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Abstract
The collocation methods introduced here are based on linear combinations of trigonometric functions and powers. The
motivation is to provide better approximations for oscillatory solutions of initial-value problems for dierential equations
of the special form y00 = f(x; y). The resulting methods, for two or more collocation points, are implicit Runge{Kutta{
Nystrom methods with coecients which depend on both the tted angular frequency and the steplength. Algebraic and
trigonometric order conditions are considered and the stability properties of some methods are examined. Particular mixed
collocation methods, and other methods for the same class of problems, are compared by applying them to a variety of
test problems. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Collocation methods for ordinary dierential equations are based on a simple idea | nd a
function of a specied form which satises the dierential equation exactly at a given set of points.
The approximating function will also satisfy some additional conditions determined by the nature of
the problem considered. Polynomial collocation methods for dierential equations of rst order form
a subset of the Runge{Kutta methods [17]. Second-order initial-value problems of the special form
y00 = f(x; y); y(x0) = y0; y0(x0) = z0; (1.1)
may be expressed as rst-order systems, or polynomial collocation may be used directly on the
second-order problem. In either case the resulting methods are Runge{Kutta{Nystrom methods. Prop-
erties of those methods have been considered by several authors [7,19,22].
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For the mixed collocation methods introduced in this paper, the collocation functions are linear
combinations of trigonometric functions and powers. The motivation is to provide better approxima-
tions for oscillatory solutions. In particular, our methods are exact for the prototype problem
y00 =−k2y; y(x0) = y0; y0(x0) = z0; (1.2)
where k is a constant, a feature which is not achievable by polynomial collocation.
De Meyer et al. [12] introduced the term mixed interpolation to describe interpolation by a linear
combination of a sine and cosine of a given frequency, and powers of the relevant variable. It is
natural to describe collocation with the same basis as mixed collocation, and that terminology has
already been used by Brunner et al. [3] in their work on Volterra integral equations.
Numerical methods for the initial-value problem (1.1) which are exact for the special case (1.2)
are often called \exponential-tting methods" because they reproduce the exponentials exp(ikx)
exactly, apart from rounding error. There is a substantial literature on such methods, dating back
at least to the work of Stiefel and Bettis [27] and of Sheeld [26] in 1969, and there are other
exponential-tting methods, chiey for dierential equations of rst order, in which the exponent is
real or complex rather than pure imaginary.
The most general treatment of mixed interpolation published to date is that of Coleman [8].
Results from that paper will be used in Section 2, to show that mixed collocation methods with
two or more collocation points are Runge{Kutta{Nystrom methods with coecients which depend
on both the tted angular frequency k and the steplength, and to obtain expressions for those
coecients. The coecients satisfy the row-sum conditions usually imposed in the derivation of
Runge{Kutta{Nystrom methods. Explicit formulae are given for mixed collocation with one, two
and three collocation points. Extension to a larger number of collocation points is straightforward
but the length of the resulting expressions increases rapidly, as is already evident from a comparison
of the formulae in Sections 2.3 and 2.4.
The algebraic and trigonometric orders of mixed collocation methods are considered in Section 3.
Algebraic order conditions for methods with steplength-dependent coecients are deduced from the
known order conditions for Runge{Kutta{Nystrom methods with constant coecients. Mixed collo-
cation methods are trigonometric Runge{Kutta{Nystrom methods in the terminology of Ozawa [23].
Linear stability analysis of a method which solves (1.2) exactly is concerned with the behaviour of
the numerical solution when the method is applied to y00=−!2y, with ! 6= k. The analysis in Section
4 is based on the work of Coleman and Ixaru [11] on the stability properties of exponential-tting
methods. The order of dispersion of a mixed collocation method is determined by suitably modifying
the standard approach for methods with coecients independent of the steplength.
Section 5 provides numerical results for an assortment of problems chosen to illustrate particular
features of the methods, and to allow comparison of mixed collocation methods with other numerical
methods. The paper concludes with a brief summary and some comments on extensions of the work
reported here. Necessary and sucient conditions on the coecients of mixed collocation methods
for each order up to 6 are listed in the appendix.
2. Mixed collocation methods
To solve the initial-value problem (1.1) by collocation, we choose a positive integer s and real
numbers c1; c2; : : : ; cs, usually on the interval [0; 1]. For the step from xn to xn+1 = xn + h, where h
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is the chosen steplength, the collocation nodes are the points xn + cih. The solution on the interval
[xn; xn+1] is approximated by the collocating function
u(x) = acos k(x − xn) + bsin k(x − xn) +
s−1X
i=0
i(x − xn)i ; (2.1)
dened by the equations
u00(xn + cih) = f(xn + cih; u(xn + cih)); i = 1; : : : ; s; (2.2)
and the initial conditions
u(xn) = yn and u0(xn) = zn: (2.3)
If the collocating function dened in this way exists, then yn+1 = u(xn+ h) and zn+1 = u0(xn+ h) are
approximations for y(xn+1) and y0(xn+1). This is used in a step-by-step fashion for n=0; 1; : : : . The
parameter k, the tted angular frequency, is regarded as a given constant. For simplicity of notation
the steplength will also be regarded as constant, though for one-step methods the steplength may be
changed at will; there is, however, some cost associated with each change because the coecients
of the method depend on the steplength.
2.1. Runge{Kutta{Nystrom formulation
It is convenient to introduce a new variable t = (x − xn)=h. Then (2.1) becomes
u(xn + th) = acos  t + bsin  t +
s−1X
i=0
 iti; (2.4)
where  = kh and  i = ihi. When there are at least two collocation points, i.e., when s>2, the
approximation for the second derivative may be expressed as
u00(xn + th) =
sX
i=1
Li(t)fn+ci ; (2.5)
where Li is the ith canonical function for mixed interpolation [8], the nodes are the collocation
parameters c1; : : : ; cs, and fn+ci :=f(xn + cih; u(xn + cih)). The restriction s>2 is required to accom-
modate both sine and cosine terms in this approach and it gives a rst indication that one-point
collocation does not t the general mould but must be considered separately, as we shall do in
Section 2.5. Two integrations of (2.5), combined with the initial conditions (2.3), give
u0(xn + th) = zn + h
sX
i=1
i(t)fn+ci ; (2.6a)
u(xn + th) = yn + thzn + h2
sX
i=1
i(t)fn+ci ; (2.6b)
where
i(t) =
Z t
0
Li() d; i(t) =
Z t
0
Z 
0
Li() d d=
Z t
0
(t − )Li() d: (2.7)
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The general s-stage implicit Runge{Kutta{Nystrom method is dened by the formulae
yn+1 = yn + hzn + h2
sX
i=1
bif(xn + hci; Yi); (2.8a)
zn+1 = zn + h
sX
i=1
dif(xn + hci; Yi); (2.8b)
Yi = yn + cihzn + h2
sX
j=1
aijf(xn + hcj; Yj) for i = 1; : : : ; s: (2.8c)
When we write yn+1 = u(xn + h), zn+1 = u0(xn + h) and Yi = u(xn + cih), the formulae for mixed
collocation take the form (2:8) with bi=i(1), aij=j(ci) and di=i(1). It follows that s-point mixed
collocation methods with s>2 are s-stage Runge{Kutta{Nystrom methods with coecients which,
as we shall see later, depend on the steplength. For polynomial collocation, which corresponds to
the limit as k ! 0, our equations reduce to those of van der Houwen et al. [19].
We record the main result of this section as
Property 1. An s-point mixed collocation method; with s>2; is an s-stage implicit Runge{Kutta{
Nystrom method; with coecients which depend on the steplength and the tted frequency.
2.2. Evaluation of i(t) and i(t)
This section relies on results of Coleman [8] for mixed interpolation. In [8] the basis functions
are C(x); S(x); 1; x; : : : ; xn−2, and the interpolation nodes are x0; : : : ; xn. In the present case, if we let
C(t)=cost and S(t)=sint, the basis functions are C(t); S(t); 1; : : : ; ts−3 and the interpolation nodes
are c1; : : : ; cs. The notation does not apply when s= 2, but that is not a special case and we simply
adopt the convention that only the rst two terms appear when s= 2.
Let
B=
0
BBB@
C(c1) S(c1) 1 c1 : : : cs−31
C(c2) S(c2) 1 c2 : : : cs−32
...
...
...
...
...
C(cs) S(cs) 1 cs : : : cs−3s
1
CCCA :
With the appropriate changes of notation, Ref. [8] gives
Li(t) =
Bi(t)
det B
; (2.9)
where Bi(t) is the determinant obtained by replacing the ith row of det B by
C(t) S(t) 1 t : : : t s−3:
The mixed interpolant exists if and only if B is nonsingular. Noting that a determinant is a linear
combination of the elements of any row, and that only one row of Bi(t) depends on t, integration
is easily carried out to give
i(t) =
B(1)i (t)
det B
; (2.10)
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where B(1)i (t) is the determinant obtained by replacing the ith row of det B by
S(t)

1− C(t)

t
t2
2
   t
s−2
s− 2 :
A second integration gives
i(t) =
B(2)i (t)
det B
; (2.11)
where B(2)i (t) is obtained by replacing the ith row of det B by
1− C(t)
 2
t− S(t)
 2
t2
2
t3
6
   t
s−1
(s− 1)(s− 2) :
The coecients of a mixed collocation method, which are particular values of the functions i
and i, depend on the tted angular frequency k through the parameter = kh. Consequently, those
coecients also depend on the steplength h. It will be useful later to know that i and i, and
the coecients derived from them, are even functions of . The elements of the rst column of
det B are even functions of , those of the second column are odd functions, and the other columns
are independent of . Therefore, if  is replaced by − the sign of that determinant is changed.
Furthermore, C(t), S(t)= and [1−C(t)]= 2 are even functions of , whereas S(t); [1−C(t)]= and
[t − S(t)]= 2 are odd. It follows that Bi(t), B(1)i (t) and B(2)i (t) are also multiplied by −1 if  is
replaced by −, so the quotients in (2.9){(2.11) are even functions of  for all t. This establishes
Property 2. The coecients of a mixed collocation method, expressed in Runge{Kutta{Nystrom
form; are even functions of = kh.
2.3. Two-point mixed collocation
When s= 2,
det B=
C(c1) S(c1)C(c2) S(c2)
= sin(c2 − c1):
An easy calculation gives
B(1)1 (t) = [cos(t − c2)− cos c2]=;
and therefore
d1 =
cos(1− c2)− cos c2
 sin(c2 − c1) :
Interchange of c1 and c2 in this expression gives d2. Similarly,
B(2)1 (t) = [sin(t − c2)+ sinc2− t cosc2]= 2;
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and from this
b1 =
sin(1− c2)+ sinc2− cos c2
 2sin(c2 − c1) ;
a11 =
sin(c1 − c2)+ sinc2− c1cos c2
 2sin(c2 − c1) ;
a21 =
sinc2− c2 cos c2
 2sin(c2 − c1) :
The remaining coecients, b2; a12 and a22, are found by interchanging c1 and c2 in the last three
equations above. The formulae for mixed collocation with collocation points xn+c1h and xn+c2h are
obtained by substituting those coecients in the Runge{Kutta{Nystrom formulae (2:8) with s = 2.
It is clear that the two-point collocation method exists for every choice of c1; c2 and  for which
(c2 − c1) is not an integral multiple of .
Example. As k ! 0 we obtain
yn+1 = yn + hzn +
h2
6(c2 − c1)f(3c2 − 1)fn+c1 + (1− 3c1)fn+c2g;
zn+1 = zn +
h
2(c2 − c1)f(2c2 − 1)fn+c1 + (1− 2c1)fn+c2g;
Y1 = yn + c1hzn + h2
(
c21(3c2 − c1)
6(c2 − c1) fn+c1 −
c31
3(c2 − c1)fn+c2
)
;
Y2 = yn + c2hzn + h2
(
c32
3(c2 − c1)fn+c1 +
c22(c2 − 3c1)
6(c2 − c1) fn+c2
)
;
the formulae for two-point polynomial collocation.
For collocation at the end-points of each interval, i.e., for c1 = 0 and c2 = 1, the formulae are
yn+1 = yn + hzn + h2

sin − cos 
 2sin 
f(xn; yn) +
− sin 
 2sin 
f(xn+1; yn+1)

;
zn+1 = zn + h

1− cos 
sin 

ff(xn; yn) + f(xn+1; yn+1)g:
2.4. Three-point mixed collocation
In this case
det B=

C(c1) S(c1) 1
C(c2) S(c2) 1
C(c3) S(c3) 1
 :
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By simplifying this, or from [8],
det B= sin(c3 − c2)+ sin(c2 − c1)+ sin(c1 − c3)
=4sin((c3 − c2)=2)sin((c2 − c1)=2)sin((c3 − c1)=2):
Existence of the three-point mixed collocation method requires that this be non-zero. The rst two
of the determinants obtained by integration are
B(1)1 (t) = [cos(t − c2)− cos(t − c3)− cos c2+ cos c3+ t sin(c3 − c2)]=;
and
B(2)1 (t) = [
1
2
2t2sin(c3 − c2)− t(cos c2− cos c3) + sin c2− sin c3
+sin(t − c2)− sin(t − c3)]= 2:
The other determinants are obtained by cyclic permutation of c1, c2 and c3. Coecients calculated
from those determinants are
d1 = [cos(1− c2)− cos(1− c3)− cos c2+ cos c3
+ sin(c3 − c2)]=( det B);
b1 = [12
2 sin(c3 − c2)− (cos c2− cos c3) + sin c2− sin c3
+sin(1− c2)− sin(1− c3)]= 2 det B;
ai1 = [12
2c2i sin(c3 − c2)− ci(cos c2− cos c3) + sin c2− sin c3
+sin(ci − c2)− sin(ci − c3)]= 2 det B:
A cyclic interchange of c1, c2 and c3 in each of those formulae gives the coecients d2, b2 and ai2,
and a further cyclic permutation gives the remaining coecients d3, b3 and ai3.
2.5. One-point mixed collocation
When there is only one collocation point, xn + ch, collocation alone is insucient to provide an
interpolant of the required form for u00(x). Instead we return to (2.1) in the form
u(x) = a cos k(x − xn) + b sin k(x − xn) + 0:
The initial conditions (2.3) give 0 = yn − a and b = zn=k, and a is then determined by the single
collocation condition
a cos c+ b sin c=−fn+c=k2:
The resulting formulae are
yn+1 = yn + hzn
sin(1− c)+ sin c
 cos c
+ h2
1− cos 
 2 cos c
f(xn + ch; Y ); (2.12a)
zn+1 = zn
cos(1− c)
cos c
+
h sin 
 cos c
f(xn + ch; Y ); (2.12b)
Y = yn + hzn
sin c
 cos c
+ h2
1− cos c
 2 cos c
f(xn + ch; Y ): (2.12c)
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Because of the form of the coecients of zn, these formulae are not in Runge{Kutta{Nystrom form
except in the limit as k ! 0, when they become
yn+1 = yn + hzn + 12h
2f(xn + ch; Y );
zn+1 = zn + hf(xn + ch; Y );
Y = yn + chzn + 12c
2h2f(xn + ch; Y );
the formulae for one-point polynomial collocation.
2.6. The row-sum conditions
In deriving Runge{Kutta{Nystrom methods it is customary to impose the so-called row-sum con-
ditions
sX
j=1
aij = 12c
2
i for i = 1; : : : ; s: (2.13)
This makes the stage order at least 2, and reduces the number of independent order conditions.
Property 3. The coecients of mixed collocation methods with three or more collocation points
satisfy the row-sum conditions.
Proof. From the second expression for (t) in (2.7),
sX
j=1
aij =
sX
j=1
j(ci) =
Z ci
0
(ci − t)
sX
j=1
Lj(t) dt:
The sum
Ps
j=1 Lj(t) is the mixed interpolant for a function which takes the value 1 at each of
the interpolation nodes. For s>3, but not for one or two collocation points, the interpolation basis
contains the unit function; then
Ps
j=1 Lj(t) = 1 for all t, and (2.13) follows.
For one-point mixed collocation, with collocation parameter c, expansion in powers of  gives
a11 = 12c
2 + O( 2); (2.14)
as  ! 0. Similarly, for s= 2,
a11 + a12 = 12c
2
1 + O(
2); a21 + a22 = 12c
2
2 + O(
2): (2.15)
It is useful to note that for every positive integer s,
sX
i=1
Li(t)cos ci= cos t and
sX
i=1
Li(t)sin ci= sin t; (2.16)
since cos t and sin t are elements of the interpolation basis [8]. These equations can be used to
show that mixed collocation methods satisfy the conditions (3:6) below.
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3. Order conditions
The local truncation error of a Runge{Kutta{Nystrom method may be written as
tn+1 = y(xn+1)− yn+1 =
NX
i=2
hi
0
@ niX
j=1
(i)j F
(i)
j
1
A+O(hN+1): (3.1)
The notation used here is based on that of Dormand et al. [14] and of Dormand [13]. Under the usual
localising assumption inherent in the denition of the local truncation error, yn+1 is the approximation
given by one step of the numerical method, starting with the exact solution and its derivative at
xn. Each of the expressions F
(i)
j denotes an elementary dierential and the  terms are combinations
of the coecients of the Runge{Kutta{Nystrom method. Similarly, the local truncation error in the
approximation for the derivative may be expressed as
t0n+1 = y
0(xn+1)− zn+1 =
NX
i=2
hi−1
0
@ niX
j=1
(i−1)
0
j F
(i)
j
1
A+O(hN+1): (3.2)
There is a close relationship between the  and 0 coecients; as Dormand [13] describes it, \if the
y error coecient of order i is
(i)j =  −
1

;
then the corresponding y0 coecient of order i − 1 can be expressed as
(i−1)
0
j =  −
i

:
In this statement  is a sum of coecients or their products, such as the sums in (3.3), and  is an
integer, as on the right-hand side of each equation in (3.3).
The expressions for the local truncation errors come from Taylor expansions of the exact solution
and the approximation, with the help of graph-theoretical ideas, and the derivation involves no
assumptions about whether or not the coecients of the Runge{Kutta{Nystrom method depend on
h. When the coecients of the Runge{Kutta{Nystrom method are independent of the steplength,
the expansions in (3.1) and (3.2) are truncated power series in h. A particular order p is achieved
by equating to zero each of the terms (i)j and 
(i) 0
j for i6p. The  coecients of order 67 are
tabulated in [13,14], assuming the row-sum conditions (2.13). For example, the conditions for order
3 are X
di = 1;
X
bi = 12 ;
X
dici = 12 ;
X
bici = 16 ;
X
dic2i =
1
3 ; (3.3)
where the index in each sum goes from 1 to s. The coecients of order 65, without the assumption
that (2.13) is satised, may be deduced from Table 13:3 of Hairer et al. [17].
For steplength-dependent methods, it is necessary to expand the  terms in powers of h, and then
require tn+1 = O(hp+1) and t0n+1 = O(h
p+1), to obtain a method of order p. This is simpler than it
might seem because the elementary dierentials are independent; those which occur for a particular
value of i do not appear for larger values of i. Recalling that the coecients of the mixed collocation
methods are even functions of h, as shown in Section 2.2, we write
bi = b
(0)
i + b
(2)
i h
2 + b(4)i h
4 +    ;
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and similar expansions for di and aij. Then the conditions in (3.3) are replaced by the following:
order 1X
d(0)i = 1;
order 2 requires in additionX
b(0)i =
1
2 ;
X
d(0)i ci =
1
2 ;
the further conditions for order 3 areX
d(2)i = 0;
X
b(0)i ci =
1
6 ;
X
d(0)i c
2
i =
1
3 :
The equations involving only coecients with superscript 0 are those which apply in the absence of
a dependence on steplength. For order 63 the dependence on h introduces only one new equation,
that involving d(2)i . The conditions for order 66 are listed in the appendix.
It is known that the order of an s-stage Runge{Kutta{Nystrom method, in the usual form with
coecients which do not depend on h, does not exceed 2s. The observation that the set of order
conditions for a mixed collocation method includes those which apply in the limit as k ! 0 leads
to
Property 4. The order of an s-point mixed collocation method does not exceed that of the corre-
sponding polynomial collocation method and; in particular; does not exceed 2s.
We have stated the order conditions as if they applied for all values of s but, since the row-sum
conditions are used in the derivation, it is necessary to establish that our conclusions still hold for
s = 1 and 2. That was the motivation for the expansions in (2.14) and (2.15). Table 13:3 of [17]
shows that the row-sum conditions do not aect the conditions for order 2, the maximum order
possible for one-point collocation. There is one extra condition,X
i; j
d(0)i a
(0)
ij =
1
6 ;
for order 3, and there are two for order 4, namely,X
i; j
b(0)i a
(0)
ij =
1
24 ;
X
i; j
d(0)i cia
(0)
ij =
1
8 :
The expansions (2.15) show that these are equivalent to equations already included in the order
conditions given in the appendix. Therefore, Property 4 and the order conditions in the appendix
hold for any number of collocation points.
One-point collocation: The order of the method is unaected by the dependence on steplength, so
it is the same as that of the corresponding polynomial collocation method. In the special case c= 12
the order is 2; otherwise it is 1.
Two-point collocation: The conditions for order 2 are satised for all values of the collocation
parameters c1 and c2 for which the method exists. The expansions required to investigate the condi-
tions for higher order soon become tedious but an algebraic package such as Maple greatly simplies
the work. Two-point polynomial collocation has order >3 when
c1 =
2− 3c2
3(1− 2c2) (3.4)
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[19], and order 4, the maximum possible, is attained when the collocation parameters have the
values 12 
p
3=6, the zeros of the shifted Legendre polynomial of degree 2. The collocation points
on [xn; xn+1] are then the Gauss points mapped onto that interval. For mixed collocation there is the
extra condition
P
d(1)i = 0 for order 3, and this is satised when (3.4) holds. The two additional
conditions for order 4, namely,
P
b(1)i =0=
P
d(1)i ci, are satised for collocation at the Gauss points,
so again the order of mixed collocation, for given collocation points, is the same as that of the
corresponding polynomial collocation method.
Three-point collocation: With three collocation points the default order is 3. For symmetric col-
location points, i.e., for c2 = 12 and c3 = 1 − c1, it is at least 4, and the maximum is 6 which is
attained at the Gauss points | this time the zeros of the shifted Legendre polynomial of degree 3.
There is evidence here to suggest that Property 4 might be replaced by the stronger statement that
a mixed collocation method has the same order as the polynomial collocation method with the same
nodes, but we have not yet found a general proof.
3.1. Trigonometric order
Gautschi [16] introduced the concept of trigonometric order for linear multistep methods. His
denition has been extended to Runge{Kutta{Nystro m methods by Ozawa [23] and Paternoster [24].
Denition. An s-stage Runge{Kutta{Nystro m method is of trigonometric order r relative to the
frequency k if all the relations
y(x + cih) = y(x) + cihy0(x) + h2
sX
j=1
aijy00(x + cjh); i = 1; : : : ; s; (3.5a)
y(x + h) = y(x) + hy0(x) + h2
sX
j=1
bjy00(x + cjh); (3.5b)
y0(x + h) = hy0(x) + h
sX
j=1
djy00(x + cjh); (3.5c)
are satised by y(x) = cos(mkx) and by y(x) = sin(mkx) for m= 1; : : : ; r, but not for m= r + 1.
A method of the form (2:8) has trigonometric order >1 if and only if [23]
sX
j=1
aij cos cj =
1− cos ci
 2
;
sX
j=1
aij sin cj =
ci− sin ci
 2
; i = 1; : : : ; s; (3.6a)
sX
j=1
bj cos cj =
1− cos 
 2
;
sX
j=1
bj sin cj =
− sin 
 2
; (3.6b)
sX
j=1
dj cos cj =
sin 

;
sX
j=1
dj sin cj =
1− cos 

: (3.6c)
Ozawa [23] calls such a method a trigonometric Runge{Kutta{Nystrom method.
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In (3:6) there are 2s+4 linear equations to be satised by the 2s+ s2 coecients fbig, fdig and
faijg, for a given set of parameters fcig. There is no one-stage trigonometric Runge{Kutta{Nystrom
method; in that case Eqs. (3:6) can be satised only in the limit as  ! 0. When s = 2, the eight
equations in (3:6) determine the eight coecients of the method to be those of the two-point mixed
collocation method as given in Section 2.3. For s> 2, a trigonometric Runge{Kutta{Nystrom method
of s stages has s2 − 4 degrees of freedom.
It is evident from their construction that our mixed collocation methods with two or more collo-
cation points have trigonometric order >1. It is only necessary to see that the collocating function
satises Eqs. (3:5). Alternatively, Eqs. (3:6) may be veried directly by using the denitions of
the coecients of the method and Eqs. (2.16). The one-point mixed collocation methods are not
Runge{Kutta{Nystrom methods, so the conditions (3:6) do not apply, but, when the denition is
suitably modied to apply to the formulae (2:12), those methods are seen to have trigonometric
order 1. There are six coecients in (2:12) which satisfy the appropriate set of six linear equations.
This establishes
Property 5. Every mixed collocation method has trigonometric order >1; and every two-stage
trigonometric Runge{Kutta{Nystrom method is a mixed collocation method.
It follows that the methods of Paternoster [24] are mixed collocation methods. She found the
condition (3.4), corresponding to order >3, but did not mention the existence of the formula of
order 4.
Ozawa [23] derived four-stage Runge{Kutta{Nystrom methods of trigonometric order 1 and alge-
braic order 4, by choosing the coecients so as to satisfy Eq. (3:6) and certain other conditions.
His statement that \In order to construct such a method it is necessary that s>4   " is based on his
particular choice of the conditions on the coecients, without any restriction on the parameters fcig.
Duxbury [15] found that symmetric three-stage methods which satisfy (3:6) also satisfy Ozawa’s
conditions. Furthermore, the required trigonometric order 1 and algebraic order 4 may be achieved
with only two stages by using mixed collocation at the Gauss points.
Four-stage Runge{Kutta{Nystrom methods of trigonometric order 1, for a given set of parameters
fcig, have 12 degrees of freedom. Not all of those methods, even those of order >4, are mixed
collocation methods. In particular, Ozawa’s methods [23] are not mixed collocation methods.
4. Stability and periodicity
For problems with oscillatory solutions, linear stability analysis is based on the test equation
y00 = −!2y where ! is real. Stability means that the numerical solutions remain bounded as we
move further away from the starting point.
The Runge{Kutta{Nystrom method (2:8) may be written in vector form as
yn+1 = yn + hzn + h2bTf (exn + ch;Y);
zn+1 = zn + hdTf (exn + ch;Y);
Y = eyn + chzn + h2Af (exn + ch;Y):
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The notation is that of van der Houwen et al. [19]. The collocation parameters are the elements of
the s-dimensional vector c, the coecients of the method form the vectors b and d and the s  s
matrix A, e is the s-dimensional vector with unit entries, and, for any pair of vectors C = (vi) and
w= (wi), the vector f (C;w) has elements f(vi; wi). For the test equation this becomes
yn+1
hzn+1

=M (2)

yn
hzn

;
with = !h and
M (2):=

1− 2bT(I + 2A)−1e 1− 2bT(I + 2A)−1c
−2dT(I + 2A)−1e 1− 2dT(I + 2A)−1c

:
The eigenvalues of the amplication matrix M (2) are the roots of the characteristic equation
2 − 2R(2)+ P(2) = 0; (4.1)
where R(2):=12 trace M (
2) and P(2):=detM (2) are rational functions of 2, and the numerator
and denominator of R are both polynomials of degree 6s in 2. The numerical solution is bounded
if the roots of this equation have magnitude less than 1, or have magnitude 1 and are unequal. Of
particular interest for periodic motion is the situation where those roots are on the unit circle. This
periodicity condition requires P(2) = 1, and R(2) is then a rational approximation for cos  [6]
which is sometimes called the stability function of the method.
In the stability analysis of numerical methods based on polynomial approximations, the parameter
! of the test problem and the steplength h occur only in the combination  = !h, and stability
intervals are intervals of values of . For polynomial collocation it is known that P(2) = 1 when
the collocation nodes are symmetrically placed with respect to the mid-point of the relevant interval
[22], and every such method has an interval of periodicity, an interval of -values in which the roots
of Eq. (4.1) lie on the unit circle; intervals of periodicity are also intervals of weak stability [19].
A method is said to be P-stable if the interval of periodicity is innite, but one-step polynomial
collocation does not provide any P-stable methods [7].
For mixed collocation methods, as for other exponential-tting methods [11], there are three
parameters to consider | ! and h as before, but also the parameter k in the collocating function. A
choice of k species a dierential equation which the method will solve exactly, and ! determines
the relevant frequency in the test equation. Consequently, the denitions of periodicity and P-stability
phrased in terms of 2 alone no longer apply and a dierent approach must be used, as suggested
by Coleman and Ixaru [11].
Eq. (4.1) applies to mixed collocation, as to other Runge{Kutta{Nystrom methods, but we choose
to write it as
2 − 2Rss(2; )+ P(2; ) = 0; (4.2)
to emphasise the dependence on  and to indicate the degrees, in 2, of the numerator and denomi-
nator polynomials in the rational function R. In view of what is known about polynomial collocation
methods, we concentrate here on mixed collocation methods for which P(2; ) = 1, in which case
(4.2) becomes
2 − 2Rss(2; )+ 1 = 0: (4.3)
We have found that this is true for all symmetric methods with one, two, or three collocation points;
it may also be true for larger values of s but we have not found a proof.
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Working with (4.3), we can ask, for a given method (i.e., a given k), and a given test frequency
(i.e., given each value of ! relevant to the problem), what restriction, if any, must be placed on the
steplength h to ensure that the condition jRss(2; )j< 1 is satised? This question can be answered
by examining the magnitude of jRss(2; )j in part of the { plane. The following denitions are
taken from [11], but are expressed in a form appropriate to the type of stability function of interest
here.
Denition. For a method with the stability function Rss(2; ), where =!h and =kh, and ! and k
are given, the primary interval of periodicity is the largest interval (0; h0) such that jRss(2; )j< 1
for all steplengths h 2 (0; h0). If, when h0 is nite, jRss(2; )j< 1 also for <h<, where >h0,
then the interval (; ) is a secondary interval of periodicity. A region of stability is a region of
the { plane, throughout which jRss(2; )j< 1. Any curve dened by jRss(2; )j= 1 is a stability
boundary.
The ratio r = == k=! plays an important role in what follows. A xed value of r corresponds
to a line of slope r through the origin in the { plane, and each point on that line is determined
by a value of the steplength h. For any given value of r, intervals of periodicity correspond to the
h-values for which the line  = r lies in a stability region of the { plane. When r = 1 every
exponential-tting method solves the test equation exactly; the line r = 1 can therefore pass only
through stability regions.
For any method corresponding to the characteristic equation (4.3), the quantity
= − cos−1[Rss(2; )]
is called the dispersion (or phase error or phase lag) [18]. The order of dispersion (or phase-lag
order) is determined by the leading term in the expansion of the phase lag  in powers of the
steplength h. For the methods considered here, both  and  depend on h. With an appropriate
modication of Eq. (2:8) of Coleman [6], we say that the order of dispersion is q if
cos − Rss(2; r) = (r)q+2 + O(q+4) as  ! 0; (4.4)
with r = = and (r) 6= 0. There is no phase lag when the tted frequency k is equal to the test
frequency !; in other words, Rss(2; ) = cos. It follows that (1) = 0.
Some results for one and two collocation points are summarised in the next two sub-sections.
Further results and a more detailed stability analysis are included in Suzanne Duxbury’s Ph.D. thesis
[15].
4.1. One-point mixed collocation
The formulae given in Section 2.5 are not in Runge{Kutta{Nystrom form. Nevertheless, for the
test equation y00 =−!2y they give an amplication matrix with characteristic equation of the form
(4.2). Some algebraic manipulation yields
R11(2; ) =
( 2 − 2)[cos(1− c)+ cos c] + 22cos 
( 2 − 2)cos c+ 2 ;
P(2; ) =
( 2 − 2)cos(1− c)+ 2
( 2 − 2)cos c+ 2 :
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If jP(2; )j> 1, at least one root of (4.2) has magnitude greater than 1, and the method is
unstable. In particular, the explicit method corresponding to c=0 is unstable when k <!, i.e., when
the test frequency exceeds the tted frequency. Replacement of c by 1 − c inverts P(2; ) in this
case, so the method with c=1 is unstable when k >!. By construction, the method is exact when
= , whatever the value of c. Otherwise c= 12 , the symmetric choice, is the only c-value in [0; 1]
for which jP(2; )j= 1; this is also the value which gives the method its highest order. Of course
a method of such low order is not of any practical value but it provides a useful introduction to the
stability analysis.
For a stability function of the form
R11(2; ) =
0 + 12
1 + 12
; (4.5)
the stability boundaries [11] are the curves on which R11(2; ) = 1. They are the curves dened
by the equations
= ():=
s
− 0() 1
1() 1() ;
and the lines corresponding to any values of  which satisfy the equations
0() 1 = 0 = 1() 1():
When c = 12 the stability function is
R11(2; ) =
 2cos(=2) + 2[cos − cos(=2)]
 2cos(=2) + 2[1− cos(=2)] ;
which may be expressed in the form (4.5) with 0 = 1. Then the stability boundaries are the axis
= 0, the lines = 2n for positive integers n, and the curves
= +():=
p
1− cos(=2) :
The last equation denes a sequence of curves, two of which are partly shown in Fig. 1. Here, and
in subsequent gures, the stability regions are shaded, and the line r=1 is shown as a dashed line.
The method is undened when  is an odd multiple of .
Given the stability boundaries and the lines on which the method is undened, the identication
of regions of stability requires a knowledge of how the stability function varies in crossing those
curves. For example, to study the behaviour of the stability function near =2n we let =2n+ 
and nd
R11(2; 2n+ ) = 1− 1− cos (−1)n(r2 − 1)[1 + O(2)] + 1 :
It follows that when n is even the method is stable either side of the line =2n, and suciently close
to that value, as for =4 in Fig. 1. When n is odd, and jj is suciently small, 0<R11(2; 2n+
)< 1 for r <
p
2, but R11(2; 2n + )> 1 when r >
p
2; the value  = 2 provides an example
in Fig. 1. The conclusion is that the lines on which R11(2; 2n + ) = 1 do not act as boundaries
between stable and unstable regions in this case. The lines  = (2n+ 1), on which the method is
undened, may be investigated in a similar manner to give the results shown in Fig. 1.
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Fig. 1. { plot for the one-point collocation, c = 12 .
When r > 1, i.e., when the tted frequency exceeds the test frequency, the primary interval of
periodicity is determined solely by the tted frequency, and is (0; =k). For r < 1 the primary interval
of periodicity is (0; h0), where h0 is a function of k which increases from 2
p
2=! when r = 0,
corresponding to polynomial collocation, to =! when r = 1, for xed !. These results combine to
show that the primary interval of periodicity for xed ! increases slowly as k is increased from 0
to !, and thereafter decreases like 1=k. There is a succession of secondary intervals of periodicity
for each value of r other than 0.
For this method the expansion (4.4) becomes
cos − R11(2; r) = 148 (r2 − 1)4 + O(6):
The method is exact when r = 1, and for tted frequencies other than the test frequency the order
of dispersion is 2, the same as the algebraic order.
4.2. Two-point mixed collocation
We illustrate the stability properties of the one-parameter family of symmetric methods with
c2 = 1 − c1 by considering two choices, the second-order method with c1 = 0 and the fourth-order
method with c1 = 12 
p
3=6. For symmetric two-point methods the stability function is a ratio of
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quadratics in 2, of the form
R22(2; ) =
0 + 12 + 24
1 + 12 + 24
; (4.6)
but for the particular choice c1 = 0 the coecients 2 and 2 vanish and we revert to the notation
of (4.5).
4.2.1. End-point collocation, c1 = 0 and c2 = 1
The stability function is
R11(2; ) =
 2sin − 2(sin −  cos )
 2sin − 2(sin − ) ;
which may be expressed in the form (4.5) with 0 = 1. The analysis is similar to that of Section
4.1. The boundaries of stability regions are the curves
= +():=
p
1− (=2)cot(=2)
and the lines = (2m+ 1) for integer m, as shown in Fig. 2.
In this case the phase lag is
cos − R11(2; r) = 124 (r2 − 1)4 + O(6):
For tted frequencies other than the test frequency the order of dispersion is 2, the same as the
algebraic order.
4.2.2. Collocation at the Gauss points
The stability function now has the form (4.6). Here also 0 = 1 and, with 1 = sin(
p
3=6) and
2 = cos(
p
3=6),
1 =
cos(=2)[61 +
p
32]− 31sin(=2)− 1212
6 212
;
2 =−cos(=2)[61 +
p
32]− 31sin(=2)− 612 −
p
3 cos 
6 412
;
1 =
cos(=2)[61 +
p
32] + 31sin(=2)− 1212
6 212
;
2 =−cos(=2)[61 +
p
32] + 31sin(=2)− 612 −
p
3
6 412
:
The coecients are undened when =
p
3n and n is an integer.
The stability function (4.6) with 0 = 1 takes the value 1 when
(1 − 1)2 + (2 − 2)4 = 0;
i.e., when = 0, on the curves
= 1():=
s
1 − 1
2 − 2 ;
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Fig. 2. { plot for two-point collocation at the end points.
and on any lines corresponding to -values for which both 1 = 1 and 2 = 2. The lines on which
R22(2; ) =−1 are the curves = +() and = −(), where
():=
s
−(1 + 1) [(1 + 1)2 − 4(2 + 2)(0 + 1)]1=2
2(2 + 2)
:
Stability regions are shown in Fig. 3. The two heavy curves, obtained by plotting dots at ap-
propriate points, show loci of points at which R22(2; ) is unbounded. They help to conrm the
identication of the various regions, as they must lie in regions of instability. The line which passes
through a stable region for  close to 15 actually consists of two curves which bound an unstable
region too narrow to show at the resolution of the gure. The primary interval of periodicity, for
any value of r, is determined by +(). Its length increases from 3=! when r =0, corresponding to
polynomial collocation at the Gauss points, and tends to =! as r ! 1. For r > 1 it continues to
increase and tends to
p
3=! as r ! 1. At best it is no more than =p3  1:8 times the length
of the corresponding interval for polynomial collocation. When r = 0 there is a secondary interval
of periodicity from 2
p
3=! to 6=!, and for other values of r there is a succession of secondary
intervals of periodicity.
For collocation at the two Gauss points the phase lag is
cos− R22(2; r) = 18640 (r2 − 1)(r2 + 2)6 + O(8):
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Fig. 3. { plot for two-point collocation at the Gauss points.
Again the order of dispersion, for tted frequencies other than the test frequency, is equal to the
algebraic order, in this case 4.
5. Numerical examples
With the exception of the uninteresting case of one-point collocation with c = 0, the mixed
collocation methods are implicit. To solve a non-linear dierential equation, an iterative procedure
and starting values for the set fYjg in (2.8c) are required at each step. The method implemented on
the interval [xn; xn+1] provides a mixed interpolant for the solution of the dierential equation. This
is used to extrapolate to the next interval to provide the required starting values for a xed-point
iteration or modied Newton method.
Exponential-tting methods of all types for (1.1) have coecients involving combinations of
trigonometric functions. It is a common feature of such methods, mentioned in most papers on
the subject, that the evaluation of the coecients from their closed form is subject to cancellation
errors which become increasingly severe as  tends to 0. The row-sum conditions provide a simple
illustration. For three-point mixed collocation, with c1 = 0; c2 = 12 and c3 = 1, Eq. (2.13) givesP3
j=1 a2j =
1
8 . MATLAB calculations of the sum, based on the formulae in Section 2.4 for the
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coecients, give the correct value to at least 14 digits for >0:5; the error is 2:2  10−13 when
 = 0:1, and rises to 2:0  10−6 when  = 0:005 and 0:001 when  = 0:001; for 60:0002 the
calculation gives the disastrous value 0 for each of the coecients a2j. In applying the methods
we have used expansions in powers of , generated by Maple, to compute the coecients where
necessary.
Amongst the symmetric mixed collocation methods with s collocation points, there are two types
of method which have special properties. If the left-hand end of the current interval is a collocation
point, so that c1 = 0, the eective number of stages is reduced by one because then a1j = j(0) = 0,
from (2.7). Another important s-point method is the method of order 2s based on the Gaussian nodes.
Prompted by these considerations we report results for four methods which we label as follows:
E2 | 2 end-points as collocation points, i.e., c1 = 0; c2 = 1;
G2 | collocation at 2 Gauss points, i.e., c1 = 12 −
p
3=6; c2 = 1− c1;
E3 | end-points and mid-point as collocation points, i.e., c1 = 0; c2 = 12 ; c3 = 1;
G3 | collocation at 3 Gauss points, i.e., c1 = 12(1−
p
3=5); c2 = 12 ; c3 = 1− c1.
Polynomial collocation methods with the same collocation points are labelled PE2, etc. The algebraic
order of the method E2 is 2, for G2 and E3 the order is 4, and G3 has order 6. The order is
determined by the choice of interpolation points and is therefore unaected by the prex P.
We also make frequent reference to the two-step exponential-tting methods S1; S2 and S3, in the
notation of [20,11]. The method S1 is a linear two-step method which rst appeared in [27] and
was subsequently rediscovered several times. It is a method of algebraic order 4 and trigonometric
order 1, which is exact for 1, x, x2, x3 and exp(ikx), and reduces to Numerov’s method as k ! 0.
The methods S2 and S3 are of similar form and are exact for 1, x, exp(ikx) and x exp(ikx), and
for exp(ikx), x exp(ikx) and x2 exp(ikx), respectively. Application to a nonlinear dierential
equation requires the solution of a single nonlinear equation at each step.
We have applied our methods to several problems, chosen to illustrate particular aspects of those
methods and to provide comparisons with results of other methods. The simple Problem 1 illustrates
eects of the choice of the parameter k. Problem 2 is a linear problem for which the mixed collocation
methods, though not exact, have smaller errors than the corresponding polynomial-tting methods.
The next two problems are nonlinear; our methods are exact for Problem 3 but not for Problem 4.
Problem 5 is an example in which a variable k-value yields better results than a xed value. The
nal problem involves a pair of coupled nonlinear dierential equations.
Other examples, and further numerical results for examples considered here, are provided in [15].
Problem 1. y00 =−25y with y(0) = 1 and y0(0) = 0.
Every mixed collocation method with k=5 would solve this initial-value problem exactly in exact
arithmetic. Nonzero errors show the eects of the accumulation of rounding errors in nite-precision
calculations. The choice k = 0 corresponds to polynomial collocation, and we have also used k = 4
as an example of tting a nonzero frequency dierent from the natural frequency of the problem.
Table 1 indicates some cases where a method does not exist or is unstable according to the
analysis in Section 4; otherwise it records the maximum absolute errors in applying the numerical
methods to Problem 1 on the interval [0; 40]. The right-most column provides a comparison with
the method S1, which is exact for this problem with k = 5.
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Table 1
Maximum absolute errors for Problem 1 on [0; 40]
h k E2 G2 E3 G3 S1
=4 5 7:8E−14 1:2E−13 1:0E−13 9:0E−14 6:2E−14
4 Undened 2:0 2:0 1:0 Unstable
0 Unstable 2:0 2:0 1:2 Unstable
=8 5 6:5E−14 7:5E−14 1:2E−13 1:3E−13 7:7E−14
4 2:0 8:1E−01 1:4 2:3E−02 2:0
0 2:0 1:3 2:0 3:6E−02 2:0
=16 5 1:3E−13 1:2E−13 2:4E−13 4:4E−13 1:7E−13
4 2:0 6:1E−02 1:0E−01 4:0E−04 4:6E−01
0 2:0 1:2E−01 2:8E−01 6:6E−04 1.2
Problem 2. The Stiefel{Bettis problem
The perturbed oscillator problem
z00 + z = 0:001eix; z(0) = 1; z0(0) = 0:9995i; (5.1)
is one of the examples considered in [27]. The solution is
z(x) = (1− 0:0005ix)eix:
This problem is a popular choice in papers on exponential-tting methods. It may be solved either
as a single equation in complex arithmetic or as a pair of uncoupled real equations.
In reporting on numerical experiments, authors frequently quote errors at one point only, rather
than the maximum error on an interval. For example, Raptis and Simos [25] tabulated errors at
z=40 only, for four methods applied to (5.1). For problems with oscillatory solutions, this does not
necessarily give a reliable measure of the accuracy of a particular numerical method. For example,
when we applied two-point and three-point mixed collocation methods, with k = 1, to (5.1) and
tabulated the real and imaginary parts of the error at 10, 20, 30 and 40, for a variety of
dierent steplengths, the real part was consistent with the eects of rounding error alone, and bore
no relationship to the maximum value of the real part of the error on the intervals between those
points. The imaginary part, on the other hand, took end-point values indicative of the maxima on
the various intervals, and consistent with the values shown in Table 2 for the maximum moduli of
the complex errors.
The results in Table 2 are consistent with the algebraic orders of the methods. The superiority of
mixed collocation with k = 1 over polynomial collocation (k = 0) for this problem is evident in the
comparison of G2 and G3 with PG2 and PG3. The errors in the two fourth-order mixed collocation
methods, G2 and E3, are very similar, particularly in Table 3.
The maximum error in the method S1, which is not included in Table 2, is approximately 6 times
that of G2. The methods S2 and S3 are exact for this problem. See also Section 6 below.
To compare with published results it is necessary to consider the error in the absolute value of
the solution, i.e., jz(xn)j − jznj, where zn is the numerical approximation for the solution of (5.1) at
xn. The maximum value of this quantity on [0; 40], for each mixed collocation method considered,
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Table 2
Maximum moduli of errors for Problem 2 on [0; 40]
h E2 G2 E3 G3 PG2 PG3
=2 1:2E−2 2:5E−4 3:7E−4 4:4E−6 1:4E−1 2:1E−3
=4 3:2E−3 1:7E−5 2:5E−5 7:2E−8 1:1E−2 3:6E−5
=8 8:0E−4 1:0E−6 1:6E−6 1:1E−9 6:9E−4 5:7E−7
=16 2:0E−4 6:5E−8 9:7E−8 2:1E−11 4:4E−5 9:0E−9
Table 3
Maximum errors in jzj for Problem 2 on [0; 40]
h E2 G2 E3 G3 RS
=2 8:0E−4 2:6E−5 2:3E−5 2:8E−7
=4 2:2E−4 1:5E−6 1:5E−6 4:5E−9 1:0E−6
=8 5:5E−5 9:4E−8 9:7E−8 7:0E−11 1:3E−8
=16 1:4E−5 5:9E−9 6:1E−9 8:9E−13 2:0E−10
appears in Table 3. The last column of the table shows the values of end-point errors quoted by
Raptis and Simos [25] for their four-step, exponential-tting method of order 6. They are greater, by
more than two orders of magnitude, than the maximum errors of the sixth-order mixed collocation
method G3. Table 3 may also be compared with Table 3 of Thomas [28], which gives the end-point
errors in two fourth-order and two sixth-order hybrid methods, and with Table 4 of Coleman and
Booth [9] which lists end-point errors for some methods of orders 4 and 6, now known to be
polynomial collocation methods based on Chebyshev extrema [10]. The magnitudes of the errors in
those polynomial-based methods are larger than those of mixed collocation methods of the same
order.
Problem 3. y00 =−(1 + 0:01y2)y + 0:01 cos3 x; y(0) = 1; y0(0) = 0.
This nonlinear initial-value problem is one of the examples considered by Ozawa [23]. The dier-
ential equation is a particular case of the undamped Dung’s equation, with a forcing term chosen
so that the exact solution is y(x) = cos x. Mixed collocation methods with k = 1 are exact for this
problem because the solution is expressible in the form (2.1), for one or more collocation points.
Correspondingly, numerical computations with those methods show only the eects of accumulated
rounding error. Multistep and hybrid exponential-tting methods are also exact for this problem; ex-
amples include the two-step methods S1, S2 and S3. Our calculations with Ozawa’s method TRKN41
with k = 1 indicate that it also is exact for this problem. Ozawa’s Table 4 [23], which appears to
suggest otherwise, is in a section on phase errors and corresponds to an unspecied value of k; our
results for his method with k = 0:1 are close to the values tabulated.
Problem 4. Another periodically forced, undamped Dung’s equation.
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Table 4
Maximum errors for Problem 4 on [0; 40]
Method h= =5 h= =10 h= =20 h= =40
E2 1:5E−4 4:6E−5 1:2E−5 3:0E−6
G2 8:7E−6 4:8E−7 2:9E−8 1:8E−9
E3 1:1E−5 5:8E−7 3:5E−8 2:1E−9
G3 1:2E−7 1:4E−9 1:5E−11
PG2 7:2E−4 4:6E−5 2:9E−6 1:8E−7
PE3 1:4E−3 8:7E−5 5:5E−6 3:4E−7
PG3 1:3E−6 2:0E−8 3:3E−10 1:3E−11
E3 (k = 1) 2:4E−5 1:6E−6 1:0E−7 6:6E−9
G3 (k = 1) 8:5E−8 9:2E−10 1:7E−11
S1 5:4E−5 2:6E−6 1:4E−7 8:7E−9
C4 3:8E−3 2:0E−4 1:2E−5 7:1E−7
C6 9:7E−4 9:6E−6 1:2E−7 1:8E−9
Several authors, including [1,2,4,5,21], tested their numerical methods by using them to approximate
a periodic solution of the equation
y00 + y + y3 = 0:002 cos(1:01x)
which has the same period as the forcing term. In this case the solution is not known in closed
form. Accuracy is judged by comparison with a Galerkin approximation obtained by van Dooren [29],
expressed as y(x)=
P4
i=0 a2i+1 cos(1:01(2i+1)x); with a1=0:200179477536, a3=0:24694614310−3,
a4 = 0:304014  10−6, a7 = 0:374  10−9 and a9< 10−12. The appropriate initial conditions are
y(0) = 0:200426728067 and y0(0) = 0.
Table 4 shows an assortment of results for this problem. The notation used for the rst seven
methods is described at the beginning of this section. In the rst four methods the parameter k
has the value 1:01. Results are also given for the three-point methods with k = 1; the errors in G3
are slightly smaller with k = 1 than with k = 1:01 for some steplengths, but the value suggested
by the problem gives better results with E3. For the steplength h = =40, the accuracy of the
sixth-order mixed-collocation method G3 is comparable to that of van Dooren’s approximation; then
the dierence between those approximations is not a useful measure of the error in either, so it is not
included in the table. The superiority of the mixed collocation methods over their polynomial-based
counterparts is evident, as is the greater accuracy for increased order.
The two-step exponential-tting method S1 is somewhat less accurate than the mixed collocation
methods of the same order. Our calculations with the methods S2 and S3 gave maximum errors very
similar to those of S1. The fourth-order polynomial collocation methods PG2 and PE3 are both more
accurate than Numerov’s method, which is the common limit of S1, S2 and S3 as k ! 0.
Some results of Chawla et al. [4] are listed in Table 4, as representative of what can be achieved
by two-step, polynomial-based, hybrid methods. Their preferred fourth-order and sixth-order methods
are labelled C4 and C6, respectively. The entries shown are absolute errors at 40 and the maximum
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Table 5
Maximum errors for Problem 5 on [1; 10]
Method h= 0:09 h= 0:045 h= 0:025 h= 0:0125
E2 1:9E−4 4:8E−5 1:2E−5 3:0E−6
G2 1:3E−6 8:0E−8 5:1E−9 3:2E−10
E3 1:6E−6 1:2E−7 7:9E−9 4:9E−10
G3 8:3E−9 1:3E−10 2:1E−12 3:4E−14
PG2 3:2E−3 2:1E−4 1:4E−5 8:5E−7
PG3 1:4E−5 2:2E−7 3:6E−9 5:6E−11
S1 7:0E−6 4:3E−7 2:8E−8 1:7E−9
S2 2:0E−6 1:2E−7 7:1E−9 4:5E−10
S3 6:1E−7 4:0E−8 2:6E−9 1:7E−10
G2var 2:1E−7 1:3E−8 8:0E−10 5:0E−11
G3var 2:6E−9 3:9E−11 6:1E−13 1:2E−14
errors could be considerable greater; in our calculations the maximum error was rarely attained at
the end point. Because C4 and C6 are implicit methods of similar structure to Runge{Kutta{Nystrom
methods, it is interesting to compare them with the polynomial collocation methods based on the
Gauss points, which also satisfy the eciency criterion of [4], that \an ecient method of order m
will involve only m function evaluations per step". The number of \function evaluations per step"
here is the number of nonlinear equations to be solved at each step. The errors in PG2 are smaller
than those of C4 by a factor of at least 4, and PG3 is better than C6 by more than two orders of
magnitude. Since stability considerations are irrelevant in this case, and the methods are comparable
in all other respects, the comparison on the basis of global error alone provides a valid assessment of
the relative merits of polynomial collocation and the best of the \ecient" two-step hybrid methods
for this problem. Mixed collocation gives a further substantial improvement for the small price of
the evaluation of the h-dependent coecients at the beginning of the calculation.
Problem 5. An equation related to Bessel’s equation.
The function y(x) =
p
xJ0(10x), where J0 is the Bessel function of the rst kind of order zero,
satises the dierential equation
d2y
dx2
+

100 +
1
4x2

y = 0:
We applied several methods to this problem on the interval [1; 10]. The initial values, y(1)= J0(10)
and y0(1) = 12J0(10)− 10J1(10), where J1 is the Bessel function of order 1, were generated by the
MATLAB Bessel function routine, as were the values of the exact solution used to compute the
errors.
For the rst four methods in Table 5, and for S1, S2 and S3, we chose k=10. The relative behaviour
of the various mixed collocation methods and their polynomial-based counterparts is similar to what
we have seen earlier. The two-step method S2 has maximum errors similar to those of E3, and the
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maximum error in S3 is approximately half that in G2 for each choice of steplength, which makes
it the most accurate of the fourth-order methods considered here with k = 10.
Since the exact solution of this problem does not oscillate with a xed frequency, it is of interest
to consider the eect of allowing the parameter k to depend on x. The choice k=
p
(100+ 14x
−2) gives
the results labelled G2var and G3var for the two-point and three-point mixed collocation methods
based on Gauss points. Although this involves a change of less than 0.2% in k for any x in the
chosen interval, it reduces the maximum error in G2 by a factor of about 6 and that in G3 by a
factor of about 3. The same change in the method S1 reduces the maximum error by a factor close
to 2, but the methods S2 and S3 are insensitive to the change in k. The method G2, with variable k,
is the most accurate of the fourth-order methods considered here. The sixth-order methods G3 and
G3var are considerably more accurate than any other methods in Table 5.
Problem 6. An orbit problem.
As an example of a system of dierential equations we consider another popular test problem, the
two-body orbit problem described by the equations
y00 +
y
r3
= 0; y(0) = 1− e; y0(0) = 0;
z00 +
z
r3
= 0; z(0) = 0; z0(0) =
s
1 + e
1− e ;
with r2 = y2 + z2. The exact solution is
y = cosE − e; z =
p
1− e2sin E;
where e is the eccentricity of the orbit, and the eccentric anomaly E is expressed as an implicit
function of the independent variable x by Kepler’s equation
x = E − e sin E:
Table 6 shows the maximum errors on the interval [0; 20] for the mixed collocation methods
featured in earlier tables and for two other methods, the two-step exponential-tting method S3 and
Ozawa’s fourth-order trigonometric Runge{Kutta{Nystrom method TRKN41 [23]. Here the error is
measured in the 1-norm; it is the sum of the absolute values of the errors in y and z. We have
chosen to tabulate results for S3 because it is more accurate than S1 or S2 for this problem. For
the rightmost column we have rounded numbers quoted in Ozawa’s paper [23]. All the methods
considered are exact when the eccentricity is 0, i.e., for a circular orbit. For the values of the
eccentricity chosen for Table 6, Ozawa’s four-stage method is less accurate than the two-stage and
three-stage mixed collocation methods G2 and E3, which are also of fourth order. The methods G2
and E3 are also consistently more accurate than the fourth-order two-step method S3, but S3 requires
less computation at each step. As expected from other comparisons, the sixth-order three-stage mixed
collocation method G3 is the most accurate of the methods considered here. The reduction in the
error when the steplength is halved is consistent with the algebraic order of our methods, except at
the lowest accuracies. For Ozawa’s method, the factor by which steplength halving reduces the error
is close to 16, as expected, for e = 0:01; the evidence of the order is less convincing for e = 0:1,
and the ratios are far from 16 when e = 0:5.
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Table 6
Maximum absolute errors in the 1-norm for Problem 6 on [0; 20]
e h E2 G2 E3 G3 S3 Ozawa
0:2 2:1E−2 7:6E−6 1:9E−5 5:6E−9 8:1E−5 9:7E−5
0:01 0:1 5:2E−3 4:8E−7 1:2E−6 8:6E−11 5:1E−6 6:2E−6
0:05 1:3E−3 3:0E−8 7:4E−8 1:4E−12 3:2E−7 3:9E−7
0:2 2:8E−1 8:6E−5 2:3E−4 5:0E−8 1:8E−3 7:6E−4
0:1 0:1 6:9E−2 5:4E−6 1:4E−5 7:9E−10 1:1E−4 6:0E−5
0:05 1:7E−2 3:4E−7 8:9E−7 1:2E−11 7:2E−6 4:2E−6
0:2 3:1 2:2E−2 5:7E−3 3:7E−4 7:3E−1 3:0E−1
0:5 0:1 2:3 1:1E−3 7:1E−4 4:2E−6 6:5E−2 6:4E−3
0:05 7:7E−1 6:5E−5 4:9E−5 6:3E−8 4:4E−3 1:5E−4
0:025 1:9E−1 4:0E−6 3:1E−6 1:4E−9 2:8E−4
6. Conclusion
This paper provides a framework for the derivation of a class of Runge{Kutta{Nystrom methods
which are exact when the solution is a linear combination of sin kx, cos kx and a polynomial of degree
s − 1, where k is a specied angular frequency and s is the number of stages. Explicit formulae
are given for the two- and three-stage methods, and also for the corresponding one-stage methods,
although these are not of Runge{Kutta{Nystrom form. We have shown how order conditions for these
methods with steplength-dependent coecients may be derived from the known order conditions for
the usual Runge{Kutta{Nystrom formulae with coecients which are independent of the steplength.
It is found that the stability properties of mixed collocation methods are not very dierent from those
of the corresponding methods based on polynomial collocation, the limiting forms of our methods
as k ! 0.
There are two earlier publications [23,24] on what Ozawa [23] calls trigonometric Runge{Kutta
methods. The two-stage methods derived by Paternoster [24] are shown to be the two-point mixed
collocation methods of Section 2.3. Ozawa’s fourth-order method [23] is not a collocation method,
and the comparison of numerical results in Section 5 shows that some mixed collocation methods
of the same order, which require fewer stages, are more accurate for the problems considered.
The Runge{Kutta{Nystrom methods derived in this paper have coecients which are functions of
= kh, but the collocation parameters c1; : : : ; cs are independent of h and k, and the order conditions
in the appendix are based on that assumption. It is possible to allow those parameters also to
depend on , and the appropriate order conditions can be found by expanding ci as we have already
done for the Runge{Kutta{Nystrom coecients. Once again, the observation that the order conditions
include those which apply in the limit as k ! 0 shows that it is not possible to increase the order by
enforcing any particular -dependence on the collocation parameters. For particular, xed collocation
parameters there may be values of  for which a mixed collocation method is undened because a
denominator vanishes. For example, Section 2.3 shows that for symmetric two-point methods, with
collocation parameters c and 1− c, this happens when (1− 2c) is an integral multiple of .
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The additional freedom allowed by -dependent collocation parameters could be used to avoid
the vanishing of the relevant denominators for distinct collocation nodes; the choice c= a 2 with a
suitable value of a achieves that for symmetric two-point methods, but it is not evident that this is a
useful feature. We investigated the stability properties of some methods with -dependent collocation
parameters but did not observe any signicant advantage over the methods based on xed collocation
parameters.
There are possible choices of collocation basis other than that used in this paper. For example,
(2.4) could be replaced by
u(xn + th) =
2X
i=1
ai cos it +
2X
i=1
bi sin it +
s−3X
i=0
 iti; (6.1)
with i = hki, for two angular frequencies k1 and k2. Similarly more than two frequencies could be
included and the polynomial terms correspondingly reduced in number or omitted. Alternatively, the
basis could consist of products of monomials and trigonometric terms, and that may be regarded
as the conuent limit of the multi-frequency case. For example, with s = 2 the nal sum in (6.1)
is omitted, leaving u as a linear combination of trigonometric terms, and as k2 ! k1 = k the basis
functions become cos t, t cos t, sin t and t sin t, with  = kh. Methods obtained in this way are
exact for Problem 2 of Section 5. Interpolation formulae for linear combinations such as (6.1), which
would allow a general derivation of the corresponding collocation methods along the lines of Section
2, are not yet available. However, some particular methods, derived by an algebraic approach, have
been investigated [15], and we hope to report on them in a later paper.
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Appendix Order conditions for mixed collocation methods
The order conditions for Runge{Kutta{Nystrom methods with steplength-dependent coecients
may be deduced from the known order conditions for the more usual Runge{Kutta{Nystrom methods,
as described in Section 3. Here we have two simplifying features, the row-sum conditions and the
fact that the coecients of the mixed colocation methods are even functions of h. The conditions
listed below are valid also for one-point and two-point mixed collocation, even though the row-sum
conditions are not satised. Each index in the sums goes from 1 to s, where s is the number of
stages of the method.
Order >1:X
i
d(0)i = 1:
Order >2:X
i
b(0)i =
1
2 ;
X
i
d(0)i ci =
1
2 :
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Order >3:X
i
d(2)i = 0;
X
i
b(0)i ci =
1
6 ;
X
i
d(0)i c
2
i =
1
3 :
Order >4:X
i
b(2)i = 0 =
X
i
d(2)i ci;
X
i
b(0)i c
2
i =
1
12 ;
X
i
d(0)i c
3
i =
1
4 ;
X
ij
d(0)i a
(0)
ij cj =
1
24 :
Order >5:X
i
d(4)i = 0 =
X
i
b(2)i ci =
X
i
d(2)i c
2
i ;
X
i
b(0)i c
3
i =
1
20 ;
X
ij
b(0)i a
(0)
ij cj =
1
120 ;
X
i
d(0)i c
4
i =
1
5 ;
X
ij
d(0)i cia
(0)
ij cj =
1
30 ;
X
ij
d(0)i a
(0)
ij c
2
j =
1
60 :
Order >6:X
i
b(4)i = 0 =
X
i
d(4)i ci =
X
i
b(2)i c
2
i =
X
i
d(2)i c
3
i =
X
ij

d(2)i a
(0)
ij + d
(0)
i a
(2)
ij

cj;
X
i
b(0)i c
4
i =
1
30 ;
X
ij
b(0)i cia
(0)
ij cj =
1
180 ;
X
ij
b(0)i a
(0)
ij c
2
j =
1
360 ;
X
i
d(0)i c
5
i =
1
6 ;
X
ij
d(0)i c
2
i a
(0)
ij cj =
1
36 ;
X
ij
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