Abstract. We present a variant of the popular BiCGSTAB method for solving nonsymmetric linear systems. The method, which we denote by ML(k)BiCGSTAB, is derived from a variant of the BiCG method based on a Lanczos process using multiple (k > 1) starting left Lanczos vectors. Compared with the original BiCGSTAB method, our new method produces a residual polynomial which is of lower degree after the same number of steps, but which also requires fewer matrix-vector products to generate, on average requiring only 1 + 1/k matvecs per step. Empirically, it also seems to be more stable and more quickly convergent. The new method can be implemented as a k-term recurrence and can be viewed as a bridge connecting the Arnoldi-based FOM/GMRES methods and the Lanczos-based BiCGSTAB methods.
1. Introduction. BiCGSTAB [24] is a popular Krylov subspace method for the iterative solution of nonsymmetric linear systems. Its main features are that it is transpose-free, makes more efficient use of matrix-vector products when compared to BiCG [7, 12, 18] , and is more stable than CGS [23] . In this paper, we introduce a new variant of BiCGSTAB which inherits all of these nice features. In addition, the key new ingredient of our method is the use of multiple starting left Lanczos vectors which has the desirable effects of lowering the cost per step and increasing the robustness.
BiCGSTAB is derived from BiCG which is a Lanczos-based Krylov subspace method. In BiCG, the residual vector r l at the lth step lies in a Krylov subspace K l+1 (r 0 , A) and is chosen to be orthogonal to an auxilliary Krylov subspace K l (q 1 , A T ). In our variant of the BiCG method, which we denote by ML(k)BiCG, r l is still in K l+1 (r 0 , A); however, it is now chosen to be orthogonal to the union of k Krylov subspaces K j+1 (q s , A T ) and K j (q s , A T ), where 1 ≤ s ≤ i < s ≤ k and jk + i = l, generated from multiple (k > 1) linearly independent starting vectors q u , u = 1, 2, . . . , k. Our motivation for using multiple left starting Lanczos vectors is to mitigate somewhat the ill conditioning of K l (q 1 , A T ) for large l by replacing a high degree Krylov polynomial corresponding to one starting vector with a set of lower degree Krylov polynomials generated from different, independent starting vectors. We think this leads to better stability and robustness of the resulting iterative method. We derive an efficient implementation of this idea, requiring only memory of previous k iterates (i.e., a k + 1-term recurrence).
We consider the major contribution of this paper, however, to be an extension of BiCGSTAB, which we denote by ML(k)BiCGSTAB, using multiple starting Lanczos vectors. The derivation is similar to, but rather more complicated than, that of to increase the robustness and speed of convergence of BiCGSTAB [20, 21] . The robustness of GMRES(k)/FOM(k) for BiCGSTAB and BiCGSTAB(k) is exploited in [20, 21, 22] . From our experimental results, ML(k)BiCGSTAB may be a good alternative to achieve this goal of exploiting the robustness of GMRES(k)/FOM(k).
The outline of the paper is as follows. In section 2, we give our version of a Lanczos-type method with one right starting vector and k left starting vectors. In section 3, a BiCG-like method is derived from the Lanczos method in section 2. Section 4 contains the main derivation for the ML(k)BiCGSTAB method. Numerical results are given in section 5.
A Lanczos method for k linearly independent left starting vectors.
Let A be an n × n real matrix and let k + 1 real vectors v 0 and q 1 , q 2 , . . . , q k be given. We define p jk+i = A T j q i (1) for i = 1, 2, . . . , k; j = 0, 1, 2, . . ., and suppose the matrices The existence and uniqueness of such a sequence is guaranteed by the nonsingularity of the W l 's. In fact, if we express v l as
T . Two simple facts can be derived for the sequence {v l } l=0,1,...,ν : (a) v ν = 0 and (b) v l ⊥ p l+1 whenever l < ν. To see (a), we note that ν is the grade of v 0 and hence A ν v 0 ∈ K ν (v 0 , A). Property (2) is now reduced to v ν ∈ K ν (v 0 , A) and thus (a) follows by the uniqueness of v ν . To prove (b), we assume that v l ⊥ p l+1 . Then, combining with property (3), we have v l ⊥ span{p 1 , . . . , p l+1 }, and hence W l+1γ (l) = 0, whereγ
are defined in (4), in contradiction with the nonsingularity of W l+1 .
where R l ≡ [r 0 , r 1 , . . . , r l−1 ]. Write the LDU decomposition of H l Λ l , which exists and is unique due to the nonsingularities of the principal submatrices of H l Λ l , as
and define
Because of the lower triangular structure of L l D l , we have
for some α l . As a result, x l can be updated as (14) and hence
On the other hand, since G l+1 = R l+1 U −1 l+1 , g l can be computed from the previous g i 's and r l by the update
wherem l = max(l − k, 0) and where −β To compute the coefficients α l and β
in (14) , (15) , and (16), we need the Aorthogonality of the vectors g i and p i and the orthogonality of the vectors p l and r l . Since
where e l denotes the last column of the l × l identity matrix, and since P T l V l is nonsingular and lower triangular, we have
and
Thus, utilizing this information, we examine the following equations derived from (15) :
Now, putting the relations (14) , (15) , (16) , (18) , and (19) together, we have the following algorithm. Algorithm 1. ML(k)BiCG. 1. Choose an initial guess x 0 and k vectors q 1 , q 2 , . . . , q k . 2. Compute r 0 = b − Ax 0 and set
Compute p l+1 according to (1) 
End
It is worthwhile to remark on two special cases where k = 1 and k ≥ ν. If k = 1, then p l = A T l−1 q 1 and conditions (11) and (12) become
which are exactly what the BiCG approximate solution x BiCG l needs to satisfy. As a result, Algorithm 1 is equivalent to the BiCG algorithm mathematically. On the other hand, when k ≥ ν, (11) and (12) reduce to
If, at the lth step of the computations, we choose (p l+1 =) q l+1 = r l while setting (p 1 =) q 1 = r 0 beforehand, then Algorithm 1 is mathematically equivalent to the FOM algorithm. From its derivation, we can state the following result about Algorithm 1. Theorem 3.1. Under the assumptions of Theorem 2.1, ML(k)BiCG does not break down by zero division before step ν, and the approximate solution x ν at step ν is exact to the system (10). T to compute p l+1 in line 11. In practice, however, the transpose of A is not always available; for instance, if the matrix is not formed explicitly and the matvec product is given only as an operator. But this difficulty can be overcome by adopting the techniques in the derivations of CGS and BiCGSTAB. In this section, we give a transpose-free version of Algorithm 1 which we call ML(k)BiCGSTAB. 3 We first rearrange the outer for loop of Algorithm 1 into a form more convenient for our development. Let l = jk + i and let the index i vary from 1 to k and j starting with 0. Then we convert the loop in l into doubly nested loops in j and i, respectively. By moving the case where i = 1 outside the i-loop, we rewrite the l-loop (omitting lines 5 and 11) of Algorithm 1 as 
For s = 1, . . . , i − 1
13
. β
jk+s g jk+s ; 16. End Thus, the l-loop of Algorithm 1 is equivalent to the following triple nested loops.
1.
If j = 0 6. β
End 10.
Else 12.
For
End
End 25.
End 26. End We now introduce an auxiliary polynomial ψ j (λ) defined by the recurrence relation,
where ρ j is a free parameter. This polynomial ψ j (λ) was first used by van der Vorst in the derivation of BiCGSTAB [24] . If we express ψ j (λ) in terms of the power basis,
then it is clear that η
(j) 0 = 1. Next, we define the following vectors, analogous to those defined in BiCGSTAB,
. . , and set π 0 = ω 0 = r 0 (= g 0 ). Our goal is to define π jk+i to be the residual of our new method. The other three vectors are needed in deriving a recurrence for π jk+i . By recalling (1), (12), and (17), we find that the scalars α l 's and β l 's in Algorithm 1 can be computed via these new vectors. The derivations are quite complicated and therefore we give the details in the Appendix while summarizing only the results here. In fact, we have
Moreover, the vectorsπ jk+i , π jk+i ,ω jk+i and ω jk+i themselves can be updated as follows:π
The details of the derivation of these equations can be found in the appendix. The formulas just derived constitute the main operations of the ML(k)BiCGSTAB algorithm, which we summarize as follows:
29.
End 32. End Some simplifications can be made to these operations, for instance, (a) resetting the scalar α jk+i+1 in line 27 to be q 
which can be updated by using lines 13, 14, 23, and 24 as
With these changes, we rewrite lines 8-30 as
in which lines 1-9 can be further rewritten as
As the approximate solution x l at step l (= jk+i) of the ML(k)BiCGSTAB algorithm, we define (20) for j ≥ 0 and
We are now ready to state the ML(k)
x jk+1 = x (j−1)k+k − ρ j+1 u jk+1 + α jk+1 g (j−1)k+k ; 10. r jk+1 = ρ j+1 Au jk+1 + u jk+1 ; 11. For i = 1, 2, . . . , k 12.
z d = u jk+i ; z g = r jk+i ; z w = 0; 13.
For s = i, . . . , k − 1 and j ≥ 1 14.
β
20.
jk+s g jk+s ; 27. End 28.
x jk+i+1 = x jk+i + ρ j+1 α jk+i+1 g jk+i ; 35.
w jk+i = Ag jk+i ; 36.
r jk+i+1 = r jk+i − ρ j+1 α jk+i+1 w jk+i ; 37.
End 38. End
39.End
The denominators in the ML(k)BiCGSTAB algorithm appear only in the evaluations of α's and β's and from the process of their derivations. These denominators differ from their counterparts in Algorithm 1 but cannot be zero if the denominators in Algorithm 1 are not zero, assuming the ρ j 's defined in Algorithm 2 are nonzero. Hence, under the assumption that ρ j+1 = 0 for all j, we can see that if Algorithm 1 does not break down by zero division at some step, then neither does ML(k)BiCGSTAB at the same step. Moreover, since the residual vector r Theorem 4.1. Under the assumptions of Theorem 2.1 and if ρ j+1 = 0 for all j, the ML(k)BiCGSTAB algorithm does not break down by zero division before step ν and an exact solution 4 to (10) is obtained at or before step ν. A similar remark to the one at the end of section 3 can also be made here. Mathematically, ML(1)BiCGSTAB is equivalent to BiCGSTAB since it was established based on BiCG by using exactly the same techniques used in deriving BiCGSTAB. In the case where k ≥ ν, we can obtain an exact solution in the first loop of j, i.e., j = 0, and the algorithm now can be regarded as a FOM algorithm (with the q i 's appropriately chosen), for the reasons stated in the following. Since
from section 3, we have 
by (12) . In other words,
As a result, the ML(k)BiCGSTAB (k ≥ ν) algorithm with the special choices for q i 's described above is mathematically equivalent to the FOM algorithm defined by 
Directly applying the ML(k)BiCGSTAB algorithm to the system AM −1 y = b for the y-variable and then recovering the x-approximation from the y-approximation with the relation y l = M x l yields the following algorithm. 
For s = i, . . . , k − 1 and j ≥ 1 16. β
(j−1)k+s w (j−1)k+s ; 20.
End Table 1 Average cost per step of the preconditioned ML(k)BiCGSTAB and its storage requirement.
22.
jk+s g jk+s ; 29.
End 30.
x jk+i+1 = x jk+i + ρ j+1 α jk+i+1gjk+i ; 38.
w jk+i = Ag jk+i ; 39.
r jk+i+1 = r jk+i − ρ j+1 α jk+i+1 w jk+i ; 40.
End 41. End
42.End
With suitable changes of variables, it may be shown that both the left and split preconditioning versions of ML(k)BiCGSTAB also lead to Algorithm 3 provided that q 1 , q 2 , . . . , q k are appropriately chosen. For the concepts of left, right, and split preconditioning, one is referred to [18] .
Each loop of the control variable j in Algorithm 3 involves solving k + 1 systems with coefficient matrix M , k + 1 matrix-vector multiplications with A, k 2 + 2k dot products, 2.5k 2 + 3.5k + 1 saxpy's, 3k vector additions, k scalar-vector multiplications and k 2 + 3k − 1 scalar operations. Since there are k steps in each loop of j, the average cost per step can be calculated and is listed in Table 1 . Regarding the storage, the data {q 1 , . . . , q k }, {d (j−1)k+i , . . . , d jk+i−1 }, {g (j−1)k+i , . . . , g jk+i−1 } and {w (j−1)k+i , . . . , w jk+i−1 } are used in the process at step jk +i and hence they must be stored. Since they dominate the memory when k is large, the storage of the algorithm is about 4kn. We note that when k = 1 the cost is the same as BiCGSTAB's and for large k, the cost tends to that of FOM.
Numerical Experiments.
In this section, we shall illustrate the numerical convergence behavior of ML(k)BiCGSTAB. We shall compare ML(k)BiCGSTAB to BiCG, BiCGSTAB, and GMRES(m) 6 [16] on a test suite of matrices from the HarwellBoeing collection [4] . For the implementation of these latter three methods, we used the versions described in [2] . All the experiments were run in MATLAB 4.2c on a SUN SparcStation with machine precision about 10 −16 . As for the initial guesses and right-hand sides, we always chose x 0 = 0 and b = [1, 1, . . . , 1] T . For the initial vectors q 1 , q 2 , . . . , q k in the ML(k)BiCGSTAB algorithm, we first chose k random vectors with independent and identically distributed (iid) entries from a normal distribution with mean 0 and variance 1 (N (0, 1) ) and then made them orthogonal to each other by using the modified Gram-Schmidt algorithm [9] . The iteration was stopped as soon as the true relative error b − Ax l 2 / b 2 was less than 10 −7 . Finally, all the figures plot the true relative residual versus the number of matrix-vector multiplies taken.
We ran all four methods, on a representative group of matrices from the HarwellBoeing collection. The results are summarized in Tables 2 and 3 . In Table 2 , we usedr 0 = r 0 in the BiCG and BiCGSTAB codes and in Table 3 ,r 0 was a random vector with iid entries from N (0, 1). We observe that, in terms of number of matvecs, ML(50)BiCGSTAB and ML(100)BiCGSTAB are always better than the other four methods, at least for this collection of matrices. The only exception is the matrix watt2 where only BiCG and GMRES converged. We can also see that ML(k)BiCGSTAB for k = 25 is almost as good as for k = 50, whereas k = 100 does not give much improvement over k = 50 in most cases. We believe that the improvement of ML(k)BiCGSTAB over BiCGSTAB can be attributed to the use of multiple starting vectors. In principle, ML(k)BiCGSTAB can never be better than full GM-RES, but as we can see from the table, it can be much better than restarted GMRES. We can also see from the table that ML(k)BiCGSTAB and BiCG tend to converge and diverge more or less on the same subset of matrices, but ML(k)BiCGSTAB typically requires many fewer matvecs when they all converge.
Next, we present the convergence history for three matrices from Table 2 . These matrices are described below. We have used ML(30)BiCGSTAB in these examples.
Example 1. This example is the first matrix named IMPCOLD from the CHEMIMP group of the Harwell-Boeing collection. The order of the matrix is 425 and it has 1339 nonzero entries. In this example, no preconditioner was used and the convergence curves are plotted in Figure 1(a) . BiCGSTAB encounter a breakdown after 450 matvecs.
Example 2. The matrix is the second one named ORSIRR1 from the OILGEN group. The order of the matrix is 1030 and the number of nonzero entries is 6858. We first run the algorithms without preconditioning and then with ILU(0) preconditioning. The results are shown in Figures 1(b) and 2(a) , respectively.
Example 3. This is the HOR131 matrix from the NNCENG group. The order is 434 and it has 4710 nonzero entries. The ILU(0) preconditioner was used and the result is plotted in Figure 2(b) .
We observe that when all four methods converge (as in Examples 2 and 3), ML(30)-BiCGSTAB requires approximately the same or fewer matvecs than the other three methods. In fact, it can be significantly faster than the other three methods, as in Example 2. Moreover, ML(30)BiCGSTAB manages to converge when the other three methods fail, as in Example 1. 6 We note that we have compared with only the basic versions of BiCGSTAB and GMRES. There exist now many new variants of these methods which may perform better, e.g., BiCGSTAB2, BiCGSTAB(k), Deflated GMRES [6, 13] , FGMRES [17] , GMRESR [25] , Mixed-BiCGSTAB-CGS [3] , etc. Finally, we present some numerical results to demonstrate the dependence of the performance of ML(k)BiCGSTAB on the value of k. In Figure 3 , we plot the number of matvecs (scaled by 1/10n) versus k for the two matrices ORSIRR1 and HOR131. In order to illustrate the improvement of ML(k)BiCGSTAB over BiCGSTAB for k > 1, we plot for k = 1 the number of matvecs for BiCGSTAB instead of for the mathematically equivalent ML(1)BiCGSTAB. We observe that for both matrices there is a dramatic improvement in performance as k increases from 1. This behavior is typical for the matrices that we have tested and this can be partially observed from Table 2 . Thus the advantage of ML(k)BiCGSTAB can be realized even for small values of k. On the other hand, we can also see that for large enough values of k (e.g., k > 10 for ORSIRR1 and k > 30 for HOR131), the performance is not sensitive to the value of k. Thus, it is not crucial to choose an optimal value of k as long as k is large enough. We have also found that the performance is not sensitive to the specific choice of the random starting vectors q i 's, provided that k is large enough. However, we should caution that the performance could be sensitive to the choice of q i 's for small values of k.
More testings are of course needed to better understand and assess the perfor- 6. Appendix. Here we give the detailed derivation of the coefficients α l and β l of the ML(k)BiCGSTAB algorithm: Fig. 3 . Number of matvecs/10n vs. k for the matrices (a) HOR131 and (b) ORSIRR1. "o" denotes no convergence within 10n matvecs. For k = 1, we plotted the number of matvecs for BiCGSTAB. Note that there is a dramatic improvement in performance as k increases from 1, but that for k ≥ 30, the performance is not sensitive to k. jk+t (ω jk+t −ω jk+t ) q T s+1 (ω jk+s −ω jk+s ) for 1 ≤ j, 1 ≤ s < i ≤ k. The detailed derivation of the formulas for updatingπ jk+i , π jk+i ,ω jk+i and ω jk+i are given below. We have used the formulas in Algorithm 1 in our derivations. jk+s ω jk+s for 1 ≤ j, 1 ≤ i ≤ k, where I is the n × n identity matrix.
