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Ben-Gurion University, Beer-Sheva, Israel
& We experimentally study the K2 algorithm in learning a Bayesian network (BN) classifier for
image detection of cytogenetic abnormalities. Starting from an initial BN structure, the K2 algor-
ithm searches the BN structure space and selects the structure maximizing the K2 metric. To
improve the accuracy of the K2-based BN classifier, we investigate the K2 algorithm initial
ordering, search procedure, and metric. We find that BN structures learned using random initial
orderings, orderings based on expert knowledge, or a scatter criterion are comparable and lead to
similar classification accuracies. Replacing the K2 search with hill-climbing search improves the
accuracy as does the inclusion of hidden nodes in the BN structure. Also, we demonstrate that
though the maximization of the K2 metric solicits structures providing improved inference, these
structures contribute to only limited classification accuracy.
INTRODUCTION
Fluorescence in situ hybridization (FISH) offers numerous advantages
compared with conventional cytogenetic techniques because it allows chro-
mosome abnormalities to be detected during normal cell interphase (Nath
and Johnson 2000). One of the most important applications of FISH for
the detection of numerical abnormalities, such as Down and Patau syn-
dromes, is dot counting, that is, the enumeration of signals (dots) within
the nuclei, as the dots in the image represent the inspected DNA
sequences. Manual dot counting is a time-consuming, laborious, and
tedious procedure—hence the need in automation.
It was proposed (Lerner et al. 2001; Lerner, Koushnir, and Yeshaya
2007; Lerner, Yeshaya, and Koushnir 2007) to base FISH dot counting on
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1a classifier discriminating between valid (real) signals and artifacts, thereby
allowing the enumeration of only real FISH signals and the automation of
dot counting for genetic diagnosis of numerical abnormalities. We focused
our previous efforts to accomplish this task on learning Bayesian network
classifiers (BNCs) (Lerner 2004; Malka and Lerner 2004). One study
(Lerner 2004) demonstrated simplicity and accuracy of the naive Bayesian
classifier (NBC) in FISH signal classification, however not the expected
domain interpretability.
1 To alleviate the NBC independence restriction
that may have weakened interpretability and accuracy, we allowed (Malka
and Lerner 2004) the BNC to capture dependencies in the domain. The
unrestricted BNC was constructed by using expert knowledge or learned
from the data using the K2 algorithm (Cooper and Herskovits 1992), in
the latter case, however, with inferior accuracy.
The motivation for the current research is to experimentally explore
ways to improve the accuracy of the learned-form-data K2-based BNC, for
several reasons. First is the aforementioned inferiority to the expert-based
BNC, demonstrating that the common use of the K2 learning algorithm
in classification is less than optimal. Second is the inferiority—at least for
this domain—of the BNC to a neural network (NN) performing the same
task (Lerner et al. 2001), hinting that the BNC has not exploited the full
information hidden in the domain. Third is the lack of robust prior
(expert) knowledge about the domain, preventing the construction of a
highly accurate expert-based BNC. Finally, there are advantages to the
BNC over NN and other classifiers with respect to representability and
interpretability of the cytogenetic domain, which we do not want to waive.
To improve the accuracy of a BNC learned using the K2 algorithm, we
investigate some aspects of the algorithm, such as its dependence on an
initial topological ordering, search procedure, and score. By ranking the
domain features based on their degree of separability, we establish an
expert-free initial ordering for the K2 algorithm that is both data-driven
and classification-oriented. By replacing the K2 search by a hill-climbing
search, we enable the exploration of larger structure spaces and incor-
poration of prior knowledge to the search and also dispense with the
requirement for an initial ordering. In addition, we demonstrate the limi-
tation of using the K2 score (metric) in structure learning for classification
tasks. Finally, by including hidden variables—manifesting causal relations
between variables not straightforwardly evident a priori—we extend the
ability of the structure in representing the cytogenetic domain. All these
aspects are experimentally studied here as detailed in the Experiment
and Results section and outlined schematically in Figure 1.
There are several contributions to this study. First is the application of
unrestricted BNCs to enhance the accuracy of cytogenetic image classi-
fication. We focus on studying and optimizing the BNC to FISH dot
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1counting and defer the actual implementation of dot counting to another
study. Second is the detailed comparison for this problem of expert-based
and learned-form-data structures of BNCs. Third is the extensive experi-
mental investigation of the K2 algorithm and the evaluation of different
aspects of the algorithm for this domain. Finally is the conclusion, drawn
experimentally for this real-world cytogenetic problem, that structures
learned by maximizing the K2 metric may excel in general inference pro-
blems but do not necessarily yield the most accurate classifiers. To the best
of our knowledge this is the first empirical evidence to this conclusion in
real–world applications, and to our understanding this conclusion is not
restricted only to the cytogenetic domain.
TheBayesianNetworkLearningandInferencesectionofthearticleintro-
ducestheBayesiannetwork(BN),strategiesforlearningtheBNstructureand
parameters,andinferenceusingtheBN.TheFISHSignalRepresentationand
Classification section demonstrates the cytogenetic domain, elaborating on
FISH signal representation and classification. The Experiments and Results
sectioninvestigatesexperimentallylearningaBNstructureusingtheK2algor-
ithm for FISH signal classification. The section concentrates on the K2 algor-
ithm initialization, search procedure, and metric, and in using hidden
variablesforlearningstructures.Finally,conclusionsforthestudyandoutline
of future research are given in the Discussion section.
BAYESIAN NETWORK LEARNING AND INFERENCE
BNs are probabilistic graphical models that provide interpretability of the
exploreddomainbyextractingandmanifestingdependences,independences,
FIGURE 1 Aspects and settings that are experimentally investigated in the study. Note that ‘‘learning’’
here is with respect to structure learning, and we defer exploring parameter learning to another study.
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1andcausalrelationshipsamongvariablesrepresentingthedomain.Inaddition,
themodelsreadilycombineknowledgeacquiredfromthedatawithpriorinfor-
mation.Usingthegraph,thejointprobabilitydistributionoverthevariablescan
be decomposed, rendering probabilistic inference a simple task.
Introduction to Bayesian Networks
A BN model B for a set of n variables X¼{X1,X2,...,Xn} each having a
finite set of mutually exclusive states consists of two main components,
B¼ð G ;hÞ. The first component G is a structure that is a directed acyclic
graph (DAG) because it contains no directed cycles. The nodes of G corre-
spond to the variables of X, and thus a variable and its corresponding node
are usually referred interchangeably. An edge connecting two nodes in G
manifests the existence of direct causal influence between the correspond-
ing variables, and the lack of a possible edge in G represents conditional
independence (d-separation) between the corresponding variables.
The second component of BN is a set of parameters, h, that specify all
the conditional probability distributions (or densities) that quantify graph
edges. The probability distribution of each Xi,2X conditioned on its par-
ents in the graph Pai X is P(XijPai) 2h, where we use Xi and Pai to denote
a node and its parent set, respectively.
The joint probability distribution for X given a structure G that is
assumed to encode this distribution is given using the set of parameters
by (Cooper and Herskovits 1992; Heckerman 1995; Pearl 1988):
PðXjGÞ ¼
Y n
i¼1
PðXijPai;GÞ ð1Þ
The computation of the joint probability distribution and any probability
distribution related to the joint (e.g., the posterior probability) is con-
ditioned on the structure. Therefore, we first learn a structure and then
estimate its parameters. Once a structure is learned, parameter learning
is usually straightforward (see the Learning the BN Parameters section),
so usually most of our efforts are concentrated on structure learning. We
note that the theory of BNs is well established (Cooper and Herskovits
1992; Heckerman 1995; Pearl 1988), several applications of BNs have been
suggested (Luo and Boutell 2005; Pena, Lozano, and Larranaga 1999;
Zhang and Ji 2005), and methods of structure and parameter learning
are very central to BN research (Cheng, Bell, and Liu 1997; Cooper and
Herskovits 1992; Friedman, Geiger, and Goldszmidt 1997; Heckerman
1995; Heckerman, Geiger, and Chickering 1995; Keogh and Pazzani
2002; Pazzani 1996; Pearl and Verma 1991; Spirtes, Glymour, and Scheines
2000; Yehezkel and Lerner 2009).
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1BNs that were originally used in knowledge representation and general
probabilistic inference have recently been applied also to classification
(Friedman, Geiger, and Goldszmidt 1997; Greiner et al. 2005; Grossman
and Domingos 2004; Gurwicz and Lerner 2006; Kontkanen et al. 1999;
Yehezkel and Lerner 2009). Without limiting the generality, we identify
the class variable with the first variable X1¼C and define XnC and PainC
as the sets of graph nodes and parents of Xi excluding C, respectively, to
apply Eq. (1) to classification,
PðCjXnC;GÞ ¼
Y n
i¼2
PðXijðC;PainCÞ;GÞ
PðCjGÞ
PðXnCjGÞ
ð2Þ
Equation (2) assumes a model in which no edges are pointed onto C, which
is common and beneficial to BNCs (see also the K2 Initial Ordering
section 4.1). To perform probabilistic inference [as in Eqs. (1) and (2)],
we first obtain a structure from expert knowledge or learn it from the data
and then estimate the corresponding parameters.
Learning the BN Structure
Expert-Based Structure
Until very recently the common approach for constructing a BN struc-
ture relied on identifying variables in and extracting dependencies and
independencies from the problem domain using expert knowledge. This
expert-based approach is probably the most intuitive way to construct a
structure. However, although straightforward in principle, the expert-based
structure may be different from expert to expert and difficult to obtain in
the absence of an expert or because expert knowledge is usually only
implicit to the designer. This structure may be inaccurate for data repre-
senting a slightly modified environment and also time-consuming to con-
struct, even when the domain is known, because knowledge should be
collected and used manually. Thus, expert-based BNs are usually limited
to small, known domains.
Learned-From-Data Structure
There are advantages in learning a BN structure directly from data,
especially when the domain is large or reliable expert knowledge is unavail-
able. A BN learned from data may facilitate and expedite the construction
of an expert-based BN by providing an initial structure that is further
modified using expert knowledge. Also, the learned structure can be used
to judge between structures derived using competing or disagreeing
78 B. Lerner and R. Malka
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1experts. Standing for itself, the learned-from-data structure can be used to
gain insights about dependence relations within the domain and to
perform causal or probabilistic inference and thereby also for decision-
making.
Learning a BN structure is usually accomplished by constraint-based
(Cheng, Bell, and Liu 1997; Pearl and Verma 1991; Spirtes, Glymour, and
Scheines 2000; Yehezkel and Lerner 2009) or search-and-score (S&S)
(Cooper and Herskovits 1992; Heckerman 1995; Heckerman, Geiger, and
Chickering 1995; Keogh and Pazzani 2002) methods. Constraint-based
methods use statistical tests such as chi-squared or mutual information to
find conditional independence relationships among the variables and use
these relationships and causality-driven orientation rules (Pearl and Verma
1991) in constructing the BN (see the IC [Pearl and Verma 1991], PC
[Spirtes, Glymour, and Scheines 2000], TPDA [Cheng, Bell, and Liu
1997], or RAI [Yehezkel and Lerner 2009] algorithms for details). This
work does not deal with constraint-based algorithms.
S&S methods comprise two elements: a search procedure for a network
structure and a score (metric) evaluating each structure found in the
search. In the brute-force (exhaustive) search approach, every possible
DAG is scored. This approach provides a ‘‘gold standard’’ in comparing
search algorithms but is limited to structures with small numbers of nodes
(n 5) because the number of possible structures grows more than expo-
nentially with the number of structure nodes (Cooper and Herskovits
1992). Without limiting the number of parents each node may have to
one, learning a structure is NP-hard, although it can be accomplished using
heuristic search algorithms (e.g., greedy search) (Heckerman, Geiger, and
Chickering 1995).
Search can be performed by starting from a specific point (structure) in
space (randomly chosen or based on prior knowledge) and considering all
neighboring structures obtained from the current structure by adding,
deleting, or reversing a single edge at every iteration of the search algor-
ithm. The search progresses to the neighboring structure having the
highest value of a score if this value is higher than that of the current
structure. This procedure—called hill-climbing search (HCS)—stops when
reaching a local maximum. One method of escaping a local maximum is a
greedy search with random restarts, that is, random perturbation of the
structure whenever getting stuck at a local maximum. Other approaches
for escaping local maxima, such as simulated annealing (Kirkpatrick,
Gelatt, and Vecchi 1983) and best-first search, are described in Heckerman
(1995). Alternatively, if we knew a total ordering on the nodes, finding
the optimal structure would be equivalent to the selection of the best set
of parents for each node independently. This is the idea behind the heuris-
tic K2 algorithm.
Investigation of the K2 Algorithm 79
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1The K2 Learning Algorithm
The S&S K2 algorithm (Cooper and Herskovits 1992) uses a greedy
search and may impose no restriction on the number of parents a node
has. The K2 search begins by assuming that a node (representing a discrete
variable) has no parents and then adds incrementally that parent from a
given ordering whose addition increases the score of the resulting structure
the most. We stop adding parents to the node when the score stops to
increase.
A common scoring metric is the Bayesian score that is, in principle, the
posterior probability of a structure G given a random sample D¼{d1,
d2,...,dN} from the joint distribution of X,
PðGjDÞ¼
PðDjGÞPðGÞ
PðDÞ
¼
PðG;DÞ
PðDÞ
Because P(D) does not depend on the structure, we may use the marginal
likelihood PðDjGÞ (Heckerman 1995) or joint probability (also called
relative posterior probability) PðG;DÞ (Cooper and Herskovits 1992;
Heckerman, Geiger, and Chickering 1995) as scoring metrics. The joint
probability is the Bayesian Dirichlet (BD) metric (Heckerman, Geiger,
and Chickering 1995):
PðG;DÞ¼PðGÞ
Y n
i¼1
Y qi
j¼1
CðaijÞ
Cðaij þ NijÞ
Y ri
k¼1
Cðaijk þ NijkÞ
CðaijkÞ
where PðGÞ is the structure prior probability that is constant for each G. n, qi,
ri, and Nijk are, respectively, the numbers of nodes in the graph, configura-
tions (states) of the parents of the ith node, mutual exclusive states of the ith
node, and instances of the ith node being in the kth state when its parents
are in their jth configuration. Nij ¼
Pri
k¼1 Nijk. The hyper-parameters of the
Dirichlet distribution, aijk>0, correspond to the a priori probability distri-
bution of Xi taking on its kth state while its parents are in their jth configur-
ation. aij ¼
Pri
k¼1 aijk. The gamma function satisfies C(xþ1)¼xC(x) and
C(1)¼1.
Assigning values to aijk 8i,j,k is infeasible, and by the uninformative
assignment aijk¼1 8i,j,k we turn the BD metric to the simple K2 metric
(Cooper and Herskovits 1992; Heckerman, Geiger, and Chickering 1995):
PðG;DÞ¼PðGÞ
Y n
i¼1
Y qi
j¼1
ðri   1Þ!
ðNij þ ri   1Þ!
Y ri
k¼1
Nijk! ð3Þ
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1Assuming the parameters associated with each variable are mutually inde-
pendent, the K2 metric is decomposable. That is, the metric can be written
as a product of independent subscores, g(Xi, Pai), one for each variable and
its set of parents (measuring the degree of dependence between the vari-
able and its parents), in the form
PðG;DÞ¼PðGÞ
Y n
i¼1
gðXi;PaiÞ
The K2 algorithm finds the structure that maximizes each factor (sub-
score). This maximization is achieved because a node Xj is added to X 0
is par-
ent set Pai if following the addition g(Xi, Pai)>g(Xi, ;) for an empty parent
set or g(Xi, Pai)>g(Xi, PainXj) for a nonempty parent set. Maximizing each
factor also maximizes their product, which is the K2 metric [Eq. (3)].
Interestingly, by assigning aijk¼1 8i, j, k the K2 metric prefers simpler
structures (Borgelt and Kruse 2001). That is, assuming a uniform prior dis-
tribution, all possible parents to be included in a variable parent set have
equal probabilities. Thus, the number of possible parents is higher than
if a non-uniform prior would have restricted some of the parents. As more
parents are considered, less instances (Nijk) can affect the calculation of
g(Xi Pai), so the dependence of a variable on a possible parent is reduced.
This is demonstrated in the rejection of possible parents from inclusion
within the parent set that leads to simple structures (having fewer edges),
as is exemplified experimentally in section 4. A method of controlling this
tendency of the metric to select simpler structures is suggested in Borgelt
and Kruse (2001). On the other hand, a similar metric to BD—called
BDe (Heckerman, Geiger, and Chickering 1995)—encourages more com-
plex structures (Borgelt and Kruse 2001).
Inclusion of Hidden Nodes
Most often, the inclusion of hidden nodes into a BN yields a richer and
moreinterpretablemodel thanthat without these nodes. Hidden nodes may
reduce the number of edges, and thus parameters needed to be learned,
and thereby diminish the curse-of-dimensionality and time of learning. If
the existence of a hidden variable and its relations to other variables is
known, we can introduce it to an expert-based network and use the incom-
plete data and the EM algorithm (Dempster, Laird, and Rubin 1977) to esti-
mate the sufficient statistics defining the local conditional probability
distributions (Ghahramani and Jordan 1994; Heckerman 1995). Methods
of automatic discovery of hidden variables exist as well (Elidan et al. 2001;
Friedman 1997; Silva et al. 2006; Spirtes, Glymour, and Scheines 2000), con-
structing structures usually having representability and scores higher than
those of their counterpart structures having no hidden variables.
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1Learning the BN Parameters
Equation (1) summarizes the joint probability over the graph as a
product of local probability distributions (densities), one for each node
(variable) conditioned on its parents. In the cytogenetic domain, all except
one of the variables are continuous (see the FISH Signal Representation
and Classification section); hence, we quantize the variables, as required
by the K2 algorithm, and estimate the distributions using the relative fre-
quencies in the data (Malka and Lerner 2004) (i.e., the maximum likeli-
hood solution [Heckerman 1995]).
Inference
Inference in BNs is the task of calculating the conditional probability
distribution of a subset of the nodes in the graph (the ‘‘hidden’’ nodes
2)
given another subset of the nodes (the ‘‘observed’’ nodes). In a classi-
fication problem a hidden node represents the class variable, the observed
nodes represent the features, and inference is conducted using Eq. (2). We
use for inference the junction tree algorithm (Huang and Darwiche 1994;
Lauritzen and Spiegelhalter 1988), though other methods (Pearl 1988)
may do as well (yet not exact for the nontree structures used here).
FISH SIGNAL REPRESENTATION AND CLASSIFICATION
FISH data preparation and image analysis were described thoroughly in
Lerner et al. (2001) and hence are avoided here. Red and green signals,
corresponding to Down and Patau syndromes, respectively, were extracted
from 400 images collected from five slides. After nuclei segmentation the
system identified 944 objects within these images as nuclei, of which 613
also contained signals (the remaining 331 objects were unfocused nuclei
that therefore contained no signals). After signal segmentation, 3144
objects within the nuclei were identified as signals. Based on labels pro-
vided by expert inspection, 1145 of the signals were considered as ‘‘reals’’
(among them 551 were red) and 1999 as ‘‘artifacts’’ (among them 1224
were red). Aiming at the discrimination between real and artifact signals
of the two syndromes, we establish a four-class classification problem.
Twelve features were measured to represent the signals to the classifier.
The features are as follows (Lerner et al. 2001):
(1) area,
(2) eccentricity (a shape feature measuring the signal similarity to an
ellipse), and a number of spectral features. We computed at the specific
color plane three RGB (red-green-blue) intensity-based measurement:
82 B. Lerner and R. Malka
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1(3) total and
(4) average channel intensities and
(5) channel intensity standard deviation. We also computed four HSI
(hue-saturation-intensity) hue-based measurements:
(6) maximum hue,
(7) average hue,
(8) hue standard deviation, and
(9) delta hue. Delta hue is the difference between the maximum and
average hue normalized by the average hue. Two additional features
(10 and 11) are the coordinates of the eigenvector corresponding to the
largest eigenvalue of the red and green intensity components of the
signal. The last feature is
(12) average gray intensity, that is, average intensity over the three color
channels.
EXPERIMENTS AND RESULTS
In all experiments the BN structure is composed of nodes for the observ-
ablevariables,representingthefeaturesofsection3,andtheclassnode(vari-
able), taking on four states associated with the possible classes determined
for real or artifact signals of Down or Patau syndromes. We concentrate on
structure learning and simplify parameter learning for the learned structure
by using the maximum likelihood solution (see the Learning the BN Para-
meterssection).Allexperimentstoevaluateclassifieraccuracyareheldusing
10-fold cross-validation (CV10), and the BN implementation is aided by the
Bayesnettoolbox(BNT)(Murphy2001).Thenumberofparentsanodemay
have when experimented with the K2 algorithm is not limited a priori.
We preliminary studied three types of structures. NBC is a learning-free
structure that when represented as a BN and adopted to FISH signal classi-
fication is shown in Figure 2 (top left) (the NBC structure). Having no
expert to guide structure learning, NBC can be considered as the most
generic expert-based structure. The result of applying expert knowledge
to improve NBC by adding necessary and removing unnecessary edges is
shown in Figure 2 (top right) (the expert-based structure). Added edges
from the maximum hue (6) and average hue (7) nodes to the delta hue
(9) node, as well as from the area (1) and channel intensity [total (3)
and average (4)] nodes to the average gray intensity (12) node reflect
expert knowledge. The third structure (Figure 2, bottom left) is based on
the K2 algorithm being initialized using one of the possible orderings
coinciding with the expert knowledge.
The first three rows of Table 1 present only slight differences between
the accuracies of classifiers based on the above three structures. The
similarity in accuracies between NBC and the expert-based classifier is
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D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
B
e
n
 
G
u
r
i
o
n
 
U
n
i
v
e
r
s
i
t
y
 
o
f
 
t
h
e
 
N
e
g
e
v
]
 
A
t
:
 
0
9
:
1
5
 
2
5
 
J
a
n
u
a
r
y
 
2
0
1
1attributed to the coupling (in this study) between the corresponding struc-
tures as explained above. It is also the class node Markov blanket
3 in the
expert structure that separates this node from all nodes that are not its chil-
dren. That is, nodes (9) and (12) of the expert structure (Figure 2, top
right) do not participate in the classification. Because these two features
are almost irrelevant to FISH signal classification when the other features
are being used (Lerner et al. 2001; Lerner 2004), the accuracy of NBC is
FIGURE 2 Structures constructed for FISH signal classification using NBC (top left) or expert knowl-
edge (top right) as well as learned from the data using the K2 algorithm having an initial ordering based
on expert knowledge (bottom left) or features ranked using the J3 scatter criterion (bottom right).
Node numbers correspond to the features given in the FISH Signal Representation and Classification
section.
TABLE 1 Accuracy of FISH Signal Classification Based on BNCs Using NBC, Expert Knowledge,
Different Settings for the K2 Algorithm or Different Combinations of Hidden Variables
Model
Classification accuracy
(mean [std] in %)
NBC 78.0 (2.1)
Expert-based BNC 79.5 (2.1)
Expert-initialized K2-based BNC 78.0 (2.1)
J3-initialized K2-based BNC 74.5 (2.0)
BNC based on NBC, HCS, and K2 metric 80.1 (2.0)
Expert-based BNC with intensity hidden node 78.1 (1.7)
Expert-based BNC with color hidden node 80.5 (2.5)
Expert-based BNC with intensity and color hidden nodes 80.9 (2.3)
See the Experiment and Results section for full details.
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1deteriorated compared with that of the expert-based classifier (Table 1).
The K2-based classifier is inferior to the expert-based classifier because
the corresponding structure of the former (Figure 2, bottom left) avoids
several of the features (1, 3, 8, 9) used by the structure corresponding to
the latter, also keeping other features (5, 7, 12) from participating in
the classification (again, due to the Markov property). Although it
may be justified for some of the overlooked features (Lerner et al. 2001;
Lerner 2004), it cannot be justified for other relevant features, and thus
the K2-based classifier achieves lesser accuracy than the expert-based
structure.
The incapability of the K2-based classifier in improving the NBC and
expert-based classifier accuracies has led to this study. To improve accuracy
of K2-based classifiers, we investigate three aspects of the K2 algorithm,
namely initial ordering, algorithm search, and score (Figure 1). Following,
we experimentally study different initializations (see the K2 Initial Order-
ing section) and search procedures (see the K2 Search section) to the
algorithm. We also extend the ability of the structure in representing the
domain by including hidden variables manifesting relations between vari-
ables not straightforwardly evident (see the Hidden Nodes section). In
addition, we demonstrate the limitation in using the K2 score for learning
BN classifiers (see the K2 Score section).
K2 Initial Ordering
The K2 algorithm requires, and thus depends on, an initial topological
ordering, that is, an ordering in which a parent precedes its children (see
the K2 Learning Algorithm section). However, this ordering does not
necessarily accommodate the optimal node ordering. Moreover, it is not
uniquely determined thus have to be based on prior knowledge if exists
or otherwise set arbitrarily. For example, the initial ordering of the
K2-based structure shown in Figure 2 (bottom left) was determined, in
the absence of any other a priori information, based on the 12 features
given in the FISH Signal Representation and Classification
section ordered 1, 2,...,12. This ordering may also represent NBC and
may accommodate the previous expert knowledge that variables 1, 3, and
4 should precede variable 12 as well as 6 and 7 should precede 9. This
can partially explain the resemblance in accuracy between the three classi-
fiers as reflected in Table 1.
Another source for the similarity of the structures (and hence also their
accuracies) is that for all the above examined orderings we positioned the
class node before all 12 variables. It corresponds to the assumption that the
class variable is the most significant factor in classification and thus should
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1be positioned first in the ordering making this variable a potential parent
of all variables. It also allows the computation using (2). Moreover, it was
noted (Cheng and Greiner 1999; Friedman, Geiger, and Goldszmidt
1997; Madden 2003; Singh and Valtorta 1995) that structures learned when
placing the class variable first in the ordering may have smaller values of the
K2 metric but will lead to higher predictive accuracies. Madden (2003)
called a structure learned according to this scheme a ‘‘selective BN
augmented NBC.’’
We further suggest ranking the domain features based on the degree of
separability they provide in FISH signal classification and establish an initial
ordering for the K2 algorithm based on this ranking and hence
discrimination-oriented. This data-driven ordering is also useful when prior
knowledge to guide the determination of the ordering is missing or not
robust enough, as in our case. Therefore, we sort the individual features
by the values they get for the class separability criterion J3 (Devijver and
Kittler 1982). A high value of the J3 criterion indicates a feature contributing
to high class separability, that is, classes that are concentrated around the
corresponding feature expectation values and are far away from each other.
The K2 search algorithm adds incrementally for a node that parent from a
given ordering whose addition increases the score of the resulting structure
the most (see the K2 Learning Algorithm section). It is therefore reasonable
to believe that by placing features that contribute significantly to classi-
fication high on the ordering (i.e., potential parents of other variables),
we assist learning structures providing good discrimination. In addition, this
method of initialization is fast and simple and also advantageous computa-
tionally compared to repetitive random initialization of the ordering.
However, comparing K2-based structures derived when the algorithm is
initializedusingorderingsbasedonexpertknowledge(Figure2,bottomleft)
or J3 scatter criterion (Figure 2, bottom right), we observe no substantial dif-
ferences between the structures. Although starting using different topologi-
calorderings,inbothcasestheK2algorithmconsidersthesamevariables(1,
3,8,and9)asirrelevanttoFISHsignalclassificationandindependentonthe
other variables and thus leaves these variables unconnected to the structure.
The algorithm finds approximately the same variables (4, 6 [or 7 as the two
features are almost interchangeable {Lerner et al. 2001}], 10, and 11) as con-
tributors to the K2 score, independently of the method of initialization, and
thus connects them to the class variable. In addition, it identifies the same
edgesbetweenpairsofvariables(2–5,6–7,and4–12),althoughthedirections
of the edges may be different. Moreover, structures similar to these have also
been found for random initial orderings. Therefore, the similarity of
K2-based structures could be explained by either marginal sensitivity of the
algorithm to the initial ordering or the position of the class variable first in
the ordering. We also note that unexpectedly, the J3-initialized K2-based
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1classifieryieldedloweraccuracythantheexpert-initializedK2-basedclassifier
(fourth and third rows in Table 1, respectively).
Finally, and as explained in section 2.2.3 after Eq. (3), the K2 metric
prefers simple structures. After highly dependent variables, yielding a high
value of g(Xi, Pai), are connected as parent and child nodes, the K2 algor-
ithm usually rejects other parents in the ordering from being included in
the child–parent set. This is because additional parents should raise the
K2 metric to be included in the set, but the highly dependent first parents
already provided unbeatable high values for the K2 metric. This is exempli-
fied in Figure 2 (bottom left), for example, in the relations g(5, 2)>g(5,
2[3), g(5, 2[4). Thus, not only are the differently initialized K2-based
structures similar to each other, it is also unlikely to find a K2-based struc-
ture that is not a tree, which due to the Markov blanket of the class variable
turns to be a degenerate NBC (also called selective Bayesian classifier
[Langley and Sage 1994]). Figure 2 (bottom) supports this insight. Hence,
and for all these reasons, we report our findings, which are important to
research in the field, but see no point in further research on the impact
of initial ordering on the K2 algorithm for the cytogenetic domain.
K2 Search
Another source for the similarity of the K2-based structures is the K2
search procedure. In each step of the algorithm, it includes in X 0
is set of par-
ents either the class variable (because in our case it always precedes Xi)o r
the variable that together with X 0
is current set of parents affects Xi the most,
as measured by the highest value of g(Xi, Pai) (see the K2 Learning Algor-
ithm section). That is, measuring g(Xi, Pai) 8i and independently of the type
of ordering, we expect (1) the variables relevant to classification to be con-
nected to the class variable by an edge (e.g., class!2 in Figure 2 (bottom
left) because g(2,class)>g(2), where g(2) is the initial metric value (Cooper
and Herskovits 1992) for variable 2); (2) those variables that depend on vari-
ables already connected to the structure more than on the class variable to
be connected to these variables and not to the class variable (e.g., the edge
2!5 in the same structure since g(5,2)>g(5)>g(5,class)); and (3) those
variables irrelevant to classification that also depend only weakly on all non-
class variables not to be connected to the structure at all (e.g., variable 8 in
the same structure because g(8)>g(8,class),g(8,1),...,g(8, 7)). The results
of this pattern of edge connection performed by the K2 search is evident in
the similarity between the two structures in the bottom of Figure 2, although
they were initialized using different orderings.
Hence, and due to the failure to improve accuracy through the algor-
ithm initial ordering, we consider replacing the K2 search with HCS.
HCS is less restrictive and enables the exploration of larger structure spaces
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1and incorporation of prior knowledge through the initialization of the
structure. Alternatively, HCS dispenses with the requirement for an initial
ordering. Using NBC as the initial structure to HCS, the resulted structure
is shown in Figure 3 and the corresponding accuracy in Table 1 (fifth row).
We note that the HCS-based structure has higher K2 metric value than the
NBC structure as the latter is the starting point for the former and the two
structures are different. We also note that the NBC-initialized HCS-based
structure provides richer representation of the domain than its counterpart
constructed without learning. This representation is also translated into
approximately 2% accuracy improvement (first and fifth rows in Table 1).
Trying to avoid being trapped in a local maximum when searching a struc-
ture using the K2 search or HCS, we replace HCS with the simulated
annealing (Kirkpatrick, Gelatt, and Vecchi 1983) search. This allows search-
ing broader spaces and escaping local maxima easily; however, we find no
improvement to the classification accuracy from using this computationally
expensive method.
Hidden Nodes
Before studying the aspect of the K2 metric, we investigate the impact
of including hidden variables on the representation of the cytogenetic
domain and according to three expert beliefs. First, by incorporating into
an expert-based structure a color hidden node, acting as a parent of all
FIGURE 3 AstructurelearnedusingtheK2metricandNBCasastartingpointforhill-climbingsearch.Node
numbers correspond to the features given in the FISH Signal Representation and Classification section.
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1color nodes, we accommodate a belief that all the used hue features are the
result of a single source (Figure 4, top–left). Second, by introducing an
intensity hidden node to another expert-based structure, we address a
belief that the intensity variables originate from a single source (Figure 4,
top–right). A modified combination of these two beliefs using two hidden
nodes is shown in Figure 4 (bottom). From judging the accuracies in
Table 1, we summarize that the first belief regarding color is probably more
significant for improving the classification accuracy. Nevertheless, further
experimentation is needed to establish this conclusion.
K2 Score
Replacing the restricted K2 search with the more flexible HCS relieved
the dependence on an initial ordering and led to some accuracy improve-
ment; however, we would like to improve accuracy further. Ruling out both
the K2 initial ordering and search procedure as the main causes to inferior
accuracy, we examine now the suitability of the K2 metric to BNC structure
learning.
We recorded the structures as well as the K2 metric values and classi-
fication accuracies that correspond to these structures for subsequent itera-
tions of HCS. Figure 5 shows for one particular fold of the CV10
FIGURE 4 Structures based on expert knowledge with the inclusion of a color hidden node (top–left),
intensity hidden node (top–right), or both nodes (bottom). Node numbers correspond to the features
given in the FISH Signal Representation and Classification section.
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1experiment structures derived from the expert-based structure (Figure 2,
top right) during eight iterations of HCS. Figure 6 plots the K2 metric
values and classification accuracies corresponding to these iterations aver-
aged over the 10 folds of the CV10 experiment. For each iteration of
HCS, the structures derived for the different folds of the CV10 experiment
yield similar values of the K2 metric and hence the low standard deviation
for this criterion, as exemplified in Figure 6. Though having similar K2
metric values, these structures are different enough to yield average classi-
fication accuracy having relatively large standard deviation. For most folds
of the CV experiment, HCS needed six to seven iterations to achieve its
highest K2 metric value. In one particular fold it required eight iterations;
thus, the standard deviations of the K2 metric and classification accuracy
for eight iterations are zero.
To understand Figure 6, we associate the values of the two criteria–K2
metric and classification accuracy–for additional iterations of HCS to the
corresponding learned structures (Figure 5). We note that the initial struc-
ture (i.e., the expert-based structure which is first in Figure 5) has low value
FIGURE 5 Structures learned using the K2 metric and hill-climbing search. Starting from the top left
(expert-based structure) and moving to the right and bottom, the figure shows a structure for each of
the eight iterations of the search. Node numbers correspond to the features given in the FISH Signal
Representation and Classification section and number 13 represents the class variable.
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1of the K2 metric but the expert-based classifier is relatively accurate (as is
demonstrated in Figure 6 and the second row in Table 1). In the first
HCS iteration (second graph in Figure 5), the edge 7!6 is added because
it contributes the most to the K2 metric value of the expert structure. This
edge reflects the high correlation between these two hue variables (Lerner
et al. 2001). However, adding a highly correlated variable may reduce the
classification accuracy, because more parameters have to be estimated using
the same sample size, as may be implied from Figure 6. In the second iter-
ation of HCS, the edge 12!7 (two slightly correlated variables [Lerner
et al. 2001]) is added (third graph in Figure 5) because it increases the
K2 metric value more than other edges do. This edge connects intensity
(12) and hue (7) variables that are relatively important to classification
(Lerner et al. 2001), leading to improvement of the classification accuracy.
This trend of simultaneous increase in the K2 metric value and classi-
fication accuracy is continued until the fifth HCS iteration (subsequently
adding edges 10!11, 4!5 and dropping the edge from the class variable
(13) to 5, where all these changes are supported by high dependencies and
independencies, respectively [Lerner et al. 2001]). From the sixth iteration,
the K2 metric continuous to increase as additional edges reflecting con-
nections of correlated variables (e.g., 4!7 and 5!10) are added to the
FIGURE 6 K2 metric values of structures learned from the expert-based structure using hill-climbing
search, as well as the accuracies of classifiers based on these structures and averaged over a CV10 experi-
ment for increasing numbers of iterations of the search.
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1structure (three graphs in the bottom of Figure 5). However, the classi-
fication accuracy starts to decrease monotonically (Figure 6) because there
is no added value for the classifier in the additional edges. For example,
modeling the linkage between intensity and hue variables by the edge
4!7 (sixth iteration) is redundant because it is already modeled by the
existing edge 12!7 (both 4 and 12 are intensity features). Furthermore,
the last added edges do not contribute to the classification accuracy of
the structure, but they raise the number of parameters that should be esti-
mated using the same data. This reduces the classification accuracy because
the number of instances representing each combination of variable states
that is required to learn a parameter decreases. The reduction reaches
3% when measured between the fifth and eighth HCS iterations
(Figure 6). This is a very important result that demonstrates experimentally
for the cytogenetic domain that the K2 metric is not an appropriate cri-
terion for BNC structure learning. A structure learned using the K2 metric
may represent the dependencies and independencies within the domain
precisely and therefore be appropriate for data representation and general
inference but is not necessarily the basis of an accurate classifier. Hence,
replacing the K2 metric with a classification-oriented score has the highest
potential to improve the accuracy of K2-based classification.
DISCUSSION
We learned BNC structures for automatic signal classification in FISH
images that are necessary for the diagnosis of genetic abnormalities. Having
at our disposal only partial expert knowledge, the best way to evaluate these
structures, especially when used for classification, was using the classi-
fication accuracy the structures provide. A structure may be constructed
based on a restrictive assumption such as that of NBC or based on expert
knowledge setting the actual connections between nodes representing
the variables. Because the first approach is usually restricted in complex
domains revealing a high degree of dependency among variables and the
second approach is biased and time-consuming, there are advantages to
learning a BN structure directly from the data. Using an initial ordering
on the variables, a search algorithm, and by maximizing a metric measuring
the joint probability over the variables, the K2 algorithm learns a structure.
We studied here these aspects of the algorithm to improve the classification
accuracy of the learned structure.
Using an ordering on the variables allows the K2 algorithm to reduce
the combinatorics in structure learning enormously, but any such ordering
may be uncertain. We found that all examined orderings provided tree-like
structures that are turned into NBC-like structures in the case of
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1classification. This similarity of structures is due to (1) forcing the class vari-
able to be first in the K2 initial ordering, (2) the K2 search, and (3) the K2
metric favoring simple structures. Unfortunately, these orderings failed to
improve the accuracy of the K2-based classifier for the cytogenetic domain.
We suggest examining other data-driven methods for establishing initial
orderings; one such method may use conditional-independence tests simi-
larly to Singh and Valtorta (1995).
To expand the search, we replaced the K2 search with HCS that pro-
vided richer representation of the domain and improved accuracy. In
addition, the utilization of hidden nodes enabled broader and more accu-
rate modeling of the domain compared with that derived using only expert
knowledge. It also enhanced the accuracy. Because expert knowledge in
our domain is only partial, we are interested in exploring ways to automati-
cally identify hidden nodes, similar to Elidan et al. (2001), Friedman
(1997), and Silva et al. (2006).
Investigating the K2 metric, we experimentally demonstrated for the
cytogenetic application that structures selected according to the K2 metric
are appropriate for general inference but do not necessarily provide accu-
rate classifiers. There are additional reports that support this limitation of
the K2 metric (Herskovits 1991; Singh and Valtorta 1995) and related
likelihood-based metrics (Friedman, Geiger, and Goldszmidt 1997; Greiner
et al. 2005; Grossman and Domingos 2004; Kontkanen et al. 1999) for
BNCs. Classification-driven scores have been suggested (Grossman and
Domingos 2004; Kontkanen et al. 1999), and they are also the target of
our current research. Preliminary results show superiority of a novel
classification-driven score over likelihood-based scores in classifying the
cytogenetic data.
It is disappointing that all our efforts to improve the accuracy of the
K2-based classifier have led to only limited success. However, these efforts
enabled us to throughly explore the K2 algorithm probably as never before
explored. We believe this exploration is a considerable contribution to the
field, which we wish to share with the community.
BN is a generative model that is very useful in modeling the joint
probability distribution. However, for accurate modeling of this distri-
bution, BN requires a large sample size. The relatively small sample size
of the cytogenetic database is more appropriate for a discriminative model,
such as the neural network (NN) maximizing the posterior probability,
rather than for estimating the joint probability distribution. This has been
proved for this database and several other BNCs. For example, the TPDA
algorithm (Cheng, Bell, and Liu 1997), PC algorithm (Spirtes, Glymour,
and Scheines 2000), Chow-Liu multinet (Friedman, Geiger, and
Goldszmidt 1997), tree-augmented naive (TAN) Bayes (Friedman, Geiger,
and Goldszmidt 1997), RAI algorithm (Yehezkel and Lerner 2009), and
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2 (Gurwicz and Lerner 2006) achieved accuracies between 77.2% and
82.9% (Gurwicz and Lerner 2006), which are similar, though sometimes
slightly superior, to those reported in the current study. Therefore, we
believe that a classification accuracy of 80% to 83% for the cytogenetic data-
base is about the best a BNC can get. We suspect the only way to improve
this accuracy toward those of non-BN discriminative models (e.g., NN and
SVM providing accuracies of  87% [David and Lerner 2005; Lerner et al.
2001]) is by substantially increasing the database size.
Another objective of future research is to investigate the implications of
this study to FISH dot counting and clinical genetic diagnosis. Additionally,
we are interested in examining the conclusions of the study using other
applications so as to further generalize the relative contribution of each
aspect of the K2 algorithm to classification.
NOTES
1. The NBC (Langley and Sage 1994) is a Bayesian network (Pearl 1988) that assumes the observable
variables are independent conditioned on the class variable.
2. Learning a hidden (latent) concept usually comes in two main flavors: learning a structure that may
have hidden variables (see the Inclusion of Hidden Nodes section) or learning the parameters for a
set of variables having unobserved (hidden) states where other variables in the structure are fully
observed (see the Inference section).
3. The Markov blanket of a node includes the node, its parents, children, and children coparents (Pearl
1988).
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