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I metodi parametrici utilizzati per la soluzione di problemi di carattere uni-
variato e multivariato hanno, come limitazione, la necessità di dover ricor-
rere all’introduzione di ipotesi molto restrittive, spesso ingiustiﬁcate se non
impossibili da giustiﬁcare, irrealistiche, non sempre chiare, diﬃcilmente in-
terpretabili, formulate ad hoc per poter fare inferenza. A questo si deve
aggiungere che le assunzioni che rendono valida l’applicazione di tali meto-
di (normalità, omoschedasticità, indipendenza e identica distribuzione del-
la componente stocastica erratica) sono di norma raramente soddisfatte e,
quand’anche soddisfatte, i risultati sono spesso ottenuti tramite approssi-
mazione.
Ci sono casi in cui, anche assumendo la normalità della distribuzione
degli errori, le soluzioni parametriche non forniscono risultati esatti: ci si
riferisce per esempio ai test per campioni con osservazioni appaiate quando i
parametri di scala dipendono dalle unità o ci sono dati mancanti, allo studio
dell’analisi della varianza a blocchi (two-way ANOVA), a problemi derivanti
dal fatto che il numero delle variabili rilevate è superiore alla dimensione
del campione, oppure nei test a due campioni quando si vuole fare inferenza
congiuntamente su media e varianze e le risposte sono positive.
Sempre più spesso, per problemi multivariati più complessi studiati in am-
bito biomedico, ingegneristico, psicologico, farmacologico, negli esperimenti
clinici, nel controllo della qualità, quando non è noto il modello distributi-
vo, non si può invocare la normalità o ancora quando l’inferenza riguarda
variabili di tipo qualitativo, si passa da un approccio parametrico ad uno
non parametrico, ovviando così, senza perdita sostanziale di eﬃcienza, le
limitazioni sopra accennate. E tra i metodi non parametrici, un ruolo di
grande rilievo per le proprietà generali di cui godono, vi sono i metodi di
permutazione.vi Premessa
Non bisogna però lasciarsi trarre in inganno, ovvero non concludere er-
roneamente che i metodi non parametrici di permutazione siano una panacea,
per tutti i problemi inferenziali di interesse: se, sotto H0, non ci si con-
diziona ad un insieme di statistiche suﬃcienti e non si assume l’ipotesi di
scambiabilità dei dati le soluzioni ottenute saranno tutt’altro che esatte [1].
Nei problemi multivariati, la soluzione di permutazione si ottiene appli-
cando un preciso metodo di combinazione non parametrica di test dipenden-
ti [2]. Tale metodo si basa sulla decomposizione delle ipotesi da testare in
k,c o n k>1, sottoipotesi per ciascuna delle quali si calcola un appropria-
to test di permutazione parziale, utilizzando poi un processo di simulazione
consistente in B ricampionamenti casuali senza reinserimento, tramite con-
dizionamento all’insieme dei dati osservati, si ottiene una stima della di-
stribuzione di permutazione della statistica test. Inﬁne i risultati parziali
della simulazione condizionata vengono combinati in una statistica test del
secondo ordine tramite una funzione rea l e( m i s u r a b i l e )c o n t i n u a ,m o n o t ò n a
decrescente e non degenere [3].Capitolo 1
Introduzione allo studio
Recenti studi in psicologia e neuropsichiatria infantile hanno messo in luce
un aumento del numero di bambini che presentano disturbi comportamentali,
disagi di tipo psicologico come ansia, depressione, stress, incapacità di con-
centrazione, disturbi alimentari (anoressia, bulimia, obesità) che si traducono
in una diﬃcoltà nella gestione dei rapporti interpersonali e si riﬂettono nei
processi evolutivi, d’apprendimento e di sviluppo [4] [5].
Nell’intento di prevenire abusi e soﬀerenze nei bambini e negli adolescenti,
associazioni ed enti no-proﬁt per la tutela e protezione dei diritti d’infanzia si
adoperano sempre più per promuovere interventi scolastici mirati a ristabilire
l’equilibrio aﬀettivo nel bambino. Accanto ad interventi della tradizione psi-
cologica più consolidata, come la terapia cognitivo-comportamentale basata
sulla correzione delle distorsioni cognitive e sull’insegnamento di una serie
di abilità coping e problem solving per migliorare l’adattamento psicologi-
co in situazioni di stress, si sta diﬀondendo un ﬁlone di ricerca d’impronta
americana noto come Positive Psichology.
Il concetto cardine della Positive Psichology è la necessità di distogliere
lo sguardo dai deﬁcits psicologici e comportamentali che caratterizzano lo
sviluppo del bambino e di concentrarsi piuttosto sulle competenze e i punti
forza del bambino stesso, ma anche della sua famiglia, per promuovere una
crescita e un raﬀorzamento da un punto di vista psicologico.
Lo scopo della Positive Psichology è di indurre il soggetto a trovare nel-
l’evento stressante qualcosa di positivo, utilizzando strategie di coping, come
rivalutazione positiva degli eventi, strategie di problem-solving, la ricerca di
un supporto sociale e di una espressione costruttiva delle emozioni [6] [7]. Ne2 Introduzione allo studio
dovrebbe conseguire un miglioramento a livello di carattere, di relazioni, di
gestione di una vita sociale, di un incremento delle prospettive.
Su questa scia è stato sviluppato un protocollo d’intervento per l’appli-
cazione della Well-Being Theraphy (WBT), un aspetto della Positive Psi-
chology, in ambito scolastico, articolato in una serie d’incontri di gruppo,
supportato da metodologie laboratoriali ed esperenziali, come giochi, simu-
lazioni e discussioni di gruppo, e avente come obiettivo quello di educare
i ragazzi a migliorare l’espressione di emozioni e sentimenti e a favorire i
processi relazionali e comunicativi.
1.1 Il metodo
Nel corso dell’anno scolastico 2003/2004 ès t a t oe ﬀettuato uno studio su una
popolazione scolastica costituita da studenti delle scuole medie inferiori. Sono
state esaminate 6 classi, per un totale di 120 partecipanti, di 4 scuole medie
di Padova. Oggetto dell’intervento in aula era un breve corso di educazione
all’aﬀettività da parte di due psicologhe cliniche (4 incontri per classe di 2 ore
ciascuno). I primi due incontri, uguali in tutte le 6 classi, si sono incentrati
in maniera precipua sul riconoscimento delle emozioni e sul miglioramento
del clima emotivo nelle classi.
Nei successivi due incontri l’insieme delle 6 classi è stato suddiviso, in
maniera casuale, in due gruppi, gruppo A e gruppo B.O g n i g r u p p o c o m -
prendeva quindi 3 classi di 60 soggetti ciascuna. Nel gruppo A si è cercato
di migliorare il benessere e favorire le esperienze positive applicando il mo-
dello di benessere psicologico (Well Being Therapy, WBT), nel gruppo B,
seguendo esclusivamente le teorie cognitive (Cognitive Behaviour Therapy,
CBT) l’attenzione è stata rivolta alla risoluzione dei problemi e dei conﬂit-
ti nei ragazzi. Prima e dopo gli incontri, i ragazzi hanno compilato due
scale di autovalutazione del proprio stato psicologico: il Kellner’s Symptom
Questionnaire (SQ) [8] [9] e la forma breve per adolescenti del Psychologi-
cal Well-Being (PWB) [10] [11]. Il Kellner’s Symptom Questionnaire (SQ)
è una scala di autovalutazione con 92 item che comprende 8 sottoscale, 4
di disagio psicologico (ansia, depressione, sintomi somatici, ostilità) con un
punteggio che va da 0 a 17, per cui maggiore è il punteggio maggiore è il di-
sagio, e 4 di benessere psicologico (rilassamento, contentezza, benessere ﬁsico1.2 I limiti dello studio 3
e buona disponibilità verso gli altri) con un punteggio che va da 0 a 6,p e r
cui maggiore è il punteggio minore è il benessere.
L’ SQ è composto da item che indicano sintomi e item che indicano stati
di benessere (well-being). Ad esempio la scala della depressione consiste
di item come sentimenti di disperazione, che non c’è più nulla da fare e
item come felice.S ei lp a z i e n t er i s p o n d eS Ip e rsentimenti di disperazione,
c h en o nc ’ èp i ùn u l l ad af a r e , viene conteggiato un punto per la scala della
depressione; come pure se segna NO per felice viene conteggiato un punto.
Di conseguenza per ogni soggetto vengono calcolati i sintomi per i quali
risponde aﬀermativamente e le espressioni di benessere per le quali risponde
negativamente [12].
La forma breve del PWB è un questionario con 18 item per la valutazione
del benessere psicologico validato per l’Italia dall’équipe del prof. Fava, che
ha messo a punto anche la versione breve per adolescenti utilizzata in questo
protocollo. Il questionario fornisce una valutazione di 6 aree del benessere
(autonomia, padronanza dell’ambiente, crescita personale, relazioni positive,
scopo nella vita e accettazione di sè). I soggetti dovevano fornire risposte
SI/NO agli item indicati.
Il punteggio assegnato alle risposte va da 0 a 3, per cui maggiore è il
punteggio, maggiore è il benessere. L’obiettivo dello studio è di scoprire se ci
sono diﬀerenze signiﬁcative tra i due gruppi e l’ipotesi che si vuole testare è se
l’intervento focalizzato sul benessere, caratterizzato da attività più divertenti
e piacevoli, è stato più eﬃcace.
1.2 I limiti dello studio
Le limitazioni sono legate alla natura preliminare dello studio. Innanzitutto,
il numero esiguo di incontri (4 incontri di 2 o r ec i a s c u n o )ei lc a m p i o n ed i
soggetti prevalentemente sani non hanno di certo agevolato la rilevazione
di diﬀerenze signiﬁcative tra tempo 0 et e m p o1 (pre e post trattamento).
Il numero stesso dei soggetti era ridotto perché con 92 item il campione
dovrebbe essere costituito da circa 900 unità.
I partecipanti, poi, non sono stati sottoposti a delle terapie standard
(WBT, CBT), ma ad un protocollo d’intervento assolutamente preliminare,
soprattutto nel caso del trattamento WBT, adattato in un contesto scolasti-4 Introduzione allo studio
co, avente in comune con la terapia classica completa solo alcuni degli aspetti
salienti.
Il protocollo ﬁnale della WBT infantile è infatti suscettibile a variazioni
che richiedono una serie di prove di fattibilità dei singoli steps del protocol-
lo anche a livello individuale e su una popolazione clinica, i risultati delle
quali potranno essere utili per perfezionare il protocollo della WBT infantile
nel trattamento dei disturbi più frequenti nell’infanzia/adolescenza. Da non
sottovalutare l’autoselezione delle scuole che non sono state randomizzate
per ricevere il trattamento, ma si sono spontaneamente proposte per essere
incluse nello studio (hanno aderito spontaneamente allo studio). Il piano spe-
rimentale non era ben progettato: i risultati ﬁnali infatti potrebbero essere
condizionati da alcuni fattori quali la mancanza di omogeneità nella compo-
sizione delle classi esaminate, sia per quanto riguarda il sesso sia per quanto
riguarda l’eta degli studenti, che potrebbe mascherare un eﬀetto leader,l a
tendenza negli adolescenti alla desiderabilità sociale,i lf a t t o r edislocazione
delle scuole, se queste si trovassero in zone residenziali o più in periferia, e
l e g a t oaq u e s t oi lf a t t o r econdizione sociale dei partecipanti. Altre caratteri-
stiche dello studio che hanno costituito una limitazione alla sua piena riuscita
sono la mancanza di un follow-up in grado di rilevare gli eﬀetti del protocollo
WBT a lungo termine e il fatto che entrambi gli interventi condividono tec-
niche e aspetti in comune , la WBT è infatti una tecnica speciﬁca all’interno
dell’ampio insieme delle strategie cognitivo-comportamentali [13].
Tra tutti questi aspetti, a rendere un po’ più complicata l’analisi dei dati
è stata anche la presenza di missing values eq u e s t ol a v o r od it e s ia ﬀronterà il
problema seguendo due diversi approcci, tramite l’applicazione del principio
dell’Intention To Treat (ITT) analysis e utilizzando i metodi non parametrici
di permutazione.Capitolo 2
Im e t o d id ic o m b i n a z i o n en o n
parametrici
2.1 La teoria
Caratteristica dei test di permutazione è il condizionamento all’insieme dei
dati osservati che è un insieme di statistiche suﬃcienti qualunque sia il mo-
dello sottostante di riferimento. E’ questo il motivo per cui i test di permu-
tazioni vengono chiamati distribution free, ossia che le distribuzioni dei test
prescindono completamente dalla legge che governa la variabile aleatoria su
cui si vuol fare inferenza e che non è necessario fare assunzioni stringenti
sulla distribuzione dei termini d’errore [14].
Le assunzioni principali riguardanti la struttura dei dati, l’insieme dei
test parziali e le ipotesi d’interesse per i test, nel contesto della combinazione
non parametrica, possono essere così schematizzate:
1. L’insieme q-dimensionale dei dati, o il vettore q-variato delle risposte è
indicato con
X = {Xj,j=1 ,...,C} = {Xji,i =1 ,...,n j,j=1 ,...,C}
= {Xhji,i =1 ,...,nj,j=1 ,...,C, h =1 ,...,q}
Il vettore q-variato delle risposte X èd e ﬁnito dal modello statistico
(X,X,B,P),d o v eX è lo spazio campionario da cui prende i suoi valo-
ri, B è una σ−algebra e P è una distribuzione di probabilità di solito
non speciﬁcata proveniente da una famiglia P di distribuzioni non de-
generi. L’insieme dei dati X è costituito da C ≥ 2 campioni o gruppi6 I metodi di combinazione non parametrici
di ampiezza nj ≥ 2, con n =
P
j nj; i gruppi sono rappresentativi di
C livelli di un trattamento e i dati Xj sono supposti i.i.d. con distri-
buzione Pj ∈ P,j=1 ,...,C, secondo un modello MANOVA. Se sono
a disposizione delle covariate, è semplice il passaggio ad un modello
MANCOVA. Per coerenza con una rappresentazione unità per unità,
l’insieme X si può riscrivere con X = {X(i),i =1 ,...,n; n1,...,n C},
in cui si assume che i primi n1 vettori di dati provengano dal primo
campione, i successivi n2 dal secondo e così via.
2. Sotto l’ipotesi nulla le distribuzioni multivariate delle risposte sono
uguali nei C gruppi e i dati sono scambiabili tra i C campioni. Il
sistema d’ipotesi è:









H1 = {almeno una H0i èf a l s a }
Supponiamo che si vogliano analizzare e veriﬁcare più aspetti di un
problema, così che l’ipotesi nulla H0 può essere scomposta in un in-
sieme ﬁnito di sottoipotesi H0i,i=1 ,...,k, ciascuna adatta all’aspetto
parziale di interesse. H0 è vera se tutte le H0i sono congiuntamen-








. Sempre considerando la scomposizione in k sot-
toipotesi, l’ipotesi alternativa globale H1 è vera se almeno una delle







3. con T = T (X) si indica il vettore k-dimensionale di statistiche test, le
cui componenti rappresentano i test univariati non degeneri di primo
ordine ciascuno idoneo alla veriﬁca delle sub-ipotesi H0i vs H1i.
Le assunzioni riguardanti l’insieme di test parziali T ={Ti,i =1 ,...,k}
suﬃcienti per la combinazione non parametrica sono:
(A.1) Tutti i test parziali Ti sono permutazionalmente esatti, ovvero le va-
riazioni delle statistiche sotto H0 dipendono solo dalla casualità delle
permutazioni, e sono marginalmente corretti, sono stocasticamente si-
gniﬁcativi per valori grandi, vale a dire che sotto H1 le loro distribuzioni
sono stocasticamente più grandi rispetto ad H02.2 Funzioni di combinazione non parametrica 7
(A.2) I test di permutazione Ti sono consistenti, cioè:
Pr{Ti >T iα|H1i} ≥ α,∀α>0,i =1 ,...,k
ea lt e n d e r ed in all’inﬁnito si ha che
lim
n→∞Pr{Ti >T iα|H1i} −→ 1
dove n è la numerosità campionaria e Tiα èi lv a l o r ec r i t i c o ,a s s u n t o
ﬁnito, di Ti al livello α.
2.2 Funzioni di combinazione non parametri-
ca
La combinazione non parametrica prende in considerazione i p-value λi di
permutazione associati alle statistiche test Ti,i=1 ,...,k.
Il test combinato di secondo ordine T00 = ψ(λ1,...,λk) si ottiene tramite
una funzione ψ ÷ (0,1)k −→ R1 continua, non crescente, univariata, non
degenere, reale (misurabile) che soddisﬁ alle seguenti proprietà:
i) ψ deve essere non crescente in ogni suo argomento, ovvero ψ(..,λi,..) ≥
ψ(..,λ
0
i,..) se λi <λ
0
i,i∈ (1,...,k)
ii) ψ assume il suo valore massimo ψ, che potrebbe non essere ﬁnito,quando
almeno uno degli argomenti raggiunge lo 0, cioè ψ(..,λi,..) −→ ψ se
λi −→ 0,1 ≤ i ≤ k
iii) il suo valore critico T00
α è ﬁnito e tale che T00
α ≤ ψ,∀α>0
Queste proprietà deﬁniscono una classe C di funzioni di combinazione. Le
funzioni di combinazione ψ più utilizzate sono:
a) La funzione di combinazione di Fisher
T
00
F = −2 · Σi log(λi) (2.2)
Se tutti i k test parziali sono indipendenti e continui, sotto l’ipotesi
nulla T00
F si distribuisce come un χ2 centrale con 2k gradi di libertà8 I metodi di combinazione non parametrici




−1(1 − λi) (2.3)
dove Φ è la funzione di ripartizione di una normale standard. Se tutti
i k test parziali sono indipendenti e continui, sotto l’ipotesi nulla T00
L
ha distribuzione normale, con media 0 ev a r i a n z ak [15]. Una versione




P = Σi log[(1 − λi)/λi] (2.4)
c) La funzione di combinazione di Tippett
T
00
T =m a x
1≤i≤k
(1 − λi) (2.5)
la cui distribuzione sotto l’ipotesi nulla, se tutti i k test parziali sono
continui e indipendenti, si comporta come il più grande di k valori
casuali estratti da una variabile uniforme nell’intervallo aperto (0,1)





r,a(1 − λi) (2.6)
dove Γ−1
r,a è l’inversa della funzione di ripartizione di una variabile ca-
suale gamma centrale con parametro di scala noto a e r g r a d id il i b e r t à .
Se tutti i k test parziali sono indipendenti, sotto l’ipotesi nulla, T00
G ha
distribuzione gamma centrale con parametro di scala a e rk gradi di
libertà.
e) Un’ interessante sottoclasse di C è costituita dall’insieme di funzioni CD
di combinazione non parametrica diretta, espressa nella forma
T
00
D = ΣiTi (2.7)
che si può utilizzare quando tutte le statistiche test parziali sono omo-
genee, per cui condividono la stessa distribuzione di permutazione asin-
totica (per esempio, si distribuiscono come normali standard o sono del2.3 Tecniche di ricampionamento condizionato (C.M.C.) 9
tipo χ2 con gli stessi gradi di libertà) e il loro supporto comune asin-
totico è almeno non limitato a destra. Le distribuzioni di permutazione
di tutti i test parziali possono essere le stesse solo per numerosità
campionarie abbastanza elevate, quindi per numerosità campionarie ﬁ-
nite, questa condizione può essere soddisfatta solo approssimativamente
poiché le distribuzioni di permutazione sono essenzialmente dipenden-
ti dai dati osservati. La funzione di combinazione diretta consente di
evitare i calcoli abbastanza intensivi dell’algoritmo ed inoltre, anche se
la funzione diretta opera come nel caso univariato, è sostanzialmente
una combinazione non parametrica perché il problema di veriﬁca viene
spezzato in k sotto problemi, una statistica test globale T ÷R k → R1
non è disponibile e le relazioni di dipendenza tra i test parziali sono
implicitamente catturate dalla procedura di combinazione.
2.3 Tecniche di ricampionamento condiziona-
to (C.M.C.)
Vi sono due criteri per permutare i dati, uno riguarda la permutazione si-
stematica di tutti i dati, l’altro prende in considerazione solo un campione
estratto casualmente dallo spazio di permutazione. Pur assolvendo alla stessa
funzione, l’utilizzo del secondo metodo si traduce in un vantaggio in termini
di riduzione dei calcoli, vantaggio di notevole importanza soprattutto quando
il numero di permutazioni è tanto elevato da richiedere tempi di elaborazione
molto lunghi anche per calcolatori potenti. E’ stato dimostrato che il fatto
di ridurre il numero di permutazioni non porta ad una minor attendibilità
del risultato o ad una perdita di potenza del test, anzi, per quanto riguar-
da quest’ultimo aspetto, ossia quello relativo alla potenza, questa è sempre
vicina a quella del test non parametrico più potente. Una soluzione approssi-
mata, legata al secondo, è basata sul metodo di simulazione di Monte Carlo
Condizionato (CMC) dall’orbita di permutazione, tramite il quale si può
condurre una tecnica di ricampionamento condizionato all’insieme dei dati
osservati. Il campionamento Monte Carlo condizionato altro non è se non la
replicazione dei campionamenti senza reinserimento (Without Replacement
Resampling). La stima della distribuzione di permutazione sarà tanto più10 I metodi di combinazione non parametrici
precisa quanto maggiore è il numero di iterazioni (di solito una buona stima
si ottiene con 10000 replicazioni). La procedura che consente di ottenere una
stima, tramite CMC, della distribuzione di permutazione dei test combinati
consta di due fasi: la prima relativa alla stima della distribuzione k-variata
di T, la seconda riguarda la stima della distribuzione di permutazione del
test combinato T00
ψ e utilizza i risultati ottenuti via CMC nella prima fase.
In ambito multivariato dunque, l’algoritmo di simulazione per la stima
della distribuzione k-variata di T può essere descritto nelle seguenti fasi:
a.1) si calcola il valore osservato di T : T0 = T (X)
b.1) si considera un componente g∗, casualmente rilevato da un appropria-
to gruppo di trasformazioni G, e i valori del vettore T∗ = T (X∗)
dove X∗ = g∗(X). Una permutazione X∗del ﬁle di dati si può anche




(1,2,...,n), ciascuna indicante una unità del campione di partenza, e
assegnando poi il vettore di dati con le etichette permutate al gruppo
appropriato, per esempio nel caso di due campioni di numerosità n1e
n2 tali che n1 + n2 = n si avrà che X(u∗
i) viene assegnato al primo
gruppo se l’etichetta i soddisfa la condizione 1 ≤ i ≤ n1,a l t r i m e n t ia l
secondo gruppo
c.1) si ripete B volte la fase descritta in b.1); l’insieme dei risultati del
CMC {T∗
r ,r=1 ,...,B} è un campione casuale dalla distribuzione nulla
k-variata di T
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con I(·) che vale 1 se la relazione è soddisfatta 0 altrimenti, fornisce
una stima della distribuzione di permutazione k-dimensionale F(z|X)












/(B +1 ) ,i =1 ,...,k2.3 Tecniche di ricampionamento condizionato (C.M.C.) 11
dà una stima ∀z∈R1 della funzione di permutazione marginale del li-
vello di signiﬁcatività Li(z|X)=P r ( T∗
i ≥ z|X);così che b Li(Ti0|X)=b λi
fornisce una stima non distorta e consistente del vero p-value marginale
λi =P r ( T∗
i ≥ Ti0|X) relativa al test Ti, ∀ i =1 ,...,k.E ’ d a n o t a r e
che rispetto agli stimatori EDF standard, 1/2 e 1 sono rispettivamente
aggiunti al numeratore e al denominatore allo scopo di ottenere un va-
lore stimato nell’intervallo aperto (0,1) i nm o d oc h el et r a s f o r m a z i o n i
inverse di funzioni continue, come −log(λ) o Φ−1(1 − λ),s i a n oc o n -
tinue e sempre deﬁnite. Dato che B è molto grande queste quantità
aggiunte sono alterazioni praticamente irrilevanti che non inﬂuenzano
il comportamento degli stimatori sia per campioni di numerosità ﬁnita
che asintoticamente. Al posto di 1/2 e 1 si può dunque mettere una
qualsiasi quantità positiva ε e 2ε, assegnando ad ε un valore di gran
lunga inferiore rispetto al numero di ricampionamenti B.
La combinazione non parametrica segue le seguenti fasi:
a.2) i k p-value b λi = b Li(Ti0|X) osservati sono stimati sui dati X dove Ti0 =
Ti(X),i=1 ,...,k rappresenta i valori osservati dei test parziali e b Li
èl ai-esima funzione marginale del livello di signiﬁcatività ottenuta
tramite ricampionamento CMC sull’insieme dei dati nell’ultimo step
dell’algoritmo della prima fase (vedi d.1) )
b.2) il valore osservato combinato dei test di secondo ordine utilizza i risul-
tati ottenuti nella prima fase con CMC ed è dato da T00
0 = ψ(b λ1,...,b λk)








ir = b Li(T∗
ir|X),i=1 ,...,k, r =1 ,...,B







e.2) si rigetta l’ipotesi nulla globale a livello di signiﬁcatività ﬁssato e pari
ad α se b λ
00
ψ ≤ α.12 I metodi di combinazione non parametriciCapitolo 3
Problemi con dati appaiati:
soluzione di permutazione
3.1 Il disegno sperimentale
Il più semplice tra i disegni sperimentali è quello basato sul confronto prima-
dopo in un unico gruppo di soggetti, quindi senza gruppo di controllo. Varie
sono le motivazioni che rendono attraente tale approccio: il fatto che il grup-
po sottoposto al trattamento di controllo e quello sottoposto al trattamento
sperimentale siano identici o quasi, se si considera l’eventualità che un sogget-
to esca prematuramente dallo studio, porta a credere che l’eﬀetto della varia-
bilità biologica sia minimizzato e che la possibilità di evidenziare la risposta
al trattamento sia massimizzata. Inoltre, a parità di altre condizioni, la di-
mensione del campione è più piccola risp e t t oaq u e l l ar i c h i e s t ad a id i s e g n i
sperimentali alternativi, vale a dire che saranno necessari meno pazienti per
raggiungere lo stesso obiettivo. Ma lo svantaggio più rilevante è che un dise-
gno sperimentale di questo tipo non previene in alcun modo la distorsione. La
distorsione o bias nella ricerca clinica, diversamente da un errore casuale, è
un errore che sistematicamente favorisce un trattamento rispetto ad un altro.
Se, da un lato, la presenza di un errore casuale comporta un aumento della
variabilità della risposta e rende più complesso il riconoscimento di una reale
eﬃcacia del trattamento, dall’altro è possibile ridurne, almeno in parte, gli
eﬀetti indesiderati operando sulla numerosità campionaria, ovvero scegliendo
un campione suﬃcientemente numeroso da consentire la separazione dell’ef-
fetto del trattamento dalla variabilità complessiva con un grado di certezza,14 Problemi con dati appaiati: soluzione di permutazione
o di rischio, ritenuto accettabile. Controllare e contenere gli eﬀetti di un
errore sistematico è piuttosto diﬃcile, anche se si aumenta la numerosità
del campione o si utilizzano tecniche di analisi statistica più raﬃnate che,
tramite stime aggiustate, depurino i risultati dall’eﬀetto del bias. L’unico
modo per ridurre il bias è quello di scegliere, in sede di pianiﬁcazione del-
l’esperimento, un adeguato disegno sperimentale. Numerose sono le fonti di
distorsione in un confronto prima-dopo tra cui le variazioni temporali della
malattia, le variazioni temporali di personale, equipaggiamento e contesto di
uno studio, la regressione statistica verso la media, fenomeno per cui una va-
riabile che assume un valore estremo (molto alto o molto basso) nella prima
misurazione tenderà ad essere più vicina alla media della popolazione nelle
misurazioni successive, l’eﬀetto apprendimento e l’eﬀetto psicologico. Nono-
stante queste limitazioni, anche per ragioni di carattere etico, i disegni prima
e dopo senza gruppo di controllo sono molto utilizzati in biostatistica. Quasi
sempre nel confronto prima-dopo in un solo gruppo di soggetti è il dopo ad
essere favorito con il risultato che gran parte dei trattamenti sperimentali
con disegni di questo tipo tendono ad apparire eﬃcaci per poi spesso fallire
quando messi alla prova in disegni sperimentali meno triviali capaci di oﬀrire
maggior protezione contro la distorsione. E’ forse l’elevata probabilità di un
evento positivo la ragione per cui il disegno prima-dopo continua ad essere
così popolare tra i ricercatori [16].
3.2 Caso univariato
N e ip r o b l e m ic o nd a t ia p p a i a t i( paired observations) su ciascun individuo
partecipante allo studio la variabile d’interesse viene rilevata prima e dopo
la somministrazione di un trattamento, una terapia o un farmaco. Si hanno
dunque due situazioni sperimentali: la situazione A, che corrisponde alla rile-
vazione pre-trattamento, chiamata anche baseline obsevation,el as i t u a z i o n e
B, ovvero la rilevazione post-trattamento che viene eﬀettuata dopo un perio-
do di tempo stabilito sulle unità trattate al ﬁne di testare se il trattamento
in questone ha indotto un eﬀetto statisticamente signiﬁcativo, un aumento o
una riduzione, un miglioramento o un peggioramento rispetto alle condizioni
iniziali.
Le risposte bivariate sono dipendenti con rispetto alle unità, dato che le3 . 2C a s ou n i v a r i a t o 1 5
misurazioni vengono fatte in tempi diversi negli stessi soggetti, mentre le n
coppie di osservazioni sono indipendenti, in quanto relative ad unità diverse.
Se si assume che gli individui siano omogenei in relazione alle condizioni
sperimentali, l’insieme dei dati appaiati {(YAi,Y Bi),i =1 ,...,n} può essere
visto come un campione casuale di n coppie i.i.d. di osservazioni estratte da
una variabile bivariata (YA,Y B). A livello formale la rappresentazione dei
dati è di tipo matriciale, le osservazioni sono raccolte in una matrice di n
coppie (YA,Y B) ∈ X dove X è lo spazio campionario dell’esperimento. Se,
per esempio ci si aspetta che il trattamento riduca stocasticamente una certa

















in cui PA e PB sono le distribuzioni marginali di YA e YB, H0 e H1 sono rispet-
tivamente l’ipotesi nulla e l’ipotesi alternativa. Nel modello sopra descritto
sotto H1 vi è dominanza stocastica di YA rispetto a YB, ma a seconda della
speciﬁcazione del problema varia anche la direzione dell’ipotesi alternativa.
Tra i modelli più utilizzati per descrivere la variabile risposta osservata sono
da citare:
i) i modelli con eﬀetti additivi ﬁssi
YAi = µ + ZAi,Y Bi = µ − δ + ZBi,i =1 ,...,n (3.2)
in cui µ è la costante relativa alla popolazione; δ è l’eﬀetto del tratta-
mento, assunto ﬁnito e strettamente positivo sotto l’ipotesi nulla H1,
ZAi e ZBi sono deviazioni casuali identicamente distribuite e centrate,
chiamate anche termini o componenti d’errore non necessariamente
indipendenti entro le unità, ma indipendenti rispetto alle unità.
ii) i modelli con eﬀetti additivi ﬁssi e unità non omogenee
YAi = µ + ηi + ZAi,Y Bi = µ + ηi − δ + ZBi,i =1 ,...,n (3.3)
in cui le ηi sono quantità ignote relative e speciﬁche dell’i-esimo indivi-
duo che non dipendono dal livello del trattamento; per quanto riguar-
da tutte le altre componenti del modello queste assumono lo stesso
signiﬁcato di quello che hanno nel modello descritto in (3.2).16 Problemi con dati appaiati: soluzione di permutazione
iii) i modelli con eﬀetti additivi che variano da individuo a individuo
YAi = µ + ηi + ZAi,Y Bi = µ + ηi − δi + ZBi,i =1 ,...,n (3.4)
in cui δi sono eﬀetti del trattamento speciﬁci dell’i-esima unità e, sotto
H1,s o n oq u a n t i t àﬁnite non negative, almeno una delle quali è positiva.
iv) i modelli con eﬀetti stocastici generalizzati
YAi = µ + ηi + ZAi,Y Bi = µ + ηi + ZBi − ∆Bi,i =1 ,...,n (3.5)
dove, sotto H1, gli eﬀetti casuali ∆Bi che possono dipendere in qualche
maniera da (µ, ηi,Z Ai,Z Bi), e sotto l’ipotesi alternativa sono quan-
tità stocastiche non negative, almeno una delle quali è strettamente
positiva.
L’ultimo modello risulta essere consistente per le variabili quantitative che
presentano una qualche forma di dominanza stocastica, in particolare con le
forme di dominanza di tipo moltiplicativo ﬁsso o stocastico. Prendendo come
modello di riferimento il modello con eﬀetti additivi ﬁssi (3.2), l’ipotesi nulla
(3.1) può essere anche formulata come
H0 :
©
Pr(YA − YB ≤− z)=P r ( YA − YB ≥ z), ∀z ∈ R
1ª
(3.6)
così che H0 èv e r as o l t a n t os el av a r i a b i l ed i ﬀerenza X = YA − YB =
δ + ZA − ZB è distribuita in maniera simmetrica attorno allo 0 mentre H1è
tale che Pr{X>0|H1} > 1/2 e X è distribuita simmetricamente intorno al
parametro di posizione δ>0, indicatore dell’eﬀetto del trattamento. Quando
si usa come variabile di riferimento la variabile diﬀerenza X il modello (3.2) e
il modello (3.3) coincidono, infatti si ha che Xi = YAi −YBi = δ +ZAi −ZBi,
i =1 ,...,n in entrambe le formulazioni. Dunque se non vi è un reale ef-
fetto del trattamento ed eventuali variazioni osservate sono apportate solo
dalla componente ηi, ovvero quando le covariate agiscono solo sul parametro
speciﬁco dell’individuo, X diventa una variabile covariate-free, consentendo
così di superare l’ostacolo legato all’omogeneità delle unità, rispetto alle con-
dizioni sperimentali, che caratterizza il modello (3.3). La simmetria di cui si
è accennato sopra è dovuta alla scambiabilità delle componenti d’errore ZA
e ZB entro le unità.3 . 2C a s ou n i v a r i a t o 1 7
Posto ZA = V, ZB = W e Z = ZA − ZB = V − W, le variabili V e W
sono scambiabili entro le unità e questo implica che
FV(z)=FW(z), ∀z ∈ R
1 (3.7)
e
FV |t(z|W = t)=FW|t(z|V = t), ∀(t,z) ∈ R
2 (3.8)
in cui FV,F W,F V |t e FW|t sono le funzioni di ripartizione (c.d.f ) delle variabili
V,W,(V |W = t), (W|V = t), funzioni che sono legate a P es o n ob e nd e ﬁnite.








FW|t(z + t|V = t) · dFV(t)
così si ha che Pr{V − W>z } =P r {V − W<−z}, ∀z ∈ R1, c h eèl a
condizione di simmetria di Z intorno all’origine 0. Come conseguenza della
proprietà di simmetria si ha, sotto H0,c h e :
∗ Pr{X<0} =P r{X>0}
∗ X ha media nulla se il valore atteso E(Z)=0
∗ X ha mediana nulla se è Med(Z)=1
∗ Il vettore dei segni {Xi/|Xi|,i =1 ,...,n} è stocasticamente indipen-
dente da quello delle diﬀerenze {Xi = YAi − YBi,i =1 ,...,n} (da sot-
tolineare che se le Xi =0allora le Xi e i relativi segni Xi/|Xi| vengono
esclusi dall’analisi),
mentre sotto H1 si ha





La distribuzione PX (o P soltanto) di X è assunta ignota (nei parametri,
nella forma analitica o del tutto) ed è tale che P ∈ P ovvero appartiene ad18 Problemi con dati appaiati: soluzione di permutazione
una famiglia di distribuzioni non parametriche e non degeneri. Assumen-
do che E(Z) sia ﬁnito così che E(X) può ben rappresentare l’eﬀetto del
trattamento δ, un altro modo per scrivere il sistema di ipotesi è:
H0 : {δ =0 } vs H1 : {δ>0}
Il vettore delle diﬀerenze {Xi = YAi − YBi,i =1 ,...,n} può essere consi-
derato come un campione casuale di n osservazioni scambiabili e se i dati sono
i.i.d. tutte le unità sono caratterizzate dalla stessa distribuzione. Nel caso
del modello (3.4), ciascuna unità ha distribuzione propria Pi,i=1 ,...,n ei n
q u e s t ’ u l t i m oc a s ol as o l u z i o n ep u òe s s e r eo t t e n u t as o l ov i an o n - p a r a m e t r i c a
perché aumenta di molto il numero di parametri di disturbo che devono essere
eliminati. Nel caso parametrico è necessario che E(X) esista ﬁnito, mentre
nel caso non parametrico è necessaria l’esistenza della mediana o comunque
di un parametro di posizione robusto. E’ spesso molto utile considerare delle
trasformazioni dei dati indotte da una funzione ϕ,c o m eϕ(X),ϕ (Y )−ϕ(W),
ϕ(Y,W). In ambito non parametrico, il problema relativo alla scelta di una
funzione di trasformazione che consenta di incrementare la potenza del test
e ottenere il test migliore è ancora una questione irrisolta.
3.3 Soluzione parametrica: t di Student
3.3.1 Dati appaiati normalmente distribuiti
Una soluzione al problema dei dati appaiati può essere ottenuta in un contesto
parametrico se si assume che le variabili siano normalmente distribuite e
abbiano varianza ignota. Il modello con eﬀetti additivi ﬁssi può essere scritto
come
{YAi = µ + σ · ZAi,Y Bi = µ − σ · δ + ZBi,i =1 ,...,n} (3.10)
in cui µ è la costante di popolazione, δ èl ’ e ﬀetto del trattamento, σ la devia-
zione standard, ignota, indipendente dalle unità e dal livello del trattamento
et a l ec h e0 <σ<+∞,Z ij, quantità stocastiche d’errore, hanno distri-
buzione normale standard, ovvero Zij ∼ N(0,1) con i =1 ,...,n, j = A,B
indipendenti tra le unità ma non necessariamente entro le unità.3.3 Soluzione parametrica: t di Student 19
La statistica test più comunemente usata è la statistica test t di Stu-
dent per osservazioni appaiate che ha la forma, T = X ·
√
n/b σ in cui ˆ σ
2 =
P
i(Xi − X)2/(n − 1) e X =
P
i Xij/n con le Xi ∼ N(δ,σ2
X).S o t t o H0 la
statistica T ha distribuzione t di Student centrale con (n − 1) g.d.l,m e n t r e
sotto l’alternativa H1 è distribuita come una t di Student non centrale con
un parametro di non centralità positivo così che valori grandi diventano si-
gniﬁcativi. Il parametro ignoto σX è solo un parametro di disturbo e T è
una statistica invariante rispetto al valore assunto da questa quantità, b σ è
una statistica suﬃciente minimale completa per σX sotto H0 e sotto H1.
L’analisi della covarianza (ANCOVA)
Sempre rimanendo nell’ambito parametrico, il problema per campioni con
dati appaiati può essere risolto tramite l’analisi della covarianza (ANCOVA)
a condizione che le (YA,Y B) siano indipendenti e identicamente distribuite con
distribuzione normale bivariata e se YA è la variabile covariata del problema.
Per inciso, data Y la variabile dipendente (nel nostro caso corrisponde
alla variabile rilevata dopo il trattamento YB)eX la variabile indipendente
covariata (nel nostro caso è rappresentata dalla misurazione iniziale YA)g l i
assunti necessari per la validità delle procedure standard per le veriﬁche
d’ipotesi previste dal problema dell’ANCOVA parametrica sono:
→ La regressione lineare di Y su X
→ La distribuzione di Y |X = x deve essere normale per ogni popolazione
considerata e con matrice di varianze e covarianze Σ indipendente da
X
→ Le risposte iniziali dipendono solo dalle covariate e non anche dai
soggetti
Quando si aﬀrontano problemi inferenziali, nel formulare ipotesi circa il
modello statistico sottostante la popolazione da cui provengono i dati e nel
veriﬁcare, tramite opportuni test statistici, tali ipotesi, è fondamentale la
speciﬁcazione degli assunti e restrizioni che garantiscono la validità del test.
La violazione degli assunti che consentono l’applicabilità del test comporta
una perdita di robustezza più o meno accentuata a seconda degli assunti
violati. Le assunzioni alla base della procedura ANCOVA sono20 Problemi con dati appaiati: soluzione di permutazione
1. Indipendenza dei dati
2. Normalità
3. Omogeneità della varianza
4. Omogeneità della regressione
5. Assenza di multicollinearità
6. Aﬃdabilità dei dati sulle covariate
3.4 Soluzione non parametrica: test di per-
mutazione
Le soluzioni di permutazione sono condizionali all’intero insieme dei dati
osservati che, sotto l’ipotesi nulla H0, è statistica suﬃciente per ogni distri-
buzione sottostante non degenere P. Assumiamo che P s i ai g n o t aec h e
la famiglia non parametrica di probabilità P, da cui proviene P,s i ac o s t i -
tuito solo da distribuzioni non degeneri. Da notare che, a causa di questo
condizionamento ai dati osservati e dell’indipendenza delle n unità, la di-
stribuzione multivariata P può essere ottenuta come
Q
i Pi,i nc u iPi èl a
distribuzione relativa all’i-esima unità. Questo implica che si possono formu-
lare dei modelli del tipo (3.4) in cui gli errori (ZAi,Z Bi) sono non-invarianti
rispetto alle unità e il fatto di condizionarsi a statistiche suﬃcienti fa venir
meno la necessità di supporre che le unità abbiano identica distribuzione.
Mentre, come abbiamo visto, nel caso parametrico E(X) deve esistere ﬁni-
to, nell’ambito delle soluzioni non parametriche questa assunzione non è più
necessaria e viene soltanto richiesta l’esistenza di un paramero δ che sia un





implica che ci sia scambiabilità delle variabili YA e YB entro ciascuna unità
rispetto ai due tempi di rilevazione A e B. Il segno di ciascuna diﬀerenza
Xi,i=1 ,...,n si può pensare sia attribuito con probabilità 1/2.U n a s t a -
tistica test può essere data da T =
P
i Xi. Se è vera l’ipotesi nulla e se
i dati sono scambiabili è possibile applicare i metodi di permutazione e la
distribuzione condizionata FT(t|X) di T,i nc u iX = {Xi,i =1 ,...,n} è l’in-
sieme dei punti osservati, si può derivare dalla distribuzione di T∗ =
P
i X∗
i ,3.4 Soluzione non parametrica: test di permutazione 21
in cui le X∗
i sono ottenute attribuendo casualmente il segno + o − alla
diﬀerenza Xi,i=1 ,...,n, con probabilità 1/2. La distribuzione di proba-
bilità di X∗ = {X∗
i ,i =1 ,...,n}, condizionata all’insieme X, è uniforme
dentro lo spazio di permutazione X/X,ovvero tutti i punti sono equiprobabili.
F(z|X)=P r{T∗ ≤ z|X},z∈ R1 è la funzione di ripartizione condizionata
(c.d.f.) ottenuta via permutazione indotta da T dato X et a l ef u n z i o n ee s i -
ste sempre perché si assume che X sia una quantità misurabile rispetto allo
spazio misurabile (X,B), a sua volta esistente e ben deﬁnito. Sotto l’ipotesi
alternativa H1, la c.d.f. di T è stocasticamente più grande di quella che T
ha sotto l’ipotesi nulla H0, così che valori grandi di T diventano signiﬁcativi
e il test è non distorto. Indicato To = T(X) il valore osservato di T,s ei l
p-value λ =P r{T∗ ≥ To|X} è superiore al livello di soglia ﬁssato α, H0 viene
accettata, secondo le usuali regole dei test per la veriﬁca d’ipotesi. Nel caso
in cui i campioni abbiano bassa numerosità, la cardinalità dello spazio di




,i nc u iX/X,c h eès e m p r e
ﬁnito se la numerosità n è ﬁnita, per n non troppo piccolo ha, in generale,
cardinalità troppo grande perché possano essere esaminati tutti i suoi punti.
L’idea perseguita da molti autori da Dwass [18] in poi è stata quella di
attuare, via simulazione, un campionamento di punti condizionale all’insieme
dei dati ossservati X dallo spazio di permutazione: si tratta della procedura
di ricampionamento senza reinserimento già descritta nel secondo capitolo
applicata, in questo caso, a problemi sviluppati nell’ambito univariato.
L’algoritmo in questo caso è costituito dai seguenti steps:
s.1) calcolare il valore osservato To, sull’insieme X osservato, della statistica
T : To = T(X)
s.2) per ciascuna delle n diﬀerenze in X, considerare un’attribuzione ca-
suale dei segni in modo tale da ottenere l’elemento X∗ d a l l os p a z i od i
permutazione X/X
s.3) calcolare di T∗ = T(X∗)
s.4) ripetere B volte gli steps descritti in s.2) e s.3)
s.5) le B permutazioni altro non sono se non un campionamento casuale
da X/X,iv a l o r id iT∗ottenuti con l’algoritmo simulano la distribuzione22 Problemi con dati appaiati: soluzione di permutazione
nulla di permutazione di T e consentono di stimare la c.d.f. di per-
mutazione F(z|X) e la funzione del livello di signiﬁcatività L(z|X)=
Pr{T∗ ≥ z|X} utilizzando la funzione di ripartizione empirica (EDF)
b F∗
B(z)=# ( T∗ ≤ z)/B el af u n z i o n eb L∗
B(z)=# ( T∗ ≥ z)/B,∀z ∈ R1.
L’algoritmo descritto in s.2) per l’attribuzione casuale dei segni alle dif-
ferenze X può essere basato sulla funzione X∗
i = Xi · S∗
i ,i=1 ,...,n, dove
le variabili casuali S∗
i sono i.i.d. e ciascuna assume valore +1 o −1 secondo
la funzione S∗ = −1+2·b 2 · Rndc, in cui Rnd diventa un numero pseudo-
casuale uniformemente distribuito sull’intervallo aperto (0,1) e b(·)c indica
la parte intera di (·). Le stime ottenute in s.5) sono tali che maggiore è il
numero B di iterazioni Monte Carlo (CMC), le funzioni F(·|X) e L(·|X)
sono meglio stimate da b F ∗
B(·) e b L∗
B(·). Ad ogni modo si possono utilizzare
b F∗
B(·) e b L∗
B(·) al posto delle rispettive F(·|X) e L(·|X) al ﬁne di valutare se i
dati osservati hanno lo stesso comportamento ipotizzato sotto H0. Il p-value
stimato a partire dai valori della statistica osservata To corrispondente al li-
vello di signiﬁcatività osservato da confrontare con quello ﬁssato come soglia
per l’accettazione dell’ipotesi nulla è dato da: b λ = b L∗
B(To)=# ( T∗ ≥ To)/B,
quindi se b λ ≤ α si conclude con l’accettazione dell’ipotesi alternativa secondo
le regole standard della veriﬁca d’ipotesi.
Se al posto di fare B campionamenti dallo spazio delle permutazioni, si
considera tutto lo spazo di permutazione, le funzioni F(z|X) e L(z|X) sono
calcolate in modo esatto. Se il numero B di permutazioni (ricampionamenti)
è molto alto e tendente all’inﬁnito, la stima del p-value b λ è molto vicina al
vero valore λ.Se la numerosità n del campione è grande si può applicare il
teorema centrale del limite per approssimare la distribuzione di permutazione
F(·|X) di T.
E’ stato provato che
  se n<25, è possibile calcolare esattamente T∗ su tutti i punti dello
spazio campionario di permutazione e poi calcolare F [t|X],








è piccolo, allora F [t|X] si può approssimare con il teorema centrale del
limite (CLT). Si ha che il valore atteso e la varianza della variabile S∗3 . 5C a s om u l t i v a r i a t o 2 3




























perché condizionatamente a X,l eq u a n t i t àXi in T∗ sono quantità ﬁsse.
















che, essendo la somma di n variabili indipendenti standardizzate, è di-
stribuita approssimativamente come una normale standard. Il test K∗
è approssimativamente distribuito come una normale standard indipen-
dentemente dalla distribuzione sottostante P, mentre la distribuzione t
di Student per essere approssimata alla normale standard presuppone
che anche P abbia distribuzione normale
  in tutti gli altri casi F [t|X] viene calcolata utilizzando i valori medi
ottenuti nelle B iterazioni del CMC.
3.5 Caso multivariato
Assumiamo, a titolo d’esempio, che una variabile q-dimensionale X reale non
degenere venga osservata in k tempi diversi, per esempio (τ1,τ2,...τk), sulle
stesse n unità statistiche in due situazioni sperimentali diﬀerenti corrispon-
denti a due livelli del trattamento A1 e A2. Solitamente le osservazioni al
livello A1 corrispondono alle rilevazioni pre-trattamento e quelle a livello A2
corrispondono alle rilevazioni post-trattamento. L’insieme dei dati si può
indicare con:
X = {Xhjit,t =1 ,...,k, i =1 ,...n, j =1 ,2,h =1 ,...,q} (3.12)
= {Xjit,t =1 ,...,k, i =1 ,...n, j =1 ,2}
= {Xji,i =1 ,...n, j =1 ,2}24 Problemi con dati appaiati: soluzione di permutazione
dove il medesimo simbolo X è usato per rappresentare la variabile risposta
q-variata (X1,...,Xq), l’andamento temporale q-variato (X1,...,Xk) el ’ i n t e r o
insieme dei dati. Nonostante l’apparente complessità della notazione, sarà il
contesto a rendere chiaro il suo signiﬁcato. Le variabili risposta di interesse
possono esser ben rappresentate da un modello di tipo additivo come quello
sotto riportato:
Xhjit = µh + µhit + δhjt + σht · (δhjt) · Zhjit, (3.13)
ove t =1 ,...,k, i =1 ,...,n, j =1 ,2, h =1 ,...,q; µh è una costante rela-
tiva alla popolazione dell’ h-esima variabile; µhit indica l’ eﬀetto del tempo
sull’ h-esima variabile osservata al tempo t e speciﬁco dell’ i-esima unità
campionaria; δhjt, che rappresenta un eﬀetto temporale del trattamento al
livello j-esimo sull’h-esima variabile e generalmente si assume che δh1t =0
e δh2t <6=> 0,∀(h,t); σht · (δhjt) > 0 sono coeﬃcienti di scala per la popo-
lazione dell’ h-esima variabile al tempo t, invarianti rispetto alle unità ed
eventualmente dipendenti dal livello del trattamento, come si può vedere
dalla presenza di δhjt (quindi dall’indice j) nella formula, e tali che siano




>) Xh2,h=1 ,...,q quando
δh2t 6=0 ; Zhjit sono errori casuali q-variati, per ipotesi scambiabili rispetto al
livello del trattamento, indipendenti dalle unità, tali che E [Z]=0(ove Z sta
per il vettore degli Zhjit) e senza una speciﬁcata distribuzione di probabilità.
Assumiamo ancora che le Xhjit siano trasformate delle variabili risposta
originarie Uhjit,c i o èXhjit = φh(Uhjit),c o nt =1 ,...,k, i =1 ,...,n, j =1 ,2,
h =1 ,...,q con φh una adeguata funzione di trasformazione dei dati. Per
adeguata si intende una funzione che cerchi di massimizzare la potenza del
test, ovvero renda massima la probabilità di riﬁutare l’ipotesi nulla quando
questa è falsa, o che consenta di migliorare l’interpretazione dei risultati:
la ricerca di una funzione siﬀatta dà adito ad un dibattito ancora irrisolto,
ma la funzione ’media campionaria’ può senz’altro essere utilizzata come
appropriato indicatore degli eﬀetti che la somministrazione del trattamento
ha sulle unità campionate.
Gli eﬀetti del trattamento δhjt possono essere quantità di natura deter-
ministica o stocastica. Se hanno natura stocastica vengono indicati solita-
mente con ∆hjit = δhjt + σ∆ · Whjit,d o v eδhjt e Whjit vengono interpretate
come medie e deviazioni degli eﬀetti stocastici del trattamento nell’indivi-3 . 5C a s om u l t i v a r i a t o 2 5
duo, mentre σ∆ èu nc o e ﬃciente di scala per gli eﬀetti stocastici, e possono
essere dipendenti o indipendenti dagli errori Zhjit. Nella seguente trattazione
del problema gli eﬀetti del trattamento δhjt hanno natura deterministica o
stocastica indipendente dagli errori Whjit Inoltre, quando si fa riferimento
al generico tempo t di rilevazione, la coppia multivariata (Whjit,Z hjit) degli
errori, in quanto dipendenti dal tempo (come si vede dall’indice t), possono
essere considerati come processi stocastici discretizzati.
Si vuole veriﬁcare l’eﬃcacia del trattamento, senza curarci della varia-
bile temporale, nè delle dipendenze latenti, nè della distribuzione ignota.



















































in cui almeno una delle ipotesi nulle non è veriﬁcata. Sotto H0, le variabili
risposta (proﬁle response) sono scambiabili rispetto ai livelli del trattamento,
così che i due proﬁli q-dimensionali X1t e X2t,c o nt =1 ,...,k, sono scambiabili
entro le unità. Per quanto riguarda la deﬁnizione di H1, nel caso generale
alcune delle sottoipotesi possono essere ad una coda, o ristrette, e altre a
due code. In questo paragrafo, ci si muoverà nel contesto delle alternative
ristrette multivariate. Siamo, insomma, interessati a fare inferenza sulla
variabile ‘diﬀerenza’ tra le osservazioni relative ai due trattamenti, ovvero
la variabile d’interesse è:
Yhit = Xh2it − Xh1it = δh.t + σht · (δh2t) · Zh2it − σht · (δh1t) · Zh1it
in cui t =1 ,...,k, i =1 ,...,n,h=1 ,...,q,c o nδh.t = δh2t − δh1t .
Da evidenziare che in questa forma, la variabile ‘diﬀerenza tra i due trat-
tamenti’ Yhit dipende soltanto dagli eﬀe t t id e lt r a t t a m e n t o ,g l ie r r o r is o n o
scambiabili e che, sotto l’ipotesi nulla H0, σht · (δh2t)=σht · (δh1t)
In ambito parametrico la soluzione al problema sopra esposto risulta piut-
tosto ostica ( [19]; [20]; [21]; [22]; [23]; [24]; [25]; [26]; [27]; [28]) soprattutto
quando si ha a che fare con variabili risposta di tipo categoriale, oppure26 Problemi con dati appaiati: soluzione di permutazione
quando non si può assumere la normalità della distribuzione della variabile
rilevata o ancora se è ignota la matrice di varianze e covarianze ( Robertson
et al., 1988). Il problema invece è facilmente risolvibile con il metodo delle
permutazioni e la combinazione non parametrica dei test parziali.




Yhit),t =1 ,...,k, h=1 ,...,q
in cui Yhit sono le diﬀerenze osservate unità per unità e variabile per variabile,
ϕht indica la funzione valore assoluto, se la direzione della sotto-ipotesi alter-







pure corrisponde alla funzione segno, positivo (+) on e g a t i v o(−), a seconda
che H1ht = {Yhit > 0} o H1ht = {Yhit < 0} rispettivamente.
Tutti i test parziali Tht,t=1 ,...,k,h=1 ,...,q sono marginalmente non
distorti, ciascuna sotto-ipotesi H0ht vs H1ht relativa all’ h-esima variabile
può essere considerata come se fosse univariata, le funzioni di combinazione
si possono opportunamente applicare.
Assunta la scambiabilità sotto H0, nel problema sopra esposto, la distri-
buzione di permutazione multivariata di T = {Tht,t =1 ,...,k, h=1 ,...,q}
è generata dall’assegnazione casuale dei due trattamenti A1 e A2 ai sogget-
ti. Questo implica che le permutazioni vengono fatte entro gli individui e
rispetto al livello del trattamento (A1 e A2). Così ci sono due permutazioni
per ciascun individuo e la cardinalità dello spazio campionario X/Y dove
Y={Yhit,t =1 ,...,k, i =1 ,...,n, h =1 ,...,q} è 2n. Per ciascuna unità, alla
variabile Yhit, ovvero al vettore delle diﬀerenze, viene assegnato, con uguale




hit = Yhit · S
 
i ,t =1 ,...,k, h =1 ,...,q],i =1 ,...,n}
in cui S 
i =2·b 2 · Rndc − 1,i=1 ,...,n.
I segni generati casualmente sono invarianti entro le unità e rispetto ad h
e t e sono indipendenti rispetto alle unità. Questo garantisce che le relazioni
di dipendenza siano preservate e l’assegnazione casuale dei segni ha uguali
eﬀetti nel vettore q-variato delle diﬀerenze relative alla stessa unità.
Se q = k =1e le risposte sono omoschedastiche e distribuite normal-
mente, la veriﬁca d’ipotesi si ottiene via parametrica utilizzando il classico3 . 5C a s om u l t i v a r i a t o 2 7
test T di Student per dati appaiati. Il problema per dati appaiati in ambito
multivariato può anche essere visto come un test multivariato per la veriﬁca
dell’ipotesi di simmetria perché sotto l’ipotesi nulla le diﬀerenze Yhit sono
tutte simmetricamnete distribuite intorno allo 0 per ogni (t,i,h). Sotto l’al-
ternativa, se l’ipotesi di omoschedasticità è ancora valida, le variabili sono
disposte simmetricamente intorno al parametro{δh.t}.
Per quanto riguarda la combinazione non parametrica dei test parziali,
un metodo può essere quello di combinare in prima istanza rispetto al tempo
entro ciascuna variabile, ovvero T00
h = ψ1(Th1,T h2,...,Thk),h=1 ,...,q, ei n
un secondo momento rispetto alle q variabili, ovvero T00 = ψ2(T00
1 ,...,T 00
q ),
dove con ψ1 e ψ2 si indicano due appropriate funzioni di combinazione non
necessariamente coincidenti. Il procedimento può essere anche eseguito al-
l’inverso, ovvero prima si fa una combinazione rispetto alle variabili per cia-
scun tempo, T000
t = ψ2(T1t,T 2t,...,T ht),t=1 ,...,k, e poi rispetto al tempo,
T000 = ψ1(T000
1 ,...,T 000
k ). Data la non linearità delle funzioni di combinazione la
conclusione cui si arriva seguendo l’uno o l’altro dei due metodi, T00 o T000, è
pressochè uguale, ma non necessariamente coincidente.
Supponiamo che il modello ora sia: Xhjit = µh+µht+δhjt+σht·Zhjit, con
t =1 ,...,k, i =1 ,...,n, j =1 ,2,h=1 ,...,q, in cui la notazione è la stessa
utilizzata nel modello (3.13), ma con i coeﬃcienti di scala σht tutti positivi
e ﬁniti e il termine d’errore kq−dimensionale Zhjit con covarianza ﬁnita. La
distribuzione marginale di permutazione di tutti i test parziali nella forma
standardizzata (3.11), passando per il teorema centrale del limite, si può










ª1/2 ∼ N(0,1),t =1 ,...k, h =1 ,...,q
dove Yhit = Xh2it − Xh1it, mentre la distribuzione di permutazione multiva-
riata di K∗è normale multivariata, ovvero K∗ ∼ Nk·q(0,Γ), dove la matrice
di correlazione Γ èd a t ad a
Γ =
⎧
⎪ ⎪ ⎪ ⎨














¸1/2, (t,r)=1 ,...,k, (h,j)=1 ,...,q
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⎪ ⎪ ⎪ ⎬


































1 se i = s
0 se i 6= s (3.14)
3.6 Cross-over design
Un disegno cross-over èu nt i p od itrial clinico randomizzato in cui n unità
sperimentali vengono suddivise in due gruppi: quelle assegnate casualmente
al primo gruppo ricevono prima il placebo e poi il trattamento, quelle ran-
domizzate al secondo gruppo ricevono prima il trattamento e poi il placebo.
L’obiettivo dell’ esperimento è di veriﬁcare, da un lato, se c’è un eﬀetto speci-
ﬁco del trattamento, e, dall’altro, se c’è un eﬀetto determinato dalla moda-
lità di somministrazione del trattamento stesso. Per descrivere le variabili
risposta si può utilizzare un modello del tipo:
Yjti = µ + αij + βjt + Zjti,i =1 ,...,nj,t =1 ,2,j=1 ,2
dove µ è una costante ignota relativa alla popolazione; gli αij rappresentano
gli eﬀetti legati all’individuo, di solito sono considerati parametri di disturbo
e, come tali, non sono di interesse per l’analisi, i βjt sono gli eﬀetti del
t−esimo trattamento nel j−e s i m og r u p p oeg l iZjti sono degli errori casuali
supposti indipendenti rispetto alle unità. Entro le unità, dato che i dati sono
appaiati, le diﬀerenze possono essere espresse nella forma
Xjti = Yj1i − Yj2i = βj1 − βj2 + Zj1i − Zj2i = δj + σ(δj) · Zji
in cui vengono eliminati gli eﬀetti legati all’individuo, i δj rappresentano le
variazioni dovute al trattamento, gli errori Zji sono simmetricamente distri-
buiti intormo allo 0 eiσ(δj) sono coeﬃcienti di scala che possono dipendere




0 : {δ1 = δ2 =0 } vs H
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= {δ1 = δ2} vs H
00
1 : {δ1 6= δ2} (3.16)
Questo secondo sistema d’ipotesi risulta particolarmente interessante quan-
do H0
0 è falsa, ma va comunque sottoposto a test indipendentemente dall’ac-
cettazione o meno del primo sistema: può infatti accadere che i due tratta-
menti abbiano eﬀetti uguali, ma questo non implica che i due gruppi abbiano
uguale distribuzione, ovvero accettare H0
0 non è informativo della modalità
di somministrazione del trattamento e di una sua eventuale eﬃcacia. L’in-
sieme delle statistiche suﬃcienti è rappresentato da X = {X1,X2}, ovvero
è l’insieme costituito da tutte le possibili diﬀerenze all’interno dei due grup-
pi. Veriﬁcare il sistema (3.15) presuppone che i dati siano scambiabili entro
ciascuna unità, e corrisponde a testare l’ipotesi di simmetria rispetto a 0 per
le diﬀerenze, così che lo spazio campionario di permutazione è costituito da
tutte le possibili 2n permutazioni. Per testare invece H00
0 vs H00
1 id a t id e v o n o
essere scambiabili tra i due gruppi perché si deve testare l’uguaglianza delle
diﬀerenze in un problema a due campioni e le possibili permutazioni sono n!.

































































Sotto l’ipotesi nulla i valori che assumono entrambi i test T∗
1 e T∗
2 dipendono
dalla permutazione di errori scambiabili. Tutti i test considerati sono esatti,
consistenti e non distorti.30 Problemi con dati appaiati: soluzione di permutazione
3.7 Digressione sui disegni cross-over
La caratteristica peculiare del disegno cross-over è che ciascun paziente riceve
in successione più di un trattamento in studio. Ciò che cambia, da paziente a
paziente, è la successione dei trattamenti: ciascun paziente viene randomiz-
zato ad una delle possibili sequenze di trattamenti [16]. Se si hanno solo due
trattamenti, A e B, le possibili sequenze sono due, ovvero AB e BA.C i a -
scun intervallo temporale in cui si somministra uno dei due trattamenti in
studio è detto periodo. Nel disegno cross-over con due trattamenti si hanno
due periodi: il periodo 1, nel quale il gruppo di pazienti randomizzato alla
sequenza AB riceve A e quello randomizzato alla sequenza BA riceve B;i l
periodo 2, nel quale il primo gruppo riceve B e il secondo A. Tale disegno è
detto anche cross-over 2×2 (due trattamenti e due periodi). Per evitare che
l’eﬀetto di un trattamento si protragga nel periodo successivo, il cosiddetto
eﬀetto carry-over, è necessario introdurre un adeguato intervallo tra la ﬁne
di un trattamento e l’inizio del successivo, chiamato wash-out, la cui durata
è determinata dalle caratteristiche dei trattamenti in studio. Tra gli eﬀetti
che un disegno cross-over può mettere in luce sono da citare: l’eﬀetto prin-
cipale del trattamento, l’eﬀetto principale del periodo, l’eﬀetto carry-over,
l’eﬀetto di interazione tra periodo e trattamento, l’eﬀetto sequenza e l’eﬀetto
soggetto. Il vantaggio di un approccio cross-over sta nella minore dimen-
sione campionaria in quanto ciascun paziente contribuisce alla numerosità
campionaria per più di un trattamento e la variabilità delle misurazioni en-
tro soggetto è minore rispetto a quella tra soggetti. Apparentemente semplice
ed estremamente vantaggioso, il disegno cross-over risulta essere molto com-
plesso sul piano pratico-logistico e problematico sul piano metodologico. Per
quanto riguarda il piano logistico, al singolo paziente si richiede una notevole
disponibilità in termini di tempo, dal momento che devono essere ripetute
tutte le procedure e le misurazioni dettate dal protocollo, tante volte quanti
sono i trattamenti. Sul piano metodologico, le complicazioni principali sono
date dagli abbandoni prematuri, chiamati in gergo drop-out, dalla presen-
za di un eﬀetto “periodo estremo” e dalla presenza dell’eﬀetto carry-over.
Per quanto riguarda l’aspetto relativo ai drop-out, il fenomeno degli abban-
doni prematuri deve essere contemplato già in fase di pianiﬁcazione, e può
essere risolto aumentando il numero di soggetti randomizzati sulla base del3.7 Digressione sui disegni cross-over 31
numero previsto di abbandoni e stabilendo a priori come valutare i pazien-
ti nell’analisi intention-to-treat. Un numero di abbandoni molto superiore
a quello previsto rappresenta sempre un problema qualunque sia il disegno
sperimentale. Per eﬀetto periodo estremo si intende una situazione in cui,
nei periodi successivi al primo, la patologia si modiﬁca al tal punto da violare
in modo sostanziale uno o più criteri di eligibilità dei pazienti. La situazione
limite, tutt’altro che impossibile in alcune patologie, si ha quando la maggior
parte dei paziente è guarita o deceduta: ne consegue che molti farmaci, anche
quelli eﬃcaci nelle forme tipiche di una patologia, hanno un’azione minore o
addirittuta trascurabile, nelle forme molto lievi o molto avanzate, indipen-
dentemente dall’eﬀetto dei trattamenti, e, in aggiunta, che la popolazione
in studio nel secondo periodo non è più quella target prevista dal protocol-
lo. La presenza di un eﬀetto carry-over rende diﬃcile l’interpretazione dei
dati raccolti nei periodi successivi al primo. Quando alla ﬁne di uno studio
cross-over ci si ritrova con un elevato numero di abbandoni con un carry-over
statisticamene signiﬁcativo, si utilizza solo il primo periodo dello studio: ci
si riconduce quindi ad un disegno a gruppi paralleli, ovvero un disegno in
cui ciascun paziente riceve un solo trattamento, quello del gruppo in cui è
stato randomizzato, per la durata prevista dal protocollo e tutti i gruppi
sono trattati e valutati in contemporanea (è per questo che i gruppi sono
deﬁniti paralleli). Anche questa soluzione presenta dei problemi, il primo
dei quali è che la dimensione del campione diventa insuﬃciente riducendo, a
livelli inaccettabili, la potenza dello studio. Di fatto in tali condizioni lo stu-
dio può al più generare delle ipotesi che dovranno essere confermate in altri
studi. Esistono numerose situazioni in cui tale disegno rappresenta un’otti-
ma soluzione, ovvero quando sono veriﬁcate le seguenti condizioni: l’eﬀetto
dei trattamenti si manifesta presto, per cui la durata di somministrazione
dei trattamenti può esssere breve; i trattamenti in studio hanno eﬀetti re-
versibili, cioè non modiﬁcano il quadro clinico in modo prolungato rispetto
alla durata dello studio o permanente; la malattia o condizione d’interesse
è relativamente stabile nell’arco di tempo coperto dallo studio, cioè non va
incontro ad un rilevante miglioramento o peggioramento; i trattamenti in
studio hanno eﬀetti che non perdurano anche nel periodo successivo rispetto
a quello in cui sono stati somministrati.32 Problemi con dati appaiati: soluzione di permutazione
3.8 Veriﬁca d’indipendenza
Intuitivamente si potrebbe pensare che, essendo le permutazioni dei segni
sul test T∗
1 indipendenti dai valori delle permutazioni su T∗
2, i due test
sono indipendenti per testare H0 = H0
0 ∩ H00
0. Le simulazioni eﬀettuate per
provare quanto aﬀermato sopra hanno fornito risultati interessanti, per quan-
to trattandosi di test applicati congiuntamente sui medesimi dato ci sia da
attendersi, secondo Lehmann (1986) [17], una dipendenza positiva.
Sono stati considerati due gruppi con osservazioni appaiate (secondo un
disegno sperimentale basato sul confronto prima-dopo), di numerosità di-
verse: il campione può essere descritto dal modello:
Xtji = µj + Ztji + ηt + δj (3.20)
con
t =1 ,2 e t =1indica la prima rilevazione (pre trattamento), t =2la
seconda rilevazione (post trattamento);
j =1 ,2 indica il gruppo;
i =1 ,...,nj indica la numerosità del gruppo;
ηt indica l’eﬀetto del tempo ed è tale che ηt =0se t =1e ηt 6=0se t =2 ;
δj indica l’eﬀetto del trattamento e δj =0se t =1e δj 6=0se t =2 ;
Ztji sono degli errori non normali, costruiti come il quadrato della somma
di variabili uniformi nell’intervallo (0,1).
Quindi si ha che
½
X11i = µ1 + Z11i se j =1e t =1















X12i = µ2 + Z12i se j =2e t =1













. Sono stati considerati 4 test, T1 per
veriﬁcare se c’è un eﬀetto del trattamento nel primo gruppo, T2 per veriﬁcare
se c’è un eﬀetto del trattamento nel secondo gruppo, T3 era il test combinato
di T1 e T2 per veriﬁcare se almeno in uno dei due gruppi c’è un eﬀetto del
trattamento, ed inﬁne T4 per veriﬁcare l’uguaglianza in distribuzione dei due
gruppi. I test e i relativi sistemi d’ipotesi sono:
T1 −→
½
H01 : η2 + δ1 =0
H11 : η2 + δ1 6=0
T2 −→
½
H02 : η2 + δ2 =0
H12 : η2 + δ2 6=0
T3 7−→
½
H03 : η2 + δ1 =0∩ η2 + δ2 =0
H13 : η2 + δ1 6=0∪ η2 + δ2 6=0
T4 7−→
½
H04 : δ1 = δ2
H14 : δ1 6= δ2
In maniera particolare, sotto H0, si ha:
- δ1 = δ2 =0
- per il primo campione, per costruzione, n1 =3 0 ;Y11 =( U1 +U2 +U3)2
e Y21 =( U2 + U3 + U4)2, con Y11 e Y21 indicanti rispettivamente la
rilevazione pre e post trattamento (o parimenti le rilevazioni in t1 e t2);
- per il secondo campione, per costruzione, n2 = 20; Y12 =( U5+U6+U7)2
e Y22 =( U6 + U7 + U8)2, con Y11 e Y21 indicanti rispettivamente la
rilevazione pre e post trattamento (o parimenti le rilevazioni in t1 e t2).
Si vede dunque che le variabili pre e post, avendo in comune due addendi,
sono dipendenti. La formulazione del modello è più compatta, rispetto a
quella vista in (3.20). Le variabili Ytj,t=1 ,2,j=1 ,2, sono rappresentative
del termine d’errore, dell’eﬀetto del tempo e dell’eﬀetto del gruppo. Sono
state fatte anche tre simulazioni sotto H1, scegliendo diversi livelli di δ1 e δ2.
In maniera particolare, nella prima simulazione si ha:
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-n e lp r i m oc a m p i o n en1 =3 0 ;Y11 =( U1 +U2 +U3)2 e Y21 =( U2 +U3 +
U4)2 +0.2, sempre con Y11 e Y21 indicanti rispettivamente le rilevazioni
in t1 e t2,
- nel secondo campione n2 =2 0 ;Y12 =( U5 + U6 + U7)2 e Y22 =( U6 +
U7 +U8)2 +0.4, con Y12 e Y22 indicanti rispettivamente le rilevazioni in
t1 e t2,
nella seconda simulazione si ha:
- δ1 =0 .4 e δ2 =0 .4,
-n e lp r i m oc a m p i o n en1 =3 0 ;Y11 =( U1 +U2 +U3)2 e Y21 =( U2 +U3 +
U4)2 +0 .4,
- nel secondo campione n2 =2 0 ;Y12 =( U5 + U6 + U7)2 e Y22 =( U6 +
U7 + U8)2 +0 .4,
ed inﬁne, nella terza simulazione si ha:
- δ1 =0 .3 e δ2 =0 .7
-n e lp r i m oc a m p i o n en1 =3 0 ;Y11 =( U1 +U2 +U3)2 e Y21 =( U2 +U3 +
U4)2 +0 .3,
- nel secondo campione n2 =2 0 ;Y12 =( U5 + U6 + U7)2 e Y22 =( U6 +
U7 + U8)2 +0 .7.
Ciascuno dei p-value dei test non parametrici, memorizzati nel vettore
ﬁnale dei p-value, è stato ottenuto con B = 500 e sono state fatti MC =1 0 0 0
campionamenti Monte Carlo. Il procedimento è costituito dalle seguenti fasi:
1. Si generano i dati sotto H0 e sotto H1 con le modalità sopra descritte,
2. Si calcolano i test T1 e T2, ovvero i test per campioni con dati appaiati
nel primo e nel secondo campione rispettivamente, il test T3 combi-
nazione di T1 e T2 (funzione di combinazione di Fisher)e di n ﬁne il test
per campioni indipendenti T4. Si fanno B =5 0 0permutazioni, si ot-
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fare un confronto, questo secondo passaggio è stato eseguito anche per
via parametrica, utilizzando i test parametrici consueti e in maniera
particolare T5 e T6 sono i test t-Student per campioni con dati appa-
iati, per il primo e il secondo campione, il test T7 è la combinazione
di Fisher di T5 e T6, ed inﬁne il test T8 che è sempre un test t questa
volta per campioni indipendenti,
3. Si ripetono i passi 1.) e 2.) per 1000 volte. Si ottiene, alla ﬁne,
una matrice 1000 × 8 che viene utilizzata per la veriﬁca dell’ipotesi di
indipendenza dei test T3 e T4 non parametrici e di T7 e T8, ovvero dei
corrispondenti test parametrici
Come si vede dai plot riportati nelle ﬁgure seguenti, sia sotto l’ipotesi
nulla H0 sia sotto l’ipotesi alternativa, H1, it e s tn o np a r a m e t r i c iT3 e T4 ei
test parametrici T7 e T8, risultano positivamente dipendenti. Riportato nel-
l’ambito di un trial clinico, la dipendenza evidenziata dall’algoritmo di simu-
lazione può essere interpretata come un eﬀetto di interazione tra trattamento
eg r u p p o .36 Problemi con dati appaiati: soluzione di permutazione
Figura 3.1: test non parametrici: simulazioni sotto H0
Figura 3.2: test parametrici: simulazioni sotto H03.8 Veriﬁca d’indipendenza 37
Figura 3.3: test non parametrici: simulazioni sotto H1 e δ1 =0 .2,
δ2 =0 .4
Figura 3.4: test parametrici: simulazioni sotto H1 e δ1 =0 .2,δ 2 =0 .438 Problemi con dati appaiati: soluzione di permutazione
Figura 3.5: test non parametrici: simulazioni sotto H1 e δ1 = δ2 =0 .4
Figura 3.6: test parametrici: simulazioni sotto H1 e δ1 = δ2 =0 .43.8 Veriﬁca d’indipendenza 39
Figura 3.7: test non parametrici: simulazioni sotto H1 e δ1 =0 .3,
δ2 =0 .7
Figura 3.8: test parametrici: simulazioni sotto H1 e δ1 =0 .3,δ 2 =0 .740 Problemi con dati appaiati: soluzione di permutazioneCapitolo 4
Test di permutazione con
missing data
4.1 Introduzione al problema dei missing da-
ta
Il problema dei missing data è assai frequente ( [29]; [30]; [34]; [35]; [31]; [32];
[33]) specie nelle indagini demograﬁche quando una popolazione sotto studio
in un certo anno, al momento del follow-up eﬀe t t u a t od o p oq u a l c h ea n n os i
presenta in numero ridotto per ragioni tra le più svariate. Spesso le analisi
di tali dati procedono con l’assunzione, esplicita o implicita, che il processo
generatore di missing-data può essere ignorato. E’ naturale chiedersi quando
questa procedura è appropriata. Si tratta di un problema assai discusso in
ambito statistico cui sono state proposte parecchie soluzioni. Un lavoro molto
importante a riguardo è stato quello di Rubin (1976) [29]. L’autore fornisce
questa deﬁnizione:
“The missing data are missing at random if for each possible value of the
parameter φ, the conditional probability of the observed pattern of missing
data, given the missing data and the value of the observed data, is the same
for all possible values of the misssing data.The observed data are observed
at random if for each possible value of the missing data and the parameter
φ,the conditional probability of the observed pattern of missing data, given
the missing data and the observed data, is the same for all possible values of
the observed data.The parameter φ is distinct from θ if there are no a priori42 Test di permutazione con missing data
ties, via parameter space restrictions or prior distributions, between φ and
θ.”
Sia U =( U1,...,Un) un vettore di variabili casuali con funzione di densità
fϑ. L’obiettivo è di fare inferenza su θ, il parametro di questa densità. Sia
M =( M1,...,M n) il vettore associato di variabili casuali indicatrici dei dati
mancanti, in cui Mi assume il valore 0 o 1.La probabilità che il vettore M
assuma il valore m =( m1,...,mn) dato che U assume il valore u =( u1,...,un)
è gφ(m|u), dove φ è il vettore di parametri di disturbo della distribuzione.
La distribuzione condizionale gφ corrisponde al processo che causa i dati
mancanti; se mi =1 , il valore della variabile casuale Ui viene osservato,
mentre se mi =0 , il valore della variabile casuale Ui non viene osservato.
Più precisamente, per compattare la notazione, si può deﬁnire il vettore di
variabili casuali V =( V1,...,Vn), con range esteso per includere il valore
∗ indicante i missing data: vi = ui(mi =1 )e vi = ∗(mi =0 ) : oggetto
dell’inferenza infatti non è la distribuzione di U, ma la distribuzione di V ,
ovvero la distribuzione dei valori osservati.
4.2 Esempi dei processi che generano i missing-
data
Esempio 1: Supponiamo di avere n campioni di una lega metallica e su
ciascuno vogliamo registrare alcune caratteristiche con uno strumento che
ha una probabilità φ costante di non riuscire a rilevare le caratteristiche in





mi (1 − φ)
1−mi (4.1)
Esempio 2: Sia ui il valore della pressione sanguigna nell’i−esimo sogget-
to (i =1 ,...,n) in un rilevamento ospedaliero. Supponiamo che vi = ∗ se ui
èi n f e r i o r eaφ, dove con φ si indica il valor medio della pressione sanguigna
nella popolazione; ovvero vengono registrati i valori della pressione sanguigna
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in cui γ(a)=1se a ≥ 0 e 0 altrimenti; δ(a)=1se a =0e 0 altrimenti.
Esempio 3: Le ossevazioni vengono prese in sequenza ﬁnché una partico-
lare funzione delle osservazioni sta in una regione critica C.Q u in è assunto
inﬁnito e, per un certo n1 che è una funzione delle osservazioni, vi 6= ∗(i ≤ n1)








dove n1 èi lm i n i m ok tale per cui Qk(u1,...,un) ∈ C.
Esempio 4 Sia n =2 .S e u1 ≥ 0:con probabilità φ, v1 6= ∗ e v2 = ∗,
e con probabilità (1 − φ),v 1 6= ∗ e v2 6= ∗. Se u1 < 0:con probabilità φ,
v1 6= ∗ e v2 = ∗, e con probabiltà (1 − φ),v 1 6= ∗ e v2 = ∗, e con probabiltà





φs em=( 1 ,0)
(1 − φ)γ(u1) se m =( 1 ,1)
(1 − φ){1 − γ(u1)}se m =( 0 ,1)
0 se m =( 0 ,0)
(4.4)
Sia e v =( e v1,...,e vn) una realizzazione nel campione della variabile V, cioè
ciascuna e vi può essere un’osservazione, un numero noto, o un dato mancante,
∗. Se e vi èu nn u m e r o ,v u o ld i r ec h ee mi, osservato in Mi, è 1 ec h ee ui, osservato
in Ui, è uguale a e vi. Se invece e vi è un valore mancante ∗, vuol dire che e mi =0
e che il valore di Ui non è noto.
Missing data, Observed data,
Example missing at random observed at random φ distinct from θ
1 Always MAR Always OAR Always distinct
2 MAR only if all e mi=1 OAR only if all e mi=0 Distinct only if mean blood
pressure in the population is
known a priori
3 Always MAR Never OAR Always distinct
4M A R u n l e s s e mi=(0,1) OAR unless e mi=(1,1) Distinct if a priori φ is not
restricted by θ
Tabella 4.1: Classiﬁcazione degli esempi
Il valore osservato di M, chiamato e m, eﬀettua una partizione di ciascuno
dei vettori delle variabili casuali e il vettore dei valori osservati in due vettori44 Test di permutazione con missing data
corrispondenti a e mi =0se il valore manca e e mi =1se il valore è osservato.
Per convenienza scriviamo:
U =( U(0),U (1)),V=( V(0),V (1)),u =( u(0),u (1)),v=( v(0),v (1))
dove per deﬁnizione v(0) =( ∗,...,∗) e u(1) = v(1). E’ importante ricordare che
queste partizioni sono quelle corrispondenti a m = e m, il pattern (modello,
l’andamento) osservato dei valori mancanti. Per ulteriore convenienza di
notazione, si può deﬁnire e u =( u(0),e u(1)), in cui e u è costituito da un vettore
u(0) i cui argomenti corrispondono alle variabili casuali non osservate e da un
vettore di numeri noti, e u(1) = e v1, corrispondenti ai valori delle variabili casuali
osservate. L’obiettivo è di usare e u, oppure e m e e u(1), per fare inferenza sul
parametro ϑ. Nella pratica si ignora il processo che genera i valori mancanti
quando si fa inferenza. La questione principale riguarda la necessità di trovare
delle condizioni, le più deboli e semplici, su gφ che consentano, pur ignorando
il processo generatore dei dati mancanti, di ottenere, tramite appropriata
inferenza, informazioni sul parametro ϑ. Ci sono tre condizioni rilevanti per
rispondere a questa domanda.
Deﬁnizione 1 I missing data sono missing at random (MAR) se, per ogni
valore di φ, gφ(e m|e u) assume lo stesso valore per tutti gli u(0)
Deﬁnizione 2 Gli observed data sono observed at random (OAR) se, per
ogni valore di φ e u(0),g φ(e m|u) assume lo stesso valore per tutti gli
u(1).
Deﬁnizione 3 Il parametro φ èd i s t i n t od aϑ se il loro spazio parametrico
congiunto fattorizza in un φ−spazio e ϑ−spazio, e se le loro distribu-
zioni a priori, quando sono speciﬁcate per φ e ϑ, sono indipendenti.
Se i missing data sono MAR e gli observed data sono OAR, i missing data
sono missing completely at random (MCAR). In questo caso, la mancanza
non dipende dai valori osservati o non osservati, e i valori osservati possono
essere considerati come un sotto campione casuale dell’intero insieme dei dati.
In questo caso è possibile ignorare il processo che genera i dati mancanti e
far inferenza su ϑ. S eid a t is o n oM A Reφ e ϑ sono distinti, allora l’inferenza
di verosimiglianza su ϑ può essere basata sulla funzione di verosimiglianza4.3 Approccio di permutazione 45
senza includere un termine per il processo dei missing data,i nq u e s t oc a s oi l
processo che genera i missing data èd e ﬁnito ignorable e l’analisi può essere
condotta via condizionamento ai dati eﬀettivamente osservati. Se i missing
data sono missing not at random (non-MAR), per fare una corretta inferenza,
in ambito parametrico, il processo generatore deve essere speciﬁcato. Dal
momento che in molti casi i missing data provengono da indagini campionarie
e le non risposte sono dovute ai più svariati motivi, in generale è molto
complesso deﬁnire un modello che, tra tutti, meglio descriva i dati, siano essi
osservati o mancanti. E’ per questo che un’analisi condotta su dati non-MAR
è di gran lunga più diﬃcile rispetto a quella condotta su dati MCAR.
4.3 Approccio di permutazione
In situazioni di MCAR, le soluzioni parametriche sfruttano il deletion prin-
ciple ou nm e t o d od ii m p u t a z i o n e :i lp r i m oa n a l i z z aid a t ir e s t a n t id o p ol a
rimozione di tutti i vettori incompleti, il secondo consiste nella sostituzione
dei dati mancanti con appropriate funzioni, in genere la media, dei dati eﬀet-
tivamente osservati. Tutto questo perché, un approccio parametrico richiede
che vi sia a disposizione un insieme completo di dati.
Un approccio di permutazione, invece, considera i dati come sono senza in-
vocare il principio di eliminazione o imputazione: quando infatti si eliminano
i vettori incompleti, si eliminano anche quelle informazioni che sono utili per
l’analisi, quando si fanno delle imputazioni si possono introdurre informazioni
distorte che possono inﬂuenzare negativamente l’analisi. Senza perdita di
generalità, supponiamo di voler testare l’uguaglianza in distribuzione di C
campioni, in cui alcuni dati sono mancanti .
Dati C gruppi di variabili risposta scambiabili q-dimensionali
Xj = {Xji =( Xhji,h =1 ,...,q),i =1 ,...,nj,j=1 ,...,C}
con funzione di distribuzione Pj, Xji ∈ Rq, dove n =
P
j nj è l’ampiezza del
campione, e il sistema d’ipotesi è dato da
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Assumiamo che i dati, siano essi eﬀettivamente osservati o mancanti,
siano scambiabili rispetto ai C gruppi sotto l’ipotesi nulla. Consideriamo
appropriate trasformazioni dei dati, che indichiamo con ϕh,h=1 ,...,q,
che siano speciﬁche per ogni variabile. In modo particolare utilizziamo la
trasformazione media campionaria come indicatore appropriato degli eﬀetti
del trattamento. L’insieme dei dati può essere così rappresentato:
Y = {Yhji = ϕh(Xhji),i =1 ,...,nj,j=1 ,...,C, h=1 ,...,q} (4.6)
e i test di permutazione parziali possono essere costruiti utilizzando appro-




hji, con j =1 ,...,C
e h =1 ,...,q. Consideriamo anche un vettore di variabili indicatrici della
presenza o meno dell’osservazione, ovvero
O = {Ohji,i =1 ,...,n j,j=1 ,...,C, h =1 ,...,q} (4.7)
in cui Ohji =1se Xhji stato osservato e Ohji =0altrimenti. Il vettore O
r a p p r e s e n t al ac o n ﬁgurazione osservata del data set. L’insieme dei dati osser-
vati può dunque essere riscritto come (Y,O).D e ﬁniamo dunque l’eﬀettiva
dimensione del campione con νhj =
P
i Ohji, dove j =1 ,...,C e h =1 ,...,q.
Se si suppone dunque che, sotto H0, i dati siano congiuntamente scambiabili
rispetto ai gruppi su entrambe le variabili Y e O, il sistema d’ipotesi (4.5)








H1 = {H0 non ` ev e r a }
In questo contesto, sempre sotto H0,Pdiventa la distribuzione con-
giunta multivariata (Yj,Oj) con j =1 ,...,C e si può anche scrivere che
P = PO · PY|O enfatizzando così la variabile indicatrice dell’inclusione nel
campione e la variabile trasformazione dei dati osservati. La coppia (Y,O)
rappresentante l’intero insieme dei dati osservati, sotto l’ipotesi nulla, è con-
giuntamente un insieme di statistiche suﬃcienti per la distribuzione sot-
tostante i dati osservati e il processo generatori dei dati mancanti. Se ci sono
q diﬀerenti aspetti da porre sotto ipotesi, ci saranno anche q test parziali con
la loro relativa combinazione non parametrica. Fatta questa considerazione,4.4 Modelli non-MAR 47


















in cui H0 èv e r as et u t t el eH0h sono congiuntamente vere, mentre H1 èv e r as e
almeno una H1h è vera. Per testare H0 contro H1, consideriamo un vettore q-
dimensionale di statistiche test T = {T1,...,TC},l ah-esima componente del
quale è la statistica test per veriﬁcare l’h-esima sottoipotesi H0h. Assumiamo
che i test parziali siano non degeneri, marginalmente non distorti, consistenti,
signiﬁc a t i v ip e rv a l o r ig r a n d i . D iq u ii lt e s tc o m b i n a t oèf u n z i o n ed e iq
test parziali dipendenti. Proprio per la presenza di relazioni di dipendenza
sottostanti, la combinazione deve essere condotta via non parametrica.
4.4 Modelli non-MAR
Se i missing data sono non-MAR (M i s s i n gN o ta tR a n d o m ), allora l’ipotesi
nulla H0 nel veriﬁcare l’uguaglianza in distribuzione dei C gruppi deve pren-
dere in considerazione il vettore dei dati osservati e raccolti Y congiuntamen-
te al vettore associato d’inclusione O, in quanto sotto l’ipotesi alternativa il
trattamento può inﬂuenzare anche il processo che causa i missing data.D i
qui l’ipotesi nulla richiede l’uguaglianza in distribuzione del processo genera-
t o r ed e id a t im a n c a n t in e iC gruppi, espresso da O, e delle variabili risposta
















L’assunzione di scambiabilità, sotto l’ipotesi nulla, degli n vettori (Y,O),
con rispetto ai C gruppi, implica che gli eﬀetti del trattamento sono nulli per
tutte le variabili, osservate e non osservate. In altre parole, si assume che
non vi sia diﬀerenza in distribuzione per la variabile d’inclusione multivariata
Oj,j=1 ,...,C,ec o n d i z i o n a t a m e n t eaO, per le variabili osservate presenti
in Y. Di conseguenza non è necessario speciﬁcare il processo generatore dei
missing data e la distribuzione delle osservazioni, purchè siano a disposizione
test parziali marginalmente non distorti. In particolare dato che la soluzione
è non parametrica, non è necessario speciﬁcare le relazioni di dipendenza48 Test di permutazione con missing data
sottostanti la distribuzione congiunta di (Y,O). L’ipotesi nulla globale può


















































0h indica l’uguaglianza in distribuzione, rispetto ai C livelli, dell’h-
esima componente marginale del processo d’inclusione nel campione, ossia
O,eH
Y|O
0h indica l’uguaglianza in distribuzione dell’h-esima componente di
Y, condizionatamente ad O. Una statistica test di permutazione per ciascuna
delle q sottoipotesi HO
0h può essere la statistica X2. In alternativa si possono
utilizzare altre statistiche appropriate per variabili categoriali, come quella
di Anderson-Darling, oppure il test esatto di Fisher multivariato (Fisher’s
exact multivariate probability test), se le variabili categoriali sono ordinate.
4.5 Combinazione non parametrica
La combinazione non parametrica dei 2q test parziali può essere fatta in
almeno tre modi diversi:

















h ),h=1 ,...,q e poi una combinazione

















q ), rispettivamente sul vettore delle varia-
bili indicatrici dell’inclusione, e sul vettore di dati eﬀettivamente os-
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E’ da notare che in tutte le fasi e in ciascuno dei tre metodi viene utilizzata
la stessa funzione ψ e T00
a,T000
b ,T000
c sono quasi permutazionalmente equivalenti,
eccetto per le approssimazioni dovute a simulazioni ﬁnite e alla non linearità
delle funzioni di combinazione.
4.6 Modelli MCAR
Se i missing data sono MCAR (Missing Completely at Random) si procede
condizionandosi al vettore indicante l’inclusione osservato, cioè O,es ii g n o r a
HO
0 perché si assume che O non fornisca alcuna informazione sugli eﬀetti del






può essere ignorata. L’ipotesi nulla può essere riscritta in



























in cui la notazione è la stessa di quella utilizzata nel paragrafo precedente.
Questo problema può essere risolto da una combinazione non parametrica






4.7 Permutazioni di missing data: struttura
ea n a l i s i
Per capire meglio la soluzione non parametrica di permutazione in presenza




hji,i =1 ,...,nj,j=1 ,...,C, h =1 ,...,q
ª
con par-
ticolare attenzione al numero di dati mancanti in tutti i punti dello spazio
di permutazione (Y,O)/(Y,O) associato alla coppia (Y,O). All’interno di
ogni gruppo, con riferimento a ciascuna variabile componente, la dimen-





i =1 ,...,nj,j=1 ,...,C, h =1 ,...,q, varia a seconda dell’attribuzione casuale
delle unità, e dei relativi missing data,n e iC gruppi. Questo perché anche50 Test di permutazione con missing data
le unità con missing data sono incluse nel meccanismo delle permutazioni
( [36]; [37]; [38]; [39]; [40]; [41]).
Consideriamo un modello MCAR e un vettore di statistiche test parziali
T basate su funzioni dei totali campionari dei dati validi e indichiamo la sua
distribuzione di permutazione multivariata con F[t|(Y,O)],t ∈ Rq. Osser-
viamo che l’insieme O∗ delle permutazioni di O, cioè l’insieme delle possibili
realizzazioni delle conﬁgurazioni dei dati attribuiti casualmente ai C grup-
pi, induce una partizione in sotto-orbite sull’intero spazio di permutazione
(Y,O)/(Y,O) associato a (Y,O). Queste sotto-orbite sono costituite dai punti
(permutazioni) che hanno lo stesso numero
©
ν∗
hj,j=1 ,...,C, h=1 ,...,q
ª
di





2) stanno nello stessa sotto-orbita se le dimensioni dei rispettivi cam-








2hji sono uguali per ogni
h e j, con h =1 ,...,q e j =1 ,...,C. Se le sotto distribuzioni di permutazione
di T fossero invarianti rispetto alle sotto-orbite indotte da O∗ potremmo sti-
mare F[t|(Y,O)] con una procedura di simulazione CMC, ossia tramite il
condizionamento ai dati del campione, ignorando tutte le sotto-orbite. L’in-




sia soddisfatta per ogni t ∈ Rq , per ogni speciﬁca permutazione O∗ di O e
per tutti gli insiemi di dati Y. Quando q>1 o la dimensione del campione
è ﬁnita, è piuttosto diﬃcile conseguire in maniera esatta questa invarianza
in distribuzione. Quando q =1 , nei problemi ad una dimensione, questa
invarianza in distribuzione può essere ottenuta in maniera esatta nei modelli
MCAR perché, tramite condizionamento, è possibile ignorare la mancanza
di dati eliminando dall’insieme dei dati tutte le unità non osservate. Come
si vedrà in seguito, quando si hanno campioni con osservazioni multivariate
appaiate, così che le diﬀerenze mancanti sono quantità permutazionalmente
invarianti, i relativi test diventano esatti. In generale si utilizzano soluzioni
approssimate.4.8 Soluzione per problemi MCAR 51
4.8 Soluzione per problemi MCAR
Indichiamo con ν ={νhj,j=1 ,...,C, h =1 ,...,q} la matrice q × C del nu-
mero eﬀettivo di dati validi nel vettore indicatore dell’inclusione osservato








hji,j=1 ,...,C, h =1 ,...,q
ª
.
Considerando che la distribuzione di W∗
hj, dei totali campionari, condizionali
all’intero data set (Y,O) considerato ﬁnito, dipende dal numero eﬀettivo di
addendi ν∗








rappresenta la matrice q × C del
numero eﬀettivo, nel campione di permutazione, di dati validi associati a
O∗. Trovare statistiche test che abbiano sotto-distribuzioni nulle invarianti
rispetto a ν∗ eat u t t iid a t iY èm o l t od i ﬃc i l eel ec o n d i z i o n i( 4 . 1 3 )e
(4.14) sono raramente soddifatte in maniera esatta. Tuttavia una soluzione,
basata sull’invarianza in media e varianza del vettore di statistiche test T
rispetto a ν∗, può essere data in maniera approssimata. In altre parole si
devono cercare statistiche, che abbiano medie e varianze invarianti rispetto
alle sotto-orbite indotte da O∗ sullo spazio di permutazione (Y,O)/(Y,O).
Senza perdita di generalità, consideriamo il caso di una variabile univariata
Y, così da avere soltanto una statistica test T, e assumiamo che i test di






ji,j=1 ,...,C. Il totale dei totali, ovvero W =
P
j Wj,











è sempre soddisfatta. Consideriamo il caso a due campioni C =2e assumia-




1 sia una combnazione lineare
di W∗
1 e W∗












dove a∗ e b∗ sono due coeﬃcienti indipendenti dai dati eﬀettivamente os-
servati Y, ma non necessariamente permutazionalmente invarianti. Questi52 Test di permutazione con missing data
coeﬃcienti devono essere determinati assumendo che, sotto l’ipotesi nulla, la
varianza V[T∗(a∗,b ∗)|ν∗]=ζ
2è costante, ovvero indipendente dalle eﬀettive
ampiezze campionarie, a permutazione avvenuta, ν∗
j,j=1 ,2, e che la media
E[T∗(a∗,b ∗)|ν∗]=0 . In accordo con le tecniche di campionamento casuale
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j)/(ν − 1) = V(ν
∗),j=1 ,2
dove V è una funzione positiva e ν = ν1+ν2,W= W1+W2 e σ2 =
P
ji(Yji−
W/ν)2 · Oji/ν sono quantità non nulle permutazionalmente invarianti. Per
ciascuna coppia (ν∗
1,ν∗
2) indicante la numerosità, positiva, nel campione di
permutazione, i due totali nel campione di permutazione W∗
1 e W∗
2 hanno la
stessa varianza e il loro coeﬃciente di correlazione ρ(W∗
1,W∗
2)=−1 perché
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Le soluzioni di queste equazioni sono a∗ =( ν∗
2/ν∗
1)1/2e b∗ =( ν∗
1/ν∗
2)1/2, igno-
rando un irrilevante coeﬃciente positivo. Per C =2e q =1le statistiche

















Quando non ci sono missing value così che ν∗
j = n∗
j,j=1 ,2 la (4.15) è




1i. Per dare una soluzione ben deﬁnità si assume che ν∗
1 e ν∗
2
siano congiuntamente positivi. Questo implica che si devono eliminare dallo
spazio di permutazione (Y,O)/(Y,O) tutti quei punti in cui anche un singolo
componente della matrice di permutazione ν∗ è zero. Questa restrizione non
ha eﬀetti sulle conclusioni inferenziali.4.8 Soluzione per problemi MCAR 53
Nel caso in cui si abbiano C>1 campioni e q =1 , una soluzione



























Questa statistica test può essere vista come una combinazione diretta non
parametrica (vedi 2.7) di C test parziali dipendenti, ciascuno ottenuto da un
confronto, fatto via permutazione, tra il j-esimo campione e tutti i restanti
C − 1, raggruppati insieme. Se q>1, la soluzione sarà una combinazione











































ciascuno relativo all’h-esima variabile, h =1 ,...,q.
4.8.1 Estensione ai modelli non-MAR
In un modello non-MAR , sempre per ottenere una soluzione non parametri-
ca, si devono anche combinare le q-statistiche test fatte sulle componenti del
vettore O indicatore dell’inclusione nel campione, purché tutti i test siano
marginalmente non distorti. Per testare il sistema d’ipotesi (4.11) si devono
combinare i q-test TO∗
h eiq-test T
Y|O∗












Per ciascuna delle q sotto-ipotesi HO
0h contro HO
1h, una statistica test ap-
propriata può essere il χ2 di Pearson o, comunque, si può usare una qualsiasi





1h si rimanda al paragrafo precedente. I test parziali TO∗
h sulle compo-
nenti di O sono esatti, non distorti e consistenti, mentre i test T
Y|O∗
h sulle
componenti di Y sono consistenti, ma sono esatti e non distorti solo approssi-
mativamente, così che il test T00è consistente e approssimativamente esatto e
non distorto per tutte le funzioni ψ ∈ C.54 Test di permutazione con missing data
4.9 Dati appaiati e missing value
Una variabile reale X,q -dimensionale e non degenere, viene osservata in k
occasioni temporali diverse sulle stesse n unità in due situazioni sperimentali,
corrispondenti a due livelli di un simbolico trattamento. I dati vengono così
rappresentati:
X = {Xhjit,t =1 ,...,k, i=1 ,...n, j =1 ,2,h =1 ,...,q} (4.17)
= {Xjit,t =1 ,...,k, i =1 ,...n, j =1 ,2}
= {Xji,i =1 ,...n, j =1 ,2}
dove X rappresenta la risposta q-variata (X1,...,Xq), l’andamento temporale
q-variato (X1,...,Xk) e l’intero insieme dei dati. Supponiamo che ci siano
alcuni missing data e quindi che ci sia anche un vettore indicatore d’inclusione
O = {Ohjit,t =1 ,...,k, i =1 ,...n, j =1 ,2,h =1 ,...,q}
in cui Ohjit =1se Xhjit è osservato e Ohjit =0se Xhjit èu nmissing value.
Supponiamo di voler veriﬁcare se il trattamento ha eﬀetto, senza curarci del
tempo, delle dipendenze sottostanti e dell’ignota distribuzione. Se i dati sono


























































,t =1 ,...,k, h =1 ,...,q (4.18)
dove Yhit = Xh1it − Xh2it sono le diﬀerenze osservate unità per unità, tempo
per tempo e variabile per variabile, Ohit = Oh1it · Oh2it vale 1 se e soltanto
se Xh1it e Xh2it sono entrambe osservate, S∗
i sono i segni di permutazione
e ϕht sono le funzioni valore assoluto o segno +/− a seconda che l’h-esima
alternativa H1ht di interesse sia a due o ad una coda.4.10 Intention to treat analysis 55
T u t t iit e s tp a r z i a l iT∗
ht,t=1 ,...,k, h =1 ,...,q sono permutazional-
mente esatti, purchè le dimensioni eﬀettive del campione νht =
P
i Ohit siano
positive, in quanto i νht sono quantità permutazionalmente invarianti e la
distribuzione nulla dipende solo dalla scambiabilità degli errori. Questi han-
no media di permutazione nulla e varianza di permutazione unitaria e sono
marginalmente non distorti. Di qui la combinazione non parametrica è una
soluzione adeguata per i test multipli. Tutti i test sono espressi in forma stan-





ht per i test entro ciascuna variabile senza curarsi del tem-
po, e poi un test globale T000 =
P
h T00∗
h . L’estensione ai modelli non-MAR è
semplice, purché i test parziali per le componenti del vettore indicatore d’in-











































èp u r ee s a t t a .
4.10 Intention to treat analysis
La valutazione dei risultati ﬁnali ottenuti in un trial clinico risulta problema-
tica quando non vi è una completa adesione allo studio da parte dei pazienti.
Molti autori si sono dedicati alla ricerca di un buon metodo che prevenga
la non adesione e consenta di formulare stime corrette, dal punto di vista
statistico, dell’eﬃcacia di un trattamento. Uno di questi metodi è quello
dell’ITT (Intention-To-Treat). Secondo il principio dell’ ITT la popolazione
di analisi (analysis population) è costituita da tutti i pazienti randomizzati,
inclusi quelli che hanno interrotto lo studio prematuramente (e quindi hanno
alcune valutazioni mancanti o, addirittura, sono usciti dallo studio senza aver
mai ricevuto il trattamento) e quelli che presentano delle violazioni ai criteri
di selezione (per cui non sarebbero dovuti entrare nello studio). Il termine,
coniato da Hill (1961) [42], è stato più tardi deﬁnito come l’analisi che56 Test di permutazione con missing data
“Includes all randomized patiens in the groups to which they were random-
ly assigned, regardless of their adherence with the entry criteria, regardless of
the treatment they actually received, and regardless of subsequent withdrawal
from treatment or deviation from the protocol.” [43]
Altra soluzione al problema in questione è quella che si basa sul principio
del TR (Treatment Received): l’idea di fondo è che i pazienti devono essere
analizzati a seconda del trattamento eﬀettivamente ricevuto, senza badare al
trattamento cui erano stati, inizialmente, randomizzati.
Un’altra proposta di analisi è rappresentata dalla popolazione per proto-
col in cui vengono inseriti nello studio solo i pazienti che hanno rispettato i
principali criteri di selezione e le principali procedure del protocollo, ovvero
quei pazienti che hanno assunto il trattamento per la durata e nelle quan-
tità previste, si sono presentati a tutte le visite e non hanno fatto uso, in
contemporanea al trattamento, altri farmaci considerati proibiti. I criteri
perché un paziente venga considerato suﬃcientemente aderente (compliant)
al protocollo vanno deﬁniti a priori nel protocollo stesso. Un’analisi di questo
tipo ha come obiettivo quello di veriﬁcare qual è l’eﬀetto del trattamento se
assunto nelle migliori condizioni
Supponiamo, in un trial clinico, di avere dei pazienti randomizzati o al
trattamento A o al trattamento B e supponiamo ancora che, durante lo stu-
dio, alcuni dei pazienti randomizzati ad A ricevano di fatto B (gruppo BA),
e alcuni pazienti inizialmente randomizzati al gruppo B ricevano A (gruppo
AB). Secondo il principio dell’ITT, l’analisi deve essere eﬀettuata mettendo
a confronto il gruppo A + BA con il gruppo B + AB, coerentemente con la
randomizzazione iniziale, mentre la scelta di un approccio basato sull’TR im-
plica che l’analisi sia condotta sui gruppi A+AB e B+BA coerentemente con
il trattamento eﬀettivamente ricevuto. E’ ancora aperto il dibattito su quale
delle due ﬁlosoﬁe, sottostanti i due diversi approcci di analisi dei risultati
ottenuti nei trial clinici, conduca a dei risultati corretti. In accordo con gli
statistici, per lo meno nelle analisi preliminari, è da preferirsi un approccio
di tipo ITT: infatti la circostanza in cui l’ITT produce risultati migliori è
quella in cui l’obiettivo dello studio è di testare l’ipotesi nulla che non vi
siano diﬀerenze tra i due trattamenti. Un’analisi di tipo TR ha senso in-
vece se lo studio in questione è la componente base di un più ampio disegno
sperimentale. Tuttavia schierarsi in modo rigido a favore di uno o dell’altro4.10 Intention to treat analysis 57
approccio può portare a conclusioni errate.
La discussione sarà incentrata sul primo dei tre approcci. L’analisi basa-
ta sul principio dell’intention-to-treat non altera gli eﬀetti della randomiz-
zazione e garantisce pertanto confronti liberi da bias di selezione e di va-
lutazione. Questo è il motivo per cui viene considerata primaria in tutti i
contesti, a partire da quello regolatorio [16]. Oltre a questo l’analisi sulla
popolazione intention-to-treat serve a valutare il trattamento sperimentale
nelle condizioni più simili a quelle che si veriﬁcheranno una volta che il trat-
tamento verrà commercializzato. Infatti il farmaco potrebbe ﬁnire, anche a
causa di una diagnosi errata, nelle mani di pazienti di tipologia diversa rispet-
t oaq u e l l is u ic u ie r as t a t at e s t a t aep r o v a t al as u ae ﬃcacia, potrebbe essere
utilizzato per un periodo diverso, più breve o più lungo, rispetto a quello
prescritto o essere soministrato in concomitanza a farmaci sconsigliati.
Si sono sviluppate e diﬀuse alcune varianti della deﬁnizione dell’intention-
to-treat sopra riportata: una di queste stabilisce l’esclusione di quei pazienti
che non hanno assunto neppure una dose del farmaco in studio e/o quelli
senza alcuna valutazione post-basale. Queste varianti devono sempre tener
conto del fatto che i pazienti analizzati devono rappresentare la quasi totalità
dei pazienti randomizzati (i pazienti esclusi devono essere non più del 5%).
Per quanto riguarda la valutazione dei pazienti che non hanno una rilevazione
a ﬁne studio o nelle visite di valutazione primaria, il metodo più diﬀuso a
tal ﬁne è quello di valutare questi soggetti con la loro ultima misurazione
disponibile, ovvero con il metodo chiamato last observation carried forward
(LOCF) oppure quello di valutare i pazienti secondo delle regole prestabilite
e dipendenti dalla ragione di uscita dallo studio: per esempio, se un paziente
esce dallo studio per insoddisfazione, ineﬃcacia o evento avverso serio riceve
il peggior punteggio possibile; ad un paziente uscito per una ragione indipen-
dente dal trattamento viene assegnato un punteggio corrispondente alla me-
dia del gruppo cui questo paziente appartiene; se, inﬁne, la causa dell’abban-
dono del trattamento è la scomparsa della sintomatologia al paziente viene
assegnato il miglior punteggio possibile. Tra i fattori che alimentano il dibat-
tito sulla validità o meno dell’impiego di una strategia ITT, degno di nota è
la distorsione. Si consideri uno studio in cui i pazienti sono randomizzati per
ricevere un trattamento, di cui si vuole testare l’eﬃcacia nella riduzione del
tasso di mortalità dovuta a cirrosi epatica. All’inizio, i pazienti sono rando-58 Test di permutazione con missing data
mizzati per ricevere o la terapia del gruppo di controllo o il trattamento e,
alla ﬁne dello studio, si dovranno confrontare i tassi di mortalità dei pazienti
in ciascun gruppo. L’ITT viene impiegato come espediente per circuire il pro-
b l e m al e g a t oa imissing data e procedere nell’analisi dei risultati. Un’analisi
basata sul principio dell’ITT è senza dubbio conservativa, infatti non altera
la randomizzazione iniziale, e prudenziale, perché prende in considerazione la
possibilità che non tutti i pazienti seguano completamente le procedure pre-
viste dal protocollo speciﬁco del gruppo cui sono stati assegnati. Ad esempio,
può accadere che, durante lo studio,a pazienti randomizzati al gruppo di con-
trollo, magari per una errata prescrizione, venga somministrato il farmaco.
Avranno dunque le stesse esperienze dei pazienti sottoposti al trattamento
ma, per mantenere la randomizzazione iniziale, verranno inclusi nel gruppo
di controllo, aumentandone così il tasso di mortalità. Così pure può accadere
che pazienti randomizzati al gruppo trattato (o attivo) non prendano il far-
maco. Di conseguenza lo studio fornirà un’informazione spuria: i risultati
ottenuti nel gruppo attivo saranno in parte dovuti alle risposte dei pazienti
che in realtà non hanno ricevuto il trattamento e viceversa vale per i risultati
ottenuti nel gruppo di controllo. Tutto questo maschera e altera l’eﬀetto eﬃ-
cacia del trattamento, sovra o sotto stimandola e diminuendo così la potenza
del trial clinico.Capitolo 5
Risultati dello studio
5.1 Analisi con missing values
Inizialmente, è stato considerato il campione intero, includendo nell’analisi
tutti i soggetti partecipanti allo studio, anche quelli per i quali le rilevazioni
n o ne r a n oc o m p l e t e . C o m es ièv i s t o ,im e t o d in o np a r a m e t r i c id ip e r m u -
tazione consentono di ottenere test esatti anche in presenza di missing va-
lues. Il campione suddiviso nei due gruppi, per età e sesso, è descritto nelle
tabelle 5.1 e 5.2. I due gruppi, quello trattato secondo il modello di benessere
psicologico Well Being Therapy, (WBT) e quello trattato seguendo esclusi-
v a m e n t el et e o r i ec o g n i t i v ed e l l aCognitive Behaviour Therapy (CBT) non
hanno uguale composizione: per esempio si può notare che le classi in cui
è stato applicato il CBT sono costituite in modo particolare da tredicenni,
al contrario di quelle trattate con WBT, in cui le osservazioni sono ripartite
















Tabella 5.2: composizione del gruppo trattato con CBT
Il primo obiettivo di uno studio basato sul confronto prima-dopo è quello
di veriﬁcare se vi è un eﬀetto del trattamento all’interno del gruppo: si tratta
quindi di fare un’analisi per campioni con osservazioni appaiate e missing va-
lues (campioni dipendenti). La statistica test di riferimento è del tipo (4.18):
le variabili di riferimento sono dunque le diﬀerenze tra pre e post, cui viene
assegnato il valore 0 se viene a mancare o il punteggio della rilevazione pre-
trattamento o il punteggio del retest o se mancano entrambe le rilevazioni.
Nella tabella (5.3) sono riportati i p-value d e it e s tp a r z i a l in o np a r a m e t r i c i ,
ottenuti con B = 10000 permutazioni. L’eﬃcacia del trattamento WBT
si traduce in un aumento signiﬁcativo dell’accettazione di sè (p=0 .034)
e in una riduzione signiﬁc a t i v ad e g l ia t t e g g i a m e n t id io s t i l i t à( p=0 .020),
mentre, per quanto riguarda il trattamento CBT, sono da evidenziare un
aumento signiﬁcativo nei punteggi delle variabili scopo vita (p=0 .004)e
accettazione di sè (p=0 .038) e una riduzione dei punteggi nelle variabili
ansia (p=0 .001), depressione (p=0 .024) e benessere ﬁsico (p=0 .009).
Da ricordare che quest’ultima variabile, considerata dal Kellner’s Symptom
Questionnaire (SQ), ha una valenza negativa: pur appartenendo alla sot-
toscala di benessere psicologico, è tale che maggiore è il punteggio ottenuto
minore è il benessere. Per quanto riguarda la combinazione non parametrica
dei test parziali (vedi tabella 5.4), si può vedere che il trattamento WBT ha
un eﬀetto su tutte le variabili, congiuntamente, della scala PWB (p=0 .012).
Il trattamento CBT, invece, ha un eﬀetto signiﬁcativo sulla combinazione
delle variabili ansia-relax (p=0 .001), depressione-contentezza (p=0 .042),
sintomi somatici-benessere ﬁsico (p=0 .014), sulla combinazione di tutte le
variabili della scala SQ (p=0 .006), su quella delle variabili PWB (p=0 .002)




padronanza ambiente 0.100 0.193
crescita personale 0.109 0.090
relazioni 0.135 0.220








benessere ﬁsico 0.904 0.009
buona disponibilità 0.612 0.420
Tabella 5.3: WBT vs. CBT (campioni dipendenti)
(p=0 .001). Per le variabili relax e contentezza vale lo stesso discorso fatto
precedentemente per la variabile benessere ﬁsico: ad esse viene associato un
signiﬁcato negativo. Quanto alla combinazione non parametrica dei p-value
è stata impiegata la funzione di Fisher e, come sopra, un numero di permu-





sintomi somatici-benessere ﬁsico 0.335 0.014
ostilità buona-disponibilità 0.088 0.215
variabili scala SQ 0.267 0.006
variabili scala PWB 0.012 0.002
globale 0.084 0.001
Tabella 5.4: Combinazione non parametrica dei p-value (campioni
dipendenti)
t r a t t a m e n t ièm i g l i o r e .S it r a t t aq u i n d id if a r et e s tp e rc a m p i o n ii n d i p e n d e n t i
sempre sulle variabili diﬀerenza con missing values. Le statistiche test utiliz-62 Risultati dello studio
zate sono del tipo (3.17), (3.18) o espresse nella forma (3.19). Nella tabella
5.5 accanto alle variabili considerate e rilevate nello studio sono riportati, per
ciascun gruppo, il numero di missing values. E’ emerso che il trattamento
WBT è più eﬃcace del CBT nella riduzione degli stati d’ansia (p=0 .021)
e nell’aumento delle sensazioni di benessere ﬁsico (p=0 .007). Per quanto
non parametrico N.missing
p-value WBT CBT
autonomia 0.270 4 14
padronanza ambiente 0.498 4 14
crescita personale 0.427 4 14
relazioni 0.564 4 14
scopo vita 0.120 4 14
accettazione 0.390 4 14
ansia 0.021 3 13
depressione 0.083 3 13
sintomi somatici 0.511 3 13
ostilità 0.783 3 13
relax 0.138 3 13
contentezza 0.246 3 13
benessere ﬁsico 0.007 3 13
buona disponibilità 0.342 3 13
Tabella 5.5: WBT vs. CBT (campioni indipendenti)
riguarda la combinazione non parametrica dei p-value, il WBT ha un’azione
maggiore sulla combinazione delle variabili ansia-relax (p=0 .030)es i n t o m i
somatici-benessere ﬁsico (p=0 .038), ma non è stata riscontrata una mag-
giore eﬃcacia a livello globale (vedi 5.6). Per ottenere i risultati riportati in
tabella, sono state eﬀettuate B = 10000 permutazioni e, per quanto riguarda
la combinazione non parametrica dei p-value,ès t a t au t i l i z z a t al af u n z i o n e
di combinazione di Fisher.
5.2 Analisi con ITT (Intention To Treat)
Le stesse analisi sono state eﬀettuate sul campione costruito secondo il prin-
cipio dell’Intention To Treat, ovvero un campione che include tutti i soggetti





sintomi somatici-benessere ﬁsico 0.038
ostilità buona-disponibilità 0.566
variabili scala SQ 0.063
variabili scala PWB 0.355
globale 0.087
Tabella 5.6: Combinazione non parametrica dei p-value (campioni
indipendenti)
retest, e che, invece, esclude quei soggetti per i quali non sono disponibili i
punteggi relativi alla prima misurazione. Per quanto riguarda i soggetti che
non hanno eﬀettuato il retest, applicando il principio dell’ITT, nella seconda
misurazione vengono ripetuti i punteggi ottenuti, in ciascuna variabile, nella
prima rilevazione. In modo particolare escono dallo studio 9 soggetti, 3 ap-
partenenti al gruppo WBT, che quindi è composto da 57 soggetti anzichè 60,
e 6 appartenenti al gruppo trattato con CBT, costituito ora da 54 soggetti
anzichè 60. 9 soggetti invece sono stati valutati secondo l’ITT, di questi 1
appartenente al gruppo WBT e 8 al gruppo CBT. La composizione del nuovo








Tabella 5.7: Composizione del gruppo trattato con WBT e applicazione
dell’ITT
E’ stato quindi risolto il problema dei missing values. L’analisi per cam-
pioni con dati appaiati (campioni dipendenti) ha messo in evidenza che il
trattamento WBT aumenta in maniera signiﬁcativa il livello di accettazione








Tabella 5.8: Composizione del gruppo trattato con CBT e applicazione
dell’ITT
comporta un aumento signiﬁc a t i v od e ip u n t e g g io t t e n u t in e l l ev a r i a b i l is c o p o
vita (p=0 .004) e accettazione di sè (p=0 .035) e una riduzione di questi
nelle variabili ansia (p=0 .001), depressione (p=0 .020) e benessere ﬁsico
(p=0 .016). Per quanto riguarda la combinazione non parametrica dei test
parziali risulta che il trattamento WBT ha un eﬀetto sulla combinazione delle
variabili ostilità-buona disponibilità (p=0 .048) e sulle variabili, considerate
in maniera congiunta, della scala PWB (p=0 .013). Il trattamento CBT, in-
vece, ha un eﬀetto signiﬁcativo sulla combinazione delle variabili ansia-relax
(p=0 .001), depressione-contentezza (p=0 .046), sintomi somatici-benessere
ﬁsico (p=0 .025), sulla combinazione di tutte le variabili della scala SQ
(p=0 .008), su quella delle variabili PWB (p=0 .002)ei n ﬁne un eﬀetto
globale (p=0 .002). I risultati si trovano nelle tabelle 5.9 e 5.10. Nel con-
fronto diretto tra i due trattamenti (campioni indipendenti), è stata rilevata
una maggior eﬃcacia del trattamento WBT rispetto al trattamento CBT
nell’aumento del benessere ﬁsico (p=0 .009). Per quanto riguarda la combi-
nazione non parametrica dei p-value, il WBT ha un’azione maggiore solo sulla
combinazione delle variabili sintomi somatici-benessere ﬁsico (p=0 .038), ma
non è migliore a livello globale. I risultati si trovano nelle tabelle 5.11 e
5.12. I valori dei p-value non parametrici, nell’analisi per campioni con os-
servazioni appaiate e in quella per campioni indipendenti, sono stati ottenuti
con B = 10000 permutazioni, per la combinazione non parametrica, è stata
impiegata la funzione di combinazione di Fisher. Miglioramenti signiﬁcati-
vi in alcune scale del PWB e dell’SQ sono stati apportati sia dal trattamento
WBT, incentrato sul riconoscimento e la valorizzazione delle emozioni posi-




padronanza ambiente 0.124 0.191
crescita personale 0.100 0.094
relazioni 0.142 0.186








benessere ﬁsico 0.881 0.016
buona disponibilità 0.532 0.425
Tabella 5.9: WBT vs. CBT e applicazione dell’ITT (campioni
dipendenti)
Ryﬀ, sia dall’intervento CBT, focalizzato sul riconoscimento delle emozioni
negative secondo i concetti proposti dalla teoria cognitiva. L’eﬃcacia degli
interventi scolastici ad orientamento cognitivo-comportamentale è già sta-
ta ampiamente dimostrata in letteratura. Il fatto che anche un protocollo
basato sulla promozione del benessere psicologico, anzichè sulla rimozione
della sintomatologia, sia risultato in qualche modo eﬃcace sia nella riduzione
della sintomatologia che nell’aumento del benessere psicologico dei soggetti,
mette in evidenza l’applicabilità di tale protocollo in ambito scolastico e su
una popolazione adolescenziale, sia in un’ottica terapeutica che preventiva.
Da un punto di vista prettamente statistico si possono fare le seguenti
considerazioni: per quanto riguarda il confronto tra pre e post trattamento,
il primo metodo di analisi, ovvero il metodo che utilizza l’intero campione in-
clusi i missing data, e il secondo metodo, che sfrutta il principio dell’ITT, for-
niscono gli stessi risultati. Fa eccezione la signiﬁcatività della combinazione
ostilità-buona disponibilità, rilevata dal secondo metodo, che, a tutti gli ef-
fetti, si può deﬁnire una signiﬁcatività al limite dell’accettazione dato che il





sintomi somatici-benessere ﬁsico 0.302 0.025
ostilità buona-disponibilità 0.048 0.173
variabili scala SQ 0.178 0.008
variabili scala PWB 0.013 0.002
globale 0.061 0.002
Tabella 5.10: Combinazione non parametrica dei p-value e applicazione
dell’ITT (campioni dipendenti)
il primo metodo, a diﬀerenza del secondo, evidenzia la signiﬁcatività della va-
riabile ansia e della combinazione delle variabili ansia e relax. In conclusione,
nonostante queste lievi diﬀerenze, la cosa fondamentale è che il principio del-
l’ITT comporta una riduzione della numerosità del campione, escono infatti
dallo studio 9 soggetti, e falsa i punteggi ottenuti nella seconda rilevazione
per 9 soggetti, mentre il metodo improntato sui metodi non parametrici di
permutazione non elimina alcuna informazione e non solo rispecchia di più























sintomi somatici-benessere ﬁsico 0.048
ostilità buona-disponibilità 0.646
variabili scala SQ 0.117
variabili scala PWB 0.519
globale 0.175
Tabella 5.12: Combinazione non parametrica dei p-value e applicazione
dell’ITT (campioni indipendenti)68 Risultati dello studioAppendice A
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Risultati stratiﬁcazione
A titolo di curiosità, per completare l’analisi per campioni indipendenti con
osservazioni appaiate, è stata introdotta la variabile sesso, prima ignorata,
come variabile di stratiﬁcazione. L’obiettivo è quello di veriﬁcare se l’apparte-
nenza ad uno speciﬁco strato (femmine, maschi) incida sulla maggior eﬃcacia
del trattamento WBT rispetto al trattamento CBT. Questa “indagine” è sta-
ta eﬀettuata, sempre via permutazione, prima sull’intero campione, lasciando
quindi indicati i missing values, e poi sul campione costruito sulla base del
principio dell’intention to treat. Osservando i valori assunti dai p-value rela-
tivi ai test parziali nel campione stratiﬁcato con dati mancanti, si può vedere
questa maggior eﬃcacia del WBT, rispetto al CBT, si traduca, nello strato
costituito dalle femmine, in un miglioramento delle relazioni, una riduzione
degli stati d’ansia e in un incremento del benessere ﬁsico e, nello strato costi-
tuito dai maschi, in un miglioramento in termini rilassamento, contentezza
e benessere ﬁsico. Per quanto riguarda la combinazione di secondo livel-
lo, si può procedere in due diversi modi: il primo consiste nell’eseguire una
combinazione non parametrica, all’interno di ciascun strato, di tutte le va-
riabili poste sotto test e poi combinare rispetto agli strati (combinazione
Within Strata); la seconda invece consiste nell’eﬀettuare una combinazione
non parametrica di tutti i test corrispondenti alla stessa variabile nei diversi
strati e poi combinare rispetto alle variabili (combinazione Within Varia-
bles). Nel primo caso, facendo riferimento ai nostri dati, si ottiene un test
per la combinazione globale delle variabili dello strato delle femminie, uno
per la combinazione globale delle variabili dello strato dei maschi, e un test
derivante dalla combinazione dei due precedenti, nel secondo caso si otten-76 Risultati stratiﬁcazione
gono 14 test, tanti quanti le variabili processate, ottenuti dalla combinazione
di due test parziali, uno proveniente dallo strato delle femmine e uno dallo
strato dei maschi, relativi ad una stessa variabile. La combinazione With-
in Strata ha messo in evidenza una leggera signiﬁcatività del test globale,
derivante dalla combinazione rispetto agli strati, mentre nella combinazione
Within Variables sono risultate signiﬁcative le variabili ansia, contentezza,
benessere ﬁsico, e la combinazione globale. Tutti i risultati sono stati ot-
tenuti applicando la funzione di combinazione non parametrica di Fisher. I




padronanza ambiente 0.251 0.637
crescita personale 0.498 0.345
relazioni 0.014 0.971








benessere ﬁsico 0.036 0.038
buona disponibilità 0.620 0.218





Tabella B.2: Within strata
Nel campione stratiﬁcato costruito con un approccio ITT, i p-value parziali
signiﬁcativi (vedi tabella B.4) nello strato costituito dalle femmine sono quel-

















Tabella B.3: Within variables
dei maschi l’unico p-value parziale signiﬁcativo è quello relativo alla varia-
bile contentezza. Per quanto riguarda la combinazione Within Strata (vedi
tabella B.5) nessun test è risultato signiﬁcativo, mentre per quanto riguarda
invece la combinazione Within Variables (vedi tabella B.6) il trattamento
WBT sembra più eﬃcace del CBT, congiuntamente per maschi e femmine,
nel migliorare il benessere ﬁsico. Anche qui è stata scelta la funzione di




padronanza ambiente 0.347 0.744
crescita personale 0.609 0.469
relazioni 0.030 0.984








benessere ﬁsico 0.046 0.068
buona disponibilità 0.681 0.241






















Tabella B.6: Within variables e applicazione ITT80 Risultati stratiﬁcazioneBibliograﬁa
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