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Abstract. This paper introduces a new method for profiling group opinion on simple issues. It 
is based on analytical rather than statistical concepts. A neighbourhood consensus function is 
defined and provides a focal point score together with a measure of the agreement on the issue. 
Graphical illustrations are included. 
1. INTRODUCTION 
Numerical values are often used to quantify opinions on issues in many different areas. The 
most common method of representation is the Likert scale. Here the opinion is related to a 
value on a scale (which may be regarded as continuous [l]). It is assumed, for simplicity, that 
the scale is [0,5] C_ R. Considerable research has been carried out on methods of combining 
a set of related issues but the more fundamental concern of profiling the opinions of a group 
on a single issue has been less well developed. Of fundamental importance in this situation 
is the concept of consensus. Marchant [2] argues for more mathematical rigour to support 
this topic. This paper examines this problem using a new approach. 
The nature of consensus depends on the context of the problem. The authors claim 
that comparative consensus, associated with arranging a number of options in order of 
importance, is essentially different from definitive consensus, which is concerned assessing 
the importance of a single elemental issue within the problem. The former has been tackled 
by Saaty [3] with his Analytic Hierarchy Process and by Diaconis [4] using Spectral Analysis. 
The concern here is the latter. 
Consider, for example, a panel of five experts voting on an issue. The score associated 
with each opinion is identified on a Likert-type scale, [0,5]. The primary problem is to assess 
the degree of agreement amongst the experts. 
If all panel members opt for a single score, e.g., 3, then there is complete agreement on the 
issue. A set of scores such as 3.0, 3.2, 2.8, 2.9, 3.3 indicates a high degree of agreement on a 
score of approximately 3; the set 1.0, 1.2, 4.0, 4.5, 2.8 would indicate obvious disagreement. 
The problematical issue is where there is no intuitively obvious focal point of agreement yet 
the degree of fuzziness is insufficient to warrant the description “disagreement,” for example, 
the sets 4.8, 3.8, 3.1, 4.3, 4.1 and 4.8, 3.8, 1.3, 4.3, 4.1. 
2. FORMALISING THE NOTION OF CONSENSUS 
The notion of consensus is essentially intuitive. Generalising the above example to cover 
a larger group of experts, a definite consensus might be regarded as a comfortable majority 
(say, 60%) agreeing on an exact value, or a substantial majority (say, 75%) agreeing on a 
small range, or all agreeing to a slightly larger range. Thus a balance must be achieved 
between the number conforming to the score and the range permitted for that score. Since 
there is no clear and unique criterion, satisfactory mathematical determination of consensus 
in a real world situation is difficult with the current statistical tools. 
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Present methodologies offer a histogram as a profile and reduce consensus to current sta- 
tistical measures of central tendency and dispersion. Some of the assumptions and problems 
of these approaches, for example the non-representativeness of the mean, the instability of 
the mode, and the inconsistency and precision-dependence of the median, are discussed else- 
where by the authors: in particular it should be noted that concentration is not necessarily 
the converse of the spread of opinion given by, for example, the interquartile range: a large 
spread is possible even when 70% agree on a single score [5]. 
3. THE NATURE OF AN OPINION ESTIMATE 
Consider now the significance of a score regarded either as an estimate of opinion or as a 
guess. Suppose that individual A has awarded a score of 3 to an issue. Then if A were told 
that the “true” value is 2.9 A might feel very satisfied about the accuracy of the score; if the 
“true” answer were 2.8, the satisfaction should be less, and so on: the greater the distance 
of the score from the “true” answer, the less satisfaction, until the satisfaction becomes 
dissatisfaction at a certain distance, perhaps around 1. This suggests that a given score 
might better be judged as a distribution around a point rather than as a point score on the 
Likert scale. Indeed, viewed in this light, the distribution should follow a Gaussian pattern. 
Suppose that g: [0,5] t--t R is such a function. If the value of g at the score point is 
taken as 1, then there are two important parameters: the size of the neighbourhood in in 
which the function holds its value and the rate of degradation. The former must clearly be 
based on the distance between adjacent scores. Since ten conventionally permitted scores are 
common on Likert scales, a value of 0.5 is suggested as significant for the interval [0,5]. Thus 
the distribution associated with a score, zi, should be fairly constant in ]zi - 0.5, zi + 0.5[ 
which can be regarded as the neighbourhood of the score with neighbourhood diameter 
1. However the effect of the score should drop significantly (to about l/2, say) a distance 
of 1 neighbourhood diameter from the score, and fade to insignificance at distances over 
2 neighbourhood diameters away. While these two natural values for the neighbourhood 
diameter and degradation rate, viz., 1 and l/2, are used here they might be tailored to 
different circumstances, for example, they might be varied if a conviction were attached to 
each score so that scores with low conviction have less influence. 
A function that “spreads” the effect of a score of xi over [0,5] so that it maximum value 
occurs at xi and its effect decreases as the distance from xi is increased is: 
This function satisfies the precondition that the influence of a score should be halved at 
a distance of 1 neighbourhood diameter and is, in fact, a simplification of the Gaussian 
function: 
g(x, xj) = exp(-(2 - ~j)~‘~ 2, (2) 
i.e., g has the form of a normal distribution function with a variance of l/(2 In2). This 
is consistent with the view that panel members’ scores are guesses at their “ideal values” 
with deviations treated as random errors. A different approach would clearly be required 
for systematic deviations. 
This is the innovative aspect of neighbourhood consensus. Instead of mapping the raw 
scores on to a focal point as in traditional methods, the distributions associated with the 
scores are mapped thus generating an opinion profile with peaks occurring at points of 
maximum concentration of opinion. 
4. A NEIGHBOURHOOD CONSENSUS FUNCTION 
The neighbourhood distribution function defined above can naturally be extended to a set 
of scores simply by summing the distributions of the individuals so that each group member 
contributes to the profile of the group. Dividing by the number of group members makes the 
function independent of the panel size. Such a profiling function, which provides a measure 
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of the neighbourhood consensus at each point on the Likert scale, offers more mathematical 
formality than the descriptive statistics in current use and is more appropriate for small 
groups. The Cartesian coordinates of the maximum point on the profile provide a focal 
point of consensus and a measure of the consensus at that point. 
Thus, our neighbourhood consensus function for a set of scores, {xi}, is: 
. i=N 
f(x) = $ C !J(X,Xi) 
i=l 
where N is the number of members in the set. 
For practical calculation, it is helpful to introduce the frequency function, (Y, based on the 
scores of the group where o(zi) = ki, the frequency of the score xi. Then a is a non-negative 
function on the domain [0,5] (the range of scores) with a non-zero value for only a finite 
number of points, n, in its domain (this number of points is bounded above by N). f is then: 
f(x) = 2-E a(xj) . 2-(z-rjY 
j=l 
Since there are only a finite number of scores for any group and hence a finite number 
of non-zero values of (Y, this function is a linear combination of Gaussian functions and 
therefore well-defined, continuous, differentiable and Riemann integrable on [0,5]. (The last 
of these will be significant when variations over iterative rounds are to be considered). The 
function’s mathematical tractability makes it eminently suitable for opinion profiling. Its 
range is IO, l] where f(c) = 1 implies perfect consensus at c (all members of the group opting 
for a score of c). The homogeneity of the group on an issue may be determined by the profile 
(i.e., the graph). 
(4 
The coordinates of the maximum point satisfy the requirements listed in [5] for a focal 
point of opinion and a measure of the agreement at that point, viz., easy computability, 
independence of group size, consistency, precision-independence and stability. The abscissa 
is also representational. 
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Obviously, the degree of consensus required in any situation is dependent on the nature of 
the problem. But clearly the critical point for each issue is the maximum value off over the 
scale [0,5]. This value provides a measure of the consensus and the value at which it occurs 
is a measure of the point of maximum concentration (rather than central tendency). It is 
reasonably safe to say that if the maximum value of f exceeds 0.6, some consensus exists 
for the issue. Higher values indicate a tighter consensus. The range(s) of values for which 
the function exceeds this consensus level is the domain of consensw. 
Figure 1 shows sample profiles for the two problematical sets of scores given in the Intro- 
duction. 
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