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ABSTRACT
An empirical forward-modeling framework is developed to interpret the multi-
wavelength properties of Active Galactic Nuclei (AGN) and provide insights into the
overlap and incompleteness of samples selected at different parts of the electromag-
netic spectrum. The core of the model are observationally derived probabilites on the
occupation of galaxies by X-ray selected AGN. These are used to seed mock galax-
ies drawn from stellar-mass functions with accretion events and then associate them
with spectral energy distributions that describe both the stellar and AGN emission
components. This approach is used to study the complementarity between X-ray and
WISE mid-infrared AGN selection methods. We first show that the basic observa-
tional properties of the X-ray and WISE AGN (magnitude, redshift distributions) are
adequately reproduced by the model. We then infer the level of contamination of the
WISE selection and show that this is dominated by non-AGN at redshifts z < 0.5.
These are star-forming galaxies that scatter into the WISE AGN selection wedge be-
cause of photometric uncertainties affecting their colours. Our baseline model shows a
sharp drop in the number density of heavily obscured AGN above the Compton thick
limit in the WISE bands. The model also overpredicts by a factor of 1.5 the fraction
of X-ray associations in the WISE AGN selection box compared to observations. This
suggests a population of X-ray faint sources that is not reproduced by the model. This
discrepancy is discussed in the context of either heavily obscured or intrinsically X-ray
weak AGN. Evidence is found in favour of the latter.
Key words: galaxies: active, galaxies: Seyfert, quasars: general, galaxies: haloes,
X-rays: diffuse background
1 INTRODUCTION
It is widely accepted that most, if not all, local spheroids host
at their centres black holes with masses that scale with prox-
ies of the stellar mass component of the parent bulges (e.g.
Kormendy & Ho 2013). Understanding the formation history
of these relic supermassive black holes and the role they play
in the evolution of their host galaxies remain major chal-
lenges in current astrophysical research. The class of sources
dubbed Active Galactic Nuclei (AGN; Padovani et al. 2017)
are thought to represent the earlier growth phases of the qui-
escent black holes we observe today. Therefore, the study of
this population can provide clues on both the formation of
supermassive black holes and their interplay with galaxies.
? E-mail: age@noa.gr
For example, measurements of the space density of AGN
as a function of redshift (e.g. Ueda et al. 2003, 2014; Aird
et al. 2010, 2015; Buchner et al. 2015) can be used to re-
construct the formation history of the supermassive black
hole population (e.g. Marconi et al. 2004; Merloni & Heinz
2008; Shankar et al. 2013). Moreover, comparison of the host
galaxy properties of AGN (e.g. star-formation, morphology,
environment) with those of non-active galaxies can constrain
the physical mechanisms that trigger accretion events onto
supermassive black holes or provide clues on the impact of
AGN outflows on the formation of new stars (e.g. Brandt &
Alexander 2015).
A prerequisite for the above type of investigations is
a complete census of the AGN population in the Uni-
verse. This is however observationally challenging. Obscur-
ing clouds of dust and gas along the line-of-sight to the cen-
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tral engine (Hickox & Alexander 2018), dilution of the AGN
light by stellar emission (Georgantopoulos & Georgakakis
2005; Trump et al. 2009; Brandt & Alexander 2015), or vari-
ations of the radiative efficiency of the accretion flow among
AGN (Cattaneo & Best 2009; Heckman & Best 2014; Weigel
et al. 2017) mean that there is no single waveband that can
yield complete AGN samples. Instead, multiwavelength ap-
proaches that combine information from different parts of
the electromagnetic spectrum are essential to address ob-
servational biases and compile (nearly) complete samples
of active black holes (Padovani et al. 2017). It is argued
for example, that mid-infrared wavelengths are sensitive to
heavily obscured AGN that are being missed from X-rays or
the ultra-violet (e.g. Donley et al. 2012; Assef et al. 2015).
Moreover, it is suggested that the combination of radio and
X-ray AGN surveys better samples the underlying Edding-
ton ratio distribution of the population (Best & Heckman
2012; Weigel et al. 2017).
Although multiwavelength surveys of AGN have be-
come the norm (Brandt & Alexander 2015), synthesising
the information from different wavebands into a coherent
picture is not trivial. The level of overlap between AGN
samples selected at different parts of the spectrum depends
critically on the relative flux limits of the different surveys
(Mendez et al. 2013), as well as the intrinsic scatter of the
wavelength-dependent bolometric corrections. It is therefore
often challenging to interpret multiwaveband AGN surveys
and separate observational selection effects from intrinsic
trends and relationships between physical parameters.
In this paper we propose a new tool for the interpre-
tation of the multiwavelength observations of AGN, which
is based on the principles of forward modeling. They key
feature of the method is that it provides a strong handle
on observational effects such as photometric uncertainties,
flux limits and flux-dependent sample incompleteness. The
proposed tool therefore, enables the isolation of selection bi-
ases to gain insights into the underlying physical parameters
that govern the overlap and incompleteness of AGN samples
identified at different parts of the electromagnetic spectrum.
Additionally, the forward modelling framework can provide
quantitative estimates of how a specific AGN identification
method applied to a set of observations sample the underly-
ing population of active black holes. This is important in the
case of complex AGN selection functions that are not known
apriori and depend on different physical parameters, e.g. ac-
cretion properties, host galaxy characteristics, etc. An exam-
ple is the identification of AGN using mid-infrared colours
(e.g. Donley et al. 2012; Stern et al. 2012; Assef et al. 2013),
which essentially depends on the contrast between AGN and
stellar light. The properties of AGN hosts (e.g. stellar mass,
star-formation rate, dust content) are therefore important
for understanding the type of accretion events (e.g. redshift
accretion luminosity, Eddington ratio) a certain mid-infrared
selection method is sensitive to or not. Moreover, the domi-
nant population in the mid-infrared is star-forming galaxies
and hence, contamination of AGN samples is also an impor-
tant aspect of the selection function (e.g. Georgantopoulos
et al. 2008; Assef et al. 2013) that needs to be understood
and accounted for.
Motivated by these challenges and the increasing popu-
larity of the mid-infrared for identifying active black holes,
we choose to demonstrate the potential of the forward mod-
eling tool by investigating the complementarity of X-ray and
mid-infrared AGN samples. We show how the method can
quantify in detail the mid-infrared selection function, in-
cluding contamination, and how the comparison with ob-
servations provides critical tests on the assumptions used
to construct the model. Throughout this work we adopt a
cosmology with H0 = 70 km/s and ΩΛ = 0.7.
2 METHODOLOGY
The construction of a model that describes the multiwave-
length properties of AGN is enabled by empirical relations
that quantify the incidence of accretion events within the
galaxy population. Such relations are used to seed the stel-
lar mass function of galaxies with active nuclei and pro-
duce realistic mock catalogues of AGN and their hosts. Tem-
plate Spectral Energy Distributions (SEDs) that represent
the nuclear emission and the stellar component of galaxies
are then implemented to add multiwavelength information
to the mocks. The key parameter that enables the above
methodology, and which can be constrained from observa-
tions, is the specific accretion rate, λ. This is defined to be
proportional to the ratio of the AGN luminosity and the
host-galaxy stellar mass, λ ∝ LAGN /M∗. By construction it
measures the level of nuclear activity per unit stellar mass of
galaxies. The determination of the specific accretion rates of
large samples of galaxies provides an estimate of how likely
a galaxy is to experience nuclear activity with amplitude
λ. The specific accretion-rate distribution, P(λ), of a pop-
ulation is therefore directly related to the incidence of ac-
cretion events within the sample. The P(λ) is therefore the
fundamental quantity that is used in this work to populate
galaxies with AGN and construct mock catalogues. It is em-
phasized that the definition of specific accretion rate used in
this work is based entirely on observationally derived quan-
tities, e.g. AGN luminosity measured at a given wavelength
regime (X-rays in our analysis) and stellar mass. Bolometric
corrections or black-hole scaling relations therefore do not
enter the calculations.
It has recently become possible to measure observation-
ally the specific accretion-rate distribution using data from
multiwaveband extragalactic survey fields (e.g. Aird et al.
2012, 2018, 2019; Bongiorno et al. 2012, 2016; Georgakakis
et al. 2017b). These observational constraints however, are
not optimal for the purposes of this work. This is because
they do not include corrections for the incidence of obscured
AGN in galaxies. It is well established that most supermas-
sive black holes in the Universe grow their masses behind
cocoons of gas and dust clouds that block direct view to
the accretion process (e.g. Ueda et al. 2014; Buchner et al.
2015; Aird et al. 2015). The selection of AGN at wavelengths
that are sensitive to the effects of absorption by dust or
gas (e.g. X-ray, UV, optical) introduces biases against ob-
scured systems. Studies on the specific accretion-rate distri-
bution of AGN that do not account for this effect under-
estimate the incidence of AGN among galaxies. Since the
multi-wavelength demographics of AGN as a function of nu-
clear obscuration is one of the motivations of the present
work, the construction of mocks needs to be based on spe-
cific accretion-rate distributions that account for the heavily
obscured AGN component of the Universe. In this work we
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derive new estimates of the specific accretion-rate distribu-
tions that match our analysis requirements. Our approach is
based on the fact that the specific accretion-rate distribution
of AGN convolved with the stellar mass function of galaxies
yields the AGN luminosity function (e.g. Georgakakis et al.
2017b; Grimmett et al. 2019). Knowledge of the evolving
stellar mass function and the obscuration-corrected AGN
luminosity function can then yield the specific accretion-
rate distribution. Details of the derivation are presented in
the Appendix A and only the most salient details are dis-
cussed in this section. We first choose to model the spe-
cific accretion-rate distribution by a three-segment broken
power-law. This is motivated by non-parametric studies of
the P(λ) (Georgakakis et al. 2017b; Aird et al. 2018), which
indicate significant deviations from a single power-law func-
tional form. The most obvious manifestations of these devia-
tions are turnover points at both high and very low specific
accretion rates, where the local gradient changes substan-
tially. For the stellar mass function of galaxies we adopt the
parametrization of Ilbert et al. (2013). Finally, the space
density of AGN as a function of redshift and luminosity is
represented by the obscuration-corrected binned estimates
of Aird et al. (2015). These measurements account for the
moderately obscured (Compton thin) AGN population, i.e.
those with equivalent hydrogen column density along the
line-of-sight NH <∼ 1024 cm−2. AGN above this limit (Comp-
ton thick) are assumed to represent 34% of the Compton
thin population (Aird et al. 2015), independent of luminos-
ity and redshift (e.g. Buchner et al. 2015). We choose such a
simple recipe to describe the space density of Compton thick
AGN in the Universe because current observations cannot
constrain more complex models.
The starting point of the analysis is the evolving
mass function of galaxies. This observational quantity has
been constrained to a satisfactory level of accuracy over a
wide redshift baseline using data from recent large multi-
wavelength programmes (Ilbert et al. 2010; Muzzin et al.
2013; Ilbert et al. 2013, e.g.). Monte Carlo methods are ap-
plied to the observationally-derived parametric models of the
stellar mass function to draw galaxies in the 2-dimensional
space of stellar mass and redshift. It is customary in the
galaxy community to parametrise the galaxy stellar-mass
function at fixed redshift intervals, rather than using a global
model with redshift-dependent terms. The Monte Carlo
method interpolates the mass functions between neighbour-
ing redshift intervals to provide continuous sampling in stel-
lar mass and redshift space. Each mock galaxy of stellar
mass M∗ is assigned a specific accretion rate, λ ∝ LAGN /M∗,
which is drawn in a probabilistic way from the distributions
derived in Appendix A. The corresponding AGN luminosi-
ties of mock galaxies are then estimated as LAGN = λ × M∗,
where in this application LAGN is the 2-10 keV X-ray lumi-
nosity, LX (2−10 keV). This approach generates mock galaxy
samples that follow the observed stellar mass function and
have AGN painted on them, with a (obscuration-corrected)
space density that is consistent with observations.
Each mock galaxy is assigned a redshift, a stellar
mass and an AGN luminosity. These parameters are com-
bined with empirical relations and statistical properties of
AGN and galaxies (e.g. the star-formation main sequence
Schreiber et al. 2015; UV to X-ray luminosity ratio of QSOs
Lusso et al. 2010), to generate Spectral Energy Distribu-
tions for the AGN emission and the stellar light. Each of
these spectral components are described in detail in the fol-
lowing sections. The total flux of mock sources in a given
spectral band is the sum of the two components.
2.1 AGN Spectral Energy Distribution
One of the properties of AGN that has a strong impact on
their observed Spectral Energy Distributions is the level of
obscuration along the line-of-sight. At X-ray wavelengths
this is parametrised by the atomic hydrogen column den-
sit y, NH , which measures the amount of intervening gas
(including metals) that absorbs or scatters X-ray photons.
The NH distribution of AGN has been studied extensively
as a function of redshift and accretion luminosity (e.g. Aky-
las et al. 2006; Ueda et al. 2014; Buchner et al. 2015; Aird
et al. 2015) to constrain the fraction of absorbed systems in
the Universe. In this work we adopt the parametrisation of
Aird et al. (2015). They model independently the luminosity
function of unobscured (log NH/cm−2 = 20 − 22) and mod-
erately obscured (log NH/cm−2 = 22 − 24; Compton thin)
AGN assuming they are described by a double power-law
with parameters that are allowed to evolve differently with
redshift for each of the two populations. These luminosity
functions are then partitioned to column densities assuming
that the fraction of AGN is constant in the each of the log-
arithmic intervals log NH/cm−2 = 20 − 21, 21 − 22, 22 − 23,
23 − 24. A population of Compton-thick AGNs with atomic
hydrogen columns log NH/cm−2 = 24−26 is also allowed. The
luminosity function of the latter population is tied to that
of moderately obscured AGN via a scaling factor, βThick ,
which represents the fraction of Compton thick AGN rela-
tive to the moderately obscured population. In our work we
adopt the flexible double power-law model for the evolution
of the AGN X-ray luminosity function using the best-fit pa-
rameters listed in Table 9 of Aird et al. (2015). The fraction
of Compton thick AGN in the model is set to βThick = 0.34.
The above assumptions on the AGN NH distribution
are consistent with the adopted total (i.e. corrected for ob-
scuration effects) X-ray luminosity function of Aird et al.
(2015), which, as described in the Appendix A, is used
to derive the corresponding specific accretion-rate distri-
butions. The important implication is that the mocks re-
produce the observed sky density of AGN as a function
of X-ray flux. We demonstrate this point by constructing
the cumulative number-count distribution of X-ray sources.
First, each mock AGN at redshift z with luminosity LX is
assigned in a probabilistic manner column densities based
on the above assumptions for the NH distribution. The ob-
served flux of each source is then estimated in the spectral
bands 0.5–2 and 2–10 keV. For the calculation of fluxes an
X-ray spectral model should be adopted. We assume that
the X-ray spectrum of AGN consists of an intrinsic power-
law with spectral index Γ that is transmitted through an
obscuring medium with column density NH that photoelec-
trically absorbs or Compton-scatters the X-ray photons. We
use the torus model of Brightman & Nandra (2011) to de-
scribe this process and produce the resulting X-ray spec-
trum. This model assumes a sphere of constant density with
two symmetric conical wedges with vertices at the centre of
the sphere removed. The opening angle of the cones is fixed
to 45 deg and the viewing angle of the observer is set to 87 deg
MNRAS 000, 1–21 (2020)
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Figure 1. Cumulative AGN number counts per square degree as
a function of X-ray flux in the soft (0.5-2 keV) and hard (2-10 keV)
bands. The observational results of Georgakakis et al. (2008) are
plotted as blue (0.5-2 keV) and black (2-10 keV) shaded regions.
The width of these regions corresponds to the Poisson uncertainty
in the number count distribution. The predictions of the model
presented in this paper are shown with the magenta curves for
the 0.5-2 keV (solid) and 2-10 keV (dashed) energy bands.
, i.e. nearly edge on. The power-law index of the intrinsic
power-law is set to Γ = 1.9. In addition to the transmit-
ted photons we also assume an additional soft component.
This is often observed in the X-ray spectra of obscured AGN
and may represent Thomson scattering of the intrinsic X-
ray emission off ionised material within the torus opening
angle (e.g. Guainazzi & Bianchi 2007). This soft component
is approximated by a power-law model with spectral index
Γ = 1.9 and normalisation that is fixed to 5% of the intrinsic
power-law spectrum. The resulting log N − log S in the 0.5-2
and 2-10 keV spectral bands is compared with observations
in Figure 1.
Next we describe the steps to generate multiwavelength
AGN SEDs from the basic parameters of the mock catalogue,
i.e. redshift, z, X-ray luminosity in the 2-10 keV band, LX ,
and atomic hydrogen column density, NH . This requires as-
sumptions on the overall shape of the intrinsic AGN SED
from the UV to the infrared, its absolute normalisation rel-
ative to the accretion luminosity at X-ray wavelengths, the
amount of dust along the line-of-sight and the wavelength
dependence of the extinction law.
In this work we adopt the composite intrinsic AGN
SED constructed by Shang et al. (2011) using a sample of
radio-quiet QSOs. Figure 2 compares this composite with
other observationally derived AGN SEDs in the literature.
The normalisation of the SED, which is needed to esti-
mate fluxes at different wavebands, is tied to the X-ray
luminosity. The correlation between monochromatic X-ray
[Lν(2 keV)] and UV [Lν(2500A˚)] luminosities (e.g. Steffen
et al. 2006; Just et al. 2007; Lusso et al. 2010) is used to link
the 2-10 keV luminosity of mock AGN with the UV/optical
regime. We adopt the (Lusso et al. 2010) bisector best-fit re-
Figure 2. Observationally derived AGN intrinsic SEDs. The
black line shows the mean composite SED constructed by Shang
et al. (2011), which is the one adopted in this work. The pink
region shows the 1σ scatter around the mean. The grey shaded
region shows the 1σ confidence interval of the mid-infrared SED
estimated by Symeonidis et al. (2016). Both these templates are
normalised at 1µm. The blue dashed curves provide a measure
of the diversity of the infrared QSO SEDs using two templates
from Polletta et al. (2007) with different infrared-to-optical flux
ratios. Both templates are normalised to be identical in the opti-
cal regime (SDSS quasar composite spectrum Vanden Berk et al.
2001). The infrared data are from a sample of 35 SDSS/SWIRE
quasars (Hatziminaoglou et al. 2005). The upper curve is obtained
by averaging in each wavelength bin the 25% brighter fluxes from
these sources and corresponds to the TQSO1 template of Polletta
et al. (2007). The lower curve is obtained by averaging in each
wavelength bin the 25% fainter fluxes of the sample and corre-
sponds to the BQSO1 template of Polletta et al. (2007).
lation log Lν(2 keV) = 0.760 log Lν(2500A˚) + 3.508. At a given
monochromatic optical luminosity we assume that the data
points scatter around the above relation following a Gaus-
sian distribution with standard deviation σ = 0.4 (loga-
rithm base 10). The normalisation of the template SED at
rest-frame 2500A˚ is used to calculate the optical fluxes of
mock AGN. At longer wavelengths however, this approach
may introduce systematics because of variations in the in-
trinsic shape of the AGN SEDs. For the near- and mid-
infrared fluxes we therefore normalise the template AGN
SED at 6 µm using the correlation between LX (2 − 10 keV)
and νLν(6 µm) luminosities of Stern (2015) with an adopted
scatter around the mean of 0.4 dex. This relation deviates
from linearity at high luminosities and is consistent with
recent findings for intrinsically low LX/νLν(6 µm) ratios for
luminous QSOs (Martocchia et al. 2017). Figure 2 compares
the adopted intrinsic AGN SED with constraints from stud-
ies that combine photometric/spectroscopic measurements
for individual sources from the literature to estimate the
average flux and the corresponding scatter as a function of
wavelength.
In this work we choose to link the obscuration measured
at X-rays with the extinction at longer wavelengths, UV,
MNRAS 000, 1–21 (2020)
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optical and near-inrfared. The challenge in this approach
is that the X-ray absorber may be spatially distinct from
the dusty medium that extincts the bulk of the UV/optical
photons, because of e.g. dust sublimation. Nevertheless, ob-
servations suggest a broad correlation between the hydro-
gen column density of the cold gas that absorbs the X-ray
photons and the optical reddening E(B − V) at the optical
part of the SED inferred from e.g. broad emission line ratios
(e.g. Burtscher et al. 2016). We adopt a mean gas-to-dust
ratio NH/E(B − V) = 6 × 1022cm−2mag−1, which is similar
to the median value of Maiolino et al. (e.g. 2001) and sig-
nificantly lower, by about 1 dex, than the Galactic value. It
is cautioned that large variations relative the above mean
relation are observed for individual sources (e.g. Burtscher
et al. 2016). This may indicate differences in the physi-
cal conditions of the absorber, e.g. dust-grain sizes, varia-
tions in the physical scales of the obscuring medium, e.g.
the presence of galactic-scale dust lanes along the line-of-
sight, the impact of variability due to no concurrent obser-
vational measurements at different wavelengths. We attempt
to partly mitigate these effects by introducing a log10 scat-
ter of 0.5 dex in the above dust-to-gas ratio relation when
assigning mock AGN optical redennings, E(B −V), based on
their atomic hydrogen column densities. The E(B−V) is then
translated to extinction at different wavelengths by adopting
the methodology described in Assef et al. (2010). At wave-
lengths λ < 3300A˚ the extinction law is represented by a
Small Magellanic Cloud curve based on the functional form
of Gordon & Clayton (1998) for the star AzV 18. At longer
wavelengths the Galactic extinction curve of Cardelli et al.
(1989) is adopted. The ratio of the V-band extinction to the
reddening, RV = AV /E(B − V), is fixed to RV = 3.1.
The extrapolation of the extinction law to the rest-
frame mid-infrared warrants some discussion as it directly
affects the detectability of heavily obscured AGN, i.e. those
above the Compton thick limit, in the WISE bands. It is
traditionally thought that the mid-infrared SED of AGN is
dominated by thermal radiation from a hot dusty medium
and hence may not be subjected to obscuration effects. This
is supported by the observational fact that many Compton
thick AGN in the local Universe closely follow the tight cor-
relation between intrinsic X-ray (2-10 keV) and mid-infrared
(12µm) luminosities of less obscured systems (Gandhi et al.
2009). At the same time however, radiative transfer calcula-
tions that describe how the intrinsic SED of AGN is modified
when it is transmitted through an obscuring medium (Silva
et al. 2004; Fritz et al. 2006) suggest that dense dust clouds
along the line-of-sight can absorb part of the emitted radi-
ation at the rest-frame mid-infrared. Figure 3 demonstrates
this point using the Fritz et al. (2006) radiative-transfer
models for the transmitted spectrum of AGN in the case
of toroidal geometries of the dust clouds. We assume a torus
opening angle of 60 deg, a ratio between external and in-
ternal radii of the torus of 30 and a constant dust density
distribution in the torus (Fritz et al. 2006, parameters β = 0
and γ = 0). For this demonstration two different values of the
(equatorial) optical depth of the above torus geometry are
adopted, τ(9.7µm) = 1 and 10, which correspond to hydrogen
column densities of NH ≈ 9×1022cm−2 and 9×1023 cm−2, re-
spectively. Figure 3 shows the resulting SEDs in the case of a
face-on Fritz et al. (2006, parameter ψ = 90) and an edge-on
(ψ = 0) viewing angles. High levels of line-of-sight obscura-
tion can significantly suppress the emerging radiation in the
mid-infrared. The discovery of heavily obscured (Compton
thick) AGN that appear sub-dominant in the mid-infrared
for their intrinsic (i.e. obscuration corrected) X-ray lumi-
nosity (Krabbe et al. 2001; Gandhi et al. 2015) supports the
above radiative-transfer model results. It therefore appears
that for at least a subset of the Compton thick AGN popula-
tion, absorption of the mid-infrared photons by an obscuring
medium affects their observed SEDs.
Based on the evidence above we choose to proceed with
two distinct model incarnations that correspond to different
assumptions on the form of the extinction law at rest-frame
mid-infrared, λ > 3µm, in an attempt to capture the diver-
sity of the observational results on the mid-infrared SEDs
of Compton thick AGN. The baseline model assumes that
the extinction in the rest-frame mid-infrared is zero, i.e.
Aλ/E(B −V) = 0 for λ > 3µm. This assumption is favourable
to Compton thick AGN. The limit λ = 3µm is chosen because
it represents the approximate wavelength beyond which the
thermal radiation dominates the SED of type-1 AGN. At
shorter wavelengths the accretion disk component (which
should be subjected to extinction) has a non-negligible con-
tribution to the total emitted radiation and becomes dom-
inant at about 1µm (Herna´n-Caballero et al. 2016, 2017).
Our AGN SED model does not discriminate between disk
and thermal components and therefore it is not possible
in the current implementation to apply distinct extinction
laws to each of them. Lowering below 3µm the wavelength
limit where Aλ/E(B − V) = 0 means that all the mock ob-
scured AGN have a non-negligible contribution from unat-
tenuated accretion-disk radiation in the rest-frame near-
infrared. In addition to the evidence above, observations of
nearby Seyferts further indicate that dust extinction sup-
presses even the thermal SED component of type-2 systems
at rest-frame near-infrared wavelengths (2.5µm Burtscher
et al. 2015). This further supports the choice of λ = 3µm as
the limit beyond which Aλ/E(B − V) = 0. Nevertheless, the
results and conclusions are insensitive to variations of this
parameter by about 20%, i.e. for wavelength in the approx-
imate range 2.5− 3.5µm. The second model version extrapo-
lates the extinction law described in the previous paragraphs
to the mid-infrared. Under this assumption the extinction
in the rest-frame 3.6 and 4.5µm are A3.6µm/E(B − V) = 0.16
and A4.5µm/E(B − V) = 0.11. It should be emphasised that
the two models differ primarily in the predicted fraction
of Compton thick AGN in the WISE bands. For less ob-
scured sources, NH < 1024 cm−2, the differences between the
two models are minimal. For that purpose in the following
sections we present results only for the baseline model (i.e.
Aλ/E(B − V) = 0 for λ > 3µm) and only discuss the compar-
ison of the two models in relation to Compton thick AGN
only.
2.2 Galaxy Spectral Energy Distribution
The estimation of the Spectral Energy Distribution of a
galaxy requires knowledge of its star-formation history, i.e.
the time variations of its instantaneous star-formation rate.
This record can be translated to a stellar population mix at
a given time. The luminosity of individual classes of stars
within the population can then be synthesised to determine
the overall energy emitted by the galaxy as a function of
MNRAS 000, 1–21 (2020)
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Figure 3. The SEDs of AGN transmitted through a toroidal ge-
ometry of dust and gas clouds under different assumptions for the
line-of-sight optical depth and the viewing angle. The results are
based on the radiative transfer models of Fritz et al. (2006). The
top panel shows the case of a torus with an (equatorial) optical
depth τ(9.7µm) = 1, which corresponds to hydrogen column densi-
ties of NH ≈ 9×1022cm−2. The dashed and solid curves are for face-
on and edge-on viewing angles respectively. The bottom panel is
for a torus with optical depth τ(9.7µm) = 10 ( NH ≈ 9×1023cm−2).
wavelength. The star-formation history of galaxies however,
can be complex and erratic (Ciesla et al. 2015) depending on
e.g. their position on the cosmic web, the frequency of galaxy
encounters and interactions, the supply of gas from cosmo-
logical scales, feedback mechanisms and stochastic processes
related to the secular evolution of galaxies. Because of the
complexity of the physics involved it is hard to make pre-
dictions on the star-formation history of individual galaxies.
This is even more challenging in the case of the mock galax-
ies considered here, for which the only information available
is their total stellar masses and redshifts. We therefore re-
sort to assumptions and empirical relations to infer spectral
energy distributions based on the information at hand.
The first step is to assign instantaneous star-formation
rates to mock galaxies by exploiting the empirically found
correlation between star-formation rate and stellar mass, of-
ten referred to as the Main Sequence of Star Formation.
Galaxies are split into star-forming and quiescent using the
analytic relations of Brammer et al. (2011), which estimate
the fraction of passive galaxies as a function stellar mass
and redshift. For stellar masses below M = 1010M, which
corresponds to the lower-limit of the parameter space stud-
ied by Brammer et al. (2011), we simply extrapolate their
analytic relation. The Schreiber et al. (2015) Main Sequence
relation is then used to assign star-formation rates to the
star-forming subset of the mock galaxy population. In this
exercise it is assumed that the star-formation rate at fixed
mass and redshift is normally distributed with scatter of
0.2 dex. The quiescent mock galaxies are simply assumed
to have star-formation rates 1 to 2 dex below the Main Se-
quence expectation.
Next we assume an analytic form for the star-formation
rate to infer the SEDs of galaxies using their assigned stel-
lar masses and star-formation rates as boundary conditions.
This approach is inverse of that usually followed by ob-
servers, whereby the broad-band SEDs of galaxies are fit
with analytic star-formation history models to infer phys-
ical parameters, such as stellar masses and star-formation
rates. We use an exponentially declining star-formation his-
tory law of the form
SFR(t) = A exp−t/τ, (1)
where A is the normalization, τ is the characteristic time-
scale of the exponential decay and SFR(t) is the instanta-
neous star-formation rate at time t after the formation of
the galaxy at t = 0. The stellar mass that corresponds to the
above star-formation history model is
M?(t) = A τ
(
1 − exp−t/τ ) . (2)
The goal is to infer for each mock galaxy the parameters
A, τ, t using Equations 1, 2 and the allocated SFR and M?
of the galaxy at the redshift z. Clearly this is an ill-posed
problem since there are 3 unknown parameters to be de-
termined from two equations. We simplify this exercise by
fixing τ. It is then possible to analytically determine t and
A that reproduce the assigned SFR and M? of each mock
galaxy. We also require that the assigned t does not exceed
the age of the Universe at the redshift of the mock galaxy,
i.e. t < tUniv(z). This constraint is important in the case of
quiescent galaxies with very low star-formation rates. If the
above relation is violated, then the τ is incrementally re-
duced and the estimation of t, A is repeated until the age
constraint above is fulfilled. Once the star-formation history
parameters are constrained for each mock galaxy we pass
Equation 1 to a stellar population synthesis code to gener-
ate the corresponding SEDs and estimate fluxes at different
wavebands. For this latter step the cigale code (Ciesla et al.
2015; Boquien et al. 2018) is used.
It is recognized that an issue of the approach outlined
above is the non-uniqueness of the inferred star-formation
histories. Diverse values of τ lead to different (A, t) pairs
that reproduce the SFR and M? of a mock galaxy. Never-
theless, there are strong aliases between the star-formation
history parameters and the resulting SEDs. Very different
combinations of A, τ, t can lead to very similar SEDs. Fig-
ure 4 demonstrates this point by comparing the magnitudes
(normalised to stellar mass) estimated by fixing τ to two
distinct values, 2 and 10 Gyr, in the methodology outlined
above. This figure shows that for the application described
in this paper the well-established degeneracies that plague
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attempts to age-date galaxies from their SEDs work in our
favour.
In practice, for the derivation of fluxes in different wave-
bands we fix τ = 10Gyrs. A 3-dimensional grid in redshift,
stellar mass and star-formation rate is generated and fluxes
are estimated for each (z, M?, SFR) point. Redshifts range
between 0.1 and 4.1 in steps of 0.1. Stellar masses take
values in the logarithmic interval logM? = (9, 13) with a
step δlogM? = 0.1. Star-formation rates are defined rela-
tive to the Main Sequence (Schreiber et al. 2015) at a given
(z, logM?) pair and vary between -2 dex below and +2 dex
above it in logarithmic bins of 0.1. For each (z, M?, SFR)
grid point the cigale stellar synthesis code estimates fluxes
in the ugrizJHKs filters as well as the WISE and IRAC
mid-infrared bands. The Bruzual & Charlot (2003) stellar li-
brary is used to synthesize stellar populations based on the
star-formation histories parametrised by Equation 1. The
Chabrier (2003) initial mass function is adopted, the metal-
licity is fixed to solar and the Bruzual & Charlot (2003)
stellar libraries are used. The stellar light is absorbed by
dust that follows the Calzetti et al. (2000) law with extinc-
tion E(B − V) = 0.4mag for the star-forming galaxies and
zero extinction for the passive galaxies. These choices are
motivated by the galaxy SED-fitting results in the COS-
MOS field (Scoville et al. 2007) presented by Laigle et al.
(2016). They find that the dust extinction distribution has
a mode in the range E(B−V) = 0.3−0.5mag for star-forming
galaxies with stellar mass logM?/M > 10 and that passive
galaxies typically have E(B −V) ≈ 0.0mag. We acknowledge
that these values are model dependent. They nevertheless
provide some guide on the choice of extinction for the mock
galaxies. We also choose not to adopt more complex dust ex-
tinction models that may include for example a dependence
on redshift or stellar mass, because of the lack of appropriate
empirical prescriptions.
The end-product of the SED-estimation step are look-
up tables that list for each redshift bin the mass-normalised
fluxes in the filters above as a function of specific star-
formation rate. Examples of such curves are shown in Figure
5. These curves are then used to assign fluxes via nearest-
neighbor interpolation to each mock galaxy with redshift z,
stellar mass M?, star-formation rate SFR and hence, spe-
cific star-formation rate sSFR = SFR/M?. The performance
of this approach is demonstrated in Figure 6. It shows the
distribution of model galaxies on the apparent magnitude
vs redshift plane at the stellar mass cut logM/M > 10.5 in
comparison with the observational results of Muzzin et al.
(2013) to the same stellar mass limit. Results are shown for
apparent magnitudes in the optical r-band and IRAC 3.6µm
filter. The mock galaxies broadly follow the observed dis-
tribution of magnitudes at a given redshift interval. Small
systematic offsets between the observations and the model
predictions or differences in the broadness of the distribution
at fixed redshift are also present. These discrepancies may
be associated with systematic offsets of 0.1 − 0.2dex in the
model vs the observationally determined stellar masses, un-
certainties in the photometric aperture corrections applied
to the observations, or differences in the mass-to-light ra-
tios of the stellar-population models, which are associated
to the adopted star-formation history parametrisation. Nev-
ertheless, to the zero order our approach of assigning SEDs
-11.0 -10.5 -10.0 -9.5 -9.0 -8.5 -8.0 -7.5
-0.4
-0.2
0.0
0.2
0.4
r-band
Ks-band
log sSFR (yr 1)
m
(m
ag
)
Figure 4. Difference in the magnitudes (normalised to stellar
mass) estimated by the stellar population synthesis model de-
scribed in the text for an exponential decay star-formation his-
tory with two different values of τ, 2 and 10 Gyr. The magnitude
difference is plotted as a function of the specific star-formation
rate. The red dotted and blue dashed lines correspond to the
near-infrared Ks-band and the optical r filter respectively. These
curves are estimated for a galaxy at a redshift z = 1. The grey-
shaded rectangle shows the 1σ extent of the Main Sequence (log
scatter 0.2) for a galaxy with stellar mass logM?/M = 10.
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Figure 5. r-band magnitude normalised to stellar mass plotted
as a function of specific star-formation rate for redshifts z = 0.5
and z = 1. The curves correspond to the models described in the
text. They assume an exponential declining star-formation history
to determine the fluxes in different bands using the instantaneous
stellar mass and star-formation rate as boundary conditions. Both
curves include reddening E(B −V ) = 0.4mag.
to galaxies produces mock samples that are broadly consis-
tent with observations.
3 RESULTS
3.1 Observed propertied of X-ray selected AGN
In this section the performance of the model described in
the previous section is assessed by making predictions on the
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Figure 6. The distribution of mock and real galaxies on the ap-
parent magnitude vs redshift plane. The top panel plots the op-
tical r-band magnitude. The bottom panel shows results for the
mid-infrared IRAC 3.6µm band. In both panels the blue shaded
regions and the red contours show the distribution of mock galax-
ies with stellar masses logM/M > 10.5. The contours encompass
68, 95 and 99.7% of the mock galaxies. The black dots are galax-
ies in the COSMOS field with photometry, redshifts and stellar
mass estimates from Muzzin et al. (2013). A stellar mass cut of
logM/M > 10.5 has also been applied to this data. We use the
galaxy stellar masses of Muzzin et al. (2013) determined for a
Chabrier (2003) initial mass function and the Bruzual & Charlot
(2003) stellar libraries.
multiwavelength photometric properties of AGN detected at
X-rays and then comparing with observations. For this ex-
ercise we use two recent extragalactic X-ray survey fields
with different depth and area characteristics, the XMM-
XXL (Pierre et al. 2016) and the COSMOS-Legacy (Civano
et al. 2016). The former is one of the largest contiguous
surveys (2 × 25deg2) carried out by the XMM-Newton to
a depth of fX ≈ 10−15 erg s−1 cm−2. The latter has a limit-
ing flux of ≈ 10−16erg s−1 cm−2 and represents relatively deep
surveys over smaller areas (≈ 2 deg2). For each field we con-
struct the magnitude distribution of the counterparts of X-
ray AGN in different wavebands, e.g. optical, near-infrared,
mid-infrared. The comparison of these distributions with the
model expectations requires the application of observational
selection effects to the mock catalogue. These include the
X-ray sensitivity of each survey field and the depth of the
corresponding photometric observations.
The X-ray selection function quantifies the probability
of detecting sources of a given flux. Because of instrumen-
tal effects, such as vignetting, the detection probability in-
creases smoothly from faint to bright fluxes. These variations
are well understood and can be estimated to a good level of
accuracy to generate X-ray sensitivity curves. For the XMM-
XXL and COSMOS-Legacy surveys we use the X-ray source
catalogues and corresponding sensitivity curves presented
by Liu et al. (2016) and Georgakakis et al. (2015), respec-
tively. For both fields the X-ray sensitivity curves are con-
structed using the methods described in Georgakakis et al.
(2008). For each mock AGN of a given X-ray flux the de-
tection probability is estimated from the sensitivity curve.
A random number between zero and one is generated and
if it is larger than the detection probability the mock AGN
is rejected. This methodology generates mock samples that
mimic the XMM-XXL or Chandra-Legacy X-ray selection
functions.
The multiwavelength properties of X-ray AGN can be
studied by associating them in a statistical manner with
photometric catalogues selected at different wavebands, e.g.
optical, infrared etc. The fraction of associations primarily
depends on the depth of the multiwavelength observations
and the choice of the photometric filters. Such selection ef-
fects need to be applied to the model before comparing the
predicted magnitude distribution of X-ray AGN to observa-
tions. It is therefore important to be able to quantify the
incompleteness of a photometric catalogue as a function of
magnitude. One approach to address this point is by com-
paring the observed incomplete number count distribution
of sources in a given sample (sky density of sources per mag-
nitude bin) with an unbiased expectation. The ratio between
the two distributions provides an estimate of the selection
function of the sample. In this paper we approximate the un-
biased (complete) count-rate distribution by exploiting the
fact that the observed logarithmic galaxy number counts can
be represented by a power-law. The slope of the power-law
may vary slowly with magnitude, but at least within rela-
tively small intervals it is assumed to remain constant. For
a given photometric survey we therefore construct the num-
ber counts as a function of magnitude. An example is plotted
in Figure 7) and shows the typical power-law form followed
by a turn-over at the faint-end, which is because of incom-
pleteness, i.e. the photometric limit of the specific survey. A
power-law functional form is fit to the number count distri-
bution (e.g. see Fig 7) for magnitudes in the range mto − 4
and mto − 1, where mto is the turnover magnitude beyond
which incompleteness dominates. The choice of magnitude
interval is to avoid incompleteness and provide an accept-
able representation of the faint-end slope of the logarithmic
number counts (e.g. avoid Euclidean-slope regime). The ex-
trapolation of the power-law fit to faint magnitudes that
are affected by incompleteness provides an estimate of the
unbiased expectation. The ratio between this and the ob-
served number counts approximates the selection function
of a photometric catalogue and is applied to the mocks to
mimic observational biases. In practice each mock galaxy is
MNRAS 000, 1–21 (2020)
Multiwavelength AGN properties 9
weighed by the inferred selection function of a photometric
catalogue. The weighted histogram of magnitudes is then
constructed and compared with the corresponding photo-
metric observations.
The identification of X-ray sources in the XMM-XXL
field with optical counterparts is presented in Georgakakis
et al. (2017a). They used the Canada-France Hawaii Tele-
scope Lensing Survey (CFHTLenS Heymans et al. 2012; Er-
ben et al. 2013) optical photometric catalogue (ugriz-bands)
selected in the i-band. The X-ray sources in the COSMOS-
Legacy survey are matched to the multiwavelength catalogue
of Laigle et al. (2016) that includes photometry from the
ultraviolet to the far-infrared. For this field it is therefore
possible to test the model performance in reconstructing
the magnitude distribution of X-ray AGN in near- and mid-
infrared wavebands. Also, at these longer wavelengths AGN
are typically associated with bright sources and therefore in-
completeness corrections are irrelevant. They do play a role
however, at shorter wavelengths, i.e. optical. The identifica-
tion of the COSMOS-Legacy X-ray fields with multiwave-
length counterparts is described in Appendix B.
Figures 8–10 compare the observed and simulated mag-
nitude distributions of X-ray selected AGN in the XMM-
XXL and COSMOS-Legacy survey fields. The soft (0.5-
2 keV) and hard (2-10 keV) band selected samples are plot-
ted separately. For the XMM-XXL the optical magnitude
distributions (r, i filters) are shown. Near- and mid-infrared
bands (Ks, Spitzer IRAC1) are also included in the case of
the COSMOS-Legacy field. In these figures the simulated
magnitude distributions are split into type-I and type-II
AGN contributions. The boundary between the two classes
is the column density limit log[NH/cm−2] = 22. As ex-
pected type-I AGN are offset to bright optical magnitudes,
where they dominate in the case of shallow fields like the
XMM-XXL. The type-II AGN contribution increases toward
fainter magnitudes. The interplay between the two popula-
tions yields a broad, nearly bimodal, r-band magnitude dis-
tribution in the case of shallow X-ray fields like the XMM-
XXL. In the near- and mid-infrared the type-I and II AGN
have nearly identical magnitude histograms. Overall there is
reasonable agreement between the observed and simulated
magnitude distributions of X-ray selected AGN. The basic
characteristics of the observations, e.g. broadness, peak of
the histograms, are roughly reproduced by the model.
3.2 Observed properties of the R75 WISE
selected AGN
In this section the predictions of the empirical model is
tested against the observed properties of AGN selected in
the WISE mid-infrared bands. We choose sources from this
mission because of the rich observational data available for
them (e.g. photometry, spectroscopy; Mateos et al. 2013;
Assef et al. 2013; Hainline et al. 2014; Assef et al. 2018;
LaMassa et al. 2019), which is a result of their apparent
brightness that facilitates follow-up studies. Among the dif-
ferent photometric criteria proposed in the literature for iso-
lating AGN among the WISE source population, we adopt
the one proposed by Assef et al. (2013) for compiling samples
with reliability 75% (R75 sample). This choice is motivated
by the availability of observational data that can be com-
pared with the model predictions. In particular, the SDSS-
Figure 7. The top panel plots the differential number counts in
the i-band (blue points). These are constructed using the Canada-
France Hawaii Telescope Lensing Survey (Heymans et al. 2012;
Erben et al. 2013) optical photometric catalogue in the XMM-
XXL field. The sample is affected by incompleteness at magni-
tudes fainter than i ≈ 25mag. This is manifested by the turnover
in the differential counts (blue points) beyond this magnitude
limit. The solid red line shows the best-fit power-law relation
to the observed number counts between magnitudes i = 20 and
24 mag, i.e. in a range unaffected by incompleteness. The red-
dashed lines shows the extrapolation of this relation to faint mag-
nitudes. It provides an estimate of the expected unbiased number
density of i-band selected sources as a function of magnitude. The
ratio between the best-fit power-law relation and the observed
counts (blue points) at faint magnitudes measures the complete-
ness of the optical observations, which can be used to approximate
the selection function of the specific dataset. This is shown in the
lower panel with the red curve.
IV special-plate spectroscopic programme in the Stripe82
field (LaMassa et al. 2019) includes R75 WISE-selected AGN
as prime targets. These observations resulted in the largest
spectroscopic sample of R75 WISE AGN to date to the op-
tical magnitude limit r ≈ 22.5mag. This is therefore an ex-
cellent observational resource for model comparisons.
Figure 11-left demonstrates the R75 selection wedge of
Assef et al. (2013) based on the W1, W2 photometric bands
of the ALLWISE catalogue. We reproduce this selection in
the model by first applying to the mock catalogue the ALL-
WISE photometric characteristics. This enables mimicking
the ALLWISE source detection and hence approximate the
selection function of the Assef et al. (2013) sample. The first
step to achieve this is to assign uncertainties to the mock
WISE photometry that are representative of the observed
ones. The ALLWISE data processing pipeline includes a
noise model that yields the 1σ rms photometric error, σWi ,
in each of the four WISE bands, i = 1, 2, 3, 4. This quantity
also defines the signal-to-noise ratio of individual sources
SNRWi =
δ fWi
fWi
=
2.5
σWi ln(10), (3)
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Figure 8. Magnitude distribution of X-ray AGN in the XMM-XXL field. The left panel shows the hard-band (2-10 keV) selected sample.
The right panel corresponds to XMM-XXL AGN selected in the soft (0.5-2 keV) band. In both panels the observations (Georgakakis
et al. 2017a) are shown with the black solid histogram, while the red solid line corresponds to the simulations described in text after
applying the appropriate observational selection effects (X-ray sensitivity, photometric completeness). The red solid histogram is further
broken down into the type-I (blue dashed) and type-II (magenta dotted) AGN contributions. Type-I or unobscured AGN are defined as
those with log[NH /cm−2] < 22. AGN with hydrogen column density above this limit are type-II or obscured.
Figure 9. Magnitude distribution of X-ray AGN selected in the soft-band (0.5-2 keV) of the COSMOS-Legacy field. The left panel shows
the r and i optical band histograms. The right panel plots the near-infrared (Ks) and mid-infrared (Spitzer IRAC1 3.6µm) wavebands. In
both panels the observations are shown with the black solid histogram. The red solid line corresponds to the simulations described in the
text after applying the appropriate observational selection effects (X-ray sensitivity, photometric completeness). The red solid histogram
is further broken down into the type-I (blue dashed) and type-II (magenta dotted) AGN contributions. Type-I or unobscured AGN are
defined as those with log[NH /cm−2] < 22. AGN with hydrogen column density above this limit are type-II or obscured.
where fWi , δ fWi are the flux and corresponding error of
the Wi band, respectively. The σWi is therefore directly
related to the source detection process. ALLWISE detec-
tions are required to have SNRWi > 5 in at least one band
(σWi < 0.22mag). In practice this cut translates to detection
magnitude limits of W1 = 18 and W2 = 16mag (Vega sys-
tem) in the ALLWISE catalogue. Detections in a given filter
have photometric measurements in other WISE bands if the
corresponding signal-to-noise ratio is SNRWi > 2 or equiva-
lently σWi < 0.54mag. This threshold defines secondary lim-
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Figure 10. Magnitude distribution of X-ray AGN selected in the hard-band (2-10 keV) of the COSMOS-Legacy field. The left panel shows
the r and i optical band histograms. The right panel plots the near-infrared (Ks) and mid-infrared (Spitzer IRAC1 3.6µm) wavebands. In
both panels the observations are shown with the black solid histogram. The red solid line corresponds to the simulations described in the
text after applying the appropriate observational selection effects (X-ray sensitivity, photometric completeness). The red solid histogram
is further broken down into the type-I (blue dashed) and type-II (magenta dotted) AGN contributions. Type-I or unobscured AGN are
defined as those with log[NH /cm−2] < 22. AGN with hydrogen column density above this limit are type-II or obscured.
its, W1 = 19 and W2 = 17.5mag (Vega system), for which the
W1−W2 colour can be measured in the ALLWISE catalogue.
The 1σ rms photometric error produced by the ALLWISE
noise model is a monotonic function of source magnitude.
This is shown in Figure 12, which plots the median σW1,
σW2 (w1sigmpro, w2sigmpro, parameters of the ALLWISE
catalogue) as a function of the W1, W2 magnitude (w1mpro,
w2mpro ALLWISE catalogue parameters) respectively. The
errorbars provide a measure of the scatter in each magnitude
bin. We use the magnitude dependence of the σWi in Figure
12 to assign signal-to-noise ratios and photometric errors to
mock sources and hence, approximate the ALLWISE cata-
logue selection.
We first assign 1σ rms errors, σW1, σW2, to the model
magnitudes W1, W2. These are estimated by fitting relations
of the form σWi = A + B e−Wi/C to the data points of Fig-
ure 12. For each mock AGN with magnitudes W1, W2 the
corresponding standard deviations σW1, σW2 are estimated
using the above parametric fits. Equation 3 is then used to
define the signal-to-noise ratio of mock sources. By thresh-
olding the model catalogue to SNRW1 > 5 or SNRW2 > 5 it
is possible to mimic the ALLWISE source detection process.
The standard deviations σW1, σW2 are also used to generate
Gaussian deviates, which represent the photometric uncer-
tainty in individual bands for each model source. These are
added to the mock photometric magnitudes W1, W2 of a
given source to supplement the model with noise character-
istics similar to those of the ALLWISE catalogue. For the
estimation of the W1−W2 color only sources with SNRW1 > 2
or SNRW2 > 2 should be used. This essentially translates to
filtering the catalogue to the magnitude limits W1 < 19 and
W2 = 17.5mag (Vega system). Figure 11-right plots the re-
sulting mock sample on the W1−W2 vs W2 plane. The over-
all distribution of the model sources in that figure resembles
the real observations on the left. There are however, differ-
ences. Firstly, the mock catalogue does not include Galactic
stars. As a result the observed ALLWISE population with
W1−W2 ≈ 0 that extends to bright W2 magnitudes is absent
from the model sample. Secondly the R75 selection wedge
in the mocks includes a higher fraction of apparently bright
(W2 < 13mag) AGN compared to the observations. This is
related to the bright-end [LX (2− 10 keV)>∼ 1044 − 1045 erg s−1]
slope of the X-ray luminosity function and the 6µm/X-ray
luminosity relation used to construct the model. A lower
space density of luminous X-ray AGN or a flattening of the
6µm/X-ray luminosity relation (less mid-infrared emission
at fixed X-rays) at the bright-end (e.g. Mateos et al. 2015),
both affect the number of mock AGN with apparent magni-
tude W < 13mag.
Having a mock R75 WISE AGN sample we can next
explore its optical magnitude and redshift distributions in
comparison with the observations presented in LaMassa
et al. (2019). Figure 13 presents the observed and model
r-band magnitude histograms of the R75 AGN. The obser-
vations use the Jiang et al. (2014) coadded photometry in
the Stripe82 area that reaches depths of r ≈ 25mag. The
empirical model predicts a bimodal r-band distribution sim-
ilar to the observed one. Figure 13 shows that the faint-
magnitude peak in the model consists primarily of obscured
type-II AGN, for which the optical bands are dominated
by stellar emission from the host galaxy. There is a transi-
tion from Type-II to Type-I AGN with increasing apparent
brightness.
The redshift distribution of the mock AGN sample
is plotted in Figure 14. This is compared with spectro-
scopic observations from the SDSS-IV special-plate QSO
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Figure 11. WISE W2 vs W1−W2 colour-magnitude plot. The panel on the left corresponds to the ALLWISE observations in the Stripe82
field presented by LaMassa et al. (2019). The panel on the right shows the distribution of mock sources on the colour-magnitude space
after applying the WISE selection function to the empirical model as described in the text.
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Figure 12. Measured ALLWISE photometric errors (1σ rms) in
theW1 andW2 filters as a function of magnitude. The data-points
represent the median photometric uncertainty within 0.4 mag in-
tervals. The errorbars represent the 16th and 84th percentile of
the photometric error distribution in each magnitude bin. The
blue dotted and red solid lines correspond to the best fit rela-
tion of the form σWi = A + Be
−Wi/C to the W1 and W2 bands
respectively.
programme presented by LaMassa et al. (2019). These data
are limited to the optical magnitude of r ≈ 23.5mag. At
fainter fluxes the signal-to-noise ratio of the SDSS spectra is
too low for reliable redshift estimates. This bias has to be ap-
plied to the model before comparing with the observations.
One approach to quantify this selection effect is to determine
the success rate of reliable redshift estimates from the SDSS
spectra as a function of magnitude. LaMassa et al. (2019)
have empirically measured this success rate defined as the
ratio of sources with reliable redshift estimates at a given r-
band magnitude and the total number of targeted sources at
the same magnitude (see their Figure 8). They find a smooth
transition from 100% redshift-success rate at r ≈ 21 to zero
at r > 23.5. This empirically determined relation provides ef-
ficiency factors that are used to weigh mock AGN based on
their model r-band magnitudes. The resulting weighted his-
togram is plotted in Figure 14. Both observations and model
show a prominent peak at z < 0.5 followed by a smooth de-
cline to higher redshifts. The low redshift peak of the model
is dominated by type-II AGN while type-Is extend to higher
redshifts. This is a combined effect of the optical spectro-
scopic magnitude limit (see for example Fig. 13) and dust
extinction that makes obscured AGN fainter that the ALL-
WISE magnitude limits. The latter is because the WISE
spectral bands sample the rest-frame near-infrared and op-
tical with increasing redshift, where the impact of dust red-
dening is substantial in the case of heavily obscured systems.
The model also predicts a sizeable contribution (about
30%) of low luminosity AGN, LX (2 − 10 keV) < 1042 erg s−1
to the low-redshift peak of Figure 14. These systems, mostly
star-forming galaxies, scatter into the R75 selection wedge
as a result of the photometric uncertainties affecting their
colours. If we had not added photometric noise to the model
W1, W2 magnitudes, these sources would not have made it
into the R75 wedge. They are therefore contamination to the
R75 AGN selection. Figure 15 shows that the typical AGN
luminosities of these sources are LX (2−10 keV) ≈ 1040 erg s−1,
i.e. comparable to the X-ray emission that stellar processes
in galaxies can produce (e.g. low and high-mass X-ray bina-
ries, Tremmel et al. 2013). Figure 16 demonstrates this point
by plotting for the mock galaxies in the WISE R75 selection
wedge the expected X-ray luminosity from stellar processes
based on the empirical relations of (Lehmer et al. 2016). The
majority of low-luminosity AGN in the WISE R75 wedge
are expected to have X-ray emission from stellar processes
in excess of their assigned AGN radiative output. The AGN
emission component in these mock galaxies is therefore sub-
dominant and cannot explain their position on the W1 −W2
vs W2 colour-magnitude plane. Figure 15 also reveals a sec-
ond cloud of low luminosity AGN that contaminate the R75
wedge at redshifts 1<∼ z <∼ 2.5. In terms of fraction relative
to the total R75 population at these redshifts however, this
second cloud is not as significant (see Figure 14). The low-
luminosity AGN population [LX (2 − 10 keV) < 1042 erg s−1]
at all redshifts corresponds to about 20% of the mock R75
sources. It is also worth highlighting in Figure 14 the tran-
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sition from Type-II AGN at z < 1 to Type-I AGN at higher
redshifts.
An important observational constrain on the multi-
wavelength properties of AGN is the overlap of samples se-
lected independently at different parts of the electromag-
netic spectrum. Of particular interest in that respect is the
comparison between mid-infrared and X-ray selected AGN
samples, since these wavelengths are believed to provide
complementary views of the active black hole population.
Observationally, it is shown that the level of overlap be-
tween X-ray and mid-infrared samples depends on the rela-
tive flux limits at the two wavelength regimes (e.g. Park et al.
2010; Donley et al. 2012; Mendez et al. 2013). We choose to
compare the empirical model predictions with the Stripe82X
sample presented by LaMassa et al. (2019). We find that 11%
(339/3325) and 20% (651/3325) of the R75 WISE-selected
AGN in that sample have X-ray counterparts in the hard
(2-10 keV) and soft (0.5-2 keV) bands of the Stripe82X sur-
vey respectively (see Appendix C for details). This fraction
should be compared with 17% (2-10 keV band) and 30%
(0.5-2 keV band) X-ray overlap predicted by the empirical
model. For this estimate the observationally derived X-ray
sensitivity curve of the Stripe82X (Appendix C) in the hard
(2-10 keV) and soft (0.5-2 keV) bands have been applied to
the model to select a mock X-ray sample that resembles the
Stripe82X detection. It is then possible to estimate the frac-
tion of R75 AGN in the model that have X-ray counterparts
in the Stripe82X-like sample. The model predicts a factor of
about 1.5 more X-ray/WISE AGN associations compared to
the observations. This discrepancy suggests a population of
X-ray–faint sources within the WISE R75 selection wedge
that cannot be reproduced by the current parametrisation
of the empirical model. These could be either intrinsically
X-ray–faint (e.g. Martocchia et al. 2017) or heavily obscured
AGN. We explore each of these possibilities separately.
A population of intrinsically X-ray faint AGN that was
not included in our baseline empirical model would have
a measurable effect on the predicted vs observed fraction
of X-ray associations among unobscured (Type-I) AGN. In
the Stripe82X survey, type-I AGN are defined as those with
broad optical emission lines based on the visual classifica-
tion of their SDSS optical spectra described in LaMassa
et al. (2019). The fraction of X-ray (0.5-2keV) associations
for the type-I subsample of the R75 WISE selected AGN
in the Stripe82X survey is 48% (513/1058). This fraction
should be compared with the empirical model prediction of
72% (0.5-2 keV band), i.e. a factor of 1.5 higher than the
observations. This estimate assumes that type-I mock AGN
are those with log NH/cm−2 < 22. Lowering the threshold
to log NH/cm−2 < 21.5 (e.g Merloni et al. 2015) has no
effect on the measured fraction. In the model type-I R75
WISE AGN are dominated by optically bright (r <∼ 22.5mag)
sources where the optical spectroscopic completeness of the
SDSS-IV special-plate QSO programme has close to 100%
completenees. We therefore choose not to apply such correc-
tions to the model predictions. This comparison shows that
the difference in the fraction of X-ray/WISE associations be-
tween observation and model pertains to type-I AGN. This
can be interpreted as evidence for a population of intrinsi-
cally X-ray faint AGN beyond the baseline model assump-
tions on the scatter in the LX (2 − 10 keV) − νLν(6 µm) and
Lν(2 keV) − Lν(2500A˚) correlations.
An alternative possibility for reducing the fraction of X-
ray/WISE associations in the R75 wedge is to allow heavily
obscured and hence X-ray faint AGN to be selected in the
mid-infrared. The baseline model does predict a (small) frac-
tion of Compton-thick (X-ray-faint) AGN within the WISE
R75 selection wedge (see next section). The number of these
sources however, has to be increased by a factor of 1.5 to
accommodate the observed (low) fraction of X-ray/WISE
associations. This can be accomplished for example, if the
parent population of Compton think AGN is increased by
that factor compared to the baseline model assumption,
βThick = 34%.
Despite the issues discussed above we use the baseline
parametrisation of the empirical model to predict the frac-
tion of R75 WISE sources that have X-ray counterparts
above a given flux limit, as well as the fraction of X-ray
sources at a given limit that lie within the R75 wedge. These
curves are plotted as a function of X-ray flux in Figure
17. Even at very faint X-ray fluxes not all the R75 WISE
AGN have X-ray counterparts. This is related to contam-
ination of the R75 wedge by non-AGN or low luminosity
AGN. Also, the fraction of X-ray selected AGN that lie
within the R75 wedge decreases rapidly from about 100%
at fX (0.5 − 2keV) > 3 × 10−14 erg s−1 cm−2 to about 5% at
fX (0.5 − 2keV) > 10−16 erg s−1 cm−2.
3.3 Inferred properties of the R75 WISE selected
AGN
In this section the baseline parametrisation of the empirical
model is used to explore the intrinsic properties of the R75
WISE mock AGN population, including line-of-sight obscu-
ration, Eddington ratios and host galaxy characteristics.
A motivation for the development of the empirical
model presented in this work is to explore the incidence
of obscured sources among the WISE mid-infrared selected
AGN population. The top panel of Figure 18 plots for the
baseline model (Aλ = 0 for λ > 3µm) the distribution of
WISE R75 AGN on the LX vs NH plane. There is a sharp
drop in the density of sources at NH > 1024 cm−2. This is
because the WISE W1-band corresponds to the rest-frame
mid-infrared (2.2µm) at redhifts z >∼ 0.7. At these rest-frame
wavelengths the dust extinction is substantial in the case of
Compton thick levels of obscuration [A(2.2µm)/E(B − V) =
0.35]. In our model these sources are therefore expected
to have mid-infrared colours/magnitudes dominated by the
host galaxy and hence, lie outside the R75 AGN selection
wedge and/or fainter that the WISE limits. The paucity of
sources at NH > 1024 cm−2 is more striking for the version
of the semi-empirical model in which the extinction curve
is extrapolated to the mid-infrared. This is demonstrated in
the middle panel of Figure 18. In this case the extinction
in the W1, W2 bands is large at all redshifts for Compton
thick levels of obscuration. The sharp cut in the number
of sources with NH > 1024 cm−2 for both model versions
is further demonstrated in the bottom panel of Figure 18.
It plots the NH distribution of the baseline model vs the
one with mid-infrared extinction. We caution that the low
number density of Compton thick AGN predicted by the
model is a direct consequence of the choice to link the hy-
drogen column density NH , which affects the X-ray spec-
trum, with the extinction at longer wavelengths via the lin-
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ear relation NH/E(B − V) = 6 × 1022cm−2mag−1. Relaxing
this requirement by e.g. introducing (substantial) scatter,
will impact the detectability of heavily obscured AGN in
the WISE bands. A feature of the top and middle panels
of Figure 18 is the large number of low luminosity AGN
[LX (2− 10 keV) < 1042 erg s−1] that extend into the Compton
thick regime. These are contaminating sources that spuri-
ously enter the R75 selection wedge as a result of photomet-
ric uncertainties affecting their colours/magnitudes. The ob-
scuration therefore does not play any role on whether these
sources lie in the R75 selection region. The fact that there
are less Type-I sources among the contaminating low lumi-
nosity AGN population simply reflects the low fraction of
such systems at the faint-end of the X-ray luminosity func-
tion of Aird et al. (2015).
Next we explore the WISE R75 AGN selection function
and its dependence on X-ray luminosity, redshift and hydro-
gen column density. Figure 19 shows the distribution of the
R75 completeness on the X-ray luminosity vs redshift plane.
Each panel corresponds to a different hydrogen column den-
sity interval NH = 20 − 22, 22 − 23, 23 − 24 and 24 − 26 cm−2.
The completeness is defined as the fraction of the total AGN
population at a given z, LX and NH bin that lies within
the R75 selection wedge. The somewhat erratic behaviour
of the upper bound (bright LX) of the completeness regions
in Figure 19 is because of shot noise associated with the low
number of AGN at such bright luminosities predicted by
the X-ray luminosity function model. Figure 19 shows that
the WISE R75 completeness is a complex function of red-
shift and AGN physical parameters. A general remark is that
the R75 selection is sensitive to powerful AGN with typical
luminosities LX (2 − 10 keV)>∼ 1044 erg s−1. In detail however,
the completeness at fixed luminosity decreases with either
increasing column density or increasing redshift. It is nev-
ertheless possible to identify regions of the parameter space
that are highly complete (>80%) to high column densities,
NH ≈ 1024 cm−2, e.g. log LX (2 − 10) > 44.5 (erg/s) and z < 1.
In the case of Compton thick AGN the baseline model pre-
dicts that the vast majority lie at low redshift, z <∼ 0.7. This
is the limit where the WISE W1-band moves into to the
near-infrared (≈ 2.2µm) and the observed AGN radiation
is affected by dust extinction. The low-redshift Compton
thick AGN (NH > 1024 cm−2, LX (2 − 10 keV) > 1042 erg s−1)
predicted by the baseline model are optically bright (me-
dian r ≈ 21mag) and have a sky number density of about
12 deg−2. This population of Compton thick AGN is essen-
tially absent from the model version in which the extinction
law is extrapolated to the rest-frame mid-infrared.
Finally we explore the physical properties of the WISE
selected AGN predicted by the mock to get insights into the
type of galaxies that host such systems. Figure 20 plots the
distribution of R75 WISE AGN on the specific SFR (sSFR)
vs stellar mass plane. The sSSFR is normalised to the main
sequence expectation for the redshift and stellar mass of each
galaxy based on the empirical relation of Schreiber et al.
2015. For comparison also plotted in Figure 20 is the overall
galaxy population in the mock. The R75 WISE AGN are
skewed to massive galaxies (distribution peaks at 1011 M)
relative to the general galaxy population. This is a selec-
tion bias. At fixed specific accretion rate, AGN in less mas-
sive galaxies are not sufficiently bright to make it above
the R75 flux limits. There is clear division between star-
Figure 13. Optical r-band magnitude distribution of R75 WISE
AGN. The dashed black curves shows the observations in the
Stripe82X field presented by LaMassa et al. (2019). The red his-
togram corresponds to the simulations described in text. This
is further broken down into the type-I (blue dashed) and type-II
(magenta dotted) AGN contributions. Type-I or unobscured AGN
are defined as those with log[NH /cm−2] < 22. AGN with hydrogen
column density above this limit are type-II or obscured.
forming and passive galaxies in Figure 20, which is imposed
by our modeling assumptions. Also by construction AGN
are drawn from the general galaxy population and therefore
share the star-formation properties of this parent sample.
The apparent higher fraction of passive galaxies among the
R75 WISE AGN sources relative to galaxies in Figure 20 is
because of the different mass distribution of the two popu-
lations. Therefore in our modeling the R75 WISE AGN are
not skewed to star-forming galaxies. However, star-forming
galaxies is the main source of contamination, especially at
low redshift, z < 0.5.
Figure 21 plots the distribution of the R75 WISE AGN
on the specific accretion rate (defined in Equation A3) vs
stellar mass plane. There a clear preference for high-specific
accretion rates, log λEdd ≈ −0.5. Also evident in this figure
is the tail extending to very low specific accretion rates. This
corresponds to the contamination of the R75 selection wedge
by star-forming galaxies.
4 DISCUSSION
A forward-modeling approach is presented to explore the
multiwavelength properties of AGN and study the selec-
tion function of samples identified at different parts of the
electromagnetic spectrum. The starting point of the model
development is the X-ray luminosity function of AGN and
the assumption that X-rays provide an unbiased view of the
active black-hole population at both low luminosities and
high levels of obscurations. It is further assumed that ac-
cretion events populate galaxies in a probabilistic way with
duty cycles that depend on the specific accretion rate (accre-
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Figure 14. Redshift distribution of R75 WISE AGN. The black
dashed line shows the observations in the Stripe82X field pre-
sented by LaMassa et al. (2019). The red solid-line histogram
corresponds to the simulations described in text after weighing
each mock AGN with the r-band dependent spectroscopic com-
pleteness of the Stripe82X observations. The red solid histogram
is further broken down into the type-I (blue dashed) and type-II
(magenta dotted) AGN contributions. Type-I or unobscured AGN
are defined as those with log[NH /cm−2] < 22. AGN with hydrogen
column density above this limit are type-II or obscured.
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Figure 15. Distribution of mock R75 AGN on the X-ray lumi-
nosity vs redshift plane. Red dots correspond to individual mock
sources.
tion luminosity normalised by stellar mass). These basic as-
sumptions allow seeding the stellar mass function of galaxies
with AGN X-ray luminosities. Empirical relations are then
used to associate the physical properties of the mock AGN
(e.g. accretion luminosity) and galaxies (e.g. stellar mass)
with spectral energy distributions and hence construct the
multi-wavelength properties of the population. The various
assumptions adopted to build the model can then be tested
by comparing the model predictions with the observed prop-
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Figure 16. X-ray AGN luminosity of the mock R75 WISE AGN
as a function of the expected X-ray luminosity from stellar pro-
cesses. The latter is estimated using the Lehmer et al. (2016)
empirical relation between X-ray luminosity, stellar mass, star-
formation rate and redshift. The dashed black line shows the
one-to-one luminosity relation. The majority of low luminosity
AGN in the R75 selection wedge of Assef et al. (2013) lie below
the dashed line. Their expected X-ray emission from stellar pro-
cesses (mostly star-formation) exceeds the luminosity produced
by the accretion flow onto the central supermassive black hole.
Figure 17. Fraction of X-ray/WISE associations as a function
of flux limit in the hard (2-10 keV; dashed curves) and soft (0.5-
2 keV; solid line) energy bands. The blue set of curves correspond
to the fraction of X-ray sources associated with WISE R75 AGN
above a given flux limit. This fraction increases with decreasing
X-ray flux. The red set of curves show the fraction of R75 WISE
sources among the X-ray selected AGN at a given flux limit. The
model predicts that nearly 100% of the X-ray AGN lie in the
WISE R75 wedge at bright fluxes, fX >∼ 10−12 erg s−1 cm−2.
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Figure 18. The top panel shows the distribution of mock WISE
R75 sources in the 2-dimensional space of hydrogen column den-
sity and intrinsic X-ray luminosity in the 2-10 keV band for the
baseline model with A(> 3µm) = 0. Each dot on this diagram cor-
responds to a source in the model that fulfills the WISE R75 selec-
tion criteria. The middle panels corresponds the same parame-
ter space but in the model version that extrapolates the extinction
curve to the mid-infrared. The bottom panel compares the cor-
responding 1-dimensional NH distribution of the two models by
collapsing the top and middle diagrams along the luminosity axis.
erties of AGN at different parts of the electromagnetic spec-
trum.
The predictive power of this generic approach is demon-
strated on the specific problem of the selection of AGN in the
mid-infrared using photometric observations from the WISE
mission. Among the different criteria proposed in the liter-
ature to identify AGN within the WISE photometric bands
we choose to test the R75 selection of Assef et al. (2013) be-
cause of the rich set of supporting observations available for
this class of sources (e.g. LaMassa et al. 2019). For this spe-
cific exercise the model can reproduce two key observational
properties of the population, the bimodal optical magnitude
distribution in the r-band and the prominent peak of the
redshift distribution at z < 0.5. It is then possible to use the
model to get insights on the origin of these observational
results.
The bimodal optical magnitude distribution is the result
of the transition from type-I (unobscured) AGN at bright
magnitudes to type-II (obscured) sources at faint fluxes. For
the latter population the observed optical light is predomi-
nantly stellar emission from the host galaxy. The clear dis-
tinction between obscured and unobscured WISE AGN in
their optical properties, as opposed to e.g. X-ray AGN (see
Figures 8, 9 and 10), is because of the relatively bright ac-
cretion luminosities of the selected systems. The R75 WISE
sample is dominated by AGN with LX >∼ 1044 erg s−1 (e.g. see
Figures 15, 19). This results in a clear separation between
type-I AGN, which appear optically bright, and obscured,
for which only stellar emission is observed. In contrast, X-ray
selected AGN samples include a large fraction of moderate
and low-luminosity AGN, with the net effect being a smooth
optical magnitude distribution with no obvious distinction
between Type-Is and Type-IIs.
A prediction of the model is the high level of contam-
ination of the WISE R75 selection wedge by star-forming
galaxies at low redshifts. This is manifested by the promi-
nent peak in the redshift distribution of the population at
z < 0.5 (see Figure 14), which is also present in the sample of
LaMassa et al. (2019). In the model about 35% of the R75-
wedge sources at z < 0.5 are associated with star-forming
galaxies that host low-luminosity AGN, LX << 1042 erg s−1.
This fraction should be compared with the optical spectro-
scopic analysis of LaMassa et al. (2019) that showed that
about 50% of the z < 0.5 WISE sources within the R75
wedge have line ratios consistent with those of star-forming
galaxies. From the remaining half, about 2/3 are classified as
AGN/star-forming composites and 1/3 have line ratios typ-
ical of Type-II Seyferts. In our empirical model, the source
of contamination is photometric uncertainties affecting the
W1−W2 colours of star-forming galaxies thus, making them
scatter into the R75 selection wedge. Because of the large
number of star-forming galaxies within the WISE popula-
tion, there is a large pool of sources that can potentially
scatter into the wedge. Switching off the photometric incer-
taities in the model eliminates this source of contamination.
The redshift distribution of the contaminating population,
which is skewed to z < 0.5, is related to relatively bright
magnitude cut of the WISE sample.
The empirical model presented in this work produces a
higher fraction (factor of 1.5) of X-ray associations among
the WISE R75 AGN population compared to observations.
This inconsistency questions some of the assumptions on
which the model is built and suggests a relatively large pop-
ulation of apparently X-ray weak AGN within the WISE R75
wedge. This can be achieved either by allowing a fraction of
intrinsically X-ray faint active black holes or by increasing
the fraction of Compton thick (and hence apparently X-ray
faint) AGN in the WISE R75 selection wedge.
The first option is supported by the fact that the ob-
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Figure 19. Completeness of the WISE R75 AGN selection in the 2-dimensional space of X-ray luminosity (2-10 keV band) and redshift.
The completeness is defined as the ratio of the number AGN in bins of LX , z and NH that lie within the WISE R75 selection wedge and
the total number of AGN in the simulation within the same LX , z and NH bins. Each panel corresponds to a different hydrogen column
density interval log NH /cm−2 = 20− 22, 22− 23, 23− 24 and 24− 26. The colours correspond to different levels of completeness fractions as
indicated in the colour bar.
served fraction of X-ray associations within the WISE broad-
line AGN population (i.e. Type-Is) is also lower than the
empirical model prediction. The discrepancy between model
and observations for the type-I class of sources is similar to
that for the total population, i.e. factor of 1.5. This suggests
that the disagreement is related to the scatter and overall
shape of the LX − L6µm relation. There is indeed increasing
evidence for significant deviations from linearity for the most
powerful QSOs, in the sense that the X-ray luminosity in-
creases slower than the mid-infrared one (Stern 2015; Chen
et al. 2017; Martocchia et al. 2017). A non-linear LX − L6µm
relation is adopted in this work and therefore the X-ray
weakness of AGN at bright accretion luminosities is already
accounted for in the analysis. This leaves the possibility of
increasing the fraction of intrinsically X-ray faint AGN by
increasing the scatter of the LX − L6µm relation. It is found
that a scatter of ≈ 0.8 could reduce the fraction of X-ray as-
sociations in the WISE R75 wedge close to the observed one,
at least in the case of the Stripe82X field. This is however,
much larger than the value of 0.3-0.4 typically quoted in
the literature (e.g. Mateos et al. 2015), although that does
not exclude the possibility of a population of intrinsically
faint AGN that are underrepresented in current X-ray flux-
limited samples. Such a class of sources are for example, the
Broad Absorption Line (BAL) QSOs that represent about
15% of optically selected quasars. They are believed to in-
clude intrinsically X-ray weak systems relative to their UV
luminosity (e.g. Luo et al. 2014; Kollatschny et al. 2016),
and are also likely to be outliers in the LX − L6µm relation
(e.g. Del Moro et al. 2016). Another class of sources that of-
ten appear X-ray weak relative to their UV luminosity as a
result of extreme X-ray variability are high Eddington-ratio
sources, such as narrow-line Seyferts 1 (Miniutti et al. 2012;
Liu et al. 2019). It is unclear however, whether the fraction
of super-Eddington AGN or BAL QSOs within the ovarall
population is sufficiently high to substantially increase the
scatter in the LX − L6µm relation. Nevertheless, WISE se-
lected AGN are likely to include a non-negligible fraction
of high-Eddington ratio sources, e.g. Figure 21. A detailed
investigation of the X-ray properties of broad-line (i.e. not
type-2) WISE selected AGN can provide constraints on their
LX − L6µm and Lν(2 keV) − Lν(2500A˚) relations.
An alternative possibility to reduce the fraction of X-ray
sources in the WISE R75 wedge is to allow a large fraction of
heavily obscured AGN. This can be achieved for example, by
increasing the fraction of Compton thick AGN in the X-ray
luminosity function above the current assumption of 34%,
or by increasing the scatter in the relation that links X-ray
obscuration to optical extinction beyond the adopted value
of 0.5 dex. Relaxing the above model assumptions would al-
low heavily obscured and hence, X-ray faint, sources to be
selected by the WISE R75 criteria. There is indeed evidence
for a potentially large population of heavily obscured, possi-
bly Compton Thick AGN, among the WISE population (e.g.
Assef et al. 2015; Mountrichas et al. 2017; Yan et al. 2019).
The SDSS spectroscopic follow-up programme presented by
LaMassa et al. (2019) also revealed a non-negligible number
of WISE R75 sources that are optically faint (r >∼ 22mag), lie
at redshifts z <∼ 1 and are spectroscopically identified by their
prominent [OII] 3727 emission lines. These sources are prime
candidates for heavily obscured AGN. Our baseline model
predicts that the most heavily obscured, Compton thick,
WISE AGN are at low redshift, z <∼ 0.6 (see Fig. 19) and
relatively optically bright. The top panel of Fig. 22 demon-
strates the latter point by plotting the r-band distribution of
the Compton thick AGN population predicted by the model.
Observationally, the identification of such AGN needs to ac-
count for the relatively high level of contamination of the
WISE R75 AGN selection by star-forming galaxies at red-
shifts z <∼ 0.6 (s1ee Fig. 14). One approach to achieve this is
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Figure 20. Distribution of mock WISE R75 sources in the 2-
dimensional space of stellar mass and normalised specific star-
formation rate in comparison to the overall galaxy population in
the simulation. For a given stellar mass and redshift the sSFR
is normalised to the Main Sequence value defined by Schreiber
et al. (2015). Star-forming galaxies are scattered around a mean
normalised sSFR of zero. Passive galaxies are offset to 2 dex below
the main sequence. The contours and blue-shaded regions show
the galaxy distribution. Darker colours correspond to a higher
density of sources. The contours enclose 68, 95 and 99.7 per cent
of the population. The red dots are mock galaxies within the
WISE R75 selection wedge. The histograms above and on the
right of the central panel show 1-dimensional slices through the
parameter space of stellar mass and normalised star-formation
rate. The black solid-line is for the overall galaxy population.
The red-hatched histogram corresponds to WISE R75 selected
sources.
via diagnostic optical emission-line ratios (e.g. Kewley et al.
2001) to separate star-forming galaxies from Seyfert-2s. Ob-
servations at hard X-rays can also provide useful information
on the nuclear activity of a galaxy and the level of line-
of-sight obscuration. The bottom panel of Figure 22 shows
the expected 2-10 keV X-ray flux distribution of the Comp-
ton thick AGN predicted by the model. The expected fluxes
have already been reached in deep X-ray survey fields, e.g.
COSMOS-Legacy (Civano et al. 2016). Study of the X-ray
spectral properties of WISE selected AGN in such fields can
test the baseline model predictions for the demographics of
Compton thick AGN in the WISE R75 wedge.
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Figure 21. Distribution of mock WISE R75 sources in the 2-
dimensional space of stellar mass and specific accretion rate in
comparison to the overall galaxy population in the simulation.
The specific accretion rate (λ = LX /M∗) is converted to Ed-
dington ratio via Equation A3. The contours and blue-shaded
regions show the galaxy distribution. Darker colours correspond
to a higher density of sources. The contours enclose 68, 95 and
99.7 per cent of the population. The red dots are mock galax-
ies within the WISE R75 selection wedge. The histograms above
and on the right of the central panel show 1-dimensional slices
through the parameter space of stellar mass and specific accre-
tion rate. The black solid-line is for the overall galaxy population.
The red-hatched histogram corresponds to WISE R75 selected
sources.
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APPENDIX A: DERIVATION OF SPECIFIC
ACCRETION-RATE DISTRIBUTIONS
The determination of specific accretion rate distribution of
AGN can be treated as a deconvolution problem. Given a set
of measurements of the AGN luminosity function [φ(LX, z)]
at different redshifts, z, and knowledge of the stellar mass
function of galaxies [ψ(M, z)], one can recover the specific
accretion rate distribution [P(λ, z)] via the relation
φ(LX, z) =
∫
ψ(M, z) P(λ, z) d logM, (A1)
where M is the stellar mass of galaxies, LX is the X-ray
luminosity produced by the accretion event. The AGN lu-
minosity function in the equation above is represented by
measurements at X-ray wavelengths. The P(λ, z) is a prob-
ability density function, i.e., integrates to unity at a given
redshift
∫ λmax
λmin
P(λ, z) d log λ = 1, (A2)
where λmin, λmax is the range of specific accretion-rate dis-
tributions within which the P(λ, z) is defined. The quantity
λ is a scaled version of the specific accretion rate designed
to resemble the Eddington ratio under the assumptions that
the black hole mass is related to the stellar mass of the
AGN host galaxy and the X-ray luminosity is proxy of the
bolometric AGN luminosity. It is emphasized that this scal-
ing is done to provide a qualitative link to the Eddington
ratio and help visualise the overall shape of the P(λ, z) rela-
tive to the Eddington limit (e.g. Georgakakis et al. 2017b).
It has no impact on the generation of mocks because the
quantity used is the X-ray specific accretion rate, LX/M∗,
which is inferred observationally independent of any bolo-
metric corrections or black-hole scaling relations. For sim-
plicity we adopt a redshift-independent scaling relation be-
tween black hole mass and stellar mass, MBH = 0.002M
(Marconi & Hunt 2003). The scatter in this relation is ig-
nored. A single X-ray bolometric conversion factor is further
adopted, Lbol = 25 LX (2 − 10 keV) (Elvis et al. 1994). Under
these assumptions the specific accretion rate is estimated as
λ =
25 LX (2 − 10 keV)
1.26 × 1038 0.002M . (A3)
For the stellar mass function of galaxies in Equation A1
we adopt the parametrisation of Ilbert et al. (2013). They
use two Schechter functions (Press & Schechter 1974) with
parameters evolving with redshift to represent the total
mass function of galaxies in different redshift slices between
z = 0 and z = 4. The ψ(M, z) at any given redshift is de-
termined by interpolating the corresponding mass functions
in neighboring redshift bins. In Equation A1 the X-ray lu-
minosity function is represented by the point estimates of
Aird et al. (2015). They determine the obscuration-corrected
space density of AGN in bins of X-ray luminosity and within
twelve redshift slices between z = 0 to z = 7. Their analysis
accounts for observational biases arising from moderate lev-
els of the AGN line-of-sight obscuration. Quantitatively this
corresponds to equivalent hydrogen column densities of up to
NH ≈ 1024 cm−2, i.e. what is often referred to as the Compton
thin limit. For higher levels of obscuration, NH > 1024 cm−2
(Compton thick), the detectability of AGN in X-ray observa-
tions is severely biased and hence, the whereabouts of such
sources is still debated. In this work we follow Aird et al.
(2015) and assume that the fraction of AGN in the inter-
val NH = 1024 − 1026 cm−2 is 34% of the space density of
moderately obscured sources (NH = 1022 − 1024 cm−2). This
is within the range proposed by recent studies (e.g. Ajello
et al. 2012; Buchner et al. 2015; Akylas et al. 2016). The red-
shift and luminosity dependence of this fraction is still not
well constrained by observations. In our analysis we there-
fore choose to ignore such dependences and simply add a flat
fraction to the point-estimates of the AGN space densities
presented by Aird et al. (2015).
The specific accretion rate distribution at a given red-
shift interval is parametrised by a 3-segment broken power-
law
P(λ, z) =

K1 λγ1, λ ≥ λ1,
K2 λγ2, λ2 ≤ λ < λ1,
K3 λγ3, λ < λ2,
(A4)
where the normalization parameters K2, K3 depend on K1
through Equation A2. There are therefore six independent
parameters, three power-law indices (γ1, γ2, γ3), two break-
ing points (λ1, λ2) and one normalization (K1), that need
to be estimated via Equation A1. The P(λ, z) is defined in
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the specific accretion-rate interval (λmin, λmax) = (10−5, 10).
The parametrisation in Equation A4 does not include an ex-
plicit redshift dependence. Instead separate fits are obtained
for each of the twelve redshift slices defined by Aird et al.
(2015) with redshift edges (0.01, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2,
1.5, 2.0, 2.5, 3.5, 5.0, 7.0). The Aird et al. (2017) luminos-
ity function point-estimates in these intervals are corrected
upward for the assumed fraction of Compton thick AGN
(flat 34%) and then compared with the model predictions
(Equation A2). The Monte Carlo Markov Chain code em-
cee (Foreman-Mackey et al. 2013) is used to infer the free
parameters of Equation A4 by sampling the likelihood func-
tion
L =
∑
i
(φi(LX, z) − φmodel(LX, z))2
σ2
i
, (A5)
where φi(LX, z) are the luminosity function point-estimates
at given X-ray luminosity and redshift intervals, σi are
the corresponding uncertainties, φmodel(LX, z) are the model
predictions. The summation is over all point-estimates at a
given redshift bin. Figure A1 plots the results of the fit for
the redshift bin z = 0.6 − 0.8. It shows the X-ray luminosity
function reconstructed via Equation A1 in comparison with
the observations of Aird et al. (2015). Also shown is the cor-
responding specific accretion-rate distribution in comparison
with previous studies (Georgakakis et al. 2017b) that do not
correct for obscuration biases.
APPENDIX B: MULTIWAVELENGTH
COUNTERPARTS OF THE COSMOS-LEGACY
X-RAY SURVEY
X-ray sources in the COSMOS Chandra Legacy survey cat-
alogue presented by Georgakakis et al. (2015) are identified
with multiwavelength counterparts in the COSMOS2015
photometric catalogue (Laigle et al. 2016) using the Max-
imum Likelihood method (Sutherland & Saunders 1992).
Potential associations are searched for within a radius
of 4 arcsec. Magnitude priors are built in the r, ip, Ks
(UltraVISTA-DR2 McCracken et al. 2012), IRAC 3.6µm and
IRAC 4.8µm (SPLASH Spitzer legacy program) photometric
bands. First the magnitude distribution of all likely counter-
parts of X-ray sources within the search radius of 4 arcsec is
constructed. From this we subtract the magnitude distribu-
tion of sources within the same aperture at random positions
within the Chandra Legacy survey footprint. The resulting
distribution in 0.5 magnitude bins in each band is smoothed
using an 1-D kernel with weights (0.25, 0.5, 0.25) for mag-
nitudes (m − 0.5, m, m + 0.5). This smoothed histogram is
used as prior of the Maximum Likelihood method. The like-
lihood ratios (LR) and reliabilities of each counterpart are
estimated for all 5 photometric bands adopted in the anal-
ysis. From the 5 pairs of likelihood ratio and reliability of a
given association the one with the maximum LR is kept and
is assigned to the counterpart in question. The near- and
mid-infrared photometric bands are typically the ones that
maximise the LR of a given association because of the lower
density of sources at these longer wavelengths.
There are 3627 sources in the Georgakakis et al. (2015)
COSMOS Chandra Legacy survey catalogue. Of these 1278
are either outside the field of view of the COSMOS2015 pho-
tometric catalogue (587) or fall within bright-star masked
regions (691). For the remaining sources a likelihood ratio
cut of LR > 1 is adopted, which yields an identification rate
of about 92% with an expected spurious fraction of less 3%.
APPENDIX C: X-RAY WISE ASSOCIATIONS
IN THE STRIPE82X SURVEY
This work uses a custom X-ray catalogue of the cycle-
13 (AO13) XMM-Newton survey of the Stripe82X area
(LaMassa et al. 2016). This is produced using the
methods and reduction pipeline presented by Geor-
gakakis & Nandra (2011). The XMM-Newton observa-
tion identification numbers (OBSIDS) of the analysed
data are 0742830101, 0747400101, 0747420101, 0747440101,
0747390101, 0747410101 and 0747430101. These observa-
tions were taken in the ”Mosaic” mode of the XMM-Newton
and cover a total area of about 15.9 deg2. The final cata-
logue consists of 3558 unique X-ray sources detected in at
least one of the 0.5-2 (soft), 2-8 (hard) or 0.5-8 keV (full)
spectral bands to the Poisson false detection threshold of
< 4 × 10−6. The total number of detected sources is larger
than the XMM-Newton A013 catalogue published by the
Stripe82X collaboration (LaMassa et al. 2016), which num-
bers 2862 unique detections. This is because of the more con-
servative threshold adopted by LaMassa et al. (2016), which
roughly corresponds to a Poisson false detection probability
of < 3×10−7. A detailed comparison between the two source
catalogues is beyond the scope of this work. The differential
X-ray counts in the soft and hard bands are shown in Figure
C1 in comparison with literature results.
The Stripe82X AO13 X-ray sources are matched to the
ALLWISE data release catalog, which combines data from
the WISE cryogenic and NEOWISE (Mainzer et al. 2011)
as well as the post-cryogenic survey phases. We avoid spuri-
ous ALLWISE detections and regions with poor mid-infrared
photometry by requiring that the contamination and confu-
sion flags (cc flags) of the ALLWISE catalog are zero. The
X-ray/ALLWISE cross-matching uses the Maximum Likeli-
hood method (Sutherland & Saunders 1992) as implemented
in (LaMassa et al. 2019). The maximum radius within which
potential counterparts are search for is set to 6 arcsec. This
is because the positional accuracy of the XMM-Newton is es-
timated to be about 1.5 arcsec (1σ rms). A likelihood ratio
cut of LR > 0.4 is adopted for the ALLWISE counterparts
of X-ray sources, which yields an identification rate of 65%
with an expected spurious fraction of about 5%.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure A1. The left panel shows the obscuration-corrected X-ray luminosity function estimated by Aird et al. (2015) from the hard-band
(2-10 keV; black circles) and soft-band (0.5-2 keV; blue squares) X-ray selected samples and for the redshift interval z = 0.6 − 0.8. The
datapoints include corrections for Compton thick AGN, which are assumed to represent 34% of the obscured population independent of
redshift and X-ray luminosity. These observations are compared with the reconstructed X-ray luminosity function (red shaded region)
estimated via Equation A1 by convolving the mass function of galaxies with the specific accretion-rate distribution model of Equation
A4. The width of red-shaded region corresponds to the confidence interval relative to the median that includes 68% of the reconstructed
space density estimates at fixed X-ray luminosity. The corresponding P(λ) model is plotted as a function of specific accretion rate on
the right panel (red shaded region). The width corresponds to the 1σ uncertainty. This is compared with the non-parametric estimate
of the P(λ) of Georgakakis et al. (2017b) corresponding to a mean redshift of z=0.75 (grey shaded region). The difference between the
two independently estimated specific accretion-rate distributions is that the red shaded region includes corrections for obscured AGN,
including Compton thick ones. The Georgakakis et al. (2017b) analysis does not account for the impact of obscuration, hence the overall
lower normalization.
Figure C1. Differential X-ray numbers counts normalized to the
Euclidean slope in the soft (0.5-2 keV; red dots, red dotted line)
and hard (2-10 keV, blue dots, blue solid line) spectral bands.
The data points show the reconstructed number counts using the
Stripe82X source catalogue and corresponding sensitivity curves
described in the text. The lines are the best-fit double power-law
log N − log S relation estimated by Georgakakis et al. (2008) using
a combination of deep and shallow X-ray survey fields.
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