Abstract. We provide a functional framework and a numerical algorithm to compute the Bloch variety for Maxwell's equations when the electric permittivity is frequency dependent. We incorporate the idea of a mixed formulation for Maxwell's equations to obtain a quadratic eigenvalue for the wave-vector in terms of the frequency. We reformulate this problem as a larger linear eigenvalue problem and prove that this results in the need to compute eigenvalues of a compact operator. Using finite elements, we provide preliminary numerical examples of the scheme for both frequency independent and frequency dependent permittivity.
Introduction
Photonic crystals are engineered periodic structures designed to manage light (see for example [18, 34] ). In particular, it is important to design materials having band gaps: these are intervals of frequencies for which there is an absence of wave propagation in any direction. One way to quantify the band gap is via the dispersion relation or, more generally, the Bloch variety which represents the relationship between a possibly complex-valued wave vector and a possibly complex-valued frequency as outlined below. Band gap information and the Bloch variety have applications in device design. We refer to [21] as well as the textbook [18] for more details.
To fix ideas, let us now describe the electromagnetic Bloch variety problem in more detail. We consider the propagation of electromagnetic waves in periodic media in R 3 . The electric field E and magnetic field H satisfy Maxwell's equations curl E − iωµH = 0, curl H + iω E = 0, Computing the electromagnetic Bloch variety where ∈ L ∞ (R 3 ) is the electric permittivity, µ ∈ L ∞ (R 3 ) is the magnetic permeability, and ω is the angular frequency. We consider the case that the electric permittivity is allowed to be frequency dependent (and depend on position) so = (x, ω) where x denotes position in R 3 , and assume that µ = 1 since the relevant materials are not generally magnetic. In addition we assume that is uniformly bounded below away from zero.
The medium is assumed to have unit periodicity on a cubic lattice. The first Brillouin zone is assumed to be [−π, π] 3 . Let Z = {0, ±1, ±2, . . . } and Λ = Z 3 , we have (x + n, ω) = (x, ω), for a.e. x ∈ R 3 , n ∈ Λ.
We define the periodic domain as the quotient space Ω = R 3 /Λ. We remark that Ω has no boundary. Let u be defined by H(x) = e ik·x u(x) where k is a given wave vector, then u(x) is periodic and equation (1) can be reduced to
where we use the following short-hand notation
The Bloch variety is the set of all pairs (k, ω) such that there exists a non-trivial periodic solution u to equations (2)- (3) . For more details we refer to [21] . Usually the Bloch variety is computed assuming that the material in the photonic crystal has a real permittivity that is independent of frequency. This is done by choosing the wave-vector k above. Then equations (2)-(3) becomes a linear eigenvalue problem for the eigenpair (ω 2 , u). Computing all possible values of ω then reduces to finding the eigenvalues of a self-adjoint compact operator. This eigenvalue problem can be solved by discretizing the equations in the usual way using conforming edge finite elements to discretize u and vertex elements to discretize the Lagrange multiplier that imposes the divergence condition (see for example [4, 8, 9] ). Other discretizations are possible: for example, a Fourier basis is used in the widely used open source package MPB [19] . 2 However, there is also significant interest in computing the Bloch variety of frequency-dependent materials, for novel applications in optical metamaterials and dispersive photonic crystals [1, 5, 7, 10-14, 16, 17,20,24-27,29-31,34,34-36] . Electronic and vibrational excitations in a material may interact resonantly with an electromagnetic wave and dramatically alter its propagation through the medium.
For frequency dependent coefficients, an alternative to computing the frequency for a given wave vector is possible: the Bloch variety can be computed by finding all wave vectors k for a given frequency ω (and hence a given value of (x, ω) throughout the domain). This results in a quadratic eigenvalue problem (see [10] [11] [12] [13] for the case of acoustic, TE or TM waves) which will be the focus of this paper. We refer to [15, 33] and the reference therein for discussions and surveys devoted to nonlinear eigenvalue problem. Algorithms for finding the Bloch variety for frequency-dependent electromagnetic propagation in three-dimensional composite materials are much less developed than for the frequency indpedent case. Difficulties arise from, for instance, from the fact that the divergence free condition of the Maxwell system has to be respected. The mixed formulation in [4, 8, 9 ] provides a functional framework within which the divergence free condition is handled properly, and we shall show that this framework can also be applied when computing the wave vector for a given frequency. We then linearize the quadratic eigenvalue problem using a mixed-quadratic formulation. This results in a larger, non-self adjoint eigenvalue problem which we solve by the Arnoldi method [22] . It is the larger size of the numerical problem that is the main drawback of the method.
There are alternatives to using the quadratic eigenvalue approach of this paper. In [6] , a Drude model is assumed for the frequency dependence of the permitivity of the medium in part of the unit cell. This allows the Bloch mode problem to be converted into a non-linear eigenvalue (obviously this approach can be extended to other rational approximations of the permittivity). The SLEPc package (see [2] ) is then used to compute the eigenvalues. Our approach avoids the need to model the permittivity by a function. Another alternative, the "cutting surface" method of [34] uses multiple solutions of the standard approach (fixing k and computing ω with a frozen coefficient) together with an approximation scheme that uses a plane wave basis to compute the Bloch variety in the frequency dependent case.
The main contributions of this paper are: 1) to formulate a new stabilized quadratic eigenvalue problem for the electromagnetic Bloch variety calculation, 2) to prove that the resulting problem can be linearized resulting in a linear eigenvalue problem for a compact self adjoint operator, and 3) to provide some preliminary numerical examples that illustrate the behavior of our method. Future work will include a more detailed numerical study.
The outline of this paper is as follows. In Section 2, we define the function spaces used in this paper, summarize the Fourier analysis of the problem, and recall an important regularity result. In Section 3 we propose a variational formulation for the quadratic eigenvalue problem strongly related to that of [4, 9] but with an additional constraint that we have found to be necessary for numerical stability in our case. We also give our linearized eigenvalue problem and show that this is equivalent to the original quadratic problem. In Section 3.1 we show that the linearized problem results in an eigenvalue problem for a compact operator (and hence has a discrete spectrum). In Section 5, we then give two examples of numerical results using the linearized problem. In particular we show that the new method agrees with a standard finite element calculation of the Bloch variety when applied to a frequency independent problem. We also show results for a frequency dependent problem similar to one in [34] . For this problem we also investigate the convergence rate numerically. Finally in Section 6 we present some conclusions.
In this paper vectors, vector functions and vector function space are shown in bold-face.
Decomposition and regularity
To begin with, we introduce the following periodic versions of the vector Sobolev spaces:
with f one-periodic in x 1 , x 2 and
with u one-periodic in x 1 , x 2 and x 3 },
with u one-periodic in x 1 , x 2 and x 3 }.
In the above definitions, the statement that a given function is one periodic is to be interpreted as meaning that the one-periodic extension of the given function or vector is locally in the given Sobolev space on 4 R 3 . In the above definitions, the subscript p represents the periodic version.
Now we summarize a Fourier analysis of vector-valued functions, and refer to [9] for more details. Any sufficiently regular 1-periodic vector function w ∈ L 2 (Ω) can be represented as
where J = {2π(i 1 , i 2 , i 3 ) : for integers i 1 , i 2 , i 3 }, and C I ∈ C 3 is a vector-valued constant. The Sobolev spaces of periodic functions can be characterized as following,
and an equivalent H s p -norm is also given by
, where γ I = β + I with β = 0 and β ∈ [−π, π] 3 . For a vector valued function w = I∈J e iI·x C I , the following identities hold
where
. For any C I ∈ C 3 , the following identities hold
and in particular since N I γ I = 0,
We also need the following lemma from [9] . Let · s denote the H s (Ω)-norm where s is any non-negative number, and · conveniently denotes the L 2 (Ω)-norm. 5 Lemma 1. Let β be a non-zero vector in the first Brillouin zone
Furthermore,
The mixed formulation
In this section, we first formulate equations (2) - (3) using a mixed formulation. In practice it is often desired to compute the Bloch variety along specific directions in the first Brillouin zone. So we assume that k = α 0 + λα whereα is a fixed unit wave vector and α 0 is assumed to belong to the first Brillouin zone [−π, π]
3 . Then to regularize the problem we introduce parameters τ > 0 and η such that λ = η + τ so that k = (α 0 + τα) + ηα and denote by β = (α 0 +τα) the regularization vector. We assume that β belongs to the first Brillouin zone [−π, π]
3 . For a fixed parameter τ , we aim to compute η, and hence λ.
To derive the mixed formulation, we multiply equation (2) by v and integrate by parts
where, for any suitable functions f and g, we define
Note that u in addition satisfies condition (3), so that for any q ∈ H
and since k = β + ηα and β is real-valued, we can rewrite this as
Now let us introduce a stable mixed formulation using (6) - (7). Let H(C) denote the space consisting of constant functions on Ω. We impose the additional constraint that p may be chosen so that
We can now introduce Lagrange multipliers to enforce (7) and (8).
We arrive at the the following problem:
for all v ∈ H p (curl ; Ω), q ∈ H 1 p (Ω), and t ∈ H(C), where the terms (∇ β p, v) + η (iαp, v) and (p, t) serve to define Lagrange multipliers and result in a mixed variational formulation.
Remark 1.
It is necessary to introduce the additional Lagrange multiplier s. If (9)- (10) does not include the terms (p, t) and (q, s), then p can be any constant in the case when k = 0; we have found that the resulting mixed formulation is then numerically unstable.
We can then easily prove the equivalence of the above mixed problem with the original Maxwell problem:
and η satisfy the quadratic eigenvalue problem (9)- (10) . The converse statement also holds.
Proof. First suppose u is a solution to (2)-(3), then from equation (6)- (7), one can see that (u, 0, 0) ∈ H p (curl ; Ω) × H 1 p (Ω) × H(C) and η satisfy the quadratic eigenvalue problem (9)- (10) . 7 , s) and η satisfy the quadratic eigenvalue problem (9)-(10), then the following holds in the distributional sense,
(p, t) = 0 for any t ∈ H(C). (13) Now applying div k to (11) and noting (12) 
To show that u is a solution to (2)- (3), it remains to show that p = 0 and s = 0. In fact suppose that p ∈ H 1 p (Ω) has the following Fourier expansion
holds in the distributional sense. We now show that this implies that p and s vanish:
(a) Note that Ω is the unit cell and Re(k) belongs to the first Brillouin zone, then (iI + ik) = 0 for all I ∈ J and I = 0. Even if (iI + ik) = 0, it is possible that (iI + ik) · (iI + ik) might be zero since k might be complex-valued. Since we restrict that
Assume that (iI + ik) · (iI + ik) = 0, we show that this is a contradiction. First note that (iI + ik) · (iI + ik) = 0 gives
Computing the electromagnetic Bloch variety and thereby r where the equations hold when r j = ±π and s j = ±π for j = 1, 2, 3. However in this case r 1 s 1 + r 2 s 2 + r 3 s 3 cannot be zero and this is a contradiction. Now since (iI + ik) · (iI + ik) = 0, equation (14) implies that p I = 0 for all I = 0. Thus p is a constant. (b) Equation (13) further implies that the constant p has to be zero and hence s = 0.
This proves the lemma.
In order to compute the Bloch variety (k, ω), we first choose a fixed ω, then we compute η for a fixed unit wave-vectorα and a fixed regularization wave-vector β. Here let us remark that from the eigenvalue problem one can derive p = 0 and s = 0 as in the above proof. In this sense it recovers the mixed formulation in [4, 9] .
3.1. A linear eigenvalue problem. For convenience let us denote by
We now obtain a linear eigenvalue problem from the quadratic problem (9)- (10) . In this regard we introduce an auxilliary function u 2 = ηu. At the same time we define u 1 = u and denote U = (u 1 , u 2 ). Then the quadratic eigenvalue problem (9)- (10) reduces to a linear eigenvalue problem:
for all (V , q, t)
For convenience we now introduce the following sesquilinear forms. Let
where M > 0 is a constant. Here we remark that the sesquilinear forms all depend upon β, we omit the sub-script β as it is clear throughout the paper. The linear eigenvalue problem (15)- (16) then conveniently reads:
The next lemma verifies our claim that this system is equivalent to the original problem. Proof. It is sufficient to show that the linear eigenvalue problem (17) - (18) yields the quadratic eigenvalue problem (9)- (10) . Indeed taking the test function V = (0, v 2 ) and t = 0 yield that
This shows that u 2 = ηu 1 . Plugging u 2 = ηu 1 into (17) - (18) yields the quadratic eigenvalue problem (9)-(10).
Analysis of the linear eigenvalue problem
Our goal is now to show that linear eigenvalue problem (17)- (18) is equivalent to an eigenvalue problem for a compact operator and is thus appropriate for numerical analysis. We start by introducing the following source problem:
(Ω) are given functions. For convenience let us introduce the kernel space
It is readily seen that the kernel K β consists of (
We now show that the sesquilinear form a 1 (·, ·) is coercive on K β :
where C is a constant.
Proof. From Young's inequality,
where c β is a constant depending on β, τ > 0 is sufficiently large and is to be determined. Now
From Lemma 1 we can have the following decomposition,
Since V ∈ K β , then ∇ β · ∇ β φ v 1 = 0 and consequently ∇ β φ v 1 = 0 and v 1 = curl β w v 1 . Now one can write out explicitly
From equation (5) one has
where δ is a constant to be determined. Substituting (22)- (23) into (21) one obtains
From the assumptions of the lemma, β is chosen such that inf | −1 ||γ I | 2 − ω 2 > 0 for any I ∈ J. This is possible under some assumptions made on , see the following Remark 2 for more details. Let δ ∈ (0, 1) be sufficiently close to 1 such that
This shows that there exists a constant C such that
. This proves the lemma.
Remark 2. In Lemma 4, β is chosen such that inf
Here we give a sufficient condition on such that the existence of β is guaranteed. Recall that γ I = I + β, where β = α 0 + τα.
Computing the electromagnetic Bloch variety
We discuss the following three cases.
(a) The first case is α 0 = 0. In this case for all I = 2π(i 1 , i 2 , i 3 )
Then to guarantee inf | −1 ||γ I | 2 − ω 2 > 0 for any I ∈ J, it is sufficient to have
For instance one can choose τ = π, then the real part of 1 can not be too small in order to compute ω in a certain range. A similar choice for the scalar case has been discussed in [11] . , andĩ 2 =ĩ 3 = 0. In this case let us pick τ = 0, i.e. β = (π, 0, 0), this shows that the coercivity guaranteed by Lemma 4 holds when
(c) Consider the case α 0 = (π, π, 0), one can check that
where J = {2π(i 1 , i 2 , i 3 ) : for integers i 1 , i 2 , i 3 }, this yields that
where equality holds whenĩ 1 =ĩ 2 = 1 2
, andĩ 3 = 0. In this case we can pick τ = 0, i.e. β = (π, π, 0), this gives the coercivity guaranteed by Lemma 4 when
Next we verify that b 1 (·, ·) satisfies an inf-sup condition:
where C is a constant independent of p.
Proof. For any
where C is a constant. This proves the lemma.
From Lemma 4 and Lemma 5, one can first solve (U , p) with unknown s, then apply (t, p) = 0 to get s. Therefore the source problem (19) - (20) 
Now, use Lemma 1 we decompose u 1 as
From Lemma 1 we also have the following decompositions
With this notation, we have the following lemma. Lemma 6. Let (U , p) = T (F , g) and s be defined as above. Then the following a priori estimates hold
where c is a generic constant.
Proof. From equation (20), one can derive that
note from the decomposition (24), one can obtain
(32) Let v 1 = 0 and t = 0 in equation (19) , then one can directly obtain
Let v 1 = ∇ β φ v 1 ∈ K ⊥ β and t = 0 in equation (19) , then with the help of (32) (34), one can obtain
Next we estimate s. Let V = 0 in (19) , then one can obtain (t, p) = 0 for any constant t, i.e. (1, p) = 0. Now let φ v 1 = s in (34), one can obtain
Taking these estimates together yields estimates (30) - (31) .
From equation (32) , one can obtain
Since curl β ∇ β φ u 1 = 0, then one can derive that estimate (29) holds.Now we derive (28) . Note thatŨ = (curl β w u 1 , u 2 ) ∈ K β satisfies the variational form
To estimate the right hand side of (35), we first observe that
Note that for any V = (v 1 , v 2 ) ∈ K β , we have that
From equations (25) - (27) and integration by parts
Now from equations (36)-(39) we have that
From Lemma 4, equation (35) and (40), we have that
This yields that
i.e. estimate (28) holds. This proves the lemma.
Now we prove that T is compact:
Lemma 7. The solution operator
is compact.
Proof. Now suppose (f 1 ) j , (f 2 ) j , g j converges weakly to zero in
Furthermore let s j be such that (u 1 ) j , (u 2 ) j , p j , s j solves the source problem (19)- (20) with source (f 1 ) j , (f 2 ) j , g j . Analogous to equations (25) - (27), let
(Ω) yields that there exists a sequence (still denoted as) (w f 1 ) j , (w f 2 ) j , (w g ) j and (f 1 ) j converging strongly to zero in L 2 (Ω). From equation (28), (curl β (w u 1 ) j , (u 2 ) j ) converges strongly to zero in X(Ω) and hence in H
From (31) , one can obtain that s j converges weakly to zero in L 2 (Ω). Since s j are constants, then s j strongly converges to zero in L 2 (Ω). In addition, (f 1 ) j weakly converges to zero in H From equation (33), one can obtain (u 2 ) j = −(f 1 ) j . Since (f 1 ) j converges weakly to zero in H 1 p (Ω), then one can obtain that (f 1 ) j strongly converges to zero in L 2 (Ω) and therefore (u 2 ) j converges strongly to zero in L 2 (Ω).
Hence
The following corollary follows immediately from Lemma 7 and compact operator theory.Corollary 1. For a fixed directionα, a fixed frequency ω and a fixed regularization wave vector β, the eigenvalues η corresponding to (9)-(10) form at most a discrete set in C.
Numerical Analysis
We use a straightforward finite element discretization of the linearized problem (17)- (18) . We use a periodic tetrahedral mesh of Ω and use p-degree edge elements of the second kind [23] to approximate H p (curl ; Ω), and the same space to approximate the space L 2 (Ω) appearing in the definition of X(Ω). For the Lagrange multiplier we use p + 1 degree continuous piecewise linear functions to approximate H 1 p (Ω). The choice of degree for the scalar space is dictated by [23] . Because of limitations on memory in our desktop, we have only used p = 1, 2, 3 in this paper. We choose τ as in Remark 2. The resulting linear eigenvalue problem is approximated using the Arnoldi method [22] . All results were computed using Netgen/NGSolve [28] both to generate the mesh and solve the eigenvalue problems via the NGSpy python interface. In practice we set M = 1.
As yet we have been unable to prove a convergence rate for the finite element approximation of our method. In particular, in [3] , the author discusses the analysis of eigenvalue problems using a mixed finite element formulations. Two types of problems are discussed. However the theory does not cover the type of problem (17)- (18) .
We now present two examples. The first has frequency independent parameters and allows us to validate our code against a more standard finite element method, while the second investigates a problem having a frequency dependetn coefficient.
Example 1: Our first example uses a frequency independent choice of . Hence we can compute the Bloch variety either in the standard way by choosing k and computing all relevant ω, or using our new method by fixing ω and solving the linearized quadratic eigenvalue problem. We start by using a standard edge element code to compute the Bloch variety via a standard eigenvalue problem, and then compare our results to these calculated eigenvalues. This example is motivated by one of the numerical experiments in [8] which in turn is similar to an example in [32] . The square rod structure for which the unit cell is shown in Fig. 1 (left panel) consists of rods with = 13 surrounded by air with = 1. We use the same volume ratio of 0.82 (ratio between the volume of air and the total volume of the cell) as is used in [32] . Since is independent of ω we can approximate the eigenvalue problem using 18 Figure 1 . Results for the frequency independent choice of in Example 1. Left: The mesh in the rods in Example 1 (air is also filled by tetrahedra). Right: The Bloch variety is computed in two ways: using a "standard" approach by finding ω as a function of k (and hence α) shown with ( * ) and using our linearized quadratic eigenvalue solver shown in •. As expected there is agreement between the two approaches.
periodic edge elements with corresponding periodic H 1 elements to stabilize the problem (for a similar method see [9] ). We use first order edge elements of the second kind and second order vertex elements. The mesh size requested from the NGSolve mesh generator is 1/3. We use an Arnoldi scheme to compute approximate eigenvalues.
The wave vector k is defined in terms of a parameter α for 0 ≤ α ≤ 3π as follows
For each α we compute the corresponding modes ω 2 and plot the normalized frequency ω/(2π) against α. Our results are shown in Fig. 1 and can be compared to Fig. 8 in [32] . The band gap is clearly visible, and the qualitative form of the diagram is the same as published work. There seems to be a mismatch in units on the y-axis perhaps due to a different scaling in [32] .
We then repeat the analysis of this problem using our linearized quadratic eigensolver based on (17)-(18) using our quadratic edge elements and cubic vertex elements. The mesh is the same as for the standard 19 method discussed above. Results are shown in Fig. 1 . Clearly there is good agreement between the two methods so either method can be used for frequency independent media. In practice, because of the larger size of our linearized quadratic eigenvalue problem, the "standard" approach is faster if there are no frequency dependent materials present.
Example 2: This example is motivated by a study in [34, Section V] where a frequency dependent permittivity is considered. The photonic crystal consists of a face centered cubic lattice of spheres (well known not to support band gaps). The lattice constant (size of the unit cell) is denoted a and each sphere has radius r cp = δa/(1 √ 2) where δ ≤ 1 is a constant. Each sphere consists of a central spherical core of radius 0.9 r cp and is covered by a coating of thickness 0.1 r cp . In [34] the spheres are close packed so δ = 1, and they use their "cutting surface" method together with an approximation scheme that uses a plane wave basis, essentially expanding the fields in terms of a Fourier basis as in (4) . To simplify mesh generation, we choose δ = 0.9. Thus the results will not be exactly the same as those [34] , but show a similar pattern.
We start by using a frequency independent choice of (setting in the coating to that of the inner sphere). Results are shown in Fig. 2 . Clearly, as for Example 1, there is good agreement between the standard and linearized quadratic approaches.
Moving on to a frequency dependent coating we now use the choice of from [34, Section V] . Note that in [34, Section V] the frequency is measured in units of 2π, so that the frequency-dependent dielectric constant in the coating of thickness 0.1 r cp in our setting is given by
where 1 = 7, ω 0 = 0.489, γ 0 = 0.3 and Λ = √ 1.9 are numerical parameters; the dielectric constant in the spherical core of radius 0.9 r cp is given by core = 1.592 2 ; outside the spheres the dielectric constant is 1. We use quadratic edge elements of the second kind to discretize the magnetic field, and cubic vertex elements to discretize the Lagrange multiplier. The mesh size requested from the mesh generator is 1/2. Results are shown Fig. 2 . In that figure the vertical axis is ω/2π, and the horizontal axis is α which defines the wave vector k by (41). Clearly there are differences between the two frequency independent coefficient results in Fig. 2 , right panel, and the frequency dependent coefficient results in Fig. 3 , as is to be expected. 20 5.1. Convergence Rate. In our final study, we attempt to determine the convergence rate of our method. We return to the frequency independent case in Example 1 and choose a specific point on the Bloch variety computed using the standard approach (fixing k and computing ω) with cubic edge elements and a fine mesh (mesh parameter 1/3). 21 We use this as the "exact" solution. In particular we choose k = (π/2, 0, 0) and find ω = 2π 0.14492297.
We then fix ω at the above value and solve the problem for k using our linearized quadratic approach with linear or quadratic edge elements. By adjusting the mesh size requested from Netgen we can obtain different numbers of degrees of freedom and hence study the convergence as N , the number of degrees of freedom, increases. Note that the meshes are not nested and therefore simply increasing N may not result in a better solution (some points in the graph are outliers). Nevertheless the trend in Fig. 3 is clear. For linear edge elements we are seeing first order convergence, while for quadratic edge elements we see quadratic convergence. This is consistent with the expected convergence rate for a non-self adjoint eigenvalue problem using these finite elements.
Conclusion
We have shown that the problem of computing the Bloch variety for photonic crystals having frequency dependent material coefficients can be written as a quadratic eigenvalue problem in a stable way. The 22 resulting problem can be linearized and the Bloch variety can be found by computing the wave-vectors as a function of the angular frequency. Much remains to be done: in particular convergence of the method has not been proved (although it is observed experimentally).
