This paper discusses Nadaraya-Watson estimators for the unknown coefficients in second-order diffusion model with jumps constructed with Gamma asymmetric kernels. Compared with existing nonparametric estimators constructed with Gaussian symmetric kernels, local constant smoothing using Gamma asymmetric kernels possesses some extra advantages such as boundary bias correction, variance reduction and resistance to sparse design points, which is validated through theoretical details and finite sample simulation study. Under the regular conditions, the weak consistency and the asymptotic normality of these estimators are presented. Finally, the statistical advantages of the nonparametric estimators are depicted through 5-minute high-frequency data from Shenzhen Stock Exchange in China.
Introduction
In financial modeling and econometrics, diffusion models are widely used to describe uncertainty of changes in native economic variables and asset prices, one of the most famous models is the Black & Scholes asset pricing model. Moreover, as an extension of continuous trajectory process, diffusion model with jumps has a wide range of applications in the field of finance and economics. Jump-diffusion process X t is represented by the following stochastic differential equation:
where W t is a standard Brownian motion, μ(⋅) and σ(⋅) are the infinitesimal conditional drift and variance respectively, ℰ = ℝ {0}, ( , , ) = ( − )( , ), ( , ) is a time-homogeneous Poisson random measure on ℝ + × ℝ independent of W t , and q(dt, dz) is its intensity measure, that is, [ ( , )] = ( , ) = ( ) , f (z) is its Lévy density. Moreover, jump factor in model (1) is introduced statistically to capture the fatter tail behavior of underlying asset and economically to accommodate impact of sudden and large shocks to financial markets, such as macroeconomic announcements or a dramatic interest rate cut by the Federal Reserve, more details discussed in Johannes (2004) . However, on the one hand, because the Brownian motion is not differentiated at any point in probability 1, the mentioned model (1) above can not represent the integrated and differentiated process for integrated economic phenomena, that is, the observation of dynamic process at the discrete time is sometimes not easy to obtain, while the cumulation of the process can be directly observed; on the other hand, model (1) and its subsequent derivative models were mainly involved with the price of asset, while less models characterized returns of asset which is a complete and scale-free summary of the investment opportunity for average investors. Fortunately, the second-order diffusion process with jumps (2) provides a valuable model for the solution of these problems.
Here we extend the continuous autoregression of order two in Nicolau (2007) to a discontinuous and realistic case with jumps for return series based on model (1), which is called as the second-order jump-diffusion model 
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Nadaraya-Watson estimators with asymmetric kernels and assumptions
According to the asymmetric kernels used in Chen (2000) , the Gamma kernel function is defined as ( /ℎ+1,ℎ) ( ) = /ℎ exp(− /ℎ)
where Γ( ) = ∫ ∞ 0 −1 exp(− ) , m > 0 is the Gamma function and h is the smoothing parameter. Since the density of Gamma distribution has support [0, ∞), the Gamma kernel function does not generate boundary bias for nonnegative variables or nonnegative part of underlying variables. Here we use modified Gamma kernel function ( /ℎ+1,ℎ) ( ) instead of ( /ℎ,ℎ) ( ) due to the fact ( /ℎ,ℎ) ( ) is unbounded near at x = 0. The Gamma function has shapes varying with the design point x, which is nonnegative and asymmetric, especially at the boundary points. Furthermore, the asymptotic variance of the nonparametric Gamma kernel estimation depends on the design point x, which yields the optimal rate of convergence in mean integrated squared error of nonnegative kernels.
In this paper we consider the Nadaraya-Watson estimators with Gamma asymmetric kernel for the unknown coefficients of the second-order jump-diffusion model. Different from model (1), nonparametric estimations constructed for the coefficients in second-order jump-diffusion model (2) give rise to new challenges for two main reasons.
On the one hand, we usually get observations { Δ ; = 1, 2, ⋅⋅⋅} rather than { Δ ; = 1, 2, ⋅⋅⋅}. The value of cannot be obtained from = 0 +∫ 0 in a fixed sample intervals. Additionally, nonparametric estimations of the unknown qualities in model (2) could not be constructed on the observations { Δ ; = 1, 2, ⋅⋅⋅} due to the unknown conditional distribution. As Nicolau (2007) showed, with observations { Δ ; = 1, 2, ⋅ ⋅ ⋅} and given that
we can obtain an approximation value of Δ bỹ
On the other hand, the Markov properties for statistical inference of unknown qualities in model (2) based on the samples {̃Δ ; = 1, 2, ⋅⋅⋅} should be built, which are infinitesimal conditional expectations characterized by infinitesimal operators. Fortunately, under Lemma 1 in subsection 7.2 we can build the following infinitesimal conditional expectations for model (2) 
where ℱ = { , ≤ }. One can refer to Appendix A in Song, Lin, and Wang (2013) for detailed calculations. We briefly discuss the Gamma Nadaraya-Watson estimators for the coefficients in model (2) based on {̃Δ ; = 0, 1, 2, ⋅ ⋅ ⋅}. We firstly construct Gamma Nadaraya-Watson estimators for them based on equations (5) and (6). The Nadaraya-Watson estimators for μ(x) and ( ) ∶= 2 ( ) + ∫ ℰ ( , ) ( ) based on the Gamma asymmetric kernel are solutions to the following optimal problem: arg min
arg min
where ( /ℎ +1,ℎ ) (⋅) is a asymmetric Gamma kernel function and the smoothing parameter h n → 0 as n → ∞. The solutions to (7) and (8) arê(
. According to the property of Gamma kernel function, we can know that the asymptotic variance of Gamma Nadaraya-Watson estimators for the unknown estimators varies with the design point x in the theorems. For convenience of describing the different asymptotic properties, denote by "interior x" and "boundary x" for a design point x that satisfies /ℎ → ∞ and /ℎ → for some κ > 0 as , → ∞, respectively.
We now present some assumptions used in the paper. In what follows, let = ( , ) with ≥ −∞ and u ≤ ∞ denote the admissible range of the process X t , K denotes ( /ℎ +1,ℎ ) .
Assumption 1 i. (Local Lipschitz continuity) For each ∈ ℕ, there exist a constant L n and a function
ii. (Linear growthness) For each ∈ ℕ, there exist ζ n as above and C, such that for all ∈ ℝ, ∈ ℰ ,
Remark 1
Assumption 1 guarantees the existence and uniqueness of a solution to X t in model (1) on the probability space (Ω, ℱ , ), see Jacod and Shiryaev (2003) .
Assumption 2
The process X t is ergodic and stationary with a finite invariant measure ϕ(x). Furthermore, The process X t is ρ-mixing
Remark 2
The finite invariant measure implies that the process X t is positive Harris recurrent with the stationary probability measure ( ) = ( ) ( ) , ∀ ∈ . The hypothesis that X t is a stationary process is obviously a plausible assumption because for major integrated time series data, a simple differentiation generally assures stationarity. The same condition yielding information on the rate of decay of ρ-mixing coefficients for X t was mentioned in Assumption 3 of Gugushvili and Spereij (2012) .
Assumption 3
For any 2 ≤ i ≤ n, g is a differentiable function on ℝ and , = ( −1)Δ +(1− )̃( −1)Δ , 0 ≤ ≤ 1, the conditions hold:
Remark 3
According to the procedure for Assumption 3 in Appendix (7.1), we can easily deduce the following results:
Assumption 4
For all p ≥ 1, sup ≥0 [| | ] < ∞, and ∫ ℰ | | ( ) < ∞.
Remark 4
This assumption guarantees that Lemma 1 can be used properly throughout the article. If X t is a Lévy process with bounded jumps (i.e. sup |Δ | ≤ < ∞ almost surely, where C is a nonrandom constant), then {| | } < ∞ ∀ , that is, X t has bounded moments of all orders, see Protter (2004) . This condition is widely used in the estimation of an ergodic diffusion or jump-diffusion from discrete observations, see Florens-Zmirou (1989) , Kessler (1997) , and Shimizu and Yoshida (2006) .
Assumption 5
Δ → 0 , ℎ → 0, Δ ℎ √Δ log ( 1 Δ ) → 0, ℎ Δ 1+ → ∞, as → ∞.
Remark 5
The relationship between h n and Δ n is similar as the stationary case in Hanif (2016) , (b1) , (b2) of A8 in Nicolau (2007) and Assumption 7 in Song (2017) . Wang and Zhou (2017) presented the optimal bandwidth of symmetric kernel nonparametric threshold estimator of diffusion function in jump-diffusion models. We will select the optimal smoothing parameter h n for Gamma asymmetric kernel estimation of second-order jumpdiffusion models by means of minimizing the mean square error (MSE) in Remark 6.
Large sample properties.
Based on the above assumptions and the lemmas in the following proof procedure part, we have the following asymptotic properties. To simplify notations, we define ∈ to be a
Theorem 1
If Assumption 1-Assumption 5 hold, then
Theorem 2
i. Under the Assumption 1-Assumption 5, we havê
ii. Under the Assumption 1-Assumption 5, for "interior x", if ℎ = (( Δ ) −2/5 ), then
and for "boundary x", if ℎ = (( Δ ) −1/3 ), then
wherê( ) denotes the bias of the estimator of̂( ), that iŝ
Theorem 3
i. Under the Assumptions Assumption 1-Assumption 5, we havê
Remark 6
Theorem 2 and Theorem 3 give the weak consistency and the asymptotic normality of Nadaraya-Watson estimators for the unknown coefficients in model (2) using Gamma asymmetric kernels. In the practical applications, it is very important to consider the choice of the smoothing parameter h n for the nonparametric estimation using asymmetric kernels. Here we will select the optimal smoothing parameter h n based on the mean square error (MSE) according to Theorem 2 and Theorem 3. Take μ(x) for example, for "interior x", the optimal smoothing parameter h n is
for "boundary x", the optimal smoothing parameter h n is
Note that the optimal bandwidth doesn't coincide with that of the stationary case in Bandi and Nguyen (2003) nor that in Song (2017) in which the optimal smoothing parameters h n are the same for all design points and are of order (
Remark 7
The pointwise estimators considered here and in Chen and Zhang (2015) , Song (2017) , and Song, Lin, and Wang (2013) are based on kernel approach, whereas the adaptive estimator studied in Funke and Schmisser (2018) was done based on a model selection approach and focused on L 2 -risk. Moreover, Funke and Schmisser (2018) only focused on the regression-type estimator for the drift coefficient and could not provide the exact bias term or the central limit theorem. However, we and Chen and Zhang (2015) , Song (2017) , and Song, Lin, and Wang (2013) investigated nonparametric estimator of the drift function as well as the volatility function and proved the consistency and asymptotically normal distribution for the underlying estimators.
In our case of variance reduction for the nonparametric estimator, we only focus on the kernel-based estimators for the unknown functions such as drift and volatility, which can provide the central limit theorems. Therefore, in the following parts such as Remark 9 or the simulation section, we will focus on the theoretical and finite-sample numerical comparisons between the proposed approach and the existing methods mentioned in Song (2017), Chen and Zhang (2015) , and Song, Lin, and Wang (2013), not Funke and Schmisser (2018) .
Remark 8
Here we briefly describe the procedure for constructing the confidence intervals based on asymptotic normality for the further theoretical and numerical comparisons. Take μ(x) for example. The asymptotic normality of Nadaraya-Watson estimator using Gamma asymmetric kernel for μ(x) in this paper is different from that in Song (2017) , the local linear estimator in Chen and Zhang (2015) and Song, Lin, and Wang (2013) constructed with Gaussian symmetric kernel. For brevity, the estimator proposed in this paper is denoted as AS, the estimator in Song (2017) , Chen and Zhang (2015) , and Song, Lin, and Wang (2013) as GS. The asymptotic normality for AS is shown in Theorem 2 and the asymptotic normality for GS was
wherê( ) denotes the GS estimator for ( ).
For "interior x", if the smoothing parameter ℎ = (( Δ ) −2/5 ), the normal confidence interval for μ(x) using Gamma asymmetric kernel and Gaussian symmetric kernel at the significance level 100(1 − α)% are constructed as follows,
wherê( ),̂( ) ,̂( ),̂( ) denote the estimators of μ(x), M(x) in (9) using Gamma asymmetric kernel or Gaussian symmetric kernel mentioned in Song (2017) , Chen and Zhang (2015) , and Song, Lin, and Wang (2013) , respectively. 1− /2 is the inverse CDF for the standard normal distribution evaluated at 1 − α/2. Moreover, the consistent estimators for
) . Furthermore, the estimators for the derivative ′ ( ), ′′ ( ) and ′ ( ) in̂̂( ) of , can be estimated by taking the derivative of the estimators of μ(x) in (9) and̂( ) above using Gamma asymmetric kernel, one can refer to Fan and Gijbels (1996) for more similar details. For "boundary x", one can construct the confidence intervals based on asymptotic normality similarly as the above procedure.
Similarly, the normal confidence interval for M(x) at a spatial point x using Gamma asymmetric kernel and Gaussian symmetric kernel at the significance level 100(1 − α)% can be constructed. The final interval for M(x) should be taken as the intersection of , or , with [0, +∞) to coincide with the nonnegativity of the conditional variance M(x).
Remark 9
There are two main differences: on one hand, the convergence rate of Nadaraya-Watson estimator using Gamma asymmetric kernel is different for the location of the design point x such as "interior x" and "boundary x"; on the other hand, the variance of Nadaraya-Watson estimator using Gamma asymmetric kernel is inversely proportional to the design x, which shows that the variance decreases as the design point x increases.
Here we briefly commented the theoretical comparison for the convergence rate and the variance of Nadaraya-Watson estimator for "interior x" and "boundary x" using Gamma asymmetric kernel or Gaussian symmetric kernel, which dominate the length of the confidence interval. For "interior x", the convergence rate of Nadaraya-Watson estimator based on Gamma asymmetric kernel is
, which is much smaller than 1 √ Δ ℎ of that based on Gaussian symmetric kernel with a given h n . Additionally, compared with the ones using Gaussian symmetric kernel, the variance of local constant estimator using Gamma asymmetric kernel is inversely proportional to the design x, which shows that the length of the confidence interval decreases as the design point x increases.
For "boundary x", although the convergence rate of Nadaraya-Watson estimator based on Gamma asymmetric kernel is the same as that based on Gaussian symmetric kernel, the coefficient in their variance differs a little such as
for Gamma asymmetric kernel and 1
2√
for Gaussian symmetric kernel. Under numeral calculations, from Table 1 we can conclude that when κ ≤ 0.7, the variance based on Gamma asymmetric kernel is larger, whereas when κ ≥ 0.75, the variance based on Gamma asymmetric kernel is smaller than that based on Gaussian symmetric kernel. This reveals that the closer to the origin, the shorter length of confidence interval based on Gaussian symmetric kernel, whereas away from the origin such as the sparse design boundary points, the shorter length of confidence interval based on Gamma asymmetric kernel. 
Remark 10
In contrary to the second-order diffusion model without jumps in Hanif (2015) , the second infinitesimal moment estimator for second-order jump-diffusion model has a rate of convergence that is the same as the rate of convergence of the first infinitesimal moment estimator. Apparently, this is due to the presence of discontinuous breaks that have an equal impact on all the functional estimates. As Johannes (2004) pointed out, for the conditional variance of interest rate changes, not only diffusion play a certain role, but also jumps account for more than half at lower interest level rates, almost two-thirds at higher interest level rates, which dominate the conditional volatility of interest rate changes. Thus, it is extremely important to estimate the conditional variance as 2 ( ) + ∫ ℰ 2 ( , ) ( ) which reflects the fluctuation of the underlying asset.
Monte carlo simulation study
In this section, compared with the existing kernel methods mentioned in Song (2017) , Chen and Zhang (2015) , and Song, Lin, and Wang (2013) using Gaussian kernels, the benefits of Nadaraya-Watson estimators for the drift function μ(x) and the volatility function M(x) using the asymmetric kernels are demonstrated through the finite-sample performance for various second-order jump-diffusion models. For brevity, the estimator proposed in this paper is denoted as AS, the estimator in Song (2017) as NW, the estimator in Chen and Zhang (2015) as LL and the estimator in Song, Lin, and Wang (2013) as RNW.
Throughout this section, we employ Gamma kernel
and Gaussian kernel
. The common bandwidths for the estimators investigated in Song (2017), Chen and Zhang (2015) , and Song, Lin, and Wang (2013) using Gaussian kernels are selected as ℎ =( Δ )
, where Ŝ denotes the standard deviation of the data and c represents different constants for different estimators with c = 2.8 for̂( ) and c = 1.3 for̂( ), one can refer to part (4.2) in Xu and Phillips (2011) for more details. In addition, the normal confidence level is assumed to be 95%.
Example 1: Gaussian jumps.
In this subsection, a simple simulation experiment is considered for the model (10) aimed at evaluating the better finite-sampling performance of nonparametric estimators (9) constructed with Gamma asymmetric kernels
where the coefficients of continuous part are similar as the ones used in Nicolau (2007) and J t is a compound Poisson jump process, that is, = ∑ =1 with arrival intensity ⋅ = 20 and jump size ∼ (0, 0.036 2 )
corresponding to Bandi and Nguyen (2003) , where t n is the nth jump of the Poisson process N t . Taking the integral from 0 to t in the second expression of (10), we obtain
By (11) we have
X t can be sampled by the Euler-Maruyama scheme according to (11), which will be detailed in the following algorithm (one can refer to Cont and Tankov (2004) ). One sample trajectory of the differentiated process X t and integrated process Y t with T = 10, n = 1000, X 0 = 0 and Y 0 = 100 using Algorithm 1 is shown in Figure  1 . Through the observation of Figure 1 (B), we can find the features of the integrated process Y t : absent meanreversion, persistent shocks, time-dependent mean and variance, nonnormality, etc. 
Algorithm 1 (Simulation for trajectories of second-order jump-diffusion model). Procedures:
Step 1: generate a standard normal random variate V and transform it into = √0.01 + 0.01 2 −1 × √Δ × , where Δ = − −1 = is the observation time frequency;
Step 2: generate a Poisson random variate N with intensity ⋅ = 20;
Step 3: generate N random variables τ i uniformly distributed in [0, T] , which correspond the jump times;
Step 4: generate N random variables ∼ (0, 0.036 2 ), which correspond the jump sizes;
One trajectory for X t is
Step 5: By substitution of in (12), can be sampled.
Here we will select the optimal smoothing parameter ℎ for Nadaraya-Watson estimation using asymmetric kernels based on the mean square error (MSE) according to Theorem 2 and Theorem 3 as shown in Remark 6. Similarly as the common bandwidths selected for estimators constructed with Gaussian kernels, the datadriven bandwidth is represented as ℎ =̂− 2 5 for "interior x" or ℎ =̂− 1 3 for "boundary x", where c is an unknown parameter to be selected. Curve of MSE(c) for the unknown coefficients in model (10) based on Gamma kernels with λ = 2, T = 10, n = 1000 and jump size ∼ (0, 0.036 2 ) is depicted in Figure 2 , from which we can select the optimal parameter c opt = 1.44 for drift function and c opt = 1.11 for volatility function. The Nadaraya-Watson estimators for drift function μ(x) = −x and volatility function ( ) = 0.01 + 0.01 × 2 + 2 × 0.036 2 in model (10) constructed with Gaussian and Gamma kernels from a sample with λ = 2, T = 10, n = 1000 and jump size ∼ (0, 0.036 2 ) are shown in Figure 3 . We can observe that AS performs better than the others such as NW, LL and RNW, especially at the boundary points, which is also verified through the biases calculated at various points of the sample X t , in Table 2 . Additionally, Figure 4 represents 95% Monte Carlo confidence intervals for these estimators of the unknown coefficients based on Remark 8, and Table 3 shows the length of confidence bands of various estimators for drift and volatility functions. They show that the lengths of 95% Monte Carlo confidence intervals for μ(x) constructed with Gamma asymmetric kernels are almost shorter than those constructed with Gaussian symmetric kernels and those for M(x) using Gamma asymmetric kernels are shorter than the others with Gaussian symmetric kernels especially at the sparse design boundary point, which coincides with the conclusion in Remark 9 and reveals variance reduction. In addition, at the sparse design boundary point, the true value of μ(x) or M(x) cannot fall in the 95% Monte Carlo confidence bands of some nonparametric estimators using Gaussian symmetric kernels, but the 95% Monte Carlo confidence bands constructed with Nadaraya-Watson estimator with Gamma asymmetric kernel. Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper.
We will assess the small-sampling performance of Nadaraya-Watson estimators constructed with Gamma asymmetric kernels and those constructed with Gaussian symmetric kernels, for drift function μ(x) and M(x) via the Mean Square Errors (MSE) 
and
where( ) or̂( ) are the various estimators of μ(x) or M(x), respectively and { } 1 are chosen uniformly to cover the range of sample path of X t . The mean square error (MSE) of various estimators for the drift function μ(x) or volatility function M(x) are calculated under various lengths of observation time intervals T (= 50, 100, 500) and sample sizes n (= 500, 1000, 5000) with Δ = are listed in Table 4 and Table 7 . Table 5 gives the results on these MSE under different jump sizes Z n and sample sizes n (= 500, 1000, 5000). Table 6 and Table 8 show these values of MSE under different jump arrival intensity λ and sample sizes T (= 10, 50, 100) over 500 replicates. Table 4 : MSE (×10 −3 ) of various estimators for three lengths of time interval (T) and three sample sizes for μ(x) = −x with arrival intensity λ = 2 and jump size ∼ (0, 0.036 2 ) over 500 replicates.
Time Span
Estimators n = 500 n = 1000 n = 5000 Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper. Table 5 : MSE (×10 −3 ) of various estimators for three types of jump size Z n and three sample sizes for μ(x) = −x with arrival intensity λ = 2 and T = 10 over 500 replicates.
Jump Size
Estimators n = 500 n = 1000 n = 5000 Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper. Table 6 : MSE (×10 −3 ) of various estimators for three types of jump arrival intensity λ and three sample sizes for μ(x) = −x with T = 10 and jump size ∼ (0, 0.036 2 ) over 500 replicates.
Jump Intensity Estimators n = 500 n = 1000 n = 5000 Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper.
From Table 4-Table 6 or Table 7-Table 8 , we can get the following findings.
• The Nadaraya-Watson estimator for μ(x) or M(x) constructed with Gamma asymmetric kernels performs a little better than that constructed with Gaussian symmetric kernels in terms of MSE under different time spans, different sample sizes, different jump sizes and different arrival intensity. This is mainly due to the fact that the smaller coverage rate for "interior x" and the smaller asymptotic variance for "boundary x";
• From Table 4 and Table 7 , for the same time interval T, as the sample sizes n tends larger, the performances of the estimators constructed with Gamma asymmetric kernels or Gaussian symmetric kernels for μ(x) or M(x) are improved due to the fact that more information for estimation procedure is sampled as Δ n → 0. However, for the same sample sizes n, as the time interval T expands larger, the performance of the estimators for μ(x) or M(x) gets worse due to the fact that more jumps happens in larger time interval T in steps 3 of Algorithm 1;
• From Table 5, Table 6 or Table 8 , for the same jump size or the same jump arrival intensity, as the sample sizes n tends larger, the performances of the estimators for μ(x) or M(x) are also improved due to the fact that more jump information for estimation procedure is collected as Δ n → 0. However, for the same sample sizes n, as the amplitude or frequency of jump becomes larger, the MSE of the estimators gradually becomes larger because of larger and more jumps which is more likely to produce outliers;
• To some extent, the previous remark confirms that the drift and volatility functions cannot be identified in a fixed time span, which corresponds to the results of Theorem 2 and Theorem 3. Figure 5 and Figure 6 give the QQ plots of Nadaraya-Watson estimators for the drift function μ(x) and conditional variance function M(x) constructed with Gamma asymmetric kernels at boundary and interior points, that is 10%, 50% and 90% quantile points of X t , with λ = 2, T = 10, n = 1000 and jump size ∼ (0, 0.036 2 ).
This reveals the normality of the estimators of the drift function μ(x) and conditional variance function M(x)
constructed with Gamma asymmetric kernels, which confirms the results in Theorem 2 and Theorem 3. 
Example 2: Mixed Gaussian jumps (The Variance Gamma model).
In this subsection, a repeated experiment is conducted for another model (15) 
where the jump size in J t is assumed ∼ (0, 2 ) and
is the gamma function, b = 0.023 is the variance of V and σ J = 0.02 is the scale parameter. One can refer to Madan and Seneta (1990) and Bandi and Nguyen (2003) for more details about this variance Gamma model. For this case, based on the sample X t generated by the model (15), compared with nonparametric kernel estimators constructed with Gaussian symmetric kernels, we can also observe the better finite-sample properties such as smaller bias and shorter length of confidence bands, especially at the sparse design boundary point, for Nadaraya-Watson estimators of drift and volatility coefficients using Gamma asymmetric kernel from Figure 7- Figure 11 and Table 9-Table 14 , which confirms the bias corrections and variance reduction shown in Theorem 2 and Theorem 3. Figure 10: QQ plots of Nadaraya-Watson estimator for μ(x) = −x using Gamma kernels at boundary and interior points, that is 10%, 50% and 90% quantile points of X t , with λ = 2, T = 10, n = 1000 and jump size ∼ (0, 2 ). The Biases of various Estimators for μ(x) = −x and ( ) = 0.01 + 0.01 × 2 + 0.02 2 at various points of sample X t with T = 10, n = 1000, λ = 2 and jump size ∼ (0, 2 ). Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper. Table 10 : The Length of Confidence Bands of various Estimators for μ(x) = −x and ( ) = 0.01+0.01× 2 +0.02 2 at various points of sample X t with T = 10, n = 1000, λ = 2 and jump size ∼ (0, 2 ). Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper. Table 11 : MSE (×10 −3 ) of various estimators for three lengths of time interval (T) and three sample sizes for μ(x) = −x with arrival intensity λ = 2 and jump size ∼ (0, 2 ) over 500 replicates.
Bias(×10

Length of Confidence Bands
Time Span Estimators n = 500 n = 1000 n = 5000 Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper. Table 12 : MSE (×10 −3 ) of various estimators for three types of jump arrival intensity λ and three sample sizes for μ(x) = −x with T = 10 and jump size ∼ (0, 2 ) over 500 replicates.
Jump Intensity
Estimators n = 500 n = 1000 n = 5000 Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper. Table 13 : MSE (×10 −6 ) of various estimators for three lengths of time interval (T) and three sample sizes for ( ) = 0.01 + 0.01 × 2 + 0.02 2 with arrival intensity λ = 2 and jump size ∼ (0, 2 ) over 500 replicates.
Time Span
Estimators n = 500 n = 1000 n = 5000 Note that NW denotes Nadaraya-Watson estimator, LL denotes local linear estimator, RNW denotes reweighted Nadaraya-Watson estimator and AS denotes the estimator (9) proposed in this paper. Table 14 : MSE (×10 −6 ) of various estimators for three types of jump arrival intensity λ and three sample sizes for ( ) = 0.01 + 0.01 × 2 + 0.02 2 with T = 10 and jump size ∼ (0, 2 ) over 500 replicates.
Empirical analysis
In this section, we apply the second-order jump-diffusion to model the return of stock index between Jul 2014 and Dec 2014 from Shenzhen Stock Exchange in China under 5-minute high-frequency data, and then apply the Nadaraya-Watson estimators to estimate the unknown coefficients in model (2) based on Gamma asymmetric kernels and Gaussian symmetric kernels. One can refer to Supplementary Material for the empirical data and codes. We assume that
where log Y t is the log integrated process for stock index or commodity price and X t is the latent process for the log-returns. According to (4), we can get the proxy of the latent process
The plots of the stock index and its proxy (17) of Shenzhen composite index in 5-minute high frequency data are shown in Figure 12 . First, based on the Augmented Dickey-Fuller test statistic, we can easily get that the null hypothesis of non-stationarity is accepted at the 5% significance level for the stock index Y t , but is rejected for the proxy of X t , which confirms the assumption of stationarity by differencing. Then, we test the existence of jumps for the proxy X t through the test statistic proposed in Barndorff-Nielsen and Shephard (2006) (denoted by BS Statistic). For the 5-minute high frequency data between Jul 2014 and Dec 2014 from Shenzhen Stock Exchange, the value of BS Statistic is −4.5961, which exceeds [−1.96, 1.96] , so there exists jumps in high frequency data at the 5% significance level, which confirms the validity of model (2) for the return of stock index.
Finally, we will construct 95% normal confidence intervals for the unknown coefficients based on Gamma asymmetric kernels and Gaussian symmetric kernels under (17) and Δ = 1 48
for 5-minute data (t = 1 meaning 1 day). The 95% normal confidence bands for the drift and volatility functions are demonstrated in Figure 13 . All the quantities are computed at 120 equally spaced nonnegative ordered̃Δ from 0.01 to 0.601. For a more intuitive comparison of the lengths of normal confidence intervals of the drift and volatility coefficients based on Gaussian kernels and Gamma kernels for Shenzhen Composite Index (2014), here the ratios of the length of confidence bands constructed with Gaussian symmetric kernel (CB-GSK) to that constructed with Gamma asymmetric kernel (CB-GAK) are shown in Figure 14 . Note that the blue dotted lines in Figure 8 represent the ratio value of one. From Figure 13 and Figure 14 , we can observe the following findings.
• As for the quantities close to zero, the ratios are less than one, which coincides with the discussion in Remark 9 that the closer to the boundary point or the larger bandwidth for fixed "boundary x", the shorter the length of confidence interval based on Gaussian symmetric kernel.
• As the points increase, especially at the sparse points, CB-GSK tends to be longer than CB-GAK and the ratios gradually become larger and greater than 1 (excluding a small amount of points around 0.5 for volatility estimator), which effectively verifies the properties of efficiency gains and resistance to sparse points of Nadaraya-Watson smoothing using Gamma asymmetric kernel through the real high frequency financial data.
Conclusion
In this paper, Nadaraya-Watson estimators constructed with Gamma asymmetric kernels for the unknown coefficients in second-order jump-diffusion model are investigated. Compared with estimation constructed with Gaussian symmetric kernels, the local constant smoothing using Gamma asymmetric kernels possesses some attractive advantages such as boundary free bias, variance reduction and resistance to sparse design points, which is validated through Monte Carlo simulation study. Theoretically, under mild regularity conditions, the estimators constructed with Gamma asymmetric kernels possess the consistency and asymptotic normality for large sample and the advantages such as bias reduction and shorter length of confidence bands through simulation experiments for finite sample. Empirically, the estimators are illustrated through stock composite index from Shenzhen Stock Exchange in China under 5-minute high-frequency data and possess some advantages mentioned above. This means the second-order jump-diffusion model may be an alternative model to describe the dynamic of some financial data, especially to explain integrated economic phenomena, that is the current observation in empirical finance usually behaves as the cumulation of all past perturbations.
A Proofs
A.1 Procedure for Assumption 3
Notice that the expectation with respect to the distribution of ξ n,i depends on the stationary densities of X n,i and̃, because ξ n,i is a convex linear combination of X n,i and̃, .
For the case (i): [ |ℎ ′ ( ( −1)Δ )|] < ∞. For ( /ℎ +1,ℎ ) ( ), its first-order derivative has the form of
Then using the wellknown properties of the Γ function, the mean of Gamma distribution and the derivative of the function ( ) ∶= ( ) ⋅ ( ) for stationary process X t , we have
where 1 = ( /ℎ , ℎ ), 2 = ( /ℎ + 1, ℎ ) and G denotes the Gamma distribution. For the case (ii):
. Now we only deal with the first part (the second part can be dealt with in the similar way). Note that
can be considered as a density function for a random variable 1 = ( /ℎ , ℎ ). By the property of the Γ function, we have with
where ℎ ( ) = ℎ −1 Γ(2 /ℎ −1) 2 2 / −1 Γ 2 ( /ℎ +1) and the last equation follows from (Chen (2000) , P474). hence, the results of
A.2 Some technical lemmas with proofs
We lay out some notations.
) * , and 2 = ( 2 ) 1≤ , ≤ , where * stands for the transpose.
Lemma 1 (Shimizu and Yoshida, 2006) Let Z be a d-dimensional solution-process to the stochastic differential equation
where Z 0 is a random variable, 
for t > s and Δ = − , where
Remark 11
Consider a particularly important model:
As d = 2, we have
Based on the second-order infinitesimal operator (19), we can calculate many mathematical expectations involving̃Δ , for instance (5) and (6) which provide the basis for estimators (7) and (8).
Lemma 2
Under Assumption 1, Assumption 2 and Assumption 5, let
where
We havê0
and for "interior x", if ℎ = (( Δ ) −2/5 ), then 
Remark 12
The main method to obtain the asymptotic properties for estimators of model (2) is to approximate the estimators for (2) by the similar estimator for model (1) in probability such as (21) and (22) . Based on the basic idea, we should first know the asymptotic properties for the Nadaraya-Watson estimator for (1) before the Theorem 2 and Theorem 3 presented. Lemma 2 give us the desired properties for Nadaraya-Watson estimator of (1).
Proof.
Corollary 2 in Hanif (2016) is the stationary case for Theorem 2 in Hanif (2016) . Here we only mention the procedure for modified proof to Theorem 2 on the asymptotic normality in Hanif (2016) . For convenience, we still use the same notations as that in the proof of Theorem 2 in Hanif (2016) .
The bias expression ℎ { ′ ( ){ 1 + ′ ( ) ( ) } + 2 ′′ ( )} + (ℎ ) can be similarly deduced as equation (B10) in Gospodinovy and Hirukawa (2012) or equation (4.18) in Hanif (2016) . Similarly as equations (159-174) in Bandi and Nguyen (2003) , the dominant part for the variance of the asymptotic normality is D 44 due to the relationship 44 = (√Δ , 44 ) = ( 44 ). We write as Hanif (2016) (̃( +1)Δ −̃Δ ) 2 Δ ⟶ 0,
Remark 13
To some extend, this lemma can simplify the proofs of Theorem 2 and Theorem 3 such as δ 1, n and δ 2, n . Moreover, we can obtain the limit in probability of minuend in (ii) or (iii) of Lemma 3 by calculating the limit in probability of subtractor in (ii) or (iii) (which is easier to obtain). One can refer to Nicolau (2007) for the same idea. 
A.4 The proof of Theorem 2
Proof.
(i) From Theorem 1 we get̂( ) → ( ), hence to provê
it is sufficient to verify that ( ) → ( ) ( ).
From Lemma 2. we obtain 0 ( ) → ( ) ( ).
Now we prove
By Lemma 3 (ii) ( ) − 0 ( ) has the same limit in probability as ] .
Using the same arguments as in the proof of Theorem 2 (i), it is easy to conclude By the asymptotic equivalence theorem, it suffices to prove that Thus the assumption ℎ Δ 3 → 0 leads to the result. □
