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Abstract
Advances in high-throughput DNA sequencing have created new avenues of attack for
classical genetics problems. This thesis develops and applies principled methods for analyzing
DNA sequencing data from multiple pools of individual genomes. Theoretical expectations
under several genetic models are used to inform specific experimental designs and guide the
allocation of experimental resources. A computational framework is developed for analyzing
and accurately extracting informative data from DNA sequencing reads obtained from pools
of individuals. A series of statistical tests are proposed in order to detect nonrandom
associations in pooled data, including a novel approach based on hidden Markov models
that optimally shares data across genomic locations. The methods are applied to new and
existing datasets and improve on the resolution of published methods, frequently obtaining
single-gene accuracy.
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Chapter 1
Introduction
1.1 Background
Recent technological advances have allowed for unprecedented data generation in biology.
These new techniques have been harnessed in many biological subfields, and in particular,
genetics. This thesis develops computational methodology that advances the state of the art
in linking genotype to phenotype, the fundamental challenge of genetics.
A popular and robust method for determining the particular genetic elements that under-
lie a phenotype is to gather groups of individuals that show opposite phenotypes, interrogate
the genetic sequences of each group in some manner, and search for elements that are shared
in significantly different proportions between the groups. Complementary approaches, at a
high level, include other forward and reverse genetic approaches. Most generally, forward
genetics refers to working from a phenotype towards a genotypic explanation. Examples
include screening random mutants for changes in the desired phenotype or conducting ex-
perimental crosses and observing significant correlations between the phenotype of interest
and phenotypes with known genetic origins (e.g. auxotrophic markers, physical phenotypes,
or gene deletions). Reverse genetics refers to experiments that go from a genotypic change
to phenotype. Possible approaches include target gene disruptions or large-scale screens (e.g.
gene knockouts or knockdowns). Various forms of association mapping, a forward genetic
technique, attempt to use the natural variation arising in populations in order to determine
specific phenotypic links. These methods are particularly valuable when direct experimenta-
tion is not possible, as in humans. This thesis develops computational methodology for a
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particular family of genetic experiments, with specific experiments and analyses conducted
using the model eukaryote S. cerevisiae (baker’s yeast). More specifically, this work applies
high-throughput DNA sequencing technologies to analyzing large pools of phenotypically
similar individuals. When multiple pools are derived from separate experimental treatments
or represent separate phenotypic extremes, analysis of the total genomic DNA sequence
from each pool allows for precise localization of the genetic elements underlying the phe-
notypic changes. This thesis derives and applies machine learning methods to analyze and
statistically characterize results from these pooled sequencing experiments.
1.1.1 Terminology
This thesis assumes a certain level of familiarity with basic genetics, statistics, and machine
learning techniques. Where multiple interpretations could exist, the specific choice is
highlighted. For the subsequent sections, phenotype refers to an observable or measurable
trait of an organism. Concretely, this may be having or not having a disease, a physical trait
(height, weight, eye color), or a response to a certain stimulus or perturbation, such as ability
to survive a gene deletion. Genotype refers to the heritable content of an organism. While
its precise molecular basis is broad and perhaps expanding, in the scope of this thesis we
refer to (genomic) DNA sequence. Genotyping refers to ascertaining the state of a particular
DNA element via a molecular assay. In populations, multiple versions (alleles) of portions of
its members’ genomes exist. Here this is most often single-nucleotide polymorphisms (SNPs),
but larger polymorphisms or other heritable differences are also discussed. Historically, many
genotyping techniques have given only binary answers of presence or absence of a particular
allele and have only worked for known polymorphisms, since specific molecular probes must
be designed and employed. However, recent throughput advances in DNA sequencing have
allowed it to be used as a genotyping platform. These procedures, when employed with
total genomic DNA (whole-genome sequencing), are unbiased and can potentially be used
to discover all differences between a sample and a reference genome, therefore identifying
all polymorphisms and yielding almost complete genotyping.
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1.1.2 Notation
Several probability distributions will be used repeatedly in this work. To avoid ambiguity,
the precise parametrizations are presented here.
The normal or Gaussian distribution with mean µ and variance σ2:
x ∼ N (µ, σ2)
Pr(x|µ, σ2) = 1√
2piσ2
exp
(−(x− µ)2
2σ2
)
The cumulative density function for a standard normal distribution (µ = 0, σ2 = 1) so
that s ∼ N (0, 1):
Φ(x) =
∫ x
−∞
Pr(s|0, 1)ds
We explicitly note that:
∫ x
−∞
Pr(s|µ, σ2)ds = Φ
(
x− µ
σ
)
The binomial distribution with N trials and probability p of success:
x ∼ Bin(N, p)
Pr(x|N, p) =
(
N
x
)
px(1− p)N−x
The beta distribution with shape or pseudocount parameters α and β:
p ∼ Beta(α, β)
Pr(p|α, β) = Γ(α+ β)
Γ(α)Γ(β)
pα−1(1− p)β−1
Where Γ(x) = (x− 1)! for positive integers.
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1.1.3 Association studies
At the broadest level, an association study or association mapping experiment seeks to identify
statistical associations between a phenotype and a genotype. Multiple designs are possible
and are often given different names, depending on the context and heritage of the subfield.
A successful and recently-growing design is a case-control study, exemplified in humans by
genome-wide association studies. These studies analyze the basis of a dichotomous trait
by identifying unrelated affected and unaffected individuals, genotyping the individuals at
many locations (“genome-wide”), and searching for statistical associations (see [41]). Before
the technical advances that enabled this type of study, associations were primarily sought
using many fewer markers and family-based designs such as linkage studies. Another family
of designs includes various quantitative trait studies, where the phenotype of interest is a
continuous value rather than a binary trait. A popular recent example is eQTL studies ([13]
and the references therein), which seek to find genetic bases for heritable gene expression
traits. In model organisms, the populations used for these studies can be formed with
experimental crosses, for example by considering the progeny from two inbred (homozygous)
strains (also referred to as line crosses). However, in humans these studies must necessarily
use naturally-arising populations. Finally, many other types of studies leverage known
pedigrees and family structure, including the aforementioned linkage studies. For a concise
and practical overview on association mapping, concentrating on human disease studies, see
[3]. For more in-depth discussion, in particular focusing on quantitative traits and model
system genetics, see [4], [38], and [53].
1.1.4 Pooled genotyping
In the scope of this thesis, pooled genotyping refers to genotyping where only population-
level summary statistics are available. That is, the genotyping experiment cannot in general
be used to determine the correct genotype for a particular member of a pool. The summary
statistics may be proportions or direct counts of each allele, obtained via a sampling method.
Concretely, pooling may refer to when DNA is extracted from multiple individuals, normalized
to approximately equal concentrations, combined into one batch, and assayed using one of
several molecular techniques in order to determine the fraction of particular alleles at each
marker of interest. “Pooling” may also occasionally refer to experiments where the DNA
14
from each individual is given a molecular tag (barcode) and then assayed in a way which
associates the particular barcode with each measurement. In this situation, each individual
genotype is available, and the “pooling” only refers to multiplexing at a particular step of the
technical procedure. This is not the type of pooling discussed in this thesis.
1.2 Previous work
Pooled analysis of separate populations has been proposed and implemented for multiple
traits and organisms. The primary motivation for pooled analysis is the cost savings of per-
forming fewer genotyping experiments. Originally, pooled genotyping was performed with
direct low-throughput molecular assays, but technical advances led to higher-throughput
genotyping using DNA microarrays. More recently, direct high-throughput sequencing has
been employed. However, some costs are not decreased with pooled experiments. These in-
clude sample collection and sample preparation, depending on the exact experimental design.
Furthermore, certain technologies and experimental designs require intricate normalization
methods for accurate pooled genotyping, whereas individual experiments may require only
certain quantity thresholds. Additionally, pooled experiments necessarily produce only a
subset of the data available from individual genotyping. For more discussion on this issue,
see Chapter 2. When the early costs (sample collection and preparation) are large relative
to genotyping costs, pooled genotyping is less attractive. This is one of the reasons that for
human disease studies, where these costs are higher, pooled experiments are less likely to be
conducted. However, their use is increasing, as will be seen in the next section.
1.2.1 Pooled association studies in humans
Pooled studies in humans have focused on decreasing cost while maintaining large sample
sizes for genome-wide association studies. The discussion in [12] reviews advantages and
disadvantages of pooled analysis for human disease-association studies, referencing the
theoretical work performed in [47]. Several groups, including [2], [5], [30], and [39],
have developed a variety of pooling strategies and statistical approaches, primarily focused
on human samples. These analyses focused on microarray-based or lower-throughput
genotyping technologies, where individual bias effects at multiple loci must be carefully
avoided ([26]). Since there are typically fewer markers present in these experiments,
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accuracy at each measured marker is of great importance. These methods address replicate
procedures and other ways of ensuring that the fractional allele frequencies reported via
pooled genotyping match those that are reported by genotyping individuals. These techniques
have been successfully applied for identifying human disease risk loci in, for example, [32],
[15], [28], and [33]. More recently, pooled sequencing has been combined with targeted
capture methods to survey a set of candidate genes in multiple pools of humans affected by
a particular disease ([10]). As the throughput of DNA sequencing grows and costs decrease,
the genome-wide methods developed and employed for model organisms in this thesis will
merge with the targeted methods currently applied to humans. Overall, this line of research
has mostly focused on the human case for disease-association studies where the phenotype is
dichotomous (case or control) and population structure is mostly unrestrained and therefore
complex.
A related but distinct research direction is discovering specific rare variants present in a
subset of samples. Sophisticated schemes have been developed to pinpoint a collection of
individuals possessing a particular mutation while performing many fewer experiments than
the total number of individuals ([44] and [22]). However, these methods rely on the rarity
of the target mutation (sparsity) and are therefore not directly applicable to the genetic
problems presented in this work or referenced earlier.
1.2.2 Pooled experiments in experimental crosses
Another line of research has focused on quantitative phenotypes in controlled crosses of
experimental organisms, and similar principles apply. For model system studies, sample
generation and collection is usually a much simpler matter than in human studies. In
this realm, comparison of pooled DNA between multiple phenotypic extremes has been
referred to as “bulk segregant analysis” ([42]). Most commonly, two strains that show a large
difference in a particular trait are chosen and progeny (segregants) are generated from a
cross. Phenotypic extremes are chosen and genotyped individually or in pools. In spirit, this
method has many similarities to admixture mapping, which uses admixed human populations
to determine the genetic basis of traits that have varied prevalences in different continental
groups ([46] and the references therein). More recently, bulk segregant analysis has been
applied with microarray genotyping ([8], [25], and [9]). Early work focused on small pool
sizes, which limits statistical power to detect variants ([1] and previous citations). More
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recently, this technique has been extended to apply to very large pools of yeast individuals
with genotyping via microarrays and next-generation sequencing ([21], [51], and [43]).
Another related application, originating in the plant genetics community, employs pooled
genotyping of phenotypic extremes to accelerate the forward genetic approach of identifying
the particular randomly-induced mutation that leads to a phenotypic difference ([45] and
[37]).
1.3 Goals
This thesis develops an integrated model for sequencing-based genotyping of large pools,
applied to complex trait discovery. Multiple genetic models are considered and expected
pooling results are derived for each model. The goal of the various modeling approaches is to
link pool expectations with specific genetic architectures and parameters. The computational
and statistical methods unify the smaller-scale and genotyping-unaware methods applied
to human datasets with the current experimental realities of next-generation sequencing.
The statistical methods aim to use all available data while maintaining tractability. The
computational methods are applied to several experimental datasets and the resolution is
compared to published results.
1.4 Thesis overview
Chapter 2 discusses multiple genetic models and the pooling outcomes for each. Chapter 3
proposes a framework for extracting useful information from pooled sequencing experiments.
Chapter 4 introduces a mathematical model of the experimental procedure and uses it to
derive several statistical tests. Chapter 5 applies the framework and tests to a group of
datasets, compares the performance against published results, and uses the methods to
propose novel biological hypotheses. Chapter 6 summarizes the thesis and discusses possible
extensions.
17
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Chapter 2
Models for pooled genomes
2.1 Genetic architectures
First, we describe and explore statistical models that produce expected allele frequencies
for various types of genetic models. We focus on dichotomous traits where the choices of
pool construction are most obvious. We consider both single- and two-pool designs where
association is tested against an assumed population allele frequency or directly against
another pool. For a detailed discussion of pooling directly based on quantitative traits and
determining optimal selection frequencies, see [2], [29], and [47]. Since the key measured
quantity of pooled genotyping experiments is allele frequencies (or allele counts that can
be used to compute frequencies), we focus on describing changes in allele frequencies
under multiple genetic models. We recognize a limitation inherent in the pooling approach:
the inability to obtain joint frequencies of markers. That is, since the pooling procedure
effectively anonymizes the individual origin of each segment of DNA, there is no way to
determine if two markers that are far apart are frequently or infrequently inherited together.
This means that tests for epistasis ([14] and [11]) cannot be applied, and that only marginal
effects can be detected and tested. Working within this framework, Chapter 4 proposes
principled methods to test changes in allele frequencies, given all relevant experimental
information.
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2.1.1 Basic association
Most basic tests of association are nonparametric, in the sense that they do not require explicit
models of the alternate (association) hypothesis. However, without the alternate model, it is
difficult to calculate or reason about statistical power and therefore develop expectations
about the probability of an experiment successfully recovering a genotype/phenotype relation.
The following sections detail specific genetic models and show how to convert from key
parameters of the models to expected differences in allele frequencies. These links, when
combined with the statistical tests in Chapter 4, allow for power calculations for parametrized
genetic models under any particular experimental design.
2.1.2 Logistic regression
A popular method for modeling binary outcomes from multiple quantitative inputs is logistic
regression. Logistic regression models the probability of the outcome (dichotomous phe-
notype) using the product of odds factors contributed by each input feature. For a binary
phenotype, we model a base log odds β0 and a log odds factor βi for each controlling gene
Gi with alleles xi ∈ {0, 1}. Each βi lets a gene multiplicatively increase the odds of the
final trait. Interaction terms between genes can be included and given a log odds factor
depending on the paired allele identity. We consider the odds of observing a binary trait,
viability:
Pr(viable)
1− Pr(viable) = exp(β0)
∏
i
exp(βixi)
Therefore the probability of viability is a logistic function of the sum of the log odds
factors βi:
Pr(viable) = Logistic
(
β0 +
∑
i
βixi
)
=
1
1 + exp(−β0 −
∑
i βixi)
In many data analysis tasks, a labeled (viable or inviable) set of individuals is obtained
along with genotypic information (xi state). The βi are unobserved and inferred using
maximum likelihood or other methods that can leverage various assumptions about the data.
For our current task we will instead calculate pooling outcomes based on values of the log
odds factors βi. We consider a single locus G1 with two evenly segregating alleles and a log
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odds factor β1. If there are other genes contributing to the trait, we assume they can be
averaged and folded into the base log odds β0.
Pr(G = 1|viable) = Pr(viable|G = 1) Pr(G = 1)1
2(Pr(viable|G = 1) + Pr(viable|G = 0))
= Logistic(log
[
1 + exp(−β0)
1 + exp(−β0 − β1))
]
)
We note this expression is a logistic function of the log-likelihood ratio of Pr(viable|G = 1)
and Pr(viable|G = 0). And similarly for the inviable pool:
Pr(G = 1|inviable) = Logistic(log
[
exp(−β0 − β1)
1 + exp(−β0 − β1))
]
− log
[
exp(−β0)
1 + exp(−β0))
]
)
Figure 2-1 shows the allele frequencies in viable and inviable pools obtained under the
logistic model, varying the values of β0 (separate lines) and β1 (along the x-axis).
Figure 2-1: Pooling outcomes under a single-locus logistic model.
2.1.3 Liability threshold models
The liability threshold model is another method for producing a dichotomous phenotype from
many genetic loci. This model was proposed in [52], developed in [23], and is discussed
and used in many works, including [18] and [38]. The core idea is a latent quantity for
each individual, liability, that determines whether a binary trait is observed. If the liability
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exceeds the fixed threshold for the phenotype, the individual displays the binary trait. Each
allele of a gene can contribute a particular amount, positive or negative, towards the liability.
If all contributions to the liability are genetic, then since the threshold is fixed, the trait is
deterministic (completely heritable). Alternately, environmental variables may be modeled
as contributing to the liability. These terms may be thought of as specific environmental
influences or as inherent noise sources that reduce the heritability of the trait, defined as the
proportion of trait variance attributable to genotype. The threshold determines the overall
prevalence of the condition in the population.
The contributions to the liability can be normalized so that liability distribution over the
entire population has unit variance and zero mean. If the threshold on the liability scale
is T , then the prevalence p is 1 − Φ(T ). We next consider a particular gene G whose two
alleles contribute +x or −x to the liability. We assume that G is segregating evenly in the
population and treat the population as haploid for simplicity. If the remaining portions of the
liability are non-genetic, then the heritability of the trait is x2. If we consider the individuals
in the population with the allele G = 1, their liabilities follow a normal distribution with
mean x and variance 1− x2. Similarly, the individuals with G = 0 follow N (−x, 1− x2). As
an illustration, Figure 2-2 shows these densities along with the entire population.
We can consider the pooling outcomes for gene G in the liability threshold model,
parametrized by its variance share x2. If we pool affected individuals, we should observe an
abundance of allele G = 1. We label the liability L.
Pr(G = 1|L ≥ T ) = Pr(L ≥ T |G = 1) Pr(x = 1)
Pr(L ≥ T ) =
[
1− Φ
(
T−x√
1−x2
)]
1
2
p
And similarly:
Pr(G = 1|L < T ) =
[
1− Φ
(
T+x√
1−x2
)]
1
2
1− p
Thus the difference in allele frequencies in the affected (L ≥ T ) pool is:
Φ
(
T+x√
1−x2
)
− Φ
(
T−x√
1−x2
)
2p
And the difference in the unaffected pool is:
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Φ
(
T−x√
1−x2
)
− Φ
(
T+x√
1−x2
)
2− 2p
We note that, as expected by symmetry, the absolute values of the numerators are equal.
Therefore, the trait prevalence is the controlling factor for determining which pool should be
genotyped in a one-pool experiment. The rarer pool should be preferred: cases if the disease
is rare and controls if the disease is common. Figure 2-3 shows the frequency of allele G = 1
as the heritability attributable to G grows, for multiple condition prevalences.
Figure 2-2: Liability threshold model example. The shaded portions indicate affected
individuals (individuals whose liabilities have exceeded the threshold).
2.1.4 Boolean algebras for viability
Here we propose and develop an alternative genetic model tailored for interpreting specific
problems. We imagine individuals or strains where there are multiple loss-of-function alleles
present across the population. However, functional redundancy might allow for a particular
functional allele to “rescue” another nonfunctional allele. Following the genetics terminology,
we then say the functional allele suppresses the lethality phenotype otherwise associated
with the nonfunctional allele. This is a particular type of epistatic model that allows for
nonlinear effects across genes (see [14]). Each (viable) individual has a set of functional
and nonfunctional alleles, where the nonfunctional alleles all have functional redundant
pathways present (suppressors).
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Figure 2-3: Allele frequencies observed in case-only pools under the liability threshold model.
As prevalence decreases and heritability attributable to a particular gene increases, it is
easier to discover nonrandom association.
This type of model can be used to easily express the concepts of essential genes (no
suppressors exist) and synthetic lethal pairs, where a single deletion of either gene is viable
but the double deletion is not. For synthetic lethal pairs, each gene, when functional,
can suppress the lethality otherwise associated with its nonfunctional partner. Specific
experimental methods have been developed to characterize these genetic interactions in
yeast ([50] and [7]) and other model systems.
OR suppressors
We can formalize this model by encoding viability as a Boolean expression. If each gene
is a literal (variable) taking on the value true only when it is functional, we can combine
multiple requirements for viability into one expression. A specific form, closest to what has
been described above, is conjunctive normal form (CNF). Here, viability is expressed as the
conjunction (logical AND) of multiple clauses, each of which is a disjunction (logical OR) of
literals. For example:
viability = (A ∨B ∨ C) ∧ (D ∨ E) ∧ F ∧G
In this model, the genes D and E are a synthetic lethal pair and F and G are essential.
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Figure 2-4: Clause size versus observation frequency in pool under the k-CNF model
If a literal participates in only one clause, then its fraction in a pool obtained from viable
individuals relates to the size of that clause. We extend the model by allowing for incomplete
penetrance of the lethality phenotype. We assume that a fraction q of the time, a true lethal is
created, and with probability 1− q viability is produced spuriously. Under these assumptions,
we can calculate the allele frequency in a viable pool directly.
Consider gene G which is a member of a disjunction of k elements. The allele G = 1 is
functional and the penetrance of the lethality phenotype is q. The frequency of allele G = 1
in a pool of viable individuals is then:
Pr(G = 1|viable) = Pr(viable|G = 1) Pr(G = 1)
Pr(viable)
=
1 · 12
1− q 1
2k
=
2k−1
2k − q
Figure 2-4 shows the allele frequencies for various clause sizes k and penetrances q. In
order to link overall viability fractions to specific architectures, Figure 2-5 shows overall
viability fractions averaged over all genotypes. We observe that higher redundancy (k) with
a fixed penetrance leads to an exponentially-harder recovery task.
AND suppressors
An alternate Boolean encodes viability as multiple choices of groups of functional alleles.
Specifically, we can cast viability in disjunctive normal form (DNF), where overall viability is
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Figure 2-5: Clause size versus total viable fraction under the k-CNF model
a disjunction of clauses consisting of conjunctions of literals. An example here could be:
viability = (A ∧B) ∨ (C ∧D ∧ E) ∨ F
For simplicity we compute the allele frequencies assuming there is a single clause of size
k. Let the members of the clause be Gi where Gi = 1 is functional and i ∈ {1, 2, ..., k}. Then:
Pr(Gj = 1|viable) = Pr(viable|Gj = 1) Pr(Gj = 1)
Pr(viable)
=
Pr (viable,
∑
iGi = k) + Pr (viable, Gj = 1,
∑
iGi < k)
Pr (viable,
∑
iGi = k) + Pr (viable,
∑
iGi < k)
=
1 + (1− q)(2k−1 − 1)
1 + (2k − 1)(1− q) =
2k−1 + q1−q
2k + q1−q
Figure 2-6 shows the allele frequencies under the k-DNF model, for multiple penetrances.
Figure 2-7 shows the overall viability fraction as k increases, for multiple penetrances.
Two-pool designs
The Boolean algebras described thus far give formulas for viability and calculate allele
frequencies obtained from observing pools of viable individuals. However, in model systems,
this process can be generalized. Instead of non-functional alleles segregating and causing dif-
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Figure 2-6: Clause size versus observation frequency in pool under the k-DNF model
Figure 2-7: Clause size versus total viable fraction under the k-DNF model
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ferences in natural populations, non-functional alleles could be created directly by querying
an existing population. Specific examples include gene deletions, knockdowns, or repression
or removal of a functional copy of a gene. In this regime, pools can be constructed not only
from the viable individuals, but from those that were unable to survive the perturbation.
In this case, the results from the CNF and DNF models merge: by De Morgan’s laws, the
logical negation of a CNF formula is a DNF formula. In calculating allele frequencies under
a CNF model that is not satisfied (the inviable pool), the model switches to DNF with all
literals negated. The converse is also true. The asymmetric treatment of penetrance renders
the described models not completely compatible, except for q = 1. In this case, it is clear
that while considering viable individuals for a k-CNF model with large k is very difficult,
considering inviable individuals is easy since all suppressors are present at 0% in the inviable
pool (with q = 1).
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Chapter 3
Obtaining allele counts from
sequencing data
We depart from the theoretical pooling results to discuss methods of forming allele frequency
estimates from sequencing data. Specific modeling approaches will be discussed in the
next chapter, but at this point we consider the task of obtaining accurate counts of strain
ancestry-informative reads at each position in the genome. Goals for this computational task
are:
• Accuracy, even in the presence of corrupt reads or reads with missing data
• Allowance for breakpoints in the middle of reads (multiple strain ancestries per read),
allowing transparent extension to longer reads
• Computational efficiency
These criteria motivated the use of existing alignment tools as core components along
with a SNP-centric processing perspective that allows for strain ancestry to be localized at a
higher resolution than the single read level. Following this reasoning, two approaches were
considered.
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Figure 3-1: Pileup example from samtools. Matches to the reference sequence are denoted
by periods or commas, depending on the strand of the read. Alternate calls are indicated by
the particular base, with case depending on the read’s strand.
chr12 188890 T 123 .,.......,,,,..,,..,,.,,......,,...,,,,,.,,...,,.,....,,,
chr12 188891 T 121 ...,,,,..,,..,,.,,......,,...,,,,,.,,...,,.,....,,,.,,,..
chr12 188892 A 120 C..,.c.,.,C.,,..,,.c,......c,..Cc,,,,C,,C..,,.,...C,,c.,c
chr12 188893 A 118 ,..,,.,,......,,...,,,,,.,,...,,.,....,,,.,,,.....,,,,...
chr12 188894 A 119 .,...,,.,,......,,.N.,,,,,.,,N..,,.,....,,,.,,,.....,,,,.
3.1 Computational methods
3.1.1 Obtaining allele frequencies via pileup
In the first approach, all sequencing reads from a particular pooling experiment are aligned to
one strain’s reference genome using the short read aligner bwa ([35]). To increase specificity,
only uniquely-mapping reads are considered. This eliminates certain portions of the genome
from consideration, but lowers noise for the remaining portions. In practice, any short read
aligner that can produce or export its output to the standard SAM format is compatible with
this workflow. Next, a whole-genome pileup is generated using samtools ([36]). A genome
pileup lists the particular base calls at each genomic position, informed by the set of mapped
sequencing reads. An example of this output is shown in Figure 3-1.
The genome pileup produces reference and non-reference allele counts at each base.
Using single-strain sequencing data, lists of polymorphisms can be determined and tracked
in later analyses. A complication of this approach is the fact that marker discovery is biased
towards the strain whose reference genome is employed. A two-stage procedure could
use both references, but joining corresponding SNPs from each reference is problematic at
this level. This property motivates the second method, described in the next section, for
generating allele counts.
The pileup-based method, however, is vital for situations where only one strain has a
known reference genome. This approach was applied to generate allele counts in [21].
3.1.2 Obtaining allele frequencies via mapping
An alternate approach is to leverage the short read mapping process directly. When references
are available (or can be generated) from both strains, reads can be mapped to both strains.
30
That is, a concatenated reference genome consisting of all chromosomes from both strains is
produced and used as the target genome for a short read aligner. For a particular pooling
experiment, reads mapping perfectly to both strains are immediately discarded as non-
informative. Reads that map with errors to either strain are checked against known SNPs
with known positions in both strains.
To generate the list of tracked SNPs, the two reference genomes are used to simulate
exhaustive sequencing using reads of length R (producing R-fold coverage of each genome).
These simulated reads are mapped back to both references, as described previously, and
polymorphisms for each strain are tracked. This has the benefit of linking particular alleles
and positions between strains, instead of the asymmetrical approach described in the pileup
procedure. An example of resulting matched SNPs is shown in Figure 3-2.
Figure 3-2: Example of SNP markers used for allele frequency estimation.
s288c_chr12 188891 sigma_chr12 184431 C>A
s288c_chr12 192415 sigma_chr12 187955 T>C
s288c_chr12 193482 sigma_chr12 189022 C>A
s288c_chr12 203252 sigma_chr12 198792 A>G
s288c_chr12 210770 sigma_chr12 206310 T>A
3.2 Noise filtering
Multiple sources of error can confound the compilation of SNP lists as well as the allele count
generation process. For example, an allele in one strain may lead to a partial or total loss of
read uniqueness (for a particular read length R). This phenomenon results in drastically
skewed allele frequency estimates at this SNP. Alternately, an error in the reference genome,
or simply a polymorphism compared to the utilized substrain, may lead to a seemingly non-
segregating SNP. Similar problems arise in other high-throughput sequencing analysis tasks,
including detection of allele-specific expression ([17]). To avoid these biases, single-strain
sequencing experiments can be used to filter out confounded SNPs. The following tests were
applied to each candidate tracking SNP:
• Analysis of the combined set of artificial reads (2R-fold coverage) yields ≥ R/10 reads
per SNP in total
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Figure 3-3: Allele frequencies estimated from unfiltered marker SNPs. Note the logarithmic
y-axis.
• In the combined set of artificial reads, a two-tailed binomial test of the first strain
fraction gives a p-value ≥ 0.95.
• In a single-strain sequencing experiment, the incorrect allele is seen fewer than 4 times
• In a single-strain sequencing experiment, the correct allele is seen more times than the
incorrect allele
• In a single-strain sequencing experiment, the SNP (either allele) is seen at least 3
times.
These heuristics were selected based on the sequencing depth of available single-strain
experiments. In the analysis of two yeast strains, to be presented in Chapter 5, an initial list
of 47496 SNPs was filtered using these criteria to yield 25323 SNPs. The allele frequencies
from the artificial datasets with all SNPs and with filtered SNPs is shown in Figure 3-3 and
Figure 3-4 respectively.
For the yeast comparison, there is a filtered mapping SNP every 450 bp, on average.
Half of the chromosomes have markers extending to within 10 kb ( 3 cM in yeast) of the
telomeres, but the other half left gaps ranging from 23 to 110 kb.
32
Figure 3-4: Allele frequencies estimated from filtered marker SNPs. Note the logarithmic
y-axis.
3.2.1 Combining allele frequencies across SNPs
For more accurate allele frequency estimation, data from nearby tracking SNPs can be
combined. Whole-genome sequencing yields approximately complete marker coverage,
which gives more samples (SNPs) than needed from the recombination rate. That is, the
frequency of many nearby markers are not expected to vary significantly, because not enough
recombination events should occur between them. The distance depends on the local
recombination frequency, but the genome-wide average of roughly 3 kb per centimorgan
([40]) means that markers with 3 kb should (on average) vary only 1%.
The correct way to combine data from nearby markers depends on the assumed noise
models. If sampling noise from the sequencing reads is the only noise source and we regard
the total number of reads at a marker (from both strains) as fixed, the number of reads
from strain follows a binomial distribution. For ease of argument, we can employ a normal
approximation to this distribution (via the central limit theorem). Therefore the estimated
allele frequency pˆ at a SNP with a reads from one strain, b reads from the other, and a true
underlying allele frequency p is:
pˆ =
a
a+ b
∼ N
(
p,
p(1− p)
a+ b
)
If we have another nearby SNP that we assume is completely linked to the first and
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therefore generates samples using the same p, we can produce a maximum likelihood
estimate for p based on both sets of samples. This relies on the fact that the maximum
likelihood estimate of the mean of a Gaussian distribution (µˆ) is simply the precision-
weighted ( 1
σ21
and 1
σ22
) average of multiple samples (µ1 and µ2) ([6]):
µˆ =
1
1/σ21 + 1/σ
2
2
(
1
σ21
µ1 +
1
σ22
µ2
)
Therefore, when we combine a second marker with c and d reads from the two strains,
the resulting combined estimate is:
pˆ =
1
a+b
p(1−p) +
c+d
p(1−p)
·
(
a+ b
p(1− p) ·
a
a+ b
+
c+ d
p(1− p) ·
c
c+ d
)
=
a+ c
a+ b+ c+ d
This justifies simply combining read counts across SNPs to generate combined estimates,
and is intuitively appealing. However, other assumed noise models yield different optimal
procedures. Suppose instead that each marker had a separate noise source (constant offset)
that led to slightly skewed estimates. For concreteness, consider the case where more reads
(possible starting positions) can uniquely map around the SNP in one strand than in another.
This per-marker noise level is different across SNPs, and we wish to combine data in order
to decrease this noise (along with the original sequencing sampling noise). Assume for
simplicity that the per-marker noise is Gaussian with mean 0 and an unknown (but fixed
across SNPs) variance. Then:
pˆ1 =
a
a+ b
∼ N
(
p,
p(1− p)
a+ b
)
+N (0, σ2)
pˆ2 =
c
c+ d
∼ N
(
p,
p(1− p)
c+ d
)
+N (0, σ2)
And therefore:
pˆ1 ∼ N
(
p,
p(1− p)
a+ b
+ σ2
)
pˆ2 ∼ N
(
p,
p(1− p)
c+ d
+ σ2
)
We can construct the combined estimate in the same way as before, but for simplicity we
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define k = p(1−p)
σ2
.
pˆ =
(
k
a+b + 1
)(
k
c+d + 1
)
k
a+b +
k
c+d + 2
·
[(
k
c+ d
+ 1
)(
a
a+ b
)
+
(
k
a+ b
+ 1
)(
c
c+ d
)]
If we define  = max
(
k
a+b ,
k
c+d
)
, we can make the simplification:
pˆ = (1 + )2
1
2
(
a
a+ b
+
c
c+ d
)
And therefore we can approximate pˆ to a factor of (1 + )2 with:
pˆ ≈ 1
2
(
a
a+ b
+
c
c+ d
)
This again appeals to intuition and supports averaging ratios instead of combining raw
counts when each measurement point is assumed to have an additional independent error
term. We note that  ≤ 1
4σ2n
, where n is the minimum total number of reads at the marker.
Therefore, if we seek a 1% error approximation to the true (full calculation) pˆ and we have
at least 20 reads on each SNP, σ2 must be at least 2.5. If we have at least 50 reads on each
SNP, σ2 must be at least 1. When ratio averaging is applied incorrectly (that is, the bounds
for  are not satisfied and therefore a good approximation for p is not achieved), extra error
is introduced by depending too heavily on one of the data pairs. Specifically, the sampling
distribution N
(
p, 12
(
k
a+b +
k
c+d
))
is used instead of the more accurate N
(
p, ka+b+c+d
)
. If
the smaller data pair has x data points (x = min(a+ b, c+ d)) and the larger data pair has
cx data points (c ≥ 1, cx = max(a+ b, c+ d)), then the variance of using the incorrect model
is larger by a factor of (c+1)
2
4c . We observe that if each marker has at most 50% more reads
than the other, the variance will be increased by less than 5%.
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Chapter 4
Models for locus recovery
The previous chapters analyzed the expected allele frequencies observed in a sample of
pooled genomes and proposed methods to recover allele counts from large sets of sequencing
reads. In this chapter, these problems are combined in order to develop inference methods
for the true allele frequency at a particular genome position, given the pooled read samples.
First, simple generative models are given which describe the experimental process. Next,
these models are used to construct likelihood-based statistics that can be used to assess the
significance of association in multiple experimental designs. In Chapter 5, these methods
will be applied to experimental data and various pooling strategies will be compared.
In contrast to the previous chapters, which dealt with infinite population sizes, here we
are concerned with the limitations of finite sampling, both in the number of individuals and
number of sequencing reads produced. Awareness of these statistical limitations and specific
experimental noise sources produces well-powered methods and informs experimental
design, maximizing the utility of a specific set of individuals and sequencing experiments.
4.1 Single-locus model
First, we consider a particular genomic locus alone. At this stage, recombination and other
variation that exists across multiple loci is ignored. This model is similar to those reviewed in
[47] and developed by multiple groups. Alternate choices include beta-binomial models, as
described in [43] and [49], or other logistic-linear models. With large samples and flexible
assumptions, these modeling approaches are similar, though inference algorithms and precise
probabilistic interpretations may vary. Figure 4-1 gives a schematic of the data generation
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Figure 4-1: Hierarchical model for pooling process. Each node includes the notation used
for the allele frequency at that step. Only the sequencing reads are observed (pˆ).
Population
Pool
Sampled
DNA
Reads
Sampling (p to pnA)
Pooling (pnA to ppool)
Sequencing (ppool to pˆ)
process, whose steps will be covered in the following sections.
In this model, the infinite population allele frequency is p and we have sampled N
individuals, which compose the genotyped pool. The distribution of the number of strain A
individuals (nA) in the pool, assuming they are selected independently, follows a binomial
distribution:
nA ∼ Bin(N, p)
We call the sampled fraction pnA . Clearly, as N →∞, nA → pN , but the individuals in
our pool give a noisy estimate of p due to the finite size of the pool.
We next consider the genotyping process, which creates a fixed number of sequencing
reads around the locus of interest. The sequences of the reads are compared, as detailed in
Chapter 3, to assign strain ancestry. The fraction of reads obtained from one strain should
reflect its prevalence in the pool (n
A
N ) in the absence of additional variation introduced by
the pooling process. However, we wish to allow for additional technical noise in this step.
Specifically, this may arise due to variation in normalizing the DNA obtained from each
sample or from unequal amplification or reporting in the sample preparation or sequencing
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process. We make the assumption that each individual in the pool varies in magnitude (DNA
amount) or selectability according to a normal distribution. If we assume that each of the
nA individuals contribute an amount to the pool that is distributed according to a normal
distribution N (1, σ2), then the total fraction of strain A identity is approximately:
ppool ∼ N
(
pnA ,
p(1− p)
N
σ2
)
In this formulation, σ is the coefficient of variation of the pooling process and is invariant
with respect to the number of samples or true allele frequency. It can be viewed as a measure
of accuracy of the pooling, with σ = 0 corresponding to perfectly balanced pooling. The
coefficient of variation of the final proportion is:
√
1− p
p
·
√
1
N
· σ
The distribution of strain-specific sequencing reads (xA from strain A out of a fixed
R = xA + xB) at a specific locus depends on ppool and follows a binomial distribution,
assuming the reads are selected independently:
xA ∼ Bin(R, ppool)
We can calculate the distribution of the observed allele fraction pˆ conditioned on the true
population allele frequency p by marginalizing out the unobserved variables ppool and pnA . If
we approximate the binomial distributions with Gaussians, the convolutions directly simplify
to a single Gaussian. For brevity we define c = p(1− p) and calculate:
Pr(pˆ|p,N, σ2, R) ≈
∫ ∫
Pr(pˆ|ppool,
c
R
) Pr(ppool|pnA ,
cσ2
N
) Pr(pnA |p,
c
N
) dpnA dppool
=
∫
Pr(pˆ− ppool|0,
c
R
)
∫
Pr(ppool − pnA |0,
cσ2
N
) Pr(pnA |p,
c
N
) dpnA dppool
We use the fact that the convolution of two Gaussians is a Gaussian with the means and
variances summed (that is, N (µ1, σ21) + N (µ, σ22) = N (µ1 + µ2, σ21 + σ22)) to simplify the
expression so that:
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pˆ ∼ N
(
0,
c
R
)
+N
(
0,
cσ2
N
)
+N
(
p,
c
N
)
= N
(
p,
c
R
+
cσ2
N
+
c
N
)
The overall variance of the observed allele frequency is then:
Var[pˆ] ≈ p(1− p)
(
1
R
+
σ2
N
+
1
N
)
This approximation can be used for several tasks, as detailed in the subsequent sections.
4.1.1 Experimental design and replicates
First, as will be explored in Chapter 5, the variance approximations can be used to determine
the relative value of multiple experimental designs. If there is a choice between deeper
sequencing or more samples, which should be preferred? This analysis suggests that for
minimum variance, they should be approximately equal. Since the total variance is the sum
of the reciprocals, increasing the smaller quantity shrinks the variance by a larger amount.
However, this is often an oversimplification: if the technical pooling variance σ2 is large,
then increasing sample size is of paramount importance. Additionally, this single-locus
analysis ignores the effect of increasing marker coverage R by combining nearby markers.
By employing this or similar techniques, the achieved value of R for these tests can be much
higher than the simple observed genomic coverage.
The variance approximation can also be used to assess the value of replicate pools. If
we construct k pools, each with N members and read coverage of R, the variance obtained
from the combined estimate of p decreases by a factor of k. The inequality is a simple upper
bound to eliminate the dependence on p, for clarity.
Var[pˆ] ≈ p(1− p) 1
k
(
1
R
+
σ2
N
+
1
N
)
≤ 1
4k
(
1
R
+
σ2
N
+
1
N
)
4.1.2 Statistical tests
The normal approximations proposed above can be used to construct several statistical
tests. For simplicity and concrete comparison to earlier works, we mostly describe statistical
hypothesis testing within a non-Bayesian framework by computing data likelihoods and
likelihood ratio statistics.
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Case-only tests
If only affected individuals are gathered and pooled, then the resulting allele frequencies
must be tested against the null hypothesis. When the tested locus has no effect on the
phenotype, it will segregate at its frequency in the entire population. We ignore the effects
of linkage here and therefore require that the marker is sufficiently far away (in mapping
distance) from any other associated marker. For experimental crosses where all loci segregate
at 50%, then no association would be an allele frequency at or near 50%.
In the absence of pooling and other confounding effects, the appropriate exact test would
be a binomial test with the null hypothesis p = 12 . However, the extra variation introduced
by pooling will lead to false positives using this or other pooling-unaware methods. We can
instead use the normal approximation directly in performing a Z-test, assuming we have
already estimated or bounded the total technical pooling variance σ2. Therefore the test
statistic (z-score) is, in terms of the sampled allele frequency pˆ:
pˆ− 12√
pˆ(1− pˆ)
(
1
R +
σ2
N +
1
N
)
Case-control tests
An extension of the single-pool case is when two phenotypic extremes are obtained and
pooled, such as cases and controls. In this setting, the key question is whether there is a
significant difference in allele frequencies at a particular locus between the two pools.
In the absence of pooling and other confounding effects, the appropriate test would be
Fisher’s exact test or, invoking asymptotics, a chi-square test. These tests are commonly
performed in modern (unpooled) genome-wide association studies. We can incorporate the
extra variation with another Z-test, with the scaled difference in allele frequencies as the
test statistic:
pˆ1 − pˆ2√
[pˆ1(1− pˆ1) + pˆ2(1− pˆ2)]
(
1
R +
σ2
N +
1
N
)
A related statistic, useful for other types of comparison and visualizations, is the likeli-
hood ratio of the association and non-association hypotheses. The data likelihoods can be
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computed using the normal approximation or, by assuming a fixed p and marginalizing out
nA, using the binomial distributions exactly. The exact versions are preferred for very small
pools or very low read counts. Defining c = 1R +
σ2
N +
1
N and pˆavg =
1
2(pˆ1 + pˆ2) for brevity,
the likelihood ratio using the approximations is:
Pr(pˆ1|pˆ1, cpˆ1(1− pˆ1)) Pr(pˆ2|pˆ2, cpˆ2(1− pˆ2))
Pr(pˆ1|pˆavg, cpˆavg(1− pˆavg)) Pr(pˆ1|pˆavg, cpˆavg(1− pˆavg))
This relation uses the fact that the maximum likelihood estimate (MLE) of the allele
frequency in each pool is simply the observed (sample) allele frequency and that under
the null hypothesis of no association, the MLE is the average of the two allele frequencies.
This holds when the read coverage R and number of samples N is the sample in each pool.
Extensions to allow mismatched pool designs follow the same logic as presented in section
3.2.1.
4.2 Multi-locus model
We can extend the single-locus models and statistical tests proposed above in order to
leverage more relevant information. The single-locus tests necessarily ignore data from
nearby markers, even though it is partially informative. When population history is known
or given, as in crosses between two strains of experimental organisms, the relationship
between nearby markers can be explicitly included in the statistical model. This information-
sharing can help overcome some of the other problems of single-locus methods, such as high
levels of noise with low sequencing or high technical pooling variance. Additionally, single-
locus methods encounter difficulties with missing data, such as regions that are difficult
to sequence or map or have very few polymorphisms. Conceptually similar methods have
been explored for human studies, focusing on leveraging haplotype structure in pooled
([27], [31]) and unpooled experiments ([54]). The method presented here focuses on
experimental crosses and dense genotyping, as obtained by sequencing.
4.2.1 Model
We propose a specific probabilistic model that includes all data from a single chromosome
and explicitly models the effect that recombination and pool size have on neighboring
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allele frequencies. The model is a dynamic Bayesian network that operates spatially over a
chromosome. The chromosome of interest is segmented into discrete blocks of equal size,
with a hidden state corresponding to each region. The hidden state reflects the number of
individuals nAi with strain A ancestry at that locus. The quantity n
A
i varies along the genome
as recombination events occur and members of the pool switch local ancestry, but depends
only on the nearest neighbors of a given locus. Each locus i may emit sequencing reads (xAi
and xBi ) according to its local allele frequency (hidden state). These reads may originate
from multiple markers falling within the same region or a single marker. When there are
no polymorphisms or mappable reads available in a region (i.e. no markers), it has no
emissions and therefore the observed data do not directly constrain or affect the inference of
the hidden state at that locus. Finally, a single locus includes the causal gene and therefore
depends on the true selected allele frequency p, corresponding to the degree of association
with the phenotype. To fit our problem within this framework, only one locus depends on
the trait association. When the causal locus is unknown, we imagine an ensemble of possible
models parametrized by the particular causal locus and true allele frequency p. Figure 4-2
displays the graphical model. We note that conditioned on the causal locus, the system is a
hidden Markov model (HMM). We will leverage this fact for efficient inference. We also note
that while we present a model with discrete hidden states, we might also model the local
allele frequency directly as a continuous value. The resulting model is a linear dynamical
system or linear-Gaussian model since we can approximate the binomial likelihoods for the
read generation process with Gaussian distributions.
Figure 4-2: Dynamic Bayesian network expressing the dependence between nearby loci in a
pooled sequencing experiment. Allele frequencies in the pool influence the mix of observed
sequencing reads at each locus. Four loci are presented for illustration.
p
nA1 n
A
2
Recombination
Pool creation
nA3 n
A
4
(
xA1 , y
A
1
)Read generation(
xA2 , y
A
2
) (
xA3 , y
A
3
) (
xA4 , y
A
4
)
43
Transition probabilities
We assume that the segmented regions are small enough so that at most one recombination
event can occur per region. The probability of an odd number of recombination events
occurring is defined as pR. In practice, the regions will be small enough so that pR is
effectively the probability of a single recombination event occurring. It can be used to
determine transition probabilities from nAi = j to n
A
i+1 = k via enumeration of the number
of individuals d of strain A that switch ancestry in the interval, where d ∼ Bin(nAi , pR).
Pr(nAi+1|nAi ) =
N∑
d=0
Pr(d|nAi , pR) · Pr(d− nAi+1 + nAi |N − nAi , pR)
Figure 4-3 displays the transition matrix for two values of the segment recombination
frequency pR.
Figure 4-3: Transition probabilities for a pool of size 20. The left panel shows a lower
recombination frequency that induces a larger correlation between neighboring pool fractions.
The right panel shows a higher recombination frequency that allows for quicker reversion to
the expected frequency of 12 (n
A = 10). Darker cells are more probable.
Emission probabilities
As described in the single-locus section, the probability of observing a set of sequencing
reads conditioned on the pool fraction at the locus and a total read count Ri = xAi + x
B
i can
be calculated using the binomial distribution:
xAi ∼ Bin(Ri,
nAi
N
)
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Technical pooling variance, assumed to be acting in a locus-independent manner and
therefore affecting each locus separately, can also be accounted for here. As explained in
the single-locus section, technical pooling variance increases the overall variance and the
likelihood can be calculated with a normal approximation.
Initial probabilities
Inference in this dynamic Bayesian network requires a known distribution over hidden state
values at a particular locus. Since the model is spatial and not temporal, any locus could
be selected as the root node for this purpose. Inference of the hidden state values can then
proceed forward or outwards from that locus, leveraging the conditional independence
structure of the model. When there is a causal locus, the selected population allele frequency
p induces a distribution over its hidden state value. When there is no causal locus, the
fraction follows a binomial distribution accounting only for the sampling variance from
p = 12 :
nAi ∼ Bin(N,
1
2
)
We note that this is the limiting distribution of the transition probabilities. That is, the
distribution over the number of individuals with ancestry from strain A at a particular locus is
simply the marginal distribution obtained from simulating the transition chain on a genome
of infinite size.
4.2.2 Inference
With the experimental model specified, we can apply standard methods for inference of the
hidden states given the observed allele counts. We assume that the recombination frequency
pR is fixed and known and consider the resulting HMM. We use the forward-backward
algorithm ([20]) which recursively calculates the “forward probabilities” fi(k) and the
“backward probabilities” bi(k) outwards from the causal node. For a chromosome with L
segmented regions, we have:
fi(n
A
i ) = Pr(x
A
1 , x
B
1 , ..., x
A
i , x
B
i , n
A
i )
bi(n
A
i ) = Pr(x
A
i+1, x
B
i+1, ..., x
A
L , x
B
L |nAi )
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These are the likelihoods of the observed data before or after a particular hidden state
(nAi ), joint with or conditioned on the hidden state’s identity. They can be used to calculate
other useful probabilities in the model, including the overall data likelihood:
Pr(data) ≡ Pr(xA1 , xB1 , ..., xAL , xBL ) =
N∑
nAi =0
Pr(xA1 , x
B
1 , ..., x
A
L , x
B
L , n
A
i ) =
N∑
nAi =0
Pr(xAi+1, x
B
i+1, ..., x
A
L , x
B
L |nAi , xA1 , xB1 , ..., xAi , xBi ) Pr(xA1 , xB1 , ..., xAi , xBi , nAi ) =
N∑
nAi =0
fi(n
A)bi(n
A)
This quantity is (implicitly here) parametrized by the model parameters pR, and can be
computed for multiple values of pR. Comparing the data likelihood across (approximately)
all possibilities of pR allows for maximum likelihood estimation of the global recombination
rate.
The forward and backward probabilities can also be used to obtain posterior probabilities
over values of nA at a locus i:
Pr(nAi |data) =
fi(n
A
i )bi(n
A
i )
Pr(data)
The posterior distribution over local allele frequencies can be used to report mean or
mode allele frequencies along the chromosome, even in segments without marker data. It
can be regarded as an intelligent smoothing procedure that appropriately weights evidence
by genomic proximity. Figure 4-4 shows an example of allele frequency inference given a set
of allele counts across a chromosome.
We can use the estimates of nAi to create posterior estimates of p, assuming each locus i
in turn is causal. We wish to calculate Pr(p|data) using known quantities:
Pr(p|data) =
N∑
nAi =0
Pr(p, nAi |data) =
N∑
nAi =0
Pr(p|nAi ) Pr(nAi |data)
We leveraged the fact that p is conditionally independent of the observed data given the
local allele frequency nAi . The rightmost term is the posterior probability for n
A
i , but we need
Pr(p|nAi ). If we assume a uniform prior over p, we know the posterior distribution of p after
observing nAi out of N successes is a beta distribution with standard parameters α = n
A
i + 1
and β = N − nAi + 1. Specifically:
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Figure 4-4: Allele frequency inference from observed counts. The top panel shows observed
allele frequencies at individual markers with blue pluses. Regions without pluses do not
have polymorphisms or mappable reads. These observations are used to infer posterior
probability distributions over local strain ancestry counts, shown in the bottom panel for
a pool of size 100. Darker shades correspond to higher probability. These distributions
are used to calculate the posterior mean (red line) and 95% credible interval (shaded red)
plotted on the top panel.
Pr(p|nAi ) =
Pr(nAi |p) Pr(p)∫ 1
0 Pr(n
A
i |s) Pr(s)ds
=
Pr(nAi |N, p)∫ 1
0 Pr(n
A
i |N, s)ds
= (N + 1) Pr(nAi |N, p)
=
Γ(N + 2)
Γ(nAi + 1)Γ(N − nAi + 1)
pn
A
i (1− p)N−nAi
Thus p ∼ Beta(nAi + 1, N − nAi + 1). With these components, we can evaluate Pr(p|data).
4.2.3 Statistical tests
We can compare the data likelihood under two models at each locus. The null model
assumes no association so that p = 12 , while the alternate model allows it to vary according
the phenotypic association. If we assume a uniform prior over p, the MLE of p can be
computed by maximizing its posterior probability, which we calculated previously. We can
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use this to calculate a likelihood ratio statistic:
maxp′ Pr(data|p = p′)
Pr(data|p = 12)
The likelihood ratio can be calculated at every locus, testing the hypothesis of a causal
allele at each locus. It can be extended to testing for differences between two pools by
comparing the null model where p is the same for the two pools and the alternate model
where each pool has its own p. Incorporating replicate experiments uses the same idea.
The log10 likelihood ratio from these two models, referred to as a LOD score in the genetics
community, can be tested for significance using a chi-square distribution.
Location estimates
Along with reporting a set of significant loci, their information can be combined to form
a higher-resolution estimate of the location of the causal locus. We can make explicit the
choice of the location of the causal allele by giving it the label x. If we fix the frequency of
the causal allele to a given level p and assume a uniform prior over choices for x, we can
calculate its posterior mean:
E[x|data, p] =
∑
x
xPr(x|data, p) =
∑
x
x
Pr(data|x, p)∑
y Pr(data|y, p)
In practice, this is calculated around each significant peak in order to report a precise
location prediction. Since we expect the likelihood function for x to be fairly smooth within
small regions, this can allow for accurate localization below the genome bin size used by the
HMM.
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Chapter 5
Experimental results
With the computational framework in place, we proceed to analyze several pooling experi-
ments. We will consider pools of yeast individuals, obtained by crossing two related strains.
The reference genomes of these strains are available, allowing for markers to be determined
using the previously described procedure.
5.1 Datasets
Table 5.1 lists the experiments analyzed in this section, along with several relevant exper-
imental metrics. The first two experiments are from the Fink laboratory and explore the
genetic basis of essential genes. Some hybrids of the two strains are able to survive without
the gene SKI7, while some are not ([19]). Many samples of each type were collected and
pooled for genotyping via high-throughput sequencing. The last four experiments were
published as part of a larger study on the genetic basis of drug resistance ([21]). Hybrids of
two strains were collected, pooled, and then sequenced after exposure to a DNA-damaging
agent. Control pools were also generated and sequenced, composed of hybrids that did not
undergo selection.
5.2 Verifying resolution using positive controls
The experimental protocols used to create the individual populations required the use of
selectable markers at multiple locations in the genome. These markers have an extremely
strong association with the pool membership since they were artificially selected. Since the
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Table 5.1: Experiments
Name Read length Population Pool size Reads (informative) Hits/marker
Pool W1 39 viable w/o SKI7 ∼300 52.4M (4.6M) 141.8
Pool W2 39 inviable w/o SKI7 ∼600 57.6M (5.0M) 154.7
Pool K1 76 viable w/ 4-NQO >1000 23.8M (2.8M) 67.7
Pool K2 76 control (no 4-NQO) >1000 12.9M (1.5M) 36.1
Pool K3 76 viable w/ 4-NQO >1000 30.1M (3.6M) 85.0
Pool K4 76 control (no 4-NQO) >1000 28.1M (3.3M) 79.5
locations of the selectable markers are exactly known, they can be used as positive controls
to assess localization accuracy. Tables 5.2 and 5.3 show the localization results of the CAN1
gene. The maximum LOD score is computed using the HMM scoring scheme proposed in
section 4.2 with the recombination fraction set to the approximate genome average ([40]),
1000 bp segmented regions, and technical pooling variance ignored for simplicity. Following
the convention of linkage studies, we report a 1-LOD confidence interval around the location
of the peak LOD score. That is, we calculate the genomic region which contains LOD scores
that are within 1 unit of the maximum LOD score. The average location is the posterior
mean of the causal locus, as described in section 4.2.3. The known location of the marker is
shown in the last row. Both sets of experiments are able to map the genes to within several
kilobases.
Table 5.2: Localization of the positive control CAN1 in large pools
Name Fraction LOD 1-LOD interval Avg. location
Pool K1 0.04 23.9 32k-38k 34070
Pool K2 0.05 21.1 35k-42k 37872
Pool K3 0.03 25.2 29k-40k 36767
Pool K4 0.03 24.7 29k-40k 34950
Combined 0.03 25.5 29k-37k 31519
CAN1 n/a n/a 31594-33966 32780
Table 5.3: Localization of the positive control CAN1 in medium pools
Name Fraction LOD 1-LOD interval Avg. location
Pool W1 0.92 18.5 38k-44k 40004
Pool W2 0.93 17.0 28k-32k 29075
Combined 0.93 19.2 28k-32k 29109
CAN1 n/a n/a 31594-33966 32780
The large pools have two additional positive controls, LYP1 and Mata. Tables 5.4
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and 5.5 report the localization accuracy of these markers, using each pool separately and
combined. We again attain approximately kilobase-level accuracy using the combined dataset.
We observe that pool K2 reports outlying results in these tests, possibly due to its lower
sequencing coverage (table 5.1).
Table 5.4: Localization of the positive control LYP1
Name Fraction LOD 1-LOD interval Avg. location
Pool K1 0.06 19.6 135k-146k 141002
Pool K2 0.08 15.9 152k-170k 159038
Pool K3 0.04 22.5 133k-146k 137014
Pool K4 0.04 22.1 134k-143k 140021
Combined 0.04 23.2 136k-143k 140220
LYP1 n/a n/a 138050-140485 139268
Table 5.5: Localization of the MATa locus
Name Fraction LOD 1-LOD interval Avg. location
Pool K1 0.86 12.3 191k-200k 195932
Pool K2 0.87 12.3 173k-190k 177062
Pool K3 0.88 13.6 190k-204k 197943
Pool K4 0.93 18.9 194k-202k 197867
Combined 0.90 16.1 195k-205k 197969
MATa n/a n/a 198671-201177 199924
5.3 Recovering previously reported results
The study that reported the large pools verified the effect of two genes that affect resistance
to 4-NQO in follow-up experiments. We can attempt to replicate these results and compare
the resolution of these methods to the resolution published in the study. Tables 5.6 and 5.7
report the localization results of the confirmed genes RAD5 and MKT1, respectively.
Table 5.6: Localization of the known resistance QTL at RAD5
Name Fraction LOD 1-LOD interval Avg. location
Pool K1 0.10 15.1 196k-213k 206947
Pool K3 0.12 13.7 198k-209k 200042
Combined 0.10 15.6 198k-210k 206925
RAD5 n/a n/a 204491-208600 206545
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Table 5.7: Localization of the known resistance QTL at MKT1
Name Fraction LOD 1-LOD interval Avg. location
Pool K1 0.77 6.3 452k-481k 468974
Pool K3 0.77 6.3 454k-489k 469982
Combined 0.77 6.7 453k-489k 468987
MKT1 n/a n/a 466631-469723 468177
In both cases, the target gene was recovered exactly, with the posterior estimate of the
location located within the body of the gene. The sliding-window based approach described
in [21] reported peak locations 1.5kb from the target genes. In addition, the previous
method utilized additional lower-noise microarray-based genotyping results which are not
included in these estimates. Figure 5-1 shows the inferred allele frequencies and LOD scores
across a genomic window around RAD5.
Figure 5-1: Inferred allele frequencies around RAD5 based on data from pools K1 and K3.
Observed marker frequencies are shown with blue pluses and inferred allele frequencies are
shown in red, with the average as the dark line and the 95% credible interval shaded. The
LOD score for association is shown in light blue, with units on the right axis.
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5.4 Novel results
Fitness modifiers
We can use the single-pool test for non-random association to examine the control pools
K2 and K4. These individuals did not undergo strong selection, but are required to grow
effectively from indirect competition against other hybrids on a growth plate. By searching
for non-random association, we can determine if there are strain-specific fitness modifiers
which lead to a competitive advantage and show strain-specific enrichment in the control
pool. We apply the HMM scoring scheme to each chromosome in pool K4, excluding pool K2
since it produced outlying or weaker results in several earlier tests. We find multiple strong
associations, detailed in table 5.8.
Table 5.8: Predicted fitness modifiers discovered using the control pool K4
Name Fraction LOD Chromo. 1-LOD interval Avg. location
Pool K4 0.65 2.8 chr4 1112k-1189k 1149997
Pool K4 0.75 8.2 chr10 89k-118k 102004
Pool K4 0.71 6.3 chr10 641k-669k 653422
Pool K4 0.88 14.6 chr12 658k-668k 661741
Pool K4 0.76 8.9 chr13 40k-65k 50014
Pool K4 0.32 4.4 chr15 145k-188k 170001
Pool K4 0.26 7.9 chr16 362k-401k 375007
The strongest association signal, observed on chromosome 12, was also localized using
the four pools combined. Roughly similar levels of association were observed in all pools,
reported in table 5.9. The predicted location lies within HAP1, a gene known to be disrupted
by a Ty1 element in the laboratory strain ([24], [21]). This data verifies a strong preference
for the functional allele, originating in the non-laboratory strain.
Table 5.9: High-resolution localization of the fitness modifier HAP1
Name Fraction LOD 1-LOD interval Avg. location
Pool K1 0.83 10.5 643k-666k 656949
Pool K2 0.76 5.9 639k-680k 671875
Pool K3 0.83 10.5 642k-653k 649226
Pool K4 0.88 14.6 658k-668k 661741
Combined 0.85 11.6 646k-653k 649166
HAP1 n/a n/a 645915-651023 648469
In all, five of the association peaks show high allele frequency, indicating a positive effect
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associated with the non-laboratory strain. Two of the associated peaks show beneficial effects
originating from the laboratory strain.
Modifier of SKI7 lethality
We can compare the two pools composed of yeast individuals that could or could not lose
a particular gene in order to determine modifiers of this ability. A potential modifier on
chromosome 12 was observed with opposite effects in each pool. Table 5.10 reports these
results, using pools W1 and W2. Figure 5-2 plots the inferred allele frequencies and LOD
scores around the associated region. Further biological experiments, informed by these
predictions, can ascertain the location of the causative gene or regulatory region.
Table 5.10: Discovery of a novel suppressor on chromosome 12
Name Fraction LOD 1-LOD interval Avg. location
Pool W1 0.72 3.8 149k-194k 180964
Pool W2 0.24 4.9 177k-212k 202965
Combined n/a 4.9 173k-206k 187962
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Figure 5-2: Allele frequencies around a predicted SKI7 lethality modifier, inferred from two
pooled experiments. Observed marker frequencies are shown with blue pluses and inferred
allele frequencies are shown in red, with the average as the dark line and the 95% credible
interval shaded. The LOD score for association is shown in light blue, with units on the right
axis.
(a) Pool W1
(b) Pool W2
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Chapter 6
Conclusion
In this thesis, we have considered the effect of various genetic models and provided predic-
tions for pooling outcomes based on multiple parameters. We proposed and implemented
methods for extracting allele frequency information from sets of high-throughput sequencing
reads, along with techniques to minimize the effects of noise. We discussed several statisti-
cal models for detecting non-random association in sequenced pools, culminating with an
approach based on hidden Markov models that shares information across loci in a principled
manner. Finally, we applied these methods to several datasets, verifying known results
and producing several novel hypotheses. The resolution of these methods was shown to
outperform the claimed resolution of a competing method, even when the other method was
using more datasets. Using the pooled datasets, four of seven known results were recovered
with single-gene accuracy. The remaining results were recovered to within several kilobases.
Re-analysis of the published dataset revealed seven strain-specific growth modifiers, with
beneficial alleles originating from both strains. One modifier mapped exactly to a gene
known to be only partially functional in the laboratory strain, lending strong support to the
prediction.
6.1 Contributions
The specific advances of this work include:
• The characterization of pooling results given multiple genetic models, and in particular
the explicit calculation of results under a Boolean model for viability. This extends
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standard results for quantitative traits and can link pooling outcomes to degrees of
network redundancy and lethality for uncovering genetic network interactions.
• An integrated method for marker discovery and count estimation that effectively
leverages one or two reference genomes. Previous approaches relied on existing
markers from genotyping microarrays ([21]) or were limited to using information from
only one reference genome ([43]).
• A statistical framework that allows for principled information sharing across genomic
loci and incorporation of experiment-specific noise sources. These methods improve
upon previous approaches that relied on heuristic techniques to select sliding window
sizes, which may sacrifice resolution and computational efficiency.
• Statistical tests using the information-sharing HMM method that report robust location
estimates and confidence intervals. The multi-locus methods allow for principled
inference even in regions without strain-specific markers and reduce experimental
noise when many markers are available. This allows for location estimates that
are accurate below the resolution of any genome binning, outperforming published
approaches.
The statistical framework is most beneficial for the case where there are many relatively noisy
markers, as observed in genotyping via sequencing. In these cases, combining information
across the genome is critical in reducing noise and increasing statistical power. More
generally, the methods developed and applied in this thesis support the application of
selection and pooled genotyping for experimental organisms. When experimental procedures
can create medium or large allele frequency differences, the causative genes can be mapped
with great precision. These methods do not require the step of explicit polymorphism
discovery or genotyping array design, yielding large time and cost savings. While the results
presented here used two reference genomes, alternate approaches described in this thesis
could work when only one reference genome is available. This allows for the application of
this method to new strains or sets of outbred individuals.
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6.2 Future work
There are several directions to extend this work. First, the dynamic Bayesian network
modeling the pooling process and sequencing output could be augmented to handle more
sources of error or variation. For instance, marker-level bias terms could be added and
estimated individually, reducing the need for marker pre-screening. Global technical pooling
variance could be estimated in an integrated inference procedure, simultaneously with the
other hidden states. Additionally, the recombination rate could be allowed to vary locally and
inferred along with the other unknown variables. From inspection of some of the positive
control results, asymmetric recombination frequencies around an association peak, such as
one near a centromere, can lead to biased peak location estimates. Thus, local recombination
frequency estimation would allow for more accurate inference as well as yielding interesting
data about the genome-wide variation in recombination between multiple strains. Finally, the
association detection could be augmented to allow for a non-uniform belief in the presence
of a causal allele at each locus (similar to [34]). This would allow conservation data or other
functional information to affect the precise localization of association peaks.
The inference procedures could adopt a Bayesian approach, possibly allowing for more
robust results. Instead of reporting a likelihood ratio obtained from point estimates of the
parameters, integrals could be taken or approximated over all values of the parameters.
Particularly when combined with prior probabilities over the location of associated peaks,
this could yield a more principled approach for reporting the peak location. This could also
lead to accurate discovery of nearby (linked) association peaks. The datasets surveyed in this
work had relatively few association peaks, resulting in at most one or two per chromosome.
However, as more complex traits are analyzed, the importance of multi-peak discovery will
increase.
From an experimental point of view, the methods as presented or augmented as described
above could give insight on particular protocol choices. As more experiments are performed
and more datasets become available, robust comparison between specific types of pooling
and normalization can take place. This can maximize the utility of a given experiment and
set of individuals.
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