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Kivonat:  
A jelen ismertetés az MTA–ELTE Lingvális Artikuláció Kutatócsoport ultra-
hangos vizsgálatainak technikai hátterét, az alkalmazott hardver- és szoftver-
környezetet, illetőleg a folyó és tervezett kutatásokat mutatja be. A magyar és 
nemzetközi szakirodalmi előzmények tárgyalása után ismerteti az ultrahangnak 
mint az artikuláció vizsgálatában alkalmazott eszköznek a sajátosságait, össze-
vetve más kísérleti eszközökkel és módszertanokkal. Kitér a kutatási nehézsé-
gekre is, mint például az ultrahangkép beszélőfüggő minősége, a nyelvkontúr 
manuális és automatikus meghatározása, végül bemutatja a kutatócsoport főbb 
céljait és terveit, mind az alap-, mind pedig az alkalmazott kutatások területén. 
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1   Bevezetés 
Az artikuláció (a beszédképző szervek koordinált mozgása) és az akusztikum (a ke-
letkező beszédjel) kapcsolata az 1700-as évek óta foglalkoztatja a beszédkutatókat 
[1]. Ahhoz, hogy a beszédképző szervek (pl. hangszalagok, nyelv, ajkak) mozgását 
vizsgálni tudjuk, speciális eszközökre van szükségünk, mivel a legtöbb ilyen szerv 
nem látható folyamatosan beszéd közben. Magyar nyelvre eddig kevés olyan artikulá-
ciós vizsgálat született, amely dinamikus adatokon (azaz nem csak statikus állóképe-
ken) alapul. Lotz az 1960-as években [2, 3], Szende az 1970-es években [4], majd 
Bolla az 1980-as években [5, 6] röntgenfilm (ún. röntgenogram/ kinoröntgenografikus 
vizsgálat) technológiával vizsgálta a magyar beszéd artikulációját. Bolla kutatásaiban 
az összes magyar magánhangzót és mássalhangzót elemezte: a folyamatos röntgen-
felvételekből a vizsgált beszédhangokról öt-öt képet átrajzoltak számítógépre, majd a 
rajzokat fonetikai szempontból elemezték. A tanulmányokban közlésre adták az ösz-
szes így keletkezett konfigurációt rajzokon, illetve a toldalékcső méreteit táblázatos 
formában. Ezek az adatok amellett, hogy segítik a magyar beszédképzés mechaniz-
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musainak megismerését és az artikulációs bázis feltárását, akár egy mai modern arti-
kulációs elvű beszédszintetizátorhoz is felhasználhatóak lennének.  
Bolla és munkatársai egy későbbi tanulmányban részletesen ismertetik a 
röntgenogramok készítéséhez használt eszközöket és a felvételek módszertanát [7]. 
Ebből kiderül, hogy a mikroszámítógépes technikát úgy dolgozták ki, hogy az 
interlingvális hangtani egybevetésekre is alkalmas legyen. Bolla emellett kísérletezett 
az ajkak (fotolabiogram) és a szájpadlás (palatogram) vizsgálatával is [8]. Az 1980-as 
évek röntgenes kísérletei után hosszú ideig nem történtek magyar nyelvű artikulációs 
kutatások, majd 2008-ban Mády elektromágneses artikulográffal vizsgálta a magyar 
magánhangzókat normál és gyors beszédben [9]. A magyar magánhangzók vizsgála-
tára újabb vizsgálat is született, melyben a magánhangzókra a beszédben és az ének-
lésben az alapfrekvencia függvényében jellemző nyelvkontúrokat, ajakpozíciót és az 
áll helyzetét (azaz az állkapocs nyitásszögét) elemezték szintén az elektromágneses 
artikulográfia módszerével [10]. 
 
1. táblázat: A nyelv mozgásának vizsgálatára használható technológiák összeha-
sonlítása. EMA = elektromágneses artikulográf. MRI = mágnesrezonancia-
képalkotás. PMA = permanens mágneses artikulográf. 
Technológia Előnyök Hátrányok 
Röntgen kiváló térbeli felbontás káros az egészségre 
nyelvkontúr követése szükséges 
Ultrahang jó időbeli és térbeli felbontás 
elérhető ár 
nyelvkontúr követése szükséges 
csak az ultrahangfejre merőleges 
nyelvállás látszik jól 
EMA  kiváló időbeli felbontás 
pontonként alacsony mérési 
hiba 
csak pontszintű mérés 




jó a tér- vagy  időbeli felbon-
tás (trade-off) 
 
trade-off a tér- és  időbeli felbontás 
között 
fekvő helyzet, zajos körülmények 
nyelvkontúr követése szükséges 
PMA  jó időbeli és térbeli felbontás nem adja meg a nyelv pontos pozí-
cióját, csak a becsült helyzetét 
 
A nemzetközi szakirodalomban is számos példát találhatunk a beszéd közbeni arti-
kuláció vizsgálatára, melyek közül a nyelv mozgásának elemzésére a következő tech-
nológiák alkalmasak: röntgen [11], ultrahang [12, 13], elektromágneses artikulográf 
(EMA) [14], mágnesesrezonancia-képalkotás (MRI) [15, 16] és permanens mágneses 
artikulográf (PMA) [17, 18]. Az egyes technikák előnyeit és hátrányait az 1. táblázat-
ban hasonlítjuk össze. A hat technológia közül az ultrahang pozitívuma, hogy egysze-
rűen használható, elérhető árú, valamint nagy felbontású (akár 800 × 600 pixel), és 
nagy sebességű (akár 100 képkocka / másodperc) felvétel készíthető vele. A jó térbeli 
felbontás azért fontos, hogy a nyelv alakjáról minél pontosabb képet kapjunk, míg a jó 
időbeli felbontás ahhoz szükséges, hogy a beszédhangok képzésének gyors változását 
(pl. zárfelpattanás, koartikuláció) is vizsgálni tudjuk. Az ultrahang hátránya viszont 
az, hogy a hagyományos beszédkutatási kísérletekhez a rögzített képsorozatból ki kell 
nyerni a nyelv körvonalát ahhoz, hogy az adatokon további vizsgálatokat lehessen 
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végezni. Ez elvégezhető manuálisan, ami rendkívül időigényes, vagy automatikus 
módszerekkel, amelyek viszont ma még nem elég megbízhatóak [19, 20]. Ugyanak-
kor az ultrahang az egyik legelterjedtebb technológia az artikulációs kutatással foglal-
kozó beszédkutató laboratóriumokban [21]. 
A jelen cikk célja, hogy bemutassuk az MTA–ELTE Lendület Lingvális Artikulá-
ció Kutatócsoport magyar beszéden történő nyelvultrahangos vizsgálatainak technikai 
hátterét, továbbá azt, hogy a rögzített adatok milyen módon használhatóak fel beszéd-
kutatáshoz. 
 
2   A szinkronizált beszéd és nyelvultrahang felvételének 
módszertana 
Az első kísérleti felvételek az ELTE Fonetikai Tanszékének egyik csendes szobájában 
készültek, a szakirodalomban javasolt helyzetben és beállításokkal [13], az 1. ábrán 
látható módon.  
A beszélők jelentés nélküli VCVCV szerkezetű hangsorokat és mondatokat olvas-




1. ábra. Beszéd és ultrahang felvétele rögzítő sisakkal az ELTE Fonetikai Tanszéken.  
 




2. ábra. Az ultrahangos kép orientációja. A bal oldali ábra forrása: [22]. 
2.1   Hardveres környezet 
A nyelv középvonalának mozgását a SonoSpeech rendszerrel rögzítettük (Articulate 
Instruments Ltd.) egy 2–4 MHz frekvenciájú, 64 elemű, 20 mm sugarú konvex ultra-
hang-vizsgálófejjel, 80–100 fps sebességgel. A felvételek során ultrahangrögzítő 
sisakot is alkalmaztunk (Articulate Instruments Ltd.), melyet az 1. ábra mutat. A rög-
zítő sisak használata azt biztosítja, hogy a felvétel során az ultrahang-vizsgálófej ne 
mozduljon el (pl. az orientációja ne változzon). A beszédet az első kísérletekben  
Monacor  ECM 100 kondenzátormikrofonnal rögzítettük, melyet a kísérleti alany a 
kezében tartott (az 1. ábrán látható módon). A későbbiekben a beszédet  Audio-
Technica - ATR 3350 omnidirekcionális kondenzátormikrofonnal rögzítettük, amely a 
sisakra volt csíptetve, a szájtól kb. 20 cm-re. A hangot 22050 vagy 44100 Hz minta-
vételi frekvenciával digitalizáltuk  M-Audio – MTRACK PLUS hangkártyával. Az 
ultrahang és a beszéd szinkronizációja a SonoSpech rendszer 'Frame sync' kimenetét 
használva történt: minden elkészült ultrahangkép után ezen a kimeneten megjelenik 
egy néhány nanoszekundum nagyságrendű impulzus, amit egy 'Pulse stretch' egység 
szélesebb négyszögugrássá alakít, hogy digitalizálható legyen (l. 2.3 fejezet). Ez 
utóbbi jelet szintén a hangkártya rögzítette. 
2.2   Szoftveres környezet 
A felolvasandó mondatokat az Articulate Assistant Advanced (Articulate Instruments 
Ltd.) szoftver segítségével jelenítettük meg a képernyőn. Az adatokat ugyanezzel a 
szoftverrel rögzítettük. Az AAA szoftver az adatok elemzésére is használható: egy-
szerre látszik az ultrahangkép, a beszéd hullámformája, FFT-spektruma és 
spektrogramja (3. ábra). Emellett az ábra alján látható módon automatikus 
nyelvkontúrkövetésre is alkalmas, és az ultrahangképeket a beszéddel szinkronizáltan 
jeleníti meg. 




3. ábra. Az Articulate Assistant Advanced szoftver használata. 
2.3   Beszéd és ultrahang szinkronizálása 
Ahhoz, hogy az ultrahangot és a beszédet később együttesen lehessen kezelni (azaz 
például meg tudjunk nézni egy zárfelpattanáshoz kapcsolódó ultrahangképet), nem 
elég a két jel párhuzamos felvétele, hanem szinkronizálni is kell azokat. A 
SonoSpeech ultrahang ’Frame sync’ kimenetét (illetve ennek digitalizálható változa-
tát, l. 2.1 fejezet) a kétcsatornás hangkártyára kötve, a mikrofonból származó beszéd-
jelet és az ultrahang-szinkronizáló jelet párhuzamosan fel tudjuk venni (4. ábra).  A 
szinkronizálójelben a négyszögek felfutó élét egy jelfeldolgozási algoritmussal meg-
keresve meg tudjuk határozni az egyes ultrahangképek pontos helyét a beszédhez 
képest. 
 
4. ábra. Beszédjel és ultrahang-szinkronizáló jel. Az alsó jelben lévő tüskék az egyes ultra-
hangképek elkészültét jelölik. 
344 XIII. Magyar Számítógépes Nyelvészeti Konferencia 
 
3   Beszéd- és nyelvultrahang-felvételek 
3.1   Az ultrahang beszélőfüggősége 
Az ultrahangfelvételek képi minősége eltérő lehet az egyes beszélők között. Stone 
leírja, hogy a fiatal, női, sovány adatközlők artikulációjának ultrahangos rögzítése 
adja a legjobb képminőséget [13]. Ezt természetesen az artikulációs szervek szövetei-
nek állapota (pl. hidratáltság) is befolyásolja. Az 5. ábrán négy különböző beszélő 
azonos beállításokkal készített felvételeiből rögzített képeket láthatunk. A bal oldali 
sötétebb rész a nyelvcsont helyére, míg a jobb oldali sötétebb rész az állkapocscsont 
helyére utal (mivel az ultrahang-hullám a csontokon nem tud áthatolni). Látható, hogy 
a négy különböző beszélő nyelvének felszíne nem egyformán jól látszik. Ennek az is 
lehet az oka, hogy a rögzítősisak különböző fejméretek esetén máshogy (más orientá-
cióban) tartja az ultrahang-vizsgálófejet.  
Természetesen a szoftver lehetőséget ad az ultrahangos hardver paramétereinek (pl. 
vizsgálófej frekvenciája, látómező, mélység, dinamikatartomány, vonalsűrűség stb.) 
állítására, ez azonban nem minden beszélő esetében kínál elégséges megoldást. 
 
 
5. ábra. Beszélőnkénti eltérések a nyelvultrahang képeken. 
Bal felső: 42 éves nő, jobb felső: 29 éves nő, bal alsó: 31 éves férfi, jobb alsó: 33 éves nő. 
A képek minősége befolyásolja a nyelvkontúrkövetéshez használt szoftver telje-
sítményét is. Automatikus követésre maga az AAA szoftver is kínál lehetőséget, 
emellett számos más program is rendelkezésre áll. Ilyen például az EdgeTrak [23], a 
ToungeTrack [24], és az AutoTrace [25] szoftver; illetve a legújabb 
nyelvkontúrkövető módszerek is használhatóak  [26]. Ezen szoftverek között eltér 
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például, hogy igényelnek-e előzetes manuális betanító adatbázist, avagy képi hasonló-
ságon alapulnak (összehasonlítás: [19]).  
Mindebből következik, hogy a kutatások megtervezésének egyik elengedhetetlen 
lépése a megfelelő beállítások és a precíz nyelvkontúrkövető módszerek feltárása. 
4   Laptopos bemutató 
Demonstrációnkban 5 magyar anyanyelvű beszélővel készült ultrahangvideók alapján 
mutatjuk be az ultrahangos nyelvkontúrkövetés módszereit. A bemutatóban szerepel 
az ultrahangos mérések képpé alakításának folyamata, specifikációi, a felvételi kö-
rülmények ismertetése. Ezután az AAA szoftver működésére térünk rá, különös tekin-
tettel a beállítási lehetőségekre. Emellett a nyelvkontúr követésének korábban említett 
lehetőségeit ismertetjük, azok előnyeinek, hátrányainak és korlátainak bemutatásával. 
5   Kutatási tervek 
Megkezdett és jövőbeni kutatásaink során egyrészt a koartikulációnak a nyelvmoz-
gásban detektálható mintázatait elemezzük, másrészt az ultrahangos artikulációköve-
tésnek a képfeldolgozási és beszédtechnológiai alkalmazásban rejlő lehetőségeit kí-
vánjuk feltárni. 
Megindultak kutatásaink az artikuláció ultrahangos képi feldolgozási lehetőségei 
[27] és az artikuláció alapján történő akusztikumbecslés terén [28], illetve megkezd-
tük az artikulációs tempó magánhangzóejtésre és ennek kontextusfüggő jellemzőire 
gyakorolt hatásának feltárását. 
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