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Nel seguente lavoro di tesi viene presentata la realizzazione di un sistema di Business 
Intelligence per l’analisi e il monitoraggio degli adempimenti e delle attività dell’azienda Enel 
Green Power che si occupa dello smaltimento di rifiuti e della creazione di energia da fonti 
rinnovabili, in modo da permettere ai soggetti incaricati di avere una visione completa e 
aggiornata dell’andamento del loro operato sui vari impianti dislocati a livello internazionale. 
      Vengono descritte le diverse fasi affrontate durante la realizzazione del data warehouse: lo 
studio dei processi aziendali, l’analisi e la specifica dei requisiti, la progettazione concettuale e 
logica dei data mart, l’analisi delle tecnologie e degli strumenti utilizzati, la realizzazione delle 
procedure di estrazione, trasformazione e caricamento dei dati, la creazione dei cubi Olap e la 
realizzazione della reportistica e dei dashboard proposti al committente. 
      Di ciascuna fase si presentano le caratteristiche fondamentali e i problemi riscontrati 
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Il caso di studio oggetto del lavoro di tesi riguarda la realizzazione di un sistema di supporto 
alle decisioni da svilupparsi in accordo a una specifica richiesta di un cliente della Extra Srl, 
azienda presso la quale si è svolta l’attività di stage.  
      Enel Green Power Spa, la società committente, opera nel settore dello smaltimento dei 
rifiuti e della produzione di energia da fonti rinnovabili e conta circa 718 impianti dislocati tra 
Nord America, Centro e Sud America, Europa e Africa, suddivisi in 5 tipologie: eolico, 
biomasse, solare, idroelettrico e geotermico.  
      La necessità emersa dalla società richiedente è stata quella di integrare il programma 
gestionale utilizzato internamente con un sistema di business intelligence attraverso il quale 
poter visualizzare, gestire e analizzare le informazioni riguardanti gli adempimenti (civilistici, 
fiscali, etc) e le attività connessi alla realizzazione e manutenzione dei suoi impianti, nonché 
monitorare costantemente l’andamento dell’operato dei suoi incaricati.  
      L’importanza di tale richiesta sta nel fatto che l’azienda in questione ritiene opportuno 
mantenere elevati gli standard di qualità e sicurezza, e per far ciò ha bisogno di avere una 
visione globale e frequentemente aggiornata degli impianti installati su territorio mondiale.  
      Nel presente elaborato vengono proposte le scelte progettuali e la realizzazione del sistema 
di business intelligence, interamente sviluppato attraverso l’utilizzo di tecnologie open source, 
al fine di mettere a disposizione, con l’aiuto di  un unico semplice strumento, tutte le 
informazioni necessarie all’utente finale. La scelta di Enel Green Power è ricaduta su questo 
tipo di tecnologie poiché prive dei costi di licenza, ed altamente flessibili ed integrabili con 
altri strumenti, al contrario di molti software proprietari presenti in commercio. 
      Per raggiungere questo scopo, i dati presenti nel gestionale utilizzato dall’azienda sono stati 
organizzati in opportuni data mart, progettati in base alle esigenze di analisi espresse dal 
cliente. Per la parte di analisi e presentazione dei dati sono stati utilizzati gli strumenti messi a 
disposizione dalla suite Pentaho Community Edition, ed in particolare, la creazione dei flussi 
ETL
1
 è stata effettuata con Pentaho Data Integration, la creazione dei cubi OLAP
2
 con Schema 
Workbench, le analisi con JPivot e Saiku, i reports con Pentaho Report Designer e i dashboards 
con Pentaho Design Studio. La suite Pentaho è stata proposta al cliente dalla Extra Srl, in 
                                                             
1 Acronimo di Extract, Transform e Load 
2 Acronimo di On-Line Analytical Processing 
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quanto è considerata una delle migliori e complete piattaforme open source attualmente 
disponibili sul mercato. 
  
Panoramica della soluzione proposta 
 
L’obiettivo principale è stato quello di fornire una piattaforma di supporto alle decisioni 
completa e funzionale, in grado di permettere di effettuare le analisi e il monitoraggio dei dati 
strategici in maniera semplice e intutiva per l’utente finale. 
      Nel dettaglio possiamo suddividere il processo di implementazione della soluzione 
proposta in cinque fasi: 
- Analisi dei requisiti e progettazione del Decision Support System. Sono stati definiti 
i requisiti di analisi attraverso interviste periodiche con i dirigenti di Enel Green Power, 
al fine di comprendere le reali necessità del cliente. Sulla base delle informazioni 
raccolte è stato effettuato l’intero processo di progettazione, che ha previsto la 
definizione di due data mart, uno per l’analisi degli adempimenti e uno per l’analisi 
delle attività. 
- Estrazione, trasformazione e caricamento dei dati. Sono stati implementati i flussi 
ETL per il popolamento del data warehouse e le trasformazioni ausiliarie per la 
definizione dei ruoli-utente. Tra le richieste del cliente, infatti, è emersa l’esigenza di 
avere un sistema che permettesse una visione limitata dei dati da parte dei responsabili 
dell’azienda, in base al loro dominio di appartenenza. 
- Definizione dei cubi OLAP e delle relative analisi multidimensionali. Ha previsto la 
creazione degli schemi XML dei cubi Monitoraggio Adempimenti e Monitoraggio 
Attività_IMS. Il committente ha richiesto inoltre di avere la possibilità di effettuare le 
analisi nella lingua madre dei soggetti incaricati; per questo motivo sono stati creati i 
relativi cubi in lingua inglese. La logica della visualizzazione limitata dei dati in base 
ruolo dell’utente, è stata implementata anche in questa fase. 
Infine sono stati messi a disposizione dell’utente due interfacce grafiche, Saiku e 
JPivot, per l’esplorazione dei cubi. 
- Definizione del sistema di reporting. Ha avuto come oggetto la progettazione e la 
creazione di due report: uno relativo alle analisi degli adempimenti associati ai 
responsabili e uno per la visione dell’andamento delle attività durante il corso dell’anno 
rispetto a un target previsto; per quanto riguarda la parte dei dashboard, ne sono stati 
implementati tre: uno per la visione degli adempimenti aperti nell’anno corrente, 
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suddivisi in base alla loro tipologia; uno per l’analisi degli adempimenti, in base 
all’anno e alla tipologia, distribuiti per area geografica e  per dominio, fino ad arrivare 
al dettaglio del singolo impianto visualizzato su mappa ed avere la possibilità di 
visualizzare il resoconto degli adempimenti definiti su esso, mediante la 
predisposizione di un report; infine l’ultimo permette la visualizzazione degli impianti, 
presenti nel dominio selezionato, suddivisi in base alla loro tipologia (ad esempio 
eolico, idrico, solare), ed offre la possibilità di cliccare su un impianto specifico e 
visualizzare graficamente l’andamento degli adempimenti suddivisi per tipologia e 
anno. Quest’ultimo dashboard permette una visione limitata all’utente in base al proprio 
dominio di appartenenza. 
 
1.1 Rassegna della letteratura 
 
Per quanto riguarda le tematiche inerenti l’analisi dei processi aziendali ai fini della 
progettazione del sistema di supporto alle decisioni si è fatto riferimento al libro [Kim02]. 
      Per la progettazione del datawarehouse, la specifica dei requisiti e il procedimento di 
creazione del sistema di supporto alle decisioni  sono state consultate le soluzioni proposte dal 
Prof. Antonio Albano nella sua dispensa [Alb11]. 
      Per le caratteristiche del software e degli strumenti utilizzati per lo sviluppo del processo di 
datawarehousing, per le procedure di estrazione, trasformazione e caricamento dei dati, oltre 
che alle modalità di disegno e creazione della reportistica e dei dashboards si è fatto ampio 
riferimento a [Bou09] e alle guide online rilasciate dalla community di sviluppatori di Pentaho 
[CP15]. 
 
1.2 Contenuto della tesi 
 
Il  lavoro presentato si articola nel seguente modo: 
- Nel capitolo 2 viene presentato l’ambito di riferimento del lavoro svolto: l’azienda 
ospitante, il committente e il programma gestionale da cui vengono estratti i dati 
necessari ai fini delle analisi richieste. 
- Nel capitolo 3 viene illustrato il processo di data warehousing con le  relative 




- Nel capitolo 4 vengono descritte  le caratteristiche e il funzionamento degli strumenti e 
delle tecnologie  utilizzati per lo sviluppo del progetto. 
- Nel capitolo 5 vengono raccolti i requisiti di analisi e le specifiche desiderate 
dall’azienda cliente. Vengono affrontate le fasi di progettazione dei datamart a partire 
dall’analisi dei processi, dalla raccolta dei dati necessari ai fini delle analisi, fino ad 
arrivare allo sviluppo degli schemi concettuali e logici. 
- Nel capitolo 6 vengono illustrati i flussi di estrazione, trasformazione e caricamento dei 
dati, creati ai fini del popolamento dei data mart descritti precedentemente. 
- Nel capitolo 7 viene descritta la progettazione dei cubi OLAP per l'analisi dei dati. Si 
mostra nel dettaglio l’utilizzo degli strumenti di cui si è fatto uso per tale  scopo ed i 
risultati di output ottenuti attraverso alcuni esempi. 
- Nel capitolo 8 vengono illustrate le caratteristiche dei report e dei dashboard creati con i 
quali l'utente può interagire direttamente in rete tramite apposite interfacce.  





















CONTESTO E OBIETTIVI 
 




 è una società, nata nel 2006, che opera nel settore dell’Information Technology. 
      L’azienda è specializzata nella progettazione e sviluppo di sistemi software web based, 
basati su standard ed architetture Open Source e nell'integrazione applicativa. Si occupa inoltre 
di consulenza di processo IT e nell'ambito del Project Management, offrendo servizi 
infrastrutturali, sistemistici ed applicativi, nonchè la progettazione e la vendita di soluzioni e 
servizi IT. 
      Dal 2010 Extra  è partner certificato di Pentaho, la piattaforma di Business Intelligencee 
Business Analytics leader nel campo dell'Open Source, utilizzata per lo sviluppo della 
soluzione proposta. 
 




, nata nel dicembre 2008, è la società del Gruppo Enel dedicata allo 
sviluppo e alla gestione delle attività di generazione di energia da fonti rinnovabili a livello 
internazionale, presente in Europa, nel continente americano e in Africa. 
      È tra i principali operatori nel settore della generazione di energia da fonti rinnovabili con 
una produzione su base annuale di 29 miliardi di chilowattora prodotti principalmente da 
acqua, sole, vento e calore della terra, in grado di soddisfare i consumi di oltre 10 milioni di 
famiglie. 
      Enel Green Power ha una capacità installata di 9.149 MW, con 718 impianti in 16 Paesi e 
un mix di generazione che include eolico, solare, idroelettrico, geotermico e biomasse. 
La mission dell’azienda è la seguente: 
      “Contribuiamo con il nostro impegno ad uno sviluppo sostenibile. Riteniamo che le fonti 
rinnovabili costituiscano uno strumento importante per promuovere la competitività del 





sistema produttivo dei diversi Paesi e per garantire la sicurezza dell’approvvigionamento delle 
fonti di energia: la produzione diffusa di elettricità da acqua, sole, vento e calore della terra 
contribuisce infatti a una maggiore autonomia energetica delle nazioni, e allo stesso tempo 
sostiene la salvaguardia dell'ambiente
5.” 
 
      L'obiettivo di Enel Green Power è quello di crescere incrementando notevolmente la 
capacità installata e ottimizzando, per ogni Paese, il mix delle tecnologie, in un'ottica di 
valorizzazione delle caratteristiche specifiche dei territori e facendo leva sulle competenze 
acquisite da Enel nel settore. Per Enel Green Power il prossimo quinquennio promette di essere 
un periodo di rafforzamento e di espansione internazionale, da perseguire con uno sviluppo 
equilibrato in tutte le principali tecnologie e aumentando la diversificazione geografica del 
proprio portafoglio. L'attenzione del Gruppo sarà infatti rivolta principalmente ai mercati 
emergenti, che presentano abbondanti risorse rinnovabili e tassi elevatissimi di crescita 
economica e demografica. 
 
2.2.1   Il business 
 
Il recente sviluppo dell’industria delle energie rinnovabili si è articolato su due direttrici 
principali: 
- i mercati maturi in cui operano alcune tecnologie che godono ancora di incentivi ma nei 
quali questi ultimi seguono la curva decrescente dei costi unitari di sviluppo per le 
tecnologie a maggior efficienza. 
- i mercati emergenti dove lo sviluppo è necessario per far fronte all’espansione 
demografica e alla crescita economica. 
Mercati emergenti e mercati maturi, però, condividono alcune caratteristiche quali: 
- l’importanza delle economie di scala a livello centrale 
- l’importanza della dimensione locale a livello operativo di singolo impianto 
Inoltre, vi è la necessità che le rinnovabili si comportino sempre più come se fossero una fonte 
di produzione totalmente programmabile. Questo richiede una gestione estremamente efficace 
delle attività di Operations & Maintenance (O&M) per soddisfare agli standard della rete di 
trasmissione, per migliorare l’efficienza degli impianti esistenti e per utilizzare strumenti di 
previsione della produzione che permettano una migliore pianificazione delle attività di 
manutenzione. 
                                                             
5 Cit. www.enelgreenpower.com 
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      Enel Green Power è ottimamente posizionata per cogliere il cambiamento nel modo in cui 
vengono sviluppate e gestite le energie rinnovabili, essendo all’avanguardia in termini di 
riduzione dei costi unitari di sviluppo e di gestione, e potendo implementare attività di O&M in 
grado di generare ulteriore valore per l’azienda. 
La strategia di Enel Green Power si fonda su tre elementi portanti: 
- Dimensione di scala e diversificazione geografica 
La diversificazione degli asset e la posizione rilevante di Enel Green Power in alcuni 
dei Paesi in cui opera permette di ottimizzare attività quali l’O&M e gli acquisti. La 
notevole esperienza e il forte know-how tecnologico permettono di condividere le “best 
practices” in tutte le aree geografiche e in tutte le tecnologie in cui è presente. 
- Crescita 
La copertura degli obiettivi di piano è garantita da una vasta pipeline con un’elevata 
flessibilità in termini di scelta dei progetti da sviluppare e di reazione immediata in 
caso di cambiamenti degli scenari di riferimento. L’estesa presenza geografica unita 
all’esperienza in tutte le più importanti tecnologie permette di catturare le opportunità 
di crescita: i) nei mercati più interessanti, ii) sfruttando le tecnologie migliori per quel 
luogo in modo da poter estrarre il massimo dal potenziale locale. 
- Innovazione 
Il programma Reserch & Development è focalizzato sull’implementazione a livello 
industriale delle innovazioni riguardanti tutte le tecnologie rientranti nell’ambito delle 
attività della società. Enel Green Power è interessata nell’individuare modi nuovi ed 
efficienti di generare energia rinnovabile attraverso lo sviluppo di tecnologie 
innovative, beneficiando, inoltre, dell’essere parte del gruppo Enel grazie al quale poter 
avere accesso ad un bacino di conoscenze inimitabile. 
 
2.2.2 Perché la business intelligence? 
 
L’espansione verso nuovi mercati e gli elevati standard qualitativi da mantenere, hanno   
portato l’azienda ad aumentare la propria competitività rendendo indispensabile un controllo 
accurato della situazione globale dei propri impianti, sia a livello di manutenzione che di 
realizzazione e funzionamento. Per garantire i massimi livelli di performance e sicurezza di 
ciascun impianto vi sono delle procedure, norme e attività che devono essere effettuate 
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costantemente. A tale scopo nasce la necessità di controllare che  queste operazioni vengano 
eseguite dagli utenti incaricati nei modi e tempi previsti. 
      Poiché stiamo parlando di un’azienda presente a livello mondiale, con centrali dislocate nei 
vari continenti, risulta difficile, se non impossibile, riuscire a gestire e a monitorare 
quotidianamente gli interventi effettuati o da effettuare sugli impianti senza avere a 
disposizione  un sistema unico in cui i dati necessari siano integrati, elaborati e messi a 
disposizione dai vari utenti per poter effettuare tali analisi. 
 
2.3 Il gestionale: Atlantide 
 
La Enel Green Power si avvale dell’utilizzo del software gestionale Atlantide [Atl14] per 
l’immagazzinamento e la gestione dei propri dati. 
      Atlantide è un sistema per la gestione del ciclo ambientale, creato dall’azienda 
Euroinformatica Srl. E’ pensato per operatori del settore, per Global Services e produttori 
multi-localizzati; consente una tracciabilità completa dei flussi e  permette di contare su 
un’interfaccia semplice e intuitiva; una soluzione ad hoc per la gestione dei rifiuti, dalla 
produzione allo smaltimento. 
Le funzionalità principali di questo software sono: 
- Fatturazione: per la gestione integrata del ciclo attivo e passivo 
- Adempimenti: per la regolazione degli adempimenti normativi ambientali attraverso 
registri di carico/scarico, autorizzazioni, formulari, certificati di analisi, etc. 
- Magazzino e ordini dei prodotti con specifica delle caratteristiche, di clienti e fornitori; 
- Commerciale: gestione di offerte, contratti, condizioni commerciali, etc. 
- Finanza e controllo: permette di visualizzare lo stato di salute dell’azienda e la sua 
proiezione a breve, medio e lungo termine tramite la gestione della tesoreria, delle 
ritenute d’acconto, dei ratei e risconti, delle scadenze attive e passive, etc- 
- Risorse: per monitorare e tenere sotto controllo i costi 
- Controllo e analisi di dati: per avere tutte le informazioni ambientali, commerciali, 






2.3.1 La base di dati operazionale 
 
Il gestionale Atlantide utilizza un database operazionale basato su tecnologia Oracle 11g.             
      Il database presenta un elevato numero di tabelle (circa 300) e di campi contenuti 
all’interno di ciascuna di esse. Per gli scopi di questo progetto è stato estratto solo un sotto-
insieme dello schema relazionale, quello risultato utile per le analisi, che contiene i dati inseriti 
a partire dal 01/01/2011.  
 
 
Figura 2.1 Struttura parziale della base di dati sorgente 
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E’ da specificare che l’utilizzo del gestionale da parte del committente è recente, quindi i dati 
presenti nelle tabelle risultano parzialmente incompleti e il numero dei record non è 
eccessivamente elevato proprio per questo motivo.      
      Di seguito vengono riportate le descrizioni delle tabelle prese in considerazione per la 
realizzazione del progetto. Il campo ID di ogni tabella identifica la chiave primaria. 
- EURIDICE_QUALITY_ISSUE_ACTION: tabella principale che identifica gli 
adempimenti associati alle varie attività. Per ogni record è specificata una descrizione 
principale (description) e il tipo di adempimento (action_type), ad esempio se è 
un’azione preventiva o correttiva. Ogni record è collegato ad un’attività 
(quality_issue_id). Sono presenti ulteriori campi descrittivi (improvement_description, 
suggestion_ description, action_category_ description, goal_ description, relief_ 
description, action_ description). 
Ogni adempimento è collegato ad un responsabile (person_in_charge_id) e ad un 
referente (reference_person_id) che dovranno provvedere al corretto espletamento 
dell’adempimento. Possono essere presenti anche un responsabile alternativo 
(alternative_pers_in_charge_id) ed un referente alternativo 
(alternative_reference_pers_id). Ogni soggetto incaricato deve portare a compimento 
l’esecuzione dell’adempimento entro una data prevista (expected_completion_date). In 
alcuni casi la data di completamento prevista può essere riprogrammata (collegamento 
alla tabella EURIDICE_FAILED_DEAD_LINE). Per ogni adempimento viene 
memorizzata la data di completamento (completion_date). Alcuni adempimenti sono 
collegati ad una linea di azione (action_line_id). 
Gli adempimenti possono essere gestiti o non gestiti (manage). 
Per quanto riguarda gli adempimenti collegati ad un’attività di tipo Audit vengono presi 
in considerazione i campi audit_expected_completion_date per la data di 
completamento prevista, audit_completion_date per la data di completamento, 
audit_reference_person_id per identificare il referente e audit_person_in_charge per il 
responsabile. 
- EURIDICE_QUALITY_ISSUE: collegata alla tabella 
EURIDICE_QUALITY_ISSUE_ACTION, contiene i dati relativi alle attività definite 
su un impianto. Ogni record specifica la descrizione dell’attività (description) e la data 
in cui è stata definita (creation_date). Ogni attività appartiene ad una particolare 
tipologia (issue_type); le tipologie sono suddivise in Ecos, Audit, Azione/Obiettivo, 
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Segnalazione e Sorveglianza. Ogni attività è caratterizzata da un numero identificativo 
(issue_number).  
Le attività sono collegate all’ambito (action_scope_id) di appartenenza, alla relativa 
origine (origin_surveillance_id) e se sono di tipo Audit alla relativa tabella descrittiva 
(audit_type_id). 
- EURIDICE_PLANT_IMS: collagata alla tabella EURIDICE_QUALITY_ISSUE, 
contiene la lista degli impianti. Ogni record è collegato alla relativa tabella contenente 
descrizioni dettagliate degli impianti stessi. 
- EURIDICE_PLANT: collegata alla tabella EURIDICE_PLANT_IMS, contiene la 
descrizione degli impianti (description). Ogni record è collegato al dominio a cui 
appartiene l’impianto, al suo relativo indirizzo, alla tipologia dell’impianto e al suo 
insediamento. 
- EURIDICE_PLANT_TYPE: collegata alla tabella EURIDICE_PLANT, contiene le 
informazioni relative alla tipologia (description) dell’impianto (es. idroelettrico, 
geotermico, eolico, solare ..). 
- EURIDICE_AREA_DOMAIN: collegata alle tabelle EURIDICE_PLANT_IMS e 
EURIDICE_AREA, contiene l’associazione tra i domini e le relative aree. Contiene 
infatti i campi identificativi sia dell’area (area_id) che del dominio (domain_id). 
- EURIDICE_AREA: contiene le informazioni relative al codice di area (code) e alla 
descrizione dell’area di appartenenza dell’impianto (description), ad esempio Area 
Nord America, Area Italia Europa, … 
- EURIDICE_SECURITY_DOMAIN: contiene le informazioni relative ai domini a cui 
l’impianto appartiene (description), ad esempio regioni o stati esteri. 
- EURIDICE_ADDRESS: contiene l’indirizzo completo dell’impianto. Ogni record 
specifica la via (street_name), il numero civico (civic_number), la città (city), la località 
(locality), la provincia (province), lo stato (state), il codice postale (zip) che permettono 
di localizzare l’impianto. 
- EURIDICE_SECURITY_USER: collagata alla tabella 
EURIDICE_QUALITY_ISSUE_ACTION, contiene la lista degli utenti appartenenti 
all’azienda. Il nome e cognome sono contenuti nel campo description, è presente inoltre 
il relativo indirizzo di posta elettronica (email) e la lingua di default associata ad 
ognuno di loro. 
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- EURIDICE_SECURITY_USER_DOMAIN: è una tabella di associazione tra gli utenti 
e i relativi domini. Contiene infatti i campi identificativi sia dell’utente (user_id) che 
del dominio (domain_id). Ad ogni utente può essere associato più di un dominio. 
- EURIDICE_LANGUAGE: contiene l’elenco delle lingue ammesse. 
- EURIDICE_SECURITY_USER_LANG: è una tabella di associazione delle lingue 
agli utenti. Contiene infatti i campi identificativi sia dell’utente (user_id) che della 
lingua (language_id). Ad ogni utente può essere associata più di una lingua. 
- EURIDICE_FAILED_DEAD_LINE: collagata alla tabella 
EURIDICE_QUALITY_ISSUE_ACTION, contiene le informazioni sulla 
riprogrammazione delle date di completamento previste per gli adempimenti. Tiene 
traccia della prima data di inserimento (old_date) e della successiva data (next_date). 
Viene descritta la motivazione della riprogrammazione (description). 
- EURIDICE_AUDIT_TYPE: collagata alla tabella EURIDICE_QUALITY_ISSUE, 
contiene la descrizione delle attività di tipo Audit definite (description), del codice di 
identificazione (code)  e del tipo di attività definita (type). 
- EURIDICE_ACTION_SCOPE: collagata alla tabella 
EURIDICE_QUALITY_ISSUE_, contiene una descrizione (description) dei vari ambiti 
in cui può essere definita un’attività e il relativo codice (code). 
      Le tabelle sopra elencate sono state analizzate nelle fasi di progettazione e di definizione 
dei flussi ETL, per l’identificazione e l’estrazione dei dati necessari ai fini delle analisi 











STRUMENTI E TECNOLOGIE UTILIZZATE 
 




 è una piattaforma di Business Intelligence (BI) creata nel 2004 da un team  di 
professionisti provenienti da aziende leader del settore, con l’obiettivo di offrire un’alternativa 
Open source alle piattaforme proprietarie già esistenti, proponendo diverse caratteristiche e 
benefici rispetto alle offerte commerciali. 








Come la maggior parte dei progetti Open source, anche Pentaho ha la sua community di 
sviluppatori. A differenza di altri progetti Open source, nel caso di Pentaho, si trova un’azienda 
madre (corporate) che coordina e governa lo sviluppo dei componenti della suite dettando la 
evoluzioni e i tempi di sviluppo. 
      La suite Pentaho esiste in due versioni: quella Community  e quella Enterprise. La 
differenza sostanziale sta nel fatto che Pentaho offre nella versione Enterprise, sotto 
versamento di una quota annuale da parte del cliente, strumenti aggiuntivi e supporto tecnico, 
non presenti nella versione Community. 
      La suite Pentaho Community Edition (da adesso in poi Pentaho) mette a disposizione una 
collezione di strumenti che permettono di sviluppare soluzioni di Business Intelligence 
coprendo tutto il ciclo di vita dei dati. 
      I moduli che compongono Pentaho (Figura 3.1) possono essere classificati secondo criteri e 
punti di vista differenti, ma per brevità verranno riportati solo quelli principali [Bou09]: 
- Funzionalità. Un primo modo per categorizzare i vari componenti è tramite la loro 
funzionalità. Con questo termine si intende l’attività o le attività per le quali un 
programma è stato progettato. Dalla prospettiva dell’utente la funzionalità è ciò che 
definisce lo scopo del programma stesso e a tale proposito Pentaho offre quelle 




9  http://community.pentaho.com/projects/data-mining 
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classiche di Business Intelligence quali ETL, Reporting, OLAP, Data Mining e molte 
altre funzionalità. 
- Server, Web Client e Desktop. Vengono etichettati come applicazioni Server tutte 
quelle applicazione eseguite su una macchina centrale accessibile dai Web Client 
tramite internet o intranet. Tutte le altre applicazioni che non possono essere definite 
come Server vengono definite come Desktop. Sono queste le applicazioni che i 
progettisti e gli sviluppatori utilizzano per inviare richieste ai programmi Server con il 
quale sono collegati. Un tipico esempio di distinzione tra applicazioni Server, Web 
Client, Desktop è la progettazione, la pubblicazione e l’esecuzione di un documento di 
report. In questo caso Report Designer è l’applicazione Desktop utilizzata per creare il 
report, che sarà pubblicato sul Pentaho Server e potrà essere visualizzato in output 
grazie a Pentaho Web Portal (il Client). 
- Tecnologia di base. Quasi tutti i programmi contenuti in Pentaho sono stati 
implementati utilizzando il linguaggio di programmazione Java, mentre alcune 
componenti lato server implementano applicazioni web based basate su tecnologia 
AJAX. Una delle proprietà più rilevanti della piattaforma Java riguarda l’estrema 
flessibilità e portabilità delle sue applicazioni sulle varie architetture hardware e sistemi 
operativi. Conseguentemente Pentaho è utilizzabile su diverse piattaforme. 
 
 





3.1.1 Applicazioni lato server 
 
Il server di Pentaho è un insieme di applicazioni implementate come Java servlets, che quindi 
non posso essere eseguite in modo standard, ma hanno bisogno di un contenitore, chiamato 
servlet container, che può essere un HTTP Server (o parte di esso). Normalmente i servlet 
container vengono eseguiti su un computer in remoto che risponde alle richieste delle 




   Pentaho Analysis Services (Mondrian) è un server ROLAP open source, scritto in Java. 
Implementa le funzionalità indispensabili all'analisi dei dati (aggregazione, drill-down, drill-
through, slicing, dicing
10
) ed è in grado di eseguire query espresse in MDX
11
 leggendo i dati da 
un RDBMS e presentando i risultati in forma multidimensionale per mezzo di una API Java. 
      La connessione alla base di dati di un data warehouse avviene tramite JDBC, il che rende 
indipendente Mondrian dal particolare RDBMS utilizzato. Lo schema multidimensionale della 
base di dati può essere sia a stella che a fiocco di neve, e la sua descrizione viene fornita al 
motore sotto forma di un file XML. 
      Mondrian è progettato per delegare al DBMS tutte le funzionalità che questo è in grado di 
eseguire al meglio, in particolare l'aggregazione e l'utilizzo, ove consentito, di viste 
materializzate per ottimizzare la velocità di risposta. 
 
I livelli del sistema Mondrian 
 
Il sistema OLAP Mondrian consiste di quattro livelli [CP15], il presentation layer, il 
dimensional layer, lo star layer e infine lo storage layer, come si può vedere in Figura 3.2. 
      Il presentation layer determina ciò che l'utente finale vede sul proprio monitor e la 
modalità di interazione per effettuare nuove interrogazioni al sistema. 
      Il secondo strato è il dimensional layer. Ha lo scopo di analizzare, validare ed eseguire 
query MDX. Una componente ulteriore permette all'applicazione di poter manipolare le 
                                                             
10 Operazioni OLAP descritte alla Sezione 4.4 
11 Il linguaggio MDX ( Multi Dimensional e Xpression) introdotto da Microsoft per recuperare e manipolare 
dati multidimensionali in SQL Server Analysis Services. Sebbene non fosse uno standard aperto, fu 
comunque adottato da un buon numero di software house. 
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interrogazioni SQL già definite evitando di dover generare nuove istruzioni MDX per ogni 
nuova richiesta di dati. 
      Il terzo strato è lo star layer, responsabile del mantenimento in memoria di un buffer che 
contiene i dati riferiti con più frequenza. 
      Per finire, lo strato di storage layer, o SQL layer è un RDBMS. 
      Questi componenti possono coesistere sulla stessa macchina, oppure possono essere 
distribuiti tra macchine distinte. Questo non vale però per il dimensional layer e lo star layer 
perché comprendendo il server Mondrian devono essere mantenuti sulla stessa macchina. Lo 
strato storage layer invece potrebbe risiedere su un'altra macchina e reso accessibile tramite 
una connessione remota JDBC. 
 
 








      Grazie all’utilizzo della libreria java OLAPܝ Saiku è in grado di interfacciarsi con cubi 
OLAP, riuscendo ad effettuare le tipiche operazioni di navigazione degli strumenti OLAP, 
quali slice and dice, drill down e  roll up, ordinamento e filtro dei dati, pivot. 
      Sfruttando le potenzialità di Mondrian, Saiku è in grado di analizzare grandi quantità di dati 




JPivot [CP15] è da considerarsi una libreria di tag JSP personalizzati per interagire con cubi 
OLAP, grazie al quale si rende possibile l'esecuzione di tipiche operazioni di navigazione degli 
strumenti OLAP quali: slice e dice, roll up e drill down, pivot, il tutto in modo semplice e 
intuitivo, in modo trasparente all’utente finale, che semplicemente utilizza gli strumenti messi a 
disposizione e compie operazioni di manipolazione del cubo direttamente sulle tabelle 
visualizzate. 
 
3.1.2 Applicazioni desktop 
 
Le applicazioni desktop della suite Pentaho sono tutte quelle che consentono di interagire 
direttamente con i dati aziendali senza passare attraverso un server, utilizzando l’applicazione 
installata in locale sulla macchina dello sviluppatore. 
      Rientrano in questa categoria i prodotti della suite: Pentaho Data Integration (o Kettle), 




Kettle è l’acronimo di Kettle Extraction Transformation Transportation and Loading 
Environment, e nella suite di Pentaho prende il nome di Pentaho Data Integration ed è lo 
strumento che permette di creare processi di ETL. E’ realizzato completamente in Java ed è 
disponibile in un’unica distribuzione su più piattaforme (Windows, Linux. Mac OS).  
Le soluzioni create con Kettle sono costruite attraverso due tipi di oggetti [Bou09]: 
- Transformation: rappresenta un task ETL in senso stretto. Le trasformazioni sono 
data-oriented, e il loro scopo è quello di estrarre, trasformare e caricare i dati. Una 
trasformazione è costituita da un insieme di steps. Un passo denota una particolare 
operazione su uno o più flussi di record. Gli steps possono essere collegati tra loro 
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attraverso hops. Un hop è come una pipeline attraverso la quale i record possono fluire 
da un passo a un altro. 
- Job: tipicamente è composto da una o più trasformazioni. Ad esempio, per caricare uno 
schema a stella, è in genere definita una trasformazione per fare l’estrazione vera e 
propria,  una trasformazione per ogni tabella delle dimensioni e una trasformazione per 
caricare la tabella dei fatti . Il job dovrebbe essere utilizzato per mettere tutte queste 
trasformazioni nella sequenza corretta (per primo effettuare l’estrazione, poi caricare 
tutte le tabelle delle dimensioni, e infine caricare la tabella dei fatti).  
I job sono procedurali e task-oriented, piuttosto che data-oriented.  Gli oggetti che 
appaiono nei jobs sono chiamati job entries, e denotano l’esecuzione di un particolare 
task. Il collegamento tra i vari steps presenti nel job denota l’ordinamento sequenziale 
di questi task. 
Il cuore del prodotto Pentaho Data Integration è formato dalla Pentaho data integration engine 
(Figura 3.3). Questo motore è un componente software che è in grado di interpretare ed 
eseguire i job e le trasformazioni, dando luogo così all’effettiva attività di integrazione dei dati. 
 
 




 Oltre al motore, Pentaho Data Integration offre i seguenti tools e utilities per creare, gestire e 
avviare le trasformazioni e i job: 
- Spoon : un’interfaccia  grafica per il disegno delle trasformazioni e dei jobs; 
- Kitchen: uno strumento da riga di comando per l'esecuzione dei jobs; 
- Pan: uno strumento da riga di comando per l’esecuzione delle trasformazioni; 
- Carte: per l’esecuzione di jobs e trasformazioni su host remoto. 
Le trasformazioni ed i job realizzati vengono salvati dal software su una struttura chiamata 
repository, che può essere mantenuta su un database o su una directory. Quando il repository è 
collocato su una directory questa contiene le trasformazioni e i job come singoli file XML, 
rispettivamente con il suffisso .ktr ed .kjb. In caso contrario, quando viene salvato su una base 
di dati relazionale, è composto da una serie di tabelle contenenti le informazioni sui job e le 
trasformazioni create. Il vantaggio dell'utilizzo di una base dati come repository è che tutte le 
trasformazioni ed i job possono essere condivisi da più utenti finali.  
Nel complesso, si può riassumere che un flusso ETL di Kettle corrisponde ad un file XML che 
a sua volta è prodotto tramite l'utilizzo dell'editor grafico Spoon messo a disposizione per 
l'utente. 
 
3.1.2.2 Report Designer 
 
Report Designer [CP15] è uno strumento di reportistica che permette di creare, modificare e 
pubblicare, nella piattaforma Pentaho, report relazionali e analitici esportando i dati in una 
vasta gamma di formati come PDF, Excel, HTML, Text, Rich-Text-File e XML e CSV. 
In generale, nelle soluzioni Open source più comuni, il processo di reporting segue un modello 
standard composto delle seguenti componenti: 
Un Report Designer che definisce le specifiche dei report; 
- Le specifiche del report incluse in un file XML; 
- Un report engine per eseguire il report secondo le specifiche e rendere l’output in 
diversi formati; 
- Definizione della connessione al database che può utilizzare un middleware 






3.1.2.3 Design Studio 
 
Design Studio è una versione modificata di Eclipse Development Environment con un plug-in 
progettato per interpretare i componenti supportati da script Action Sequence. 
      Tipiche operazioni sono l'esecuzione di query e processi ETL, la creazione di report, analisi 
OLAP, grafici, dashboard, ecc. Sono disponibili inoltre un ampio set di funzionalità accessorie 
come stampa di messaggi di debugging, esecuzione di codice Javascript ed altro. Possono 
essere aggiunti parametri che provengono da diverse fonti, ad esempio passati per URL, 
inglobati nella sessione corrente o salvati nell'ambiente di esecuzione. 
      In questo contesto una Action Sequence definisce i parametri in ingresso e le azioni da 
compiere, il tutto in una logica procedurale. Per esempio, nella progettazione di un dashboard 
possono in tal modo venire eseguite azioni in sequenza come la visualizzazione di una form per 
la richiesta di dati in ingresso e la seguente stampa di un report. 
      I dashboard sono delle pagine HTML che integrano delle Component, cioè delle strutture 
che consentono di costruire un oggetto associato ad un certo contenuto, che è rappresentato dal 
file .xaction. Tra queste figurano ad esempio heat grids, scatter e bubble charts, e una serie di 
componenti che permettono la rappresentazione di mappe georeferenziate. 
      Alla base di tale varietà di visualizzazioni, le Sequence definiscono le modalità di 
estrazione dei contenuti. Interessante è la possibilità di combinarle in modo sequenziale, in 
modo che l'output di una diventi l'input di un'altra, producendo applicazioni di notevole 
flessibilità. 
      Questi elementi rappresentano quindi i pilastri che definiscono l'anatomia dei dashboard, i 
quali poggiano sulle librerie grafiche CDF (Community Dashboard Framework) che 
forniscono agli utenti un elevato livello di personalizzazione. Grazie ad un set di tecnologie 
open source, queste offrono un'interfaccia navigabile e interattiva in relazione alle aree 
d'interesse ed agli indicatori chiave di performance nell'ambito di ciascun dominio applicativo. 
 
3.1.2.4 Schema Workbench 
 
   Lo Schema Workbench offre un interfaccia grafica per definire, creare e testare gli schemi 
XML dei cubi creati con Mondrian. 
      Questi schemi possono utilizzare sia tabelle dei fatti esistenti, sia tabelle delle dimensioni 
trovate nel RDBMS. 
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       Questo strumento permette in modo visuale di comporre gli schemi (risulta molto utile per 
chi non conosce la sintassi dei tag XML accettati da Mondrian). 
       Grazie alla semplicità d’uso dell’applicazione vengono ridotti gli errori, soprattutto in 
presenza di schemi particolarmente complessi. 
       Schema Workbench è provvisto delle seguenti funzionalità: 
- editor di schemi integrato con il data source sottostante; 
- testing delle query MDX 
 
3.2 Oracle 11g Release 2  
Un DBMS (Data Base Management System) è un sistema software in grado di gestire 
efficientemente le informazioni necessarie a un sistema informativo, rappresentandone i dati in 
forma integrata e garantendone la persistenza [Oracle15]: 
- La gestione di grandi quantità di dati richiede particolare attenzione ai problemi di 
efficienza. 
- La persistenza e la condivisione richiedono che un DBMS fornisca meccanismi per 
garantire l’affidabilità dei dati (fault tolerance), per il controllo degli accessi e per il 
controllo della concorrenza. 
- Un modello dei dati consente agli utenti di disporre di un’astrazione di alto livello 
attraverso cui interagire con il DB. 
- Diverse altre funzionalità vengono messe a disposizione per motivi di efficacia,ovvero 
per semplificare la descrizione delle informazioni, lo sviluppo delle applicazioni, 
l’amministrazione del DB, ecc. 
 
      Il database Oracle è un RDBMS, cioè un DBMS che offre come modello logico dei dati il 
modello relazionale. Un server Oracle 11g è formato da un’istanza e da un database (Figura 
3.4). 
      Il database è composto da un insieme di file in cui vengono memorizzati i dati. L’istanza, è 
costituita da una serie di strutture in memoria e di processi eseguiti in background che 
accedono ai file del database. I diversi processi svolgono funzioni diverse e permettono di 




















Figura 3.4 Architettura del server Oracle 
 
      Per ogni connessione utente all’istanza viene creato un processo separato,  dotato di una 
propria area di memoria denominata PGA - Program Global Area. Una macchina fisica (host) 
può ospitare più server Oracle.  Le due istanze saranno percepite come completamente 
indipendenti e potranno comunicare mediante i medesimi protocolli utilizzati da istanze 
residenti su host separati. 
 
3.3 Oracle SQL Developer 
 
Oracle SQL Developer è uno strumento grafico gratuito per lo sviluppo e la gestione di 
database; supporta database Oracle e le piattaforme supportate per l'installazione sono quelle 
basate su Microsoft Windows XP, Vista, 7 e Server 2008, sia a 32 che a 64 bit, Mac OSX e 
Linux. 
      SQL Developer fornisce potenti editor per lavorare con SQL, PL/SQL, Stored Java 
Procedures e XML; permette di eseguire query, generare piani di esecuzione, debug, test e 






I FONDAMENTI DEL DATA WAREHOUSE 
 
4.1 Il Data Warehousing 
 
Tra i sistemi di supporto alle decisioni i sistemi di Data Warehousing sono probabilmente 
quelli su cui negli ultimi anni si è maggiormente focalizzata l’attenzione sia del mondo 
accademico che di quello industriale. 
      Informalmente, un Data Warehouse può essere definito come una collezione di metodi, 
tecnologie e strumenti di ausilio al cosiddetto “lavoratore della conoscenza” (knowledge 
worker - dirigente, amministratore, gestore, analista) per condurre analisi dei dati finalizzate 
all’attuazione di processi decisionali e al miglioramento del patrimonio informativo. 
      Questa definizione, volutamente molto generale, rende un’idea degli scopi del processo ma 
non ne esprime le peculiarità. Per capire a fondo il ruolo e l’utilità del Data Warehousing 
occorre allora analizzare le esigenze che ne hanno decretato la nascita. Alcune lamentele 
ricorrenti da parte degli utenti finali dei sistemi informativi tradizionali sono efficacemente 
riassunte in [Kim02]: 
- Abbiamo montagne di dati ma non possiamo accedervi! Questa frase esprime la 
frustrazione da parte di chi ha il ruolo e la competenza per decidere del futuro aziendale 
ma non possiede gli strumenti tecnici per ottenere, nella forma desiderata, i dati 
necessari. 
- Come è possibile che persone che svolgono lo stesso ruolo presentino risultati 
sostanzialmente diversi? In un contesto aziendale medio-grande sono tipicamente 
presenti più basi di dati, ciascuna relativa ad una diversa area del business, spesso 
memorizzate su piattaforme logico-fisiche differenti e non integrate dal punto di vista 
concettuale. I risultati prodotti all’interno delle diverse aree saranno, allora, molto 
probabilmente inconsistenti tra loro. 
- Vogliamo selezionare, raggruppare e manipolare i dati in ogni modo possibile! Il 
processo decisionale è difficilmente pianificabile a priori. L’utente finale vorrebbe 
disporre di uno strumento sufficientemente amichevole e flessibile da consentirgli di 
condurre l’analisi in modo estemporaneo, lasciandosi guidare dalle informazioni via via 
ottenute per decidere sul momento quali nuove correlazioni ricercare. 
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- Vogliamo mostrare solo ciò che è importante! Esaminare i dati al massimo livello di 
dettaglio è non solo inutile ma, addirittura, controproducente per il processo decisionale 
perchè non consente di focalizzare l’attenzione sulle informazioni veramente 
significative. 
- Tutti sanno che alcuni dati non sono corretti! Questo è un altro punto dolente. Una 
percentuale non trascurabile dei dati transazionali è non corretta, o addirittura assente. 
Evidentemente, basare il procedimento analitico su dati errati e incompleti non permette 
di raggiungere risultati validi. 
      Da questo elenco di difficoltà e problemi possiamo facilmente estrarre un elenco di parole 
chiave che diventano fattori distintivi e requisiti indispensabili del processo di Data 
Warehousing, ossia del complesso di attività che consentono di trasformare i dati operazionali 
in conoscenza a supporto delle decisioni: 
- accessibilità a utenti con conoscenze limitate di informatica e strutture dati; 
- integrazione dei dati sulla base di un modello standard dell’impresa; 
- flessibilità di interrogazione per trarre il massimo vantaggio dal patrimonio informativo 
esistente; 
- sintesi per permettere analisi mirate ed efficaci; 
- rappresentazione multi-dimensionale per offrire all’utente una visione intuitiva ed 
efficacemente manipolabile delle informazioni; 
- correttezza e completezza dei dati integrati. 
      Al centro del processo, il Data Warehouse è un contenitore (repository) di dati che diventa 
garante dei requisiti esposti. 
      Una definizione corretta e completa di Data Warehouse è tratta dal testo [Inmon]
12
: 
“Un Data Warehouse (DW) è una collezione di dati di supporto per il processo decisionale 
che presenta le seguenti caratteristiche: 
- è orientata ai soggetti di interesse; 
- è integrata e consistente; 
- è rappresentativa dell’evoluzione temporale e non volatile.” 
       Si intende che il DW è orientato ai soggetti perché si incentra sui concetti di interesse 
dell’azienda, quali i clienti, i prodotti, le vendite, gli ordini. Viceversa, i database operazionali 
sono organizzati intorno alle diverse applicazioni del dominio aziendale.   
      L’accento sugli aspetti di integrazione e consistenza è importante poiché il DW si appoggia 
a più fonti di dati eterogenee: dati estratti dall’ambiente di produzione, e quindi 
                                                             
12 Cit. in [Alb11] 
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originariamente archiviati in basi di dati aziendali o addirittura provenienti da sistemi 
informativi esterni all’azienda. Di tutti questi dati, il DW si impegna a restituire una visione 
unificata. 
      In linea di massima, si può dire che la costruzione di un sistema di Data Warehousing non 
comporta l’inserimento di nuove informazioni bensì la riorganizzazione di quelle esistenti e 
implica, pertanto, l’esistenza di un sistema informativo. Mentre i dati operazionali coprono un 
arco temporale di solito piuttosto limitato, poiché la maggior parte delle transazioni coinvolge i 
dati più recenti, il DW deve permettere analisi che spazino sulla prospettiva di alcuni anni. Per 
tale motivo, il DW è aggiornato ad intervalli regolari, a partire dai dati operazionali, ed è in 
continua crescita.  
      Volendo fare un paragone possiamo supporre che, a intervalli regolari, venga scattata una 
fotografia istantanea dei dati operazionali. La progressione delle fotografie scattate viene 
memorizzata nel DW dove genera un film che documenta la situazione aziendale da un istante 
zero fino al tempo attuale. 
      Proprio per il fatto che, in linea di principio, non vengono mai eliminati dati dal Data 
Warehouse e che gli aggiornamenti sono tipicamente eseguiti “a freddo”, ossia quando il DW è 
fuori linea, un DW può essere fondamentalmente considerato come un database in sola lettura. 
Tale caratteristica, insieme all’esigenza degli utenti di contenere i tempi di risposta alle 
interrogazioni di analisi, ha importanti conseguenze a vari livelli. Innanzitutto essa incide sulle 
tecnologie adottate dai DBMS specializzati per il Data Warehousing: non sono, infatti, più 
necessarie le tecniche sofisticate di gestione delle transazioni richieste dalle applicazioni 
operazionali. 
      Inoltre, il fatto di operare in sola lettura differenzia profondamente le soluzioni di 
progettazione logica per i DW da quelle utilizzate per i database operazionali: l’aspetto forse 
più evidente nelle implementazioni relazionali è che la pratica della normalizzazione delle 
tabelle viene abbandonata a favore di una parziale denormalizzazione, mirata al miglioramento 
delle prestazioni. 
      Ulteriori e fondamentali differenze tra database operazionali e DW sono legate alle 
tipologie di interrogazioni. Per i primi, le interrogazioni eseguono transazioni che in genere 
leggono e scrivono un ridotto numero di record da diverse tabelle legate da semplici relazioni: 
per esempio, si ricercano i dati di un cliente per inserire un suo nuovo ordine. Questo tipo di 
elaborazione viene comunemente detto On-Line Transactional Processing (OLTP). Al 
contrario, il tipo di elaborazione per cui nascono i DW viene detto On-Line Analytical 
Processing (OLAP), ed è caratterizzato da un’analisi dinamica e multidimensionale che 
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richiede la scansione di un’enorme quantità di record per calcolare un insieme di dati numerici 
di sintesi che quantifichino le prestazioni dell’azienda. 
      L'introduzione del termine OLAP si deve all'autore E.F.Codd nel rapporto “Providing 
OLAP to User Analysts: An IT Mandate"
13
 del 1993 in cui tale concetto è descritto in dodici 
regole: vista concettuale multidimensionale, trasparenza, accessibilità, coerenza nelle 
performance dei rapporti, architettura client/server, dimensionalità generiche, manipolazione 
matrici sparse, supporto multi-utente, illimitate operazioni attraverso le dimensioni, 
manipolazione intuitiva dei dati, rapporti flessibili, illimitati livelli di aggregazione e 
dimensioni. Nel complesso, si può affermare che il termine OLAP viene utilizzato per 
rappresentare un nuovo approccio all'analisi dei dati di supporto alle decisioni per consentire ai 
dirigenti di passare dall'uso dei tradizionali e numerosi rapporti statici stampati periodicamente 
su carta, a rapporti in formato elettronico modificabili interattivamente per ottenere 
rapidamente risposte a nuove richieste di analisi dei dati. 
Solo in periodi successivi, l'autore N.Pendse, nel documento “The OLAP Report"14 del 2004 
propone il modello FASMI, acronimo di Fast Analysis of Shared Multidimensional 
Information, in cui i sistemi OLAP sono descritti in cinque termini chiave: 
1. Veloce (Fast). Tali sistemi, usati di solito in modo interattivo, devono fornire rapidamente i 
risultati (generalmente in alcuni secondi e raramente in più di 20 o 30 secondi). Questo livello 
di prestazioni è cruciale per invogliare gli analisti a lavorare efficacemente sui dati. 
2. Analisi (Analysis). Tali sistemi devono fornire un ampio repertorio di funzioni analitiche 
riducendo al minimo la necessità di doverle definire con opportuni programmi. 
3. Condiviso (Shared). Di solito un sistema OLAP è una risorsa condivisa e quindi devono 
essere previsti opportuni meccanismi di controllo degli accessi ai dati. 
4. Multidimensionale (Multidimensional). Un requisito fondamentale dei sistemi OLAP è la 
visione multidimensionale dei dati con la possibilità di cambiare rapidamente le prospettive di 
analisi e i livelli di dettaglio, sfruttando la presenza di gerarchie. 
5. Informazione (Information). I sistemi OLAP sono progettati per gestire grandi quantità di 
dati e per consentire loro analisi di varia natura per produrre utili informazioni sintetiche 
rappresentate in modi diversi (tabellare o grafica). I dati dei sistemi OLAP di solito 
provengono da più basi di dati operazionali e da fonti esterne. 
 
                                                             
13 Citato in [Alb11] 
14 Citato in [Alb11] 
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4.3 Architetture per il Data Warehousing 
 
In questa sezione vengono analizzate e discusse le architetture tipiche dei sistemi di Data 
Warehousing, ossia dei sistemi che implementano il processo di organizzazione dei dati in un 
Data Warehouse.  
 
4.3.1 Architettura ad un livello 
 
Obiettivo di questa architettura, a dire il vero poco utilizzata nella pratica, è la minimizzazione 
dei dati memorizzati, ottenuta eliminando le ridondanze. 
 
 
Figura 4.2 Architettura ad un livello per un sistema di Data Warehousing 
 
Come mostrato nella Figura 4.2, il Data Warehouse è in questo caso virtuale, nel senso che 
viene implementato come una vista multidimensionale dei dati operazionali generata da un 
apposito middleware, ovvero da uno strato di elaborazione intermedio.  
      Il primo punto debole di questa architettura è che non rispetta il requisito di separazione tra 
l’elaborazione analitica OLAP e quella transazionale OLTP. Le interrogazioni di analisi 
vengono infatti redirette sui dati operazionali dopo essere state reinterpretate dal middleware, 
interferendo così con il normale carico di lavoro transazionale. Inoltre, mentre con questa 
architettura è possibile rispondere ai requisiti di integrazione e correttezza dei dati, diventa 
impossibile esprimere un livello di storicizzazione superiore a quello delle sorgenti. 
      Per questi motivi, l’approccio virtuale al Data Warehousing ha avuto successo soltanto in 
contesti in cui le esigenze di analisi sono particolarmente limitate e il volume dei dati da 




4.3.2  Architettura a due livelli 
 
Il requisito di separazione gioca un ruolo fondamentale nel determinare la classica architettura 
di un sistema di Data Warehousing, rappresentata in Figura 4.3. 
 
Figura 4.3 Architettura a due livelli per un sistema di Data Warehousing [Alb11] 
 
      Sebbene tradizionalmente denominata architettura a due livelli, per evidenziarne la 
separazione tra il livello delle sorgenti e quello del DW, essa, in realtà, si articola 
complessivamente su quattro livelli distinti, che descrivono stadi successivi del flusso di dati. 
Tali livelli sono: 
- Livello delle Data Sources. Il DW utilizza fonti di dati eterogenei estratti dall’ambiente 
di produzione e, quindi, archiviati originariamente in database aziendali, relazionali o 
legacy, oppure provenienti da sistemi informativi esterni all’azienda. 
- Livello dell’ETL Applications. I dati memorizzati nelle sorgenti devono essere estratti, 
ripuliti (per eliminare le inconsistenze e completare eventuali parti mancanti) e integrati 
(per fondere sorgenti eterogenee secondo uno schema comune). I cosiddetti strumenti 
ETL (Extraction, Transformation and Loading) permettono di integrare schemi 
eterogenei, nonchèdi estrarre, trasformare, ripulire, validare, filtrare e caricare i dati 
dalle sorgenti nel DW. Dal punto di vista tecnologico vengono trattate problematiche 
tipiche dei servizi informativi distribuiti, come la gestione di dati inconsistenti e delle 
strutture dati incompatibili. 
- Livello del Data Warehouse. Le informazioni vengono raccolte in un singolo 
“contenitore” (il Data Warehouse), centralizzato logicamente. Esso può essere 
direttamente consultato, ma anche usato come sorgente per costruire data mart; questi 
ultimi sono orientati verso specifiche aree dell’impresa e, di fatto, costituiscono una 
replica parziale del Data Warehouse. Accanto al Data Warehouse, il contenitore dei 
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metadati mantiene informazioni sulle sorgenti, sui meccanismi di accesso, sulle 
procedure di pulitura ed alimentazione, sugli utenti, sugli schemi dei data mart, ecc. 
- Livello delle BI Applications. Permette la consultazione efficiente e flessibile dei dati 
integrati per la stesura dei report nonchè per le attività di analisi e di simulazione. 
Dal punto di vista tecnologico sono richieste capacità di gestione dei dati aggregati, 
ottimizzazione di interrogazioni complesse, tecniche di indicizzazione avanzate e interfacce 
visuali amichevoli. 
 
4.3.3 Architettura a tre livelli 
 
Il terzo livello introdotto in questa architettura è il cosiddetto livello dei dati riconciliati, detto 
anche operational data store o area di staging, che materializza i dati operazionali ottenuti a 
valle del processo di integrazione e ripulitura dei dati sorgente: si ottengono, quindi dati 
integrati, consistenti, corretti, volatili, correnti e dettagliati. 
 
 
Figura 4.4 Architettura a tre livelli per un sistema di Data Warehousing [Alb11] 
 
      Come illustrato nella Figura 4.4, il DW non viene più alimentato direttamente dalle 
sorgenti, bensì dai dati riconciliati. 
      Il vantaggio principale del livello dei dati riconciliati è che esso crea un modello di dati 
comune e di riferimento per l’intera azienda, introducendo, al contempo, una separazione netta 
tra le problematiche legate all’estrazione e integrazione dei dati dalle sorgenti e quelle inerenti 
l’alimentazione del DW. 
      D’altro canto, i dati riconciliati introducono un’ulteriore ridondanza rispetto ai dati 
operazionali sorgente. Va comunque detto che in realtà si può assumere che anche nelle 
architetture a due livelli sia presente un livello riconciliato, che non sarà in quel caso 
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materializzato ma soltanto virtuale, essendo definito come una vista integrata e consistente dei 
dati memorizzati nelle sorgenti operazionali. 
 
4.4 Il modello multidimensionale  
 
Da quanto detto precedentemente, si evidenzia che il concetto di multidimensionalità del dato 
risulta essere un requisito fondamentale nei sistemi OLAP e tendenzialmente ci si riferisce a 
questa caratteristica dei dati da loro gestiti con il termine di cubo. In un modello 
multidimensionale a cubo si usa rappresentare un generico fatto del data warehouse ad n 
dimensioni come un punto all'interno di uno spazio n-dimensionale. In altri termini, un fatto 
rappresentabile come un punto  dello spazio e individuabile dai valori delle dimensioni che lo 
caratterizzano e determina un insieme di valori  rappresentanti le misure associate a quel fatto.     
Una tipica rappresentazione a cubo di un fatto è mostrata in Figura 4.5, in cui si possono notare 
le 3 dimensioni (Luogo, Tempo, Articolo) e una misura (Quantità). 
 
 
Figura 4.5 Esempio struttura di un cubo OLAP [Alb11] 
 
      All’interno di ogni dimensione di un modello OLAP, i dati sono organizzati in gerarchie 
per rappresentare i diversi livelli di dettaglio. Ad esempio, considerando la dimensione Tempo 
esisteranno i livelli Anno, Trimestre, Mese, Giorno. 
 
4.5.1 Operatori OLAP per l’analisi dei dati 
 
Le principali operazioni che si possono effettuare sui dati sono di 3 tipi [Alb11]: 
- Restrizioni, per isolare particolari sottoinsiemi. 
- Aggregazioni, per calcolare il valore di una o più funzioni di aggregazioneapplicata a 
delle misure con i dati raggruppati secondo certe dimensioni. 
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- Analisi multidimensionali con aggregazioni a diversi livelli di dettaglio che sfruttano le 
gerarchie definite sugli attributi dimensionali 
 
 
Figura 4.6 Esempio di operatori OLAP su dati multidimensionali [Alb11] 
 
Slice e Dice.  Gli operatori ritornano un sottocubo, ma non cambiano i valori della misura dei 
cubetti, ovvero non fanno aggragazioni (Figura 4.6): 
- L’operatore slice taglia una fetta del cubo con una restrizione su una dimensione. Per 
esempio si vogliono le vendite per prodotto e per negozio alla data D1. 
- L’operatore dice taglia un cubetto del cubo con una restrizione su due o più dimensioni. 
Per esempio, si vogliono le vendite per prodotto nei negozi N1 e N2 per la data D1. 
Roll up e drill-down. L’operatore roll-up raggruppa i dati su alcune dimensioni e calcola il 
valore di una funzione di aggregazione applicata ad una misura. L’operatore diminuisce il 
livello di dettaglio dell’ analisi per riduzione del numero delle dimensioni, come mostrato in 
Figura 4.6 
      Quando sugli attributi delle dimensioni sono definite delle gerarchie, l’operatore roll-up si 
usa anche per passare da un aggregazione su una misura per raggruppamento su un attributo di 
una dimensione, all’aggregazione sulla stessa misura ma per un raggruppamento su un valore 
più “generale” dell’attributo di raggrupamento. Per esempio, trovato il totale delle vendite per 




      L’operatore drill-down si usa per aumentare il livello di dettaglio dell’analisi considerando 
più dimensioni o aggregando per attributi dimensionali più specifici. Per esempio, da un 
aggregazione per regioni si passa ad una più specifica per provincia. 
Pivot. L’operatore pivot (detto anche rotate) consente di ottenere rappresentazioni alternative 
dei dati ruotando il cubo (Figura 4.6) 
 
4.5.2  Modelli logici a supporto del Data warehouse 
 
In questa sezione vengono presi  in considerazione i modelli logici a supporto del Data 
Warehousing, ovvero quei modelli capaci di tradurre, a livello logico, i concetti di base tipici 
del modello multidimensionale. Più specificatamente, i modelli che prenderemo in 
considerazione saranno lo schema a stella e lo schema a fiocco di neve. 
       Lo schema a stella (chiamato anche star schema  oppure schema multidimensionale), 
come mostrato in Figura 4.7, è composto da una tabella dei fatti (Sales), che contiene i dati 
relativi al fatto da analizzare, e un insieme di dimension table (Market, Date e Product), una 
per ciascuna dimensione . 
 
 
Figura 4.7 Esempio di schema a stella 
 
Ognuna delle tabelle delle dimensioni ha un singolo attributo con chiave primaria (PK) che ha 
una relazione uno-a-molti con una chiave esterna nella tabella dei fatti (FK). Solitamente una 
chiave primaria dimensionale è una chiave surrogata, numerata in sequenza da 1 al numero di 




      Lo schema a fiocco di neve (in inglese Snowflake schema) è una variante dello schema 
stella, dove alcune tabelle delle dimensioni sono normalizzate, suddividendo così  i dati in 
tabelle aggiuntive (ad esempio i nomi dei prodotti saranno memorizzati nella tabella Name 
anziché apparire come campo della tabella Product), come mostrato in Figura 4.8. 
 
 
Figura 4.8 Esempio di schema a fiocco di neve 
 
      Il risparmio di spazio è generalmente trascurabile rispetto alla grandezza tipica della tabella 
dei fatti. Inoltre, la struttura a fiocco di neve può aumentare il tempo per eseguire le query che 
richiedono l’attraversamento di più gerarchie, dal momento che dovranno essere fatte più join. 
Quindi, anche se lo schema fiocco riduce la ridondanza nella progettazione di un data 


















PROGETTAZIONE DEL DATA WAREHOUSE 
 
In questo Capitolo passiamo a descrivere nel dettaglio l’intero processo di creazione del data 
warehouse. 
      La progettazione di un data warehouse, come accade per le basi di dati, è un’attività 
complessa organizzata nelle seguenti fasi: 
- Analisi dei requisiti: si raccolgono e si definiscono con i committenti i requisiti delle 
analisi dei dati che si desiderano eseguire di supporto alle decisioni. 
- Progettazione concettuale: si definisce un modello concettuale dei dati da analizzare. 
- Progettazione logica: si trasforma il modello concettuale in un modello logico usando il 
modello dei dati di un sistema per la gestione di data warehouse. 
- Progettazione fisica: si definiscono le strutture di memorizzazione (indici e viste 
materializzate) per agevolare le operazioni di analisi dei dati. 
      Una volta progettato il data warehouse si passa alla sua realizzazione e si affronta 
l’importante problema del caricamento dei dati (ETL), risolvendo i problemi dovuti 
all’eterogeneità delle sorgenti dei dati, e come mantenerlo aggiornato. Una volta popolato il 
data warehouse, i dati devono essere analizzati estrapolando così informazioni preziose a 
supporto del processo decisionale. Questo obiettivo è ottenibile tramite la reportistica che si 
prefigge di presentare, ai dirigenti aziendali, in maniera sintetica, chiara e diretta tali 
informazioni. 
      La fase di analisi dei requisiti si suddivide in due sottofasi principali, caratterizzate dal 
diverso linguaggio adoperato per la stesura dei documenti da esse prodotti. Nella prima 
sottofase, Raccolta dei requisiti, si usa principalmente il linguaggio naturale. Nella seconda 
sottofase, Specifica dei requisiti, si produce una descrizione dei requisiti di analisi dei dati che 
ne evidenzi le caratteristiche salienti da modellare poi con la progettazione concettuale.  
 
Raccolta dei requisiti 
 
Si cerca di effettuare accuratamente le seguenti attività: 




- Analisi dei processi aziendali per individuare, con opportune interviste ai responsabili, 
quelli più importanti da considerare per il progetto del data warehouse, le loro priorità, 
le decisioni da prendere e quale tipo di informazione si ritiene utile produrre con 
l’analisi dei dati. 
- Raccolta dei requisiti di analisi dei dati, usando la terminologia dei dirigenti interessati, 
e verifica che i dati operazionali a disposizione siano compatibili con i requisiti. 
 
Specifica dei requisiti 
 
Si descrivono aspetti specifici dei requisiti di analisi dei dati utilizzando le tabelle descritte di 
seguito: 
- Tabella della specifica dei requisiti di analisi: si evidenziano le dimensioni, gli attributi 
e le misure utilizzate in ogni requisito di analisi. 
- Tabella del fatto: si descrive il fatto, specificando la sua granularità, e quindi il suo 
significato, le dimensioni e le misure preliminari interessate. 
- Tabelle delle dimensioni: si descrivono le dimensioni specificando per ognuna di esse il 
nome, una descrizione e la granularità. 
- Tabelle degli attributi dimensionali: di ogni dimensione si elencano gli attributi e una 
loro descrizione. 
- Tabella delle gerarchie dimensionali: si descrivono le gerarchie dimensionali 
specificando per ogni dimensione le possibili gerarchie fra gli attributi e il loro tipo 
(bilanciata, incompleta, ricorsiva). 
- Tabella delle dimensioni che cambiano: si specifica il tipo di strategia da usare per 
trattare le dimensioni con attributi che possono cambiare nel tempo, specificando per 
ognuna di esse, oltre al nome, gli attributi che cambiano e il tipo di strategia per trattarli 
nella progettazione logica e nel caricamento dei dati. 
- Tabella delle misure: si descrive ogni misura del fatto, come derivarla da altre misure, 
se calcolata, e il tipo di aggregabilità, ovvero quali funzioni di aggregazione sono 
applicabili alla misura quando si raggruppano i dati secondo certe dimensioni. 
- Tabella degli attributi descrittivi dei fatti: se nell’analisi dei requisiti si individuano 
degli attributi descrittivi del fatto, si raccolgono in una tabella con la descrizione di cosa 
rappresentano. 
- Tabelle riepilogative delle dimensioni e delle misure: se i requisiti riguardano fatti 
diversi, si elencano le dimensioni e le misure individuate specificando in quali fatti si 
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usano. Questo riepilogo è utile per evidenziare quali informazioni sono in comune a 
processi diversi e quindi dovrebbero avere interpretazione e rappresentazione unica, per 





Dall’analisi dei requisiti di analisi dei dati si definiscono gli schemi concettuali iniziali dei data 
mart (schemi di cosa si vuole), senza nessuna pretesa di completezza ma utili per una 
descrizione formale dei requisiti. Negli schemi concettuali si modellano le gerarchie 
dimensionali e il loro tipo (bilanciata, incompleta, ricorsiva), le dimensioni degeneri e gli 
attributi descrittivi dei fatti. Si definiscono poi uno o più modelli concettuali candidati che 
descrivano ciò che si può effettivamente analizzare a partire dai dati operazionali a 
disposizione.  
      Da un confronto degli schemi concettuali iniziali e candidati si definiscono gli schemi 
concettuali finali dei data mart (schemi di cosa si può analizzare), che in generale saranno 
un’estensione delle parti comuni agli schemi trovati in precedenza e quindi comporteranno un 
aggiornamento della specifica dei requisiti da sottoporre  all’approvazione dei committenti 
[Alb13]. 
 
Progettazione logica dei data mart e del data warehouse 
 
Supponendo di gestire il modello multidimensionale con un sistema ROLAP, dagli schemi 
finali dei data mart si passa allo schema relazionale del data warehouse, trasformando prima lo 
schema concettuale finale di ogni data mart in uno schema relazionale, decidendo se fare uno 
schema a stella o a fiocco di neve, e poi integrando i vari schemi dei data mart in un unico 
schema del data warehouse, valutando le seguenti possibilità: 
- uniformare e condividere le tabelle dei fatti con le stesse dimensioni; 
- uniformare e condividere le tabelle dimensionali comuni. 
      Nella definizione delle tabelle relazionali dello schema logico di un data mart si tengano 
presenti le seguenti questioni, fra le altre, che si possono presentare [Alb13]: 
- Chiavi primarie delle tabelle dimensionali: la chiave primaria di ogni tabella 
dimensionale è opportuno che sia un attributo con valori numerici generati 
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automaticamente (chiavi surrogate o artificiali) in aggiunta all’eventuale chiave 
primaria usata nella fonte dei dati originali.  
- Chiavi esterne della tabella dei fatti: quando si modellano i fatti, le chiavi esterne per le 
tabelle dimensionali avranno i valori delle relative chiavi primarie surrogate ed è utile 
assumere che le chiavi esterne siano sempre definite, ovvero che i loro valori non siano 
nulli. 
- Dimensioni che cambiano. 
- Gerarchie condivise: se vi sono gerarchie condivise, i relativi attributi si memorizzano 
in una tabella a parte. 
- Gerarchie ricorsive. 
- Dimensioni o attributi dimensionali multivalore. 
 
5.1 Requisiti di analisi 
 
La Enel Green Power s.p.a è una multinazionale operante nel settore delle energie rinnovabili. 
Ha circa 718 impianti dislocati tra Nord America, Centro e Sud America, Europa e Africa, 
suddivisi in 5 tipologie di impianto: eolico, biomasse, solare, idroelettrico e geotermico.  
      I singoli impianti vengono  supervisionati da delle persone di riferimento: il responsabile e 
il referente. Nel caso questi soggetti non possano adempiere ai loro doveri, vengono proclamati 
anche un responsabile ed un referente alternativi. I soggetti incaricati hanno il compito di 
garantire il corretto funzionamento dell’impianto assegnato. 
      Su ogni impianto, nel momento in cui si presenti la necessità di effettuare manutenzioni, 
nuove installazioni o la risoluzione di un  problema di qualsiasi altra natura, vengono definite 
delle attività da effettuare. Alcune di queste attività, per essere portate a termine, devono 
seguire delle rigide procedure che sono regolamentate da una serie di adempimenti 
(paragonabili a delle norme). 
 
5.1.1 Analisi degli adempimenti 
 
Con il termine adempimento si identifica un’azione che deve essere effettuata sull’impianto su 
cui è stata definita, entro una data prestabilita. 
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      Uno o più adempimenti vanno a comporre quella che in termini aziendali viene definita 
come attività (successivamente chiamata attività_ims
15
) da portare a termine su uno specifico 
impianto.  
      Ogni adempimento appartiene sicuramente ad un’attività, ma non è detto che l’attività 
preveda degli adempimenti da espletare. I vari tipi di adempimento vengono classificati in base 
alla tipologia di attività a cui sono associati.  
      Il singolo adempimento viene associato ad un responsabile e ad un referente a cui è 
assegnato il compito di portarlo a termine nel modo e nella tempistica previsti. Qualora il 
responsabile o il referente non possano adempiere a quasto compito, l’adempimento passa nelle 
mani del responsabile o del referente alternativo. Vi sono alcune situazioni in cui il 
responsabile può decidere se gestire o meno l’adempimento a lui associato. 
      L’adempimento dovrebbe essere completato entro una data prevista; in alcuni casi, e a 
seguito di valide motivazioni da parte dell’incaricato, esiste la possibilità di riprogrammare tale 
data una o più volte. Una volta che l’azione definita dall’adempimento è stata effettuata, viene 
comunicata e memorizzata la data di completamento. 
In base alla presenza o meno di quest’ultima informazione, gli adempimenti possono essere 
classificati in : 
Caso in cui l’adempimento è stato completato: 
- Chiusi in tempo : se la data di completamento risulta essere uguale alla data di 
ultimazione prevista; 
- Chiusi in anticipo: se la data di completamento  risualta essere precedente alla data di 
ultimazione prevista; 
- Chiusi in ritardo: se la data di completamento  risualta essere successiva alla data di 
ultimazione prevista. 
 
Caso in cui l’adempimento è stato definito ma non ancora portato a termine: 
- Aperti: se la  data di completamento prevista è maggiore di 15 giorni dalla data corrente 
in cui è effettuata l’analisi; 
- Aperti in scadenza: se la  data di completamento prevista è minore di 15 giorni dalla 
data corrente in cui è effettuata l’analisi; 
- Aperti in ritardo:  se la  data di completamento prevista è minore della data corrente. 
 
                                                             
15 Acronimo di Integrated Management System 
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Monitorare gli adempimenti è importante per riuscire a mantenere elevato il livello di qualità 
dei servizi offerti dall’azienda. 
 
Raccolta requisiti per l’analisi degli adempimenti. 
 
L’azienda è interessata ad effettuare le seguenti analisi: 
1. Calcolo del totale adempimenti per tipologia di adempimento_ims e per dominio 
nell’anno corrente. 
2.  Calcolo del totale di adempimenti chiusi e ancora aperti per tipologia di 
adempimento_ims nell’anno corrente. 
3.  Calcolo del numero di adempimenti associati ad un responsabile, in un determinato 
periodo, per tipologia di adempimento_ims, area geografica e impianto/cantiere. 
4.  Calcolo del numero di adempimenti associati ad un referente, in un determinato 
periodo, per tipologia di adempimento_ims, area geografica e impianto/cantiere. 
5. Per gli adempimenti_ims di tipo Sorveglianza e Segnalazione, deve essere visibile il 
tipo origine, evidenziando il numero di adempimenti suddivisi per area.  
6. Per le analisi relative agli adempimenti ancora aperti deve poter essere identificato il 
numero di quelli: aperti e in scadenza, aperti, aperti e in ritardo. 
7. Per le analisi relative agli adempimenti chiusi, deve essere possibile identificare lo stato 
in cui sono stati completati: in anticipo, in tempo, in ritardo. 
8.  Stima dei tempi medi di completamento degli adempimenti, per quanto riguarda quelli 
chiusi. 
9. Stima dei tempi medi di apertura degli adempimenti, per quanto riguarda quelli ancora 
aperti. 
 
5.1.2 Analisi delle attività_ims 
 
Per attività_ims si intende appunto un’attività definita su uno specifico impianto in una 
determinata data. 
      Le attività_ims vengono classificate per la loro tipologia in ecos, azione/obiettivo, di 
sorveglianza, di segnalazione o audit, a seconda della motivazione che ha scaturito la necessità 
della definizione di tale attività.  
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      Le attività_ims possono avere degli adempimenti associati, cioè dover seguire un iter 
normativo ben definito; in altri casi identificano semplicemente delle attività di routine svolte 
all’interno di un impianto. 
      La singola attività_ims non ha associato alcun soggetto incaricato, ma viene collegata al 
singolo impianto.  
 
Raccolta requisiti per l’analisi delle attività_ims. 
 
Per quanto riguarda questo processo l’azienda è interessata ad effettuare le seguenti analisi: 
1. Calcolo del numero totale di attività_ims per tipologia di attività_ims, area geografica e 
tipologia di impianto in un determinato periodo 
2. Identificazione delle attività_ims a cui sono associati degli adempimenti o meno 
3. Confronto tra consuntivo e target, delle attività_ims  nelle varie aree geografiche, nei 
vari impianti, per ogni mese dell’anno in corso. 
 
5.2 Progettazione del data mart Adempimenti 
 
5.2.1 Specifica dei requisiti 
 
In questa sezione, viene presentata la fase di Specifica dei requisiti. Questa attività segue la 
Raccolta dei requisiti e ha la funzione di illustrare con maggior dettaglio i requisiti raccolti in 
modo da mettere in risalto le caratteristiche che saranno poi modellate tramite la progettazione 
concettuale. 
      Infatti la tabella seguente, per ogni requisito di analisi, evidenzia le dimensioni, gli attributi 
e le misure coinvolte.  
 





Totale adempimenti per 
tipologia di Adempimento 






2 Totale di adempimenti chiusi e 












3 Numero di adempimenti 
associati ad un responsabile, in 
un determinato periodo, per 
tipologia di 
Adempimento_ims, area 







Numero adempimenti  
 
SOMMA 
4 Numero di adempimenti 
associati ad un referente, in un 
determinato periodo, per 
tipologia di 
Adempimento_ims, area 








5 Per le attività_ims di tipo 
Sorveglianza e Segnalazione, 
deve essere visibile il tipo 
origine, evidenziando il 
numero di adempimenti 







6 Per le analisi relative agli 
adempimenti ancora aperti 
deve poter essere identificato il 
numero di quelli: aperti e in 
scadenza, aperti, aperti e in 
ritardo 
 Numero adempimenti 
aperti 
Numero adempimenti 
aperti in scadenza 
Numero adempimenti 
aperti in ritardo 
SOMMA 
7 I tempi medi di completamento 
degli adempimenti, per quanto 
riguarda quelli chiusi 
 Numero adempimenti 
chiusi in tempo 
Numero adempimenti 
chiusi in anticipo 
Numero adempimenti 






I tempi medi di completamento 
degli adempimenti, per quanto 
riguarda quelli chiusi, per area 
geografica, tipologia e 
tecnologia dell’impianto e per 









Delta Giorni Chiusi 
MEDIA 
9 I tempi medi di apertura degli 
adempimenti, per quanto 








per area geografica , tipologia 
e tecnologia dell’impianto e 






 Tabella 5.1 Specifica dei requisiti per il processo di analisi degli Adempimenti 
Nelle seguenti sezioni saranno presentate le dimensioni, gli attributi dimensionali e le misure 
dedotte dalle specifiche sopra riportate e necessarie per riuscire a soddisfare le esigenze di 
analisi. 
      Per quanto riguarda la granularità del fatto, ai fini della soddisfazione del committente, 
interessa sapere il numero di adempimenti definiti su un impianto, con riferimento a quelli 
aperti e chiusi, e i relativi tempi medi di apertura e di completamento. 
 
Fatto Adempimenti_ims 
Descrizione  Dimensioni preliminari Misure preliminari 
Un fatto riguarda 
l’adempimento definito 
su un impianto 
 
Responsabile, Geografia, Tempo, 
Referente, Impianto, Responsabile 
alternativo, Referente alternativo, 
Adempimento_ims 
 
Delta Giorni Chiusi, Delta Giorni 
Aperti, Numero adempimenti 
 
 
Si descrivono ora le dimensioni di analisi con i relativi attributi e le misure del fatto 
Adempimenti. 
 
Dimensioni del fatto Adempimenti 
Dimensione Descrizione Granularità 
Adempimento_ims 












Rappresenta l'informazione sulla 








Rappresenta l'informazione anagrafica 





Rappresenta la data di completamento 





Rappresenta l'informazione anagrafica 





Rappresenta l'informazione anagrafica 
sul soggetto referente alternativo 
associato all’adempimento 
 
Un referente  alternativo 
Altro Responsabile 
Rappresenta l'informazione anagrafica 
sul soggetto responsabile  alternativo 
associato all’adempimento 
 






Indica se un adempimento deve essere 
gestito o meno 
 
Un dettaglio dell’adempimento 
 
 
Per rendere le analisi più interessanti è necessario in generale descrivere ogni dimensione con 
degli attributi utili per le analisi che si vogliono fare, e tali che per ogni loro valore sia 
individuabile un sottoinsieme dei fatti sul quale sia interessante aggregare qualche misura. 
     Per conformità verso le rappresentazioni precedenti seguono le tabelle riassuntive delle 
caratteristiche degli attributi dimensionali: 
 
Dimensione Adempimento_ims 
Attributo Descrizione Tipo 
Ambito 




Descrizione Rappresenta la descrizione dell' adempimento 
 
varchar 
Descrizione_attività_ims Rappresenta la descrizione dell’attivita_ims 
 
varchar  
                                                             




Rappresenta l’origine dell’adempimento_ims (Sarà presente 





Rappresenta la sottotipologia dell' adempimento_ims (Per 









Attributo Descrizione Tipo 













Attributo Descrizione Tipo 




Attributo Descrizione Tipo 
Nominativo  Rappresenta il nominativo di ogni responsabile  
varchar  
Dominio Rappresenta l’elenco dei domini associati al responsabile  
varchar 
 
Dimensione Altro Referente 
Attributo Descrizione Tipo 






Dimensione Altro Responsabile 
Attributo Descrizione Tipo 
Nominativo Rappresenta il nominativo di ogni responsabile alternativo varchar  
 
Dimensione Geografia 
Attributo Descrizione Tipo 
Area 








Rappresenta il dominio in cui è localizzato l'impianto 
 
varchar  
Insediamento Rappresenta l’ insediamento in cui è localizzato l'impianto 
 
varchar 
Città Rappresenta la città in cui è localizzato l'impianto 
 
varchar  
Latitudine Rappresenta la coordinata GPS 
 
number 





Attributo Descrizione Tipo 














      In seguito vengono evidenziate le relazioni presenti tra gli attributi dimensionali fornendo 








Dimensione Descrizione gerarchia Tipo gerarchia 
Tempo Anno  Mese  Giorno 
Bilanciata 
Geografia Area  Stato  Dominio  Insediamento  Città 
Bilanciata 
Adempimento_ims Tipo  Sottotipo  Origine  Ambito   
Descrizione_attivita_ims   Descrizione 
Incompleta  
Impianto Tipo  Tecnologia  Descrizione 
Bilanciata 
 
Ad integrazione delle informazioni nelle tabelle sopra riportate elenchiamo le varie tipologie di 
gerarchia con la relativa definizione ed un esempio chiarificatore: 
- Incompleta quando i possibili livelli sono in numero predefinito, ma i valori degli 
attributi che ne fanno parte non sono sempre tutti definiti (Adempimento_ims: a 
seconda della tipologia di adempimento potrebbero non essere presenti il riferimento 
all’origine e al sottotipo). 
- Bilanciata quando il numero di livelli sono in numero predefinito ed i valori degli 
attributi che ne fanno parte sono sempre definiti (Tempo: Anno - Mese - Giorno). 
 
      Ultima decisione, ma non meno importante, è la scelta delle misure dei fatti. Le misure del 
data mart rappresentano l’informazione quantitativa delle analisi precedentemente descritte e 
sono inerenti agli aspetti del business aziendale che si vogliono tenere sotto controllo o 
analizzare. Esse riguardano il numero di adempimenti eseguiti o programmati per le varie 
tipologie di adempimenti. In particolare verranno create due macro classi di misure: 
1. Numero adempimenti chiusi 
2. Numero adempimenti aperti 
 
Per gli adempimenti chiusi verrà evidenziato: 
- Adempimenti chiusi in tempo    data completamento = data ultimazione prevista 
- Adempimenti chiusi in anticipo   data completamento < data ultimazione prevista 
- Adempimenti chiusi in ritardo    data completamento > data ultimazione prevista 
 
Per gli adempimenti aperti vale simmetricamente la seguente regola: 
- Adempimenti aperti     data completamento prevista > 15 giorni data odierna 
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- Adempimenti aperti in scadenza     data completamento prevista < 15 giorni data 
odierna 
- Adempimenti aperti in ritardo    data completamento prevista < data odierna 
 
      L’ultima misura di analisi identifica il numero di giorni che intercorrono tra la data di 
ultimazione prevista e la data di completamento dell’adempimento (Delta giorni chiusi) per 
quanto riguarda gli adempimenti espletati. Invece, per quanto riguarda gli adempimenti ancora 
aperti viene calcolato il numero medio di giorni che intercorrono tra la data di ultimazione 
prevista e la data odierna (Delta giorni aperti).  
      Di seguito, per ogni misura di analisi, viene riportata la relativa tipologia di funzione di 
aggregazione utilizzata durante le operazioni di Drill-down e Roll-up  effettuate sul cubo 
OLAP. 
Misure del fatto Adempimenti_ims 
Misura Tipo misura Funzione di aggregazione 
Chiusi in tempo 
Additiva Somma 
Chiusi in ritardo 
Additiva Somma 
Chiusi in anticipo Additiva Somma 
Aperti 
Additiva Somma 
Aperti in scadenza 
Additiva Somma 
Aperti in ritardo 
Additiva Somma 
Delta Giorni Chiusi 
Derivata Media 





Specifichiamo le varie tipologie di misure: 
- Additiva. Una misura è additiva quando può essere aggregata per tutte le dimensioni di 
analisi, ovvero ha senso sommarla. Le misure additive sono le più comuni. Per esempio 
la quantità di prodotti venduti o i ricavi ottenuti sono misure additive. 
- Derivata. E’ stata calcolata in fase di caricamento dati dalla combinazione di altre 
misure presenti nei dati. 
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5.2.2 Progettazione concettuale 
 
Fino a questo momento abbiamo descritto nel dettaglio e visto separatamente i vari elementi 
che costituiranno il nostro data mart. Tramite il modello multidimensionale concettuale, 
possiamo ragionare meglio sui fatti da modellare. 
      Ci avvaliamo, in particolare, del modello dimensionale dei fatti (Dimensional Fact Model, 
DFM), per rappresentare a livello concettuale la struttura del data warehouse. 
L’immagine successiva rappresenta il DFM relativo al data mart degli Adempimenti, 
progettato in base ai ‘requisiti di analisi’ visti precedentemente, e ad un’analisi più accurata dei 
dati presenti nel database sorgente. Alcuni elementi, non esplicitamente richiesti nelle fasi 
iniziali della progettazione del data mart, sono stati aggiunti perchè ritenuti utili, da parte del 
committente, per il completamento delle analisi desiderate. 
 
 





5.3 Progettazione del data mart Attività_ims 
 
5.3.1 Specifica dei requisiti 
 
Dai requisiti raccolti precedentemente possiamo elaborare la seguente specifica dei requisiti 
inerente il fatto Attività_ims, che associa ad ogni requisito di analisi le relative dimensioni e 
misure. 
 






Numero totale di attività-ims 
per tipologia di attivita_ims, 
area geografica e tipologia di 








Identificare le attività-ims a cui 
sono associati degli 





3 Confronto tra consuntivo e 
target, delle attività_ims  nelle 
varie aree geografiche, nei vari 









Tabella 5.2 Specifica dei requisiti per il processo di analisi delle Attività-ims 
 
Nelle seguenti sezioni saranno presentate le dimensioni, gli attributi dimensionali e le misure 




Descrizione  Dimensioni preliminari Misure preliminari 
Un fatto riguarda 




Attività_ims, Presenza Adempimento 
 






Si descrivono ora le dimensioni di analisi con i relativi attributi e le misure del fatto 
Attività_ims. 
 
Dimensioni del fattoAttività_ims 
Dimensione Descrizione Granularità 
Attività_ims 
























Indica se ad un’attivita_IMS è associato 
un adempimento o meno 
 
Un dettaglio dell’attività 
 
 




Attributo Descrizione Tipo 
Ambito 




Descrizione Rappresenta la descrizione dell' attività_ims 
 
varchar 








Attributo Descrizione Tipo 













Attributo Descrizione Tipo 
Area 








Rappresenta il dominio in cui è localizzato l'impianto 
 
varchar  
Insediamento Rappresenta l’ insediamento in cui è localizzato l'impianto 
 
varchar 
Città Rappresenta la città in cui è localizzato l'impianto 
 
varchar  
Latitudine Rappresenta la coordinata GPS 
 
number 





Attributo Descrizione Tipo 
Anno 
Rappresenta l’anno di creazione dell’attività_ims 
 
varchar  
Mese Rappresenta il mese di creazione dell’attività_ims 
 
varchar 
Giorno Rappresenta il giorno di creazione dell’attività_ims varchar  
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      La dimensione degenere Presenza Ademimento, non avendo attributi dimensionali non 
appare in tabella ma viene trattata  nelle sezioni seguenti. 
       Nella tabella successiva vengono riportate le gerarchie dimensionali. 
 
Gerarchie dimensionali 
Dimensione Descrizione gerarchia Tipo gerarchia 
Tempo Anno  Mese  Giorno 
Bilanciata 
Geografia Area  Stato  Dominio  Insediamento  Città 
Incompleta  
Attività_ims Tipo   Ambito   Descrizione 
Bilanciata 
Impianto Tipo  Tecnologia  Descrizione 
Bilanciata 
 
      La misura quantitativa del data mart rappresenta il numero di attività_ims. Si tratta di una 
misura di tipo additivo pertanto sarà possibile utilizzare la somma come funzione di 
aggregazione. 
Misure del fatto Attività_ims 
Misura Tipo misura Funzione di aggregazione Tipo funzione 
Numero attivita_IMS 
effettuate Additiva Somma Distributiva 
Numero attivita_IMS 
target Additiva Somma Distributiva 
 
5.3.2 Progettazione concettuale 
 
Analogamente a quanto fatto per il data mart Adempimenti, l’immagine successiva rappresenta 




Figura 5.2 Schema concettuale finale del data mart Attivirà_ims 
 
5.4 Progettazione logica dei data mart  
 
      Si affronta ora la generazione degli schemi a stella17 per i data mart. Generalmente, per 
ciascuna tabella dei fatti definita durante la progettazione concettuale, si definisce una tabella 
dei fatti dello schema a stella, mentre per quanto riguarda le dimensioni, si  rappresenta la 
corrispondente tabella in relazione con la tabella dei fatti. Queste  operazioni sono eseguite 
definendo opportunamente le chiavi e le chiavi esterne. 
      I due data mart risultanti, illustrati in Figura 5.3 e 5.4, verranno poi integrati in un unico 
schema di data warehouse. 
                                                             




Figura 5.3 Schema a stella del data mart Adempimenti 
 
 




Nell’affrontare quest’ultima fase abbiamo deciso di uniformare e condividere le tabelle 
dimensionali. Nonostante dalle Figure 5.1 e 5.2 possa sembrare che le dimensioni condivise tra 
i due fatti siano Tempo, Impianto, Geografia, in realtà la scelta è ricaduta solo sulle tabelle 
dimensionali Geografia e Impianto, poiché la dimensione Tempo, per quanto riguarda il fatto 
Adempimenti contiene informazioni relative alla data di completamento dell’adempimento 
stesso, mentre per quanto riguarda il fatto Attività_ims si riferisce alla data di creazione 
dell’attività.  
      Particolare menzione spetta anche al trattamento delle dimensioni degeneri Presenza 
adempimento e Gestione adempimento, che a seconda dei casi possono essere implementate: 
- come attributi nella tabella dei fatti; 
- come tabelle dimensionali con una chiave esterna nella tabella dei fatti 
(come le altre dimensioni); 
- come attributi nelle opportune tabelle dimensionali, duplicando i record; vengono 
raccolte in un’unica tabella dimensionale separata (junk  dimension) con tanti attributi 
quanti sono i campi a valori discreti e tanti elementi quante sono le possibili 
combinazioni di tali valori. 
      Per entrambi i fatti la scelta è ricaduta sulla prima soluzione poiché eravamo in presenza di 
attributi di lunghezza limitata e quindi non influivano eccessivamente sullo spazio occupato 
dalla tabella dei fatti. 
      Per concludere, i due data mart sono poi integrati per poter definire lo schema del data 
warehouse. Questa integrazione viene eseguita rispettando i vincoli di condivisione delle 
tabelle Geografia e Impianto. Lo schema conclusivo è pertanto uno schema a costellazione in 
cui esistono due tabelle dei fatti che condividono alcune dimensioni. 
      La struttura completa del data warehouse è mostrata in Figura 5.5. 
      Si noti come, in questo schema finale, ciascuna tabella delle dimensioni, oltre agli attributi, 
mantiene anche la propria chiave primaria surrogata, identificata con la sigla PK (ad esempio 
PK_dim_responsabile). 
      Per quanto riguarda invece le tabelle dei fatti, sono aggiunte le chiavi esterne riferite alle 
tabelle dimensionali. In particolare per il fatto Adempimenti le chiavi esterne (identificate con 
la sigla FK) sono dim_geografia, dim_impianto, dim_tempo, dim_responsabile, 
dim_altro_responsabile, dim_referente, dim_altro_referente, dim_adempimento_ims; mentre 






Figura 5.5 Schema logico del data warehouse 
      Lo schema logico creato sarà utilizzato come base di partenza per la progettazione della 
base di dati di destinazione (Data Warehouse) in cui saranno memorizzati i dati estratti ed 











LA FASE DI ESTRAZIONE,TRASFORMAZIONE E 
CARICAMENTO 
 
    In questo capitolo vengono presentate le fasi inerenti l’estrazione, la trasformazione e il 
caricamento dei dati nella struttura dei data mart descritti precedentemente, nonché una breve 
panoramica dello strumento utilizzato per la creazione dei flussi ETL. 
 
6.1  I flussi ETL 
 
Per ogni data mart definito nel Capitolo 5 sono stati creati dei flussi ETL per la creazione e il 




      Successivamente verranno descritte le procedure di estrazione, trasformazione e 
caricamento riguardanti il data mart Adempimenti_IMS, in quanto risulta più interessante ai 
fini esplicativi e racchiude in sé tutti i task utilizzati, in maniera analoga, nelle trasformazioni 
create per il data mart Attività_IMS.  
      Di seguito verranno descritte le trasformazioni T_staging_area (Sezione 6.1.1), T_dim_geo 
e T_fact_adempimenti (Sezione 6.1.2). 
      Sono inoltre presenti le trasformazioni ausiliarie per il caricamento dei ruoli utente e i 
rispettivi domini nell’HSQLDB19 di Pentaho; questi flussi sono stati creati per permettere la 
definizione dei ruoli-utente in modo da limitare la visualizzazione dei dati in base 
all’autenticazione di accesso al server e verranno descritti nella Sezione 6.1.3. 
  
6.1.1 Fase di estrazione e trasformazione 
 
Le informazioni sono ricavabili da un’unica sorgente, il database Oracle del gestionale 
Atlantide,  in cui sono memorizzati i dati  appartenenti alla Enel Green Power s.p.a. 
                                                             
18 Dfinito alla Sezione 3.1.2.1 
19 HyperSQL DataBase. E’ il database utilizzato da Pentaho in cui vengono definiti gli utenti e i ruoli, con i 
relativi diritti di accesso ai dati. 
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In questa prima fase, dopo aver analizzato le molteplici tabelle del database e individuato i 
campi contenenti le informazioni utili ai fini delle analisi aziendali, si procede alla loro 
estrazione in modo da renderli disponibili nello stream
20
 . 
      Prima di effettuare il caricamento dei dati, siamo andati a inserire nel file kettle.properties
21
 
le variabili globali nella forma chiave/valore, inerenti la definizione delle credenziali di 
connessione al database sorgente e  a quello di destinazione, come mostrato in Figura 6.1. 
 
 
Figura 6.1 Definizione delle variabili di connessione ai dati nel file kettle.porperties 
 
L’utilità di inserire le variabili in questo file sta nel fatto che queste vengono istanziate 
all’interno dei flussi come parametri e  l’utente sviluppatore, in caso di cambiamenti alle 
informazioni definite, non dovrà andare ad apportare modifiche all’interno di ogni flusso, ma 
agirà direttamente modificando le variabili del file .properties una sola volta. 
      Terminata la fase preliminare di preparazione dell’ambiente, passiamo direttamente alla 
descrizione di come è avvenuto il procedimento di estrazione e trasformazione dei dati 
attraverso l’utilizzo di  questo strumento. 
 
Definizione di una Staging Area 
 
Vista la complessità nel gestire la trasformazione dei dati che andranno a popolare le tabelle 
dimensionali e quelle dei fatti, si è deciso di utilizzare un’area intermedia in cui vengono 
estratte tutte le informazioni utili, effettuati dei pre-calcoli ed eleborati e ripuliti i dati; questa 
area è nota con il nome di staging area.
22
 
      La staging area viene di solito creata su una base di dati, ma non di rado si ricorre all'uso di 
semplici file.  In mancanza di quest’area i dati vengono lavorati direttamente in memoria; 
                                                             
20 Flusso di informazioni del processo ETL 
21 File di configurazione delle variabili parametriche, utilizzato da Pentaho Data Integration.  
22 Definita alla Sezione 4.3.3 
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questa scelta è consigliabile in processi di estrazione e trasformazione lineari in quanto 
lavorando direttamente in memoria si riducono i tempi e si ottimizza la procedura di ETL. 
      Tuttavia la staging area è ampiamente utilizzata in quasi tutte le realizzazioni di un data 
warehouse dal momento che offre dei vantaggi aggiuntivi non indifferenti: la possibilità, in 
caso di fallimento della procedura di ETL, di non ricominciare dall'inizio l'intera procedura ma 
soltanto dal punto in cui si è verificato il fallimento; la possibilità di verificare meglio, in fase 
di controllo del funzionamento della procedura, le diverse fasi del trattamento dei dati. 
      Nel data mart in esame si è fatto uso di quest’area, definita come una tabella temporanea, 
per eseguire trasformazioni sui dati e stabilizzare le procedura di ETL. 
      Dopo questa breve introduzione all’area di staging, andiamo ad illustrare nel dettaglio 
come è stata definita ai fini del progetto. 
 
 
Figura 6.3 Creazione della staging area 
 
Attraverso il task Table input”,  nominato in Figura 6.3 come “estrazione_dati_db”, è possibile 
definire la connessione JDBC al database sorgente e formulare una query sql per estrarre gli 





Figura 6.4 Esempio di task etl per l’estrazione dei dati23 
 
Una volta estratti i dati, viene effettuata una selezione in base alla tipologia di attività associata 




Figura 6.5 Step utilizzato per filtrare gli adempimenti in base alla tipologia. 
 
                                                             
23  Il campo sysdate in Figura 6.4 viene utilizzato nelle tabelle di gestione delle anomalie, create nella 
trasformazione T_dim_geo. Questo dato permette di recuperare il valore della data corrente in cui viene 
segnalata all’utente l’anomalia riscontrata. 
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Questa operazione viene effettuata perché la Enel Green Power ha espressamente richiesto la 
necessità di effettuare analisi solamente sugli edempimenti di tipo Ecos, Sorveglianza, 
Segnalazione, Azione/Obiettivo, Pos e Audit; gli adempimenti associati ad altre eventuali 
tipologie, che non rientravano in questo sotto-insieme, non dovevano essere prese in 
considerazione. 
      Successivamente, attraverso lo step Database Lookup , sono stati recuperati tutti quei 
campi che non era stato possibile ricavare direttamente dalla query iniziale. 
      Per quanto riguarda ad esempio l’estrazione del campo Referente, nella query è stato 
effettuato un CASE per il recupero di questa informazione: nel caso il referente fosse associato 
ad un adempimento di tipo Audit, allora l’informazione sarebbe stata contenuta nel campo  
AUDIT_REFERENCE_PERSON_ID, altrimenti nel campo REFERENCE_PERSON_ID. Si 
riporta in seguito il corrispondente frammento di query. 
CASE WHEN ISSUE.ISSUE_TYPE='AUDIT_TYPE' THEN ACT.AUDIT_REFERENCE_PERSON_ID 
         ELSE ACT.REFERENCE_PERSON_ID 
      END REFERENTE 
 
       Proseguendo all’interno del flusso di creazione della staging area, troviamo gli step 
relativi alla pulizia e trasformazione dei dati riguardanti le informazioni geografiche; poiché 
nel flusso T_dim_geo, per andare a recuperare le informazioni sulla latitudine e la longitudine 
relative alla localizzazione dell’impianto, andremo ad interrogare un web service, il fatto che 
alcune città, province o stati, non avessero il rispettivo campo avvalorato o contenessero dei 
caratteri speciali all’interno del loro nome (ad esempio Wanderlândia), poteva provocare 
problemi nella ricerca, impedendo di ottenere correttamente le informazioni richieste. Per 
questo motivo è stato inserito un filtro per eliminare tutti quei record che avevano la città o lo 
stato a NULL (perché inutili al fine delle analisi richieste), con conseguente memorizzazione 
del messaggio di errore in una tabella definita nel db di destinazione e consultabile dall’utente, 
in modo da poter poi andare a risolvere il problema immettendo manualmente il nome della 
città o dello stato mancante nella base di dati sorgente. In figura sono mostrati gli step appena 
descritti. 
 
       Per eliminare, invece, i caratteri speciali ed eventuali spazi o denormalizzazioni sono stati 




      Lo step elimina_caratteri_speciali è stato definito attraverso uno script Javascript, di cui 
riportiamo un frammento. 
 
var miaStringa=citta_norm; 
{ miaStringa = miaStringa.replace(/Ã/g, "A"); 
miaStringa = miaStringa.replace(/Ä/g, "A"); 
miaStringa = miaStringa.replace(/Å/g, "A"); 
miaStringa = miaStringa.replace(/Æ/g, "&AElig"); 
miaStringa = miaStringa.replace(/Ç/g, "C"); 
miaStringa = miaStringa.replace(/È/g, "E"); 
miaStringa = miaStringa.replace(/É/g, "E"); 
miaStringa = miaStringa.replace(/Ê/g, "E"); 
miaStringa = miaStringa.replace(/Ë/g, "E"); 
miaStringa = miaStringa.replace(/Ì/g, "I"); 
miaStringa = miaStringa.replace(/Í/g, "I"); 
miaStringa = miaStringa.replace(/Î/g, "I"); 
miaStringa = miaStringa.replace(/Ï/g, "I"); 
miaStringa = miaStringa.replace(/Ð/g, "&ETH"); 
miaStringa = miaStringa.replace(/Ñ/g, "&Ntilde"); 
miaStringa = miaStringa.replace(/Ò/g, "O"); 
miaStringa = miaStringa.replace(/Ó/g, "O"); 
… 
 
      L’utilizzo del Javascript è solitamente sconsigliato nelle procedure ETL perchè rallenta il 
flusso in fase di esecuzione, ma in questo caso, è apparsa come la soluzione più funzionale ed 
in ogni caso inevitabile poiché era un passo necessario da effettuare.  
      Ultima fase degna di nota all’interno di questa trasformazione, è la parte relativa alla 
raccolta delle informazioni riguardanti gli adempimenti; dati che andranno poi a popolare la 
dimensione Adempimento_ims, illustrata nella Sezione 5.2.1. 
      Le informazioni che rappresentano la sottotipologia sono presenti solo per gli adempimenti 
di tipo Ecos, Segnalazione, Sorveglianza e Audit, mentre per gli adempimenti di tipo 
Azione/Obiettivo e Pos non compaiono; inoltre deve essere fatta un’ulteriore distinzione tra 
Audit, Segnalazione e Sorveglianza, per le quali i valori della sottotipologia possono essere 
Correttiva e Preventiva, e l’adempimento di tipo Ecos, per cui questi valori devono essere 
rinominati in To Improve e Criticality, come esplicitamente richiesto dal committente. 
      Per quanto riguarda le informazioni sull’origine dell’adempimento, questa è definita solo 
per le corrispondenti tipologie: Audit, Segnalazione e Sorveglianza. I campi da cui verranno 
estratte queste informazioni sono: per gli Audit, AUDIT_TYPE.DESCRIPTION, mentre per 
Segnalazione e Sorveglianza, ORIGIN.DESCRIPTION. Per gli altri questa informazione è 




      Infine, attraverso il task nominato DATA (Figura 6.3) vengono costruiti i campi che 
andranno a popolare la dimensione Tempo in cui saranno presenti le informazioni sull’anno, il 
mese e il giorno della data di completamento prevista per l’adempimento; come mostrato in 
Figura 6.6. 
 
Figura 6.6 Step utilizzato per la definizione dei campi della dimensione Tempo. 
 
       I dati raccolti all’interno del flusso andranno poi caricati nella tabella TABLE_STAGING 
nella base di dati di destinazione. Questa tabella rappresenterà il punto di partenza del 
popolamento delle tabelle delle dimensioni e della tabella dei fatti relativi agli adempimenti. 
      Per il caricamento dei dati nella TABLE_STAGING si è fatto uso del task Table Output 
illustrato in Figura 6.7, in cui viene impostata la connessione JDBC al database, vengono 
selezionati i campi desiderati dallo stream e rimappati con i relativi nomi dei campi di tabella. 
 
 




La TABLE_STAGING sarà d’ora in poi il punto di partenza per la definizione delle altre 
trasformazioni; i task “Table Input” presenti in ognuna di esse punteranno a questa nuova 
tabella e non più alla base di dati sorgente. 
 
6.1.2 Fase di caricamento 
 
Di seguito verranno descritte le procedure ETL relative al popolamento della dimensione 




In questa trasformazione vengono recuperate le informazioni, inerenti la localizzazione 
geografica di un impianto, che andranno a popolare la relativa tabella dimensionale 
Geografia.
24
 Di seguito viene illustrato il flusso di trasformazione per il caricamento di questa 
dimensione (Figura 6.8).  
 
Figura 6.8. Flusso di trasformazione relativo alla dimensione Geografia. 
 
Attraverso la connessione JDBC utilizzata per collegarsi alla staging area, è stato possibile 
recuperare le informazioni relative all’area, all’insediamento, allo stato, alla città, al dominio, 
ma non quelle relative alla latitudine e alla longitudine, (perché non presenti all’origine), che ci 
                                                             




serviranno in seguito per la Georeferenziazione
25




      Nella logica di popolamento della dimensione geografica Geografia si fa uso di 
OpenStreetMap [OSM15], un progetto che punta a creare e rendere disponibili dati cartografici 
in modo libero e gratuito. OpenStreetMap (OSM) rappresenta le caratteristiche fisiche del 
terreno (ad es. strade o edifici) usando tag assegnati alle sue strutture di base che sono i nodi, i 
percorsi e le relazioni. Ogni etichetta è formata da una coppia di dati (chiave=valore) e 
descrive un attributo della caratteristica geografica rappresentata da quello specifico nodo, via 
o relazione. Una delle caratteristiche dei dati geografici presenti in OSM è che possiedono una 
licenza libera, la Open Database License. 
      Nella soluzione proposta, le interrogazioni ad OpenStreetMap per effettuare operazioni 
di georeferenziazione, rappresentano il collo di bottiglia in termini di prestazioni sul fattore 
critico legato al tempo di esecuzione del flusso ETL. Abbiamo cercato di limitare questo 
problema implementando una forma di controllo sui dati da georeferenziare: l’interrogazione al 
web service viene effettuata solo per le coppie (city/country) o le tuple (city/county/country) 
che non sono già presenti in tabella dimensionale. Questo permette di sovraccaricare il flusso 
soltanto la prima volta, e di renderlo più snello nelle schedulazioni successive. 
      Per effettuare la georeferenziazione vengono presi in considerazione i campi city, county 
(se l’informazione è presente) e country, e viene creata dinamicamente la url di connessione a 
OSM, attraverso l’utilizzo dei task “add_constant” (Figura 6.9) e “crea_url”  (Figura 
6.10) visibili in Figura 6.8. 
 
 
Figura 6.9 Schermata relativa allo step “add_constant”. 
 
                                                             
25 Si intende l'attribuzione a un dato di un'informazione relativa alla sua dislocazione geografica. 




Figura 6.10 Schermata relativa allo step “crea_url”. 
 
La tupla (city, country, county) verrà quindi sottoposta ad un processo di georeferenziazione 
tramite il nodo HTTP Client  che consente l'interrogazione ad OpenStreetMap fornendo in 
input una stringa di questo tipo: 
http://nominatim.openstreetmap.org/search?city=city&county=county&country= 
country&format=json&addressdetails=1 
      L'output, espresso in formato Json, viene catturato dall'interprete Json Input  del Data 
Integration di Pentaho che consentirà di elaborare il risultato estrapolando i tag relativi a 
latitudine e longitudine associati. Ribadiamo che la procedura appena descritta viene attivata 
soltanto se la tupla (city, country, county) non è già presente all'interno della tabella, controllo 
effettuato preventivamente in maniera tale da ridurre il tempo di esecuzione associato alle 
richieste. Il processo di georeferenziazione, inoltre, può generare risultati multipli in termini di 
valori gps nei casi di omonimia: in queste situazioni viene esaminato un altro tag tra quelli 
restituiti, che prende il nome di importance. Senza entrare nel dettaglio specifico dell'algoritmo 
alla base della definizione di questo tag, possiamo affermare che l'importanza viene utilizzata 
per ordinare i risultati della ricerca in base alla loro rilevanza; poiché solitamente i risultati 
vengono ordinati in base alla loro importanza, abbiamo deciso di prendere in considerazione il 
primo ma segnalare la presenza di risultati multipli attraverso un messaggio memorizzato nella 
tabella ERR_GEO , creata appositamente per gestire queste anomalie. 
      Questa tabella di supporto viene utilizzata anche per gestire la situazione in cui 
l’interrogazione al web service non restituisce alcun valore di latitudine e longitudine; tale 
condizione si è verificata solitamente nel caso in cui, in fase di immissione dei dati nel db 
sorgente, l’utente ha sbagliato a digitare correttamente il nome di una città o di uno stato. 
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      I messaggi di errore sono a scopo informativo per l’utente finale e tendono a giustificare 
eventuali visualizzazioni distorte a livello di dashboard (questo argomento verrà trattato nel 
Capitolo 8). 
      I record che presentano questi due tipi di anomalie vengono comunque caricati nella tabella 
Geografia, attraverso il nodo Combination Lookup/Update , come si può vedere in 
Figura.6.11.  Questo passo permette di mappare i campi nello stream con i relativi campi di 
tabella e di creare la chiave surrogata (in Figura 6.11 è definita come chiave tecnica 
id_dim_geo) per ogni record della tabella dimensionale.  
 
 




Dopo aver popolato tutte le tabelle dimensionali, possiamo passare al caricamento della fact 
table relativa agli adempimenti. Il flusso in questione permette di recuperare, attraverso gli 
appositi task , le chiavi surrogate nelle tabelle dimensionali e gli attributi della dimensione 
degenere Gestione Adempimento , che permette di identificare quali adempimenti, tra quelli 
di tipo Audit, dovranno essere gestiti o meno. Nella fase finale della trasformazione vengono 
invece effettuate le procedure per il calcolo delle misure definite in fase di progettazione:  
attraverso l’utilizzo di appositi filtri , andiamo a definire se siamo in presenza di 
adempimenti aperti (suddividendoli tra quelli ‘aperti’, aperti in ritardo o in scadenza) o chiusi 
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(suddividendoli tra chiusi in tempo, in anticipo o in ritardo). Dopo aver impostato la 
connessione al database e il nome della tabella di destinazione (chiamata nel flusso 
FACT_AZIONI) attraverso l’utilizzo del nodo Table Output,  viene caricato lo stream; il task 
utilizzato per il popolamento della fact è mostrato in Figura 6.12. 
 
 
Figura 6.12 Schermata del task di popolamento della fact table 
 
Il flusso per il popolamento della fact table degli adempimenti è illustrato in seguito (Figura 
6.13).  
 




A questo punto è conclusa la fase di realizzazione del data mart e si procederà con la 
definizione dello schema virtuale all’interno del server OLAP Mondrian e la definizione dei 
report e dashboard proposti al committente. 
 
6.1.3 Trasformazioni per la sincronizzazione dei ruoli-utente 
 
Da quanto accennato precedentemente, sono state previste nell’implementazione del sistema di 
business Intelligence tre trasformazioni ausiliarie inerenti la definizione dei ruoli-utente. 
Questa procedura potrebbe essere fatta manualmente attraverso l’inserimento degli user e dei 
relativi roles nell’Administration Console27 di Pentaho, attraverso l’interfaccia grafica mostrata 
in Figura 6.14. 
 
 
Figura 6.14 Interfaccia grafica dell’Administration Console di Pentaho 
 
Poiché i domini associati ai responsabili non sono statici, ma possono cambiare 
periodicamente, abbiamo deciso di rendere questa operazione automatica, tramite la 
definizione di appositi flussi ETL: 
- CARICA_DOMINIO: attraverso questo flusso vengono estratti dalla tabella 
dimensionale Responsabile tutti i domini associati a ciascun responsabile e caricati, 
utilizzando il task Insert/Update, nel campo AUTHORITY della tabella 
AUTHORITIES dell’HSQLDB; è qui infatti che vengono memorizzate le informazioni 
                                                             
27 GUI di configurazione del Pentaho BI Server 
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relative ai ruoli degli utenti. Di seguito viene mostrata la schermata per l’inserimento 
dei dati raccolti in questa fase (Figura 6.15). 
 
 
Figura 6.15 Schermata del task Insert/Update per il caricamento dei ruoli 
 
- CARICA_UTENTI: è il flusso creato per l’inserimento degli utenti. Il nome del 
responsabile e la relativa password vengono estratti dalla tabella 
DIM_RESPONSABILE  del data warehouse e inseriti nella tabella USERS di 
HSQLDB, mappando i dati raccolti nei relativi campi di destinazione. 
Le password estratte dalla tabella di origine sono in chiaro, mentre l’HSQLDB prevede 
che siano memorizzate in Base64
28
, quindi è stato previsto nel flusso un task Javascript 
che implementasse questo algoritmo di criptaggio della password. 
- CARICA_UTENTI_RUOLI: attraverso questa procedura è stato possibile mappare gli 
utenti con i relativi ruoli e memorizzare questa associazione nella tabella di 
destinazione GRANTED_AUTHORITIES, mappando il campo USERNAME con il 
campo NOME_RESPONSABILE che arriva dallo stream e, analogamente il campo 
AUTHORITY con il DOMINIO.  
      Di seguito viene riportato l’intero flusso ETL (Figura 6.16) 
                                                             





Figura 6.16 Flusso ETL CARICA_UTENTI_RUOLI 
 
      Tutte le informazioni relative agli utenti responsabili e ai relativi domini associati 
(informazione che identifica il ruolo), sono adesso disponibili nell’Administration Console e 
permettono di gestire le modalità di accesso ai dati richiesta dal committente. Nel momento in 
cui un responsabile effettua l’autenticazione al server di Pentaho, in base all’immissione della 
username e della password, verranno riconosciuti i relativi ruoli associati e verrà limitata la 
visualizzazione dei dati solo ad essi ( ad esempio, al responsabile che avrà associati i domini 
ITA e LOM, sarà limitata la visualizzazione alle sole informazioni relative a questi due domini; 

















ANALISI MULTIDIMENSIONALE DEI DATI 
 
Una volta effettuato il popolamento dei dati nel data warehouse, passiamo ad illustrare la fase 
di analisi vera e propria. Nelle sezioni successive viene descritto il procedimento di definizione 
del modello multidimensionale a cubo ed illustrati alcuni esempi di esplorazione dei dati, sia 
per il monitoraggio degli adempimenti che delle attività_ims. 
 
7.1 Costruzione del cubo OLAP 
 
Generalmente le analisi dei dati vengono effettuate dagli utenti sviluppatori sfruttando 
opportune interfacce grafiche in grado di formulare le richieste che, in un secondo momento, 
verranno automaticamente tradotte in interrogazioni SQL sul data warehouse. A tale proposito, 
la suite Pentaho C.E. mette a disposizione l'interfaccia grafica Schema Workbench
29
, utile alla 
definizione, creazione e test degli schemi Mondrian
30
 dei cubi. Uno schema, tecnicamente un 
file XML, è da considerarsi un cubo che sfrutta una o più tabelle dei fatti e una o più 
dimensioni presenti in un data warehouse.  
      Nell'esempio di Figura 7.1 si mostra il file XML generato a seguito dell'utilizzo 
dell'interfaccia Schema Workbench. 
      Nel complesso questo file di output si compone di un'insieme di tag standard con i quali si 
vanno a definire i componenti che si vogliono rappresentare nel cubo. Qualora in uno stesso 
schema si necessita della definizione di più cubi, Schema Workbench provvederà 
semplicemente ad aggiungere un nuovo tag <Cube name= > …</Cube> al cui interno sono 
dichiarate le nuove tabelle dei fatti, le dimensioni e le misure. Le tabelle dimensionali sono 
definite attraverso i tag <Dimension name= >…</Dimension> e le reltive gerarchie attraverso i 
tag <Hierarchy > … < /Hierarchy >, i cui livelli sono definiti dal tag < Level >. 
 
                                                             
29 Definito nella sezione 3.1.2.4 




Figura 7.1 Esempio di schema XML generato tramite Schema Workbench 
      L’interfaccia grafica utilizzata per creare il file XML è presentata in Figura 7.2 
 
 




      L'area evidenziata in verde mostra i principali strumenti da utilizzare nella progettazione. 
Nell'elenco sono forniti gli elementi OLAP fondamentali che danno origine alla definizione di 
uno schema: il cubo, le dimensioni, le misure, le misure calcolate, le gerarchie ecc. Ogni volta 
che si seleziona ciascuno dei singoli pulsanti, questo va ad integrare la struttura dello schema 
presentata nell'area evidenziata in blu. La struttura ha una forma ad albero e mostra, secondo 
una rappresentazione a cascata, i singoli cubi e gli elementi che la compongono. In figura è 
cerchiato in grigio il cubo “Monitoraggio Adempimenti”, ma si possono notare anche il cubo 
“Monitoraggio Attività_IMS” e i cubi “Monitoring Fullfillments” e “Monitoring IMS”, 
implementati in inglese per permettere all’utente finale di avere una visualizzazione delle 
misure e dimensioni di analisi nella propria lingua di origine. Per ciascun elemento selezionato 
e incorporato nella struttura se ne devono definire le caratteristiche principali mostrate nell'area 
gialla (nell'esempio sono riportate le caratteristiche ed i parametri di configurazione per la 
dimensione Impianto). Per ogni livello di una gerarchia vanno definiti: il nome del livello 
(name), la tabella dimensionale (table), la relativa colonna (column), il tipo di dato (type) e il  
tipo di livello (levelType). 
      Tra le specifiche esplicitamente richieste dal committente  vi è inoltre la necessità di poter 
visualizzare, da parte del responsabile o del referente, solo le attività eseguite, in corso o in 
scadenza, associate al dominio a cui l’incaricato appartiene (ad esempio, il responsabile del 
dominio BRA potrà visualizzare solo le attività associate a questa specifica zona). Per 
permettere questo controllo sugli accessi degli utenti alle analisi dei dati, lo Schema 
Workbench permette la gestione della configurazione dei ruoli nella schema del cubo 
attraverso il comando “Add Role”. 
       Sono stati aggiunti nello schema tanti ruoli quanti sono i domini in cui sono dislocati gli 
impianti di EGP; nello specifico sono 24, tra cui un ruolo definito come ALLDOM, associato a 
tutti quegli utenti che hanno il diritto di visualizzare qualsiasi tipo di informazione. Nella 
Figura 7.3 viene visualizzata la schermata raffigurante la procedura di definizione del ruolo e le 
proprietà che devono essere inserite per limitare l’accesso ai dati da parte dell’utente. 
Riprendendo in esame l’esempio dell responsabile del dominio BRA, nello schema dobbiamo 
andare ad indicare qual è la gerarchia presa in considerazione (in questo caso Geografia) ed 
impostare i campi specifici per consentire l’accesso soltanto a questo particolare dominio; per 






Figura 7.3 Schermata di configurazione dei ruoli-utente 
 
7.2 Pubblicazione sul server Pentaho 
 
Una volta terminata la definizione dello schema OLAP, e controllato la sua correttezza, viene 
pubblicato sul server di Pentaho per renderlo così disponibile per le analisi. 
Prima viene effettuata la connessione al repository del server (Figura 7.4) e  successivamente 
viene salvato il file specificando la connessione associata (Figura 7.5).  
 
Figura 7.4 Connessione al repository del server Pentaho 
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La connessione al data warehouse deve essere aggiunta a priori tra le connessioni rese 
disponibili al server di Pentaho tramite la Pentaho Administrator Console (PAC) o tramite la 
Pentaho User Console (PUC). 
 
 
Figura 7.5 Pubblicazione dello schema XML 
 
7.3 Interrogazione del cubo 
 
Per fruire dei dati messi a disposizione dal cubo creato nelle modalità descritte nella precedente 
sezione, e per andare in contro alle richieste del committente, si è deciso di mettere a 
disposizione dell’utente finale due strumenti per l’analisi dei dati: JPivot e Saiku. 
Di seguito viene illustarto il funzionamento di entrambi e le modalità con cui si possono 
effettuare analisi multidimensionali sui dati attraverso il loro utilizzo. 
 
7.3.1 Analisi dei dati con JPivot 
 
Per la visualizzazione di un cubo di analisi, l'utente deve avviare la procedura New Analysis 
View attraverso il pulsante presente nell'interfaccia grafica della console utente di Pentaho, 
come mostrato in Figura 7.6. Successivamente il sistema va a recuperare tutti gli schemi 
depositati nel repository e tramite l'apposito box, presenta la scelta dello schema desiderato. 
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Solo dopo aver definito lo schema si può scegliere il cubo da visualizzare, che nel caso 
riportato, è quello inerente al monitoraggio degli adempimenti. 
  
 
Figura 7.6 Procedura di New Analysis View. 
 
A questo punto l'utente può sfruttare le potenzialità dell'interfaccia grafica JPivot, integrata 
nella user console, per la manipolazione del cubo scelto (Figura 7.7). 
 
 




      JPivot fornisce alcuni strumenti utili per la consultazione dei dati rappresentati nel cubo, 




Figura 7.8 Schermata del navigatore OLAP in JPivot 
 
      Tramite l'utilizzo di questo strumento l'utente ha piena libertà di scegliere le impostazioni 
base di visualizzazione del cubo; vale a dire la scelta delle misure che si vogliono osservare, la 
selezione di alcune o tutte le dimensioni di analisi presenti nel cubo, la possibilità di filtrare i 
risultati visualizzati sulla base di alcuni valori degli attributi dimensionali ecc. 
 
 




      Altri elementi utili sono i “Drill” , che consentono di visualizzare i dati a diversi 
livelli di dettaglio “navigando” attraverso le gerarchie, il visualizzatore di grafici , che dà 
una rappresentazione grafica dei dati che in quel momento si stanno manipolando nel cubo e 
l'MDX editor  che invece restituisce la corrispondente interrogazione, secondo la sintassi 
MDX, come mostrato in Figura 7.9, che il sistema esegue sulla base di dati per recuperare le 
informazioni visualizzate. 
      Nel complesso, il compito principale dell'interfaccia Jpivot è quello di provvedere a 
tradurre le richieste pervenute dall'utente in query MDX che poi verranno inoltrate al motore 
Mondrian ROLAP il quale, sfruttando una connessione JDBC, recuperarà i dati sul data 
warehouse, ritrasmettendoli poi in forma grafica sull'interfaccia stessa. 
 
7.3.2 Analisi dei dati con Saiku 
 
Anche se JPivot continua ad essere lo strumento principale di analisi dei cubi OLAP 
predefinito nella suite Pentaho C.E., perché permette di effettuare in modo migliore  le 
classiche operazioni di roll-up e drill-down, ciò non toglie che tra i vari punti di debolezza si 
riscontra una scarsa praticità per l'utente che lo utilizza e un certo grado di obsoloscenza 
rispetto ad altri strumenti. Ne consegue che la piattaforma Pentaho permette agli utenti di 
integrare nuovi strumenti per la business intelligence, tipicamente open source e facilmente 
reperibili sul web. Uno di questi strumenti è il plug-in Saiku. 
      Saiku rappresenta una valida alternativa allo strumento JPivot, godendo di un'interfaccia 
utente più intuitiva e visivamente più chiara e incisiva, oltre alla maggior semplicità di utilizzo 
nella generazione delle analisi desiderate. La modalità di funzionamento è pressochè identica a 
quella di JPivot, pertanto anche Saiku raccoglie le informazioni che dovranno essere 
visualizzate a video recuperando i file XML depositati nel repository definiti con Schema 
Workbench. 
      Come per gli altri strumenti presentati precedentemente, si riporta un classico esempio di 
utilizzo dello strumento Saiku per le analisi sul cubo OLAP del monitoraggio degli 
adempimenti. 
      Una volta avviata la procedura New Saiku Analytics, Pentaho propone all'utente la nuova 




Figura 7.10 Interfaccia di analisi Saiku 
 
      Essa si distingue in quattro sotto aree fondamentali: 
1. Area verde: propone un menù a tendina per la scelta del cubo di interesse per il quale si 
intende eseguire l'analisi. Rappresenta il primo passo nell'utilizzo di Saiku, dal momento che i 
dati che verranno riportati sulle altre aree, sono caricati dinamicamente in funzione dello 
schema e del relativo cubo selezionato. In questo esempio il cubo scelto è quello per il 
monitoraggio degli adempimenti. 
2. Area blu: propone l'insieme delle dimensioni di analisi riportate nel cubo, distinguendo per 
ciascuna di esse i singoli attributi dimensionali. In questo esempio appaiono tutte le dimensioni 
del cubo Monitoraggio Adempimenti, tra cui Impianto, Responsabile, Adempimento_IMS, 
Referente, e la dimensione degenere Gestione Adempimento. 
3. Area gialla: propone le misure di interesse mantenute nella tabella dei fatti, sia le misure 
calcolate in fase di sviluppo della struttura del cubo. Nell’esempio appaiono tutte le misure 
definite nel cubo. 
4. Area rossa: consente all'utente di costruire la tabella di visualizzazione dei risultati a suo 
piacimento, dando la possibilità di gestire le informazioni che dovranno essere mantenute sulle 
righe e quelle sulle colonne. Inoltre esiste un terzo campo, “Filtri”, che dà la possibilità di 
filtrare i risultati mostrati in tabella, sulla base di uno o più valori di attributi di una o più 
dimensioni di analisi.  
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      In questo esempio si riportano sulle colonne le misure Chiusi in Tempo, Chiusi in Ritardo, 
Chiusi in Anticipo e sulle righe il tipo di adempimento e il suo sottotipo, eseguendo un filtro 
sull'attributo anno della dimensione. Sfruttando la classica tecnica di trascinamento degli 
oggetti sullo schermo (nota col termine drag and drop), l'utente seleziona le misure di interesse 
riportate nel menù a sinistra dell'interfaccia (area gialla di Figura 7.10) e le trascina nel menù 
riportato in alto nell'interfaccia (area rossa di Figura 7.10), rispettivamente sulla sezione 
marcata come “Righe” o “Colonne”; analogo procedimento per la selezione delle dimensioni. 
      In concomitanza con i passi effettuati dall'utente, il sistema genera dinamicamente la 
tabella corrispondente mostrandola in posizione centrale nell'interfaccia, come evidenziato in 
Figura 7.11. 
 
Figura 7.11 Impostazione righe e colonne della tabella 
 
      Supponendo poi di voler aggiungere un filtro su un qualsiasi attributo di analisi, l'utente 
dovrà, sempre sfruttando la tecnica del drag and drop, trascinare l'attributo nel campo filtro 
riportato nell'area rossa di Figura 7.10. A questo punto lo strumento Saiku, sfruttando una 
nuova finestra (Figura 7.12), presenterà la scelta del valore dell'attributo sul quale eseguire il 
filtro fra tutti i valori disponibili. Eseguite le opportune operazioni di configurazione del filtro, 
l'attributo dovrà nuovamente essere trascinato sul campo riga o colonna dell'area evidenziata in 






Figura 7.12 Impostazione filtro sulla dimensione di analisi 
 
      In Figura 7.12 si mostra la schermata utilizzata per l'inserimento di un filtro sui valori 2014 
e 2015 dell'attributo anno nella dimensione Data, riportato poi sulle colonne della tabella 
mostrata al centro dell'interfaccia (Figura 7.11). 
      Analogamente a quanto detto sullo strumento JPivot, anche in questo caso Saiku fornisce 
alcuni strumenti di utilità aggiuntivi. Tra i più importanti si trova l'elemento Scambia Assi 
che permette l'inversione riciproca degli elementi ripartiti sulle righe e sulle colonne, il Drill 
through  che esegue un drill down per tutti i valori degli attributi che fanno parte del cubo, 
il Visualizza MDX che mostra la query nella sintassi MDX che genera i valori riportati nella 
tabella visualizzata, la modalità Chart Mode  che consente di esplorare diverse tipologie di 
grafici come Stacked Bar,Multiple Bar Chart, Area, Line, Heat Grid,…, gli elementi Esporta 
XLS e Esporta CSV che creano rispettivamente un nuovo foglio di calcolo Excel o file 
CSV contenenti i dati riportati sulla tabella di analisi. 
 
7.3.3 Esempi di analisi OLAP  
 
Nelle Sezioni che seguono si presentano i modelli multidimensionali a cubo definiti per questo 
progetto (utilizzando l'interfaccia utente JPivot), distinguendo alcuni esempi che mostrano le 





7.3.3.1 Analisi sugli Adempimenti 
 
Nella figura seguente si riporta un classico esempio dei livelli di aggregazione per la 




Livello massimo di aggregazione 
 
Livello di aggregazione per Tipo Impianto 
 
Livello di aggregazione per Tecnologia 
 
Livello di aggregazione per Descrizione Impianto 
Figura 7.13 Esempio di analisi del cubo Monitoraggio Adempimenti 
 
      L’interfaccia utente propone inizialmente il massimo livello di dettaglio. In questo caso 
sono riportate le somme complessive degli adempimenti presenti sugli impianti, sia in generale 
che distinti tra quelli aperti, in scadenza o in ritardo, e la media totale dei giorni di apertura. Il 
valore “Tot per Impianto”associato alle dimensione Impianto considerata indica la notazione 
“per tutti i valori dell'attributo dimensionale considerato".  
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      Ipotizzando di voler scendere ulteriormente nel dettaglio, in figura 7.13 è riportata la 
successiva distinzione degli impianti di tipo Cantiere  e di tipo Impianto. 
A questo punto l'ammontare complessivo dei valori delle misure verrà automaticamente 
partizionato tra i due nuovi attributi dimensionali della gerarchia. Passando poi attraverso la 
distinzione delle tecnologie dei cantieri, si può arrivare al livello di aggregazione minimo, 
rappresentato dalle descrizioni del singolo impianto, che determinano la granularità del fatto 
Adempimenti specificato in fase di progettazione. 
      Nel caso di analisi più complesse e dettagliate è possibile, tramite opportune manipolazioni 
del cubo, eseguire interrogazioni che sfruttano alcuni operatori base, quali roll-up e drill-down, 
rispettivamente diminuendo o aumentando il numero delle dimensioni di analisi. In parte questi 
operatori sono già stati osservati nell'esempio di Figura 7.13 nel momento in cui il livello di 
dettaglio dell'analisi aumenta aggregando di volta in volta per attributi dimensionali più specifi 




Figura 7.14 Esempio di raggruppamento su due dimensioni 
 
      Un possibile esempio di utilizzo dell'operatore drill-down è riportato in Figura 7.14. In 
questo caso l'interrogazione effettuata calcola il valore della funzione di aggregazione somma 
applicata per le misure riguardanti gli adempimenti aperti e il numero di adempimenti per 
l’impianto Cristal_worksite, raggruppando i dati sia sulla dimensione Impianto che sulla 
dimensione Adempimento_IMS. Il risultato così ottenuto evidenzia l'ammontare delle  misure 
corrispondenti ad impianto per un certo tipo di adempimento, permettendo cosi di visualizzare 





7.3.3.2 Analisi sulle Attività_ims 
 
Considerazioni analoghe alle precedenti possono essere fatte anche per l’esplorazione dei dati 
riguardanti le attività_ims, anche se siamo in presenza di un numero più ridotto di dimensioni e 
misure rispetto al cubo precedente. 
In questo caso il cubo OLAP è realizzato da una rappresentazione multidimensionale delle 
informazioni contenute nel data mart Attività_ims. 
Nell'esempio di Figura 7.15 il valore della funzione di aggregazione somma applicata alla 
misura Numero Attività_ims viene riportata sfruttando un raggruppamento sui dati della 
dimensione Adempimento associato; questo tipo di analisi pemette all’utente finale di 
individuare quale attività_ims ha un adempimento associato o meno e , attraverso l’esplosione 
della gerarchia Adempimento_ims, riuscire a vedere se si tratta di un adempimento di tipo 
Audit, Segnalazione, POS, ecc. 
 
 
Figura 7.15 Esempio di analisi dei dati per “Adempimento associato” 
 
      In questa fase viene lasciata piena libertà al committente sulla manipolazione dei cubi, una 
volta che questi sono stati progettati, tramite opportune interfacce grafiche.  
      Per quanto riguarda le informazioni che non possono essere riconducibile direttamente a 
questi tipi di analisi abbiamo deciso di mettere a disposizione del cliente dei report e 










IL SISTEMA DI REPORTING 
 
Terminata la fase di definizione dei cubi OLAP e delle relative analisi multidimensionali, 
passiamo ad illustrare i report e i dashboard definiti ai fini del progetto. 
      Il sistema di reporting è composto da interfacce utente di sintesi dei dati raccolti ed 
elaborati, destinate al vertice aziendale e progettate in modo da consentire una lettura 
estremamente semplice e rapida delle informazioni. 
      Per quanto riguarda la definizione dei Report, ne sono stati previsti due: 
 
- REPORT TARGET ANNUALE: evidenzia il numero di attivita_ims cumulato sui mesi 
dell’anno in corso rispetto ad un target previsto (Figura 8.1). Tale informazione può 
essere visualizzata per tipo di attivita_IMS, area e dominio, in base alla selezione 
effettuata da prompt. 
 
 
Figura 8.1 Report sull’andamento delle attività_ims per tipologia 
 
- REPORT RESPONSABILI: evidenzia il numero di adempimenti aperti (in ritardo e in 
scadenza) per ciascun responsabile in un determinato impianto, in base ad una selezione 
per tipologia di adempimento, area e dominio effettuata da prompt. Questo report verrà 





      Per quanto riguarda la definizione dei Dashboard, ne sono stati previsti tre: 
 
- DASHBOARD GENERALE: selezionando da prompt un anno e una tipologia di 
adempimento appare un grafico a torta che rappresenta le aree geografiche; cliccando 
su un area specifica appare un istogramma sul dominio; selezionando un dominio 
appare la mappa con gli impianti appartenenti ad esso; cliccando su un impianto appare 
un grafico a torta sull’andamento degli adempimenti aperti e chiusi; selezionando 
ulteriormente una fetta del grafico a torta appare una tabella di riepilogo con la 
descrizione degli adempimenti riferiti alle informazioni selezionate precedentemente.  
Il procedimento di definizione di questo dashboard verrà illustrato nella Sezione 8.2. 
- DASHBOARD PER DOMINIO: è presente un prompt sul dominio; selezionando un 
dominio appare una mappa con gli impianti suddivisi per tecnologia; cliccando su un 
impianto viene visualizzato l’istogramma con il numero di adempimenti per anno e 
tipologia (Figura 8.2) 
- DASHBOARD PER TIPOLOGIA: permette la visualizzazione del numero totale di 
adempimenti aperti nell’anno corrente, suddivisi per tipologia e filtrati in base a un 
prompt iniziale in cui è possibile selezionare il dominio. 
 
      Nelle Sezioni seguenti si mostra l'utilizzo degli strumenti forniti in Pentaho C.E. che 
permettono la definizione dei rapporti descritti. 
      Gli strumenti in oggetto sono: 
 
- 1. Report Designer (strumento messo a disposizione nella suite di Pentaho per la 
creazione e parametrizzazione di un report con l'impiego di query SQL). 
- 2. Design Studio (strumento utilizzato per la creazione di Dashboard attraverso la 





















8.1 Esempio di definizione di un report 
 
In seguito verranno illustrate le modalità di progettazione relative al  
REPORT_RESPONSABILI, attraverso l’utilizzo di Pentaho Report Designer. 
      L'interfaccia grafica messa a disposizione per gli utenti che intendono sviluppare un nuovo 




Figura 8.3 Interfaccia grafica di Report Designer 
 
L'area centrale, evidenziata nel riquadro verde, mostra la struttura fisica del rapporto distinta su 
cinque fasce principali. La sezione Page Header è riservata tipicamente per i contenuti 
visualizzati in testa ad ogni pagina costituente il report, ad esempio il logo aziendale. Nella 
sezione sottostante, il Report Header, i contenuti inseriti verranno invece visualizzati 
solamente nella prima pagina del rapporto. Le sezioni Group Header e Group Footer saranno, 
in questo esempio, adibite alla visualizzazione dei dati richiamati da una interrogazione sul 
database. Per concludere, le due sezioni rimanenti, la Report Footer e la Page Footer sono 
speculari alle rispettive sezioni mostrate in testa al documento. In particolare, nella prima si 
inseriscono i contenuti che verranno visualizzati una sola volta a termine del rapporto, mentre 
nella seconda si inseriscono i contenuti che invece verranno visualizzati a termine di ciascuna 




      Il menù di oggetti evidenziato nell'area rossa di Figura 8.3 mantiene l'elenco degli elementi 
che si vanno a collocare nelle varie sezioni che costituiscono il documento tramite la tecnica 
del drag and drop già utilizzata per altri strumenti di progettazione. Tra i principali si ritrovano 
elementi per la visualizzazione di testo statico (ad esempio l'oggetto label ), elementi per la 
visualizzazione dei contenuti estratti da una sorgente dati (ad esempio l'oggetto text-field e 
number-field ), elementi per la visualizzazione di immagini e grafici (ad esempio gli oggetti 
image  e chart ), elementi per l'inserimento di sottoreport (ad esempio l'oggetto sub-
report ). 
      Per ciascuno dei molteplici oggetti, una volta inseriti all'interno di una sezione del 
documento, si possono definire le proprietà che lo caratterizzano e gli stili di formattazione che 
si desiderano, riportati all'interno dell'area Style e Attributes mostrata nel riquadro blu in Figura 
8.3. Nello specifico, l'area Style mantiene le impostazioni utili alla gestione dell'aspetto di un 
elemento, l'area Attributes invece raccoglie le impostazioni utili alla determinazione del 
contenuto e del comportamento dell'elemento.  
      Sempre nel riquadro blu, nella parte in alto dell'area denominata Structure, viene 
rappresentato automaticamente la struttura ad albero del report (la cui radice prende il nome di 









Figura 8.5 Sezione dedicata al recupero dei dati 
 
Ad esempio, in Figura 8.4 si nota come nella sezione Group Header sono stati inseriti un 
elemento image e un elemento string-field. Questa rappresentazione fornisce in pratica la 
struttura gerarchica degli elementi inseriti nel report che si sta progettando. 
      Oltre alla Structure, sempre nello stesso riquadro, si trova l'area Data, mostrata in Figura 
8.5 che invece è dedicata alla gestione di tutti i dati inseriti nel report e richiamati da una 
sorgente dati. Pertanto si vanno a gestire l'interrogazione che restituisce i risultati, eventuali 
funzioni per ulteriori manipolazioni delle informazioni che si vogliono rappresentare, i 
parametri ecc. 
      Fatte queste premesse, si definisce ora la sequenza di passi utili per la progettazione di un 
nuovo rapporto. Inizialmente occorre selezionare la  funzione New Report, da menù File 
mostrato in Figura 8.3, che propone all'utente la struttura vuota del rapporto. Il secondo passo è 
dedicato al recupero delle informazioni da una sorgente dati. 
      In primo luogo occorre specificare la sorgente dati da cui provengono le informazioni che 
verranno mostrate nel rapporto. Tramite la funzione Data Sets, mostrata in Figura 8.6, si 
possono scegliere tra varie possibilità: una connessione JDBC, dati provenienti dallo strumento 
Pentaho Data Integration (discusso nel Capitolo 3), dati mantenuti su un file XML ecc. In 
questo esempio si mostra il più classico dei casi, ovvero i dati recuperati tramite una 





Figura 8.6 Impostazione della sorgente dati 
 
Successivamente si stabiliscono i parametri di connessione alla sorgente dati vera e propria. Se 
la connessione è gia presente nell'elenco Connections, mostrato nella prima finestra della 
Figura 8.7, allora occorrerà solamente selezionarla e avviare la procedura. 
 
 




      In caso contrario, si deve stabilire una nuova connessione attraverso la schermata Database 
Connection, nella quale si vanno ad inserire i parametri necessari. Si dichiara un nome alla 
connessione, nell'esempio è enelgp-SVILUPPO, si seleziona il tipo di database di riferimento e 
si  inseriscono i parametri utili (il nome dell'host, il nome della base di dati, il numero di porta 
e i parametri di autenticazione per l'accesso), nell'esempio è Oracle, ed infine si esegue il test 
della connessione. Se il test ha dato esito positivo, la connessione al database è stata stabilita  
correttamente e la procedura può terminare. A questo punto Report Designer è connesso alla 
sorgente dati. 
      Il passo successivo riguarda la creazione dell'interrogazione che si desidera effettuare sulla 
sorgente dati a cui abbiamo appena stabilito una connessione. A tale scopo utilizziamo la 
sezione Static Query in cui andiamo ad inserire la query di estrazione dei dati  e le query per la 
configurazione dei parametri previsti all’interno del report (Figura 8.8). 
 
 
Figura 8.8 Interfaccia di inserimento query SQL 
 
Attraverso l’interfaccia di Figura 8.6, andiamo successivamente a impostare i parametri e le 
funzioni che devono essere definiti. In questo caso sono presenti cinque prompt: 
- Seleziona data da e Seleziona data da per l’impostazione dell’intervallo temporale dei 
dati. 
- Tipo adempimento: per la selezione multipla della tipologia di adempimento. 
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- Area: per la selezione delle aree che si vogliono visualizzare. 
- Dominio: in base alle aree selezionate precedentemente vengono visualizzati i relativi 
domini di appartenenza, che possono essere selezionati attraverso un Multi Selection 
Button. Nella schermata visualizzata in Figura 8.9 si mostra l’esempio di definizione 
del parametro Dominio. 
 
 
Figura 8.9 Schermata per la definizione dei parametri 
 
      Il report in questione prevede anche la presenza di un istogramma che mostri graficamente 
il resoconto degli adempimenti aperti in scadenza, aperti in ritardo e totali per ogni 
responsabile appartenente al dominio selezionato. 
      Una volta deiniti i parametri, le funzioni, e inseriti tutti gli elementi all’interno della 
struttura del report, questo è pronto per essere pubblicato sul server di Pentaho, attraverso una 
procedura analoga a quella del cubo OLAP, descritta nella Sezione 7.2. 















8.2 Esempio di definizione di un dashboard 
 
In seguito verranno illustrate le modalità di progettazione relative al  
DASHBOARD_GENERALE, attraverso l’utilizzo di Pentaho Design Studio, definito nella 
Sezione 3.1.2.3. 
      Questo strumento utilizza delle sequenze d'azione, più comunemente denominate Xaction. 
Nel complesso questa tecnica si prefigge lo scopo di portare la generazione della reportistica ad 
un livello ampliamente superiore rispetto al Report Designer, sia nel dettaglio grafico che in 
termini di risultati ottenibili, migliorando la navigabilità e la consultazione del rapporto da 
parte dell'utente.  
      Avvalersi della tecnica dell'Xaction significa sviluppare opportune procedure sequenziali 
che vanno dal recupero dei dati tramite interrogazioni SQL da una sorgente, fino alla 
visualizzazione degli stessi in modalità grafica; il tutto esprimibile in linguaggio XML. La 
rappresentazione finale del grafico, le caratteristiche di dinamicità e manipolabilità dello 
stesso, sono poi garantite anche dall'utilizzo di opportune librerie Flash e Javascript depositate 
su predefinite directories di sistema e richiamate nella sequenza d'azione. Tipicamente un file 
Xaction è organizzato in una serie di azioni, eseguite nell'esatto ordine in cui queste si 
collocano, e tra le varie particolarità che le distinguono, risalta soprattutto il fatto che i dati e le 
informazioni trattate possono essere passati da un'azione alla successiva (purchè appartenenti 
sempre alla stessa sequenza) tramite l'utilizzo delle classiche strutture dati sfruttate nella 
programmazione (ad esempio tramite buffer dedicati o array). 
      Sostanzialmente i Dashboard sono pagine web (documenti HTML) che contengono aree 
chiamate “componenti'', che vengono utilizzati per visualizzare i contenuti BI.  
Nello specifico un Dashboard di Pentaho è richiamato da un file .xcdf che definisce il 
document template e il content template. Quest’ultimo è un file HTML (parziale) che contiene 
delle aree per i componenti del cruscotto e le istruzioni JavaScript per riempirle con tali 
componenti. Di seguito viene riportato il frammento del content template relativo al 
DASHBOARD_GENERALE in cui vengono definite le aree reletive ai componenti: 
 
<form> 
 <h2>Monitoraggio adempimenti per area</h2> 
 <table text-align: left; cellpadding="0"> 
 <tr> 
    <td>  
    <div id="ObjectannoInput"></div> 
    </td> 
    <td>  
    <div id="ObjectadempInput"></div> 
    </td> 




  <table text-align: left; cellpadding="0"> 
  <tr> 
   <td>  
    <div id="ObjectDistribuzioneperarea"></div> 
    </td> 
   <td> 
    <div id="ObjectDistribuzioneperdominio"></div> 
   </td> 




e il frammento relativo a come vengono istanziati i componenti che poi verranno visualizzati 
nel dashboard dall’utente finale: 
 
<script language="javascript" type="text/javascript"> 
 
function clickOnArea(value) { 
  Dashboards.fireChange('area',value); 
} 
function clickOnDominio(value) { 





  name: "Distribuzioneperdominio", 
  type: "xaction", 
  solution: "Monitoraggio Azioni", 
  path: "Dashboards", 
  action: "Distribuzioneperdominio.xaction", 
  listeners:["area"], 
  parameters: [["anno", "anno"],["adempimento","adempimento"],["area", "area"]], 
  parameter:"dominio", 
  htmlObject: "ObjectDistribuzioneperdominio", 
  executeAtStart: false, 
  preExecution:function(){}, 




 name: "mapComponent", 
 type: "map", 
        solution: "Monitoraggio Azioni", 
        path: "Dashboards", 
        action: "GetPoints_dominio2.xaction", 
 listeners:["dominio"], 
 parameters: [["anno", "anno"],["adempimento","adempimento"],["area", 
"area"],["dominio","dominio"]], 
 htmlObject: "map", 
 executeAtStart: false, 
 initPosLon: -7.5, 
 initPosLat: 39.8, 
 initZoom: 1, 
 expression: function(){return "var icon=''; if (value > 0){icon = markers[0];} else 


















      I componenti che si possono visualizzare nel presente file XML sono 
Distribuzioneperdominio e mapComponent. Per illustrare meglio la fase di implementazione di 
un generico componente, prendiamo come esempio Distribuzioneperdominio, in cui è stato 
necessario definire i seguenti campi: 
- Name. Identifica il nome; 
- Type. Identifica il tipo; 
- Solution. Definisce il nome della soluzione nella cartella Pentaho Solution del server; 
- Path.  Definisce il percorso in cui si trova il componente; 
- Action. Definisce l’Xaction richiamata dal componente; 
- Listeners. E’la variabile rispetto alla quale si mette in ascolto;  
- Parameters. Definiscono la lista di parametri in ingresso; 
- Parameter. Definisce il parametro in output dall’esecuzione del componente; 
- HtmlObject. Definisce il nome dell’oggetto html, richiamato nella pagina web del 
dashboard, con cui viene identificato. 




Figura 8.11 Schermata di Pentaho Design Studio 
 
      Nella sezione relativa agli inputs vengono definiti i parametri di ingresso necessari per 
l’esecuzione corretta del componente; questi parametri vengono solitamente richiamati in una 
query SQL definita nella sezione Relational (in cui viene impostata anche la connessione al 
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db), che permette di recuperare i dati che verranno poi visualizzati in modalità grafica o 
tabellare. In questo caso l’output della query viene assegnato ad un Bar Chart. Attraverso il 
query result si memorizzano le informazioni risultanti dall’interrogazione SQL, che potranno 
essere ulteriormente utilizzate come parametri di ingresso per un altro componente. 
      Una volta creati i file .xaction relativi ai components che si vogliono visualizzare nel 
dashboard, il template HTML che permette di il loro posizionamento e le loro specifiche 
all’inteno della pagina web,  e definito il file .xcdf, tutti questi file vengono caricati sul server 
di Pentaho, in modo da rendere il dashboard disponibile all’utente finale. 
      Anche in questo caso, come per i Report, rendiamo disponibile l’output grafico relativo al 
dashboard appena descritto (Figura 8.12); in cui, attraverso l’immissione da prompt di un anno 
e una tipologia di adempimento, viene visualizzato un grafico a torta che rappresenta il numero 
di adempimenti distribuiti per area; cliccando su una fetta della torta appare un istogramma 
relativo alla distribuzione per dominio di tali adempimenti; selezionando ulteriormente uno dei 
domini verrà visualizzata una mappa con gli impianti georeferenziati (relativi al dominio 
prescelto) in cui gli adempimenti sono stati definiti; infine se selezioniamo un impianto 
presente sulla mappa, viene mostrato il resoconto degli adempimenti definiti su quell’impianto, 
































Questo lavoro di tesi, svolto in ambito aziendale, ha avuto come dominio di applicazione 
l’analisi dei processi aziendali di un’azienda operante nel settore dello smaltimento dei rifiuti e 
la produzione di energia da fonti rinnovabili. 
      L’obiettivo principale era quello di progettare e costruire un sistema di Business 
Intelligence  attraverso l’utilizzo di tecnologie open source. Esso doveva permettere l’analisi e 
il monitoraggio delle attività e degli adempimenti definiti sui vari impianti dislocati in tutto il 
mondo, in modo da permettere ai soggetti incaricati di avere una visione completa ed 
aggiornata dell’andamento del loro operato. 
      Grazie all’utilizzo della soluzione implementata, la Enel Green Power è in grado di 
controllare in tempo reale che le procedure, le norme e le attività, che devono essere effettuate 
costantemente su ciascun impianto, al fine di garantire i massimi livelli di performance e 
sicurezza, vengano portate a termine dagli incaricati nei modi e tempi previsti. 
      Poiché stiamo parlando di un’azienda presente a livello mondiale, con centrali dislocate nei 
vari continenti, risultava difficile, se non impossibile, riuscire a gestire e a monitorare 
quotidianamente gli interventi effettuati o da effettuare sugli impianti senza avere a 
disposizione un sistema unico in cui i dati necessari fossero integrati, elaborati e messi a 
disposizione dai vari utenti per poter effettuare tali analisi. 
      Il focus principale del lavoro discusso è stato il processo di creazione del data warehouse, 
che ha costituito una solida base dalla quale partire per poter analizzare i dati. L’utilizzo della 
suite Pentaho ha permesso la realizzazione di una soluzione flessibile e di facile utilizzo per 
l’utente finale. Gli strumenti utilizzati presentavano un grado elevato di customizzazione e ciò 
ha reso possibile la creazione di una soluzione ad hoc, in grado di soddisfare le richieste del 
committente pur rimanendo nel budget previsto. Il deploy del sistema implementato è stato 
effettuato circa un mese fa ed è attualmente utilizzato da parte del committente. 
      Ci sono alcuni aspetti che possono essere presi in considerazione in un'ottica di 
miglioramento e integrazione futuri del lavoro svolto: 
- Per quanto riguarda la georeferenziazione, i dati della latitudine e longitudine sono stati 
recuperati attraverso l’interrogazione al web service OpenStreetMap. L’output ottenuto 
rappresentava le coordinate geografiche della città in cui era presente l’impianto. 
Poiché esistono dei casi in cui in una città sono presenti più impianti, la soluzione 
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ottimale sarebbe quella di implementare un modo in cui estrarre le informazioni relative 
allo specifico impianto e non alla generica zona in cui è collocato; 
- A completamento della soluzione proposta, si dovranno implementare i cubi in tutte le  
lingue degli operatori presenti in azienda (ad esempio il francese, lo spagnolo, il 
portoghese); attualmente infatti sono stati definiti i cubi soltanto in italiano e in inglese; 
- Il committente ha richiesto la necessità di poter effettuare analisi sulle attrezzature 
ambientali presenti nei vari impianti; questo porterà alla definizione di un ulteriore cubo 
per poter usufruire di tali informazioni. 
 
Nel complesso questa esperienza lavorativa è stata particolarmente interessante e costruttiva, 
sia perché ha permesso di confrontarsi con la complessità di una realtà aziendale, sia perché  ha 
consentito di acquisire dimestichezza con la suite Pentaho, una tecnologia non affrontata in 
ambito universitario, e di confrontarsi con le problematiche relative alla progettazione e 
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