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ON THE DIMENSION OF ITERATED SUMSETS
JO¨RG SCHMELING AND PABLO SHMERKIN
Abstract. Let A be a subset of the real line. We study the fractal
dimensions of the k-fold iterated sumsets kA, defined as
kA = {a1 + . . .+ ak : ai ∈ A}.
We show that for any non-decreasing sequence {αk}
∞
k=1 taking values in
[0, 1], there exists a compact set A such that kA has Hausdorff dimension
αk for all k ≥ 1. We also show how to control various kinds of dimension
simultaneously for families of iterated sumsets.
These results are in stark contrast to the Plu¨nnecke-Rusza inequali-
ties in additive combinatorics. However, for lower box-counting dimen-
sion, the analogue of the Plu¨nnecke-Rusza inequalities does hold.
1. Introduction and statement of results
Given sets A,B in some ambient group, let A+B = {a+b : a ∈ A, b ∈ B}
and kA = {a1 + . . . ,+ak : ai ∈ A} be the arithmetic sum of A and B and
the k-iterated sum of A respectively. A general principle in additive combi-
natorics is that if the arithmetic sum of a finite set A with itself is “small”,
then the set A itself has “additive structure”, and in particular iterated sums
and differences such as A+A+A and A−A are also “small”. One precise
formulation of this principle are the Plu¨nnecke-Rusza inequalities, which say
that if A,B are two finite subsets of an abelian group and |A+B| ≤ K|A|,
then
|nB −mB| ≤ Kn+m|A|.
In particular, taking B = A, this result gives a quantitative version of the
above principle. The reader is referred to [2] for the precise definitions and
statements, as well as general background in additive combinatorics.
In this work we investigate whether similar statements can be made when
A is a subset of the real numbers (rather than the integers or a discrete
group), and size is measured by some fractal dimension instead of cardi-
nality. We were motivated in particular by the following question: if the
Hausdorff dimension of A + A is equal to the Hausdorff dimension of A,
does it follow that the Hausdorff dimension of A + A + A is also equal to
the Hausdorff dimension of A? We prove that the answer is negative, in
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rather dramatic fashion: the sequence {αℓ}
∞
ℓ=1 of Hausdorff dimensions of
the iterated sumsets ℓA can be completely arbitrary, subject to the obvious
restrictions of being nondecreasing and taking values in [0, 1]. In particu-
lar, information about the Hausdorff dimension of the sumsets A, 2A, . . . , ℓA
gives no information whatsoever about the Hausdorff dimension of (ℓ+1)A,
other than the trival fact that Hausdorff dimension is monotone. Thus, the
fractal world exhibits very different behavior than the discrete world.
More generally, we investigate the possible simultaneous values of Haus-
dorff, lower box-counting and upper box-counting dimensions of iterated
sumsets (The reader is referred to [1] for the definitions and basic properties
of Hausdorff and box-counting dimensions). This turns out to be a delicate
problem - controlling various dimensions at once is substantially harder than
controlling just one of them.
We will denote Hausdorff dimension by dimH , and lower and upper box
dimensions by dimB and dimB , respectively. The following is our main
result:
Theorem 1. Let {αi}
∞
i=1, {βi}
∞
i=1 and {γi}
∞
i=1 be nondecreasing sequences
with 0 ≤ αi ≤ βi ≤ γi ≤ 1,
βℓ ≤ βℓ−1 + β1 −
ℓ−1∑
k=2
(ℓ− k)(βk−1 + β1 − βk)
and
γℓ ≤ γℓ−1 + γ1 −
ℓ−1∑
k=2
(ℓ− k)(γk−1 + γ1 − γk).
for all ℓ ≥ 2.
There exists a compact set A ⊂ [0, 1] such that
dimH(ℓA) = αℓ, dimB(ℓA) = βℓ, and dimB(ℓA) = γℓ
for ℓ = 1, . . . ,∞. Additionally, if αℓ = 1 for some ℓ, we can also require
that ℓA contains an interval.
Notice from the above result that, even if a set A has coinciding Hausdorff,
lower and upper box dimensions, it is possible that for the sumset A+A all
three concepts of dimension differ.
Since the construction of the set A in Theorem 1 is rather complicated,
rather than giving a full proof we will present several examples of increasing
complexity illustrating different features of the general construction. After
these examples we indicate how to put them together to yield Theorem 1.
This will be done in Section 2.
Theorem 1 does not negate a result in the spirit of Plu¨nnecke-Rusza for
upper or lower box-counting dimension. In Section 3 we will show that
there is indeed a natural extension of the Plu¨nnecke-Rusza estimates for
lower box dimension (but not for upper box dimension); see Proposition 10
for the precise quantitative estimates.
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2. Examples and proof of the main result
2.1. Basic facts. Before proving Theorem 1, we will present some simpler
but significant examples illustrating the main features of the construction.
The construction itself is quite technical and will be sketched at the end of
the section.
We will consider the numbers in the unit interval in their base 2 expan-
sion, i.e. to a real number x ∈ [0, 1] we associate a binary infinite sequence
x = x1x2x3 · · · such that xi ∈ {0, 1} and x =
∞∑
i=1
xi
2i
. This sequence is
unique unless x is a dyadic rational, in which case we have exactly 2 rep-
resentations. It will be apparent from the constructions that this will not
affect the dimension calculations (in the case of Hausdorff dimension this is
clear since countable sets have zero Hausdorff dimension).
We will use the following notation. If for a given set of sequences x1x2 · · ·
the i-th symbol is not specified – i.e. it can be chosen to be either 0 or 1 –
we will write xi = a (a stands for “arbitrary”). In all our constructions, the
basic pieces of the set will be defined in terms of sequences which have 0 at
some positions and a at the rest of the positions.
Before starting the constructions, we recall some basic properties of di-
mensions. Hausdorff dimension and upper box dimension are stable under
finite unions, i.e.
dim
(
m⋃
i=1
Ai
)
=
m
max
i=1
dim(Ai),
where dim stands for either dimH or dimB . However, the lower box dimen-
sion dimB is not stable under finite unions. These facts will be exploited
repeatedly in our constructions.
Let A ⊂ [0, 1]. For x ∈ A, we define
#off (n, x,A) :=
{
1 if [x1 · · · xna] ∩A 6= ∅
0 otherwise
,
and
OFFn(A) := min
x∈A
1
n
n∑
i=1
#off (i, x,A).
Lemma 2. For any set A ⊂ [0, 1], we have
lim inf
n
OFFn(A) ≤ dimH A.
Proof. Let log denote the logarithm to base 2. Then for any measure µ on
the space of binary sequences:
dµ(x) := lim inf
ε→0
log µ(B(x, ε))
log ε
= lim inf
n→∞
−
1
n
log µ(Cn(x)),
whereCn(x) denotes the set of infinite binary sequences starting with x1 · · · xn.
Now let µ be the measure on A that gives equal weight to any offspring of a
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given cylinder, i.e. it gives half of the measure if #off (i, x,A) = 1 and full
measure otherwise. Then for any x ∈ A we have
lim inf
n→∞
−
1
n
log µ(Cn(x)) ≥ lim inf
n
OFFn(A).
An application of the mass distribution principle (see e.g. [1, Chapter 4])
concludes the proof. 
2.2. Examples for Hausdorff dimension. The first example shows how
one can control the Hausdorff dimension of simple sumsets.
Example 3. For 0 ≤ α1 ≤ α2 ≤ 1, we construct a compact set A ⊂ [0, 1]
such that
dimH A = α1 dimH(A+A) = α2.
Construction. First we fix a sufficiently rapidly increasing sequence of nat-
ural numbers, say nk = 2
2k . The set A will be constructed as a (almost
disjoint) union of two sets. Let
A1 :=

x : xi =


0 i ∈
[
n3k,
[
n3k
α1
]
∗
− 1
]
0 i ∈
[
n3k+2,
[
n3k+2
α2
]
∗
− 1
]
a otherwise

 ,
where
[
ni
αj
]
∗
denotes the minimum of the integer part of niαj and ni+1 − ni
if αj 6= 0, and ini otherwise (we will use this notation for the rest of this
construction and the next one). Note that, if αj 6= 0, then
[
ni
αj
]
∗
equals the
integer part of niαj for all but finitely many values of i. The second set is
defined (only if α2 6= 0, otherwise it is empty) as
A2 :=

x : xi =


0 i ∈
[
n3k+1,
[
n3k+1
α1
]
∗
− 1
]
0 i ∈
[
n3k+2,
[
n3k+2
α2
]
∗
− 1
]
a otherwise

 .
If we consider cylinders of length
[
n3k
α1
]
∗
we see that there are at most 2n3k
intersecting A1, and if we consider cylinders of length
[
n3k+1
α1
]
∗
there are at
most 2n3k+1 intersecting A2. Hence, α1 ≥ dimBAi ≥ dimH Ai. On the other
hand, lim infnOFFn(Ai) = α1 since α2 ≥ α1. Thus Lemma 2 gives the
lower bound for dimH A.
For the simple sumset we can argue as follows. Firstly, we have that
2A1 ∪ 2A2 ∪ (A1 +A2) ⊂
{
x : xi =
{
0 i ∈
[
n3k+2,
[
n3k+2
α2
]
∗
− 2
]
a otherwise
}
=: B1
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where the “−2” accounts for a possible carry. Secondly,
A1 +A2 ⊃
{
x : xi =
{
0 i ∈
[
n3k+2,
[
n3k+2
α2
]
∗
− 1
]
a otherwise
}
=: B2.
For both sets on the right-hand-side we have that
α2 ≤ lim inf
n
OFFn(Bi) ≤ dimH Bi ≤ dimBBi ≤ α2.
This shows that the set A = A1 ∪A2 has the desired properties. 
The second example shows how one can control the Hausdorff dimension
of triple sumsets. This gives an idea about the general induction process.
Example 4. For 0 ≤ α1 ≤ α2 ≤ α3 ≤ 1 we construct a compact set
A ⊂ [0, 1] such that
dimH A = α1 dimH(A+A) = α2 dimH(A+A+A) = α3.
Construction. This example is a modification of the previous one. We just
need to add a third component to control the triple sums.
Again we fix a sufficiently rapidly increasing sequence of natural numbers,
say nk = 2
2k . The set A will be constructed as a (almost disjoint) union of
three sets. Let
A1 :=


x : xi =


0 i ∈
[
n6k,
[
n6k
α1
]
∗
− 1
]
0 i ∈
[
n6k+2,
[
n6k+2
α2
]
∗
− 1
]
0 i ∈
[
n6k+4,
[
n6k+4
α2
]
∗
− 1
]
0 i ∈
[
n6k+5,
[
n6k+5
α3
]
∗
− 1
]
a otherwise


,
A2 :=


x : xi =


0 i ∈
[
n6k+1,
[
n6k+1
α1
]
∗
− 1
]
0 i ∈
[
n6k+2,
[
n6k+2
α2
]
∗
− 1
]
0 i ∈
[
n6k+3,
[
n6k+3
α2
]
∗
− 1
]
0 i ∈
[
n6k+5,
[
n6k+5
α3
]
∗
− 1
]
a otherwise


,
A3 :=


x : xi =


0 i ∈
[
n6k,
[
n6k
α1
]
∗
− 1
]
0 i ∈
[
n6k+3,
[
n6k+3
α2
]
∗
− 1
]
0 i ∈
[
n6k+4,
[
n6k+4
α2
]
∗
− 1
]
0 i ∈
[
n6k+5,
[
n6k+5
α3
]
∗
− 1
]
a otherwise


.
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By a similar reasoning as in the previous example, we have that dimH A1 =
dimH A2 = dimH A3 = dimH A = α1, where A = A1 ∪A2 ∪A3. Also for the
simple sumsets we have that
dimH(Ai +Ai) ≤ dimH(A1 +A2) = dimH(A2 +A3) = dimH(A1 +A3)
= dimH(A+A) = α2.
For the triple sumset, we remark that
⋃
i,j,l=1,2,3
(Ai +Aj +Al) ⊂
{
x : xi =
{
0 i ∈
[
n6k+5,
[
n6k+5
α3
]
∗
− 3
]
a otherwise
}
=: B1
where the “−3” accounts for carryovers. Secondly,
A1 +A2 +A3 ⊃
{
x : xi =
{
0 i ∈
[
n6k+5,
[
n6k+5
α3
]
∗
− 1
]
a otherwise
}
=: B2.
Again for both sets on the right-hand-side we have that
α3 ≤ lim inf
n
OFFn(Bi) ≤ dimH Bi ≤ dimBBi ≤ α3.
This shows that the set A = A1 ∪A2 ∪A3 has the desired properties. 
The previous example can clearly be generalized to control the Hausdorff
dimension of any finite sumsets, i.e. of sets A, 2A, · · · , ℓA for any ℓ ∈ N.
Moreover, it is easy to see that in Example 4, if some αi = 1 for i = 1, 2, 3,
then iA ⊃ [0, 1], since the choice of digits becomes completely arbitrary.
Next, we show how to control an infinite number of sumsets.
Example 5. Let {αi}
∞
i=1 be a non-decreasing sequence taking values in [0, 1].
Then there exists a compact set A ⊂ [0, 1] such that
dimH(ℓA) = αℓ
for all ℓ ∈ N. Furthermore, if αℓ = 1 for some ℓ, we can also require that
ℓA contains an interval.
Construction. In short, the construction consists in pasting together along
the dyadic structure all the sets obtained for finite sequences α1, . . . , αℓ. By
proceeding like in Example 4, we see that for every ℓ ≥ 2, there exists a
compact set Aℓ ⊂ [0, 1] such that
dimH(iAℓ) = αi, i = 1, . . . , ℓ.
Let {Mℓ}
∞
ℓ=1 be a rapidly increasing sequence. Set S1 = 0 and Sℓ =
∑ℓ−1
i=1 Mℓ
for ℓ > 1, and let
A :=
{
x : xSℓ+1 · · · xSℓ+1 = y1 . . . yMℓ for some y ∈ Aℓ, for each ℓ ∈ N
}
.
Roughly speaking, A is defined by following the construction of A1 for the
first M1 binary digits, then the construction of A2 for the following M2
binary digits, and so on. Note that A is a countable intersection of compact
sets, so it is compact.
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We claim that
dimH(A) = lim inf
i
dimH(Ai) = α1,
provided {Mℓ} grows fast enough. Indeed, by taking Mℓ large enough, we
can cover each Aℓ by dyadic intervals {I
(r)
ℓ } of length at least 2
−Mℓ , satisfying
∑
r
∣∣∣I(r)ℓ ∣∣∣αℓ+1/ℓ < 1.
Then we can cover A by at most 2Siℓ translated and scaled down (by a factor
of 2−Sℓ) copies of the family {I
(r)
ℓ }. Since Mℓ ≫ Sℓ, this yields the upper
bound for dimH(A). For the lower bound, we use Frostman’s Lemma: there
are measures µℓ supported on Aℓ, such that
(1) µℓ(I) ≤ |I|
αℓ−1/ℓ,
for all dyadic intervals of length |I| ≤ 2−M
′
ℓ , where M ′ℓ ≪ Mℓ−1 (making
Mℓ−1 larger if necessary). We can paste all these measures together dyadi-
cally in a similar way to the construction of A. More precisely,
(2) µ(C(x1 · · · xSℓ)) := µ1(C(x1 · · · xM1)) · · · µi(C(xSℓ−1+1 · · · xSℓ)),
where C(y1 · · · yj) denotes the set of all dyadic sequences starting with
y1 · · · yj. Combining (1) and (2) and applying the mass distribution principle
yields the lower bound, completing the proof of the claim.
More generally, since addition preserves the dyadic structure except for
carryovers, and these are negligible due to the presence of blocks of zeroes
in the construction of each Aℓ (unless αℓ = 1), we see that
dimH(ℓA) = lim inf
i
dimH(ℓAi) = αℓ.
Finally, if αℓ = 1 for some ℓ, then there is no restriction on the dyadic
digits of ℓAi for any i ≥ ℓ, thus there is no restriction on the dyadic digits
of ℓA except for finitely many of them. Hence ℓA contains an interval, as
desired. 
2.3. Examples for Hausdorff and box-counting dimensions. Next,
we start controlling various notions of dimension simultaneously. In the
first example of this kind we show how to control the Hausdorff and lower
box-counting dimension for simple sumsets.
Example 6. Given 0 ≤ αi ≤ bi ≤ 1, i = 1, 2 with α1 ≤ a2 and β1 ≤ β2 ≤
2β1, we construct a compact set A ⊂ [0, 1] with
dimH A = α1 dimBA = β1,
and
dimH(A+A) = α2 dimB(A+A) = β2,
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Construction. Again we fix a fast increasing sequence
(3) nk = min
{
n ∈ N : n ≥ 22
k
and (k − 1)|(nk − nk−1)
}
.
For each k ∈ N we define four numbers:
lk := [kβ1], mk := [kβ2],
di(k) :=
{
k
[
1
knk
(
βi
αi
− 1
)]
if αi 6= 0
knk if αi = 0
, i = 1, 2.
Given a word u, we let ur denote the word consisting of r consecutive copies
of u; in particular, ar is the word consisting of r consecutive “arbitrary
symbols” a. If r = 0, then ur is the empty word. We will define four types
of blocks:
tα1(k) :=
{
xnk · · · xnk+1−1 : xnk = · · · xnk+d1(k)−1 = 0,
xnk+d1(k) · · · xnk+1−1 =
(
alk0k−lk
)(nk+1−nk−d1(k))/k }
,
tα2(k) :=
{
xnk · · · xnk+1−1 : xnk = · · · xnk+d2(k)−1 = 0,
xnk+d2(k) · · · xnk+1−1 =
(
0mk−lkalk0k−mk
)(nk+1−nk−d2(k))/k }
,
tβ1(k) :=
{
xnk · · · xnk+1−1 : xnk · · · xnk+1−1 =
(
alk0k−lk
)(nk+1−nk)/k}
,
tβ2(k) :=
{
xnk · · · xnk+1−1 : xnk · · · xnk+1−1 =
(
0mk−lkalk0k−mk
)(nk+1−nk)/k}
.
The set A will be defined as the union of six components Ai, which are
defined as follows:
A1 :=

x :


xn3k · · · xn3k+1−1 ∈ tα1(3k)
xn3k+1 · · · xn3k+2−1 ∈ tα2(3k + 1)
xn3k+2 · · · xn3(k+1)−1 ∈ tβ1(3k + 2)

 ,
A2 :=

x :


xn3k · · · xn3k+1−1 ∈ tβ1(3k)
xn3k+1 · · · xn3k+2−1 ∈ tα1(3k + 1)
xn3k+2 · · · xn3(k+1)−1 ∈ tα2(3k + 2)

 ,
A3 :=

x :


xn3k · · · xn3k+1−1 ∈ tα2(3k)
xn3k+1 · · · xn3k+2−1 ∈ tβ1(3k + 1)
xn3k+2 · · · xn3(k+1)−1 ∈ tα1(3k + 2)

 ,
A4 :=

x :


xn3k · · · xn3k+1−1 ∈ tα2(3k)
xn3k+1 · · · xn3k+2−1 ∈ tα1(3k + 1)
xn3k+2 · · · xn3(k+1)−1 ∈ tβ2(3k + 2)

 ,
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A5 :=

x :


xn3k · · · xn3k+1−1 ∈ tβ2(3k)
xn3k+1 · · · xn3k+2−1 ∈ tα2(3k + 1)
xn3k+2 · · · xn3(k+1)−1 ∈ tα1(3k + 2)

 ,
A6 :=

x :


xn3k · · · xn3k+1−1 ∈ tα1(3k)
xn3k+1 · · · xn3k+2−1 ∈ tβ2(3k + 1)
xn3k+2 · · · xn3(k+1)−1 ∈ tα2(3k + 2)

 .
Note that block structure of A1, A2 and A3 follows a cyclic pattern, and that
the block structure of A3+i is specular to that of Ai, in the sense that blocks
t∗i(k) are replaced by t∗2−i(k), for ∗ = α, β.
We will use the following notation. Given a finite word u, by Fra(u) we
denote the frequency of symbols ’a’ in u, i.e.
Fra(u) =
|{i : ui = a}|
|u|
,
where |u| is the length of u. A quantity that goes to zero as k →∞ will be
denoted by o(1).
Notice that all types of blocks have a frequency β1 + o(1) of ’a’ symbols.
Since the blocks tα1(k) start with d1(k) zeroes, we see that if k = 3l, then
OFFnk+d1(k)(A1) = α1 + o(1),
and OFFn(A1) ≥ α1 for all n, so by Lemma 2 we get
α1 ≤ dimH A1 ≤ dimBA1 ≤ α1.
The same argument holds for the other Ai, so we obtain dimH A = α1.
Next, notice that for each k there is at least one component (in fact two) Ai
for which the block xnk · · · xnk+1−1 is neither of type tα1(k) nor tα2(k). This
shows that dimBA = β1.
Let us write
t∗(k) + t∗∗(k) := {xnk · · · xnk+1−1 = v + w : v ∈ t∗(k), w ∈ t∗∗(k)},
where a+a = a+0 = a (thus carryovers are ignored, but due to the structure
of the blocks they are negligible in the estimates). Note that
(4) Fra(t∗(k) + t∗∗(k)) ≤ β2 + o(1)
for any choice of ∗, ∗∗, and therefore dimB(Ai) ≤ β2. On the other hand,
each Ai+Aj contains blocks of either type tα1(k)+ tα2(k) or tα2(k)+ tα2(k).
Taking into account the definition of d2(k), we see that dimH(Ai+Aj) ≤ α2
for each i, j. In the opposite direction, note that since β2 ≤ 2β1, we have
Fra(tβ1(k) + tβ2(k)) = β2 + o(1).
Since A1+A4 has infinitely many blocks tα1(k)+ tα2(k) preceded by tβ1(k−
1) + tβ2(k − 1), and it has no blocks of the form tα1(k) + tα1(k) nor blocks
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of the form tβ1 + tβ1 , we see that lim infnOFFn(A1 +A4) ≥ α2. Hence we
have shown that
dimH(A+A) = max
i,j
dimH(Ai +Aj) = dimH(A1 +A4) = α2.
By (4), dimB(Ai +Aj) ≤ β2, so that
dimB(A+A) ≤ dimB(A+A) = max
i,j
dimB(Ai +Aj) ≤ β2.
On the other hand, for each k, there is i ∈ {1, 2, 3} such that the block
xnk · · · xnk+1−1 in Ai + A3+i is of type tβ1(k) + tβ2(k); all of these have
frequency β2 + o(1) of ’a’s distributed in small (relative to nk) chunks of
length k, so dimB(A+A) ≥ β2, as desired. 
The next example shows how to control Hausdorff, lower box-counting
and upper box-counting dimension at once in simple sumsets.
Example 7. Given 0 ≤ αi ≤ βi ≤ γi ≤ 1, i = 1, 2 with α1 ≤ α2, β1 ≤
β2, γ1 ≤ γ2, β2 ≤ 2β1 and γ2 ≤ 2γ1, we construct a compact set A ⊂ [0, 1]
with
dimH A = α1 dimBA = β1 dimBA = γ1,
and
dimH(A+A) = α2 dimB(A+A) = β2 dimB(A+A) = γ2.
In particular if α1 = β1 = γ1 the regularity of the set A does not imply the
regularity of the sumset A+A.
Construction. This example will be a modification of the previous one (one
can check that in Example 6, dimB(A) = dimB(A) and dimB(A + A) =
dimB(A + A)). All we need to do is to add in the construction of each
Ai blocks of type tγ1(k) or tγ2(k), at the same positions in each Ai, and
preceding any blocks of the form tα1(k) or tα2(k) (to prevent the Hausdorff
dimension from dropping too much).
We use the same fast increasing sequence defined in (3). For each k ∈ N we
define six numbers. The numbers lk,mk are defined exactly like in Example
6, while the numbers di(k) are redefined as
di(k) :=
{
k
[
1
knk
(
γi
αi
− 1
)]
if αi 6= 0
knk if αi = 0
.
Additionally, we define
pk := [kγ1], qk := [kγ2].
We will use 6 types of blocks; the blocks tαi(k), tβi(k), i = 1, 2 are defined
just like in the previous example. We additionally define:
tγ1(k) :=
{
xnk · · · xnk+1−1 : xnk · · · xnk+1−1 =
(
apk0k−pk
)(nk+1−nk)/k}
,
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tγ2(k) :=
{
xnk · · · xnk+1−1 : xnk · · · xnk+1−1 =
(
0qk−pkapk0k−qk
)(nk+1−nk)/k}
.
The set A will have 6 components Ai. The first three are defined as:
A1 :=


x :


xn6k · · · xn6k+1−1 ∈ tγ1(6k)
xn6k+1 · · · xn6k+2−1 ∈ tα1(6k + 1)
xn6k+2 · · · xn6k+3−1 ∈ tγ2(6k + 2)
xn6k+3 · · · xn6k+4−1 ∈ tα2(6k + 3)
xn6k+4 · · · xn6k+5−1 ∈ tγ1(6k + 4)
xn6k+5 · · · xn6(k+1)−1 ∈ tβ1(6k + 5)


,
A2 :=


x :


xn6k · · · xn6k+1−1 ∈ tγ1(6k)
xn6k+1 · · · xn6k+2−1 ∈ tβ1(6k + 1)
xn6k+2 · · · xn6k+3−1 ∈ tγ1(6k + 2)
xn6k+3 · · · xn6k+4−1 ∈ tα1(6k + 3)
xn6k+4 · · · xn6k+5−1 ∈ tγ2(6k + 4)
xn6k+5 · · · xn6(k+1)−1 ∈ tα2(6k + 5)


,
A3 :=


x :


xn6k · · · xn6k+1−1 ∈ tγ2(6k)
xn6k+1 · · · xn6k+2−1 ∈ tα2(6k + 1)
xn6k+2 · · · xn6k+3−1 ∈ tγ1(6k + 2)
xn6k+3 · · · xn6k+4−1 ∈ tβ1(6k + 3)
xn6k+4 · · · xn6k+5−1 ∈ tγ1(6k + 4)
xn6k+5 · · · xn6(k+1)−1 ∈ tα1(6k + 5)


.
Note that the only difference with the sets in Example 6 is the addition of
blocks corresponding to the upper box dimension. Likewise, for i ∈ {1, 2, 3},
the sets Ai+3 are defined in a specular way to Ai like in the previous example,
namely blocks of type t∗i(k) are replaced by blocks of type t∗2−i(k) for
∗ = α, β and γ.
One can check that dimH A = α1, dimBA = β1 just like in Example 6
(for the Hausdorff dimension, it is useful to note that blocks of type tα1(k)
are always preceded by blocks of type tγ1(k − 1)). Since
Fra(tγi(k)) = γ1 + o(1),
for i = 1, 2, it follows that dimB(A) = γ1.
For the sumset we argue just like in Example 6. For the upper box
dimension, all we need to observe is that
Fra(tγ1(k) + tγ2(k)) = γ2 + o(1),
and such blocks occur infinitely often in A1 + A4; any other block t∗(k) +
t∗∗(k) has a lower frequency of ’a’s. Thus
dimH(A+A) = α2 dimB(A+A) = β2 dimB(A+A) = γ2.

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Example 8. Suppose 0 ≤ αi ≤ βi ≤ γi ≤ 1, i = 1, 2, 3, and
β2 ≤ 2β1 β3 ≤ 2β2 − β1,
γ2 ≤ 2γ1 γ3 ≤ 2γ2 − γ1.
We construct a compact set A ⊂ [0, 1] with
dimH A = α1 dimBA = β1 dimBA = γ1,
dimH(A+A) = α2 dimB(A+A) = β2 dimB(A+A) = γ2,
and
dimH(A+A+A) = α3 dimB(A+A+A) = β3 dimB(A+A+A) = γ3.
Construction. We fix again the fast increasing sequence nk given by (3). For
each k ∈ N we will define nine numbers. The numbers lk,mk, pk and qk are
defined exactly like in Example 7. The numbers di(k) are also defined in the
same way, except that now we also allow the index i = 3. We also define
new numbers:
sk := [kβ3], vk := [kγ3].
We will define nine types of blocks. The blocks tαi(k), tβi(k) and tγi(k),
i = 1, 2, are the same as in Example 7. We further define:
tα3(k) :=
{
xnk · · · xnk+1−1 : xnk = · · · xnk+d3(k)−1 = 0,
xnk+d3(k) · · · xnk+1−1 =(
0mk−lkalk+mk−sk0sk−mkask−mk0k−sk
)(nk+1−nk−d3(k))/k }
,
tβ3(k) :=
{
xnk · · ·xnk+1−1 : xnk · · · xnk+1−1 =(
0mk−lkalk+mk−sk0sk−mkask−mk0k−sk
)(nk+1−nk)/k }
,
tγ3(k) :=
{
xnk · · ·xnk+1−1 : xnk · · · xnk+1−1 =(
0qk−pkapk+qk−vk0vk−qkavk−qk0k−vk
)(nk+1−nk)/k }
.
It is easy to verify that tβ3(k) and tγ3(k) are well-defined due to the assump-
tions made on the βi and γi.
The set A will have 18 components Ai, which are defined by specifying
the types of blocks
xnk · · · xnk+1−1 = t∗(k)
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as follows:
12k+ 0 1 2 3 4 5 6 7 8 9 10 11
A1 γ1 α1 γ2 α2 γ3 α3 γ1 α1 γ2 α2 γ3 β1
A2 γ1 α1 γ2 α2 γ3 α3 γ1 α1 γ2 β1 γ3 α3
A3 γ1 α1 γ2 α2 γ3 α3 γ1 β1 γ2 α2 γ3 α3
A4 γ1 α1 γ2 α2 γ3 β1 γ1 α1 γ2 α2 γ3 α3
A5 γ1 α1 γ2 β1 γ3 α3 γ1 α1 γ2 α2 γ3 α3
A6 γ1 β1 γ2 α2 γ3 α3 γ1 α1 γ2 α2 γ3 α3
A7 γ2 α2 γ3 α3 γ1 α1 γ3 α3 γ1 α1 γ2 β2
A8 γ2 α2 γ3 α3 γ1 α1 γ3 α3 γ1 β2 γ2 α2
A9 γ2 α2 γ3 α3 γ1 α1 γ3 β2 γ1 α1 γ2 α2
A10 γ2 α2 γ3 α3 γ1 β2 γ3 α3 γ1 α1 γ2 α2
A11 γ2 α2 γ3 β2 γ1 α1 γ3 α3 γ1 α1 γ2 α2
A12 γ2 β2 γ3 α3 γ1 α1 γ3 α3 γ1 α1 γ2 α2
A13 γ3 α3 γ1 α1 γ2 α2 γ2 α2 γ3 α3 γ1 β3
A14 γ3 α3 γ1 α1 γ2 α2 γ2 α2 γ3 β3 γ1 α1
A15 γ3 α3 γ1 α1 γ2 α2 γ2 β3 γ3 α3 γ1 α1
A16 γ3 α3 γ1 α1 γ2 β3 γ2 α2 γ3 α3 γ1 α1
A17 γ3 α3 γ1 β3 γ2 α2 γ2 α2 γ3 α3 γ1 α1
A18 γ3 β3 γ1 α1 γ2 α2 γ2 α2 γ3 α3 γ1 α1
Arguing like in the previous examples we see that
dimH A = α1 dimBA = β1 dimBA = γ1.
For the sumset A + A, notice that each pair Ai + Aj contains infinitely
many blocks of the form tα∗(k) + tα∗∗(k), where ∗ and ∗∗ are either 1 or 2
(possibly ∗ = ∗∗). Hence, again arguing like in the previous constructions,
dimH(A) ≤ α2. On the other hand, for A1 + A7 all blocks of the form
tα1(k) + tα2(k) are preceded by blocks of the form tγ1(k − 1) + tγ2(k − 1),
and there are infinitely many such blocks. Also, there are no blocks of the
form t∗1 + t∗1 for ∗ = α, β or γ. From this we deduce that
dimH(A+A) ≥ dimH(A1 +A7) ≥ α2.
For the lower box dimension, we note that for each k, there is an i ∈
{1, . . . , 7} such that Ai+Ai+6 contains a block of type either tβ1(k)+tβ2(k) or
tγ1(k)+tγ2(k), so that dimB(A+A) ≥ β2. On the other hand, if k = 12l+1,
then
Fra(t∗(k) + t∗∗(k)) ≤ β2,
for all possible occurrences of ∗ and ∗∗ (to see this in the case ∗ = β1 or
β2 and ∗∗ = β3, one needs to make use of the assumption β3 ≤ 2β2 − β1).
Hence dimB(A+A) ≤ β2. It is easy to check that dimB(A+A) = γ2.
Finally, if we consider A + A + A, we see that for each i, j, k there are
infinitely many blocks of the form tα∗(k)+ tα∗∗(k)+ tα∗∗∗(k) in Ai+Aj+Ak,
where ∗, ∗∗, ∗ ∗ ∗ ∈ {1, 2, 3}. This implies that dimH(A + A + A) ≤ α3.
On the other hand, A1 + A7 + A13 contains infinitely many blocks of the
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form tα1(k) + tα2(k) + tα3(k), all of them preceded by blocks of the form
tγ1(k−1)+ tγ2(k−1)+ tγ3(k−1); moreover, any block in A1+A7+A13 is of
the form t∗1(k) + t∗∗2(k) + t∗∗∗3(k). It follows that dimH(A+A+A) ≥ α3.
The arguments for dimB(A+A+A) and dimB(A+A+A) are just like
for the sums A+A.

2.4. Proof of the main result.
Proof of Theorem 1. The result is proved by combining the examples above,
in particular Examples 5 and 8. Since the actual construction is quite com-
plicated, we sketch the main ideas, leaving the details to the interested
reader.
Example 8 can be generalized to ℓ-sumsets in a straightforward way if ℓ
is a prime number (and there is no loss of generality in assuming this). We
need (ℓ − 1)ℓ2 components Ai, 3ℓ different types of blocks, and we have to
control the sequences for 2(ℓ− 1)ℓ consecutive nk’s. The restrictions on the
dimensions that arise are precisely those stated in the theorem.
Given ℓ ≥ 2, let Aℓ ⊂ [0, 1] be a compact set such that
dimH(iAℓ) = αi, dimB(iAℓ) = βi, dimB(iAℓ) = γi,
for i = 1, . . . , ℓ.
We are going to combine the sets Aℓ exactly like in Example 5. Let
{Mℓ}
∞
ℓ=1 be a rapidly increasing sequence. Write Sℓ =
∑ℓ
i=1Mi, with S1 =
0, and define
A :=
{
x : xSℓ+1 · · · xSℓ+1 = y1 . . . yMℓ for some y ∈ Aℓ, for each ℓ ∈ N
}
.
The set A is clearly compact, and its structure translates to any finite sumset
ℓA, apart from carryovers which can be ignored. Therefore we get
dimH(ℓA) = lim inf
i→∞
dimH(ℓAi) = αℓ,
dimB(ℓA) = lim inf
i→∞
dimB(ℓAi) = βℓ,
dimB(ℓA) = lim sup
i→∞
dimB(ℓAi) = γℓ,
providedMℓ grows quickly enough (this was proved for Hausdorff dimension
in Example 5; the proof for box dimensions is similar but easier). If αℓ = 1
for some ℓ, then obviously βℓ = γℓ = 1 as well, and one can check that there
is no restriction in the digits of ℓAi for all i ≥ ℓ. Thus A has no restriction
on all but finitely many of its binary digits, and therefore it contains an
interval. This concludes the sketch of the proof. 
Remark 9. Recall that for any two bounded sets A,B ⊂ R we have
dim(A+B) ≤ dim(A×B) ≤ dim(A) + dim(B),
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but no such inequality holds for the lower box dimension in general. In
contrast, for sumsets A+A we do have a bound
dimB(A+A) ≤ dimB(A×A) ≤ 2dimBA,
since we can cover the product by squares coming from a cover of the com-
ponents approximating the lower box dimension. Besides these “product”
bounds, there are “Plu¨nnecke” bounds between the different βℓ; see Proposi-
tion 10 in Section 3. Thus finding the most general possible relations between
the sequences αn, βn and γn appears to be rather difficult.
3. Plu¨nnecke estimates for box-counting dimensions
We begin by observing that in Theorem 1, if γ2 = γ1, then necessarily
γℓ = γ1 for all ℓ, so this theorem does not directly negate the possibility of a
“Plu¨nnecke estimate” for the upper box dimensions. However, it is possible
to modify the construction to obtain counterexamples. We indicate how to
show that for any 0 < γ < 1 there exists a compact set A ⊂ [0, 1] such that
dimBA = dimB(A+A) = γ,
but
dimB(A+A+A) = min(1, 3γ/2) > γ.
Recall from Example 8 that there exist compact sets A′, A′′ ⊂ [0, 1] such
that
dimB(A
′) = γ/2, dimB(A
′+A′) = γ, dimB(A
′+A′+A′) = min(1, 3γ/2),
dimB(A
′′) = γ, dimB(A
′′ +A′′) = γ, dimB(A
′′ +A′′ +A′′) = γ.
Moreover, these sets are constructed by specifying types of blocks for finite
sequences of binary digits xnk · · · xnk+1−1, where {nk} is a rapidly increasing
sequence. Now let Mr be another rapidly increasing sequence, say Mr =
22
r
. The set A is defined by using the blocks corresponding to A′ for all
k ∈ [M2r−1,M2r) for some r, and the blocks corresponding to A
′′ for k ∈
[M2r,M2r+1) for some r. It is then easy to check that
dimB(iA) = max(dimB(iA
′),dimB(iA
′′)) i = 1, 2, 3,
which yields the claim.
We finish the paper with the positive result mentioned in the introduction,
which bounds the lower box dimension of iterated sumsets ℓB in terms of
the lower box dimensions of A and A + B. The proof is a straightforward
discretization argument using the Plu¨nnecke-Rusza inequalities.
Proposition 10. Let A,B ⊂ R be bounded sets. Then for all ℓ ≥ 2,
dimB(ℓB) ≤ ℓdimB(A+B)− (ℓ− 1)dimBA.
In particular, if dimB(A+A) = dimBA, then
dimB(ℓA) = dimBA
for all ℓ ∈ N.
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Proof. Let Dj,1 be the family {[i2
−j , (i + 1)2−j ] : i ∈ Z} of dyadic intervals
of length 2−j , and for ℓ ≥ 2 let
Dj,ℓ = {[i2
−j , (i+ ℓ)2−j ] : i ∈ Z}.
Given a set A ⊂ R, write Dj,ℓ(A) for the intervals in Dj,ℓ having nonempty
intersection with A. Note that for any sets A1, . . . , Aℓ ⊂ R and any j ≥ 1, if
b ∈ A1 + . . .+Aℓ, then there are Ii ∈ Dj,1(Ai) such that b ∈ I1 + . . .+ Iℓ ∈
Dj,ℓ(A1 + . . . + Ak). Since b belongs to at most ℓ + 1 elements of Dj,ℓ, we
have
(5) |Dj,ℓ(A1 + . . .+Aℓ)| ≤ (ℓ+ 1)|Dj,1(A1) + . . . +Dj,1(Aℓ)|.
Moreover, it is easy to see that for a fixed ℓ we have
(6) dimB(A) = lim inf
j→∞
log |Dj,ℓ(A)|
j
.
(Recall that log is the base 2 logarithm).
The Plu¨nnecke-Rusza Theorem says that if E,F are finite subsets of Z
with |E + F | < K|E|, then |ℓF | < Kℓ|E|; see [2, Section 6.5] for the proof
and further background. We apply this result to E = Dj,1(A), F = Dj,1(B)
and use (5) to obtain
(7) |Dj,ℓ(B)| ≤ (ℓ+ 1)
(
|Dj,2(A+B)|
|Dj(A)|
)ℓ
|Dj(A)|.
Let jr →∞ be a sequence such that
lim
r→∞
log |Djr ,2(A+B)|
jr
= dimB(A+B).
Using (7), we conclude that
dimB(ℓB) ≤ lim infr→∞
log |Djr,ℓ(B)|
jr
≤ ℓ lim inf
r→∞
log |Djr,2(A+B)|
jr
− (ℓ− 1) lim sup
r→∞
log |Djr(A)|
jr
≤ ℓdimB(A+B)− (ℓ− 1)dimBB.

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