Abstract. We propose an approach to cope with the problem of 2D face image recognition system by using 1D Discrete Hidden Markov Model (1D-DHMM). The Haar wavelet transform was applied to the image to lessen the dimension of the observation vectors. The system was tested on the facial database obtained from AT&T Laboratories Cambridge (ORL). Five images of each individuals were used for training, while another five images were used for testing and recognition rate was achieved at 100%, while significantly reduced the computational complexity compared to other 2D-HMM, 2D-PHMM based face recognition systems. The experiments done in Matlab took 1.13 second to train the model for each person, and the recognition time was about 0.3 second.
Introduction
Face recognition (FR) technology provides an automated way to search, identify or match a human face with given facial database. Automatic face recognition can be used in personal record retrieval or can be integrated in surveillance and security systems that restrict access to certain service or location. Many variations of the Hidden Markov Model (HMM) have been introduced to the FR problem, including luminance-based 1D-HMM FR [1] , DCT-based 1D-HMM FR [2] , 2D Pseudo HMM (2D-PHMM) FR [3] , and the Low-Complexity 2D HMM (LC 2D-HMM) FR [4] . The present work exploited inherent advantages of 1D Discrete Hidden Markov Model (1D-DHMM) and Haar wavelet transform to get better performance. The technique is motivated by the work of Samaria and Harter [1] .
In this paper we describe this face recognition system and compare the recognition results to the others HMM based approaches.
Background

Haar wavelet transform
Over the past several years, the wavelet transform has gained wide-spread acceptance in signal processing in general, and particularly in image compression research. The wavelet transform is a decomposition of a signal with a family of real orthonormal basis ψ j,k (t), obtained by introducing of translations (shifts) and dilations (scaling) of a single analyzing function Ψ (t), also known as a mother wavelet. The mother wavelet is a small pulse, a wave, which normally starts at time t = 0 and ends at time t = N . Outside the interval [0, N] the amplitude of the wave is vanished. The basis ψ j,k (t) is obtained by:
The scaling function φ(t) can be interpreted as the impulse response of a low-pass filter.
The relationship between the mother wavelet and the scaling function is:
where h(k) and g(k) are scaling function coefficients correspond to low-pass filter and high-pass filter respectively.
There are many different wavelet families, such as the Coiflets, the Daubechies, the Haar and the Symlets. In this work we applied the simplest form of wavelet, the Haar wavelet, which is defined as:
The Haar scaling function is shown below:
Hidden Markov Model
HMM is a stochastic signal model in which one tries to characterize only the statistical properties of the signal [5] . Every HMM is associated with a stochastic process that is not observable (hidden), but can be indirectly observed through another set of stochastic processes that generates the sequence of observations. The HMM elements are: Denote N as the number of states in the model. The set of states will be denoted by S = {S 1 
The emission probability matrix containing either discrete probability distributions or continuous probability density functions of the observations given the state, i.e.
of this matrix is the posterior probability of observation O t at time t given that the HMM is in state q t = S j .
In a discrete density HMM, the observations are characterized as discrete symbols chosen from a finite alphabet, and therefore we could use a discrete probability density within each state of this model, while in a continuous density HMM, the states are characterized by continuous observation density functions.
Previous works
1D-HMM Face Recognition
The first-order 1D-HMM was applied to FR in [1] where the image of a human face is vertically scanned from top to bottom forming a 1D observation sequence. The observation sequence is composed of vectors that represent the consecutive horizontal strips, where each vector contains the luminance of the set of pixels of the associated strip. The vertical overlap is permitted up to one pixel less than strip width.
A similar setup has been used in [2] with some complexity reduction through the application of the two-dimensional Discrete Cosine Transform (2D DCT) to extract the spectral features of each strip. Fig. 1 shows an example of image scanning and top-to-bottom 1D-HMM for face recognition.
2D-PHMM Face Recognition
Pseudo 2D Hidden Markov Models are extensions of the 1D-HMM [3] for the modelling of two-dimensional data, like images. 2D-PHMM is a 1D-HMM composed of super states to models the sequence of columns in the image, in which each super state is a 1D-HMM model itself modelling the blocks inside the columns instead of a probability density function. Fig. 2 shows a 2D-PHMM.
LC 2D-HMM Face Recognition
The Low-Complexity 2D-HMM has been introduced in [4] to handle the image in a full 2D manner without converting the problem into a 1D form. The LC -Blocks in diagonal and anti-diagonal neighborhood are assumed independent. This reduces the complexity of the hidden layer to the order of the double of that of the 1D-HMM. -The image is scanned in a 2D manner into 8 × 8-pixel blocks from left to right and from top to bottom without overlapping. The observations are in the spectral domain, 2D DCT Due to the above features, the overall complexity of the LC 2D-HMM is considerably lower than that of the 2D-HMM and 2D-PHMM with the cost of a lower accuracy.
The FR systems above are both based on Continuous Density HMM.
1D-DHMM+Haar approach
Assume we have a set of R persons to be recognized and that each person is to be modelled by a distinct HMM. In order to do face recognition, we perform the following steps:
Observation vector generation. The face image is decomposed by Haar wavelet to the approximation coefficients matrix cA and details coefficients matrices cH, cV, and cD (horizontal, vertical, and diagonal, respectively). The coarse approximation part is decimated by 2 in both vertical and horizontal directions. Then iteratively, the approximation part is decomposed into approximations and details to the desired scale. (Fig. 3) 
Fig. 3. Multiscale decomposition of a face image
The approximation part at desired resolution is coded using regular grid between the minimum and the maximum values (e.g. 1 and 256) of the input matrix. The coded matrix is considered a "size reduced" image (cI) of the original image.
From the "size reduced" image cI of width W and height H, the vector sequence generation is carried out as following steps:
-First, cI is divided into overlapping vertical strips by horizontally scanning from left to right. Each vertical strip is assigned an ordering number depended on its scanning position, e.g. the left strip is 1 st , next strip on the right is 2 nd , . . . , nS th , where nS is the number of overlapping strips extracted from each image. Each strip has the width sw and the height of cI's height H. The amount of vertical overlap between consecutive strips is permitted up to one pixel less than strip width. -Each strip is divided into overlapping blocks of width bw (equal sw) and height bh. The amount of overlap between consecutive blocks is permitted up to one pixel less than the block height. -The extracted block is arranged column-wise to form vector.
These vertical strips are considered sub-images and these sub-images can be treated independently. The recognition of one face image is based on the recognition of its constituent sub-images. Accordingly, each person is modelled by the same number (nS) of sub-models. th sub-codebook. All the blocks extracted from the i th strip form the observation sequence for that strip. Each observation is given a label of integer number and contributes to the i th sub-codebook. One may think that the number of models in the new system will be nS times more than that of the normal 1D top-down HMM FR system. Fortunately, the number of models required for the whole system can be exactly the same as in the normal 1D top-down HMM system, because of the following reasons:
Training the HMM. For each person r, we must build nS sub-model HMMs, {λ
-We could use the same number of hidden states for all HMM sub-models.
-The way we generated observation vector sequence from each i th strip (or sub-image) is exactly the same for all i, where 1 ≤ i ≤ nS.
-The number of sub-images per each face image, and the way we modelled all sub-images are exactly the same for all people in our system.
Therefore λ i r are the same for all i : 1 ≤ i ≤ nS, which means for each person we just have to train 1 HMM sub-model by the observation sequences come from the 1 st sub-images only, and that HMM sub-model can be used for all sub-models of that person. The distinction between sub-models is relied on the inside observation vectors of each sub-codebook.
Recognition using HMMs. Each unknown face image, which is going to be recognized, is transformed by Haar wavelet and then divided into overlapping vertical strips. Each strip (or sub-image) is processed independently as following: The observation vectors from each strip are generated as in the training process. Each observation is given the label of the best match observation vector in the sub-codebooks. Let the ordering number of the strip in which the observation is belonged to, be iS and let the position of the observation in the strip be jS. The observation vector is searched in the iS th sub-codebook, (iS ± 1) th subcodebooks and (iS ± 2) th sub-codebooks. And only such vectors were created from the same position jS in the trained strip and positions of (jS ± 1) and (jS ± 2) are used to compare with the unknown observation vector. We could extend the searching region to deal with the big rotation or translation of the face in the image, but it would introduce higher computation cost. Euclidean distances between the vectors were computed and the one with minimum value is assumed the best match. Let the index of the sub-codebook in which the best match was found, be iSf . Observations come from the same iSf th strip form observation sub-sequence O iSf . Thus from 1 strip, usually up to a maximum of 5 sub-sequences were generated. Except for the first strip on the left, the last strip on the right, maximum 3 sub-sequences were generated; and for the second strip on the left, the (nS − 1) th strip on the right, maximum 4 sub-sequences were generated. The sub-sequence O iSf was used as input testing observation sequence for only the HMMs {λ System complexity. We can notice that the complexity of the system is equal to the one of top-down 1D-HMM, (N 2 t )T where N t is the number of the hidden states in the single sub-model, T is the number of feature blocks.
Experimental results
The face recognition system has been tested on the Olivetti Research Ltd. Database (400 images of 40 people, 10 face images per person taken at the resolution of 92 × 112 pixels). The face image was transformed twice by Haar wavelet transform and coded to the "size reduced" image cI at resolution of 23 × 28. Then observation sequence was generated from cI. We used ergodic discrete HMM with 5 states. The system was trained by L facial images per person while another 10 − L images were used to test for recognition. And the highest recognition rate at 100% was achieved when we used -Five images to train and another five to test -Block size of 5 × 4 -The step for vertical and horizontal scanning was set at 1 pixel each, or in other words, the overlap is one pixel less than the length of the according block side.
The system works in Matlab environment and was tested on MS Windows 2000 running on the machine with PentiumIII 1Ghz CPU.
The results in Tab. 1 and Fig. 4 show that the system performance is very good even with very small number of images to train for each HMM. The time results shown in the table already included the time for wavelet transforms. That transform process took about 0.04 second for each image in average. Comparative results of some of the recent approaches based on HMM and applied on ORL face database are given in Tab. 2.
Conclusion
A low-complexity yet efficient 1D Discrete Hidden Markov Model face recognition system has been introduced. The system gained efficiency also from the employment of the discrete Haar wavelet transform. For the considered facial database, the result of the proposed scheme show substantial improvement over the results obtained from some other methods. 
