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Abstract
Wireless communications is one of the most rapidly growing segments of telecommunications 
with applications ranging from voice communication to high-speed internet access. In addition, 
new standards are being investigated to broaden the possibilities of wireless communications 
such as fourth generation cellular (4G) and ultra-wideband (UWB) systems. In recent years, 
the use of multiple antennas at both transmitter and receiver, also known as multiple input- 
multiple output (MIMO), has become the new frontier of wireless communications, increasing 
the quality of the link or the data-rate compared to single-antenna systems.
This thesis concentrates on the analysis of the sphere decoder (SD) for MIMO detection. It 
provides optimal maximum likelihood (ML) performance with reduced complexity compared 
to the maximum likelihood detector (MLD). However, a field-programmable gate array (FPGA) 
implementation of the algorithm presents several disadvantages due to its variable complexity 
and the sequential nature of its tree search. It is shown that its implementation results in a 
sub-optimum use of the hardware resources given that the algorithm cannot be fully pipelined. 
In addition, it has a variable throughput (i.e. number of bits that can be detected per second) 
jeopardizing its integration into a complete communication system, where data needs to be 
processed in a fixed number of operations.
This research proposes a fixed-complexity sphere decoder (FSD) to overcome the drawbacks 
of the SD. It provides a fixed complexity and achieves quasi-maximum likelihood (ML) per- 
formance, combining a search through a small subset of the transmitted constellation with a 
novel channel matrix ordering. This represents a novel approach compared to most optimiza- 
tions of the SD in the literature, which concentrate on reducing the average complexity of the 
algorithm. As a result, an implementation of the FSD is shown to provide the same error 
performance using less FPGA resources and achieving a considerably higher (and constant) 
throughput compared to previous SD hardware implementations. The same FSD concept is 
applied to a large MIMO system with 4 antennas at both ends of the link and 64-quadrature 
amplitude modulation (QAM). It represents the first approach to obtain quasi-ML performance 
in real-time for a system of that size, previously thought to require a detector with prohibitive 
complexity if ML performance was to be achieved.
In current wireless communication systems, some form of outer channel coding is applied in 
order to improve the reliability of the system. In that case, the MIMO detector needs to pro- 
vide soft-value information in order to perform iterative detection and decoding using the turbo 
principle. For that reason, a list extension of the FSD (LFSD) is proposed to obtain soft-value 
information about the coded bits. The LFSD combines the same channel matrix ordering and 
an extended fixed search to generate a list of candidates for soft-value calculation. Depend- 
ing on the size of the extended search, different levels of performance and complexity can be 
achieved making the algorithm suitable for reconfigurable architectures. Its FPGA implemen- 
tation shows how soft-value information can be obtained with a fully pipelined architecture. 
It provides a constant throughput which is considerably higher than previously presented soft- 
MIMO detector implementations.
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The ability and the need to communicate are inherent features of our society. The possibil­ 
ity of establishing a communication between each other has been a determinant factor in the 
development of human civilisation since the invention of the first alphabet by the Phoenicians 
around the 33th century Before Christ. Different methods of conveying information have been 
designed since, comprising text, image and voice. In terms of actually transmitting that in­ 
formation, we had to wait until 1831 when Michael Faraday and Joseph Henry independently 
discovered the phenomenon of electromagnetic induction, inventing the first electric telegraph 
based on this discovery. An important step in the improvement of communication systems was 
the invention of the telephone by Alexander Graham Bell in 1876.
However, the history of data transmission still had to witness another crucial milestone that 
marked the beginning of the radio age: the invention of the radiotelegraph by Guglielmo Mar­ 
coni with the first wireless transmission across the English Channel in 1898. Since that date, 
the development of wireless communications has been constant during the 20th century. One 
important example is the invention of mobile telephony in the 40s and the adoption of cellular 
mobile telephony in the 80s. A key factor in the continuous improvement of wireless commu­ 
nication systems was the work by Claude E. Shannon published in 1948 [3]. Before Shannon, 
it was commonly believed that the only way of achieving arbitrarily small probability of error 
in a communication channel was to reduce the transmission rate to zero. In his work, Shannon 
defined the concept of channel capacity and showed that it was possible to transmit information 
at any rate below that capacity with an arbitrarily small probability of error.
Nowadays, wireless communications is one of the most rapidly growing segments of telecom­ 
munications with applications ranging from voice communication to high-speed internet ac­ 
cess. Since the deployment of global system for mobile communication (GSM) [4] systems 
in Europe in 1991, different wireless technologies have been created to increase the number 
of services that can be provided using wireless systems. Several technologies currently exist 
providing various forms of wireless communications like universal mobile telecommunications 
system (UMTS) [5], wireless local area network (WLAN) [6] and Bluetooth [7]. In addition,
introduction
new technologies like fourth generation cellular system (4G) [8], ultra-wideband (UWB) [9] 
and Zigbee [10] are being investigated and will broaden the possibilities of wireless communi­
cations.
1.1 Principles of Wireless Communications
Wireless communications are based on the transmission of information between devices using 
electromagnetic waves on a wireless channel. Those waves, propagating through the wireless 
channel, arrive at the destination along a number of different paths, collectively referred to 
as multipath [11]. There paths arise from scattering, reflection and diffraction of the radiated 
energy by objects in the environment or refraction in the medium. This can cause a variation 
in the received signal power over time and over frequency that is known as fading. In addition, 
wireless users communicating over the air can suffer from interference generated by other users. 
Therefore, the design of wireless communication systems concentrates on dealing with fading 
and interference.
Discarding the loss in signal power caused by free space propagation, we can classify the vari­ 
ations of the received signal power in two types [12]:
• Large-scale or slow fading due to shadowing by large objects such as buildings and hills. 
This fading is typically frequency independent and is more relevant to issues such as 
cell-site planning.
• Small-scale or fast fading due to the constructive and destructive interference of the mul­ 
tiple paths between the transmitter and receiver. This fading is typically frequency depen­ 
dent and is of special importance for the design of reliable and efficient communication 
systems, which is the focus of this work.
Figure 1.1 shows a simple diagram of a wireless propagation environment and the evolution 
of the signal power due to slow fading caused by shadowing and fast fading due to multipath 
propagation.
Therefore, multipath propagation causes rapid fluctuations of the signal in time and frequency 
caused by the signal scattering off objects between transmitter and receiver. This results in the 






Figure 1.1: Effect of slow and fast fading to the signal level in a wireless environment
1. Doppler spread: the time-varying fading due to scatterers or transmitter/receiver motion 
results in a Doppler spread, where a pure tone spreads over a finite spectral bandwidth. 
The Doppler spread is roughly inversely proportional to the coherence time of the chan­ 
nel. The coherence time indicates how fast the channel changes in time and represents 
the time lag required for the channel coefficients to change significantly.
2. Delay spread: in a multipath propagation environment, several delayed and scaled ver­ 
sions of the transmitted signal arrive at the receiver. That causes a span in the path delays 
which is called delay spread. That delay spread causes frequency selective fading that 
can be characterized in terms of the coherence bandwidth. The coherence bandwidth rep­ 
resents the frequency lag required for the frequency response of the channel to change 
significantly and is inversely proportional to the delay spread.
Traditionally the design of wireless systems has been focused on increasing the reliability of the 
air interface; in this context, fading and interference are viewed as nuisances that are to be coun­ 
tered [14], For example, equalization or orthogonal frequency division multiplexing (OFDM) 
can be applied to overcome the problem of frequency selective fading [15]. In addition, some 
techniques have been proposed using several antennas either at the transmitter or at the receiver 
to provide the system with transmit or receive diversity, respectively. These methods rely on 
obtaining a power gain in the system that can be used to have more robust wireless transmis­ 
sions.
However, those methods are not sufficient to match the growing demand for high data rates 
in wireless communications, required by new multimedia applications. As the available radio 
spectrum is limited, higher data rates can be achieved only by designing more efficient sig-
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naling techniques. In this direction, the adoption of multiple antennas at both transmitter and 
receiver is the most promising approach to achieve those data rates. In those systems, the spatial 
dimension is also used for the transmission of information, making use of the independent fad­ 
ing of the different paths between transmitter and receiver, further improving existing wireless 
communication systems.
1.2 Motivation of Work
Since the introduction of wireless multiple input-multiple output (MIMO) technology towards 
the end of the 20th century, a great deal of research has been done in the field from a theoretical 
point of view. Different systems and algorithms have been proposed to benefit from multiple 
antennas in wireless communications, characterizing their performance. Only recently has the 
implementation and prototyping of wireless MIMO systems become more relevant. Initially, 
those implementation experiences have been used to validate the results anticipated by theoret­ 
ical analysis. Thus, the existing MIMO prototypes have concentrated on integrating a complete 
system or characterizing the wireless propagation environment.
In this work, the concept of rapid prototyping has been applied not only to obtain an imple­ 
mentation of the algorithms under study but also to help identifying novel algorithms. We have 
concentrated on what is considered to be the most complex part of a MIMO system from a 
computational point of view: the detection algorithm at the receiver. Although many algo­ 
rithms have been proposed to solve the detection problem from a theoretical point of view, only 
a few can be successfully implemented in real-time on a hardware platform. The main idea 
of this research is to fill the gap between purely theoretical research and exclusive hardware 
implementation. Therefore, novel detection algorithms can be proposed making use of the two- 
way communication that can be established between the theoretical analysis of the algorithm 
and its rapid prototyping. As a result of this process of bidirectional feedback, newly proposed 
algorithms can result in a more optimized hardware implementation compared to previously 
proposed ones. By using a rapid prototyping approach, we aim to concentrate on the proof of 
concept of the algorithms from an implementation point of view, without having to pay atten­ 
tion to all the details of a complete hardware implementation.
In order to validate this approach, the sphere decoder (SD) proposed for MIMO detection has 
been the centre of our study. The algorithm is considered to be the most promising approach
Introduction
to obtain ML performance in uncoded MIMO detection. In addition, it can be adapted to 
provide soft-value information in MIMO systems where an outer convolutional or turbo code is 
in use. That makes the SD one of the most appealing algorithms for MIMO detection, having 
been extensively studied in the literature. However, the main problems of the algorithm are 
its variable complexity and the sequential nature of its tree search both affecting its hardware 
implementation. Although different alternatives have been proposed to reduce its complexity, 
most of them still suffer from a variable complexity and some form of sequential search. This 
represents the kind of problem that we are trying to address with this work. By using a rapid 
prototyping approach we want to identify the limitations of the SD from a hardware perspective 
and feedback that experience into designing novel theoretical algorithms that can successfully 
solve those limitations.
At the moment of initiating this research, no implementation of the SD had been published, 
increasing the relevance of obtaining a real-time implementation of the algorithm. Although 
different application-specific integrated circuit (ASIC) implementations have been published 
since, our approach is to use a programmable hardware platform in order to have the degree of 
flexibility required to implement different versions of the algorithms under study. Thus, it is 
possible to have an iterative process between theoretical algorithm development and hardware 
implementation with both aspects benefiting from the process.
Finally, in a more general scope, the aim of this work is to show how the theoretical meth­ 
ods proposed to improve the performance and/or complexity of existing algorithms do not al­ 
ways represent an improvement of the corresponding hardware implementation. In the case of 
variable-complexity algorithms, the focus of previous research has been on reducing the aver­ 
age complexity of the algorithms. However, from an implementation point of view, it is more 
important to concentrate on the variance of that complexity or, furthermore, on the architec­ 
ture of the algorithm. A more regular structure of the algorithm is likely to result in a more 
optimized hardware implementation even if it represents a higher average complexity from a 
simulation point of view. Therefore, we believe that some knowledge of the underlying hard­ 
ware used for the implementation of wireless communication systems can be of great help as a 
means of proposing more optimized feasible algorithms.
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1.3 Thesis Outline
This thesis is structured in several chapters covering the different aspects of this work. The 
chapters follow a logical flow of information, starting with a review of theoretical concepts 
and continuing with the three main aspects of this research: the original SD algorithm, the 
newly proposed fixed-complexity sphere decoder (FSD) and, finally, an extension of the FSD 
for coded systems. The structure of the thesis and the aspects developed in each chapter are as 
follows:
Chapter 2 reviews the concepts of MIMO systems and rapid prototyping given that they repre­ 
sent the foundations of our research. In the first part, the improvements leveraged by the use 
of multiple antennas in wireless communication systems are analyzed. It is shown how there is 
capacity increase compared to single-antenna systems. That capacity increase can be used to 
increase the data rate of the system using spatial multiplexing which is the system under study 
throughout this thesis. In the second part of the chapter, the concept of rapid prototyping is 
defined showing how it can be applied to wireless MIMO sytems. In particular, special atten­ 
tion is paid to previous prototyping approaches, identifying their advantages and disadvantages. 
Finally, our prototyping system and methodology are described, discussing the novel aspects of 
our approach compared to existing prototyping systems.
The original SD algorithm is analyzed in detail in Chapter 3. The algorithm is initially de­ 
scribed from a theoretical point of view. Different channel matrix ordering methods are studied 
to further reduce the complexity of the original SD. In addition, a novel channel matrix ordering 
with reduced complexity is proposed. In the second part of the chapter, a field-programmable 
gate array (FPGA) implementation of the SD is presented using the prototyping system de­ 
scribed in Chapter 2. The implementation results show how the variable complexity and the 
sequential tree search of the SD have a critical effect on the hardware architecture. There is a 
sub-optimum use of the resources and a variable throughput (i.e. number of bits that can be 
detected per second). Both factors represent a potential problem if the algorithm needs to be 
integrated into a complete communication system.
After having identified the drawbacks of the SD from an implementation point of view, Chap­ 
ter 4 describes a novel FSD. Initially, previous alternatives to reduce the complexity of the SD 
are described, showing how they fail to solve the main two problems of the SD. The rest of the 
chapter follows the same structure as Chapter 3. The FSD is shown to approximate the perfor-
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mance of the SD by combining a fixed search and a novel channel matrix ordering tailored to 
that fixed-search. A geometrical method is used to analytically justify the relationship between 
the fixed-search and the proposed channel matrix ordering in an arbitrary MIMO system. In the 
second part of the chapter, different implementations of the FSD are presented, comparing them 
to the SD implementation. In particular, it is shown how the fixed complexity of the algorithm 
results in a more optimized hardware design where the algorithm can be fully-pipelined and par­ 
allelized according to the computational resources available. This results in a lower resource 
use for a comparable implementation with a considerably higher and constant throughput. The 
results are also compared to previous ASIC implementations of the SD, showing how the FSD 
has better real-time performance.
Chapter 5 presents an extension of the FSD, the so-called list fixed-complexity sphere decoder 
(LFSD), to provide soft-value information in the systems where an outer code is combined with 
the MIMO detector to perform iterative detection and decoding using the turbo principle. The 
differences between the LFSD and the FSD are analyzed in the first part of the chapter. The 
fixed search needs to be modified to obtain a list of candidates that can be used to calculate soft- 
value information about the transmitted bits. Following the structure of chapters 3 and 4, the 
second part of the chapter presents an initial FPGA implementation of the LFSD. It shows how 
the LFSD uses more FPGA resources although it can still be fully-pipelined yielding a constant 
throughput. Although only two previous implementations exist of soft-MIMO detectors, they 
are compared to the LFSD showing how it provides a better complexity/performance trade-off.
Chapter 6 contains the concluding remarks about this work, enumerating the major contribu­ 
tions of this thesis, identifying its novel aspects and improvements compared to existing re­ 
search in the same field. In addition, special attention is paid to highlighting the limitations of 
this work that can trigger a number of possible directions of research for the future. Finally, 
the thesis contains five appendixes. Appendix A presents the MIMO channel model used in the 
presence of spatial correlation. Appendix B describes a method to order quadrature amplitude 
modulation (QAM) constellation points according to increasing distance to a given random 
point. Appendix C calculates the effect the FSD channel matrix ordering has on the outage 
probability curves of the signals to be detected by the FSD. Appendix D describes a simple 
method to obtain the two closest QAM constellation points to a given random point. Finally, 
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2.1 Introduction
The starting point of this research is to combine the concepts of MIMO and rapid prototyping, 
both applied to wireless communications. This chapter introduces those two concepts, paying 
special attention to the aspects that will be developed further in following chapters. In the first 
part of the chapter, MIMO systems are described, focusing on the capacity increase that can be 
achieved using multiple antennas at both transmitter and receiver compared to a single-antenna 
wireless communication system. In particular, ways of exploiting that increase are introduced, 
in the form of spatial multiplexing (SM) and space-time coding. Given that this work concen­ 
trates on SM, different detection algorithms for those systems are described identifying their 
performance and complexity trade-off. Furthermore, the addition of an outer code to spatially- 
multiplexed MIMO system is studied in the form of turbo-MIMO systems.
In the second part of the chapter, the concept of rapid prototyping is defined, paying special 
attention to the advantages of this design methodology as a means of quickly implementing a 
wireless communications system. The existing prototyping approaches for MIMO systems are 
studied, identifying their advantages and disadvantages. Finally, the prototyping system and 
the methodology that have been used throughout this research are described in detail. There, 
the motivation behind them and the differences compared to previous approaches are analyzed.
2.2 MIMO Systems
The use of MIMO technology has become the new frontier of wireless communications after 
theoretical analysis showed that significant capacity increases could be achieved under cer­ 
tain conditions by using multiple antennas at both transmitter and receiver [16], [17]. The 
idea behind MIMO is that, at the transmitter, different signals are sent simultaneously through
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the transmit antennas. Those signals go through a wireless channel suffering the impairments 
of wireless propagation scenarios: propagation loss, fading, Doppler shift, interference and 
noise [12]. At the receiver, each antenna receives a copy of each one of the transmitted signals. 
Figure 2.1 shows a simple schematic of the MDV1O system described above with M transmit 












M antennas N antennas
Figure 2.1: MIMO schematic with M transmit and N receive antennas.
In such a system, each pair of transmit and receive antennas provides a path between the trans­ 
mitter and the receiver. Thus, the increase in capacity in MIMO systems compared to a single- 
antenna system is obtained via the potential decorrelation between the channel coefficients of 
the different paths in the wireless channel (i.e. independent scattering), which can be exploited 
to create several parallel sub-channels. Although the faded versions of different signals are 
mixed at each receive antenna, the existence of the N copies of the transmitted signals at the 
receiver creates an opportunity to improve the capacity of the system. An important aspect of 
this capacity increase is that it comes without an increase in the bandwidth or in the overall 
transmit power compared to the single-antenna case.
2.2.1 Capacity of MIMO Channels
In this section, we study the capacity of a MIMO wireless channel for the cases of deterministic 
and random fading channels. The capacity is defined in the Shannon sense, i.e. the maximum 
data rate that theoretically supports an error-free transmission, given a specific signal to noise 
ratio (SNR), over an analog communication channel if it is subject to random data transmission 
errors. In a general single input-single output (SISO) system, the channel capacity per Hz can 
be written as [3]
Csiso = Iog2 (1 + SNR) bps/Hz . (2. 1)
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To study the capacity of MIMO channels, we assume an open-loop scheme where the channel 
is unknown to the transmitter but it is perfectly estimated at the receiver, as opposed to a closed- 
loop scenario, where the transmitter would have perfect channel state information (CSI). In an 
open-loop scheme, the input-output relation of the MIMO channel is given by
r = Hs + v , (2.2)
where s represents the M-vector of transmitted symbols with a normalized average symbol 
energy ES /M so that the transmitted energy is independent of the number of transmit antennas, 
v is the ./V-vector of independent and identically distributed (i.i.d.) complex additive white 
Gaussian noise (AWGN) samples with variance NQ and r is the TV-vector of received symbols. 
The N x M channel matrix H contains the information about the channel path coefficients 
between each transmit and receive antenna. We assume a block fading channel model so that the 
channel path coefficients are fixed during a transmission block and they change from block to 
block based on the statistical model. Thus, the resulting capacity of the channel is a function of 
the random channel matrix H. For the capacity analysis undertaken in this section, a Rayleigh 
fading channel model is considered with i.i.d. elements having normalized energy E[\hij | 2 ] = 1.
Capacity of a deterministic MEMO channel
In order to study the channel capacity for a random channel matrix, we first assume a sample 
realisation of the channel, i.e. H is deterministic. The capacity of the MIMO channel is written 
as [16], [18]
CMIMO = max /(s; r) , (2.3)
/(s)
where /(s) is the probability density function (pdf) of s and /(s; r) is the mutual information 
between s and r. The mutual information in (2.3) can be written as
/(s; r) = #(r) - H(v) , (2.4)
where #(r) and H(v) represent the differential entropy of r and v, respectively [16].
Maximizing the capacity CMIMO in (2.3) is equivalent to maximizing H(r) in (2.4), which 
occurs when s is zero mean circularly symmetric complex Gaussian (ZMCSCG) and is com­ 
pletely defined by its covariance matrix Rss = E[ss^] with Tr(/?ss ) = Es . After calculating
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H(r) and H(v), the capacity of a deterministic MIMO channel is given by [16]
CMIMO = max loS2 det ( IN + 1rrHRssHH } bps/Hz, (2.5) 
Tr(RS3 )=Es \ NQ )
which is often referred to as error-free spectral efficiency [11].
Given that we are considering that the channel is unknown at the transmitter, a good assumption 
is to distribute the input power equally among the transmit antennas, i.e. Rss = (ES/M] IM» 
which is shown to be optimal for i.i.d. Rayleigh fading in [16]. Thus, the channel capacity in 
(2.5) can be rewritten as
CMIMO = Iog2 det (lN + -JJ2-HH*) bps/Hz. (2.6) \ MNo )
Capacity of a random MIMO channel
We assume the random channel matrix H as defined in (2.2). In this case, the capacity of the 
channel in (2.6) is also a random variable where two possible scenarios can be defined. Initially, 
we consider the case where an independent channel realisation is generated for each channel 
use. In this case, the ergodic capacity is used as a capacity measure, representing the ensemble 
average of the information rate over the distribution of elements of H. This assumes that we 
are coding across the ensemble of H. If the channel is unknown to the transmitter, the ergodic 
capacity of a random MIMO channel can be written as
CMIMO = E Iog2 det ( IN + ——HHW j bps/Hz, (2.7)
where Es /No represents the SNR [16].
Figure 2.2 shows the ergodic capacity increase that can be achieved in a MIMO channel com­ 
pared to an equivalent single-antenna system. It can be observed how the capacity increases, 
approximately according to min(M, N), in comparison to a 1 x 1 system for relatively high 
SNR values. In the simulated scenario, the capacity doubles every time the number of transmit 
and receive antennas is doubled, although for lower SNRs, the gain is less dramatic.
In the second scenario, the channel is chosen randomly at the beginning of the transmission and 
is held constant for all channel uses. In this case, the ergodic capacity has no meaning given 
that the channel is not ergodic. Instead, the concept of outage capacity is used, which quantifies
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Figure 2.2: Ergodic capacity of a random M1MO channel with M = N.
the level of capacity that can be guaranteed with a certain level of reliability [16]. Therefore the 
q% outage capacity Cq is defined as the information rate that is guaranteed for (100 — q) % of all 
channel realisations [19]. Although no detailed study is included in this work, the same level of 
capacity increase as for the ergodic capacity can be observed when multiple antennas are used 
at both transmitter and receiver. That increase is higher for larger antenna configurations [11].
2.2.2 MIMO Techniques
The increase in capacity provided by the multiple antennas can be used in two different di­ 
rections. First of all, the data rate of the communication system can be increased using the 
multiplexing gain provided by SM techniques. This work focuses on the advantages that can 
be obtained in wireless transmission by combining multiple antennas and SM. On the other 
hand, the quality of the link, i.e. bit error ratio (BER), can be improved using space-time 
codes (STC) [20]. Those two methods can be combined in a wireless communication system to 
achieve different levels of diversity and multiplexing, combining the increased reliability when 
using STC and the higher data-rates in spatially-multiplexed systems [21].
Spatial Multiplexing
In MIMO systems using SM techniques, the information stream is split into multiple parallel
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streams, which are independently mapped and transmitted simultaneously from the multiple 
antennas [18], [22]. At the transmitter, the bit stream is demultiplexed into M different sub- 
streams, which are modulated and transmitted from each transmit antenna. Under favourable 
channel conditions, the spatial signatures of these signals induced at the receive antennas are 
well separated. The receiver, having knowledge of the channel, can differentiate between the 
different co-channel signals so that the original sub-streams can be multiplexed back together 
to yield the original bit stream. Thus, SM increases transmission rate proportionally with the 
number of transmit-receive antenna pairs [11]. Different algorithms exist to solve the detection 
problem in this system, a subset of those algorithms is described in Section 2.2.3.
In addition, the performance of that system can be improved by adding an outer convolutional 
or turbo code to the system forming a turbo-MIMO system [23]. This system is described in 
Section 2.2.4.
Space-Time Coding
Space-time coding is a coding technique designed for use with multiple antennas to approach 
the capacity of MIMO channels [24]. With STC, coding is performed in both spatial and tem­ 
poral domains to introduce correlation between signals transmitted at various time instants. The 
spatial-temporal correlation is used to exploit the MIMO channel fading and minimize trans­ 
mission errors at the receiver extracting the maximum MN order diversity of the system [21], 
In particular, a MIMO system is considered to have a diversity order d if the probability of error 
decays, at high SNR, like l/SNRd [21]. The diversity order of a system can be calculated as
log Pe (SNR) 
S^o, logSNR ——* <2 '8>
where Pe (SNR) indicates the error probability as a function of the SNR.
STC can be divided into two types: space-time block codes (STBC) and space-time trellis 
codes (STTC). In STBC the data stream to be transmitted is encoded in blocks which are 
then distributed among the transmit antennas and across time in order to achieve diversity 
gain [25], [26]. The advantage of STBC is that ML decoding can be achieved at the receiver 
with only linear processing, achieving full transmit diversity [25]. The second type of STC, 
STTC, are an extension of conventional trellis codes [24]. This scheme transmits multiple re­ 
dundant copies of a trellis code distributed among the transmit antennas and across time. In 
contrast to STBC, they are able to provide both coding gain and diversity gain. However, being
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based on trellis codes, they are more complex to encode and decode than STBC, relying on the 
Viterbi decoder at the receiver.
2.2.3 Detection Algorithms for Spatial Multiplexing
The optimum detector for spatially-multiplexed systems is the maximum likelihood detector 
(MLD). However it suffers from an exponential complexity with the number of transmit anten­ 
nas. In order to overcome this problem, a number of detection algorithms have been proposed 
to reduce the complexity of the MLD providing a sub-optimal performance. This section de­ 
scribes a subset of those algorithms together with the MLD.
2.2.3.1 Linear Detector
The linear detector applies a matrix filter F to the vector of received symbols r in order to 
compensate for the effect of the channel [21}. If the zero forcing (ZF) criterion is used, the 
matrix filter corresponds to the pseudoinverse of the channel matrix F = H^ = (H.Htl)~ 1 'H.H . 
Initially, an estimate of the transmitted symbols is obtained at the receiver, written as
s = Hfr = s + HW . (2.9)
Then, a slicer is applied to s to obtain the closest multi-dimensional constellation point to s. 
This detector has low complexity, roughly polynomial of third order, O(M3 ), when M = N. 
In particular, the complexity of the computation of H* is O(M3 ) and the complexity of the 
computation of s is O(M2 ). However, it provides a sub-optimal BER performance due to the 
noise amplification that occurs in H* v. The performance of the linear detector can be improved 
if the minimum mean-square error (MMSE) criterion is used. In this case, the matrix filter 
balances the mitigation of the interference between the antennas and the noise enhancement, 
minimizing the total error while having a similar level of complexity. The matrix filter for the 
MMSE linear detector is written as
(2.10)
2.2.3.2 V-BLAST Detector
The vertical-Bell Labs layered space time (V-BLAST) detector belongs to the family of ordered 
successive interference cancellation (OSIC) detectors [22], [281. It improves the performance of
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the linear detectors by performing the detection iteratively. At each symbol time, it first detects 
the strongest transmitted signal at the receiver and then cancels the effect of this strongest signal 
from each of the remaining received signals. The process continues until all the transmitted 
signals have been detected. In the original V-BLAST algorithm, the ZF criterion is used. This 
detection scheme performs a total of M iterations (i = 1,..., M) consisting of the following 
recursive steps:
• Ordering step: the signal to be detected is obtained by choosing the row of H] with 
minimum Euclidean norm, to minimize the post-detection noise amplification [22]. The 
signal index is obtained from
(HjWI 2 , (2.H)
where (Hj)j represents the j-th row of H| with j e [1, M] - {k;_i} (i.e. j can only 
take the values of signals that have not been previously detected). The index vector 
kj_i indicates the rows of H^ that have been selected in previous iterations. In the first 
iteration step H| = H^.
Nulling step: The row (H|) fc is chosen as the nulling vector w^ and it is used to null out 
all the weaker transmitted signals and obtained the strongest transmitted signal s^ using
(2.12)
• Slicing step: the estimated constellation point of the strongest transmitted signal is ob­ 
tained by slicing sjt to the nearest constellation point s^.
• Cancellation step: since the strongest transmitted signal has been detected, its effect can 
be cancelled from the received vector to reduce the interference in the detection of the 
remaining transmitted signals. This step is written as
ri+i=r<-sfc (H) fe , (2.13)
where (H) fc corresponds to the fc-th column of H. Correspondingly, the channel matrix 
Hi+i for the next iteration is obtained zeroing the fc-th column of Hi and the vector k* 
is obtained from kj_i, adding the index k in the current iteration. After this step, the 
algorithm returns to the ordering step where the pseudoinverse is calculated again and
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the next signal to be detected is obtained.
The process is repeated until all the signals have been detected. The V-BLAST-ZF algorithm 
can be seen as a form of generalized decision-feedback equalizer (GDFE) [29]. This detector 
has also polynomial complexity O(M4 ), when M = N, In particular, the complexity of the 
computation of the nulling vectors Wfc is O(M4 ) and the complexity of the computation of s is 
O(M2 ). Different alternatives exist to reduce the complexity of this detector by one order of 
magnitude [30], [31].
In addition, the performance of the V-BLAST detector can be improved using the MMSE crite­ 
rion and applying the matrix filter H* defined in (2.10) [32]. In this case, the optimal detection 
order is obtained selecting, in each iteration, the signal with the maximum signal to interference 
plus noise ratio (SINK) among the signals still to be detected.
2.2.3.3 Maximum Likelihood Detector
The MLD is the optimum receiver for uncoded MIMO transmission [33]. It chooses the trans­ 
mitted vector that solves
sml = argmin||r-Hs|| 2 , (2.14)
performing an exhaustive search over the entire transmitted constellation finding the most prob­ 
able transmitted vector. Although it provides ML performance, it suffers from a high complex­ 
ity. The complexity of computing Smi is exponential with the number of transmit antennas 
0(PM ), that can be prohibitive for large number of antennas or constellation sizes. Recently, 
the SD has been applied to wireless communications as a means of reducing the complexity of 
the MLD while providing the same ML performance [34]. In particular, its complexity can be 
considered to be polynomial for moderate numbers of antennas and constellation orders [35]. 
The SD is analyzed in detail in Chapter 3.
Figure 2.3 shows the BER performance of the different detection algorithms in a 4 x 4 system 
with 16-QAM modulation as a function of the SNR per bit. It can be observed how the use of 
the MMSE criterion improves the performance of the linear and V-BLAST detectors compared 
to the ZF criterion. In addition, the iterative V-BLAST scheme improves the performance of 
an equivalent linear detector. Finally, the MLD gives the optimal ML performance, greatly 
improving the performance of the other MIMO detectors. This explains the interest in finding
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Figure 2.3: BER performance ofMIMO detection algorithms as a function of the SNR per bit 
in a 4 x 4 system.
2.2.4 1\irbo-MIMO Systems
In order to achieve capacity, in the Shannon sense, a wireless communication system must com­ 
bine channel encoding with an asymptotically large codeword size and an appropriate matched 
decoder at the receiver [11]. However, in a practical system, finite block sizes must be used 
together with the largest feasible codeword length and optimal decoding to approach ML per­ 
formance. The main drawback of such a system is its prohibitively large complexity. Iterative 
receiver designs like turbo decoding have been proposed to reduce the complexity while ap­ 
proaching optimal performance [36].
A turbo-MEvlO system is based on a combination of .a spatially-multiplexed MIMO system 
and an outer code with an interleaver operation in between [37], [38]. In such a system the 
turbo-principle can be applied between the MDvIO detector and the outer decoder to approach 
the channel capacity by performing iterative detection and decoding [23]: The MIMO detector 
takes the role of the inner decoder providing soft-value information. Both the MIMO detector 
and the outer decoder exchange extrinsic soft-value information iteratively in order to improve 
the performance of the system. Figure 2.4 shows a generic block diagram for such a scheme. 
It can be seen how, at the receiver, the soft-MIMO detector and the outer decoder exchange
18
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Figure 2.4: Generic turbo-MlMO block diagram.
extrinsic information about the inner and outer bits. At the same time, the outer code can 
consist of a convolutional code or a turbo code. If a turbo code is used, the outer decoder 
performs internal iterations following the scheme introduced in [36].
The main drawback of such a turbo-MIMO system lies in the complexity of the soft-MIMO 
detector given that, ideally, a MLD would need to be used. However, different alternatives have 
been proposed to reduce the complexity of the soft-MIMO detector while trying to approach 
ML performance [39], [40]. This turbo-MIMO system and the design of the soft-MIMO detec­ 
tor are studied in detail in Chapter 5.
2.3 Rapid Prototyping
The addition of multiple antennas to wireless communication systems is increasing their com­ 
plexity considerably, having an impact on their development time. In the past, the process of 
implementing a system had three main stages: the system model, the system prototype and 
the working system. Nowadays, the effort of developing a prototype could be similar to that 
of developing the entire product, so that fewer companies implement a prototype to check the 
viability of a product. However, prototyping still plays an important role in the development of
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a communication product and that is why the rapid prototyping of MIMO systems has become 
increasingly important [41], [42]. These prototypes are used as a means of validating results 
anticipated by theoretical research, as product demonstrators or as real-time testing platforms.
We can define rapid prototyping as a design methodology where a high-level design is quickly 
translated into a hardware implementation. The resulting prototype can be the initial realisation 
of a research idea or standard that can be used as a reference, proof of concept or platform for 
future developments and improvements. The importance of rapid prototyping in the analysis 
and implementation of MIMO systems is due to the following factors [43]:
• The use of multiple antennas at both transmitter and receiver yields a significant variety 
of new algorithms. Given that those algorithms have different advantages and disad­ 
vantages, the optimum choice normally depends on the actual channel conditions and 
overall system. In order to characterize the channel conditions, real-time and real-world 
experiments are necessary given the possible inaccuracies of computer simulations.
• A prototype also has the potential advantage of providing a more exhaustive data set for 
testing. The possibility of having real-time execution allows to test a system with a higher 
number of scenarios that cannot be fully covered with computer simulations.
• In addition, computer simulations often make numerous assumptions and simplifications 
that can be overly optimistic like perfect timing or channel estimation.
• From an implementation point of view, the use of rapid prototyping has the advantage 
of identifying complexity issues early in the design cycle of a new product or during 
standardization. Thus, critical implementation issues are identified early and delays due 
to unrealistic specifications can be avoided.
• Finally, from a final product point of view, prototypes are also important for marketing 
purposes, as they can be used as product demonstrators.
Figure 2.5 shows a diagram indicating the position the prototype occupies in the design and 
development of a wireless communication system. It can be seen how the prototype represents 
an intermediate step when going from the system concept to the final product. Therefore, it 
removes some of the simplifying assumptions of the system concept without having to achieve 
the level of detail of the final product.
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System Concept Prototype Final Product 
Figure 2.5: Stages in the development of a MIMO system.
In our work, rapid prototyping has been used as a means of quickly identifying the implications 
of some of the existing MIMO detection algorithms from an implementation point of view. 
Thus, the drawbacks of those algorithms have been studied in order to propose novel algorithms 
that would overcome these disadvantages. In this sense, the prototype has been used as a means 
of gaining experience in the mapping of theoretical algorithms onto a hardware platform. That 
experience can be used in the algorithm design to propose more optimized algorithms in terms 
of resource use and detection speed. In the next section, existing prototyping approaches are 
analyzed, describing their common features and identifying the differences between them and 
the rapid prototyping system used during this research.
2.3.1 Previous Rapid Prototyping Approaches
Developing rapid prototyping systems has been target of both academic research and profes­ 
sional development, yielding several current alternative systems. Although they have some 
points in common, there are differentiating factors in each one of the approaches. Therefore, 
this section will discuss the alternatives found in the literature classifying them into three dif­ 
ferent categories, according to their features and their main research interests.
2.3.1.1 Complete Real-Time MIMO System
Several prototyping approaches have concentrated on implementing a complete MIMO system 
to measure its performance in a real propagation scenario. The resulting prototype is usually 
a heterogenous combination of digital signal processors (DSPs), FPGAs and radio frequency 
(RF) front-ends for different wireless applications. For example, a single-carrier MIMO system 
is described in [44], [45]. A MEMO extension for UMTS is presented in [46], whereas the
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concept of multiple antennas is applied to OFDM systems in [47], [48], [49].
In these prototyping systems the main interest is in the integration of the complete system to 
identify the problems that can arise when interfacing the different blocks of the system. The 
integration of the different algorithms involved in the transmission and reception processes is 
one of the critical aspects of this prototyping experience. In addition, the characterization of the 
system performance in actual transmission conditions (i.e. considering a real MIMO channel) 
is also of interest. However, due to the overall complexity of the system and the different factors 
to be taken into account, intermediate steps are normally performed considering a simulated or 
emulated MIMO channel [44], [47]. With this approach, the possibility of integrating novel 
concepts or algorithms into the MIMO system is limited, given that only algorithms that have 
been well characterized theoretically are considered for implementation.
2.3.1.2 Real-Time MIMO System with Channel Emulator
Another prototyping approach consists of a MIMO system which is implemented in real-time 
with the use of channel emulators to generate the propagation scenario. A single-carrier MIMO 
system is presented in [50] with the use of channel emulators to perform realistic and repeatable 
performance measurements. On the other hand, a MIMO-OFDM system is implemented in [51] 
to evaluate its performance in different indoor scenarios. As in the previous approach, the 
resulting prototype also contains a combination of DSPs and FPGAs but with a limited front- 
end depending on the requirement of the channel emulators.
The main focus of this approach is on the evaluation of the receiver. With the channel emu­ 
lators, the performance of acquisition, synchronization and channel estimation algorithms can 
be measured in different realistic propagation scenarios without having the variability of real- 
world MIMO propagation scenarios. In addition, the flexibility of the channel emulators allows 
for different MIMO channel models to be generated and used for the characterization of the 
implemented MIMO system. In this case, the effort of algorithm development concentrates on 
specific acquisition tasks at the receiver that can be tested using the channel emulators.
2 3.1 3 Offline MIMO System with Real Wireless Channel
This last category consists of offline MIMO systems connected to RF front-ends in order to 
transmit data over a real wireless MIMO channel. The existing prototyping systems mainly
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concentrate on MIMO-OFDM systems [52], [53], [54], although single carrier systems have 
also been implemented [55]. The structure of those prototypes is based on the following three 
elements: computers that generate the information to be transmitted and process the information 
obtained from the wireless link, transmitter and receiver boards normally consisting of FPGAs 
and RF front-ends for real channel interfacing.
In this prototyping approach, the MIMO system is mostly used to gather data in order to char­ 
acterize the MIMO channel in different real environments. The processing of the data is done 
offline on the computers in order to provide the system with the required flexibility to adapt to 
different propagation scenarios. Thus, different algorithms can be implemented at both trans­ 
mitter and receiver with the possibility of considering advanced novel architectures. However, 
given that the algorithms are not implemented in real-time, very little insight can be gained 
about the effect the different algorithms can have on the final system.
2.3.2 Rapid Prototyping System
The prototyping alternatives described in the previous section pay special attention to the dif­ 
ferent aspects of system integration and real wireless channel testing. As a result, the MIMO 
detection algorithm block is normally reduced to implementing a well-known existing algo­ 
rithm, selected according to computer simulations or results found in the literature. Therefore, 
these prototypes are not suitable for implementing and testing novel MIMO detection algo­ 
rithms to expand initial simulation results and asses their complexity.
The rapid prototyping system used in this work overcomes this problem by concentrating only 
on the signal processing aspects of the MIMO detection algorithms on a hardware platform, 
with the rest of the MIMO system being computer-simulated. It is possible, then, to analyze 
novel MIMO algorithms while, at the same time, looking at their hardware implications. In 
order to achieve this, the rapid prototyping system must have the simplicity and, at the same 
time, the flexibility required to quickly move from a computer-based implementation of an 
algorithm to its real-time implementation. The main requirements for such a rapid prototyping 
system are:
• A reconfigurable hardware platform to implement and analyze different MIMO algo­ 
rithms.
• A prototyping methodology that does not require detailed knowledge of the underlying
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hardware to allow a rapid implementation of the algorithms.
• A uniform testing environment to compare computer-based simulations and hardware 
execution.
• Possibility of running the algorithms in real-time to characterize their throughput (i.e. 
number of bits that can be detected per second).
• A simple and flexible interface to synchronize the hardware platform and the computer- 
based MIMO system.
An FPGA board has been selected as the hardware platform for the study and prototyping 
of MIMO algorithms, given the high level of parallelism of FPGAs and their evolution, with 
higher densities and the addition of embedded multipliers. The platform for this work has 
been provided by Alpha Data Ltd. [56] and consists of an ADC-PMC peripheral component 
interconnect (PCI) adapter board that hosts two FPGA boards: an ADM-XRC-II with a Xilinx 
Virtex-II (XC2V4000) and an ADM-XP with a Xilinx Virtex-II-Pro (XC2VP70), both with 
external static random access memory (SRAM) memory for data storage. Figure 2.6 shows the 
block diagram of the ADM-XP board.











PCI-X / Pa Bus
Figure 2.6: ADM-XP block diagram (after www.alpha-data.com). 
The platform provides the required degree of reconfigurability. In addition, the PCI interface
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and the board drivers guarantee seamless synchronization and data transfer between the MIMO 
algorithm implemented on the FPGA and the rest of the MIMO system running on the host PC.
2.3.3 Rapid Prototyping Methodology
The rapid prototyping methodology selected is based on The MathWork's MATLAB and Simu- 
link [57] and Xilinx's DSP System Generator [58] tailored to the Alpha Data FPGA boards. 













Figure 2.7: Rapid prototyping methodology.
Initially, MATLAB is used to implement a complete MIMO system including transmitter, chan­ 
nel simulator and receiver. This system provides us with the flexibility required to combine 
transmit/receive algorithms with different channel conditions. Although the modelling of a 
practical hardware system is limited with MATLAB, it allows us to quickly identify receive 
algorithms that could be targeted for the FPGA.
Once the algorithms of interest have been identified, they need to be implemented on the FPGA 
using a prototyping tool as similar as possible to a symbolic or mathematical programming 
language. For that purpose, the Xilinx DSP System Generator is used to implement the MIMO 
algorithms on the FPGA. The tool is embedded in a Simulink environment and provides differ­ 
ent blocks to perform basic mathematical and bit operations that can be directly mapped on the 
FPGA for real-time execution. This high level of abstraction provides two main advantages:
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• The use of hardware description languages is not required to translate the signal process­ 
ing algorithms from MATLAB to System Generator.
• The debugging of the FPGA design is simplified because mathematical operations of the 
algorithms can be easily identified in the FPGA model.
At the same time, this high level of abstraction also allows the FPGA design to be optimized. 
This is achieved by selecting the appropriate precision in the datapath operations and scheduling 
the different parts of the algorithm to make an optimum use of the processing power of the 
FPGA.
The development of the FPGA model is embedded in a Simulink testbench that has the basic 
transmit, receive and wireless channel functionalities of the complete MATLAB MIMO system 
to allow the transmission and reception of data frames using the FPGA model of the MIMO 
receive algorithm. This testbench facilitates the debugging of the design in the development 
stage, with the possibility of monitoring every signal in the FPGA model.
The FPGA model is then synthesized, mapped and routed using Xilinx's synthesis tools. The 
output data generated by those processes can be used to analyze the resource use and the timing 
constraints of the design, identifying where the bottlenecks of the design are in order to improve 
it.
After the final version of the model has been synthesized, a bitstream is generated for the 
hardware co-simulation of the FPGA design. This hardware co-simulation of the algorithm 
uses a memory interface embedded in a Simulink environment to synchronize and transfer data 
to and from the host PC. The communication between the Simulink environment and the FPGA 
is handled internally using shared memory blocks implemented in the FPGA, and externally 
using SRAM devices on the board.
Finally, the hardware design on the FPGA and the Simulink interface are embedded in the 
complete MATLAB model to evaluate the performance of the hardware implementation and 
compare it to MATLAB. In order to have a seamless integration in the MATLAB model, spe­ 
cial routines have been implemented to adapt the data format to the FPGA memories used 
for synchronization. Figure 2.8 shows the integration of the hardware implementation of the 
MIMO detection algorithm in the MATLAB system model.
The rapid prototyping methodology presented allows us to have a fast path from the original al-
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Figure 2.8: Hardware-in-the-loop MIMO system diagram
gorithm, with no assumptions about the hardware platform, to the final implementation running 
on the FPGA. In addition, the MIMO system model can perform real-time hardware-in-the- 
loop testing of the MIMO receive algorithm.
2.4 Chapter Summary
The two main aspects involved in this work have been described in this chapter. Initially, the 
advantages of using multiple antennas in wireless communication systems have been shown. 
MIMO techniques provide a capacity increase compared to single-antenna systems. That ca­ 
pacity increase can be used to either increase the data rate using SM or improve the link quality 
using STC. In addition, different detection algorithms for spatially-multiplexed systems have 
been introduced to identify their different levels of performance and complexity. The impor­ 
tance of the SD has been outlined given its ML performance while having a reduced complexity 
compared to the MLD. The combination of an outer code and SM has also been described in 
the form of turbo-MIMO systems.
Given that the final aim of this work is to have a real-time implementation of MIMO detection 
algorithms using rapid prototyping, the second part of the chapter has defined the concept 
of rapid prototyping. Previous rapid prototyping approaches have been classified, identifying 
their advantages and disadvantages. As opposed to previous prototyping systems, our system 
concentrates solely on the MIMO detection algorithm, allowing for novel algorithms to be 
implemented on a hardware platform. Finally, the hardware platform and the rapid prototyping
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methodology have been introduced. FPGA boards have been selected due to their high level 
of parallelism, high densities and embedded multipliers. They provide the flexibility requited 
to analyze different MIMO detection algorithms from an implementation point of view. At 
the same time, the methodology considered allows for a quick hardware implementation and a 
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3.1 Introduction
In this chapter, the sphere decoder (SD) applied for the detection of uncoded MIMO systems is 
analyzed from both a theoretical and an implementation point of view. In particular, the com­ 
plex version of the SD is considered as opposed to the more common real version (consisting 
of an equivalent real decomposition of the system). The reasons are twofold: first of all, the 
complex SD can be applied to any constellation, whereas the real version is limited to constel­ 
lations that can be decomposed into real and imaginary components (i.e. QAM modulation). 
In addition, the complex version of the SD allows for a more optimized hardware implementa­ 
tion of the algorithm making better use of the inherent parallelism of the underlying hardware 
platform [59], [60].
Initially, the SD is analyzed from an algorithmic point of view, describing how the ordering of 
the channel matrix can reduce the complexity of the algorithm. Simulation results are shown of 
the performance and complexity of the algorithm for the different ordering methods. In the sec­ 
ond part of the chapter, the rapid prototyping of the SD is described, putting special emphasis 
on the mapping of the algorithm onto the hardware platform. Finally, results of the implemen­ 
tation are shown, comparing them with those of previous real-time hardware implementations.
3.2 MIMO System Model
We consider a complex-valued baseband MIMO system with M transmit and N receive an­ 
tennas, denoted as M x N, where N>M. Figure 3.1 shows the block diagram of the system 
model where b represents the sequence of bits to be transmitted and b contains the estimated 
bits at the receiver. Assuming symbol-synchronous sampling at the receiver and ideal timing, 
the N-vector of received symbols can be written, using matrix notation, as
r-Hs + v, (3.1) 
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where s = (si, «2> • • •, SM)T denotes the M-vector of transmitted symbols with E[ssw] = 
(1/M) IA/, i.e., the total transmitted power is independent of the number of transmit antennas, 
v = (ui, i>2, • • •, VN)T is the JV-vector of i.i.d. AWGN samples Vi ~ CA/"(0, a2 ) with cr2 = N0 
and r = (ri, rg,..., rjv)T is the AT-vector of received symbols. H denotes the N x M block 
Rayleigh fading channel matrix with independent elements hij ~ £A/"(0,1) representing the 
complex transfer function from transmitter j to receiver i. The entries of H are considered 
to be perfectly estimated at the receiver. The transmitted symbols per antenna are taken in­ 
dependently from a QAM constellation O of P points, representing a spatially multiplexed 
MIMO system. The set of all possible transmitted vectors form an M-dimensional complex 




















Figure 3.1: MIMO system block diagram.
In addition, the case of spatially correlated MIMO channels has been considered. This case 
is of importance because the presence of spatial correlation between the antennas in wireless 
environments reduces the capacity gain achievable in MIMO systems [61]. The channel matrix 
can be written as
(3>2)
where H^ represents the uncorrelated Rayleigh fading MIMO channel, R/^ represents the 
receive antenna correlation and R/TZ represents the transmit antenna correlation. Details of the 
generation of the spatially correlated MIMO channel model can be found in Appendix A.
3.3 Sphere Decoder
The SD is considered to be the most promising approach to achieve ML performance in MIMO 
detection, making use of the underlying lattice structure of the received signal [62]. It was firstly 
introduced as a means of obtaining lattice vectors of minimal length [63] and latter applied to
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wireless communications [34].
Since the elements of H are i.i.d. complex Gaussian and H has rank M, therefore, the set 
{Hs} is defined to be the complex lattice A(H) generated by H. For any given lattice A with 
generator matrix H, we can define the closest lattice point problem as follows: it consists of 
finding the lattice vector x € Hs that minimizes the Euclidean distance between a lattice vector 
contaminated by noise r and x [64]. In a wireless communication context, solving the closest 
lattice point problem is equivalent to performing optimum ML detection on the received vector 
r, represented by
= arg min ||r - Hs|| 2 . (3.3)
In order to overcome the exponential complexity of the MLD with the number of transmit anten­ 
nas M, lattice decoders used to solve the closest lattice point problem, like the aforementioned 
SD, have been applied to ML detection in wireless communications [65].
3.3.1 Sphere Decoder Algorithm
The basic idea behind the SD is to reduce the computational complexity of the MLD by search­ 
ing over only those vectors of the lattice A that lie within a hypersphere of radius R around 
the received vector r, instead of searching over the entire lattice. Figure 3.2 shows the basic 
principle of the SD where the dots represent the noiseless received constellation and the cross 
represents the actual received point contaminated with noise. This process is represented by
g mm Il r — Hs|| 2 . (3.4)
sGOM : 
r-Hs 2 <R2
Figure 3.2: Schematic of the SD principle for the 2-dimensional case - only the points inside 
the circle are searched.
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The Euclidean distance calculation in (3.4) can also be written as
|r - Hs|| 2 = ||H(s - s)|| 2 + \\(IN - HHt)r|| 2 , (3.5)
where H* = (H^H)" 1 !!^ is the pseudoinverse of H and s = H^r is the unconstrained 
least squares estimate or Babai point [35]. It can be observed that the second term in (3.5) is 
independent of the transmitted vector so it can be discarded for the minimization performed 
in (3.4). Therefore, discarding the constant term \\(IN -HHt)r|| 2 that only appears in systems 
where N > M, the sphere constraint (SC) in (3.4) can be written as
||U(s-s)|| 2 <fl2 , (3.6)
where U is an M x M upper triangular matrix, with entries denoted u^, obtained through 
Cholesky decomposition of the Gram matrix G = HHH or, equivalently, QR decomposition 
ofH.
The solution of (3.6) can be obtained recursively, starting from i = M and working backwards 
until i = 1. For each level (representing a transmit antenna), the constellation points Si that
satisfy
U. _ •?.i 2 < _l n 7^|*l *i\ _± 9 V-3 -'/






The points Si in each level that satisfy (3.7) can be obtained through direct calculation of the 
P \Si - Zi\ 2 values. Another method consists of taking into account the search disk defined 
by (3.7) and decomposing the QAM constellation in concentric circles, identifying the valid 
points in each circle. This method has been proposed in [40] and is described in Appendix B 
for completeness. When a new vector is found inside the hypersphere (at i = 1) the radius is 
updated with the new minimum Euclidean distance and the algorithm continues the search with 
the new SC. The search finishes when no more vectors are found inside the current hypersphere
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with the last vector found corresponding to the ML solution Smi- This process can be seen as 
a depth-first constrained tree search through M levels where each level contains P nodes and 
each node has P branches. When, in any level i, Ti < 0, the accumulated distance from the 
root to that node has exceeded the SC and the entire branch plus all its descendants can be 
discarded, yielding a speed increase compared to an exhaustive search [34].
Two different methods exist to define the order, in each level, in which the points s» that satisfy 
(3.7) are visited.
Fincke-Pohst (FP) enumeration: the points are visited in an arbitrary constellation or­ 
der. In the case of the real version of the SD, a lexicographical order is used [63]. In 
this enumeration, the value of R largely determines the complexity of the SD. The 
initial radius is chosen according to the noise variance per antenna, <r2 , noting that 
||r - Hs|| 2 = ||v|| 2 ~ X2N and E [ll v ll 2 ] = Mr2 . Therefore, the initial radius is set 
to
(3.10)
where a guarantees that, with high probability, at least one vector is found inside the 
hypersphere. If no vectors are found, the radius would need to be increased and the 
detector would need to be run again.
• Schnorr-Euchner (SE) enumeration: in this case, the points are visited in increasing 
distance to Zi, incrementing the probability of finding the ML solution among the first 
vectors searched [66]. In this case, R can be set to a very large value without affecting 
the final complexity of an implementation of the algorithm and removing the need for 
an estimate of the noise level at the receiver. However, from a simulation point of view, 
the initial radius still has a marginal effect on the complexity of the algorithm [65]. In 
our simulations, the SE enumeration has been implemented so that the initial radius is 
initially unspecified and then set to the distance of the first vector searched by the SD. 
This method is equivalent to setting the initial radius to infinite so that there is always at 
least one vector found inside the hypersphere.
The SE enumeration is the most attractive method from both a simulation and an implementa­ 
tion point of view [59]. Although an ordering procedure is required in each level, that increase 
in complexity is overcome by the reduction in complexity achieved during the tree search [65]. 
Therefore, the SE enumeration of the SD will be considered for the remainder of the thesis.
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3.3.2 Channel Matrix Ordering
The complexity of the SD can be further reduced by ordering the columns of the channel matrix 
to make it even more probable to find the ML solution among the first vectors searched. When 
no ordering is considered, the SD starts the detection process from antenna M, that corresponds 
to the initial level i = M. Different ordering algorithms have been proposed, both from a the­ 
oretical and from a practical point of view, assuming a packet-based wireless communication 
system where the ordering only needs to be performed once at the beginning of each received 
frame [65], [67]. Thus, the increase in complexity due to the ordering procedures can be con­ 
sidered negligible, obtaining a complexity reduction in the search stage of the SD. From a 
theoretical point of view, the Korkine-Zolotarev (KZ) and the Lenstra-Lenstra-Lova"sz (LLL) 
lattice reductions have been previously proposed as a means of reducing the complexity of the 
SD [64], [65]. However, they suffer from a high complexity and they are not suited for finite 
signal sets like QAM [65].
Three different ordering algorithms are described here to reduce the complexity of the SD 
applied to practical systems. The first two algorithms combine the V-BLAST architecture with 
the ZF and the MMSE criterion [22], [32]. The last algorithm is a novel, single-iteration 
ordering based on the V-BLAST architecture that outperforms the norm ordering presented 
in [65].
• V-BLAST-ZF ordering: this method iteratively orders the columns of the channel matrix 
H. On the i-th iteration, considering only the signals still to be detected, the signal Sk 
(the index k is used to indicate that it does not necessarily coincide with the index i) with 
the smallest post-detection noise amplification, as calculated in [22], is selected. The 
steps performed in every iteration are the following (for i = M, . . . , 1):
1. The pseudoinverse matrix H| = (Hf H^^Hf is calculated, where Hf = Hki+1 
is the channel matrix with the columns selected in previous iterations zeroed (rep­ 
resented by the index vector
2. The signal Sk to be detected is selected according to
(3.11)j
where (Hf), represents the j-th row of H| with j € [1, M] - {ki+i}.
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With this approach, the unconstrained least squares estimate s corresponds to the V- 
BLAST-ZF solution of the system, sv.biast-zf, which is the first point searched in the SE 
enumeration. Thus, the time to reach the ML solution is reduced compared to the case 
where no ordering is performed.
• V-BLAST-MMSE ordering: the search process can be speeded up further using the 
MMSE criterion instead of the ZF criterion [32]. In this case, the first point considered 
by the SE enumeration corresponds to the V-BLAST-MMSE solution, sv_biast-mmse- This 
method uses the SINK as the metric to order the columns of the channel matrix perform­ 
ing the following steps:
1. This step is equivalent to the one performed in the V-BLAST-ZF ordering but the 
extended (N + M) x M channel matrix H, represented by
H
(3.12)
is used instead of H [68]. Therefore, the pseudoinvere calculation is expressed as 
Hj = (Hf ftr'Hf. 
2. The signal s^ to be detected is selected according to k = arg max SINRj, or, equiv-
alently,
k = arg max (3.13)
where (fi)j- represents the j-th row of , (Hf)J represents the j-th column of H;
Thus, the first point considered in the SE enumeration is calculated as sv-biast-mmse =
where
rr = (3.14)
and OMXI is the M x 1 0-vector. It is important to note that, as opposed to the other 
methods described here, this ordering does not reach ML performance if a constellation 
with non-constant power is used (i.e. 16-QAM) [65]. This is due to the fact that, for 
those constellations, the solution of min ||f — Hs|| 2 does not correspond to the solution
ofmin||r-Hs|| 2 ;
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Norm ordering: this novel method uses the idea behind the V-BLAST-ZF ordering but 
performs only one iteration. Thus, the ordering process is simplified without greatly 
compromising the complexity reduction. The ordering consists of the calculation of the 
pseudoinverse H* and the ordering of its rows according to their norms, in decreasing 
order. This ordering is then applied to the columns of the channel matrix. With this 
method, the signal §k that suffers the least noise amplification is detected first speeding 
up the search process of the SD.
This method will be compared with a previously proposed norm ordering [65]. The 
method in [65] consists of directly ordering the columns of the channel matrix according 
to their norms in increasing order.
3.3.3 Complexity Considerations
An important aspect of the SD is the evaluation of its complexity in order to identify the re­ 
sources required for its practical implementation. However, a closed-form expression cannot 
be obtained due to its variable complexity. In fact, the nature of the tree search performed in the 
SD makes the complexity dependent on the channel conditions and the noise level. Different 
studies can be found in the literature regarding the complexity of the SD. An expression for the 
complexity of the original lattice decoder was given in [63]. Recently, the average complexity 
of the SD was studied using a geometric interpretation [35]. There, it was concluded that the 
average complexity of the SD can be considered polynomial, roughly cubic, for a moderate 
number of antennas and constellation orders. However, it still has an exponential lower-bound 
in the complexity for high number of antennas and constellation orders [69].
However, those previous studies only consider the FP enumeration for the complexity analysis, 
which is considerably more complex than the SE enumeration. In the latter case, the ordering 
procedure in each level makes it even more difficult to analyze the complexity of the SD from 
a theoretical point of view. Therefore, we need to resort to Monte Carlo simulations in order 
to evaluate the complexity of the SE version of the SD, although some considerations can be 
made from an algorithmic point of view when channel matrix ordering is considered.
Intuitively, the complexity of the SD is proportional to the number of nodes that are visited 
during the tree search (i.e. the number of constellation points searched per level). In Section 3.3, 
it was shown that the number of points searched per level is determined by (3.7). It can be seen
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that, on average, the number of points searched per level is inversely proportional to E[w|]. In 
addition, this effect is more relevant in the first level, i = M, since Tj decreases with decreasing 
i Therefore, increasing E[u^M] would reduce the average number of points searched in the 
first level, reducing the total number of paths followed during the tree search. This is equivalent 
to reducing the probability of having an error early in the detection process, therefore reducing 
the overall complexity of the algorithm, as presented in [67].
Some insight into the complexity of the SD can be gained by analyzing the effect the different 
channel matrix ordering methods have on E[u|], particularly E^J^]. For that purpose, Ta­ 
ble 3.1 shows the expected values of u| in a 4 x 4 system. The ordering methods described in 
the previous section have been compared to the no ordering case. In addition, a norm ordering 
method proposed originally in [65] and later in [67] has also been included for comparison 































Table 3.1: Expected values of u^ for different channel matrix orderings in a 4 x 4 system.
It can be seen how all the ordering methods increase the expected value £[1444] compared to 
the no ordering case, indicating that they would yield a complexity reduction in the SD. In 
particular, it can be seen how the largest increase happens when the V-BLAST-MMSE ordering 
is applied. Therefore, the largest complexity reduction should be expected for that ordering 
method especially for low SNR, given that for high SNR the V-BLAST-MMSE ordering con­ 
verges to the V-BLAST-ZF ordering. It can also be observed how the small difference in £[^44] 
between the V-BLAST-ZF and the norm ordering indicates that a considerable percentage of 
the complexity reduction of the V-BLAST-ZF could be achieved by performing just one initial 
iteration. Finally, it can be seen how the norm ordering proposed here obtains a larger increase 
in the value of Efn^] compared to the norm ordering proposed in [65]. However, simulations 
need to be carried out in order to compare the complexity reductions, given that the smaller 
value of £[1*33] in the method proposed here could counteract the increase in £[1^44] • It should
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be noted that both norm orderings have the same complexity. The only difference is that the 
norm ordering proposed here calculates the pseudoinverse of the channel before the ordering 
stage while the method in [65] calculates the pseudoinverse after the ordering stage.
3.4 Simulation Results
The BER performance and complexity of the SE version of the SD have been measured through 
Monte Carlo simulations for different constellation orders and channel conditions. The main 
aim is to evaluate the trade-off between its performance and its complexity. In addition, the per­ 
formance and complexity of the SD have been simulated in spatially correlated MIMO chan­ 
nels, to understand the effect correlated channels can have not only on the performance but also 
on the complexity of the SD. The specific correlation matrices for the case of low, moderate 
and high correlation are described in Appendix A. Unless otherwise stated, the results have 
been obtained simulating 30,000 channel realisations with 200 symbols transmitted in every 
channel realisation.
3.4.1 Performance Results
Figure 3.3 shows the BER performance of the SD in a 4 x 4 system with 16- and 64-QAM 
modulation. First of all, the ML performance can be observed when no ordering of the channel 
matrix is applied, that would also be obtained for the norm and the V-BLAST-ZF ordering cases. 
For the V-BLAST-MMSE ordering, the performance degradation mentioned in Section 3.3.2 
can be observed. The degradation is slightly smaller for 64-QAM modulation, although it is 
around 0.25 dB at a BER = 10~3 in both cases. In addition, the performance Of the V-BLAST- 
ZF algorithm is drawn for comparison purposes, where it can be seen the diversity increase 
obtained by using the SD for MIMO detection.
Figure 3.4 shows the performance of the SD in the presence of different levels of spatial cor­ 
relation. The MIMO channel has been generated using (A.7) where the matrix correlation R 
is the same for transmitter and receiver. It can be observed how the performance degrades 
when we move from the low correlation scenario to the moderate or high correlation case com­ 
pared to the uncorrelated case. If the V-BLAST-MMSE ordering is used, it can be seen that 
the degradation compared to the ML performance still exists, but it is important to note that 
it stays practically constant for the different correlation scenarios. Therefore, the presence of
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Figure 33: BER performance of the SD as a Junction of the SNR per bit with and without 
channel matrix ordering in a 4 x 4 system.
spatial correlation does not further affect the BER degradation originally present in the SD with 
V-BLAST-MMSE ordering.
3.4.2 Complexity Results
The number of operations of the search stage of the SD has been obtained for the channel matrix 
orderings under study and for different correlation scenarios. In order to account for the overall 
complexity of the SD, the curves include both arithmetic operations (addition, subtraction and 
multiplication) and logical ones (comparison, branching and sorting). Thus, the complexity 
of the SD can be evaluated taking into account the computational and the control part of the 
algorithm. For simplicity, all the operations have been considered to have the same effect on 
the final operation count. However, it should be noted that, from an implementation point of 
view, those operations would have a different importance with the multiplications being the 
most expensive ones in terms of hardware resources.
The average number of operations of the SD is shown in Figure 3.5 (a) for the different or­ 
derings of the channel matrix in the uncorrelated scenario. It can be seen how the V-BLAST- 
MMSE ordering, at the expense of a performance degradation, provides a significant reduction 
in complexity for low SNR while the reduction gradually disappears as the SNR increases. In
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Figure 3.4: BER performance of the SD as a function of the SNR per bit in the presence of 
spatial correlation in a 4 x 4 system.
general, the results match the conclusions obtained from the analysis of E[u?J performed in 
Section 3.3.3. The norm ordering proposed in [65] is also plotted where it can be observed how 
it is slightly more complex than the norm ordering proposed here.
Figure 3.5 (b) shows the effect the number of transmit antennas M have on the complexity 
of the search stage of the SD. In this case, the results have been obtained simulating 5,000 
channel realisations with 240 symbols transmitted in every channel realisation. The complexity 
of the SD in an M x M system increases with M, although the effect is more important when 
no ordering of the channel matrix is performed. It can be observed that the V-BLAST-MMSE 
ordering reduces the effect of the number of antennas on the complexity, compared to the other 
orderings, although it would provide a degraded BER performance. In this case, the norm 
ordering proposed here clearly outperforms the norm ordering proposed in [65], especially for 
large MIMO systems.
The average complexity of the search stage of the SD for spatially correlated scenarios is shown 
in Figure 3.6. As opposed to other linear and non-linear detectors, the SD with no ordering, due 
to the variable number of operations required to find the optimum solution, suffers an increase 
in complexity when the spatial correlation between the antennas increases. The columns of the 
channel matrix become more correlated, which causes a decrease in E[ii?.] and makes the SD
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Figure 3.5: Complexity of the search stage of the SE-SD as a function of (a) the SNR per bit 
and (b) the number of transmit antennas.
consider more points per level, therefore, increasing the number of operations required for the 
search stage. The different channel matrix orderings show the same trend as the no ordering 
case, except for the V-BLAST-MMSE. In this case, for low SNR and for moderate to high 
spatial correlation (|pi| = 0.5 and \p\ = 0.7), the complexity actually decreases with respect 
to the same correlation level and higher SNR. This can be explained by the combined effect 
the noise level and the spatial correlation have on the matrix H that ultimately determines the 
values ua. In this case, the decrease in E[w?J and the increase in noise result in a decrease in 
complexity compared to the same correlation scenario with higher SNR. However, that low 
SNR regime is also associated with a very high BER.
Therefore, given the small performance degradation and the large reduction in complexity, the 
combination of the SE version of the SD and the V-BLAST-MMSE ordering of the channel 
matrix represents the most promising alternative for practical implementation of the algorithm. 
The penalty is that the ordering procedure would have an increased complexity compared to 
the other ordering methods and an estimate of the noise level would be required at the receiver.
3.5 Rapid Prototyping of the Sphere Decoder
The SE version of the SD has been implemented using the prototyping platform and method­ 
ology described in Sections 2.3.2 and 2.3.3, respectively. Thus, the suitability of the algorithm 
for real-time MIMO detection and the mapping of the SD to hardware can be evaluated. Al-
41
Sphere Decoder for MIMO Systems
M= N=4, 16-QAM , SD
V-BLAST-MMSE ordering
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Figure 3.6: Complexity of the search stage of the SE-SD as a function of the SNR per bit in the 
presence of spatial correlation in a 4 x 4 system.
though ASIC implementations of the SD exist [59], this thesis presents what, to the best of our 
knowledge, is the first FPGA implementation of the SD using a rapid prototyping methodology.





can be seen as an accumulated (squared) Euclidean distance (AED) down to level j = i 
with DM+I = 0 and DI = ||U(s - s)|| 2 , and
i /7. —u ~ (3.17)
can be seen as the partial (squared) Euclidean distance (PED) contribution from level i. There­ 
fore, on each level i, the value Di is calculated to obtain which points Si are selected to continue 
the tree search. One alternative to implement (3.15) is to calculate the P different dk in parallel 
(for the Si points belonging to the P-QAM constellation), add them to Di+l and check which 
ones satisfy the SC. For higher order constellations, this computationally expensive approach
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could be simplified using the method described in Appendix B to directly enumerate the points 
that satisfy (3.7) and reduce the number of di calculations.
Although the value of R is not relevant when the SE version of the SD is used, the FPGA 
implementation keeps the initial radius R in the system architecture for two reasons. First of 
all, in the low SNR region, an appropriate value of the initial radius could reduce the complexity 
(i.e. increase the throughput) of the SD. In addition, the architecture could be easily adapted to 
implement the FP enumeration for comparison purposes.
R ~ — ~^>,
D4 =
Figure 3.7: Tree search diagram for the implementation of the SD in a Ax 4 system with 4-QAM 
modulation.
Figure 3.7 shows a simplified diagram of the tree search that would be performed in the SD 
for a 4 x 4 system using 4-QAM modulation. The red curve represents the initial SC and the 
dashed diagonal lines indicate the branches of the tree that are discarded because the SC is 
not satisfied. The complete tree search performed by the FPGA implementation of the SD is 
described below (starting from i = M):
1. A set of P values A is calculated. The minimum of these values is obtained, representing 
the first point in the SE enumeration for that level i.
2. The rest of the Si and their associated A are saved in increasing order of A into a 
partial candidates memory for level i, in case they need to be visited later in the detection 
process.
3. The minimum A obtained in step 1 is checked against the SC with 4 possible outcomes:
a) If Di < R2 and i ^ 1, goto step 1 with i <— i — 1.
b) If Di < R2 and i = 1, a new solution has been found. R2 <— DI and goto step 4.
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c) If D{ > R2 and i ^ M, goto step 4.
d) If Di > R2 and i = M, goto step 5.
4. The candidates memory from previous levels (icand = i+1,..., M) is searched to obtain 
the partial candidate with Dicand < R2 closest to completion (i.e. lowest icand)- If a 
partial candidate is found, the detection process continues, goto step 1 with i <— icand — 1- 
If no candidate is found, goto step 5.
5. The detection process has finished and the last solution found is the ML solution.
From an algorithmic point of view, this implementation of the SD guarantees that no node in 
the tree is evaluated twice and that, in every loop of the algorithm from step 1 to step 5, a new 
node in the tree is evaluated. This minimizes the number of steps required in the tree search.
3.5.1 System Architecture
The first step in the implementation of the SD is the partitioning of the architecture between 
MATLAB and the FPGA. A very simple partitioning approach has been considered and is 
shown in Figure 3.8. Thus, MATLAB performs the sections of the algorithm that are required 
only once per frame: the pseudoinverse calculation, the ordering of the channel matrix and the 
Cholesky decomposition. On the other hand, the FPGA contains the tree search of the SD.
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Figure 3.8: Partitioning of the SD between MATLAB and the FPGA.
With this approach, we concentrate on the implementation of the tree search and the flexibility 
of MATLAB allows us to evaluate different channel matrix orderings. In case that the whole 
SD would need to be implemented in practice, different solutions exist to map the MATLAB 
operations onto hardware [30], [31], [70]. Figure 3.9 shows the block diagram of the FPGA
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implementation of the SD where the only blocks left out are the input and output memories 
used for synchronization with the Simulink environment. The function of the different blocks 
of the design is described below.
Figure 3.9: FPGA block diagram of the SD.
Internal Memory: This block contains intermediate memory to store the received symbols r, 
the entries of the pseudoinverse of the channel matrix, H^, the entries of the Cholesky decom­ 
position of the Gram matrix, U, and the initial squared radius R2 .
Zero Forcing Unit (ZFU): This block performs the ZF equalization to obtain s = H^r every 
time a new MDVIO symbol needs to be detected. This is performed in parallel with the detection 
of the previous MIMO symbol in order to reduce the latency and increase the overall throughput 
of the system.
Partial Distance Unit (PDU): This block performs the two tasks of step 1. It calculates the 
values Di for each level i. Given that A+i is an input to the block, the process is reduced to 
obtaining the P different values di that can be written as
= Wv ^ iSi — Si ~r
M
£ (3.18)
As noted in [59], if we define
M
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the expression in (3.18) can be rewritten as
(3.20)
where the number of operations required to calculate (3.20) can be reduced taking into account 
that a = Si corresponds to the points of the P-QAM constellation. In particular, for the case of 
16-QAM, the term |a| 2 can only have three different values that can be precalculated and stored 
as constants. In addition, the 16 different combinations of 9ft(6*a) can be obtained through
*a) = ±»(6) • {1, 3} ± 3(6) • {1, 3} (3.21)
where only two real multiplications are required. Therefore, the most computationally intensive 
parts are the calculation of 6 and |6| 2 . In addition, this block searches for the minimum value 
of Di representing the first point in the SE enumeration.
Partial Candidates Unit (PCU): This block stores the distances Dicand obtained in the PDU 
for levels icand = 2, . . . , M. In total, a maximum of (M — 1) x P values are stored. In an 
intermediate step, the block performs the SE of the candidates for each level icand- This is 
done by searching always for the minimum distance Dicand of the points that have not been 
previously visited by the tree search. The resulting M— 1 values are stored in an intermediate 
cache memory.
This block also obtains the next candidate snext that needs to be searched among the values 
stored in the cache memory. The selected value must satisfy the SC and be the one closer to 
completion (i.e. lower icand > «)• This process corresponds to step 4.
Sphere Constraint Unit (SCU): This block checks if the AED Di of the point Si obtained in 
the PDU satisfies the SC. Depending on the result of this check and the current level i, this 
unit selects between the point Si and the candidate snext from the PCU as the next input for the 
PDU. Additionally, it indicates the control unit (CU) which level needs to be detected next.
Control Unit (CU): This block is responsible for the transition between the levels. It reads 
the channel coefficients (Ht and U) that are required in every iteration. In addition, it controls 
which point of the detection process the SD is at, synchronizing the other blocks appropriately.
Demapper Unit (DU): This block performs the P-QAM demapping of the ML solution s^.
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Figure 3.10 shows the flowchart of the SD algorithm indicating which blocks of the SD archi­ 
tecture are responsible for the different parts of the algorithm. First of all, the irregularities of 
the SD with the different loops and if-else clauses can be observed, indicating that they will 
have an effect on the final hardware implementation of the algorithm. Secondly, the interde- 
pendencies between the different parts of the algorithm (i.e. blocks of the architecture) indicate 
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Figure 3.10: Flowchart of the SD and mapping onto the FPGA architecture.
3.5.2 Sphere Decoder Scheduling
From a hardware point of view, the SD makes use of the inherent parallelism of the FPGA plat­ 
form. The independent parts of the algorithm have been scheduled to run in parallel, therefore 
reducing the number of blocks that form part of the critical path. This reduction in the critical 
path results in an increase in the overall throughput of the system.
Figure 3.11 shows the time diagram of the SD algorithm on the FPGA. The diagram represents 
two iterations of the SD, for i = M and i = M — 1, showing when the different blocks are
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active. The light grey rectangles represent the blocks that are executed in every iteration of 
the SD. On the other hand, the dark grey rectangles represent the blocks that are not executed 
in every iteration of the SD, resulting in partially used hardware resources. Finally, the white 
spaces represent unused hardware resources l .
Figure 3.11: FPGA time diagram of the SD.
It can be seen that the two most computationally intensive blocks, PDU and PCU, can be 
pipelined with one iteration-delay. While the PDU is calculating the AEDs for level i, the PCU 
obtains the SE enumeration of the candidates from level i + 1. When i = M, the PCU is not 
executed, indicated by a dark grey rectangle with no label on it.
The ZFU is executed only when i = M and extends into the following iteration. It precalculates 
s for the next MIMO symbol to be detected. The DU is only executed when a solution has been 
found and the detection process for the MIMO symbol has finished (i.e. i = M and the next 
MIMO symbol starts to be detected).
The critical path of the algorithm is formed by the PDU and the SCU, directly determining the 
throughput of the system. The white spaces and the dark grey blocks in the diagram indicate a 
suboptimum use of the FPGA resources available. This is due to the interdependency between 
the different blocks that makes it difficult to map the SD algorithm into a high throughput, 
highly-pipelined implementation. In addition, the light grey blocks contain sequential sub- 
blocks that cannot be fully pipelined, also representing a suboptimum use of the resources.
'The term "unused or partially used hardware resources" means that a part of the design is running but processing 
data not relevant for the detection process, therefore representing a suboptimum use of the resources.
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3.6 Implementation Results
The SD has been implemented for a 4 x 4 system with 16-QAM modulation. This setup has 
been selected because the dimensionality of the problem, PM = 65,536, makes it impossible 
to implement the MLD in real-time. The FPGA design has been integrated into the MATLAB 
system model in order to perform hardware co-simulation of the algorithm and compare the 
real-time fixed-point performance with the floating-point MATLAB one.
3.6.1 FPGA Resource Use
The resource use of the parallel implementation of 4 SDs on the Xilinx Virtex-II-Pro FPGA 
board is summarized in Table 3.2. The integration of the 4 SDs uses approximately half of the 
FPGA resources making intensive use of the RAM memory blocks. The number of memory 
blocks used is due to the input and output buffers defined on the FPGA to synchronize the 
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Table 3.2: FPGA resource use of4-SDs.
The number of multipliers can be used as an indicator of the computational complexity of the 
algorithm. Each single SD uses 39 embedded multipliers: 16 multipliers in the ZFU and 23 
multipliers in the PDU. It should be noted that the number of multipliers could be reduced by 
reusing the multipliers when they are idle, although it would increase the complexity of the 
architecture considerably. In addition, an approximation of the Euclidean metric, e.g. by the 
/ 1 -norm approximation, could be used in order to reduce the number of multipliers in the PDU 
at the cost of a small performance degradation [59].
The percentage of slices used can be seen as an indicator of the amount of control logic and 
intermediate buffers required in the SD. It should be noted that each slice contains two flip- 
flops and two look-up tables (LUTs) and that, looking at their percentage of use, we can see
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that a high percentage of the slices are only partially used. However, the high percentage of 
LUTs used gives an impression of the irregularities of the SD, factor that affects its mapping 
on hardware and the resulting throughput.
3.6.2 Hardware Co-simulation Results
The BER performance of the SD has been evaluated in real-time and is shown in Figure 3.12. 
The pseudoinverse and Cholesky decomposition of the channel matrix are calculated offline 
in MATLAB. The input values to the SD are quantized using 16 bits per real component. The 
number of bits dedicated to the fractional and to the integer part have been selected according to 
the statistical distribution, obtained through simulation, of the different variables in the system. 
Due to the fact that the main aim of this research is to analyze MEMO detection algorithms 
using a rapid prototyping methodology, no effort has been made to finely tune the number 
of bits used for the fractional and integer parts (a process that would be required in a final 
implementation of an algorithm). The initial radius is set to the end of the scale to always find 
a point inside the hypersphere. The results on the FPGA have been obtained simulating 10,000 
channel realisations with 200 symbols transmitted in every channel realisation.







Figure 3.12: BER performance of the SD in MATLAB and on the FPGA as a Junction of the 
SNR per bit in a 4 x 4 system.
It can be seen that the FPGA performance approximately matches that of MATLAB, a differ-
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ence only appears for high SNR due to the quantization process. The SD on the FPGA has 
also been simulated using V-BLAST-ZF and V-BLAST-MMSE channel matrix ordering. In 
floating-point, both offer a reduction in complexity, although the latter incurs in a slight per­ 
formance degradation as has been shown in Section 3.4. The channel ordering is performed 
offline in MATLAB. The aforementioned performance degradation is only noticeable at low to 
medium SNR. At high SNR however, the performance is actually improved, showing that the 
V-BLAST-MMSE ordering results in a more robust SD implementation for the same fixed-point 
precision. Simulation results have shown that the SD fixed-point performance with V-BLAST- 
ZF ordering is equal to that of the SD with no ordering.
Figure 3.13 shows the average throughput of the SD for different channel matrix orderings. The 
throughput in megabits per second (Mbps) is calculated according to
Qavg = 4 • M • Iog2 P • fdock / Cavg (Mbps) , (3.22)
where fdock is the clock frequency of the design in MHz and Cavg is the average number 
of clock cycles required to detect a MIMO symbol. For this design, fdock — 50 MHz and 






- - - MATLAB (No ordering) 
FPGA (No ordering) 
FPGA (V-BLAST-ZF ordering) 
FPGA (V-BLAST-MMSE ordering)
Figure 3.13: Average throughput of the SD with different orderings of the channel matrix as a 
Junction of the SNR per bit in a 4 x 4 system.
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The results in Figure 3.13 show that the throughput of the SD is not constant and depends on 
the noise level (and also the channel conditions). The two ordering alternatives considered 
increase the throughput especially for low SNR. These ordering methods would cause an in­ 
crease in complexity in the receiver although it could be considered negligible for packet-based 
communications where the ordering is only performed once per frame. In particular, V-BLAST- 
MMSE ordering provides the largest throughput increase, though it should be noted that this 
method requires an estimate of the noise level in the receiver. Generally, the non-deterministic 
throughput of the SD is the main problem when integrating it into a complete communication 
system, where data needs to be detected in a fixed number of operations.
The theoretical throughput of a floating-point implementation of the SD with no ordering is 
plotted for comparison purposes. It can be seen how the quantization process also has an effect 
on the achievable throughput at high SNR. This is due to the effect the quantization has on 
the SC, allowing for additional points to be considered as candidates once a solution has been 
found.
Increasing the clock frequency would not result in a direct increment in the throughput because 
the average number of cycles required for detection would also increase. Table 3.3 shows the 
variation in Qmax according to a variation in fdock where it can be seen that the optimal trade­ 
off points appears to be at around fdock = 54 MHz. Therefore, the quotient fdock / Cavg, 

















Table 33: Throughput of the SDfor different clock frequencies.
The FPGA implementation with the V-BLAST-ZF ordering has been compared with previous 
ASIC implementations of the SD in Table 3.4. The FPGA implementation achieves a sim­ 
ilar performance to that of ASIC 1. The system could be improved in terms of throughput 
adding more SDs in parallel on the same platform or simply using the V-BLAST-MMSE or­ 
dering method. The main difference between the two implementations is that, apart from the
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preprocessing used, for each level i, the equivalent PDU of ASIC 1 does not perform a mini­ 
mum search. It directly preselects the point closer to the ZF solution to continue the tree search 
resulting in a throughput increase, even though more vectors need to be searched for moderate 






























Table 3.4: Comparison of real-time SD implementations.
On the other hand, ASIC 2 uses an /°°-norm approximation for the Euclidean distance cal­ 
culation resulting in a throughput and clock frequency increase while having a non-negligible 
performance degradation of 1.4 dB at high SNR [59]. In addition, it uses a scheme for direct 
SE enumeration of the points based on the method described in Appendix B, contributing to 
the throughput and clock frequency increase. These optimizations could also be integrated into 
our FPGA design improving the throughput of the SD.
As a conclusion, in order to further improve hardware implementations of the SD and make 
its integration into a practical system easier, we need to identify the bottlenecks of the system 
from an algorithmic point of view. The two major drawbacks of a hardware implementation of 
the SD are:
• The tree search of the algorithm makes its throughput dependent on the noise level and 
the channel conditions. This can greatly affect the performance of a complete communi­ 
cation system where data needs to be detected in a fixed number of operations.
• The resource use of the FPGA is suboptimal due to the sequential nature of the algorithm. 
It has been shown that the algorithm, with only some parts of the design processing valid 
data at the same time, cannot be fully pipelined.
This deep understanding of the SD thanks to the prototyping experience can be used as a means
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of identifying more optimized algorithms that could overcome the main drawbacks of the SD 
without greatly affecting its performance. A solution to the two problems identified above is 
presented in Chapter 4.
3.7 Chapter Summary
In this chapter, the SD has been considered from a theoretical and an implementation point of 
view as a means of achieving ML performance in the detection of spatially multiplexed MIMO 
systems, particularly where the MLD is infeasible. First of all, the SD algorithm has been 
described, identifying how the SE enumeration and some form of channel matrix ordering can 
help in reducing the average complexity of the original SD. However, the variable complexity 
of the algorithm and the sequential nature of its tree search can potentially pose problems in the 
integration of the SD in a complete communication system.
For that purpose, in the second part of the chapter, an FPGA implementation of the SD has 
been presented, showing how the different parts of the algorithm can be mapped onto hardware 
and synchronized. The rapid prototyping methodology proposed has been successfully used to 
analyze the SD from an implementation point of view while performing real-time simulations. 
However, the prototyping results indicate that the SD is not suitable for a highly-parallel fully- 
pipelined hardware implementation. The implementation achieves a maximum throughput of 
128 Mbps at high SNR using roughly half of the resources available on the FPGA. This per­ 
formance matches that of previous ASIC implementations of the algorithm with the advantage 
of using a programmable hardware platform to test different versions of the algorithm. This 
represents, to the best of our knowledge, the first FPGA implementation of the SD using a 
rapid prototyping methodology. However, given the aforementioned problems of the SD from 
an implementation point of view, solutions need to be found using the insight obtained from 
this prototyping experience. In the next chapters a new algorithm is introduced to overcome the 
disadvantages of the SD.
In addition, although it has not been included in this chapter, a simplified version of the SD has 
been integrated into a complete FPGA MIMO prototype in collaboration with the University 
of Mondrag6n in Spain. Details of this work can be found in the paper entitled "Real-Time 
Implementation of a Sphere Decoder-Based MIMO Wireless System" included in Appendix E.
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Fixed-Complexity Sphere Decoder for
MIMO Systems
4.1 Introduction
The two main problems of the SD, i.e. its variable complexity and its sequential nature, have 
been identified in the previous chapter. In this chapter, an alternative detector is proposed to 
overcome these problems. In particular, a fixed-complexity MIMO detector based on the com­ 
plex SD, i.e.fixed-complexity sphere decoder (FSD), is presented here together with an FPGA 
implementation using a rapid prototyping methodology. The algorithm combines a novel chan­ 
nel matrix ordering with a search through a very small subset of the complete receive constella­ 
tion, which delivers quasi-ML performance. Thus, the FSD achieves a fixed complexity which 
makes it straightforward to obtain a fully-pipelined real-time implementation of the algorithm.
Initially, a review of previously proposed alternatives to reduce the complexity of the SD is pre­ 
sented. The main purpose is to analyze their drawbacks from an implementation point of view, 
justifying the need for the FSD. The FSD is then analyzed from a theoretical point of view. A 
geometrically-based method is used to study the effect the proposed ordering has on the statis­ 
tics of the MIMO channel. Using those results, a generalization is given for the structure the 
aforementioned subset needs to follow (i.e. the number of constellation points that need to be 
searched per transmit antenna) in order to achieve quasi-ML performance. Simulation results 
are shown of the performance and complexity of the algorithm compared to the original SD. 
In the second part of the chapter, a rapid prototyping of the FSD is described, putting special 
emphasis on the mapping of the algorithm on the hardware platform. Results of the implemen­ 
tation are shown, comparing them to those of previous real-time hardware implementations 
of the SD. Finally, several FPGA design optimizations are proposed to further improve the 
hardware design.
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4.2 Review of Reduced-Complexity Sphere Decoders
Since the introduction of the FP version of the SD for solving the detection problem in wireless 
communications [34], many alternatives have been proposed to reduce its complexity. In this 
section, a literature review is presented for most of the proposed alternatives, classifying them 
in different categories according to the approach taken by their authors. Among them, the most 
relevant improvement is the application of the SE enumeration during the tree search of the SD, 
greatly reducing its complexity compared to the FP enumeration. From that point, different 
alternatives have been proposed to further reduce or limit the complexity of the SD, mostly from 
a theoretical point of view. However, most of them still have a variable complexity, reducing 
only the average complexity of the algorithm. Therefore, those alternatives are not suited for 
a hardware implementation of the algorithm since the problems of variable complexity and 
sequential tree search are not solved.
This review takes as a starting point the SE version of the SD. Although some alternatives exist 
to reduce the complexity of the FP version of the SD, they are suboptimum from a complexity 
reduction point of view compared to the reduction in complexity achieved by the SE enumera­ 
tion. In all the different aproaches, their drawbacks from an implementation point of view are 
described further justifying the need for the FSD proposed in this chapter.
As stated above, the use of the SE enumeration [66] is widely considered as the most effective 
way of reducing the complexity of the SD [64], [65]. This method has also been introduced 
in [71], [72], [73] without directly referencing the SE enumeration. Different alternatives have 
been proposed considering a fine tuning of the initial radius R to reduce the complexity of 
the SE-SD [74], [75], [76]. Although a fine tuning of R can marginally reduce the number of 
operations or the detection speed of the SE-SD from a simulation point of view, these methods 
do not represent an improvement in a practical implementation of the SD [59].
From a theoretical point of view, lattice reduction methods have been applied to reduce the 
average complexity of the SD [64], [65]. This procedure consists of modifying the character­ 
istics of the channel matrix to reduce the average complexity of the search stage of the SD. 
They represent an important reduction in complexity for the FP enumeration in infinite signal 
sets. However, the complexity of those methods for finite signal sets makes them unsuited for 
practical implementation, as it was stated in Section 3.3.2.
In order to overcome that problem, more practical ordering methods have been proposed, con-
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sisting of the application of a permutation to the columns of the channel matrix. Those meth­ 
ods have proven to be extremely helpful in packet-based communications, where ordering is 
required only at the beginning of each received frame, as has been shown in Section 3.4. An 
ordering of the columns of the channel matrix according to their norms have been proposed 
in [65], [67]. Further reductions in complexity can be achieved by using an iterative V-BLAST 
ordering as proposed in [65] and studied in Chapter 3. A modified Gram-Schmidt ordering 
an a method based on Householder transformations were proposed in [77] and in [78], re­ 
spectively. Both provide a reduction in complexity in the ordering procedure with a similar 
reduction in complexity in the SD compared to the previous iterative methods. In addition, a 
sorted QR decomposition [79] can also be applied to the channel matrix to obtain a similar re­ 
duction in complexity with a simpler sorting procedure [80]. However, those ordering methods 
concentrate on reducing only the average complexity, therefore not solving the problem of the 
sequential search of the SD with variable complexity.
In a different direction, some methods have been proposed to modify the search stage of the SD 
in order to reduce its complexity based on geometric [81], [82], [83] or probabilistic assump­ 
tions [75], [84], [85], [86]. They require additional operations or the calculation of limiting 
thresholds, increasing the complexity of their hardware implementation while still having a 
variable complexity. In particular, the method presented in [81] only compares its complex­ 
ity with that of the FP-SD, indicating that the geometric method may not be advantageous for 
implementation when the SE-SD is used.
The only approach to fix the complexity of the detection problem is the /f-Best lattice de­ 
coder [87], [88] (equivalent to the sequential M-algorithm [89]). It provides a fixed complexity 
but this is considerably higher than the complexity of the SD in order to guarantee a quasi-ML 
performance. In addition, being based on the sequential M-algorithm, it does not take into 
consideration the statistical nature of the channel model. However, it has received extensive 
attention from an implementation point of view given that the algorithm can be fully pipelined 
and parallelized. Several very large scale of integration (VLSI) architectures can be found in 
the literature for both the M-algorithm [90] and the K-Best lattice decoder [87], [91], [92].
A different approach to limit the complexity of the SD consists of having a run-time constraint 
for a block of MIMO symbols [93]. However, the complexity of the tree search can vary be­ 
tween MIMO symbols, jeopardizing the possible optimizations of a hardware implementation 
of the algorithm.
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Finally, other alternatives have been proposed either simplifying the algorithm for specific con­ 
stellation types [94], combining the SD with the .fiT-Best lattice decoder [95], or applying a 
multistage SD [96].
From the above proposals, it can be seen that all of them, except the .fiT-Best decoder, look 
at ways of reducing the average complexity of the tree search. However, reducing the aver­ 
age complexity does not solve the problems identified in Chapter 3. The algorithm still has 
a variable complexity and a sequential nature that affects its hardware architecture. In order 
to solve that problem, the analysis needs to take into account the worst-case complexity of 
the algorithm which would effectively limit the minimum throughput that can be achieved in a 
hardware implementation. In our approach, instead of looking at reducing the average complex­ 
ity of the SD, we intend to reduce the variance in the complexity in some levels of the search 
stage at the expense of increasing the variance in other levels. By doing that, an algorithm 
can be designed that can deal differently with the levels where more variance in the complex­ 
ity is allowed and with the levels where the variance has been greatly reduced, leading to an 
overall fixed-complexity. Thus, the proposed FSD achieves a similar performance in terms of 
BER but a higher performance in detection speed given that the fixed-complexity allows for a 
more optimized hardware implementation. This represents one of the novelties of this research, 
where an algorithm is analyzed to find a more regular structure by moulding the variance of its 
complexity (accepting a possible increase in the average complexity).
4.3 Fixed-Complexity Sphere Decoder
The SD described in Chapter 3 has two main drawbacks from an implementation point of 
view, hindering its integration into real-time wireless communication systems. Firstly, it has 
a variable complexity depending on the noise level and the channel conditions and, secondly, 
the sequential nature of the tree search limits the performance and the level of parallelism of 
a hardware implementation of the algorithm. The new FSD overcomes those two problems by 
searching, independently of the noise level, over only a fixed number of lattice vectors Hs, 
generated by a subset of all constellation points S C OM , around the received vector r.
4.3.1 Fixed-Complexity Sphere Decoder Algorithm
The algorithm makes use of the statistical distribution of the random matrices involved in the 
SD algorithm. The channel matrix H has been defined as complex Gaussian, H ~ £A/"(0, IN <8>
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), with mean E[H] = 0 and covariance matrix cov[H] = IN <8> IM- In this case, the Gram 
matrix G = H^H has a complex central Wishart distribution with N degrees of freedom,
G ~ CWM (AMM ) [97].
The Cholesky decomposition of G yields an MxM upper triangular matrix U with independent 
elements such that (complex equivalent of Bartlett's decomposition) [97], [98]:
• The diagonal elements, ua, are such that 2u2i are real- valued, have a Chi-square distrib­ 
ution with 2(N -i + 1) degrees of freedom, xl(N-i+iy and E[u?J = N - i + 1, with
• The off-diagonal elements, Uij with i < j, are independent complex Gaussian random 
variables u^ ~ CA/"(0, 1).
Therefore, the diagonal elements, uu, satisfy
E[u2MM}
In addition, from the definition of Tf
rj~? _ D^ 





E[TM ] > (4.3)







Therefore, denoting n{ as the number of candidates at level i that satisfy (3.7), with 1 < H{ < P, 
we obtain that
E[nM ] > E[nM-i] > > E[m] . (4.5)
Thus, the number of points, on average, that need to be considered per level are in non- 
increasing order from i = M, . . . , 1. This can be explained as follows: whereas in the first 
level, i = M, more candidates need to be considered due to interference from the other levels,
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the decision-feedback equalization (DFE) performed on Zi and the increase in E[w|] reduces 
the number of candidates that need to be considered in the last levels.
Using the result in (4.5), the FSD assigns a fixed number of candidates, n^ to be searched per 
level independent of the noise level and the channel conditions. The total number of vectors 
whose Euclidean distance is calculated is, therefore, N$ — Hi^i n^ where simulations show 
that quasi-ML performance is achieved with NS < PM , i.e. S is a very small subset of OM'. 
The Hi candidates on each level i are selected according to increasing distance to z^, following 
the SE enumeration [66].
Figure 4.1 shows a hypothetical subset S in a 4 x 4 system with 4-QAM modulation where the 
number of points per level 115 = (n\,ni,nz,n£)T = (1,1,2,3)T . In each leveH, the HI closest 
points to Zi are considered as components of the vectors belonging to the subset S. It should 
be noted that the above distribution is given just as an example and that it does not necessarily 
achieve quasi-ML performance. Details on how the number of points need to be selected per 




i=l «, = 1
Ns = 1-1-2-3 =6«256 
Figure 4.1: Example of points s e S in a 4 x 4 system with 4-QAM modulation.
A trade-off exists between the complexity and the performance of the FSD. If more candidates 
per level are searched, the performance will be closer to that of the original SD but the number 
of operations and, therefore, the required computational resources or the processing time will 
increase. That makes the FSD suitable for reconfigurable architectures where the number of 
candidates can be made adaptive depending on the MIMO channel conditions or the available 
computational power.
Conceptually, the FSD is equivalent to a SD where, for every MIMO symbol, the initial radius
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R is set to the maximum Euclidean distance among the NS values obtained. In this case, the 
FSD achieves a fixed-complexity by searching over only NS vectors Hs inside the hypersphere 
so that the lattice vector of the ML solution Hsmi is included with high probability. Figure 4.2 
shows the basic principle of the FSD for a simple 2-dimensional case where the dots represent 
the noiseless receive constellation, the cross represents the actual received point contaminated 
with noise and only the numbered dots inside the hypersphere are considered as ML candidates 
(Ns = 4).
Figure 4.2: Schematic of the FSD principle for the 2-dimensional case - only the numbered 
dots inside the circle are searched.
4.3.2 FSD Ordering of the Channel Matrix
A novel method is proposed for the ordering of the channel matrix in the preprocessing stage of 
the FSD. It determines the ordering of the signals s^ according to the distribution of candidates, 
ns, that is used in the detection process. The FSD iteratively orders the M columns of the 
channel matrix H. On the i-th iteration, considering only the signals still to be detected, the 
signal Sfc (the index k is used to indicate that it does not necessarily coincide with the index i) 
with the smallest post-detection noise amplification, as calculated in [22], is selected if n^ < P. 
If Ui = P, the signal with the largest noise amplification is selected instead.
The steps performed in every iteration are the following (for i = M, . . . , 1):
1. The matrix H| = (Hf HiJ^Hf is calculated, where H^ = Hki+1 is the channel 
matrix with the columns selected in previous iterations set to zero (represented by the 
index vector
2. The signal s/t to be detected is selected according to
k= <
argmax||(Ht)j|| 2 , if Ui = P
3 (4.6)
argmin IKHj^H 2 , if rn < P ,
3
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where (HJ)j represents the j-th row of H| with j G [1, M] —
The following heuristic supports this ordering approach: if the maximum possible number P 
of candidates is searched in one level, the robustness of the signal is not relevant to the final 
performance, therefore, the signals that suffer the largest noise amplification can be be detected 
in the levels where U{ = P. On the other hand, in the levels where the number of candidates 
searched is HI < P, the signals that suffer the smallest noise amplification are selected in every 
iteration. For those levels, the order is equivalent to the V-BLAST ordering proposed in [22].
Thus, the FSD ordering of the channel matrix is tailored to the specific distribution of points 
searched, in order to increase the probability of searching the lattice vector that corresponds to 
the ML solution. This ordering differs from the V-BLAST in the sense that the signal with the 
highest post-detection noise amplification is selected in some cases, although both orderings 
have exactly the same complexity.
The FSD ordering could also be applied using the MMSE criterion, considering the SINR, as 
in the V-BLAST-MMSE ordering [32]. However, this version would require an estimate of the 
noise level in the receiver, increasing the complexity of an implementation of the algorithm.
4.3.3 FSD Distribution of Points
The key aspect in the performance and complexity of the FSD described above is the choice of 
the distribution of points of the subset S. The distribution ns determines the level of perfor­ 
mance that can be achieved and the reduction in complexity compared to the SD and the MLD. 
However, that distribution of points cannot be obtained analytically for all possible choices of 
the number of antennas and constellation sizes due to several factors. Firstly, the correlation 
between the values n^ due to the DFE being applied to Z{, makes it impossible to obtain closed- 
form expressions for the number of points HI considered per level, even when no ordering is 
applied to the channel matrix. Secondly, the FSD ordering proposed here cannot be studied 
from an analytical point of view for systems with M > 2 due to the iterative pseudoinverse 
calculations. This problem has been pointed out also for the V-BLAST ordering for systems 
with M > 2 [99], [100]. In addition, the SE enumeration performed in each level affects the 
mathematical treatment of the problem (previous approaches to obtain an expression for the 
complexity of the SD have concentrated on the FP enumeration [35]). Finally, given that the 
FSD is especially suited for large systems where the MLD is unfeasible, the dimensionality of
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the system makes the problem intractable from a mathematical point of view. This means we 
use Monte Carlo simulations in order to obtain a generalization of the distribution of points that 
should be used for any MIMO setup.
Therefore, the aim in this section is to propose and justify a heuristic for the distribution of the 
number of points ns in the FSD to achieve quasi-ML performance. In order to obtain that result, 
we analyze the FSD ordering using two different approaches to understand the effect it has on 
the post-processed (i.e. after multiplication by H*) signals at the receiver. In Section 4.3.3.1, 
the outage probability and the diversity order of the signal detected at the fc-th step are obtained 
analytically for a 2 x 2 system applying the FSD ordering. The results are compared to the 
maximum ratio combining (MRC) outage probability in order to identify the effect the ordering 
has on the quality of the signals to be detected. The results are obtained using a geometrical 
methodology proposed in [99] to analyze the V-BLAST algorithm and its sorting procedure. 
A generalization is given for larger systems, corroborated by simulation results, to identify the 
structure ns must follow.
Additionally, in Section 4.3.3.2, the effect the FSD ordering has on the expected value of the 
(squared) diagonal elements of U, i^, and its influence on (3.7) is also analyzed. That influence 
is relevant because it gives an indication of the number of candidates that would be searched per 
level by the SD. Analytical results are obtained for a 2 x 2 system using the outage probability 
curves from Section 4.3.3.1. Although close expressions cannot be obtained for larger systems, 
simulation results together with the results for the 2 x 2 case are used to infer the effect the 
ordering has on the values uu. Those results are consistent with the results obtained for the 
outage probability curves, therefore, justifying the distribution of points proposed for the FSD.
4.3.3.1 Effect of the FSD Ordering on the Outage Probability
We consider a 2 x 2 version of the system described in Section 3.2. In this particular case, 
the FSD ordering does not need to calculate the pseudoinverse of the channel matrix H*. The 
ordering can be directly applied to the channel matrix H, rewriting (4.6) as
k= < 3
, if m = P
argrnax||(HX|| 2 , if m < P ,
(4.7)
where (H)J represents the j-th column of H with j € [1,M] — {k;+i} (the index i is not 
needed because the channel matrix is the same for all the iteration steps). In order to use the
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same notation as in [99], we write the channel matrix as H = [hi 112], where hj = (H)-7 . 
The received signal can be written as
r = hisi + h2 S2 + v, (4.8)
which indicates that the FSD ordering, in the 2 x 2 case, can be seen as a method that selects, 
at the receiver, the transmitted signal Sk with the lowest overall power if n^ = P and the one 
with the largest overall power if n; < P (assuming equal average power transmitted from each 
transmit antenna).
We consider the outage probability in terms of signal power, instead of the more common 
definition in terms of SNR, given that the noise power is the same at every receive antenna. In 
particular, we are interested in the diversity order of the post-detection signals in each step, i.e. 
the asymptotic slope of the outage probability curve. The outage probability is equivalent to 
the cumulative distribution function (CDF) and represents the probability that the signal power 
is less than a specified value.
To analyze the FSD ordering, we consider that the distribution of points used in this 2x2 
system has n-2 = P. Thus, the signal with the lowest power is detected first and the signal with 
the largest power is detected second. In addition, we assume that there is no error propagation 
from the first detection step to the second. In order to obtain the outage probability curves of 
the post-detection signals using the FSD ordering, we take into account that hi can be written 
as (see [99] for details)
hi = hi,, + hu. , (4.9)
where la.^ and hu. are the components of hi parallel and perpendicular to h2, respectively (i.e. 
Gram-Schmidt orthogonalization process). In addition, ||hi|| 2 ~ xl and ||hi|||| 2 , ||hi_L_|| 2 ~ 
X2,. Finally, the outage probability of ||hi || 2 is written as
Pr[||hi|| 2 < x] = Fh (x] = 1 - e-*(l + x) , (4.10)
which is the second order MRC [99]. All these considerations equivalently apply to h2.
In addition, as was stated in [99], the post-detection signal in the first detection step is propor­ 
tional to the orthogonal component h^j. with k depending on the FSD ordering. Therefore, to 
analyze the outage probability of the signal detected in the first step, we have to take into ac-
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count that the FSD ordering selects min[||hi || 2 , ||h2 || 2 ]. The signal power in that first detection 
step (corresponding to i = 2), 772, can be written as
772 = min[||h1± || 2 , ||h21 || 2 ] = (sinVjminHlhill 2 , ||h2 || 2 ] , (4.11)
where <p is the angle between hi and h2 (Figure 3 in [99]). The CDF of 772, F2 (x], can be 
written as
F2 (x) =Pr[772 <x] =Pr min[||h1 || 2 ,||h2 |n< X
sin (p_ (4.12)
Using concepts of order statistics [101], the distribution of min[||hi || 2 , ||h2 1| 2 ] can be expressed 





where ^((p) = sin 2(p is the pdf of (p with (p e [0,7r/2] [99].
Evaluating the integral in (4.13), the outage probability at the first detection step with FSD 
ordering can be written as
A detailed proof is given in Appendix C. Looking at the asymptotic behavior of this outage 
probability in the low outage probability region, we obtain
1x F2 (z)«y, z->0. (4.15)
Comparing this result with the asymptotic behavior of the Rayleigh distribution (F^(x) w x, 
x — > 0), we observe that the effect of the FSD ordering is to increase the outage probability (i.e. 
decrease the signal power) by 1.76 dB while keeping the same diversity order. This result is 
consistent with the fact that the FSD ordering, in the case under investigation, detects the signal 
with the lowest overall power first, therefore causing an increase in the outage probability. 
Thus, errors are going to be more likely to occur in the first detected signal, suggesting that 
more candidates would need to be searched in the FSD for that level.
In the second detection step (i = 1), the signal with the largest overall power is selected and the 
same analysis can be used for the calculation of the outage probability. In this case, there is no 
need to look at the post-detection signal power. There are no additional signals to be detected
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which implies that the interference nulling step is not required [99]. The signal power can be 
written as
r?1 =maX [||h1 || 2 ,||h2 || 2 ] (4.16)
and the outage probability can be directly expressed as
Fi(x) = Fl(x] = 1-2(1 + x)e~x + (1 + x)2 e~2x . (4.17)
Its asymptotic behavior is
FI(X) w^-, x-*0. (4.18)
This results represents a twofold diversity increase compared to the second order MRC outage 
probability (FyiRc-2(x) ~ x2 /2, x — > 0). Therefore, there is a signal power increase in the 
second detection step compared to the no ordering case, given the fourth order diversity in 
(4.18). This reduction in the outage probability is a direct consequence of the increase in the 
outage probability obtained in the first detection step. It should be noted that this effect is 
the opposite of what has been reported for the V-BLAST ordering in [99], where the ordering 
causes no change in diversity gain, only a shift in the outage probability curves. In addition, 
if we compare the outage probability in (4.18) with the fourth order MRC outage probability 
) ^ x4/24, x — > 0), we can observe a loss of 1.95 dB.
From the above results, two important conclusions can be drawn for the FSD in the case of a 
2x2 system:
1. If no ordering is applied to the FSD, by looking at the outage probability curves (F& and 
•^MRC-2). it can be seen that more points would need to be searched in the first level (lower 
diversity order) compared to the second level (higher diversity order). That matches the 
result obtained in (4.5) looking at operation of the SD.
2. When the FSD ordering is applied, the difference in quality between the signals in each 
detection step increases. We obtain a signal power loss for the first signal but a twofold 
diversity increase for the second signal, as shown in (4.15) and (4.18), respectively. This 
indicates that, when the FSD is applied, more points would need to be considered in the 
first level with the advantage of reducing the number of points considered in the second 
level.
Figure 4.3 shows the outage probability curves for the signals detected in each step when the
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FSD ordering is applied to the 2 x 2 case. The x-axis represents the reference signal level x 
and the y-axis shows the probability that the received power 77; < x. It can be seen how the 
analytical results match those obtained through simulation. In the first step, the degradation 
of 1.76 dB can be observed compared to the Rayleigh distribution. In the second step, the 
diversity increase compared to the second order MRC outage probability obtained analytically 
is shown. In addition, the fourth order MRC outage probability has been plotted for comparison 
purposes l . Comparing it to the outage probability of the signal in the second detection step, 
the degradation of 1.95 dB previously calculated can be observed.
M=N=2
-40 -30 -20 -10 
x(dB)
Figure 43: Outage probability curves, Fi(x) = Pr[r?j < x], for the FSD ordering in a 2x2 
system.
Unfortunately, the same mathematical analysis cannot be carried out for an arbitrary number 
of transmit antennas and we are forced to resort to Monte Carlo simulations to determine if the 
behaviour shown for a small system can be generalized to larger systems. That generalization 
is important for the FSD because it would give an intuitive justification of the distribution of 
points that need to be used to obtain quasi-ML performance.
Figure 4.4 shows the outage probability curves for the signals detected in each step when the






Fixed-Complexity Sphere Decoder for M/MQ Systems
FSD ordering is applied to a 4 x 4 system. We consider the distribution of points searched in 
the FSD to be such that n4 = P and n^ < P with i = 3,..., 1. Therefore, the signal with the 
lowest power is detected first while the subsequent signals are detected in descending order of 
signal power. The outage curves are compared with the Rayleigh distribution and the second, 
third and fourth order MRC outage probabilities (i.e. the outage curves that would be obtained 
in each detection step if no ordering is applied to the channel matrix). It can be seen that there is 
an increase in the outage probability for the signal detected in the first step, as was observed for 
the 2 x 2 case. For the remaining signals, a diversity increase (> 4) can be observed compared 
to the respective z-th order MRC diversity .
M=N=4
10
FSD 1st step 
FSD 2nd step 
FSD 3rd step 
FSD 4th step
Figure 4.4: Outage probability curves, Fi(x) = Pr[^ < x], for the FSD ordering in a 4x4 
system.
This effect shows that by allowing the worst signal to be detected first we can improve the 
quality of the remaining signals, therefore, reducing the probability of error for those signals 
(at the expense of increasing the probability of error in the first signal detected). This result is 
consistent with the analytical results obtained for the 2 x 2 case. In the first detection step, the 
increase in the outage probability indicates that more points would need to be searched on that 
level. The same could be said intuitively given that we are detecting the signal with the lowest 
power first. Although this could increase the complexity of such a detector, the FSD makes 
use of the fact that finite constellations are used. Therefore, the upper bound on the number of 
points that can be checked is P, limiting the maximum complexity of the detector for that level.
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In particular, by the definition of the FSD ordering, all the P constellation points would need to 
be searched on this level. In subsequent detection steps, by selecting the signal with the lowest 
power in the first step, the outage probability curves for the remaining levels converge and have 
a diversity order > 4. This fact indicates that in those levels, searching one point would suffice 
to obtain a quasi-ML performance (provided that all the points are searched in the first level).
The analysis presented in this subsection suggests that, in spatially multiplexed MIMO sys­ 
tems, we can improve the quality of the last signals to be detected beyond the diversity order N 
achieved by the MLD [102], by detecting the signals with the lowest power in the first detection 
steps. This result has not been previously reported in the literature and it is of great importance 
to understand the distribution of points that needs to be searched in the FSD algorithm. By per­ 
forming the proposed FSD ordering, we can shift the errors from one detection step to another, 
being able to predict in which step errors are more likely to happen. Thus, the FSD can achieve 
a quasi-ML performance with a fixed complexity, which is considerably smaller than that of 
the MLD.
4.3.3.2 Effect of the FSD Ordering on the Matrix U
In order the analyze the effect the FSD ordering has on the expected values E[w?J, we initially 
consider the same 2x2 system. For that analysis, it should be noted that the Gram-Schmidt 
orthogonalization process mentioned in the previous section is equivalent to the Cholesky de­ 
composition applied to G (or the QR decomposition applied to H) [103]. In particular, the 
(squared) diagonal elements of U can be written, in the general case, as
i-l 
fc=l
In the 2 x 2 case, it can be seen that, when no ordering is considered, v%2 = ||h2i|| 2 and 
= 11 hi || 2 . When the FSD ordering is applied to H, the (squared) diagonal elements w?^.
can be directly written as
"(0)22 ^ min[||huj| 2 , ||h21 || 2 ] - 772 (4.20) 
and
m . (4.21) 
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Therefore, the expected values Efuf^J can be calculated analytically using the outage proba­ 
bility curves from Section 4.3.3.1 to obtain the pdfs. The results for the 2 x 2 case are directly 
given below (a proof can be found in Appendix C). In the first detection step, the expected 
value is
E[w(o)22] = 5/8 = °'625 > <4'22>
whereas in the second detection step is
= 2.75 . (4.23)
Therefore, even when the FSD ordering is applied, the expected values satisfy (4.1). In addition, 
compared to the no ordering case (E[u?j = N - i + 1), E[u^o)22] < E[u|2] and E[u^n] > 
E[«f J. From the FSD algorithm point of view, the new expected values indicate the following:
1. In the first detection step, E[w?s22 ] indicates that the average number of points that 
satisfies (3.7) is larger than in the no ordering case. Therefore, more points would 
generally need to be searched in the first level when the FSD ordering is used (i.e. 
E[n(o)2 ] > E[n2]).
2. In the second detection step, the opposite effect is found. The increase in E[u?ox n ] indi­ 
cates that less points would need to be considered in this level.
This result for the distribution of points per level is the same that has been obtained in the 
previous section by looking at the outage probability curves.
For larger MIMO systems, the expected values E[w^o) ..] can only be obtained through simula­ 
tion in order to identify the evolution of the distribution of points when the FSD ordering is 
applied.
Table 4.1 shows the expected values of w| in a 4 x 4 system. The no ordering case has been 
compared with two versions of the FSD ordering. Firstly, (ol) represents the FSD ordering 
when n4 = P and n* < P with i - 3, . . . , 1. On the other hand, (o2) represents the FSD 
ordering when n4 = n3 = P and m < P with i = 2, . . . , 1. It can be seen how the FSD 
ordering makes the expected values of u\ to decrease, compared to no ordering, when the 
signals with the lowest power are selected (i = 4 in the (ol) case and i = 4, 3 in the (02) 
case). In addition, there is an increase in the expected value of «?. for the first levels where
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the signals with the largest power are selected (i = 3,2 in the (ol) case and i = 2,1 in the 
(o2) case). However, a decrease can be observed in E[it? 1)n ] compared to E\u\ J. Therefore, 
the expected values no longer satisfy (4.1) indicating that the distribution of points does not 
necessarily follow (4.5) for large systems. Nevertheless, it is important to note that by selecting 
signals with comparatively low power in the first steps, we increase the expected value of u^ 
for the first levels where n^ < P. This indicates that there is a steep difference in the number 





















Table 4.1: Expected values of u^ for different channel matrix orderings in a 4 x 4 system.
Figure 4.5 shows, graphically, the evolution of the expected values of w| in an 8 x 8 system 
considering different FSD orderings. In this case, (ol) represents the FSD ordering with only 
ns = P, (o2) represents the FSD ordering with n8 = n7 = P and successively for (o3) 
and (o4). The same trend can be observed as in the 4 x 4 case. If we consider E[w?J to be 
inversely related to the number of points searched per level, n^ comparing (ol) and (o2), it 
can be seen qualitatively how allowing more levels to search all the points in the constellation, 
the number of points to be searched in the remaining levels can be reduced, given the increase 
in E[w?J for these levels. Although in the last levels, the decrease of E[w|], compared to the 
no ordering case, could indicate that more points would need to be searched in those levels, it 
would probably not be the case in practice. The different between the values E[w|] in the last 
levels is probably not large enough to cause a difference in the number of points searched. The 
DFE performed on Z{ and the reduction in T» would cancel the effect of that decrease in E[w?J.
The effect of the FSD ordering can also be explained looking at the Euclidean distance calcu­ 
lation performed in MIMO detection. The Euclidean distance can be written as
M
(4.24)
Intuitively, when the values w| are small, more points Si from the constellation could be con­ 
sidered per level without greatly affecting the final Euclidean distance value (even though the 
factor \Si - Zi\ 2 would increase). The opposite would happen in the levels where the values wj
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Figure 4.5: Expected values of u^ for different channel matrix orderings in an 8 x 8 system.
are large. Therefore, the FSD ordering, by lowering E[w?J in the levels where n* = P, justifies 
the fact that more points are searched in those initial levels. This ordering makes errors more 
likely to appear in the first levels of the detection process, reducing the number of errors in the 
other levels. Then, the FSD concentrates the computational effort on those levels where it is 
known that errors are more likely to occur. It should be noted that this approach is the opposite 
of the one proposed in [65] and [67], where the idea was to reduce the probability of making 
an error early (i.e. first levels) in the detection process.
4.3.4 Generalization of the Distribution of Points
In this section, a general distribution of the number of points that form the subset S for an 
arbitrary MIMO system is given in a conjecture form. The distribution is based on the results 
obtained in the two previous sections, where the effect the FSD ordering has on the system has 
been characterized.
Conjecture 1 (Distribution of points for the FSD in an arbitrary MIMO system): In an uncoded 
spatially multiplexed M x N system with P constellation points per transmit antenna, there
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always exists a distribution of points 115 in the form
h IP
ns = (1, ...,1, P, ...,P) J (4.25)
that allows the FSD detector to achieve quasi-ML performance with the same diversity as that 
of the MLD and where NS <C PM . The scalar IP indicates the number of levels where all the 
constellation points are searched and l\ the number of levels where only one constellation point 
is searched so that l\ + IP = M.
Justification: Although an analytical proof is currently infeasible as stated in previous sections, 
an analysis of the extreme distributions (when l\ = M or IP = M) and of the results obtained 
in Sections 4.3.3.1 and 4.3.3.2 are used to justify the proposed conjecture.
Firstly, in the case where l\ = M, the FSD detector becomes the V-BLAST detector that 
belongs to the family of successive interference cancellation (SIC) detectors and has a sub- 
optimal BER performance. On the other hand, when IP = M, the FSD detector becomes the 
ML detector, achieving an exact ML performance. In this case, the FSD ordering would no 
longer be required since the entire M-dimensional constellation is searched.
In Sections 4.3.3.1 and 4.3.3.2, it has been shown how the FSD ordering reduces the number of 
points that need to be searched in the last levels by increasing the number of points searched in 
the first levels when the SD is used to obtain exact ML performance. Therefore, there exists a 
distribution of points us with /i ^ 0 and IP < M achieving quasi-ML performance. D
r
In order to reduce significantly the complexity compared to the MLD, the distribution of points 
must satisfy IP < l\ < M. However, no closed form expression can be obtained for /i and IP 
for any MIMO system, and we will resort to Monte Carlo simulations to give a heuristic for the 
values /i and IP depending on the number of antennas in the system.
Although a distribution of points ns following (4.25) can always be found to achieve quasi- 
ML performance, there will be cases where a less complex distribution of points ns> could 
also give practically the same performance with N$> < NS. The difference between those 
distributions would lie on the fact that n/1+ i = P in the subset S and nj1+ i < P in the subset 
5'. Consequently, the FSD ordering would be different on the (/i + l)-th step, where the
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remaining signal with the smallest power would be selected for the subset S with the remaining 
signal with the largest power selected for the subset S'.
Figure 4.6 shows the performance degradation of the FSD following (4.25) compared to the SD 
at a BER = 10~3 in a system using 4-QAM modulation with M = N. Two values, 1P = M/4 
and IP = M/S have been simulated to infer the value IP would need to take in a general system 
using P-QAM modulation. For the range of values M considered, checking PM/4 in the FSD 
requires a slightly larger SNR per bit compared to that of the SD especially when M increases. 
Based on those simulation results, we can extrapolate to suggest that a value IP = M/4 could 
be used to approximate ML performance in any MIMO configuration with M = N.
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Figure 4.6: SNR per bit required to achieve a BER = 10~3 for different number of transmit 
antennas with M — N and 4-QAM modulation.
It should be noted that the degradation observed when M increases for lp = M/4 is around 
IdB. Thus, for very large systems, an increase in the value IP could be required to maintain the 
same close to ML performance. However, simulation results in Section 4.4 will show how the 
degradation of the FSD decreases when P increases, indicating that if a higher order modulation 
scheme is used, the final degradation compared to the SD would be smaller. If we consider 
M < N, given the increased degrees of freedom of the diagonal elements of U, a decrease in 
IP could be possible while keeping a similar level of performance. In the cases where M/4 4. N, 
the distribution of points ns can be generated using the method described in Section 5.4.2 with 
IP = [M/4J or IP = fM/4] taking into account the complexity-performance trade-off.
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As a conclusion, in an arbitrary MIMO system, the basic idea of the FSD is to combine a 
channel matrix ordering and a fixed search through the transmitted constellation in order to 
find, with high probability, the ML solution. The FSD ordering sends the signals with the 
smallest power to the first levels in the search, increasing the probability of having an error 
in those initial levels. By doing that, the remaining levels have an enhanced quality greatly 
reducing the probability of having an error. Then, the fixed search is performed such that more 
computational resources are dedicated to the initial levels that we know have a lower quality, 
and less operations are performed in the enhanced last levels. Previous modifications of the SD 
have focused on reducing the average complexity of the algorithm while keeping its random 
nature. In this case, by concentrating the occurrence of errors in the first levels, the aim is 
to reduce the variability in the complexity, allowing us to fix the complexity of the detector 
without greatly affecting the performance.
The conjecture presented in this section represents a new approach in the implementation of 
MIMO detection schemes approaching ML performance. It gives a systematic way of achiev­ 
ing quasi-ML performance with a reduced fixed complexity for any number of antennas and 
constellation sizes.
4.3.5 Complexity Considerations
In this section, the complexity of the FSD is studied taking into account both the ordering pro­ 
cedure and the fixed search. A formula will be given for the number of multiplications required 
during the search stage of the FSD. The results show that its complexity is considerably lower 
than that of the MLD and the K-Best lattice decoder.
Firstly, the FSD ordering proposed here has the same complexity as the V-BLAST ordering. 
Different optimized versions are available in the literature for the latter that could also be used 
for an implementation of the FSD ordering [30], [31]. For systems where M = N, the com­ 
plexity of the FSD ordering can be considered to be polynomial (cubic) [31]. Secondly, the 
complexity of the search stage depends directly on the distribution of points 115 used. Although 
different operations are required during the FSD search (addition, subtraction, multiplication, 
shifting, comparison), the most expensive operation in terms of implementation is considered 
to be the multiply operation.
In order to obtain the number of multiplications required in the FSD search, we denote m^ as
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the number of multiplications required to calculate tij|st — 2i| 2 , considering that tij is readily 
available. Hence, if the Euclidean distance is used (^2-norm), m^ = 3. On the other hand, if 
the simplified il or ^-norm are used, m^ = 1. In addition, we denote mc as the number of 
multiplications required for each complex product. A direct implementation of the complex 
product has mc = 4. However, the number of multiplications can be reduced to mc = 3 if the 
complex product is written as
(a + jb) (c + jd] = [a(c -d) + d(a-b)]+j[b(c + d) + d(a-b)}, (4.26)
at the expense of requiring extra additions (comparatively inexpensive). With those definitions, 
the number of multiplications of the search stage of the FSD is given by
M , M MX
= £ ( mrf JJ nj + (M - i) mc JJ nk j (4.27)
i=l \ j=i k=i+l '
where n; was defined as the number of points searched per level i. The first term in (4.27) repre­ 
sents the number of multiplications in the metric calculation, while the second term represents 
the successive calculation of Zi.
To compare the number of multiplications of the FSD with that of the MLD and the K-Best lat­ 
tice decoder, we consider a 4x4 system using a 16-QAM constellation per transmitted antenna. 
For such a system, the results obtained in Section 4.3.3.1 (in particular those of Figure 4.4) 
suggest that quasi-ML performance can be achieved by searching all the constellation points 
in the first level and only one point in the remaining levels. By checking all the points in 
the first level, the outage probability curve F±(x) (that corresponds to the first detection step) 
has no effect on the final performance, while the other levels have a diversity order > 4. In 
this case, considering m^ = 3, mc = 3 and n5 = (1,1,1, 16)T, the total number of mul­ 
tiplications is Wmu/f (FSD) = 480. On the other hand, the MLD, equivalent to an FSD with 
HMLD = (16, 16, 16, 16)T, has Nmult(MLD) = 248, 160, which makes the MLD infeasible to 
implement in practice.
The K-Best lattice decoder for that system achieves quasi-ML performance if K = 16 [87]. 
The number of multiplications required in the complex version of the tf-Best is j!VmuW(j?-Best) = 
2, 640. It should be taken into account that, in this case, the K-Best requires sorting operations 
in each level to obtain the best 16 branches out of the total 256 branches, further increasing its 
complexity, whereas those operations are not present in the FSD.
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It can be seen how the complexity of the FSD is considerably smaller compared to the other de­ 
tectors. Although the FSD does require an ordering of the channel matrix at the beginning of the 
detection process, that complexity could be considered negligible if we assume packet-based 
communications, where the ordering is required only once at the beginning of each received 
frame. In particular, the complexity of the FSD for the given example can be directly assumed 
to be 16 times the complexity of the V-BLAST algorithm. Conceptually, an FSD with a distri­ 
bution us = (1,1,1, P)T is equivalent to performing P independent DFEs.
A comparison with the SD from such a point of view is not possible given the variability of 
its complexity. In addition, the more theoretical complexity studies of the SD have considered 
only the original FP enumeration [69], [104], which is known to have a considerably higher 
complexity than the SD with SE enumeration. Apart from the number of multiplications, the 
sequential nature of the tree search requires more additional operations to be performed during 
the search. Hence, complexity results obtained through simulation will be shown in Section 4.4, 
where the overall complexity of the algorithms is considered.
Finally, other detection schemes based on different forms of lattice reduction have been pro­ 
posed to approach ML performance [105], [106]. However, the performance of those detectors 
is not quasi-ML so they have not been included in this study. In addition, they pose a prob­ 
lem from an implementation point of view since lattice reduction methods do not have a fixed 
complexity and are not well suited for the finite lattice problem [65], [67].
4.4 Simulation Results
The BER performance and complexity of the FSD have been measured through Monte Carlo 
simulations for different constellation orders and channel conditions. The main aim is to eval­ 
uate its suitability for quasi-ML detection in a fixed number of operations, as opposed to the 
SD, in systems where the MLD is not feasible due to its complexity. In all cases, the proposed 
FSD ordering of the channel matrix has been used. In addition, the performance of the FSD 
has been simulated in spatially correlated MIMO channels to identify the performance degra­ 
dation compared to the SD. The spatially correlated channel model considered and the specific 
correlation matrices for the case of low, moderate and high correlation are described in detail 
in Appendix A. Unless otherwise stated, the results have been obtained using 30,000 channel 
realisations with 200 uncoded symbols transmitted in every channel realisation.
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4.4.1 Performance Results
Figure 4.7 shows the BER performance of the FSD in a 4x4 system using 4-, 16- and 64-QAM 
modulation. Following the results in Section 4.3.3, the total number of vectors searched in the 
FSD is NS = P for a P-QAM constellation, following the distribution n$ = (1,1,1, P)T. 
It can be observed that the FSD gives practically ML performance independent of the SNR, 
especially for larger constellations. In particular, for 64-QAM modulation, only 64 Euclidean 
distances are calculated, whereas the total number of distances to be calculated by the MLD 
is much larger (644 = 16,777,216). The performance curves for the AT-Best lattice decoder 
have not been included for clarity purposes. However, we have observed that for 16-QAM and 
at a BER=10~3 , the performance degradation of the FSD compared to the MLD is 0.06 dB 
while the K-Best decoder (with K = 16) has a degradation of 0.015 dB. For 64-QAM and at 
a BER=10~3 , the performance degradation of the FSD is of 0.03 dB while the K-Best decoder 
(with K = 64) has a degradation of 0.05 dB 2 . In both cases, the complexity of the K-Best 








Figure 4.7: BER performance of the FSD and the SD as a Junction of the SNR per bit in a 4 x 4 
system.
The BER performance of the FSD in an 8x8 system with 4- and 16-QAM modulation is shown 
in Figure 4.8. In this case, the total number of points searched in the FSD is Ns = P2 for a 
P-QAM constellation following the distribution n5 = (l,l,l,l j l ) i j p> p)^ i.e< L = M -2
2These small figures are given to illustrate that the algorithms achieve practically the same performance.
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and lp = 2). Thus, all the possible P points are searched in the first two levels (i = M, M-1) 
and only the closest point to Zi is considered for the remaining levels. The FSD gives close to 
ML performance while calculating even a smaller percentage of Euclidean distances compared 
to the 4 x 4 system (P2/P8 < P/P4). In particular, for 16-QAM modulation, the degradation 
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Figure 4.8: BER performance of the FSD and the SD as a Junction of the SNR per bit in an 
8x8 system.
For both antenna configurations, it can be observed how the performance degradation decreases 
when the number of constellation points per antenna P increases. This is due to the fixed 
structure of the FSD. At high SNR, if the ML solution is not found, the error is normally 
caused by wrongly taking one of the closest points to the ML point in one of the levels. Given 
the Gray mapping used in the QAM constellation, that causes an error in one bit. Consequently, 
that bit error has a greater effect on the final BER the smaller the value of M Iog2 P (i.e. total 
number of bits per MIMO symbol).
Figure 4.9 (a) shows the BER performance of the FSD in a 4 x 4 system as a function of 
the SNR per bit using 16-QAM modulation for different correlation scenarios. It can be seen 
how the presence of spatial correlation causes a performance degradation to both algorithms. 
For the FSD, the degradation is slightly larger, especially for medium and highly-correlated 
scenarios (\p\\ = 0.5 and \p\\ = 0.7, respectively). However, in the highly-correlated scenario, 
the degradation is only of 0.95 dB at a BER= 10~ 3 . For the low correlation case (\p\\ = 0.3),
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the difference in performance is only of 0.1 dB at a BER= 10~~3 . Figure 4.9 (b) shows the 
BER performance for the case of 64-QAM modulation. The performance degradation can also 
be observed although the difference between the FSD and the SD has been reduced. In the 
highly-correlated scenario, the difference is only of 0.56 dB at a BER= 10~3 .
M=W=4. 16-QAM
- - -SD|p.| =
- A -SD
O FSD-P=(1,1,1.P)
M = N = 4, 64-QAM
(a)
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Eb/N0 (dB)
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Figure 4.9: BER performance of the FSD and the SD for (a) 16-QAM and (b) 64-QAM as a 
function of the SNRper bit in the presence of spatial correlation in a 4 x 4 system.
4.4.2 Complexity Results
The number of operations of the FSD is shown in Figure 4.10. The FSD is compared to the SE 
version of the SD with and without channel matrix ordering in a 4x4 system using 16- and 64- 
QAM modulation. The 90-percentile is plotted to indicate the maximum number of operations 
required to perform the detection process in 90% of all cases.
In Figure 4.10, the deterministic nature of the FSD can be observed, indicating its suitability 
for real-time hardware implementation. It can also be seen that the FSD has lower complexity 
than the other SDs. Only for 16-QAM and at high SNR is the number of operations of the FSD 
slightly higher than for the SD. However, the fixed structure of the FSD would allow a fully- 
pipelined parallel implementation of the algorithm achieving a higher throughput (i.e. number 
of bits detected per second) compared to the SD. Only the complexity of the search stage has 
been considered, given that the complexity of the ordering stage can be considered negligible 
for packet-based communications where the ordering is only performed once per frame. The 
number of operations of the complex version of the #-Best lattice decoder is also plotted for 
comparison purposes. It can be seen how the complexity of the #-Best lattice decoder is
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Figure 4.10: Complexity of the search stage of the FSD and the SE-SD as a Junction of the SNR 
per bit in a 4x4 system.
considerably higher for both modulations. For 16-QAM (K = 16), the complexity of the K- 
Best is higher by a factor of 13 compared to that of the FSD, while for 64-QAM (K - 64), the 
complexity is higher by a factor of 50.
As has been shown in Chapter 3, the complexity of the SD could be further reduced by using the 
so-called V-BLAST-MMSE ordering of the channel matrix. However, it has not been included 
in the previous comparison, given that the ordering procedure is more complex than that of the 
V-BLAST-ZF or the FSD ordering. Furthermore, although it reduces the complexity of the SD, 
it still provides a variable complexity and a sequential search in the SD, together with a small 
BER degradation.
4.5 Rapid Prototyping of the Fixed-Complexity Sphere Decoder
The FSD has been implemented using the prototyping platform and methodology described in 
Sections 2.3.2 and 2.3.3. Thus, the suitability of the algorithm for real-time MDVIO detection 
and its fully-pipelined architecture can be evaluated. The results presented in this section show 
how quasi-ML performance can be achieved in high-dimensional MTMO systems with a fixed 
throughput, which is considerably higher than that of previously presented approaches.
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The implementation of the FSD makes use of the definition of AED and FED presented in 
Section 3.5 for the SD. The expressions are reproduced here for completeness. The AED A is 
written as
M
ujj sJ ~ (4.28)
.7=1+1
where di is the FED contribution from level i.
4.5.1 System Architecture
The first step in the implementation of the FSD is the partitioning of the architecture between 
MATLAB and the FPGA. The same partitioning used for the SD has been considered and is 
shown in Figure 4.11. Thus, MATLAB performs the sections of the algorithm that are required 
only once per frame: the pseudoinverse calculation, the FSD ordering of the channel matrix 
and the Cholesky decomposition. On the other hand, the FPGA contains the FSD algorithm.
H
MATLAB (Executed once per frame) FPGA (Executed once per MIMO symbol)
*• S
fsd
Figure 4.11: Partitioning of the FSD between MATLAB and the FPGA.
Figure 4.12 shows the block diagram of the FPGA implementation of the FSD for a 4x4 system 
where the only blocks left out are the input and output memories. For a P-QAM constellation, 
the distribution of points checked in the FSD follows 115 = (1,1,1, P]T . The function of the 
different blocks of the design is described below.
Internal Memory: This block contains intermediate memory to store the received symbols 
r, the entries of the pseudoinverse of the channel matrix, H^, and the entries of the Cholesky 
decomposition of the Gram matrix, U.
ZFU: This block performs the ZF equalization to obtain s = H^r.
PDU i: The 4 PDU blocks calculate the AED in (4.28) for each one of the levels. In the first
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Figure 4.12: FPGA block diagram of the FSD.
level, i = 4, all the points in the constellation are considered (714 = P). Therefore, the P PEDs, 
c?4, are calculated for all the possible points 84 where z^ = 34. These values directly form the 
set of £>4 values that are transferred as input to the next level. For the rest of the levels, only 
the point Si e P-QAM closest to Zi is considered (rii = 1 with i ^ 4). In this case, three tasks 
need to be performed:
1. The value z^ needs to be obtained using
M
•( sj -Sj), (4.29)
taking into account the points used in the previous levels (Sj when j = i + 1, • • • ,4) and 
the unconstrained ML solution s.
2. The closest point s^ to Zi is selected and the FED di is calculated for that level.
3. The current AED is calculated using 
PDU block.
= di + A+i and transferred as input to the next
Figure 4.13 shows the PDU branches that calculate the different PEDs for levels i = I ... 3. In 
this case, only the closest constellation point to Zi (obtained by the P-QAM demapper block) 
is required.
Minimum Search Unit (MSU): This block searches for the minimum (squared) Euclidean 
distance DI among the P values calculated by the previous PDU blocks. The transmitted 
vector associated with the minimum DI is selected as the FSD solution Sfsd .
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Figure 4.13: PDU i branch block diagram (with i ^ 4J.
4.5.2 Fixed-Complexity Sphere Decoder Scheduling
From a hardware point of view, the FSD makes use of the inherent parallelism of the FPGA 
platform. In addition, its deterministic structure (i.e. a fixed number of operations are required 
to detect each MIMO symbol) compared to the SD makes possible a full pipelining of the 
algorithm, resulting in a highly optimized hardware implementation.
Applied to the FSD, pipelining implies that the detection process for one MIMO symbol starts 
before the previous MIMO symbols have been completely detected. The main advantage of a 
fully-pipelined algorithm is the increase in the overall throughput due to two factors:
• If the hardware platform contains enough computational resources, a MIMO symbol can 
be detected in every clock cycle, dramatically increasing the throughput compared to a 
SD implementation. A trade-off exists between the use of hardware resources and the 
number of cycles per MIMO detection. Therefore, the use of hardware resources could 
also be reduced by detecting a MIMO symbol in more than one cycle.
• If the latency of the system (i.e. the number of cycles required to detect the first MIMO 
symbol) is not a critical issue, pipeline registers can be introduced between every oper­ 
ation of the algorithm, increasing the clock frequency of the design and, therefore, the 
throughput.
In the case of the SD, given the sequential nature of the algorithm, full pipelining is not possible. 
The throughput can only be increased by integrating more detectors in parallel into the same 
hardware platform.
Figure 4.14 shows the time diagram of the FSD algorithm on the FPGA where the information 
about the latency of the algorithm is not present for simplicity. It shows how the different parts 
of the algorithm (i.e. pipeline stages) start processing valid data sequentially as the received
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vectors r are available. In particular, the detection process is detailed for three time instants 



























Figure 4.14: FPGA time diagram of the FSD.
The white area in the top right corner indicates the parts of the architecture that are waiting for 
valid data to fill the different pipeline stages. On the other hand, the grey area in the bottom 
left corner indicates that all the pipeline stages have been filled and that symbols are being 
processed in parallel for different time instants. Therefore, once the pipeline stages have been 
filled, all the blocks in the design are active in every clock cycle, resulting in an optimized use 
of the hardware resources of the design.
4.6 Implementation Results
The FSD has been implemented for a 4 x 4 system with 16- and 64-QAM modulation, denoted 
as FSD-16 and FSD-64, respectively. The dimensionality of the problems, PM — 65,536 
for 16-QAM and PM = 16,777,216 for 64-QAM, makes it very difficult to implement the 
MLD in practice. The FPGA design has been integrated into the MATLAB system model in 
order to perform hardware co-simulation of the algorithm and compare the real-time fixed-point 
performance with the floating-point MATLAB one.
4.6.1 FPGA Resource Use
The resource use of the implementation of the FSD-16 on the Xilinx Virtex-II-Pro FPGA board 
is summarized in Table 4.2 and compared with the resource use of the 4 parallel SDs presented
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in Section 3.6. It can be seen that the FSD-16 uses significantly less resources than the 4-SDs 
with the exception of the flip-flops and the multipliers. The flip-flops are used in the design as 
delay nets to synchronize the different pipeline stages at the end of the detection process.
Xilinx XC2VP70 FPGA
Number of slices (33,088)
Number of flip-flops (66,176)
Number of 4-input LUTs (66,176)
Number of multipliers (328)













Table 4.2: FPGA resource use of the FSD compared with 4-SDs.
The number of multipliers used is slightly larger indicating that the computational complexity 
of the algorithm in terms of hardware resources is similar to that of the SD. However, this does 
not directly translate into a more complex hardware implementation. Factors like the regular 
structure of the algorithm and the possibility of pipelining also determine the suitability of the 
algorithm for a hardware implementation. The number of LUTs has also been considerably 
reduced. The use of LUTs can be seen as an indicator of the control logic required for the 
algorithm. In the case of the FSD-16, the fixed number of operations and the possibility of 
pipelining greatly reduces the need for control blocks leaving the LUTs mainly to arithmetic 
operations. Taking into account that each slice contains two flip-flops and two LUTs, we find 
that a considerable percentage of the slices are only partially used. Finally, the number of 
memory blocks has been more than halved, where most of them are due to the input and output 
buffers defined on the FPGA to synchronize the FPGA board and the Simulink interface. From 
an algorithmic point of view, the FSD-16 requires much less memory space for intermediate 
data storage during the detection process than the SD.
Table 4.3 compares the resource use of the FSD implemented for 16- and 64-QAM on the Xilinx 
Virtex-II-Pro FPGA board. As expected, the resource use of the FSD-64 is larger than that of 
the FSD-16. However, it is important to note that the increase is smaller, comparatively, than the 
increase in the dimensionality of the problem, PM , or the increase in the number of Euclidean 
distances calculated, Ns = P. It can be seen how the percentage use of all the different 
elements in the FPGA increases, with the memory use suffering a minor increase. However, the 
FSD-64 does suffer from larger memory requirements compared to that of the FSD-16, given 
that flip-flops can also be used as intermediate memory. On the other hand, the increase in the
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number of LUTs is due to the extra number of additions required to obtain the 64 Euclidean 
distances. Finally, the largest increase is in the number of multipliers, representing the critical 
factor of the design, approaching full use of the FPGA. Therefore, design optimizations need to 
be investigated to reduce the number of multipliers. That can be achieved by using (4.26) for the 
implementation of the complex multiplication. In addition, an approximation of the Euclidean 
metric like the ^-norm approximation could be used in order to further reduce the number of 
multipliers in the PDU at the cost of a performance degradation [59]. Both modifications have 
been applied to the FSD-64 and the results are discussed in Section 4.6.3.
Xilinx XC2VP70 FPGA
Number of slices (33,088)
Number of flip-flops (66,176)
Number of 4-input LUTs (66,176)
Number of multipliers (328)













Table 4.3: FPGA resource use of the FSDfor 16-QAM and 64-QAM.
4.6.2 Hardware Co-simulation Results
The BER performance of the FSD for 16- and 64-QAM has been evaluated in real-time and is 
shown in Figure 4.15. The pseudoinverse, Cholesky decomposition and FSD ordering of the 
channel are calculated offline in MATLAB. The input values to the FSD are quantized using 16 
bits per real component. The number of bits dedicated to the fractional part and to the integer 
part has been selected according to the statistical distribution, obtained through simulation, of 
the difference variables in the system. The results on the FPGA have been obtained simulating 
10,000 channel realisations with 200 symbols transmitted in every channel realisation.
For both modulation schemes, the FPGA performance approximately matches that of MAT- 
LAB, a difference only appears for high SNR due to the quantization process. Furthermore, 
comparing the 16-QAM results with those of Figure 3.12, it can be observed that the degrada­ 
tion due to fixed point arithmetic is smaller for the FSD than for the SD. Therefore, the FSD 
results in an algorithm which is more robust to the quantization process if the same fixed-point 
precision is used.
Figure 4.16 shows the real-time average throughput of the FSD-16 compared with the FPGA
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Figure 4.15: BER performance of the SD in MATLAB and of the FSD in MATLAB and on the 
FPGA as a function of the SNRper bit in a 4 x 4 system.
implementation of the SD presented in Section 3.6. The throughput in Mbps is calculated 
according to
Q = M-\og2 P-fdock /C (Mbps) (4.30)
where fdock is the clock frequency of the design in MHz and C is the number of clock cycles 
required to detect a MIMO symbol. For this design, fdock = 100 MHz and the number of cycles 
is C = 4 resulting in a throughput of Q = 400 Mbps. The number of cycles, C = 4, is due to 
the fact that, in order to make use of the parallelism of the FPGA, the distance calculations in 
the PDU blocks are performed in parallel for blocks of 4 vectors out of the N$ = 16 vectors.
It can be seen how the FSD-16 outperforms the different SD alternatives and, more importantly, 
provides a constant throughput independent of the noise level. Therefore, the FSD is suitable for 
integration into a practical communication system where a deterministic throughput is required. 
At an Eb/No - 20 dB, the throughput of the FSD-16 is 3.5 times larger than that of the SD which 
has the same complexity in the ordering stage (V-BLAST-ZF). In addition, the more optimized 
hardware architecture of the FSD doubles the clock frequency of the design compared to that 
of the SD, proportionally increasing the throughput.
The FPGA implementation of the FSD-16 has been compared with previous 4x4 16-QAM 
SD implementations in Table 4.4. Although a rapid prototyping methodology has been used,
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Figure 4.16: Average throughput of the FSD-16 and the SD with different orderings of the 
channel matrix as a function of the SNR per bit in a 4 x 4 system.
the FSD-16 outperforms previous SD and K-best detectors while using less than half of the 
resources on the FPGA board. In addition, the BER performance only suffers a very small 
deviation from ML. In particular, the FSD-16 outperforms previous alternatives presented to 
achieve a constant throughput in the SD that require more computational power and memory 
resources [87], [107]. In addition, the values of fdock and Q between brackets for the FSD-16 
show how internally pipelining the multipliers to increase fdock directly increases the through­ 
put. That implementation incurs only in a 10% increase in the number of flip-flops used. Fi­ 
nally, the implementation of the FSD-16 on an ASIC using hardware tools could lead to further 
improvements in its performance.
The throughput results for the FSD-64 together with the effect different design optimizations 
have on the resource use and the throughput of the implementation are presented in the next 
section.
4.6.3 FPGA Design Optimizations
In the previous section, it has been identified that the number of multipliers is the critical factor 
in the implementation of the FSD when the dimensionality of the problem increases. In this 
section, two different optimizations are presented and applied to the FSD-64 in order to reduce
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Table 4.4: Comparison of real-time SDs and the FSD-16.
the use of multipliers on the FPGA board.
Initially, we consider the version presented in the previous section, that is denoted as FSD-64A. 
It consists of a direct implementation of the algorithm. In order to make use of the parallelism 
of the FPGA, the distance calculations in the PDU blocks are performed in parallel for blocks 
of 8 vectors out of the N$ = 64 vectors. Therefore, 8 iterations are required to perform all the 
distance calculations. This results in balanced trade-off between the achievable throughput and 
the use of the hardware resources. Although a higher throughput would be possible increasing 
the number of calculations performed in parallel, given the percentage of multipliers already in 
use (92%), that would make the design impossible to map on the FPGA board used.
The first optimization proposed, whose implementation is denoted as FSD-64B, modifies the 
structure of the complex multipliers in order to reduce the number of embedded multipliers 
using (4.26). A direct implementation of a complex multiplication can be written as
(a + jb)(c + jd) = (ac - bd) + j(bc + ad) (4.31)
where 4 multipliers and 2 adders/subtracters are required. In this case, 2 clock cycles are 
required to perform the operation: the multiplications in the first cycle and the addition/sub­ 
traction in the second one.
On the other hand, using the expression in (4.26), reproduced here for completeness,
(a + jb)(c + jd) = [a(c - d) + d(a - b)} + j[b(c + d) + d(a - b)} , (4.32) 
we can reduce the number of multipliers to 3, due to the repeated factor d(a - b), increasing
90
Fixed-Complexity Sphere Decoder for MIMO Systems
the number of comparatively inexpensive adders/subtracters to 5. Although in this case 3 clock 
cycles are needed to perform the complete operation, it might not pose a problem if the initial 
latency of the algorithm is not a critical issue. It should be noted that this FSD-64B imple­ 
mentation has the same BER performance as the FSD-64A one, given that no mathematical 
simplification has been applied, only a modified structure of the complex multiplication.
In addition, the number of multipliers in the FSD-64B version can be further reduced by re­ 
placing the £2 -norm calculation performed to obtain the PEDs (represented by the | 2 block 
in Fig. 4.13) by a simpler method [59]. In this evolved version from FSD-64B, denoted as 
FSD-64C, a ^-norm approximation is used so that the FED is written as
di w uK \M{Si - Zi }\ + \%{si - Zi}\ ). (4.33)
In this case, the AED value, DI, does not represent a squared Euclidean distance anymore.
This version of the algorithm does result in a BER performance degradation given that the 
exact Euclidean distance metric is replaced by a Manhattan distance metric. However, in most 
scenarios, the reduction in the number of multipliers is more important than the performance 
degradation. In particular, a performance degradation of only 0.35 dB at a BER = 10~3 has 
been observed on the FPGA in real-time when the FSD-64C version is used.
The resource use and the performance of the different versions of the FSD-64 on the Xilinx 
Virtex-II-Pro FPGA board are summarized in Table 4.5. The calculation of Q is performed 
using (4.30) taking into account that C = 8 for all the versions. It can be seen how the percent­ 
age of multipliers is subsequently reduced from 92% down to 57% in the FSD-64C version. 
As expected, the number of LUTs increases from FSD-64A to FSD-64B. This is due to the 
increase in the number of adders/subtracters required that are implemented on the FPGA using 
LUTs. In FSD-64C, the number of LUTs increases slightly due to the additional logic required 
to calculate the £1 -norm approximation.
The same trend can be observed in the number of flip-flops used. The increase in FSD-64B is 
due to the delay nets required to synchronize the parts of the architecture that surround the new 
complex multipliers (their latency has been increased from 2 to 3 cycles). The slight increase in 
FSD-64C is due to some additional delay nets required in the £1 -norm approximation. Finally, 
for the number of slices, we should take into account that each one contains 2 LUTs and 2 flip- 
flops. Therefore, their percentage of use can only be seen as an indicator of the occupied slices,
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XilinxXC2VP70FPGA
Number of slices (33,088)
Number of flip-flops (66,176)
Number of 4-input LUTs (66, 1 76)
Number of multipliers (328)








































Table 4.5: FPGA resource use and performance of the different FSD-64 versions.
where a high percentage of them are only partially used. There is a reduction in the number of 
slices from FSD-64B to FSD-64C because the reduction in the number of multipliers cause the 
routing tools to find a design that reduces the number of partially used slices (both the number 
of flip-flops and LUTs increase).
In terms of performance, only a negligible latency increase occurs when the complex multi­ 
plication in (4.32) is used. It should be noted that the reduction in multipliers suggest that the 
FPGA tools should be able to find a more optimized design for FSD-64B and FSD-64C, mar­ 
ginally increasing the clock frequency and the throughput. This possibility has not been studied 
given that the results depend mainly on the commercial tools used (all the designs have been 
targeted to the same fdock = 100 MHz).
Finally, an optimized version of FSD-64B is presented in the last column. It has been ob­ 
tained by increasing only the internal pipeline stages of the embedded multipliers. With this 
modification, the mapping and routing tools obtain a design that has a higher clock frequency 
and throughput. The number of flip flops is considerably increased in order to synchronize the 
different parts of the design with the new multipliers. Although, the initial latency has been 
increased, given the increase in the clock frequency, the real latency has, in fact, been reduced 
from ti = 66/100, MHz = 0.66//S to tt = 78/150, MHz = 0.52^s.
4.7 Chapter Summary
In this chapter, a FSD has been presented to achieve quasi-ML performance in MIMO detection 
with a fixed complexity in systems where the MLD cannot currently be implemented in prac­ 
tice. The algorithm overcomes the two main disadvantages of the SD: its variable complexity
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and the sequential nature of its tree search.
The FSD combines a novel channel matrix ordering and a search through a small subset of 
the receive constellation in order to approximate ML performance. The transmitted vectors 
that generate that subset are defined by the number of constellation points that are searched 
per transmit antenna. Thus, more points are searched in the first antennas while the number 
is reduced in the last levels. The channel matrix ordering proposed is such that makes more 
probable to have a detection error in the levels where more points are searched (i.e. more com­ 
putational resources need to be dedicated to those levels). By doing that, the quality of the last 
levels is enhanced, justifying the fact that less points are searched in those levels. Simulation 
results have shown that there is only a very small BER degradation compared to the SD, be­ 
ing possible to approximate quasi-ML performance for an arbitrary number of antennas and 
constellation order.
In the second part of the chapter, different FPGA implementations of the FSD have been an­ 
alyzed showing how the algorithm architecture can be fully-pipelined and make use of the 
inherent parallelism of current hardware platforms. Those implementations show that quasi- 
ML performance can be achieved with high constant throughput facilitating the integration of 
the algorithm into complete communication systems. In particular, for a 4 x 4 system with 16- 
QAM, the FSD achieves practically the same BER performance of the SD reducing the use of 
LUTs by more than 50%. The implementation has been shown to achieve a constant through­ 
put of 600 Mbps which is considerably higher than the variable SD throughput (a maximum of 
only 128 Mbps can be achieved at high SNR). The results presented in this chapter show that 
the FSD clearly outperforms the best previous ASIC implementation of the SD that achieves a 
throughput of 253 Mbps at an SNR per bit of 20 dB, although at a cost of a non-negligible BER 
performance degradation of 1.4 dB at high SNR as indicated in Chapter 3. Finally, the FSD has 
been implemented for a 4x4 system with 64-QAM showing how quasi-ML performance can be 
achieved in MIMO detection with a constant throughput of 450 Mbps. Although the FSD-64 
makes intensive use of the hardware resources, different modifications have been proposed to 
reduce the resource use. This implementation represents, to the best to our knowledge, the first 
approach to approximate real-time ML MIMO detection in systems where the dimensionality 
of the search problem is PM > 106 .
In the next chapter, an extension of the FSD is proposed to obtain not only an approximation 
of the ML solution but also soft-value information about the received bits. That soft-value
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information can then be used by an outer decoder in order to perform iterative detection and 
decoding in turbo-MIMO systems.
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Chapter 5 
List Fixed-Complexity Sphere Decoder
for T\irbo-MIMO Systems
5.1 Introduction
An extension to the FSD, denoted as list fixed-complexity sphere decoder (LFSD), is proposed 
in this chapter to provide soft outputs in spatially multiplexed MIMO systems where an outer 
code is used to approach the channel capacity enunciated in Chapter 2. The LFSD generates 
soft-value information for a subset of the complete transmit constellation approaching the per­ 
formance of previously presented soft-MIMO detectors but with a fixed complexity, resulting 
in a more optimized hardware implementation. The subset considered by the LFSD is an ex­ 
tension of the subset that an equivalent FSD would consider for the uncoded MIMO detection 
problem. This greatly reduces the complexity of the transition from the FSD to the LFSD while 
keeping the possibility of obtaining a fully-pipelined real-time implementation of the algorithm.
Initially, the turbo-MIMO system model is described, illustrating the need for a soft-MIMO de­ 
tector in order to perform an iterative detection and decoding. A review of previously proposed 
soft-MIMO detectors mainly based on the list sphere decoder (LSD) is presented to identify 
their disadvantages from an implementation point of view. The LFSD is then introduced from a 
theoretical point of view describing how the subset searched by the FSD needs to be extended. 
Simulation results are shown of the performance and complexity of the algorithm compared to 
the original LSD. In the second part of the chapter, an implementation of the LFSD is presented, 
concentrating on its architectural differences compared to the FSD. Results of the performance 
of the prototype are shown, comparing them to simulation results. Finally, the architecture and 
the throughput are compared to previously presented soft-MIMO detectors based on the LSD.
5.2 lurbo-MIMO System Model
The system model under consideration is based on the spatially multiplexed MIMO system 
model presented in Section 3.2. However, every practical wireless communication system
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includes some form of outer channel coding to protect the data bits against the channel con­ 
ditions and the noise. In particular, we consider the case of STC based on bit-interleaved 
coded modulation (BICM), where a combination of an inner encoder/decoder and an outer en­ 
coder/decoder with an interleaver in between is used to be able to apply the turbo-principle at 
the receiver [38], [23].
We consider aMxN system used for the transmission of frames of Kb bits. At the transmitter, 
the Ku information bits u are encoded, using an off-the-shelf convolutional or turbo code of rate 
r, where Ku = Kb • r. The coded bits c are then interleaved and mapped to P-QAM symbols, 
forming a sequence of Ks = Kb/ Iog2 P symbols. The sequence of symbols is then split 
into M substreams and blocks of Kch symbols, corresponding to one channel realisation (i.e. 
block Rayleigh fading channel), are transmitted in parallel from each one of the M antennas. 
Therefore, a frame of Kj, bits requires the transmission of Nch = Ks/(Kch • M) blocks of data, 
corresponding to Nch different channel realisations. Following the block fading channel model, 
a Rayleigh channel matrix H is generated and kept constant during the transmission of a single 
block of data, changing independently from block to block. Thus, each block of data occupies 
Kch time instants where a vector s is transmitted in each time instant. The combination of the 
symbol mapper and the symbol demultiplexer form the inner encoder that is combined with the 
outer encoder and the interleaver operation as it is shown in Figure 5.1. The block labelled 'II' 









Figure 5.1: Turbo-MIMO transmitter and channel block diagram.
At the receiver, a turbo-scheme, similar to the one presented in [40] can be used for the detection 
and decoding of the symbols, where an inner and an outer decoder exchange extrinsic informa­ 
tion iteratively with interleaving/deinterleaving operations in between. In this case, the inner
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decoder consists of a soft-MIMO detector and the outer decoder can consist of a maximum a 
posteriori (MAP) decoder [108] or a turbo decoder [36]. Figure 5.2 shows the block diagram 
of the turbo-MIMO receiver showing the exchange of extrinsic information between the soft- 
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Figure 5.2: Turbo-MIMO receiver block diagram.
The basic idea of the turbo-principle applied to MIMO is to exchange extrinsic soft-information 
between an inner and an outer decoder in successive iterations in order to achieve near-capacity 
over those multiple-antenna channels, approximating the optimal joint detector/decoder [40]. In 
each iteration, the BER is reduced by that exchange of information. Concentrating on the soft- 
MIMO detector, it must provide soft-information about the interleaved bits b. That consists of a 
posteriori probability (APP) information expressed in the form of log-likelihood ratios (LLRs) 
(i.e. L-values [109]). The LLR of a bit bk is defined as the log of the ratio of the probabilities 
of the bit taking its two possible values and can be expressed as
L(bk ) = In Pr[6fc = +1] Pr[6fc = -1] '
(5.1)
where the values of the bits are taken to be +1 and -1, representing a logical T and a logical 
'0', respectively. Thus, the magnitude of the L-value indicates the reliability of the information 
about a particular bit, with L-values close to zero corresponding to unreliable bits. The sign is 
used to indicate whether a particular bit is a logical T (L(bk) > 0) or a logical '0' (L(bk) < 0).
The steps involved in one iteration in the turbo-MIMO receiver in Figure 5.2 are the following:
1. Initially, the soft-MIMO detector takes channel observations, r, and a priori information, 
LA\I about the interleaved bits obtained from the outer decoder to generate a posteriori 
information, LDI, about the same interleaved bits.
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2. The a priori information, LA\, is subtracted from the a posteriori information, LDI, m 
order to obtain extrinsic information, LEI* about the interleaved bits. This information 
is then deinterleaved to obtain a priori information, LAI, about the coded bits c for the 
outer decoder.
3. The outer decoder uses the a priori information, LAI, to obtain a posteriori information, 
. about the coded bits.
4, Finally, the a priori information, LAI, is subtracted from the a posteriori information, 
LDZ, in order to obtain extrinsic information, LEI, about the coded bits. This information 
is then interleaved to obtain a priori information, LAI, about the interleaved bits that can 
be used by the soft-MIMO detector.
In addition, in the final iteration of the detection and decoding process, the outer decoder gen­ 
erates a posteriori information, LDI,U> about the uncoded bits u that will be used to obtain an 
estimate u of the transmitted sequence of bits at the receiver. For that purpose, the L- values 
are passed through a slicer that selects the logical value of each bit according to the sign of the 
corresponding L- value.
The most important aspect of this iterative MIMO receiver is the calculation of soft- value infor­ 
mation both for the inner decoder (i.e. soft-MIMO detector) and for the outer decoder. Given 
that the operation of the outer decoder has been extensively studied in the literature [108], [109], 
the main aim of this chapter is to concentrate only on the operation of the MIMO detector, an­ 
alyzing how it can be extended to provide reliability information before presenting a novel 
soft-MIMO detector in the form of the LFSD.
5.2.1 Soft-MIMO Detection
The MIMO detector needs to generate APP information expressed in the form of L- values for 
the interleaved bits in order for that information to be used by the outer decoder. It takes into 
account the channel observations, i.e. extrinsic information, and the a priori information to 
obtain a posteriori information conditioned on the received vector r. Using Bayes' theorem, 
the a posteriori L- value can be written as [40]
(5.2)
a— posteriori info a— priori info extrinsic info
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where fc = 0,...,AT6 - 1.
In particular, assuming that the bits 6fc can be considered statistically independent due to the 
interleaving operation, the extrinsic information conditioned to the received vector r can be 
written as
E P(r|b)exp( E LAl (bj)j
(5.3) / \
E p(r|b) exp
where, without loss of generality, Kb = M • Iog2 P has been assumed to simplify the index 
notation. In (5.3), p(r|b) represents the likelihood function, Bfc ,+i represents the set of 2Kb ~l 
bit vectors b having bk = +1, so that,
e,+i = {b|6fe = +1} , Bfc|_i - {b|6fc - -1} , (5.4) 
and $k,b is the set of indices
Jfc,b - {j\j = 0, . . . ,Kb - 1, j ± k,bj = +1} . (5.5)




where br^i denotes the subvector of b omitting &&, LAI denotes the vector that concatenates the 
a priori information LAI(&J) of each bit bj and LA1) [/,] denotes the subvector of LA.I omitting
The most important part of the calculation of LDI in (5.2) is the computation of the likelihood 
function p(r|b). For the system model under consideration, the likelihood function is written
as
•-||r-Hs
p(r|s = map(b)) = / 2 )jv exp <r2 (5.7)
In particular, for the calculation of the L-value only the term inside the exponent is relevant, 
and the constant factor outside the exponent can be omitted.
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In addition, the expression in (5.6) can be further simplified if the Max-log approximation is 
employed [110]. In this case, the extrinsic L-value can be rewritten as
— max <2 beBfc ,-i I
-||r-Hs|| 2 T \
V2/2 + b [fc]Wlj> (5-8)
where s = map(b) represents the mapping onto a QAM symbol of each group of Iog2 P bits.
However, the calculation of (5.8) has an exponential complexity with M and is prohibitively 
complex for systems with a large number of antennas and/or high-order modulations. In the 
case of a 4x4 system with 16-QAM modulation, finding the maximizing hypotheses in (5.8) 
for each &/-, requires a search over PM/2 = 32,768 vectors s in each one of the two terms. 
Therefore, it is necessary to find simplified soft-MIMO detectors to approximate the calculation 
in (5.8) with reduced complexity.
5.3 Review of List Sphere Decoder-Based Soft-MIMO Detectors
In this section, previously proposed soft-MIMO detectors based on the LSD are studied, iden­ 
tifying their disadvantages from an implementation point of view, in a similar fashion to the 
study about reduced-complexity SDs presented in Section 4.2. Thus, the need for the LFSD 
proposed in this chapter will be justified.
The LSD has been proposed as a means of obtaining soft-value information in MIMO detec­ 
tion [40]. The basic idea of the LSD is to extend the functionality of the SD by generating a 
list of candidates such that they maximize the hypotheses in (5.8). By doing that, the L-value 
can be approximated without having to consider the entire transmit constellation, instead con­ 
sidering only the information about the bits gathered from the list of candidates. Details of the 
operation of the LSD can be found in [40]. However, a trade-off exists between the complexity 
of the algorithm and the accuracy of the soft-information depending on the size of the list. If a 
large number of candidates is considered, the approximated L-value will be closer to the actual 
value but the LSD will require more operations to generate the complete list. Another problem 
arises if the list of candidates does not contain information about one of the two possible values 
of a particular 6fc. In this case, the corresponding L-value needs to be clipped to a specific 
value.
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The LSD proposed in [40] is based on the FP enumeration. Consequently, the choice of the 
initial radius R is extremely important to limit the complexity of the LSD. Apart from the 
sub-optimality of the FP enumeration, the LSD presents the same problems of the SD from 
an implementation point of view: its variable complexity depending on the noise level and the 
channel conditions and its sequential nature. Different modifications have been proposed for 
that original LSD although most of them still use the FP enumeration. In [111], a modification 
of the LSD has been proposed combining the original SD with SE enumeration and a double 
FP enumeration. The SE-SD is used to obtain the ML solution and then the double FP enu­ 
meration generates a list of candidates around the ML solution instead of around the received 
vector. Although, the performance of the LSD is improved, this solution has different problems 
such as the increase in complexity, the irregular structure of the algorithm and the possible 
re-enumeration of the same vectors in the SE-SD and the double FP enumeration.
The addition of the a priori information to the sphere search has been proposed in [112] to 
improve the quality of the soft metrics in the list of candidates in every iteration. However, 
running the LSD in every iteration greatly affects the complexity of the receiver. Another 
modification consists of removing from the sphere search the points per level that have a reliable 
a priori L-value [113]. That reduces the complexity compared only to the FP-LSD and the 
additional operations required increase the complexity of a practical implementation.
With the inclusion of the SE enumeration into the LSD, different approaches have been pro­ 
posed to increase the soft-quality of the list of candidates. A set of constrained SDs have been 
proposed in [114] to obtain information about the bits that are not represented once an initial 
SD has been run to obtain the ML solution. Another proposal that cannot be directly applied 
to QAM constellations, flips the bits of the ML solution to obtain soft-information about the 
opposite hypothesis for a particular bit, replacing the LSD with a set of SD steps [115]. Finally, 
in [116], a combination of the flipping method and a rerun of the LSD according to the a priori 
L-value is applied to the SE-LSD. Although the above methods can improve the performance 
of the original LSD, they have been proposed from a theoretical point of view and, more impor­ 
tantly, their additional operations represent a problem if the algorithm needs to be implemented 
in practice.
In [117], what can be considered the state-of-the-art LSD from an implementation point of 
view is introduced. It consists of the SE enumeration and a very large initial radius that stays 
unchanged until the list of candidates is full. Then, the initial radius is set to the largest distance
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among the candidates on the list and the operation continues replacing the candidate with the 
largest distance on the list if new candidates are found satisfying the new SC. In addition, the 
trade-off between memory requirements and achievable throughput is enunciated for the real 
and complex versions of the LSD, with the complex version achieving the highest throughput 
but also requiring more memory. Finally, the use of some sort of channel matrix ordering is 
proposed as a means of reducing the average complexity of the LSD.
The LSD has also received attention from an implementation point of view [118], [119], [120]. 
However, the variable complexity of the algorithm and its sequential nature negatively affect the 
complexity of the architecture and the achievable throughput of the implementation. In order to 
overcome that problem, although it is not strictly based on the LSD, the M-algorithm has been 
proposed as a soft-MIMO detector that has a fixed complexity and that can be fully pipelined 
in a hardware implementation [121]. However, the algorithm (as in the uncoded case) suffers 
from a high computational complexity depending on the parameter M. The T-algorithm has 
been proposed to reduce its complexity although this algorithm no longer has a fixed complex­ 
ity [122]. The M-algorithm (i.e. K-Best lattice decoder) has been implemented in practice to 
obtain soft-information showing its fixed complexity and its fully-pipelined architecture [91]. 
However, the implementation shows that the sorting procedure required in each level represents 
a significant factor in the overall complexity.
Other algorithms exist with comparable performance to that of the LSD. In [123], a list se­ 
quential detector has been proposed for soft-MIMO detection. However, its sequential nature 
and its memory requirements can affect a hardware implementation of the algorithm. In a 
different direction, a semi definite relaxation algorithm has also been proposed for the same 
purpose [124]. The algorithm still has a variable complexity and a more irregular structure than 
the LSD, hindering its practical implementation.
As a conclusion, the soft-MIMO detectors based on the LSD seem to be considered as the 
most promising approach to provide soft-information in turbo-MIMO systems. However, their 
variable complexity and sequential nature makes the #-Best lattice decoder the most suitable 
algorithm for hardware implementation. As stated in Chapter 4, the main problem of the K- 
Best lattice decoder is that its complexity is, in some cases, too large given that it does not take 
into consideration the channel model. Therefore, given the lower complexity of the FSD and its 
quasi-ML performance, we show that the same concept can be applied to soft-MIMO detection 
in the form of a LFSD, resulting in a more optimized hardware implementation of the algorithm
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without greatly affecting the performance.
5.4 List Fixed-Complexity Sphere Decoder
In this section, a list version of the FSD is proposed to obtain soft-value information at the 
receiver about the interleaved bits. The novel LFSD generates a list of candidates that cor­ 
responds to a subset of the transmit constellation. Using that list of candidates, the L-value 
calculation in (5.8) can be approximated achieving a similar performance to that of the LSD. In 
addition, the fixed complexity of the LFSD allows for an optimized hardware implementation 
with a very similar architecture to that of the FSD for uncoded systems.
5.4.1 List Fixed-Complexity Sphere Decoder Algorithm
First of all, it should be noted that the original FSD already obtains a list of candidates con­ 
sisting of the subset of the transmit constellation 5 C OM searched by the FSD algorithm. 
Therefore, a first and very simple approach would be to use that list of candidates to obtain 
soft-value information about the bits that can be used by the outer decoder. However, the search 
in the FSD focuses on finding the best possible solution from a hard-output perspective. Thus, 
the algorithm includes, with high probability, the ML solution among the searched vectors. In 
the case of coded systems, like the turbo-MIMO system, the interest is not only in finding the 
ML solution but also in the diversity of the list of candidates from a soft-output perspective. 
Given the distribution of points used by the FSD, in the case of coded systems, that distribution 
of points would need to be extended in order to include vectors with different bit values to 
approximate more accurately the L-value calculation in (5.8).
The LFSD proposed here, denoted as LFSD-A^/Afc, obtains a list of NC candidates from a 
search through N$e lattice vectors. It consists of a search stage, equivalent to the FSD search, 
and an optional sort and select stage. In the search stage, the metrics associated with the lattice 
vectors generated by a subset Se C OM are calculated. The sort and select stage is required 
only if NC < Nse . In that case, a sorting operation is performed to obtain the list £ of N£ 
candidates with the smallest associated metrics. Those values are then used to obtain the soft- 
information of the interleaved bits. The extrinsic L-value calculation in (5.8) can be rewritten
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as
(5 -9)
where £nBfe)+ i denotes the subgroup of vectors of £ that have bk = +1 and £nBfc)+ i denotes 
the subgroup of vectors of £ that have bk = — 1.
Therefore, the operation of the LFSD is equivalent to that of the FSD except for the sort and 
select stage. Similar to the FSD, a trade-off exists between the size of the subset Se , directly 
affecting the complexity, and the performance of such approach. In addition, the LFSD uses 
the FSD channel matrix ordering presented in Section 4.3.2.
5.4.2 LFSD Distribution of Points
The key element in the performance of the LFSD is the choice of the subset Se . In this section, 
a simple procedure is given for obtaining the subset <Se , taking as a starting point the subset S 
required by the FSD to achieve quasi-ML performance in an equivalent uncoded MIMO system. 
The general rule presented here can be applied to subsequently generate different subsets Se 
with increasing size Nse , starting from a distribution of points following (4.25).
We have to take into consideration that for the list of candidates £, we require candidates 
with low metric but also with different values of the bits in order to obtain more accurate soft- 
information. The solution proposed here consists of gradually increasing the number of points 
that are searched on the levels where only one point is considered for the uncoded case (starting 
from i = 1 1 until i = 1). In order to increase the number of candidates further, several iterations 
can be performed of this procedure. A simple way of increasing the number of points per level, 
given that the number of constellation points per antenna are powers of 2, would be to set the 
new value to Hi = 2m in each iteration, taking into account that max(ni) = P. Algorithm 5.1 
lists, in pseudo-code, the procedure described above for completeness.
This gradual extension of the number of points per level is consistent with the effect the FSD 
ordering has on the diagonal elements of the Cholesky decomposition of U. Figure 4.5 showed 
that E[v?(o}ii] has a similar value for the levels where n{ ± P. Therefore, increasing the number 
of points sequentially in those levels contributes to improve the quality of the candidates from
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Algorithm 5.1: nge = ExtendSubsetfos, Ns , Nse ,
while N ^ NSe
Hi = 2 -Hi
N = 2-N 





a soft-output perspective while having a similar effect on the final Euclidean distance.
As an example, we consider the case of a 4 x 4 system with 16-QAM modulation. In uncoded 
transmission, the FSD achieves quasi-ML performance searching over a subset of NS — 16 
transmitted vectors following the distribution ns = (n\^n^n^n^)r = (1,1,1,16)T . Let 
us assume that a LFSD is used in the same system with an added outer code. Considering 
a value N$e — 256, the steps that need to be performed to obtain the distribution of points 
i' ™2 > rc-3 1 n>4) T required by the LFSD are the following:
1. The distribution of the equivalent FSD, ns = (1, 1, 1, 16)T , is taken as a starting point.
2. The extended subset Se is generated following Algorithm 5.1 with parameters: 
(1, 1, 1, 16)T , Ns = 16, NSe = 256 and k = 3.
3. The "ExtendSubsetQ" routine returns a subset following the distribution of points hse =
(2,2,4,16)T .
Figure 5.3 shows a hypothetical subset Se in a 4x4 system with 4-QAM modulation, depicting 
the extension procedure. The distribution 115 = (1, 1, 1, 4) T required by an equivalent FSD is 
used as the starting point. The extended subset n,se = (l,2,2,4)r is obtained doubling the 
number of points checked in levels i = 3, 2.
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FSD LFSD
i=4 n = 4 n = 4
Ns = 1-1-1-4 =4«256 
N = 1-2-2-4 = 16 « 256
Figure 5.3: Example of points s £ Se in a 4 x 4 system with 4-QAM modulation.
5.4.3 Complexity Considerations
The complexity of the LFSD can be divided between the complexity of the ordering procedure, 
the complexity of the search stage and the complexity of the sort and select stage. First of all, 
the complexity of the ordering procedure is the same of that of the FSD. In the search stage 
the complexity depends on the number of vectors searched N$e and their distribution of points 
. Finally, the complexity of the sort and select stage depends on the ratio N$e /N£.
In the search stage, the number of multiplications required by the LFSD can be written as
M / M M ^
>,j + (M -i) mc JJ nk \ , (5.10) 
k=i+l '
which is equivalent to (4.27), replacing n{ by h^ It should be noted that the general distribution 
of points proposed in (4.25) for the FSD does not require the SE enumeration explicitly, because 
m — (1, P}. However, this is not necessarily the case for the LFSD. There can be levels where 
1 < hi < P, which would cause a marginal increase in the complexity given that some sort of 
SE enumeration would be required in those levels. In particular, the number of multiplications 
would also increase hi the cases where 2 < hi < P, given that no direct method can be applied 
to obtain the Hi closest constellation points to Zi without calculating the Euclidean distances.
The complexity of the sort and select stage is determined by the number of candidates 
compared to the total number of vectors N$e searched by the LFSD. If Nse /Nc. = 1, no sort 
and select stage is required greatly reducing the complexity of the LFSD. As the ratio NsJNc 
increases (considering NC > 1), the complexity of the sort and select stage increases and can
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become the critical factor in a hardware implementation of the algorithm, in a similar way 
to the effect the sorting procedure per level has on the implementation of the K-Best lattice 
decoder [91]. However, a trade-off exists between the complexity of the sort and select stage 
and the complexity of the L-value calculation. Although increasing N£ to have N£ = N$e 
would remove the need for a sort and select stage, that would increase the complexity of the 
soft-value calculation after the LFSD. The opposite happens if NC decreases, the complexity 
of the soft-value calculation can be reduced at the expense of adding a sort and select stage to 
the LFSD.
5.5 Simulation Results
The BER performance and complexity of the LFSD have been measured through Monte Carlo 
simulations for different constellation orders and LFSD parameters (N$e and NC). The LFSD 
has been compared to the original LSD with different channel matrix orderings and to the 
K-Best lattice decoder. The latter represents the only alternative to achieve the same level of 
performance for soft-MIMO detection in a fixed number of operations. Unless otherwise stated, 
the LSD simulations have been obtained with no channel matrix ordering. In all cases, the FSD 
ordering of the channel matrix has been used for the LFSD. The results have been obtained 
transmitting 1000 frames of Kb = 8192 bits with Kch = 16 symbols transmitted per antenna 
and channel realisation. A total of N^, = 128/ Iog2 P blocks (i.e. channel realisations) are 
required for the transmission of one frame. The soft-value information has been calculated 
in all cases using the Max-log approximation, given that it would result in a more optimized 
hardware implementation [110]. Following the approach presented in [40], if no information 
is obtained about one of the hypothesis of a particular bit on the frame, its extrinsic L-value is 
clipped to ±8. The soft-MIMO detectors are run only once at the beginning of the detection 
process. Although the performance of the detectors could be improved by incorporating a 
priori information and re-running them in every iteration, that would considerably increase 
the complexity of the receiver to obtain only a marginal performance improvement. Finally, 
it should be noted that the performance figures in the following section show the BER after 
channel decoding. Therefore, the operational point corresponds to the region of BER=10~ 5 .
5.5.1 Performance Results
Figure 5.4 shows the BER performance of the LFSD compared to that of the LSD in a 4 x 4 
system with 4-QAM modulation. A non-recursive non-systematic rate r = 1/2 convolutional
107
List Fixed-Complexity Sphere Decoder for Turbo-MIMO Systems
code of memory 2 with generator polynomials Gi(D) = 1 4- D + D2 and G%(D} = 1 4- D2 
together with pseudo-random interleavers have been used. A LFSD-64/16 has been simulated 
where the distribution of points nse has been obtained starting from the distribution 115 required 
by the FSD to obtain quasi-ML performance in an uncoded MIMO system. Applying the 
routine described in Section 5.4.2, with parameters ns = (1,1,1,4)T , N$e = 64 and /i = 3, 
the extended distribution of points follows nse = (2,2,4,4)T . Finally, the LFSD finds the 
best N£ = 16 candidates to calculate the soft-value information. The performance has been 
compared to the LSD selecting NL = 16 and NC = 256 candidates. It should be noted that the 
LSD-256 corresponds to a full ML soft-MIMO detector.









Figure 5.4: BER performance of the LFSD and the LSD with a rate r = 1/2 convolutional 
code as a function of the SNR per bit in a 4 x 4 system.
It can be seen how the performance of the different algorithms is approximately the same when 
only one iteration is run at the receiver l . When the number of iteration increases (4 iterations 
have been simulated in this case), the difference in performance can be observed with the LSD- 
256 offering the best performance. The performance degrades when the LSD keeps only 16 
candidates although the Max-log approximation somewhat reduces the degradation between 
the two versions of the LSD [110]. The performance of the LFSD-64/16 applied to that system 
degrades slightly when the number of iterations increases. The performance degradation is due 
to the fact that the list of candidates is generated in the first iteration, performing a fixed search
'One iteration is defined as one run of the soft-MIMO detector followed by one run of the outer channel decoder. 
The first iteration is defined as iteration number 1.
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over the transmit constellation. Increasing the number of iterations improves the reliability 
of the a priori information and that might not match the extrinsic information obtained by 
the LFSD, making it more difficult for the turbo-scheme to converge. However, that small 
performance degradation allows us to have a fixed-complexity soft-MIMO detector that will 
be shown to be considerably less complex than the LSD. If required, the performance could 
be improved, for the same number of candidates NC, increasing the number of vectors N$e 
searched by the LFSD, accepting the consequent increase in complexity.
The performance of the LFSD and the LSD with different channel matrix orderings in a 4 x 4 
system with 16-QAM modulation is shown in Figure 5.5. A rate r = 1/2 parallel concate­ 
nated turbo code of memory 2 with two recursive systematic convolutional (RSC) codes with 
generator polynomials G\(D] = I + D + D2 and <22 (£>) = 1 + D2 has been used together 
with pseudo-random interleavers. One and four complete receiver iterations have been simu­ 
lated, where one complete iteration at the receiver consists of one detection iteration (d) and 
two turbo iterations (t) 2 . The LFSD searches Nse = 64 vectors to obtain a list of NC = 16 
candidates. The distribution of points is n,se = (1,2,2,16)T , which can be obtained using the 
routine described in Section 5.4.2 with parameters ns = (1,1,1,16)T , N$e = 64 and li = 3. 
The LSD obtains a list of 16 candidates for soft-value calculation.
Initially, it can be seen how the V-BLAST-MMSE channel matrix ordering causes a perfor­ 
mance degradation in the LSD, similar to what was observed for the SD in the uncoded case. 
However, as will be shown in the next section, that performance degradation comes at the ad­ 
vantage of a lower search complexity. The LFSD achieves a better performance than that of the 
LSD with V-BLAST-MMSE ordering when only one iteration is performed at the receiver. As 
the number of iterations increases, the LFSD presents a small performance degradation com­ 
pared to the LSD with no ordering. That degradation is less than 1 dB at a BER = 10~4 when 
four iterations are run at the receiver. With four iterations, the performance of the LFSD is 
similar to that of the LSD with V-BLAST-MMSE ordering.
The performance of the LFSD is compared to that of the K-Best lattice decoder in Figure 5.6 
with the same rate r = 1/2 parallel concatenated turbo code of memory 2. When only one 
iteration is performed at the receiver, the performance of both algorithms is almost identical. 
When the number of iterations increases, the LFSD presents a very small performance degra-
2 One turbo iteration is defined as one run of the inner decoder followed by one run of the outer decoder. The 
first iteration is defined as iteration number 1.
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Figure 5.5: BER performance of the LFSD and the LSD with a rate r = 1/2 turbo code as a 
function of the SNRper bit in a 4 x 4 system.
dation of 0.35 dB at BER = 10~4 compared to that of the X-Best lattice decoder. This is due to 
the better quality of the list of candidates due to the sorting procedure performed in the /f-Best 
lattice decoder in every level. However, as it was shown for the uncoded case, that results in a 
considerably higher complexity.
Finally, Figure 5.7 shows the performance of the LFSD in a 4 x 4 system with 16-QAM mod­ 
ulation when different lists of candidates C are generated. The same rate r = 1/2 parallel 
concatenated turbo code of memory 2 has been simulated. The simulation results have been 
obtained performing two complete iterations at the receiver.
It can be observed how the list of N& = 16 candidates generated with the LFSD-16/16 has 
the worst performance. In this case, the distribution of points used for the uncoded case by the 
FSD is directly used to obtain soft-value information. As was stated in Section 5.4, although 
the distribution of points n$e = ns = (1,1,1,16)T is suitable for uncoded MIMO detection, 
it does not contain accurate soft-information for the different bits. This is due to the fact that 
the list is generated including all the constellation points from the first detected antenna, that 
corresponds to the signal suffering the highest noise amplification due to the FSD ordering. 
The LFSD-64/16 shows how extending the distribution of points in the search and keeping the 
best 16 candidates significantly improves the performance of the algorithm. If we consider a
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Figure 5.6: #£!/? performance of the LFSD and the K-Best lattice decoder with a rate r = 1/2 
turbo code as a function of the SNR per bit in a 4 x 4 system.
list of NC = 64 candidates obtained directly from the distribution nse = (1,2,2,16)T , the 
performance is only marginally increased. Finally, it can be observed how increasing the num­ 
ber of candidates helps improving the performance of the LFSD. The performance is shown 
for the LFSD-512/128, representing an eight-fold increase in the number of vectors searched 
and in the number of candidates compared to the LFSD-64/16. Thus, if the performance of the 
algorithm needs to be improved, it is necessary to further extend the distribution of points fi^ 
to obtain more accurate information for the interleaved bits.
As a conclusion, the simulations have shown that the performance of the LSD can be approxi­ 
mated with the LFSD with the possibility of selecting the level of performance and complexity 
fixing the parameters N$e and N£. Although some degradation has been observed for the same 
number of candidates, it is necessary to evaluate the complexity of both algorithms in order to 
assess the advantages of the LFSD presented here.
5.5.2 Complexity Results
In this section, the complexity of the search and the sort and select stages of the LFSD is com­ 
pared with the complexity of the LSD and the K-Best lattice decoder. A 4 x 4 system with 
16-QAM modulation has been simulated following the setup used to obtain the curves of Fig-
111
List Fixed-Complexity Sphere Decoder for Turbo-MIMO Systems
cr LU m





Figure 5.7: BER performance of the LFSD with a rater = 1/2 turbo code for different lists of 
candidates as a function of the SNR per bit in a 4 x 4 system.
ure 5.5. The number of operations of the LFSD compared to the other soft-detection algorithms 
is shown in Figure 5.8. The SE enumeration has been used for the LFSD with different channel 
matrix orderings. The 90-percentile is plotted to indicate the number of operations required to 
perform the detection process in 90% of the cases, given the variable complexity of the LSD.
It can be seen how the complexity of the LFSD-64/16 is considerably smaller than that of the 
LSD-16 independent of the channel matrix ordering, especially for the region of operation of 
turbo-MIMO systems, Eb/N0 < 15 dB. In addition, it only has a small performance degra­ 
dation as shown in the previous section. The complexity of the LSD can be greatly reduced, 
as was also observed for the SD, if the vertical-Bell Labs layered space time-minimum mean- 
square error (V-BLAST-MMSE) channel matrix ordering is used. In addition, the complexity 
in that case reduces for low SNR, due to the effect the noise level has on the extended channel 
matrix as was explained in Section 3.3.3. As for the LFSD, the most important factor is the 
fixed-complexity of the LFSD, that allows a fully-pipelined hardware implementation of the 
algorithm. The sequential nature of the LSD and its variable complexity can affect a mapping 
of the algorithm on a hardware platform.
For comparison purposes, the complexity of the X-Best lattice decoder with K = 16 is shown 
given that it also has a fixed-complexity and it yields a better performance compared to the
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Figure 5.8: Complexity of the LFSD and the SE-LSD as a function of the SNR per bit in a 4x4 
system with.
LFSD-64/16 when the number of iterations at the receiver increases. However, the complexity 
of the K-Best lattice decoder is more than 3 times higher, further showing the advantages of 
the LFSD compared to previously presented approaches.
As a conclusion, the LFSD represents a promising alternative to perform iterative detection and 
decoding in turbo-MIMO systems, where soft-information is required at the input, with low 
complexity. It also has the flexibility to provide different levels of performance and complexity 
depending on the choice of the number of vectors searched and the size of the list of candidates. 
In addition, its fixed structure is especially suited for real-time implementation as is shown in 
the following sections, where a prototyping experience of the LFSD is described.
5.6 Rapid Prototyping of the List Fixed-Complexity Sphere De­ 
coder
The LFSD has been implemented using the prototyping platform and methodology described 
in Sections 2.3.2 and 2.3.3. Similar to the FSD, the implementation shows the suitability of the 
algorithm for real-time turbo-MIMO detection and decoding with a fully-pipelined architecture. 
Given that the LFSD consists of an extension of the FSD, the main focus of this section is on
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the differences between the two architectures. It is shown how the complexity of the LFSD 
implementation increases due to the extended search stage and the sort and select stage.
The LFSD has been implemented for a 4 x 4 system with 16-QAM modulation. The number 
of vectors of the subset Se is N$e = 64 following the distribution nse = (1,2, 2, 16)T. At 
the output of the LFSD, a list of N£ = 16 candidates is used to obtain soft- value information. 
Therefore, a sort and select stage is required in the implementation to select the 16 vectors 
with the lowest Euclidean distances out of the total 64 vectors. Special attention is paid to the 
implementation of that stage given that, for a problem of such size, it becomes the critical part 
of the architecture.
The implementation of the LFSD makes use of the definition of AED and FED presented in 
Section 3.5 for the SD. The expressions are reproduced here for completeness. The AED Di is 
written as
M
Di = ul\Si - Zi \ 2 + ulsj - Zj\ 2 = di + Di+i (5.11)
where di is the FED contribution from level i.
5.6.1 System Architecture
As for the SD and FSD, the first step in the implementation of the LFSD is the partitioning of 
the architecture between MATLAB and the FPGA. A similar partitioning has been used for the 
LFSD as for the FSD and is shown in Figure 5.9. Before the LFSD, MATLAB performs the 
sections of the algorithm that are required only once per block representing a channel realisa­ 
tion: the pseudoinverse calculation, the FSD ordering of the channel matrix and the Cholesky 
decomposition. The FPGA performs the LFSD search and sort and select stages. Finally, MAT- 
LAB performs the soft-value calculation once per frame, taking as inputs the list of candidates, 
its associated distances and the a priori L-values from the outer decoder.
Figure 5.10 shows the block diagram of the FPGA implementation of the LFSD where the only 
blocks left out are the input and output memories. The only differences with the FSD block 
diagram are the specific implementation of the PDU blocks and the sort and select unit (SSU) 
that replaces the MSU of the FSD.
PDU i: The 4 PDU blocks calculate the AED in (4.28) for each one of the levels. For levels 
i = 4,1, the PDU blocks are equivalent to the ones in the FSD. The differences appear for
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Figure 5.9: Partitioning of the LFSD between MATLAB and the FPGA.
Figure 5.10: FPGA block diagram of the LFSD.
levels i = 3,2, where the two closest points s; to Zi need to be obtained.
Figure 5.11 shows the PDU branch that calculates the different PEDs for levels i — 3,2. De­ 
tails of the implementation of the block to obtain the two closest points to zi for a 16-QAM 
constellation can be found in Appendix D.
SSU: This block sorts the N$e = 64 vectors searched according to their Euclidean distances 
in increasing order. It then selects the Njr = 16 vectors with the smallest distances as the 
candidates to calculate the soft-value information with. Given the relevance of this block in the 
final hardware architecture, details of its implementation are given in Section 5.6.3.
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Figure 5.11: PDU i branch block diagram (i = 3,2|
5.6.2 List Fixed-Complexity Sphere Decoder Scheduling
The hardware implementation of the LFSD, as in the FSD implementation, makes use of the 
parallelism of the FPGA platform. Thus, the algorithm can be fully pipelined, optimizing the 
hardware architecture.
Therefore, the calculation of the list of candidates for one MIMO symbol starts before the 
lists for the previous MIMO symbols have been completely generated. The time diagram of 
the LFSD algorithm is equivalent to the one shown in Figure 4.14 for the FSD, with the only 
difference being the SSU that replaces the MSU.
5.6.3 Sort and Select Stage
The sort and select stage consists solely of the SSU and its function is to obtain the N& = 16 
candidates with the smallest Euclidean distance out of the Nse = 64 vectors searched. This re­ 
duction in the number of candidates is important because only those 16 candidates are retained 
for the calculation of the a posteriori soft-information, Lm , in every iteration. The complexity 
of the soft-value calculation block in Figure 5.9 would increase if all 64 candidates would be 
used. It should be noted that, although only the best 16 candidates need to be obtained, the pro­ 
totype presented here sorts the whole set of 64 vectors in order to have the flexibility to select 
a different value 7V£ < NSe for experimentation purposes. In a final implementation of the 
algorithm, the complexity of the SSU could be reduced by considering only an architecture to 
obtain the best 16 candidates without having them in an increasing order of Euclidean distance 
(i.e. a triangular section of the sorting structure could be removed).
The implementation of this block needs to take into account that we want to achieve a fully-
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pipelined architecture but also that we have a limited number of resources available. Thus, 
although a parallel odd-even transposition sorting architecture of 64 values could be imple­ 
mented [90], the complexity of that architecture would be excessive for the FPGA platforms 
under consideration.
In particular, if we consider only the comparators involved in the process (discarding their 
associated logic), the number of comparators that an odd-even transposition sorting architecture 
of n values requires can be expressed as
N0E(n) = ^(n-l}. (5.12)
Considering the case n = N$e = 64, the number of comparators required for such a structure 
would be NSSU = NQE(^} — 2016 (a value that would need to be multiplied by the number 
of bits of the Euclidean distances in order to obtain an idea of the logic requirements).
Therefore, a more optimized method needs to be designed for the sort and select stage. For 
that purpose, we can look at the particular structure of the LFSD under study. In order to make 
use of the parallelism of the FPGA, the distance calculations in the PDU blocks are performed 
in parallel for blocks of 8 vectors out of the N$ = 64 vectors. Therefore, 8 iterations are 
required to perform all the distance calculations. This results in a balanced trade-off bet ween the 
achievable throughput and the use of hardware resources. This structure indicates that in every 
iteration, a subset of 8 Euclidean distances becomes available and can be sorted independently 
of the other subsets. Once the 8 subsets are partially sorted, a merge-sort architecture can be 
used to sort all 64 values [125].
The merge-sort algorithm takes as an input two sequences of n/2 independently sorted values 
to generate an output sequence of n sorted values. The steps performed by a merge-sort network 
of n values are:
1. The two sequences are merged using two merge-sort networks of n/2 values.
2. The entire sequence is finally sorted using a set of n — 1 comparators.
Therefore, a merge-sort network of n values can be constructed applying the same rule recur­ 
sively, that is, by using two n/2 merge-sort networks and a bank of n/2—1 comparators. As was 
stated above, the input sequences to the merge-sort network need to be previously sorted. That
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can be achieved by using a merge-sort network of n/2 values or by using an odd-even transpo­ 
sition network of n/2 values. Figure 5.12 shows an example of the operation of a merge-sort 













In order to obtain a sorted sequence of 64 values, the SSU starts from the subsequences of 
8 values that the LFSD generates in every iteration. Thus, a parallel odd-even transposition 
network is used to sort each one of the 8 subsequences in a fully-pipelined fashion. As the 
different sorted subsequences become available, a set of hierarchical merge-sort networks is 
used to obtain the fully-sorted sequence. Every two iterations, a merge-sort network of 16 
values is used to generate a sorted sequence of 16 values. Every four iterations, a merge-sort 
network of 32 values is used. In the last step, every eight iterations, a merge-sort network of 64 
values is used to generate the whole sorted sequence. Finally, a multiplexer selects the best 16 
candidates out of the 64 searched vectors.
The number of comparators required by a merge-sort network of n values, with n > 2 being a 
power of 2, can be calculated recursively with the formula
nNMs(n) = 2 • NMS (n/2) + • - 1, (5.13)
taking into account that NMs(2) = 1- That is, the merge-sort network of 2 values consists only 
of a single comparator.
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Thus, using the merge-sort approach, the total number of comparators of the SSU is equal to
Nssu = ATMs (32) + ATM <?(64) - 279 , (5.14)
where NOE(&) accounts for the number of comparators required in the odd-even transposition 
sorting network of 8 values. It can be observed how the total number of comparators have 
been dramatically reduced compared to the odd-even transposition approach that required 2016 
comparators. This merge-sort sorting approach has been adopted for the implementation of the 
SSU within the LFSD for a 4 x 4 system using 16-QAM modulation. Thus, a fully-pipelined 
merge-sort sorting procedure has been implemented having a reduced resource use compared 
to a direct odd-even transposition sorting procedure.
5.7 Implementation Results
The LFSD has been implemented for a 4 x 4 MIMO system with 16-QAM modulation and has 
been integrated into the MATLAB system model to assess their validity for real-time iterative 
detection and decoding in turbo-MIMO systems.
5.7.1 FPGA Resource Use
The resource use of the implementation of the LFSD-64/16 on the Xilinx Virtex-II-Pro FPGA 
board is summarized in Table 5.1 and compared to the resource use of the FSD-16 for an 
equivalent uncoded system presented in 4.6.
Xilinx XC2VP70 FPGA
Number of slices (33,088)
Number of flip-flops (66,176)
Number of 4-input LUTs (66,176)
Number of multipliers (328)













Table 5.1: FPGA resource use of the LFSD compared to the FSD.
It can be seen how the critical factor in the implementation of the LFSD is not the number of 
multipliers as in the uncoded case. This time, the logic associated with the SSU and the required 
flip-flops to synchronize the different parts of the algorithm consume the most resources. In
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particular, the mapping and routing tools, due to the timing constraints, yield a high percentage 
of partially occupied slices. The percentage of use is of 96%, whereas the resources inside 
the slices are only used up to 79% in the case of the flip-flops and 59% in the case of LUTs. 
Therefore, when implementing the LFSD for high-dimensional systems, the design of the SSU 
will have special relevance in order to minimize the FPGA resource use.
In terms of computational complexity, it can be seen how the number of multipliers is only 
marginally increased. Although 64 vectors are searched, instead of the 16 vectors searched in 
the uncoded case, the increase in the number of multipliers is not proportional to the increase 
in the number of vectors considered. This is due to two different factors:
• First of all, the complex multiplication in the LFSD has been implemented applying 
(4.32), requiring only 3 multipliers instead of the 4 multipliers used in the FSD imple­ 
mentation.
• The implementation of the LFSD requires 8 iterations to obtain the 64 Euclidean dis­ 
tances, as opposed to the 4 iterations required by the FSD to obtain 16 Euclidean dis­ 
tances. Therefore, the LFSD calculates 8 distances in parallel while the FSD calculates 
only 4.
• Finally, the distribution of points nse = (1,2,2,16)T used in the LFSD does not cor­ 
respond to a four-fold increase in the complexity compared to the distribution of points 
ns = (1,1,1,16)T used in the FSD. Such a complexity increase would happen if the 
distribution of points would be nse = (1> 1,1,64)T , which is not possible in the case 
under study given that maxni = P = 16.
It can also be observed that there is a reduction in the number of memory blocks. However, 
the reasons behind that reduction have no correlation with the designs of the FSD and the 
LFSD. In fact, the LFSD has more memory requirements although the results could indicate 
the opposite. The reduction is due to the definition of the input and output buffers. In the 
uncoded case, the implementation contains long input and output buffers to be able to run 
simulations with different frame sizes. In the coded case, given that the output contains a list 
of NC. = 16 candidates with their associated distances for each MIMO symbol, the buffers 
have been reduced to consider the length of the blocks transmitted in every channel realisation 
during the simulations.
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Given the intensive use of the FPGA resources due to the presence of the SSU, a modification 
of the LFSD has also been implemented without requiring a sort and select stage. In this case, 
a LFSD-64/64 has been immediately implemented removing the need for the SSU. Table 5.2 
compares the resource use of the two LFSD versions, showing how the percentage of slices used 
has been greatly reduced (and, consequently, also the number of flip-flops and LUTs used). It 
can be seen how the number of blocks of memory has increased due to the larger size of the list 
of candidates generated.
Xilinx XC2VP70 FPGA
Number of slices (33,088)
Number of flip-flops (66,176)
Number of 4-input LUTs (66,176)
Number of multipliers (328)













Table 5.2: FPGA resource use of the LFSD-64/16 and the LFSD-64/64.
5.7.2 Hardware Co-simulation Results
The BER performance of the LFSD has been evaluated in real-time and is shown in Fig­ 
ure 5.13. The pseudoinverse, Cholesky decomposition, FSD ordering of the channel matrix 
and soft-value calculation are performed offline in MATLAB. The input values to the LFSD are 
quantized using 16 bits per real component and the Euclidean distances at the output are also 
16-bit wide. The number of bits dedicated to the fractional part and to the integer part has been 
selected according to the statistical distribution, obtained through simulation, of the different 
variables in the system. The results on the FPGA have been obtained transmitting 500 frames 
of Kb = 8192 bits with Kch = 16 symbols transmitted per antenna and channel realisation. A 
rate r = 1/2 parallel concatenated turbo code of memory 2 with two RSC codes with generator 
polynomials G\ (D) = 1 + D + D2 and Gz(D) = I + D2 has been used together with pseudo­ 
random interleavers. One and four complete receiver iterations have been simulated, where one 
complete iteration at the receiver consists of one detection iteration (d) and two turbo iterations 
(t). The performance of the LSD with 16 candidates is also shown for comparison purposes.
It can be seen how the performance of the LFSD on the FPGA matches that of MATLAB, a 
small difference only appears for high SNR due to the quantization process. The difference is
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Figure 5.13: BER performance of the LSD in MATLAB and of the LFSD in MATLAB and on 
the FPGA with a rate r = 1/2 turbo code as a function of the SNR per bit in a 
4x4 system.
more important as the number of iterations at the receiver increases, because the turbo-scheme 
becomes more sensitive to small errors in the Euclidean distances. For a small number of 
iterations, the quantization errors are not that relevant for the soft-value calculation given that 
there is no reliable a priori information.
Figure 5.14 compares the BER performance of the two implemented versions of the LFSD. It 
can be seen how keeping all the 64 vectors searched by the LFSD as candidates marginally 
increases the performance when the number of iterations increases. In addition, the hardware 
implementation of the LFSD-64/64 results in a lower resource use compared to that of LFSD- 
64/16. However, it should be noted that the reduction in resource use comes at the expense of a 
higher complexity in the soft-value calculation block.
The throughput of the LFSD is calculated according to
= M- Iog2 P • fdock IC (Mbps) (5.15)
where fdock is the clock frequency of the design in MHz and C is the number of clock cycles 
required to detect a MMO symbol. For this design, fdock = 100 MHz and the number of 
cycles is C = 8 resulting in a throughput of Q = 200 Mbps. The throughput is the same for
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Figure 5.14: BER performance of the LFSD-64/16 and the LFSD-64/64 on the FPGA with a 
rate r = 1/2 turbo code as a function of the SNR per bit in a 4 x 4 system.
both versions of the LFSD. The only difference relies on the initial latency of the detectors. 
The initial latency of the LFSD-64/16 is 119 cycles, that results in a time latency of t\ = 
119/100 MHz = 1.19//S. In the case of the LFSD-64/64, removing the SSU reduces the latency 
to 58 cycles or, equivalently ti = 58/100 MHz = 0.58/JS.
Only two other real-time implementations exist of a soft-MIMO detector based on the LSD [119], 
[91]. In [119], a LSD has been implemented limiting the number of search steps to 256. A 
search step is equivalent to calculating the PEDs in one level. Therefore, with that set-up the 
number of candidates obtained by that LSD is not constant and depends on the noise level and 
the channel conditions, making it difficult to compare that implementation to the LFSD pre­ 
sented in this chapter. However, the performance of the LSD should be expected to be better 
than that of the implemented LFSD-64/16. On the other hand, a VLSI implementation of a mod­ 
ified K-B&st lattice decoder for soft-MIMO detection has been presented in [91]. However, no 
simulation results are shown for different number of iterations for the implemented algorithm 
with K — 5. If we consider the turbo code simulated above and just one single iteration, 
the performance of the modified K-Best lattice decoder is similar to that of the LFSD-64/16 
presented here. Therefore, although no exact comparison can be made between the three im­ 
plementations, Table 5.3 summarizes their main characteristics. The level of performance has 
been divided in two categories where category A is better than category B although an exact
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comparison cannot be easily established. In addition, for the modified AT-Best the results be­ 

































Table 5.3: Comparison ofsoft-MlMO detectors based on the LSD
It can be seen how the LFSD implemented with a rapid prototyping methodology outperforms 
the throughput performance of previous VLSI architectures. In terms of BER performance, 
the LFSD-64/16 should have a similar level of performance than previous approaches. One 
factor that is open to further study would be the area of the implementation. It has been seen 
how the LFSD uses a fair percentage of FPGA resources so it would be of interest to see how 
that percentage of use could be compared to an ASIC area. In the case of the modified /f-Best 
lattice decoder, which has smaller area than the LSD, it should be noted that a sorting procedure 
needs to be performed in every level, affecting the final complexity and the area of the hardware 
implementation. Therefore, we do not expect the implementation of the LFSD to require more 
area than the other two approaches. Finally, the implementation results between brackets for 
the LFSD show how internally pipelining the multipliers can result in an increase in fdock and 
consequently in Q, due to the fully-pipelined architecture.
5.8 Chapter Summary
In this chapter, an extension to the FSD has been proposed for iterative detection and decoding 
in turbo-MIMO systems. The novel LFSD obtains a list of candidates to calculate soft-value 
information that can be used by an outer decoder.
The LFSD uses the same FSD channel matrix ordering combined with a search over an exten­ 
sion of the subset required for uncoded MIMO detection by the FSD. The low-complexity ex-
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tension procedure allows for different levels of performance-complexity trade-off to be achieved 
while keeping a fixed-complexity. In the last part of the algorithm, depending on the number 
of candidates required for soft-value calculation, a sort and select stage is required that is a de­ 
termining factor in the final complexity of the implementation. Simulation results have shown 
how the LFSD can be used to approximate the performance of the LSD with a considerably 
lower (and fixed) complexity. Its complexity is lower than that of the K-Best lattice to achieve 
a similar level of performance.
In addition, an FPGA implementation of the LFSD has been presented showing how the fixed 
complexity makes it possible to fully-pipeline the algorithm resulting in a more optimized hard­ 
ware implementation compared to other soft-MIMO detection algorithms based on the LSD. 
The LFSD can provide soft-value information at a constant throughput of 300 Mbps, which is 
higher than the two previously implemented ASIC soft-MIMO detectors, that provide through­ 
puts of 38.4 and 106.6 Mbps. The implementation uses 79% and 58% of the number of flip- 
flops and of LUTs on the FPGA, respectively. This is due to the sort and select stage required 
by the LFSD-64/16 to obtain the best 16 candidates out of the total 64 paths searched. In order 
to overcome that problem, a direct LFSD-64/64 has been implemented requiring no sort and 
select stage. It achieves a similar BER performance and the same throughput reducing the re­ 
source use on the FPGA. However, the soft-value calculation stage at the receiver would have 
an increased complexity given that 64 candidates would be used for the LLR calculation.
As a conclusion, the LFSD has been shown to be a promising approach for the real-time im­ 






The main aim of this work has been to analyze MIMO detection algorithms from an implemen­ 
tation point of view using a rapid prototyping methodology. In particular, we have concentrated 
on the SD given its optimal ML performance. In addition, having a variable complexity, the 
SD belongs to the family of algorithms that do not directly translate into an optimized hardware 
implementation. Therefore, our main interest has been to understand the algorithm more deeply 
from a theoretical point of view and identify its disadvantages when mapping it onto a hardware 
platform. Thus, we have been able to propose a novel FSD that overcomes the drawbacks of 
the SD from an implementation point of view.
6.1 Summary
The use of multiple antennas at both ends of wireless links has been shown to provide a signif­ 
icant capacity increase compared to single-antenna systems. This fact triggered a great deal of 
research into algorithms and architectures to benefit from that increased capacity. One of the di­ 
rections of research consists of spatial multiplexing, a technique that uses the capacity increase 
to achieve a higher data rate in the system. For the detection of spatially-multiplexed systems 
the SD has received great attention, initially from a theoretical point of view, and currently also 
from an implementation point of view. The algorithm provides the same performance as the 
MLD while having a reduced complexity.
The SD is based on a tree search in the transmit constellation space with a metric constraint. 
That affects the complexity of the algorithm, that depends on the channel conditions and the 
noise level. In addition, the tree search is a sequential algorithm which limits the amount 
of parallelism that can be attained. Those factors affect the hardware implementation of the 
algorithm and new methods are required to overcome those disadvantages.
For that purpose, the FSD has been proposed. This novel algorithm has a fixed complexity 
independent of the channel conditions and the noise level. It combines a fixed search on the
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tree with a novel channel matrix ordering adapted to the fixed search. Intuitively, the algorithm 
reorders the columns of the channel matrix to make the errors more likely to occur in some 
of the signals to be detected. Then, the search is performed such that more computational 
resources are dedicated to the signals known to have more errors, therefore reducing the effect 
they have in the final performance. By having a fixed-complexity the dependencies between 
the different blocks of the original SD disappear, allowing for a parallelized implementation of 
the algorithm. In addition, the hardware architecture can be fully pipelined, further improving 
the performance of the algorithm. The FPGA implementation of the FSD clearly outperforms 
that of the SD in terms of processing speed.
However, in actual wireless communication systems an outer code is required in order to reduce 
the BER to acceptable levels. In this case the MIMO detection algorithms need to provide a list 
of candidates to obtain accurate soft-value information that can be used for iterative detection 
and decoding between the soft-MIMO detector and the outer decoder. The LFSD has been 
proposed to provide soft-value information about the interleaved bits based on the original FSD. 
The main idea is to extend the tree search of the FSD in order to obtain a list of candidates 
with more variability in the bit values so that more accurate soft-value information can be 
extracted. The FPGA implementation of the LFSD can also be fully pipelined being possible 
to achieve different performance and complexity trade-off levels depending on the size of the 
list of candidates to be generated.
Therefore, the combination of FSD and LFSD represents a promising approach to achieve ML 
performance in MIMO detection with a fixed complexity considerably lower than the MLD and 
lower than the previously proposed K-Best lattice decoder.
6.2 Thesis Contributions
The main contribution of this thesis can be classified in three categories. One corresponds to the 
theoretical aspects of the problem under study, the SD and the novel FSD. The second category 
makes reference to the contributions from a hardware implementation point of view, validating 
the results obtained in the theoretical analysis. The final category is related to the general 
methodology that has been used to approach the problem under study. The major contributions 
in the field of the theoretical study of the SD and the FSD algorithms are the following:
• The SD has been analyzed identifying its optimum version taking into account the perfor-
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mance/complexity trade-off. It has been shown that the SE version of the SD combined 
with some form a channel matrix ordering achieves ML or quasi-ML performance while 
providing a reduced complexity. In particular, a V-BLAST-MMSE ordering of the chan­ 
nel matrix gives the largest complexity reduction, especially at low SNR, while having 
only a very small performance degradation.
• In addition, it has been shown how the effect of spatial correlation in the channel affects 
not only the performance of the SD but also the complexity. The SD suffers a complex­ 
ity increase when the spatial correlation increases except for the case of the V-BLAST- 
MMSE ordering of the channel matrix at low SNR. This effect has not been previously 
reported in the literature and it is of great importance to understand the limitations of 
the SD, due to its variable complexity, when it needs to be integrated into a complete 
communication system.
• A novel FSD has been proposed to overcome the problems of the SD. It has a fixed com­ 
plexity independent of the channel matrix and the noise level. Only one other algorithm 
has been proposed to fix the complexity of the SD achieving quasi-ML performance, the 
K-btst lattice decoder, but it suffers from a considerably higher complexity. The pro­ 
posed FSD combines a fixed parallel tree search with a novel channel matrix ordering.
• As opposed to previous ordering approaches, like V-BLAST, where the signal with the 
best quality is selected in each detection step, the FSD ordering selects a variable number 
of signals with the worst quality in the first detection steps. That has two effects: it makes 
errors more likely to occur on those detection steps and, at the same time, improves the 
quality of the signals detected in the last steps compared to the no ordering case.
• It has been shown, analytically for small MIMO systems and through simulation for 
larger systems, that the FSD ordering can increase the diversity level of the last signals to 
be detected beyond the number of received antennas (i.e. the diversity level achieved by 
a MLD in such a spatially multiplexed MIMO system). That corroborates the idea that 
detecting the worst signals in the first detection steps has the side effect of improving the 
quality of the last signals to be detected. This effect has not been previously reported in 
the literature and represents the key point to understand the better performance/complex­ 
ity trade-off of the FSD compared to previously proposed alternatives.
• A list version of the FSD, the LFSD, has been proposed to generate the soft-value in­ 
formation required for iterative detection and decoding in turbo-MIMO systems. The
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algorithm extends the search of the FSD being able to approximate the performance of 
the original LSD while having a lower and fixed complexity.
An important part of this work has been related to the real-time implementation of the algo­ 
rithms under study using a rapid prototyping methodology. The main contributions from an 
implementation point of view are the following:
• An FPGA implementation of the SD has been presented that matches the performance 
of existing ASIC implementations. In addition, it has the advantage of a programmable 
platform, being possible to quickly implement different versions of the algorithms. This 
implementation represents, to the best of our knowledge, the first FPGA implementation 
of the SD using a rapid prototyping methodology.
• The novel FSD has also been implemented on an FPGA using the same prototyping 
methodology in order to have a fair comparison of the algorithms. The FSD clearly 
outperforms the SD, having a lower resource use and higher and constant throughput. 
The performance is better than any other implementation of MIMO detection algorithms 
approaching ML performance in a 4 x 4 system with 16-QAM modulation.
• In addition, the FSD concept has also been applied to a 4 x 4 with 64-QAM modulation. 
In this case, the dimensionality of the problem is very large, given that there are PM = 
16,777,216 hypothesis in the search space. It has been shown how the FSD can be 
used to achieve quasi-ML performance in systems where that performance was thought 
to be infeasible due to its prohibitive complexity. No other work has been found in the 
literature trying to approach ML performance in a system of such size.
• Finally, the LFSD has also been implemented on an FPGA. The algorithm is a direct 
extension of the FSD with the possibility of scaling its complexity according to the de­ 
sired level of performance. Only two other real-time approaches have been found in the 
literature to provide soft-value information in turbo-MIMO systems. They are based on 
ASICs implementing the original LSD and a ./f-Best lattice decoder with the aforemen­ 
tioned disadvantages compared to the FSD concept.
Considering the general framework designed to undertake this research, there are three major 
contributions of this work.
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• A rapid prototyping system and methodology has been proposed concentrating on the 
implementation of the MIMO detection algorithm as opposed to previous prototyping ap­ 
proaches, where the MIMO detection block is normally a well-known and characterized 
algorithm. In our approach we wanted to study the implementation of novel algorithms. 
Therefore, only the MIMO detection algorithm has been implemented in real-time on a 
hardware platform with the rest of the system being computer-simulated. Using Xilinx's 
tools together with the drivers provided by Alpha Data, we have been able to quickly 
implement the algorithms proposed theoretically to get a deeper understanding of their 
hardware implications.
• The approach to overcome the problems of the SD has been different to previous solu­ 
tions thanks to the prototyping experience and the feedback of that experience into the 
theoretical research. Most proposed modifications of the SD concentrate on reducing 
the average complexity of the algorithm which does not necessarily translate into a more 
optimized hardware implementation. In our case, the focus has been on regularizing the 
structure of the algorithm to remove the random nature of its complexity, knowing that 
this directly results in a better practical implementation.
• With this research experience, it has been shown how some advantages can be gained by 
filling the gap between theoretical research and hardware implementation. We believe 
that the algorithmic research can benefit greatly from some knowledge of the underly­ 
ing hardware to concentrate on the proposal of novel algorithms that really represent an 
improvement compared to existing ones.
6.3 Suggestions for Further Work
As in the previous section, different limitations have been identified in the different categories 
described above that can be used as starting points for future work in the area of MIMO detec­ 
tion algorithms and rapid prototyping. Possible directions of future research in the theoretical 
analysis of the algorithms can be:
• Many assumptions have been made in the system and channel models under study like 
ideal channel estimation, perfect timing or a flat fading propagation environment. A 
possible extension of this work would need to look at those ideal assumptions and replace
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them by more realistic models of the different parts of the system to analyze how the 
different algorithms are affected.
• A single carrier system has been considered throughout this thesis. The case of multi- 
carrier systems has not been considered given that it basically represents a repetition of 
the MMO detection process for each carrier. However, it would be interesting to extend 
the study to OFDM systems, identifying the scaling in complexity and the possibilities 
to reduce it when several carriers are used in the communication system.
• The FSD channel matrix ordering proposed has proven to be crucial in the performance 
of the FSD and the LFSD. Although a mathematical analysis of the ordering seems to be 
currently infeasible for large systems, we believe that it is of great interest to develop that 
topic further using concepts of random matrix theory and order statistics. This would 
help in the justification of the conjecture presented in Chapter 4 and would also give 
some insight in the performance of all the MIMO detection algorithms that use some 
sort of channel matrix ordering (like the V-BLAST family of detectors). This aspect is 
the subject of an ongoing collaboration with the Royal Institute of Technology (KTH) in 
Stockholm, Sweden.
From an implementation point of view, given that we concentrated on the proof of concept of 
the algorithms, several open issues remain that could be further developed.
• No deep analysis has been made in the fixed-point performance of the algorithms, using a 
common quantization approach to compare them in a fair manner. A more detailed study 
could be made of the effect the fixed-point quantization has on the different parts of the 
SD and the FSD. This could lead to some complexity reductions purely from a hardware 
point of view.
• The FSD channel matrix ordering plays a key role in the performance of both FSD and 
LFSD. However, the process has been computer-simulated with floating-point arithmetic. 
In our case, this aspect has not been analyzed because the ordering and also the pseudoin- 
verse calculation are common to the SD and the family of FSD detectors. It could be of 
great interest to analyze possible architectures for the real-time implementation of the 
ordering step together with the pseudoinverse calculation of the channel matrix. This 
would give an idea of the overall complexity of the detection process and its suitability 
for integration into an actual communication system. The same can be applied to the
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LFSD, where the soft-value calculation block would need to be integrated in the design 
to understand the complexity trade-off between the sort and select stage of the LFSD and 
the LLR calculation.
• An FPGA platform has been used for the prototyping of the algorithms. Although it 
has allowed us to quickly implement different versions of all the algorithms under study, 
no exact comparison has been possible with previous ASIC implementations. An ASIC 
implementation of the FSD would be the best possible way of comparing our proposed 
algorithm with previously proposed ones, being able to assess the differences in terms of 
power consumption and area of the chip.
Finally, in a more general scope, there is the following suggestion for further work:
• After the experience of the FSD design and implementation, we believe that it could 
prove useful to do some research in the metrics that are normally used to analyze the 
performance of an algorithm. Normally, we resort to the BER performance and the com­ 
putational complexity. In most cases the computational complexity looks at the number 
of computationally intensive operations like additions or multiplications. This metric 
hides the need of control code or sorting operations required by some algorithms. One 
example could be the K-Best lattice decoder, where the sorting operation required in 
each detection step is normally the limiting factor. We believe that the algorithms should 
be evaluated in terms of the overall complexity also characterizing their possible regular 
structure, the dependency between the different parts of the algorithm and the existence 
of recursions. This could help .in directly evaluating the algorithms from an implementa­ 




Spatially Correlated MIMO Channel
A spatially correlated MIMO channel can be modelled stochastically by
vec(H) = (RMAr ) 1/2vec(Hu; ) (A.I) 
where
TiTvec(H) = [(hi)T , (h2 ) T ,..., (hMY V , (A.2)
and where hj = (H)J is the j-th column of H and (-) 1 /2 denotes any square root matrix such 
that (X1 /2 ) //X1/2 = X. The matrix H^ represents an uncorrelated Rayleigh fading MIMO 
channel. Finally, RMJV is an MN x MN positive semi-definite covariance matrix that models 
the correlation effect between each transmit and each receive antenna and can be obtained from
RMAT = E[vec(H)vec(H)"]. (A.3)
If RMN = IMAT, then H = H^ and the channel model represents an spatially uncorrelated 
MIMO scenario.
Although the model described above is capable of capturing any correlation effects between 
transmit and receive antennas, a simpler and less generalized model, the Kronecker model, is 
used in this thesis [126]. In this case, the channel is modelled by
H =
where RR* is the N x N covariance matrix representing the receive antenna correlation and 
RTx is the M x M covariance matrix representing the transmit antenna correlation, both pos­ 
itive semi-definite matrices. This model assumes that the antenna correlation generated at the 
receiver by one transmit antenna does not depend on the selected transmit antenna and is, there­ 
fore, the same for all transmit antennas. The same effect is assumed for the antenna correlation 
generated at the transmitter. This is a reasonable assumption if the antennas at each side of the
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link are closely located and have the same radiation pattern illuminating the same surrounding 
scatterers. It this case, RMJV can be expressed as
(A.5)
where RTx = E[HHH]/N, R^ = E[HH.H]/M and <8> denotes the Kronecker product. 
The advantages of this widely used model are that it is mathematically tractable and fits well 
to environments with a lot of scattering. On the other hand, recent results have shown that 
this model can give pessimistic performance predictions for highly correlated fading scenarios 
where the model assumptions are no longer valid [127], [128].
The system can be further simplified if M = N and the transmit and receive correlations are 
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where pk represents the correlation between pairs of antennas (p, q), with p, q = 1... M, that 
satisfy p — q = k. The conjugate value, p*k , represents the difference in phase if we consider 
the pairs of antennas in the opposite order (q,p). Thus, the expression in (A.4) can be further 
simplified to
H = Ri/'HuR1/' (Ai7)
which is the expression that will be used to generate spatially correlated MIMO channels for 
simulation purposes. This assumes that the scattering environments experienced by both the 
transmitter and the receiver are similar.
A.I Generation of the Spatial Correlation Matrix
The spatial correlation matrices have been obtained using the code available at [1], part of 
the IST-2000-30148 I-METRA project [2]. We have considered 4 antenna elements with a 
normalized Laplacian power azimuth spectrum (PAS) and an azimuth spread (AS) of 40° for 
both transmitter and receiver. The angle of departure (AoD) at the transmitter and the angle of
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arrival (AoA) at the receiver are both set to 45°.
For the low correlation case, a distance d\ = 1.10A has been considered between adjacent 
antennas at both transmitter and receiver, where A denotes the wavelength of the transmitted 
signal. In this case, the absolute value of the correlation between adjacent antennas is \pi \ w 0.3 
and the correlation matrix is
R-0.3 =
1 0.24-0.19J 0.11 + 0.02J 0.05 + O.llj
0.24 + 0.19J 1 0.24-0.19J 0.11 + 0.02J
0.11-0.02J 0.24 + 0.19J 1 0.24-0.19J
0.05-O.llj 0.11-0.02J 0.24 + 0.19J 1
(A.8)
for both transmitter and receiver.
In the case of moderate correlation, a distance d\ = 0.65A has been considered. The absolute 
value of the correlation between adjacent antennas is |pi| « 0.5 and the correlation matrix is
-0.50 - 0.05; 
0.21 - O.llj 
0.01 + O.llj
-0.50 + O.OSj 
1
-0.50 - O.OSj 
0.21 - O.llj
0.21 +O.llj








for both transmitter and receiver.
Finally, for the high correlation scenario, a distance d\ = 0.35A has been considered. The 
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QAM Constellation Points in a Search
Disk
The method described in [40] is used to obtain the points from an arbitrary constellation that 
satisfy (3.7). It initially uses polar notation to rewrite (3.7) as
where Si = and Zi —
Ti_
- ,,2
Further developing (B.I), we obtain
(B.I)
2r,T,-
that can be used to determine analytically the partial candidates on each level i.
(B.2)
It should be noted that for each level z, r; and (pi can only have a limited number of different 
values giving P possible combinations in total. Table B.I shows the different values for a 16- 
QAM constellation where the index i has been dropped for clarity. It can be observed that r^ 






7T/4, 37T/4, 57T/4, 77T/4
tan"1 (1/3) + fc7r/2, tan" 1 (3) + /Tr/2 
with k, I = 0 . . . 3
7T/4, 37T/4, 57T/4, 77T/4
Table B.I: Values ofr and (pfor a 16-QAM constellation
Figure B.I shows the 16-QAM constellation decomposed in the three different concentric cir­ 
cles with the SC around the point Z{. Therefore, in each level i, the points to be searched are on 
the arcs formed by the intersection of the different concentric circles and the disk that represents 
the SC.
139
QAM Constellation Points in a Search Disk
Figure B.I: Decomposition in concentric circles of a 16-QAM constellation and intersection 
with the search disk around the centre Z{ to obtain the valid candidates.
For a generic QAM constellation, the points to be searched per level are obtained using (B.2) 
for each one of the possible r; values (i.e. each one of the concentric circles). In each case, the 
value of £ is used to determine the points that fall on the intersection between the circle and the 
SC disk. If £ > 1, no points of the circle satisfy the SC. If £ < -1, all the points of the circle 
satisfy the SC and are considered as candidates. Finally, if -1 < £ < 1, only the points of the 
circle (i.e. with ^ € <I>) that satisfy
(B.3)
are considered as candidates (assuming 0 < cos~ 1 (.) < TT).
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Effect of the FSD Ordering on the
System Model
The key aspect in the performance of the FSD is to analyze the effect the FSD ordering has on 
the MIMO system model and, consequently, on the signals that are detected in each step of the 
FSD algorithm.
In order to obtain the outage probability for the signal detected in the first detection step, we 
first rewrite (4.13) as
/•7T/2 / \ /-7T/2 / x \
F2 (x) = 2Fh ( -^- sin2</> dtp - F%( -^- sin2^ dtp . (C.I) 
Jo \sirf (pj Jo \sirr </>/
Sequentially applying the substitutions sin2 (p -» t and t -» 1/t, the integrals in (C.I) can be 
rewritten as
The solution of the first integral in (C.2) is
F2ii(x) = 2(1 - E2 (x) - xEi(x)) , (C.3) 
where
/oo -xt -IT dt (C '4) 1
is the integral exponential function [129]. The above result can be further simplified applying 
the following recursive rule for the integral exponential function:
Ek+l (x) = (e-x - xEk (x}} , k = 1,2,... (C.5) 
Applying (C.5) to (C.3) to express £"2 as a function of £?i, we obtain
F2 ,i(rr) - 2(1 - e~x). (C.6) 
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The same method can be applied to obtain the solution of the second integral in (C.2). Firstly, 
we obtain
x
F2>2 (x) = I - 2E2 (x) + E2 (2x) - 2xEl (x) + 2xE1 (2x) + -e~2x , (C.7) 
which can be simplified, applying (C.5), to
} = l-2e-x +(l + ~}e-2x . (C.8) 
\ z /
Finally, combining (C.6) and (C.8), we obtain the result in (4.14):
F2 (x) = l-l + ?-e-2x . (C.9)
According to (4.20) and (4.21), the expected values E[u?0wJ can be calculated using the CDFs 
F<(z)in(C.9)and(4.17).
In the first detection step, the pdf of ut^22 , f2 (x], is given by
and the expected value can be expressed as
/ fOO / O^, \ xf2 (x)dx= (^ + x2 )e-**dx. Jo \ 2 /
The integral in (C.I 1) can be solved applying the integration formula [129]
Xnx paxdx —e ax -
with n e N, obtaining




Effect of the FSD Ordering on the System Model




Two Closest Points to a Given Point in
a 16-QAM Constellation
The implementation of the LFSD for a 4 x 4 system with 16-QAM modulation has fii = 2 for 
levels i — 3,2. Therefore, during the search, the two closest constellation points to Z{ need 
to be obtained for those levels. A method is proposed here to directly obtain the two closest 
16-QAM constellation points to Zi, without having to calculate the Euclidean distances from 
all the points, thus reducing the complexity of the implementation.
We consider the 16-QAM constellation shown in Figure D. 1 where the index i has been dropped 
for clarity. We assume a non-normalized constellation so that the points have components 
{±1, ±3} with Gray mapping of the bits. The search for the two closest points to z can be 
divided into searches in the real and the imaginary axis. Thus, the closest real component to 
zre is sre ( l\ with the second closest component being sreW. Equivalently, the two closest 








fV' !"•"!^» i ** ^^ L>;"""'
/








Figure D.I: 16-QAM constellation with the closest point and the two possible second closest 
points to z.
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Therefore, the closest point to z can be directly obtained with a 16-QAM demapper and cor­ 
responds to s^ = (sre ^ l \Sim^). However, the second closest point to z can be either 
5 (2 ) = (sre^jSim^) or s^2) = (sre^\ s^m^), selecting the second closest component al­ 
ternatively on the real and on the imaginary axis. In order to discern which point is in fact 
closer to z, both Euclidean distances would need to be calculated.
In terms of multiplications, the process is equivalent to calculating two Euclidean distances 
given that only the factors
{ (zre - sr } 2 , (zim -sim )} (D.I) 
and
need to be calculated to generate the three Euclidean distances and select the two smallest ones.
In this case, a modified 16-QAM demapper is required in order to obtain, given zre and 
the components sre^\ sre^ and Sim^\ Sim^\ respectively. That can be implemented taking 
into account the Gray mapping used for the bits. We analyze the case of the real component 
(the same applies to the imaginary component) and we divide the problem depending on the 
position of the closest component to zre . If sre^ corresponds to one of the end points with 
bits bre W = {'00'} or 6re (1) = {'10'}, sre W corresponds to the closest middle point bre^ = 
{'01'} or 6re (2) = {'H'}, respectively.
On the other hand, if sre^ corresponds to one of the middle points with bits bre ^ l \ — {'01'} 
or bre^ = {'11'}, the value of sre^ depends on \zre \. If \zre \ < 1, srf> corresponds to 
the other middle point 6re (2) = {'11'} or 6re (2) = {'01'}, respectively. If \zre \ > 1, sre (2) 
corresponds to the closest end point bre^ = {'00'} or bre^ = {'10'}, respectively.
The above logic can be implemented with the LUT shown in Table D.I taking into account that 
the second closest real component corresponds to bre^ = out © '11' if sre^ is one of the 
middle points and \zre \ < 1. In any other case, the second closest real component corresponds 
directly to bre^ = out.
For illustration purposes, Figure D.2 shows the schematic of the block that obtains the two 
closest real and imaginary components to zre and zim , respectively. This block does not contain 
the three Euclidean distance calculations to select the two smallest ones.
146











Table D.I: LUT mapping to obtain from
Figure D.2: FPGA block diagram to obtain the two closest components to zre and Zim-
The same method can be applied to larger QAM constellations or when more points closest to 
a given point need to be obtained. In this case, the procedure would require additional logic in 
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Real-Time Implementation of a Soft-MIMO 
Detector Based on a Fixed-Complexity Sphere
Decoder
Luis G. Barbero and John S. Thompson
Abstract— This paper presents a field-programmable gate 
array (FPGA) implementation of a soft-multiple input-multiple 
output (MIMO) detector suitable for iterative detection and 
decoding of turbo-MIMO systems. The algorithm consists of a 
list extension of a previously proposed fixed-complexity sphere 
decoder (FSD), overcoming the main two problems of the list 
sphere decoder (LSD): its variable complexity and the sequential 
nature of its tree search. The list FSD (LFSD) performs a parallel 
search through a very small subset of the complete receive 
constellation in a fixed number of operations. This makes it 
possible to design a parallel architecture of the algorithm that can 
be fully pipelined. Implementation results show that the LFSD 
can be used for turbo decoding in MIMO systems achieving a 
constant throughput higher than previously implemented soft- 
MIMO detectors.
Index Terms— Multiple input-multiple output (MIMO), sphere 
decoder (SD), iterative decoding, field-programmable gate array 
(FPGA), turbo systems, rapid prototyping.
I. INTRODUCTION
The use of multiple input-multiple output (MIMO) technol­ 
ogy has become the new frontier of wireless communications 
after theoretical analysis showed that significant capacity in­ 
creases could be achieved under certain conditions by using 
multiple antennas at both transmitter and receiver [1]. In 
particular, it has been shown that the capacity of a MIMO 
channel can be approached using a turbo-MIMO scheme based 
on bit-interleaved coded modulation (BICM) [2]. This scheme 
consists of a combination of a spatially-multiplexed MIMO 
stage and an outer code with an interleaver operation in 
between [3], [4]. In such a system, the turbo-principle can be 
applied between the soft-MIMO detector and the outer decoder 
performing iterative detection and decoding [5].
Nowadays, the prototyping of those multiple-antenna sys­ 
tems has become increasingly important to verify the enhance­ 
ments advanced by analytical results [6], [7]. For that purpose, 
field-programmable gate arrays (FPGAs), with their high level 
of parallelism, high densities and embedded multipliers, are 
a suitable prototyping platform. This paper presents a real- 
time FPGA implementation of a soft-MIMO detector for 
turbo-MIMO systems. The implemented soft-MIMO detector 
is based on a fixed-complexity sphere decoder (FSD) previ­ 
ously proposed to achieve quasi-maximum likelihood (ML) 
performance in uncoded MIMO detection [8]. The list FSD
The authors are with the Institute for Digital Communications, Joint 
Research Institute for Signal & Image Processing at the University 
of Edinburgh, EH9 3JL Edinburgh, UK (e-mail: l.barbero@ed.ac.uk; 
john.thompson@ed.ac.uk)
(LFSD), on the other hand, obtains a list of candidates that 
can be used to calculate likelihood information about the 
interleaved bits required by an outer decoder [9]. The list is 
generated performing a parallel search with a fixed complexity 
independent of the channel conditions and the noise level. 
This makes the LFSD especially suited for a parallel and 
fully-pipelined hardware implementation as opposed to the 
LSD, where its sequential and variable tree search affects the 
implementation.
The architecture of the LFSD is divided into a search 
stage, that obtains the Euclidean distances associated to a very 
small subset of the receive constellation, and a sort and select 
stage, that obtains the number of candidates required for soft- 
value calculation. This makes it possible to obtain different 
levels of complexity and performance depending on the size 
of the search and the number of candidates. In particular, 
the presented implementation achieves a higher throughput 
(i.e. number of bits detected per second) than previously 
implemented soft-MIMO detectors [10], [11]. This further 
proves the suitability of the LFSD for real-time hardware 
implementation as it was shown previously for the FSD [12].
The rest of the paper is organized as follows: Section II 
describes the turbo-MIMO system model. Section III describes 
the main aspects of the LFSD algorithm. The prototyping 
platform and the methodology used for the implementation are 
briefly described in Section IV. Section V describes the FPGA 
architecture of the LFSD. Section VI discusses the resource 
use and the performance results of the LFSD implementation. 
Finally, conclusions are drawn in Section VII.
II. TuRBO-MIMO SYSTEM MODEL
We consider the MIMO system depicted in Fig. 1 for the 
transmission of frames of Kb bits. It consists of M transmit 
and N receive antennas, denoted as MxN, where N>M. At 
the transmitter, the Ku information bits u are encoded, using 
an off-the-shelf convolutional or turbo code of rate r, where 
Ku = Kb-r. The coded bits c are then interleaved and mapped 
to symbols forming a sequence of Ks = Kb/ Iog2 P symbols. 
The transmitted symbols per antenna are taken independently 
from a quadrature amplitude modulation (QAM) constellation 
O of P points. The sequence of symbols is then split into 
M substreams and blocks of Kch symbols, corresponding to 
one channel realisation (i.e. block Rayleigh fading channel), 
are transmitted in parallel from each one of the M antennas. 
Therefore, a frame of Kb bits requires the transmission of
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Fig. 1. Turbo-MIMO block diagram. Subscript T denotes variables 
associated with the inner code and subscript '2' denotes variables associated 
with the outer channel code.
NCh = Ka/(Kch • Af) blocks of data, corresponding to Nch 
different channel realisations. The combination of the symbol 
mapper and the symbol demultiplexer form the inner encoder 
that is combined with the outer encoder and the interleaver 
operation represented by the block labelled II.
Assuming symbol-synchronous sampling at the receiver and 
ideal timing, the AT-vector of received symbols can be written, 
using matrix notation, as
r = Hs + v, (1)
where s = (si,S2,. • -,SA/) T denotes the M-vector of 
transmitted symbols with E[sstf ] = (!/M)IM. v = 
(vi, V2, • • • , VN)T is the AT-vector of independent and identi­ 
cally distributed (i.i.d.) additive white Gaussian noise (AWGN) 
samples Vi ~ CM(0,(r2 ) with a2 = NO and r = 
(ri,r2 ,.. . ,rjv)r is the ./NT-vector of received symbols. H 
denotes the N x M block Rayleigh fading channel matrix 
with independent elements /iy ~ CjV(0,1) representing the 
complex transfer function from transmitter j to receiver i. The 
entries of H are considered to be perfectly estimated at the 
receiver. Following the block fading channel model, a Rayleigh 
channel matrix H is generated and kept constant during the 
transmission of a single block of data, changing independently 
from block to block. Thus, each block of data occupies Kch 
time instants where a vector s is transmitted in each time 
instant following (1). The set of all possible transmitted vectors 
form an M-dimensional complex constellation OM of PM 
vectors, which indicates the dimensionality of the system.
At the receiver, a turbo-scheme can be used for the detection 
and decoding of the symbols [2]. An inner and an outer 
decoder exchange extrinsic soft-information iteratively with 
interleaving/deinterleaving operations in between. In this case, 
the inner decoder consists of a soft-MIMO detector and the 
outer decoder can consist of a maximum a posteriori (MAP) 
decoder [13] or a turbo decoder [5]. The block labelled 
II" 1 in Fig. 1 represents the deinterleaver operation. The 
soft-information consists of a posteriori probability (APP)
information expressed in the form of log-likelihood ratios 
(LLRs) (i.e. L-values [14]). The LLR of a bit bk is defined 
as the log of the ratio of the probabilities of the bit taking its 
two possible values and can be expressed as
(2)
where the values of the bits are taken to be +1 and -1, 
representing a logical T and a logical '0', respectively. Thus, 
the magnitude of the L-value indicates the reliability of the 
information about a particular bit, with L-values close to zero 
corresponding to unreliable bits. The sign is used to indicate 
whether a particular bit is a logical T (L(bk) > 0) or a logical 
'0' (L(bk ) < 0).
In each iteration, the soft-MIMO detector in Fig. 1 uses 
the channel observations and the a priori information, LAI, to 
obtain a posteriori information, LD\, about the interleaved bits 
b. That information is converted into extrinsic information, 
LEI, deinterleaved and passed to the outer decoder as a 
priori information, LAZ- At the same time, the outer decoder 
obtains a posteriori information, LDZ, about the coded bits 
c. That information is converted into extrinsic information, 
LEI, interleaved and sent back to the detector as a priori 
information, LAI-
In addition, in the final iteration of the detection and 
decoding process, the outer decoder generates a posteriori 
information, Lo2,u, about the uncoded bits u that will be used 
to obtain an estimate u of the transmitted sequence of bits at 
the receiver. For that purpose, the L-values are passed through 
a slicer that selects the logical value of each bit according to 
the sign of the corresponding L-value.
III. LIST FIXED-COMPLEXITY SPHERE DECODER (LFSD)
In an iterative MIMO receiver, the task of the soft-MIMO 
detector is to generate APP information about the interleaved 
bits taking into account the channel observations, i.e. extrinsic 
information, and the a priori information to obtain a posteriori 
information conditioned on the received vector r. In particular, 
assuming that the bits bk are statistically independent due to 
the interleaving operation and using the Max-log approxima­ 
tion [15], the extrinsic information conditioned to the received 
vector r can be written as [2]
1 r-||r-Hs|| 2 , »
where k = 0,..., Kb — 1 and, without loss of generality, Kb = 
M • Iog2 P to simplify the index notation. In (3), Bfc i+ i and 
Bfc,-i represent the set of 2Kb ~ 1 bit vectors b having 6^ = +1 
and bk = -I, respectively, b^j denotes the subvector of b 
omitting bk, LAI denotes the vector that concatenates the a 
priori information LAi(bj] of each bit &,, liAi,[k\ denotes the 
subvector of LAi omitting LAi(bk) and s = map(b). The 
function map(b) obtains the QAM symbol associated to each 
group of Iog2 P bits [2].
The calculation of (3) has an exponential complexity with 
M and is prohibitively complex for systems with a large
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number of antennas and/or high-order modulations. In the 
case of a 4x4 system with 16-QAM modulation, finding the 
maximizing hypotheses in (3) for each bk, requires a search 
over PM/2 = 32,768 vectors s in each one of the two terms. 
For that reason, a LFSD is described and implemented in 
this paper to approximate the calculation in (3) with reduced 
complexity. The algorithm obtains a list of candidates C to 
calculate soft-value information. Thus, the extrinsic L-value 
calculation in (3) can be rewritten as








where £ n Bfc)+ i denotes the subgroup of vectors of £ that 
have bk = +1 and £nifc,+i denotes the subgroup of vectors 
of £ that have bk = -1.
A. LFSD Algorithm
The LFSD has been previously presented in [9] and is 
briefly described here for completeness. The algorithm is based 
on a FSD previously proposed to achieve quasi-ML perfor­ 
mance in uncoded MIMO systems [8]. The LFSD, denoted 
as LFSD-Nse /Nc, obtains a list of NC candidates from a 
search through Nse lattice vectors Hs, generated by a subset 
of all constellation points Se C OM around the received vector 
r [9]. It consists of a search stage and an optional sort and 
select stage. In the search stage, the metrics associated with the 
lattice vectors generated by a subset Se C OM are calculated. 
The sort and select stage is required only if NC < NS, . In 
that case, a sorting operation is performed to obtain the list £ 
of NC candidates with the smallest associated metrics. Those 
values are then used to obtain the soft-information about the 
bits b.
The metric associated with each lattice vector is the 
(squared) Euclidean distance represented by ||U(s - s)|| 2 , 
where s € Se , U is an M x M upper triangular matrix, with 
entries denoted Uij, obtained through Cholesky decomposition 
of the Gram matrix G = HK H. The vector s = Hf r is 
the unconstrained least squares estimate of s where H* = 
(HHH)~ 1 HH is the pseudoinverse of H.
The (squared) Euclidean distance can be obtained recur­ 




where £>M+i = 0, DI = ||U(s - s)||2 and
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In (5), the term A+i can be considered as an accumulated 
(squared) Euclidean distance (AED) down to level j = i + 1 
and the term di as the partial (squared) Euclidean distance 
(FED) contribution from level i.
The subset of transmitted vectors Se is determined defining 
the number of points Si, denoted as hi, that are considered 
per level. The rn points on each level i are selected according 
to increasing distance to Zi, following the Schnorr-Euchner 
(SE) enumeration [16]. The total number of vectors whose 
Euclidean distance is calculated is, therefore, Ngf = Ili=i "»•
The LFSD search is combined with a detection ordering 
(denoted as FSD ordering) of the signals Si according to 
the distribution of points ns, used [8]. It orders iteratively 
the M columns of the channel matrix. On the i-th iteration, 
considering only the signals still to be detected, the signal 
Jfc with the smallest post-detection noise amplification, as 
calculated in equation (7c) in [17], is selected if Ui < P. 
If Hi = P, the signal with the largest noise amplification is 
selected instead.
B. LFSD Distribution of Points
The key element in the performance of the LFSD is the 
choice of the subset Se , that is determined by the distribution 
of points searched per level ns,. The subset <Se is obtained 
taking as a starting point the subset S required by the FSD 
to achieve quasi-ML performance in an equivalent uncoded 
MIMO system. In that case, the subset S is determined by 
the vector containing the number of points searched per level 
ns [9].
Although the distribution <S used as a starting point cannot 
be analytically determined, it has been shown that the total 
number of vectors searched by the FSD in a 4x4 system 
is Ns = P, for a P-QAM constellation, following the 
distribution ns = (1,1,1,P)T . If an 8x8 system is used, 
the FSD needs to searched NS = P2 vectors, following the 
distribution n5 = (1,1,1,1,1,1, P, P}T [18].
The procedure to obtain Se takes into account that for the 
list of candidates C, we require candidates with low metric but 
also with different bit values in order to obtain more accurate 
soft-information. The method consists of gradually increasing 
the number of points that are searched on the levels where 
only one point is considered for the uncoded case. Therefore, 
the procedure starts from the first level i — M,..., 1 where 
m = 1, denoted as i1( until i = 1. In order to increase the 
number of candidates, additional iterations can be performed 
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Fig. 2. Example of points s 6 Se in a 4x4 system with 4-QAM modulation. pig 3 Rapi(j prototyping methodology
number of points per level, given that the constellations used 
per antenna are powers of 2, would be to set the new value to 
rii = Ini in each iteration, taking into account that max(rii) = 
P. Algorithm 1 lists, in pseudo-code, the procedure described 
above.
Fig. 2 shows a hypothetical subset Se in a 4 x 4 system 
with 4-QAM modulation, depicting the extension procedure. 
The distribution r»s = (1,1,1,4)T required by an equivalent 
FSD is used as the starting point [8]. The extended subset 
nSe = (1,2,2,4)T is obtained by doubling the number of 
points checked in levels i = 3,2. The tree structure in Fig. 2 
shows 4 levels, representing the 4 transmit antennas, and 4 
branches per node, representing the number of constellation 
points per antenna. Depending on the size of the subset <Se and 
the number of candidates NC to obtain likelihood information 
from, different levels of performance and complexity can be 
achieved.
IV. RAPID PROTOTYPING SYSTEM
The rapid prototyping system used has the simplicity and, 
at the same time, the flexibility required to move quickly 
from a computer-based simulation of an algorithm to its real- 
time implementation. As opposed to previous prototyping 
approaches, the focus of our approach is on the analysis of the 
MIMO algorithm. The prototyping platform and methodology 
have been described in detail in [19].
A. Hardware Platform
The FPGA platform has been provided by Alpha Data 
Ltd. [20]. It consists of an ADC-PMC peripheral component 
interconnect (PCI) adapter board that hosts two FPGA boards: 
an ADM-XRC-II with a Xilinx Virtex-II (XC2V4000) and an 
ADM-XP with a Xilinx Virtex-II-Pro (XC2VP70), both with 
external SRAM memory for data storage.
B. Rapid Prototyping Methodology
The rapid prototyping methodology selected is based on The 
Mathwork's MATLAB and Simulink [21] and Xilinx's DSP 
System Generator [22] tailored to Alpha Data's FPGA boards. 
Fig. 3 shows the methodology used for the rapid prototyping of 
the LFSD. Initially, MATLAB is used to implement a complete 
MIMO system including transmitter, channel simulator and
receiver. The LFSD is then implemented on the FPGA using 
the DSP System Generator. The tool is embedded in Simulink 
and provides different blocks to perform basic mathematical 
and bit operations that can be directly mapped on the FPGA 
for real-time execution.
The development of the FPGA model is embedded in a 
Simulink testbench that facilitates the debugging of the LFSD 
in the development stage, with the possibility of monitoring 
every signal in the FPGA model.
The LFSD design is then synthesized for the FPGA using 
Xilinx's synthesis tools. This hardware design and a Simulink- 
based memory interface are integrated into the MATLAB 
MIMO system This rapid prototyping methodology allows us 
to implement quickly the LFSD on an FPGA and perform 
real-time hardware-in-the-loop testing of the algorithm.
V. FPGA IMPLEMENTATION
The LFSD has been implemented for a 4 x 4 system with 
16-QAM modulation. The number of vectors of the subset Se 
is Ns, = 64 following the distribution ns, - (1,2,2,16)T . 
At the output of the LFSD, a list of NC = 16 candidates is 
used to obtain soft-value information. Therefore, a sort and 
select stage is required in the implementation to select .the 16 
vectors with the lowest Euclidean distances out of the total 
64 vectors. Special attention is paid to the implementation of 
this stage given that, for an ordering problem of this size, it 
becomes the critical part of the architecture.
The first step in the implementation of the LFSD is the 
partitioning of the architecture between MATLAB and the 
FPGA. Fig. 4 shows the partitioning of the LFSD. Initially, 
MATLAB performs the sections of the algorithm that are 
required only once per block, representing a single channel 
realisation: the pseudoinverse calculation, the ordering of the 
channel matrix and the Cholesky decomposition. The FPGA 
performs the LFSD search and sort and select stages that are 
required once per MIMO symbol. The process is repeated 
for all the MIMO symbols included in each block. Once all 
the Nch blocks that form one frame have been processed, 
MATLAB performs the soft-value calculation once per frame, 
taking as inputs the list of candidates, its associated distances 
and the a priori L-values from the outer decoder.
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Fig. 4. Partitioning of the LFSD between MATLAB and the FPGA.
Fig. 5. FPGA block diagram of the LFSD.
A. FPGA Architecture
Fig. 5 shows the block diagram of the FPGA implementa­ 
tion of the LFSD where the only blocks left out are the input 
and output memories. The function of the different blocks of 
the design is described below.
Internal Memory: This block contains intermediate memory 
to store the received symbols r, the entries of the pseudoin- 
verse of the channel matrix, H*, and the entries of the 
Cholesky decomposition of the Gram matrix, U.
Zero Forcing Unit (ZFU): This block performs the zero 
forcing (ZF) equalization to obtain s = H*r.
Partial Distance Unit (PDU) i: The 4 PDU blocks calculate 
the AED in (5) for each one of the levels. In the first level, i = 
4, all the points in the constellation are considered (714 = 16). 
Therefore, the 16 PEDs, cfo, are calculated for all the possible 
points 84 where z4 = 54. These values directly form the set 
of £>4 values that are transferred as input to the next level.
For levels i = 3,2, the two closest points s, 6 P-QAM
to Zi need to be obtained. Fig. 6 shows the block diagram of 
the PDU branch that calculates the associated PEDs for levels 
i = 3,2. Details of the implementation of the block to obtain 
the two closest points to Zj for a 16-QAM constellation can 
be found in Appendix A.
In level i = 1, only the point Si € P-QAM closest to Zi 
is considered. Fig. 7 shows the block diagram of the PDU 
branch that calculates the associated PED for level i = 1. In 
this case, only the closest constellation point to Zi (obtained 
by the 16-QAM demapper block) is required.
Sort and select unit (SSU): This block sorts the Ng, = 
64 vectors searched according to their Euclidean distances in 
increasing order. It then selects the NC = 16 vectors with the 






































Fig. 7. PDU 1 branch block diagram.
B. LFSD Scheduling
From a hardware point of view, the LFSD makes use of 
the inherent parallelism of the FPGA platform. In addition, 
its deterministic structure (i.e. a fixed number of operations 
are required to obtain a list of candidates per MIMO symbol) 
makes possible a full pipelining of the algorithm, resulting in 
a highly optimized hardware implementation.
Applied to the LFSD, pipelining implies that the calculation 
of the list of candidates for one MIMO symbol starts before 
the lists for the previous MIMO symbols have been completely 
generated. The main advantage of a fully pipelined algorithm 
is the increase in the overall throughput due to two factors:
• If the hardware platform contains enough computational 
resources, a list of candidates can be generated in every 
clock cycle, dramatically increasing the throughput Com­ 
pared to a LSD implementation. A trade-off exists be­ 
tween the use of hardware resources and the number 
of cycles per MIMO detection. Therefore, the use of 
hardware resources could also be reduced by generating 
a list of candidates in more than one cycle.
• If the latency of the system (i.e. the number of cycles 
required to calculate the first list of candidates for a 
MIMO symbol) is not a critical issue, pipeline registers 
can be introduced between every operation of the algo­ 
rithm, increasing the clock frequency of the design and, 
therefore, the throughput.
Fig. 8 shows the time diagram of the LFSD algorithm 
on the FPGA where the information about the latency of 
the algorithm is not present for simplicity. It shows how 
the different parts of the algorithm (i.e. pipeline stages) start 
processing valid data sequentially as the received vectors r are 
available. In particular, the process is detailed for three time 
instants showing how the lists of candidates C are outputted 
at a constant rate.
The white area in the top right comer indicates the parts 
of the architecture that are waiting for valid data to fill the 



























Fig. 8. FPGA time diagram of the LFSD.
the bottom left corner indicates that all the pipeline stages have 
been filled and that symbols are being processed in parallel 
for different time instants. Therefore, once the pipeline stages 
have been filled, all the blocks in the design are active in every 
clock cycle, resulting in an optimized use of the hardware 
resources of the design.
C. Sort and Select Stage
The sort and select stage consists solely of the SSU and its 
function is to obtain the NC — 16 candidates with the smallest 
Euclidean distance out of the NS, = 64 vectors searched. This 
reduction in the number of candidates is important because 
only those 16 candidates are retained for the calculation of 
the a posteriori soft-information, LDI, in every iteration. The 
complexity of the soft-value calculation block in Fig. 4 would 
increase if all 64 candidates would be used. It should be 
noted that, although only the best 16 candidates need to be 
obtained, the prototype presented here sorts the whole set of 
64 vectors in order to have the flexibility to select a different 
value NC < NS, for experimentation purposes. In a final 
implementation of the algorithm, the complexity of the SSU 
could be reduced by considering only an architecture to obtain 
the best 16 candidates without having them in an increasing 
order of Euclidean distance (i.e. a triangular section of the 
sorting structure could be removed).
An initial alternative for the SSU could be to implement a 
parallel odd-even transposition sorting architecture of 64 val­ 
ues [23]. However, the complexity of that architecture would 
be excessive for the FPGA platforms under consideration. In 
particular, if we consider only the comparators involved in 
the process (discarding their associated logic), the number of 
comparators that an odd-even transposition sorting architecture 
of n values requires can be expressed as
l = S(n-l). (7)
Considering the case n = NS, = 64, the number of 
comparators required for such a structure would be NSSU = 
Wofi(64) = 2016 (value that would need to be multiplied by 
the number of bits of the Euclidean distances in order to obtain 
an idea of the logic requirements).
Therefore, a more optimized method needs to be designed 
for the sort and select stage. For that purpose, we can look 




FPGA RESOURCE USE OF THE LFSD COMPARED WITH THE FSD.
Fig. 9. Merge-sort network of 8 values.
to make use of the parallelism of the FPGA, the distance 
calculations in the PDU blocks are performed in parallel for 
blocks of 8 vectors out of the NS = 64 vectors. Therefore, 8 
iterations are required to perform all the distance calculations. 
This results in a balanced trade-off between the achievable 
throughput and the use of hardware resources. This structure 
indicates that in every iteration, a subset of 8 Euclidean 
distances becomes ready and can be sorted independently of 
the other subsets. Once the 8 subsets are partially sorted, a 
merge-sort architecture can be used to sort all 64 values [24]. 
The merge-sort algorithm takes as an input two sequences 
of n/2 independently sorted values to generate an output 
sequence of n sorted values. The steps performed by a merge- 
sort network of n values are:
1) The two sequences are merged using two merge-sort 
networks of n/2 values.
2) The entire sequence is finally sorted using a set of n -1 
comparators.
Therefore, a merge-sort network of n values can be con­ 
structed applying the same rule recursively, that is, by using 
two n/2 merge-sort networks and a bank of n/2 - 1 com­ 
parators. As was stated above, the input sequences to the 
merge-sort network need to be previously sorted. That can be 
achieved by using a merge-sort network of n/2 values or by 
using an odd-even transposition network of n/2 values. Fig. 9 
shows an example of the operation of a merge-sort network of 
8 values once the two sets of 4 values have been independently 
sorted.
In order to obtain a sorted sequence of 64 values, the SSU 
starts from the subsequences of 8 values that the LFSD gener­ 
ates in every iteration. Thus, a parallel odd-even transposition 
network is used to sort each one of the 8 subsequences in a 
fully-pipelined fashion. As the different sorted subsequences 
become available, a set of hierarchical merge-sort networks is 
used to obtain the fully-sorted sequence. Every two iterations, 
a merge-sort network of 16 values is used to generate a 
sorted sequence of 16 values. Every four iterations, a merge- 
sort network of 32 values is used. In the last step, every 
eight iterations, a merge-sort network of 64 values is used 
to generate the whole sorted sequence. Finally, a multiplexer 
selects the best 16 candidates out of the 64 searched vectors.
The number of comparators required by a merge-sort net­ 
work of n values, with n > 2 being a power of 2, can be
Xilinx XC2VP70 FPGA
Number of slices (33,088)
Number of flip-flops (66,176)
Number of 4-input LUTs (66,176)
Number of multipliers (328)
Number of block RAM (328)











calculated recursively with the formula
nNMS (n) = 2 - NMS (n/2) + ~l, (8)
taking into account that ./VMS (2) = 1. That is, the merge-sort 
network of 2 values consists only of a single comparator.
Thus, using the merge-sort approach, the total number of 
comparators of the SSU is equal to
Nssu = NoE(8}+NMS (16)+NMS (32}+NMs(^} = 279,
(9)
where Noefi) accounts for the number of comparators re­ 
quired in the odd-even transposition sorting network of 8 
values. It can be observed how the total number of comparators 
have been dramatically reduced compared to the odd-even 
transposition approach that required 2016 comparators. This 
merge-sort sorting approach has been adopted for the imple­ 
mentation of the SSU within the LFSD for a 4 x 4 system 
using 16-QAM modulation. Thus, a fully-pipelined merge- 
sort sorting procedure has been implemented having a reduced 
resource use compared to a direct odd-even transposition 
sorting procedure.
VI. RESULTS
The LFSD has been implemented for a 4x4 MIMO system 
with 16-QAM modulation and has been integrated into the 
MATLAB system model to assess their validity for real-time 
iterative detection and decoding in turbo-MIMO systems.
A. FPGA Resource Use
The resource use of the implementation of the LFSD-64/16 
on the Xilinx Virtex-II-Pro FPGA board is summarized in 
Table I and compared with the resource use of the FSD-16 for 
an equivalent uncoded system previously presented in [12].
It can be seen how the critical factor in the implementation 
of the LFSD is not the number of multipliers as in the 
uncoded case. This time, the logic associated with the SSU 
and the required flip-flops to synchronize the different parts 
of the algorithm are the most used resources. In particular, the 
mapping and routing tools, due to the timing constraints, yield 
a high percentage of partially occupied slices. The percentage 
of use is 96%, whereas the resources inside the slices are only 
used up to 79% in the case of the flip-flops and 59% in the 
case of look-up tables (LUTs). Therefore, when implementing 
the LFSD for high-dimensional systems, the design of the 
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In terms of computational complexity, it can be seen how the 
number of multipliers is only marginally increased. Although 
64 vectors are searched, instead of the 16 vectors searched in 
the uncoded case, the increase in the number of multipliers 
is not proportional to the increase in the number of vectors 
considered. This is due to three different factors [12]:
• First of all, the complex multiplication in the LFSD has 
been implemented applying
f d) + d(a - 6)], (10)
requiring only 3 multipliers instead of the 4 multipliers 
required by the direct implementation of the complex 
multiplication used in the FSD.
• The implementation of the LFSD requires 8 iterations to 
obtain the 64 Euclidean distances, as opposed to the 4 
iterations required by the FSD to obtain 16 Euclidean 
distances. Therefore, the LFSD calculates 8 distances in 
parallel while the FSD calculates only 4.
• Finally, the distribution of points n$e = (1,2,2,16)T 
used in the LFSD does not correspond to a four-fold 
increase in the complexity compared to the distribution 
of points n$ = (1,1,1,16)T used in the FSD. Such 
a complexity increase would happen if the distribution 
of points would be n5(. = (1,1,1,64)7, which is not 
possible in the case under study given that maxrLj =
It can also be observed a reduction in the number of memory 
blocks. However, the reasons behind that reduction have no 
correlation with the designs of the FSD and the LFSD. The 
reduction is due to the definition of the input and output 
buffers. In the uncoded case, the implementation contains 
long input and output buffers to be able to run simulations 
with different frame sizes [12]. In the coded case, the buffers 
have been reduced to consider only the length of the blocks 
transmitted in every channel realization.
Given the intensive use of the FPGA resources due to the 
presence of the SSU, a modification of the LFSD has also been 
implemented without requiring a sort and select stage. In this 
case, a LFSD-64/64 has been implemented removing the need 
for the SSU. Table II compares the resource use of the two 
LFSD versions, showing how the percentage of slices used has 
been greatly reduced (and, consequently, also the number of 
flip-flops and LUTs used). It can be seen how the number of 
blocks of memory has increased due to the larger size of the 
list of candidates generated. However, it should be noted that 
a trade-off exists between the complexity of the sort and select
---LSD-16-MATLAB
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Fig. 10. HER performance of the LSD in MATLAB and of the LFSD in 
MATLAB and on the FPGA as a function of the SNR per bit.
stage and the complexity of the L-value calculation. Although 
increasing N£ to have N£ — Nsf would remove the need for 
a sort and select stage, that would increase the complexity of 
the soft-value calculation after the LFSD.
B. Hardware Co-simulation Results
The BER performance of the LFSD has been evaluated 
in real-time and is shown in Fig. 10. The pseudoinverse, 
Cholesky decomposition, FSD ordering of the channel matrix 
and soft-value calculation are performed offline in MATLAB. 
The input values to the LFSD are quantized using 16 bits per 
real component and the Euclidean distances at the output are 
also 16-bit wide. The number of bits dedicated to the fractional 
part and to the integer part has been selected according to 
the statistical distribution, obtained through simulation, of the 
different variables in the system. The results on the FPGA 
have been obtained transmitting 500 frames of Kb = 8192 
bits with KCh = 16 symbols transmitted per antenna and 
channel realization. A total of Nch = 32 blocks (i.e. channel 
realizations) are required for the transmission of one frame. 
A rate r = 1/2 parallel concatenated turbo code of memory 
2 with two recursive systematic convolutional (RSC) codes 
with generator polynomials Gi(D) = 1 + D + D2 and 
Gz(D) = 1 + £>2 has been used together with pseudo­ 
random interleavers. One and four complete receiver iterations 
have been simulated, where one complete iteration at the 
receiver consists of one detection iteration (d) and two turbo 
iterations (t). The LFSD is run only once at the beginning of 
the detection process and a Max-log approximation has been 
used for the calculation of the L-values. The performance of 
the LSD with 16 candidates is also shown for comparison 
purposes.
It can be seen how the performance of the LFSD on the 
FPGA matches that of MATLAB, a small difference only 
appears for high SNR due to the quantization process. The 
difference is more important as the number of iterations at the 
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Fig. 11. BER performance of the LFSD-64/16 and LFSD-64/64 on the FPGA 
as a function of the SNR per bit.
sensitive to small errors in the Euclidean distances. For a 
small number of iterations, the quantization errors are not that 
relevant for the soft-value calculation given that there is no 
reliable a priori information.
Fig. 11 compares the BER performance of the two versions 
of the LFSD implemented. It can be seen how keeping all the 
64 vectors searched by the LFSD as candidates marginally 
improves the performance when the number of iterations 
increases. In addition, the hardware implementation of the 
LFSD-64/64 results in a lower resource use compared to that 
of LFSD-64/16. However, it should be noted that the reduction 
in resource use comes at the expense of a higher complexity 
in the soft-value calculation block.
The throughput of the LFSD in megabits per second (Mbps) 
is calculated according to
(Mbps) (ID
where fci ock is the clock frequency of the design in MHz and 
C is the number of clock cycles required to detect a MIMO 
symbol. For this design, fciock = 100 MHz and the number of 
cycles is C = 8 resulting in a throughput of Q = 200 Mbps. 
The throughput is the same for both versions of the LFSD. The 
only difference relies on the initial latency of the detectors. The 
initial latency of the LFSD-64/16 is 119 cycles, that results in 
a time latency of ti - 119/100 MHz = 119^s. In the case of 
the LFSD-64/64, removing the SSU reduces the latency to 58 
cycles or, equivalently ti = 58/100 MHz = 58/is.
Only two other real-time implementations exist of a soft- 
MIMO detector based on the LSD [10], [11]. In [10], a LSD 
has been implemented limiting the number of search steps to 
256. A search step is equivalent to calculating the PEDs in one 
level. Therefore, with that set-up the number of candidates 
obtained by that LSD is not constant and depends on the 
noise level and the channel conditions, making it difficult 
to compare that implementation with the LFSD presented in 
this paper. However, the performance of the LSD should be 
expected to be better than that of the implemented LFSD- 
































circuit (ASIC) implementation of a modified K-Be&i lattice 
decoder for soft-MIMO detection has been presented in [11]. 
However, no simulation results are shown for different number 
of iterations for the implemented algorithm with K = 5. 
If we consider the turbo code simulated above and just one 
single iteration, the performance of the modified K"-Best lattice 
decoder is similar to that of the LFSD-64/16 presented here. 
Therefore, although no exact comparison can be made between 
the three implementations, Table III summarizes their main 
characteristics. The level of performance has been divided in 
two categories where category A is better than category B 
although an exact comparison cannot be easily established. In 
addition, for the modified K-Best the results between brackets 
represent the performance of the implementation when there 
is a migration to a better ASIC technology.
It can be seen how the LFSD implemented with a rapid 
prototyping methodology outperforms the throughput perfor­ 
mance of previous ASIC implementations. In terms of BER 
performance, the LFSD-64/16 should have a similar level of 
performance than previous approaches. One factor that is open 
to further study would be the area of the implementation. It 
has been seen how the LFSD uses a considerable percentage 
of FPGA resources so it would be of interest to see how that 
percentage of use could be compared to an ASIC area. In 
the case of the modified K-Best lattice decoder, which has 
smaller area than the LSD, it should be noted that a sorting 
procedure needs to be performed in every level, affecting the 
final complexity and the area of the hardware implementation. 
Therefore, we do not expect the implementation of the LFSD 
to require more area than the other two approaches. Finally, 
the implementation results between brackets for the LFSD 
show how internally pipelining the multipliers can result in 
an increase in fciock and consequently in Q, due to the fully- 
pipelined architecture.
VII. CONCLUSION
A real-time FPGA implementation of a LFSD has been 
presented in this paper. The LFSD has been previously pro­ 
posed as a soft-MIMO detector for iterative detection and 
decoding in turbo-MIMO systems. The algorithm generates a 
list of candidates that can then be used to generate soft-value 
information about the interleaved bits.
The fixed complexity of the algorithm makes it possible 
to obtain a parallel and fully-pipelined implementation of 




use compared to other soft-MIMO detection algorithms that 
perform a sequential search like the LSD. The limiting factor 
in the implementation of the LFSD has been shown to be 
the SSU. In order to overcome that problem, a direct LFSD- 
64/64 has also been implemented requiring no sort and select 
stage. It achieves a similar BER performance and the same 
throughput reducing the resource use on the FPGA. However, 
the soft-value calculation stage at the receiver would have an 
increased complexity given that 64 candidates would be used 
for the LLR calculation.
The fully-pipelined architecture results in a higher (and 
constant) throughput than previously presented implementa­ 
tions of soft-MIMO detectors, even though a rapid prototyping 
approach has been taken in this paper. This indicates that 
improved throughput performance should be expected in an 
ASIC implementation of the algorithm using hardware design 
tools. As a conclusion, the LFSD has been shown to be 
a promising approach for the real-time implementation of 
the detection stage of a turbo-MIMO system, allowing for a 
parallel fully-pipelined real-time implementation.
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APPENDIX A
A method is proposed here to directly obtain the two closest 
16-QAM constellation points to zt , without having to calculate 
the Euclidean distances from all the points, thus reducing the 
complexity of the implementation.
We consider the 16-QAM constellation shown in Fig. 12 
where the index i has been dropped for clarity. We assume a 
non-normalized constellation so that the points have compo­ 
nents {±1, ±3} with Gray mapping of the bits. The search for 
the two closest points to z can be divided into searches in the 
real and the imaginary axis. Thus, the closest real component 
to zre is sre ( l\ with the second closest component being 
sreW. Equivalently, the two closest components to 2im are 
SiJD and Sim (2).
Therefore, the closest point to z can be directly ob­ 
tained with a 16-QAM demapper and corresponds to s^ = 
(sreW,Sim W). However, the second closest point to z can 
be either s™ = (Sre ( 2Um«) or s& = (s^UJ2)), 
selecting the second closest component alternatively on the 
real and on the imaginary axis. In order to discern which point 
is in fact closer to z, both Euclidean distances would need to 
be calculated.
In terms of multiplications, the process is equivalent to 
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Fig. 12. 16-QAM constellation with the closest point and the two possible 
second closest points to z.
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need to be calculated to generate the three Euclidean distances 
and select the two smallest ones.
In this case, a modified 16-QAM demapper is required in or­ 
der to obtain, given zre and Zim , the components sre^\ sre^ 
and Sim^, Sim W, respectively. That can be implemented 
taking into account the Gray mapping used for the bits. We 
analyze the case of the real component (the same applies to the 
imaginary component) and we divide the problem dependin 
into the position of the closest component to zre - If
corresponds to one of the end points with bits bre • ' = {'00'} 
or bre^ = {'10'}, sre (2) corresponds to the closest middle 
point bre (2) = {'01'} or 6re (2) = {'11'}, respectively.
On the other hand, if sre (1) corresponds to one of the middle 
points with bits bre (l) = {'01'} or 6re (1) = {'11'}, the value 
of sre (2) depends on \zre \. If \zre \ < 1, sre (2) corresponds 
to the other middle point 6re (2) = {'11'} or 6re (2) = {'01'}, 
respectively. If \zre\ > 1, sre^ corresponds to the closest end 
point bre (2 > = {'00'} or 6re (2) = {'10'}, respectively.
The above logic can be implemented with the LUT shown 
in Table IV taking into account that the second closest real 
component corresponds to 6re (2) = oute'll' if sre (1) is one of 
the middle points and \zre \ < 1. In any other case, the second 
closest real component corresponds directly to 6re(2^ = out.
The same method can be applied to larger QAM constella­ 
tions or when more points closest to a given point need to be 
obtained. In this case, the procedure would require additional 
logic in order to account for all the possible values of sre (2> 
and simW.
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Extending a Fixed-Complexity Sphere Decoder to 
Obtain Likelihood Information for Turbo-MIMO
Systems
Luis G. Barbero, Student Member, IEEE, and John S. Thompson, Member, IEEE
Abstract— A list extension for a fixed-complexity sphere 
decoder (FSD) to perform iterative detection and decoding in 
turbo-multiple input-multiple output (MIMO) systems is pro­ 
posed in this paper. The algorithm obtains a list of candidates 
that can be used to calculate likelihood information about the 
transmitted bits required by an outer decoder. The list FSD 
(LFSD) overcomes the two main problems of the list sphere 
decoder (LSD): its variable complexity and the sequential nature 
of its tree search. It combines a search through a very small subset 
of the complete receive constellation and a specific channel matrix 
ordering. A simple method is proposed to generate that subset, 
extending the subset searched by the original FSD. Simulation 
results show that the LFSD can be used to approach the perfor­ 
mance of the LSD while having a lower and fixed complexity, 
making the algorithm suitable for hardware implementation.
Index Terms—Multiple input-multiple output (MIMO), list 
sphere decoder (LSD), iterative decoding, turbo systems, wireless 
communications.
I. INTRODUCTION
The use of multiple input-multiple output (MIMO) technol­ 
ogy has become the new frontier of wireless communications 
after theoretical analysis showed that significant capacity in­ 
creases could be achieved under certain conditions by using 
multiple antennas at both transmitter and receiver [1]. It has 
been shown that the capacity of the channel can be approached 
using a turbo-MIMO scheme based on bit-interleaved coded 
modulation (BICM) [2]. This scheme consists of a combina­ 
tion of a spatially-multiplexed MIMO stage and an outer code 
with an interleaver operation in between [3], [4].
In such a system, the turbo-principle can be applied between 
the soft-MIMO detector and the outer decoder performing 
iterative detection and decoding [5]. The list sphere decoder 
(LSD) is considered the most promising algorithm for soft- 
MIMO detection, reducing the high complexity of the maxi­ 
mum likelihood detector (MLD), especially for large number 
of antennas or constellation orders [2]. Given that the LSD is 
an extension of the sphere decoder (SD) proposed for uncoded 
MIMO detection [6], it suffers from the same disadvantages: 
a variable complexity that depends on the channel conditions 
and the noise level and a sequential tree search. Those two 
aspects affect a possible hardware implementation of the 
algorithm, resulting in a variable throughput and a suboptimum 
use of the hardware resources [7], [8].
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Since the introduction of the LSD using the Fincke-Pohst 
(FP) enumeration [2], different alternatives have been proposed 
to improve its performance and, in some cases, reduce its 
complexity. However, most of them still have a variable 
complexity and perform a sequential search. They can be 
classified in the following categories:
• Use of the a priori information of the bits to improve 
the soft-quality of the list of candidates in every iter­ 
ation [9], [10]. In this cases, the soft-MIMO detector 
is run in each iteration significantly increasing the final 
complexity of the receiver.
• Reduction of the complexity of the LSD using the 
Schnorr-Euchner (SE) enumeration [11].
• Use of the SE enumeration together with additional 
operations to improve the list of candidates for iterative 
detection and decoding [12], [13]. Although the SE 
enumeration is used, the additional operations can cause 
an increase in the overall complexity of the algorithm.
• Application of the M-algorithm (i.e. /f-Best lattice de­ 
coder) [14]. This approach provides a fixed complex­ 
ity that, in most cases, is higher than that of the 
LSD. Alternatives to reduce its complexity have been 
proposed, although the fixed complexity is no longer 
achieved [15], [16].
In this paper, a list version of a fixed-complexity sphere 
decoder (FSD) is proposed. The FSD algorithm has been pre­ 
viously proposed to achieve quasi-maximum likelihood (ML) 
performance in uncoded MIMO detection, combining a fixed 
search through the receive constellation and a novel channel 
matrix ordering [17], [18]. The list FSD (LFSD) presented 
here performs an extended search compared to that of the 
FSD using the same channel matrix ordering. The different 
paths followed in the search are then used to generate a list of 
candidates that is used to obtain soft-value information about 
the transmitted bits. A method is proposed to determine that 
extended search using the structure of an equivalent FSD in the 
uncoded case. Simulation results show that the LFSD can be 
used to approach the performance of the LSD while providing 
a fixed complexity. That makes the algorithm suitable for 
a parallel and fully-pipelined hardware implementation that 
can outperform existing detection schemes, as it has been 
previously shown for the FSD [19].
The rest of the paper is organized as follows: Section II 
describes the turbo-MIMO system model. Section III provides 
background information about the structure of a soft-MIMO
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detector. Section IV introduces the LFSD algorithm, revising 
the main ideas of the original FSD. Section V discusses the 
performance and complexity results of the LFSD. Finally, 
conclusions are drawn in Section VI.
II. TURBO-MIMO SYSTEM MODEL 
We consider the MIMO system depicted in Fig. 1 for the 
transmission of frames of Ku bits. It consists of M transmit 
and N receive antennas, denoted as MX AT, where N>M. At 
the transmitter, the Ku information bits u are encoded, using 
an off-the-shelf convolutional or turbo code of rate r, where 
Ku = Kb-r. The coded bits c are then interleaved and mapped 
to symbols forming a sequence of Ka = Kb/ Iog2 P symbols. 
The transmitted symbols per antenna are taken independently 
from a quadrature amplitude modulation (QAM) constellation 
O of P points. The sequence of symbols is then split into 
M substreams and blocks of Kch symbols, corresponding to 
one channel realisation (i.e. block Rayleigh fading channel), 
are transmitted in parallel from each one of the M antennas. 
Therefore, a frame of Kb bits requires the transmission of 
NCh = Ka /(Kch • M) blocks of data, corresponding to Nch 
different channel realisations. Thus, the combination of the 
symbol mapper and the symbol demultiplexer form the inner 
encoder that is combined with the outer encoder and the 
interleaver operation represented by the block labelled II.
Assuming symbol-synchronous sampling at the receiver and 
ideal timing, the TV-vector of received symbols can be written, 
using matrix notation, as
r = Hs + v, (1)
where s = (si,S2,... ,SM)T denotes the M-vector of 
transmitted symbols with E[ssw] = (l/M)!^, v = 
(v\, v2 ,... , Vff)T is the AT-vector of independent and identi­ 
cally distributed (i.i.d.) additive white Gaussian noise (AWGN) 
samples DJ ~ CJV(0, <r2 ) with a2 = A^ and r = 
(^1)^2; • • • ,rN)T is the AT-vector of received symbols. H 
denotes the N x M block Rayleigh fading channel matrix 
with independent elements fty ~ CJ\f(Q, 1) representing the 
complex transfer function from transmitter j to receiver i. The 
entries of H are considered to be perfectly estimated at the 
receiver. The set of all possible transmitted vectors form an M- 
dimensional complex constellation OM of PM vectors, which 
indicates the dimensionality of the system.
At the receiver, a turbo-scheme can be used for the detection 
and decoding of the symbols [2]. An inner and an outer 
decoder exchange extrinsic soft-information iteratively with 
interleaving/deinterleaving operations in between. In this case, 
the inner decoder consists of a soft-MIMO detector and the 
outer decoder can consist of a maximum a posteriori (MAP) 
decoder [20] or a turbo decoder [5]. The block labelled 
II" 1 in Fig. 1 represents the deinterleaver operation. The 
soft-information consists of a posteriori probability (APP) 
information expressed in the form of log-likelihood ratios 
(LLRs) (i.e. L-values [21]). The LLR of a bit bk is denned 
as the log of the ratio of the probabilities of the bit taking its 
two possible values and can be expressed as
u——— * Outer 
Encoder



























Fig. 1. Turbo-MIMO block diagram. Subscript T denotes variables 
associated with the inner code and subscript '2' denotes variables associated 
with the outer channel code.
where the values of the bits are taken to be +1 and -1, 
representing a logical T and a logical '0', respectively. Thus, 
the magnitude of the L-value indicates the reliability of the 
information about a particular bit, with L-values close to zero 
corresponding to unreliable bits. The sign is used to indicate 
whether a particular bit is a logical T (L(6fc) > 0) or a logical 
'0' (L(6fc ) < 0).
In each iteration, the soft-MIMO detector in Fig. 1 uses 
the channel observations and the a priori information, LA\, to 
obtain a posteriori information, Lrj lt about the interleaved bits 
b. That information is converted into extrinsic information, 
LEI, deinterleaved and passed to the outer decoder as a 
priori information, LAZ- At the same time, the outer decoder 
obtains a posteriori information, Lrj^, about the coded bits 
c. That information is converted into extrinsic information, 
LEI, interleaved and sent back to the detector as a priori 
information, LAI-
In addition, in the final iteration of the detection and 
decoding process, the outer decoder generates a posteriori 
information, L£> 2)U , about the uncoded bits u that will be used 
to obtain an estimate u of the transmitted sequence of bits at 
the receiver. For that purpose, the L-values are passed through 
a slicer that selects the logical value of each bit according to 
the sign of the corresponding L-value.
III. SOFT-MIMO DETECTION
In an iterative MIMO receiver, the task of the soft-MIMO 
detector is to generate APP information about the interleaved 
bits taking into account the channel observations, i.e. extrinsic 
information, and the a priori information to obtain a poste­ 
riori information conditioned on the received vector r. Using 





= -1] ' (2) a— priori info extrinsic info
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where k = 0,..., Kb - 1.
In particular, assuming that the bits bk are statistically 
independent due to the interleaving operation, the extrinsic 





£ p(r|b) exp I
.J£ LAM)
£ LM (bj) }
(4)
b€Bfc ,_i
where, without loss of generality, K(, = M • log2 P has 
been assumed to simplify the index notation. In (4), p(r|b) 
represents the likelihood function, Bfc,+i represents the set of 
2K"~ 1 bit vectors b having bk = +1, so that,
Bfc ,+i = {b|6fc = +1}, Bfc ,_i = {b\bk = -1}, (5) 
and Jffc.b is the set of indices
Jfc.b = (j\j = 0,..., Kb - 1, j ? k, bj = +1}. (6)
By multiplying the numerator and denominator of (4) by
exp[- Ek=o
(7)= ln
, we obtain 
£ p(r|b)exp(ibffc) L>11>[fc) )
£ pMbJexptebftlMUfc,)
b€Bfc ,_, \ i ' /
where b^\ denotes the subvector of b omitting b 
denotes the vector that concatenates the a priori information 
LAi(bj) of each bit bj and IjAi,[k] denotes the subvector of 
IMI omitting LAi(bk )-
The most important part of the calculation of LDI in (3) 
is the computation of the likelihood function p(r|b). For the 
system model under consideration, the likelihood function is 
written as
p(r|s = map(b)) = exp
-||r-Hs||2
(8)
In particular, for the calculation of the L-value only the term 
inside the exponent is relevant, and the constant factor outside 
the exponent can be omitted.
The expression in (7) can be further simplified if the Max- 
log approximation is employed [22]. In this case, the extrinsic 






* \ ",+i I i<72/2 
-||r-Hs||2
<T2/2 i,[fc]ji (9)
where s = map(b), representing the mapping onto a QAM 
symbol of each group of Iog2 P bits.
However, the calculation of (9) has an exponential com­ 
plexity with M and is prohibitively complex for systems with 
a large number of antennas and/or high-order modulations. 
In the case of a 4x4 system with 16-QAM modulation, 
finding the maximizing hypotheses in (9) for each bk, requires 
a search over PM/2 = 32,768 vectors s in each one of the 
two terms. In this paper, a LFSD is proposed to approximate 
the calculation in (9) with reduced complexity.
IV. LiST-FlXED-COMPLEXITY SPHERE DECODER (LFSD)
The LFSD proposed in this section is based on a FSD previ­ 
ously proposed to achieve quasi-ML performance in uncoded 
MIMO systems [17]. Thus, the FSD focuses on finding the best 
possible solution from a hard-output perspective. In the case 
of turbo-MIMO systems, the interest is not only in finding 
the ML solution but also in obtaining a set of candidates 
around the ML solution that can be used to calculate soft- 
output information about the interleaved bits. For that purpose, 
a list extension of the FSD is proposed here. A brief review 
of the FSD is also included for completeness.
A. Fixed-Complexity Sphere Decoder (FSD)
The FSD performs a search over only a fixed number of 
lattice vectors Hs, generated by a small subset S C OM , 
around the received vector r [17]. The transmitted vector s e S 
with the smallest Euclidean distance is then selected as the ML 
solution for the uncoded case. The process can be written as
= argmin||U(s-s)|| 2 (10)
where U is an M x M upper triangular matrix, with entries 
denoted Uy , obtained through Cholesky decomposition of the 
Gram matrix G = HtfH and s = H^r is the unconstrained 
least squares estimate of s where H* = (H^H)"1 !!" is the 
pseudoinverse of H.
The (squared) Euclidean distance in (10) is obtained recur­ 
sively starting from i = M and working backwards until i = 1 
using
M




The subset of transmitted vectors S is determined defining 
the number of points Sj, denoted as rij, that are considered per 
level. The ni points on each level i are selected according to 
increasing distance to Zi, following the SE enumeration [23]. 
The total number of vectors whose Euclidean distance is 
calculated is, therefore, Ns = flj^i "i» wfaere simulations 
showed that quasi-ML performance is achieved with NS < 
PM [18].
Conceptually, the FSD is equivalent to a SD where, for 
every MIMO symbol, the initial radius R is set to the 
maximum Euclidean distance among the NS values obtained. 
Fig. 2 shows the basic principle of the FSD for a simple 2- 
dimensional case where the dots represent the noiseless receive 
constellation, the cross represents the actual received point 
contaminated with noise and only the numbered dots inside 
the circle are considered as ML candidates (Ns = 4).
The FSD search is combined with a detection ordering of the 
signals §i according to the distribution of points ng used [17]. 
It orders iteratively the M columns of the channel matrix. 
On the f-th iteration, considering only the signals still to be
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Algorithm 1: rig,, = ExtendSubset(ng, NS , NS, ,
Fig. 2. Schematic of the PSD principle for the 2-dimensional case - only 
the numbered dots inside the circle are searched
detected, the signal Sfe with the smallest post-detection noise 
amplification, as calculated in [24], is selected if rij < P. 
If rij = P, the signal with the largest noise amplification is 
selected instead. The following heuristic supports this ordering 
approach: if the maximum possible number of candidates, P, 
is searched in one level, the robustness of the signal is not 
relevant to the final performance, therefore, the signals that 
suffer the largest noise amplification can be be detected in the 
levels where Ui = P. On the other hand, in the levels where 
the number of candidates searched is ni < P, the signals that 
suffer the smallest noise amplification are selected in every 
iteration.
As an example, the total number of vectors searched by the 
FSD in a 4x4 system is N$ = P, for a P-QAM constellation, 
following the distribution ns = (1,1,1, P)T . In this case, the 
performance degradation compared to ML for 16- and 64- 
QAM at a bit error ratio (BER) = 1(T3 is of 0.06 dB and 
0.03 dB, respectively [18]. If an 8x8 system is used, the FSD 
needs to search NS = P2 vectors, following the distribution 
ns = (1,1,1,1,1,1, P, P)T . The performance degradation in 
this case is of 0.25dB for 16-QAM at a BER = 10~3 [18].
B. List Extension in the LFSD
First of all, it should be noted that the original FSD 
already obtains a list of candidates consisting of the subset 
of the transmit constellation S C OM searched by the 
FSD algorithm. Therefore, a first and very simple approach 
would be to use that list of candidates to obtain soft-value 
information about the interleaved bits that can be used by the 
outer decoder. However, that distribution of points needs to be 
extended in order to include vectors with different bit values 
to approximate more accurately the I/-value calculation in (9).
The LFSD proposed here, denoted as LFSD-NSJNC , ob­ 
tains a list of NC candidates from a search through NSe lattice 
vectors. It consists of a search stage, equivalent to the FSD 
search, and an optional sort and select stage. In the search 
stage, the metrics associated to the lattice vectors generated by 
a subset Se C OM , such that S C Se C OM , are calculated. 
The sort and select stage is required only if NC < NS,. In 
that case, a sorting operation is performed to obtain the list £ 
of NC candidates with the smallest associated metrics. Those 
values are then used to obtain the soft-information about the 
















while N ^ NS,
Hi = 2 • Hi
N = 2-N 
i = i - 1 
if i == 0 









where £ n Pfc.+i denotes the subgroup of vectors of £ that 
have 6fc = +1 and £nBfc,+1 denotes the subgroup of vectors 
of £ that have bk = — 1. A trade-off exists between the size 
of the subset Se , directly affecting the complexity, and the 
performance of such approach.
C. LFSD Distribution of Points
The key element in the performance of the LFSD is the 
choice of the subset Se . In this section, a simple procedure is 
given for obtaining the subset Se , taking as a starting point 
the subset S required by the FSD. The general rule presented 
here can be applied to subsequently generate different subsets 
Se with increasing size NS, •
We have to take into consideration that for the list of 
candidates £, we require candidates with low metric but also 
with different values of the bits in order to obtain more 
accurate soft-information. The solution proposed here consists 
of gradually increasing the number of points that are searched 
on the levels where only one point is considered for the 
uncoded case. Therefore, the procedure starts from the first 
level i = M,... , 1 where rij = 1, denoted as l\, until i = 1. 
In order to increase the number of candidates further, several 
iterations can be performed of this procedure. A simple way 
of increasing the number of points per level, given that the 
constellations used per antenna are powers of 2, would be to 
set the new value to Hi = 2rij in each iteration, taking into 
account that max(ni) = P. Algorithm 1 lists, in pseudo-code, 
the procedure described above for completeness.
As an example, we consider the case of a 4x4 system 
with 16-QAM modulation. In uncoded transmission, the FSD 
achieves quasi-ML performance searching over a subset of 
Afe = 16 transmitted vectors following the distribution ns = 
(n1 ,n2,n3 ) n4 )r = (1,1,1,16)T [17]. Let us assume that a 
LFSD is used in the same system with an outer code. Consid­ 




JVS = H-l-4=4«256 
N^ = 1 -2-2-4 = 16 « 256
Fig. 3. Example of points a 6 Se in a 4x4 system with 4-QAM modulation.
to obtain the distribution of points ns, = (ni,nz,n3,ii4:)T 
required by the LFSD are the following:
1) The distribution of the equivalent FSD, ns = 
(1,1,1,16)T, is taken as a starting point.
2) The extended subset SK is generated following Algo­ 
rithm 1 with parameters: ns = (1, 1,1,16)r, NS = 16, 
Ns, = 256 and k = 3.
3) The "ExtendSubsetQ" routine returns a subset following 
the distribution of points ns, — (2,2,4,16)T .
Fig. 3 shows a hypothetical subset Se in a 4 x 4 system 
with 4-QAM modulation, depicting the extension procedure. 
The distribution ns = (1,1,1,4)T required by an equivalent 
FSD is used as the starting point. The extended subset nSf = 
(1,2,2,4)T is obtained doubling the number of points checked 
in levels i = 3,2. The tree structure in Fig. 3 shows 4 levels, 
representing the 4 transmit antennas, and 4 branches per node, 
representing the number of constellation points per antenna.
D. Complexity Considerations
The complexity of the LFSD can be divided between the 
complexity of the channel matrix ordering procedure, the 
complexity of the search stage and the complexity of the sort 
and select stage.
Firstly, the channel matrix ordering has the same complexity 
as the ordering in [24]. For systems where M = N, that 
complexity can be considered to be polynomial (cubic) [25]. 
In addition, that complexity could be considered negligible 
in the case of block-fading channel, where the ordering is 
required only once at the beginning of each received block. 
Secondly, the complexity of the search stage depends directly 
on the distribution of points 115,. used. Although different 
operations are required during the extended search (addition, 
subtraction, multiplication, shifting, comparison), the most 
expensive operation in terms of implementation is considered 
to be the multiply operation. Finally, the complexity of the 
sort and select stage depends on the ratio NS,/NC-
In order to obtain the number of multiplications required in 
the LFSD search, we denote mj as the number of multiplica­ 
tions required to calculate u^jsj — Zi\2 , considering that u^ 
is readily available. Hence, if the Euclidean distance is used 
(^-norm), m<j = 3. On the other hand, if the simplified £l or 
£°°-norm are used, mj = 1. In addition, we denote mc as the 
number of multiplications required for each complex product.
A direct implementation of the complex product has mc = 4. 
However, the number of multiplications can be reduced to 
mc = 3 if the complex product is written as
jd) 1= [a(c - d) + d(a - &)] +
d(a-b)], (14)
at the expense of requiring extra additions (comparatively inex­ 
pensive). With those definitions, the number of multiplications 




where the first term inside the sum represents the number of 
multiplications in the metric calculation and the second term 
represents the successive calculation of Zi. It should be noted 
that (15) does not consider the additional multiplications that 
might be required for the SE enumeration depending on the 
specific values nj. In particular, the number of multiplications 
could increase in the cases where 1 < fii < P, given that 
no direct method can be applied to obtain the rij closest con­ 
stellation points to Zi without calculating additional Euclidean 
distances.
The complexity of the sort and select stage is determined by 
the number of candidates NC compared to the total number of 
vectors NS, searched by the LFSD. If NsJNc = 1, no sort 
and select stage is required, greatly reducing the complexity of 
the LFSD. As the ratio Ns,/Nc increases (considering NC > 
1), the complexity of the sort and select stage increases and 
can become the critical factor in a hardware implementation 
of the algorithm, in a similar way to the effect the sorting 
procedure per level has on the implementation of the AT-Best 
lattice decoder [16]. However, a trade-off exists between the 
complexity of the sort and select stage and the complexity 
of the L-value calculation. Although increasing NC to have 
NC = NS, would remove the need for a sort and select 
stage, that would increase the complexity of the soft-value 
calculation after the LFSD. The opposite happens if NC 
decreases, the complexity of the soft-value calculation can be 
reduced at the expense of adding a sort and select stage to the 
LFSD.
An analysis of the LSD from such a point of view is too 
complex given the variability of its complexity depending 
on the noise level and the channel conditions. The only 
theoretical complexity studies in the literature deal with the 
SD for uncoded systems, considering solely the FP enumer­ 
ation [26], [27]. That enumeration is known to have a con­ 
siderable higher complexity than the SE enumeration. Apart 
from the number of multiplications, the sequential nature of 
the tree search requires additional control operations to be 
performed during the search [8]. Hence, complexity results 
obtained through simulation will be shown in Section V, where 
the overall complexity of the algorithms is considered.
V. SIMULATION RESULTS
The BER performance and complexity of the LFSD have 
been measured through Monte Carlo simulations. The LFSD
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M = N = 4,16-QAM, Turbo code r=1/2
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Fig. 4. BER performance of the LFSD and the LSD with a rate r = 1/2 Fig. 5. BER performance of the LFSD and the K"-Best lattice decoder with 
turbo code and 16-QAM modulation as a function of the SNR per bit. a rate r = 1/2 turbo code and 16-QAM modulation as a function of the SNR
per bit.
has been compared to the LSD with different channel ma­ 
trix orderings and to the K-Best lattice decoder. The latter, 
represents the only alternative to achieve the same level of 
performance for soft-MIMO detection in a fixed number of 
operations. The channel matrix orderings considered for the 
LSD are based on the vertical-Bell Labs layered space time (V- 
BLAST) ordering procedure, using the zero forcing (ZF) and 
the minimum mean-square error (MMSE) criteria [28]. The 
results have been obtained transmitting 1000 frames of Kb = 
8192 bits with Kch = 16 symbols transmitted per antenna and 
channel realization. A total of Nch = 128/ Iog2 P blocks (i.e. 
channel realizations) are required for the transmission of one 
frame. A rate r = 1/2 parallel concatenated turbo code of 
memory 2 with two recursive systematic convolutional (RSC) 
codes with generator polynomials Gi(D) = 1 + D + D2 and 
G2 (D) = 1 + D2 has been used together with pseudo-random 
interleavers. Different numbers of iterations at the receiver 
have been simulated, where one complete iteration at the 
receiver consists of one detection iteration (d) and two turbo 
iterations (t). The soft-value information has been calculated 
in all cases using the Max-log approximation. Following the 
approach presented in [2], if no information is obtained about 
one of the hypothesis of a particular bit on the frame, its 
extrinsic L-value is clipped to ±8. Finally, the soft-MIMO 
detectors are run only once at the beginning of the detection 
process. Although the performance of the detectors could be 
improved by incorporating a priori information and re-running 
them in every iteration, that would considerably increase 
the complexity of the receiver to obtain only a marginal 
performance improvement.
Fig. 4 shows the BER performance of the LFSD and the 
LSD with different channel matrix orderings for a 4x4 system 
with 16-QAM modulation as a function of the signal to noise 
ratio (SNR) per bit. One and four complete receiver iterations 
have been simulated. The LFSD searches NSf = 64 vectors 
to obtain a list of NC = 16 candidates. The distribution of 
points is n5e = (1,2,2,16)T , which can be obtained using
the code in Algorithm 1 with parameters n$ = (1,1,1,16)T , 
NSe = 64 and l\ = 3. The LSD obtains a list of 16 candidates 
for soft-value calculation.
Initially, it can be seen how the V-BLAST-MMSE channel 
matrix ordering causes a performance degradation in the LSD, 
similar to what was observed for the SD in the uncoded 
case [28]. However, it will be shown that the performance 
degradation comes at the advantage of a lower search complex­ 
ity. The LFSD achieves a better performance than that of the 
LSD with V-BLAST-MMSE ordering when only one iteration 
is performed at the receiver. As the number of iterations 
increases, the LFSD presents a small performance degradation 
compared to the LSD with no ordering. That degradation is 
less than 1 dB at a BER = 10~4 when four iterations are run 
at the receiver. The performance degradation is due to the fact 
that the list of candidates is generated in the first iteration, 
performing a fixed search over the transmit constellation. 
Increasing the number of iterations improves the reliability 
of the a priori information and that might not match the 
extrinsic information obtained by the LFSD, making it more 
difficult for the turbo-scheme to converge. However, that small 
performance degradation allows us to have a fixed-complexity 
soft-MIMO detector that will be shown to be considerably less 
complex than the LSD. If required, the performance could be 
improved, for the same number of candidates NC, increasing 
the number of vectors N$e searched by the LFSD, accepting 
the consequent increase in complexity.
The performance of the LFSD is compared to that of the 
K-Best lattice decoder in Fig. 5. When only one iteration is 
performed at the receiver, the performance of both algorithms 
is almost identical. When the number of iterations increases, 
the LFSD presents a very small performance degradation of 
0.35 dB at BER = 10~ 4 compared to that of the K-Best 
lattice decoder. This is due to the slightly better quality of 
the list of candidates in the X-Best lattice decoder because 
of the sorting procedure performed in every level. However, 
the complexity of the K-Eest lattice decoder is significantly
167
Publications










.... comp &x.K-Bes (/C—16).
10 15 20 252 4 6 8 10 12 14 
Eb/Nfl (dB)
Fig. 6. BER performance of the LFSD with a rate r = 1/2 turbo code and Fig. 7. Complexity of the LFSD, the SE-LSD and the K -Best lattice decoder 
16-QAM modulation for different lists of candidates as a funcdon of the SNR as a function of the SNR per bit. 
per bit.
higher than that of the LFSD. In particular, the number of 
multipliers required by the LFSD is Nmuit(ifSD) = 1,344, 
using (15) and considering m<i = 3 and mc = 3. On the 
other hand, an equivalent complex /f-Best lattice decoder with 
K = 16 requires A'muit(K-Best) = 2,640 multipliers. Thus, the 
number of multipliers is roughly doubled. In addition, the K- 
Best also requires sorting operations in each level to obtain 
the best K branches out of the total K • P = 256 branches, 
further increasing its overall complexity.
Finally, Fig. 6 shows the performance of the LFSD for a 
4x4 system with 16-QAM modulation when different lists of 
candidates C are generated. The simulation results have been 
obtained performing two complete iterations at the receiver. It 
can be observed how the list of NC = 16 candidates generated 
with the LFSD-16/16 has the worst performance. In this case, 
the distribution of points used for the uncoded case by the FSD 
is directly used to obtain soft-value information. Although the 
distribution of points nse = n$ = (1,1,1,16)r is suitable for 
uncoded MIMO detection, it does not contain accurate soft- 
information for the different bits. This is due to the fact that the 
list is generated including all the constellation points from the 
first detected antenna, that corresponds to the signal suffering 
the highest noise amplification due to the FSD ordering. The 
LFSD-64/16 shows how extending the distribution of points 
in the search and keeping the best 16 candidates significantly 
improves the performance of the algorithm. If we consider 
a list of NC = 64 candidates obtained directly from the 
distribution 65. = (1,2,2,16)T, the performance is only mar­ 
ginally increased. Finally, it can be observed how increasing 
the number of candidates helps improving the performance of 
the LFSD. The performance is shown for the LFSD-512/128, 
representing a eight-fold increase in the number of vectors 
searched and in the number of candidates compared to the 
LFSD-64/16. Thus, if the performance of the algorithm needs 
to be improved, it is necessary to further extend the distribution 
of points n$e to obtain more reliable information about the 
interleaved bits.
Finally, Fig. 7 shows the number of operations per MIMO 
symbol of the LFSD compared to the LSD and the K- 
Best lattice decoder without considering the channel matrix 
ordering nor the turbo iterations. In order to account for the 
overall complexity of the soft-detection algorithms, the curves 
include both arithmetic operations (addition, subtraction and 
multiplication) and logical ones (comparison, branching and 
sorting). Thus, the complexity can be evaluated taking into 
account the computational and the control part of the algo­ 
rithm. For simplicity, all the operations have been considered 
to have the same effect on the final operation count. However, 
it should be noted that, from an implementation point of view, 
those operations would have a different importance with the 
multiplications being the most expensive ones in terms of 
hardware resources. The SE enumeration has been used for 
the different versions of the LSD. The 90-percentile is plotted 
to indicate the number of operations required to generate the 
list of candidates in 90% of the cases, given the variable 
complexity of the LSD.
It can be seen how the complexity of the LFSD-64/16 is 
considerably smaller than that of the LSD-16 independent 
of the channel matrix ordering, especially for the region 
of operation of turbo-MIMO systems, Eb/N0 < 15 dB. 
The complexity of the LSD can be reduced, as it was also 
observed for the SD [28], if the V-BLAST-MMSE channel 
matrix ordering is used. In addition, the complexity in that 
case reduces for low SNR, due to the effect the noise level 
has on the extended channel matrix [29]. Apart from the 
lower complexity, a very important advantage of the LFSD 
is its fixed complexity, that allows a fully-pipelined hardware 
implementation of the algorithm. The sequential nature of the 
LSD and its variable complexity can affect a mapping of the 
algorithm on a hardware platform. For comparison purposes, 
the complexity of the AT-Best lattice decoder with K = 16 
is shown given that it also has a fixed-complexity and it 
yields a slightly better performance compared to the LFSD- 
64/16 when the number of iterations at the receiver increases.
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However, the complexity of the /f-Best lattice decoder is 
more than 3 times higher, further showing the advantages of 
the LFSD compared to previously presented approaches. In 
particular, the complexity of the K-Best lattice decoder with 
K = 16 is of the same order of the complexity of a LFSD- 
512/128. The number of multipliers required by this LFSD is 
WmuU(LFSD-5i2/i28) = 2,976, compared to the Nmuit( K.Kest) = 
2,640 multipliers required by the K-Best lattice decoder.
As a conclusion, the LFSD can result in a more optimized 
real-time implementation compared to the other soft-MIMO 
detectors analyzed in this paper. The algorithm can be fully 
pipelined, resulting in a more optimized use of the hardware 
resources, while providing a constant throughput as it has 
been shown for the original FSD in [19]. In particular, the 
FSD is shown to provide a constant throughput 4.5 times 
higher than the maximum achievable throughput of the SD (at 
very high SNR) while using less hardware resources [19]. The 
same level of improvement should be expected in a hardware 
implementation of the LFSD compared to the LSD.
VI. CONCLUSION
In this paper, an extension to a previously presented FSD 
has been proposed for iterative detection and decoding in 
turbo-MIMO systems. The novel LFSD uses the same channel 
matrix ordering and performs a search over a extended subset 
of the receive constellation compared to the FSD. Thus, a list 
of candidates is generated to obtain soft-value information that 
can be used by an outer decoder.
The low-complexity extension procedure allows for differ­ 
ent levels of performance-complexity trade-off to be achieved, 
depending on the number of vectors searched and the size of 
the list of candidates. Simulation results have shown that the 
performance of the LFSD can be used to approximate that 
of the LSD while providing a fixed complexity. In addition, 
the fixed complexity of the /f-Best lattice decoder has been 
shown to be higher than that of the LFSD for a similar level 
of performance. This fixed complexity represents the most 
important advantage of the LFSD compared to previously 
proposed soft-detection schemes. The algorithm is especially 
suited for real-time implementation as it has been previously 
shown for the original FSD.
The prototyping of the LFSD on a hardware platform to 
validate its suitability for iterative detection and decoding is 
the main subject of ongoing work.
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Fixing the Complexity of the Sphere Decoder for
MIMO Detection
Luis G. Barbero, Student Member, IEEE, and John S. Thompson, Member, IEEE
Abstract— A new detection algorithm for uncoded multiple 
input-multiple output (MIMO) systems based on the complex 
version of the sphere decoder (SD) is presented in this paper. 
It performs a fixed number of operations during the detection 
process, overcoming the two main problems of the SD from 
an implementation point of view: its variable complexity and 
its sequential nature. The algorithm combines a novel channel 
matrix ordering with a search through a very small subset 
of the complete receive constellation. A geometrically-based 
method is used to study the effect the proposed ordering has 
on the statistics of the MIMO channel. Using those results, a 
generalization is given for the structure this subset needs to follow 
in order to achieve quasi-maximum likelihood (ML) performance. 
Simulation results show that it has only a very small bit error 
ratio (BER) degradation compared to the original SD while being 
suited for a fully-pipelined hardware implementation due to its 
low and fixed complexity.
Index Terms— Multiple input-multiple output (MIMO), 
Schnorr-Euchner (SE) decoder, spatial multiplexing (SM), sphere 
decoder (SD), wireless communications.
I. INTRODUCTION
The use of multiple input-multiple output (MIMO) technol­ 
ogy has emerged as one of the most relevant technical break­ 
throughs in modern wireless communications, after theoretical 
analysis showed that significant capacity increase could be 
achieved under certain conditions by using multiple antennas 
at both transmitter and receiver [1]. That increase in capacity 
can be used as a means of increasing the data rate of the 
system using spatial multiplexing (SM) techniques [2].
The optimum detector for those spatially multiplexed 
MIMO systems is the maximum likelihood detector (MLD), 
but its exponential complexity with the number of transmit 
antennas makes it unrealizable in a practical system when 
a large number of antennas and higher order constellations 
are used. In order to solve that problem, the sphere decoder 
(SD) has been introduced for the detection process in MIMO 
systems, using the underlying lattice structure of the received 
signal [3]. It is widely considered the most promising ap­ 
proach to achieve ML performance, having a polynomial 
average complexity, roughly cubic, for moderate number of 
antennas and constellation orders [4]. However, it still has an 
exponential lower-bound in the complexity for high number
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of antennas and constellation orders [5]. In addition, the 
dependence of the actual complexity on the channel conditions 
and the noise level poses a problem if the SD needs to be 
integrated into an actual communication system, where data 
needs to be processed at a constant rate.
Since the introduction of the SD and its Schnorr-Euchner 
(SE) version [6], different alternatives have been proposed 
to further reduce or limit their complexity, mostly from a 
theoretical point of view. However, most of them still have 
a variable complexity. They can be classified in the following 
categories:
• Application of some form of lattice reduction or ordering 
on the channel matrix during the preprocessing stage of 
the SD to reduce the average complexity of the search 
stage [7], [8].
• Modification of the search stage of the SD to reduce the 
average complexity using geometric [9] or probabilistic 
methods [10], requiring additional operations or the cal­ 
culation of limiting thresholds.
• Application of the K-Eest lattice decoder [11] (equiva­ 
lent to the sequential M-algorithm [12]). This approach 
provides a fixed complexity but it is considerably higher 
than the complexity of the SD in order to guarantee a 
quasi-ML performance.
In this paper, a new MIMO detector, fixed-complexity 
sphere decoder (FSD), based on the complex version of the 
SD is proposed that achieves quasi-ML performance in a fixed 
number of operations. The algorithm overcomes the two main 
problems of the SD: its variable complexity and its sequential 
nature. It consists of the combination of a novel channel matrix 
ordering and a search through a fixed small subset of the 
complete receive constellation, independent of the noise level 
and the channel conditions. The most important part of the 
algorithm consists of determining the subset of the complete 
receive constellation that needs to be searched. For that 
purpose, the effect the FSD ordering has on the channel matrix 
is analyzed both from a theoretical and from a simulation point 
of view. Using that analysis, a method is proposed to determine 
the subset of the receive constellation that needs to be used 
for any number of antennas and constellation order.
The rest of the paper is organized as follows: Section II de­ 
scribes the MIMO system model and its lattice interpretation. 
Section III introduces the FSD algorithm and the FSD ordering 
of the channel matrix. Section IV analyzes the distribution 
of points at the transmitter that generates the subset of the 
receive constellation to be searched by the FSD. Section V 
discusses the performance and complexity results of the FSD
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for different MIMO configurations. Finally, conclusions are 
drawn in Section VI.
In the rest of the paper, vectors and matrices are denoted 
using lower-case and upper-case boldface letters, respectively, 
with IN representing theNxN identity matrix. (-)r denotes 
the transpose operation and (-) H the conjugate transpose 
operation. The expectation operator is denoted as £[•] and ~ 
means distributed as.
II. MIMO SYSTEM MODEL
We consider a complex-valued baseband MIMO system 
with M transmit and N receive antennas, denoted as M x N, 
where N > M. Assuming symbol-synchronous sampling at 
the receiver and ideal timing, the AT-vector of received symbols 
can be written, using matrix notation, as
r = Hs + v, (1)
where s = (si,S2,---,SM)T denotes the M-vector of 
transmitted symbols with E[ssH] = (!/M)IM, v = 
(t>i, f2, • • •, VN)T is the AT-vector of independent and identi­ 
cally distributed (i.i.d.) additive white Gaussian noise (AWGN) 
samples Vi ~ CA/"(0,<r2 ) with a1 = A^o and r = 
(ri,r2 ,.. .,TN)T is the AT-vector of received symbols. H 
denotes the AT x M block Rayleigh fading channel matrix 
with independent elements hij ~ CA/"(0,1) representing the 
complex transfer function from transmitter j to receiver i. 
The entries of H are considered to be perfectly estimated 
at the receiver. The transmitted symbols per antenna are 
taken independently from a quadrature amplitude modulation 
(QAM) constellation O of P points, representing a spatially 
multiplexed MIMO system. The set of all possible transmitted 
vectors form an M-dimensional complex constellation OM of 
PM vectors, which indicates the dimensionality of the system. 
In the rest of the paper, the term vector is used to denote a 
multi-dimensional location, whereas the term point is used to 
denote on element of that vector (i.e. a point on the complex 
plane).
Since the elements of H are i.i.d. complex Gaussian and H 
has rank M, therefore, the set {Hs} can be considered as the 
complex lattice A(H) generated by H. The FSD proposed here 
is directly applied to the complex lattice so that it can be used 
for arbitrary complex constellations in a similar way to [13]. 
In addition, avoiding the more common real decomposition 
would result in a more efficient hardware implementation as 
shown for the SD in [14]. This new detector can also be 
applied seamlessly to the real decomposition of the system, 
giving a similar performance and complexity trade-off.
III. FIXED-COMPLEXITY SPHERE DECODER (FSD)
The main concepts of the SD algorithm are briefly revised 
here for completeness, in order to introduce the new FSD 
detector. The basic idea behind the SD is to reduce the 
computational complexity of the MLD by searching over only 
those vectors of the lattice A that lie within a hypersphere of 
radius R around the received vector r [8]. The SD search can 
be represented by
The Euclidean distance calculation in (2) can also be 
written, after matrix decomposition and removal of constant 
terms, as
HUCs-s)!! 2 ^2 , (3)
where U is an M x M upper triangular matrix, with entries 
denoted Uij, obtained through Cholesky decomposition of the 
Gram matrix G = HHH or, equivalently, QR decomposition 
ofH.
The solution to (3) can be obtained recursively using a tree 
search algorithm, starting from i = M and working backwards 
until i = 1. For each level (representing a transmit antenna), 
the constellation points s, that satisfy







= arg min ||r - Hs|| 2 < R2 (2)
The points Sj on each level that satisfy (4) can be ob­ 
tained through direct calculation of the P \$i — Zi\ 2 values 
or decomposing the QAM constellation in concentric circles 
and identifying the valid points in each circle as presented 
in [13]. When a new vector is found inside the hypersphere (at 
i = 1) the radius is updated with the new minimum Euclidean 
distance and the algorithm continues the search with the new 
sphere constraint (SC). The search finishes when no more 
vectors are found inside the current hypersphere with the last 
vector found corresponding to the ML solution §„,].
A. FSD Algorithm
The SD described above has two main drawbacks from an 
implementation point of view, hindering its integration into 
real-time wireless communication systems. Firstly, it has a 
variable complexity depending on the noise level and the 
channel conditions and, secondly, the sequential nature of the 
tree search limits the performance and the level of parallelism 
of a hardware implementation of the algorithm. The new FSD 
proposed here overcomes those two problems by searching, 
independently of the noise level, over only a fixed number of 
lattice vectors Hs, generated by a subset of all constellation 
points 5 C OM , around the received vector r.
The algorithm makes use of the statistical distribution 
of the random matrices involved in the SD algorithm. The 
channel matrix H has been defined as complex Gaussian, 
H ~ CA/"(0, Ijy ® IM)» with mean E[H] = 0 and covariance 
cov[H] = 1N ®IM . In this case, the Gram matrix G = HHH 
has a complex central Wishart distribution with N degrees of 
freedom, G ~ CWM (N,IM ) [15].
The Cholesky decomposition of G yields an M x M 
upper triangular matrix U with independent elements such 
that (complex equivalent of Bartlett's decomposition) [15]:
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• The diagonal elements, uu, are such that 2*4 are real- 
valued, have a Chi-square distribution with 2(N - i + 1)
degrees of freedom, Xa(jv-t+i)> and E(uii\ = N-i + l, 
with i = 1, . . . , M.
• The off-diagonal elements, Uij with i < j, are in­ 
dependent complex Gaussian random variables u^ ~
Therefore, the diagonal elements, uu, satisfy
M-il < < E[u2!] . (7) 
In addition, from the definition of Ti, we obtain that
E[TM ] > E[TM-i] > > E[ri] . (8)
Combining (7) and (8), and denoting m as the number of 
candidates at level i that satisfy (4), with 1 < rij < P, we 
obtain that
E[nM ] > E[nM-i] > > E[m]. (9)
Thus, the number of points, on average, that need to be 
considered per level are in non-increasing order from i = 
M,..., 1. This can be explained as follows: whereas in the 
first level, i = M, more candidates need to be considered due 
to interference from the other levels, the decision-feedback 
equalization (DFE) performed on Zi and the increase in EfufJ 
reduces the number of candidates that need to be considered 
in the last levels.
Using the result in (9), the FSD assigns a fixed number of 
candidates, ni, to be searched per level independent of the 
noise level and the channel conditions. The total number of 
candidates whose Euclidean distance is calculated is, therefore, 
NS = rii=i"»« where simulations show that quasi-ML 
performance is achieved with N$ -C PM', i.e. S is a very 
small subset of OM'. The n* candidates on each level i are 
selected according to increasing distance to z^ following the 
SE enumeration [6].
Conceptually, the FSD is equivalent to a SD where, for every 
MIMO symbol, the initial radius R is set to the maximum 
Euclidean distance among the NS values obtained. In this case, 
the FSD achieves a fixed-complexity by searching over only 
NS vectors Hs inside the hypersphere so that the lattice vector 
of the ML solution Hsmj is included with high probability. 
Fig. 1 shows the basic principle of the FSD for a simple 2- 
dimensional case where the dots represent the noiseless receive 
constellation, the cross represents the actual received point 
contaminated with noise and only the numbered dots inside 
the hypersphere are considered as ML candidates (N$ = 4).
B. FSD Ordering of the Channel Matrix
A novel method is proposed for the ordering of the channel 
matrix in the preprocessing stage of the FSD. It determines 
the detection ordering of the signals Si according to the 
distribution of candidates, n$, that is used in the detection 
process. The FSD ordering iteratively orders the M columns 
of the channel matrix H. On the i-th iteration, considering 
only the signals still to be detected, the signal Sk (the index k 
is used to indicate that it does not necessarily coincide with the 
index i) with the smallest post-detection noise amplification,
Fig. 1. Schematic of the FSD principle for the 2-dimensional case - only 
the numbered dots inside the circle are searched.
as calculated in [2], is selected if m < P. If n, = P, the 
signal with the largest noise amplification is selected instead.
The steps performed in every iteration are the following (for 
i = M, . . . , 1):
1) The matrix H} = (HfHi)- 1!!? is calculated, where
HJ = Hki+1 is the channel matrix with the columns 
selected in previous iterations zeroed (represented by the 
index vector kj+1 ). 
2) The signal Sk to be detected is selected according to
argmax||(Ht).,.|| 2 , ifn; = P 
argmin||(Hj),-|| 2 , ifn^P, (10)
where (H])j represents the j-th row of H] with j €
[l,M]-{ki+1 >.
The following heuristic supports this ordering approach: if the 
maximum possible number of candidates, P, is searched in 
one level, the robustness of the signal is not relevant to the 
final performance, therefore, the signals that suffer the largest 
noise amplification can be be detected in the levels where 
HI = P. On the other hand, in the levels where the number 
of candidates searched is n,j < P, the signals that suffer the 
smallest noise amplification are selected in every iteration.
IV. FSD DISTRIBUTION OF POINTS
The key aspect in the performance and complexity of the 
FSD described above is the choice of the distribution of 
points of the subset <S. The distribution n$ determines the 
level of performance that can be achieved and the reduction 
in complexity compared to the SD and the MLD. However, 
that distribution of points can not be obtained analytically for 
any number of antennas and constellation sizes due to several 
factors. Firstly, the correlation between the values nt, due to 
the DFE being applied to z^ makes it impossible to obtain 
close expressions for the number of points rij considered 
per level, even when no ordering is applied to the channel 
matrix. Secondly, the FSD ordering proposed here can not 
be studied from an analytical point of view for systems 
with M > 2 due to the iterative pseudoinverse calculations. 
This problem has been pointed out also for the vertical-Bell 
Labs layered space time (V-BLAST) ordering for systems 
with M > 2 [16], [17]. In addition, the SE enumeration 
performed in each level affects the mathematical treatment of 
the problem (previous approaches to obtain an expression for 
the complexity of the SD have concentrated on the Fincke- 
Pohst (FP) enumeration [4]).
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Therefore, the aim in this section is to propose and justify 
a heuristic for the distribution of points n$ in the FSD to 
achieve quasi-ML performance. In order to obtain that result, 
we analyze the FSD ordering using two different approaches 
to understand the effect it has on the post-processed (i.e. after 
multiplication by H*) signals at the receiver and on the number 
of candidates searched per level in the SD.
A. Effect of the FSD Ordering on the Outage Probability
We consider a 2 x 2 version of the system described in 
Section II. In this particular case, the FSD ordering does not 
need to calculate the pseudoinverse of the channel matrix H*. 
The ordering can be directly applied to the channel matrix H, 
rewriting (10) as
argmin||(Hy|| 2 , if 
argmax||(Hy||2 , if (H)
where (H)J represents the j-th column of H with j € [1, M] - 
{kj+i} (the index i is not needed because the channel matrix 
is the same for the two iteration steps). In order to use the 
same notation as in [16], we write the channel matrix as H = 
[hi ha], where h, = (H)'. 
The received signal can be written as
r = v . (12)
which indicates that the FSD ordering, in the 2 x 2 case, can be 
seen as a method that selects, at the receiver, the transmitted 
signal Sk with the lowest overall power if ni = P and the 
one with the largest overall power if nt £ P (assuming equal 
average power transmitted from each transmit antenna).
We consider the outage probability in terms of signal power, 
instead of the more common definition in terms of signal to 
noise ratio (SNR), given that the noise power is the same at 
every receive antenna. In particular, we are interested in the 
diversity order of the post-processed signals in each step. To 
analyze the FSD ordering, we assume that the distribution of 
points used in this 2x2 system has n2 = P. Thus, the signal 
with the lowest power is detected first and the signal with the 
largest power is detected second. In addition, we assume that 
there is no error propagation from the first detection step to 
the second. In order to obtain the outage probability curves 
of the post-processed signals using the FSD ordering, we take 
into account that ht can be written as (see [16] for details)
hi = hi|| + (13)
where h^ and hu. are the components of hi parallel 
and perpendicular to ha, respectively (i.e. Gram-Schmidt 
orthogonalization process). In addition, ||hi|| 2 ~ x2, and 
||hi|||| 2 , ||hu.|| 2 ~ x%- Finally, the outage probability of 
|jhi|| 2 is written as
Pr[||hi||2 < z] = Fk (x) = 1 - e~x (l + x), (14)
which is the second order maximum ratio combining 
(MRC) [16]. All these considerations equivalently apply to 
h2 .
In addition, as it was stated in [16], the post-processed signal 
in the first detection step is proportional to the orthogonal 
component hfcj. with k depending on the FSD ordering. 
Therefore, to analyze the outage probability of the signal 
detected in the first step, we have to take into account that the 
FSD ordering selects min[||hi|| 2 , ||li2|| 2 ]. The signal power in 
that first detection step (corresponding to i = 2), 772, can be 
written as
= min[||h1 ^|| 2 ,||h2j.|| 2] =
(sinV)min[||hi|| 2 ,||h2|| 2] (15)
where <p is the angle between hi and h2 (Fig. 3 in [16]). The 
cumulative distribution function (CDF) of 772, F2 (x), can &e 
written as
F2 (x) = Pr[7?2 < x] =
Pr min[||h1 || 2 ,||h2 || 2]< sin (16)
= 
Jo
Using concepts of order statistics [18], the distribution of 
2 , ||h2 || 2 ] can be expressed as l-(l-Fh (x)) 2 . Thus, 
(16) can be rewritten as
-}\ }fv (v)dv, (17) 
sin-V/J J
where fv (tp) = sin2<p is the probability density function (pdf) 
of v with v?e [0,7r/2] [16].
Evaluating the integral in (17), the outage probability at the 
first detection step with FSD ordering can be written as
(18)•r e
A detailed proof is given in Appendix A. Looking at the 
asymptotic behavior of this outage probability in the low 
outage probability region, we obtain
F2 (z)« y, z-+0. (19)
Comparing this result with the asymptotic behavior of the 
Rayleigh distribution (FR (x) KX,X—> 0), we observe that the 
effect of the FSD ordering is to increase the outage probability 
(i.e. decrease the signal power) by 1.76 dB while keeping the 
same diversity order. This result is consistent with the fact that 
the FSD ordering, in the case under investigation, detects the 
signal with the lowest overall power first, therefore, causing 
an increase in the outage probability.
In the second detection step (i = 1), the signal with the 
largest overall power is selected and the same analysis can 
be used for the calculation of the outage probability. In this 
case, mere is no need to look at the post-processed signal 
power. There are no additional signals to be detected which 
implies that the interference nulling step is not required [16]. 
The signal power can be written as
T7i = max[||hi|| 2 ,||h2 || 2] (20) 
and the outage probability can be directly expressed as 
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Fig. 2. Outage probability curves for the FSD ordering in a 2 X 2 system. Fig. 3. Outage probability curves for the FSD ordering in a 4 x 4 system.
Its asymptotic behavior is
—, (22)
This results represents a twofold diversity increase compared 
to the second order MRC outage probability (FMRc-2(z) « 
x2/2, x —» 0). Therefore, there is a signal power increase in 
the second detection step compared to the no ordering case, 
given the fourth order diversity in (22). This reduction in the 
outage probability is a direct consequence of the increase in 
the outage probability obtained in the first detection step. It 
should be noted that this effect is the opposite of what has 
been reported for the V-BLAST ordering in [16], where the 
ordering causes no change in diversity gain, only a shift in 
the outage probability curves. In addition, if we compare the 
outage probability in (22) with the fourth order MRC outage 
probability (FMRc-4(aO « a;4/24, x -> 0), we can observe a 
loss of 1.95 dB.
From the above results, two important conclusions can be 
drawn for the FSD in the case of a 2 x 2 system:
1) If no ordering is applied to the FSD, by looking at the 
outage probability curves (FR and FMRC-Z). it can be 
seen that more points would need to be searched in the 
first level (lower diversity order) compared to the second 
level (higher diversity order). That matches the result 
obtained in (9) looking at operation of the SD.
2) When the FSD ordering is applied, the difference in 
quality between the signals in each detection step in­ 
creases. We obtain a signal power loss for the first signal 
but a twofold diversity increase for the second signal, 
as shown in (19) and (22), respectively. This indicates 
that, when the FSD is applied, more points would need 
to be considered in the first level with the advantage of 
reducing the number of points considered in the second 
level.
Fig. 2 shows the outage probability curves for the signals 
detected in each step when the FSD ordering is applied to the 
2x2 case. It can be seen how the analytical results match those
obtained through simulation. In the first step, the degradation 
of 1 .76 dB can be observed compared to the Rayleigh distribu­ 
tion. In the second step, the diversity increase compared to the 
second order MRC outage probability obtained analytically is 
shown. In addition, the fourth order MRC outage probability 
has been plotted for comparison purposes ' . Comparing it to 
the outage probability of the signal in the second detection 
step, the degradation of 1.95 dB previously calculated can be 
observed.
However, the same mathematical analysis can not be done 
for an arbitrary number of transmit antennas and we are 
forced to resort to Monte Carlo simulations to determine if the 
behavior shown for a small system can be generalized to larger 
systems. That generalization is important for the FSD because 
it would give an intuitive justification of the distribution of 
points that need to be used to obtain quasi-ML performance.
Fig. 3 shows the outage probability curves for the signals 
detected in each step when the FSD ordering is applied to a 
4x4 system. We consider the distribution of points searched in 
the FSD to be such that n\ = P and m < P with i = 3, . . . , 1. 
Therefore, the signal with the lowest power is detected first 
while the subsequent signals are detected in descending order 
of signal power. The outage curves are compared with the 
Rayleigh distribution and the second, third and fourth order 
MRC outage probability (i.e. the outage curves that would be 
obtained in each detection step if no ordering is applied to the 
channel matrix). It can be seen that there is an increase in the 
outage probability for the signal detected in the first step, as 
was observed for the 2 x 2 case. For the remaining signals, 
a diversity increase (> 4) can be observed compared to the 
respective i-th order MRC diversity . This fact indicates that 
in those levels, searching one point would suffice to obtain 
a quasi-ML performance (provided that all the points are
'The n-th order MRC outage probability can be expressed as [19]




searched in the first level).
The analysis presented in this subsection suggests that, in 
spatially multiplexed MIMO systems, we can improve the 
quality of the last signals to be detected beyond the diversity 
order N achieved by the MLD, by detecting the signals with 
the lowest power in the first detection steps. This result has 
not been previously reported in the literature and it is of 
great importance to understand the distribution of points that 
needs to be searched in the FSD algorithm. By performing 
the proposed FSD ordering, we can shift the errors from one 
detection step to another, being able to predict in which step 
errors are more likely to happen. Thus, the FSD can achieve 
a quasi-ML performance with a fixed complexity, which is 
considerably smaller than that of the MLD.
B. Effect of the FSD Ordering on the Matrix U
In order the analyze the effect the FSD ordering has on the 
expected values E[u?j], we initially consider the same 2x2 
system. For that analysis, it should be noted that the Gram- 
Schmidt orthogonalization process mentioned in the previous 
subsection is equivalent to the Cholesky decomposition ap­ 
plied to G [20]. In particular, the (squared) diagonal elements 




In the 2 x 2 case, it can be seen that, when no ordering 
is considered, u22 = ||h2 j_|| 2 and u^ = ||hi|| 2 . When the 






Therefore, the expected values E[U?OJ H ] can be calculated 
analytically using the outage probability curves from Subsec­ 
tion IV-A to obtain the pdfs. The results for the 2 x 2 case are 
directly given below (proof can be found in Appendix B). In 
the first detection step, the expected value is
E[u2o)22 ] = 5/8 = 0.625, (26) 
whereas in the second detection step is
E[«?0)ul = H/4 = 2.75 . (27)
Therefore, even when the FSD ordering is applied, the 
expected values satisfy (7). In addition, compared to the no 
ordering case (E[u24 ] = N - i + 1), E[u2o)22 ] < E[v%2 ] and 
E[u2o)11 ] > E[ufj]. From the FSD algorithm point of view, 
the new expected values indicate the following:
1) In the first detection step, E[u2 > 22] indicates that the 
average number of points that satisfies (4) is larger than 
in the no ordering case. Therefore, more points would 
generally need to be searched in the first level when the 
FSD ordering is used (i.e. E[n(o)2] > E[n2]).
2) In the second detection step, the opposite effect is found. 
The increase in E[u20x u ] indicates that less points would 
need to be considered hi this level.
This result for the distribution of points per level is the same 
that has been obtained in the previous subsection by looking 
at the outage probability curves.
For larger MIMO systems, the expected values E[u?-J can 
only be obtained through simulation in order to identify the 
evolution of the distribution of points when the FSD ordering 
is applied. The same trend can be observed when the number 
of antennas increases. That is, the FSD ordering makes the 
expected values of u^ to decrease, compared to no ordering, 
when the signals with the lowest power are selected (i.e. levels 
with rij = P). Simulation results have not been included due 
to space limitations.
C. Generalization of the Distribution of Points
In this subsection, a general distribution of the number of 
points that form the subset S for an arbitrary MIMO system is 
given in a conjecture form. The theorem is based on the results 
obtained in the two previous subsections, where the effect the 
FSD ordering has on the system has been characterized.
Conjecture 1 (Distribution of points for the FSD in an 
arbitrary MIMO system): In an uncoded spatially multiplexed 
M x N system with P constellation points per transmit 
antenna, there exists always a distribution of points 115 in the 
form
ns = (28)
that allows the FSD detector to achieve quasi-ML performance 
with the same diversity as that of the MLD and NS < PM'• 
IP indicates the number of levels where all the constellation 
points are searched and l\ the number of levels where only 
one constellation point is searched so that /i + lp = M.
Justification: Although an analytical proof is currently infea- 
sible as stated in previous sections, an analysis of the extreme 
distributions (when l\ = M or IP = M) and of the results 
obtained in Subsections IV-A and IV-B are used to justify the 
proposed conjecture.
Firstly, in the case where l\ = M, the FSD detector 
becomes the V-BLAST detector that belongs to the family 
of successive interference cancellation (SIC) detectors and 
has a sub-optimal BER performance. On the other hand, 
when lp = M, the FSD detector becomes the ML detector, 
achieving an exact ML performance. In this case, the FSD 
ordering would no longer be required since the entire M- 
dimensional constellation is searched.
In Subsections IV-A and IV-B, it has been shown how the 
FSD ordering reduces the number of points that need to be 
searched in the last levels by increasing the number of points 
searched in the first levels when the SD is used to obtain 
exact ML performance. Therefore, there exists a distribution 
of points «5 with l\ ^ 0 and lp < M achieving quasi-ML 
performance. •
Fig. 4 shows the performance degradation of the FSD 
following (28) compared to the SD at a BER = 10~3 in a 
system using 4-QAM modulation with M = N. Two values,
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Fig. 4. SNR per bit required to achieve a HER = 10~ 3 for different number Fig. 5. HER performance of the FSD and the SD as a function of the SNR 
of transmit antennas with M — N and 4-QAM modulation. per bit in a 4 x 4 system.
IP = M/4 and lp = M/8 have been simulated to infer the 
value lp would need to take in a general system using P-QAM 
modulation. For the range of values M considered, checking 
pM/4 m ^ pjjD requires only a slightly larger SNR per 
bit compared to that of the SD. Based on those simulation 
results, we can consider that a value lp = M/4 could be used 
to approximate ML performance in any MIMO configuration 
with M = N.
In addition, simulation results in Section V will show how 
the degradation of the FSD decreases when P increases for 
the same value M. This indicates that if a higher order 
modulation scheme is used (16- or 64-QAM), the final degra­ 
dation compared to the SD would be smaller. If we consider 
M < N, given the increased degrees of freedom of the 
diagonal elements of U, a decrease in lp could be possible 
while keeping a similar level of performance. In the cases 
where M/4 ^ N, a distribution of points can also be found 
although this problem is not analyzed in this paper due to 
space constraints.
V. RESULTS
The performance and complexity of the FSD have been 
obtained using Monte Carlo simulations for different constella­ 
tion sizes and MIMO configurations. In all cases, the proposed 
FSD ordering of the channel matrix has been used. The results 
have been obtained using 30,000 channel realizations with 200 
uncoded symbols transmitted in every channel realization.
Fig. 5 shows the BER performance of the FSD in a 4 x 4 
system using 4-, 16- and 64-QAM modulation. Following the 
results in Section IV, the total number of vectors searched in 
the FSD is N$ = P for a P-QAM constellation, following 
the distribution n$ = (1,1,1,P)T . It can be observed that 
the FSD gives practically ML performance independent of the 
SNR, especially for larger constellations. In particular, for 64- 
QAM modulation, only 64 Euclidean distances are calculated, 
whereas the total number of distances to be calculated by the 




Fig. 6. BER performance of the FSD and the SD as a function of the SNR 
per bit in a 8 x 8 system.
curves for the K-Best lattice decoder have not been included 
for clarity purposes, given that they show the same level of 
quasi-ML performance.
The BER performance of the FSD for a 8 x 8 system for 
4- and 16-QAM modulation is shown in Fig. 6. In this case, 
the total number of points searched in the FSD is N$ = P2 
for a P-QAM constellation following the distribution 11$ = 
(1,1,1,1,1,1, P, P)T , i.e. k = M - 2 and 1 P = 2). Thus, 
all the possible P points are searched in the first two levels 
(i = M, M—l) and only the closest point to Zi is considered for 
the remaining levels. The FSD gives close to ML performance 
while calculating even a smaller percentage of Euclidean 
distances compared to the 4 x 4 system (P2 /P8 «; P/P4).
For both antenna configurations, it can be observed how 
the performance degradation decreases when the number of 
constellation points per antenna P increases. This is due to the 
fixed structure of the FSD. At high SNR, if the ML solution is 




Fig. 7. Complexity of the search stage of the FSD and the SE-SD as a 
function of the SNR per bit in a 4 x 4 system.
of the closest points to the ML point in one of the levels. Given 
the Gray mapping used in the QAM constellation, that causes 
an error in one bit. Consequently, that bit error has a greater 
effect on the final BER the smaller the value of M Iog2 P (i.e. 
total number of bits per MIMO symbol).
The number of operations of the search stage of the FSD is 
shown in Fig. 7. The FSD is compared to the SE version of 
the SD with and without channel matrix ordering in a 4 x 4 
system using 16- and 64-QAM modulation. The 90-percentile 
is plotted to indicate the number of operations required to 
perform the detection process in 90% of the cases. In order to 
account for the overall complexity of the algorithms, the curves 
include both arithmetic operations (addition, subtraction and 
multiplication) and logical ones (comparison, branching and 
sorting).
Initially, the deterministic nature of the FSD can be ob­ 
served, indicating its suitability for real-time hardware im­ 
plementation. It can also be seen that the FSD has lower 
complexity than the other SDs. Only for 16-QAM and at 
high SNR is the number of operations of the FSD slightly 
higher than for the SD. The number of operations of the 
complex version of the /f-Best lattice decoder is also plotted 
for comparison purposes. It can be seen how the complexity 
of the If-Best lattice decoder is considerably higher for both 
modulations. For 16-QAM (K = 16), the complexity of the 
K-Besi is larger by a factor of 13 compared to that of the 
FSD, while for 64-QAM (K = 64), the complexity is larger 
by a factor of 50.
Taking into account the low and fixed complexity of the 
FSD, a fully-pipelined design of the algorithm is possible, 
resulting in a considerable increase in performance as shown 
in [21], [22], which compare field-programmable gate array 
(FPGA) implementations of the SD and the FSD.
VI. CONCLUSION
A method for fixing the complexity of the SD used for 
MIMO detection has been presented in this paper. The pro­ 
posed FSD makes it possible to achieve quasi-ML performance
with a fixed complexity in systems where the MLD can not be 
implemented in practice. In addition, this algorithm overcomes 
the two main disadvantages of the SD: its variable complexity 
and the sequential nature of its tree search. This results in an 
algorithm whose architecture can be fully-pipelined and make 
use of the inherent parallelism of existing hardware platforms. 
This makes the FSD a very suitable algorithm for hardware 
implementation and integration in a complete wireless system 
where a constant throughput needs to be guaranteed. The 
proposed FSD combines a novel channel matrix ordering and 
a search through a small subset of the receive constellation 
in order to approximate ML performance. Instead of reducing 
the average complexity of the original SD, the focus has been 
on making errors more likely to occur in some specific levels, 
making it possible to approximate its performance with a fixed 
complexity algorithm.
In addition, the FSD concept can also be applied to the cases 
where an outer code is used in the MIMO system (Turbo- 
MIMO systems [13]). In this case, the FSD would need to be 
extended to provide soft-information about the coded bits and 
exchange extrinsic information with the outer decoder. The 
last aspect is the main subject of ongoing work.
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APPENDIX A
In order to obtain the outage probability for the signal 
detected in the first detection step, we first rewrite (17) as
/•T/2
(*) = / :Jo 2Fh I " 1 sm2(p dip - \siir (f)
ff/2/Jo (A-l)
Sequentially applying the substitutions sin2 tf> -+ t and t 
l/t, the integrals in (A-l) can be rewritten as
The solution of the first integral in (A-2) is
F2 , 1 (x) = 2(l-E2 (x)-xE1 (x)), 
where f°





is the integral exponential function [23]. The above result can 
be further simplified applying the following recursive rule for 
the integral exponential function:
Ek+i(x) = (e~x - xEk (x)) , k = 1, 2, . . . (A-5)





The same method can be applied to obtain the solution of 
the second integral in (A-2). Firstly, we obtain
(A-7)
(A-8)
• E2 (2x)- 
2xEi(x) + 2xEi(2x) + |e"
which can be simplified, applying (A-5), to
FW(X) = 1 - 2e~x + (l + -\~2x




The expected values Elu/^J are calculated using the CDFs 
Fi(x) from (A-9) and (22).
In the first detection step, the pdf of u20) 22 , f2 (x), is given 
by
MX) = F*(x) (3_L\ , =[-+x (dx \2 )
(B-l)
and the expected value can be expressed as
/ /•0° /9-v. \ xf2 (x)dx = \ (^. + xA e-^dx. (B-2) Jo \ ^ /
The integral in (B-2) can be solved applying the integration 
formula [23]
i=0




Using the same methodology, E[u^n] can be obtained for 
the second detection step, using the fact that
dx
Thus, the expected value of uf0) n is
(B-5)
(B-6)
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Abstract - The use of multiple antennas at both transmitter and receiver is a promising 
technique for significantly increasing the capacity and spectral efficiency of wireless communication 
systems. In particular, spatial multiplexing techniques provide a means of increasing the data-rate 
of the system without having to increase the transmitter power or the bandwidth. In recent years, 
special attention has been paid to the sphere decoder (SD) to detect spatially multiplexed signals. 
It provides optimal maximum likelihood (ML) performance with reduced complexity, compared 
to the maximum likelihood detector (MLD). An analysis of the performance of the SD in the 
presence of spatially correlated multiple input-multiple output (MIMO) channels is presented here. 
Analytical and simulation results show that, compared to sub-optimal linear and non-linear MIMO 
detectors, the SD suffers a complexity increase when correlation exists between the antennas at 
the transmitter or the receiver. In addition, a novel low-complexity channel ordering technique is 
introduced to reduce the complexity of the SD.
1 Introduction
The use of multiple input-multiple output (MIMO) technology has become the new frontier of wire­ 
less communications after theoretical analysis showed that significant capacity increases could be 
achieved under certain conditions by using multiple antennas at both transmitter and receiver [1], 
[2]. This increase in capacity can be used as a means of increasing the spatial diversity of the system 
using space-time codes [3] or increasing the data-rate using spatial multiplexing techniques [4].
In recent years, the sphere decoder (SD) has been introduced to solve the detection problem in 
uncoded MIMO systems. The SD was firstly introduced as a means of obtaining lattice vectors of 
minimal length [5], later applied to wireless communications [6] and it is widely considered to be the 
most promising approach to obtain ML performance in MIMO detection. The average complexity is 
polynomial, roughly cubic, for moderate number of antennas and constellation orders [7], although 
it still has an exponential lower-bound for high number of antennas and constellation orders [8]. 
Since the introduction of the SD, different alternatives have been proposed for further reducing 
its complexity [9]-[ll]. A novel low-complexity channel matrix ordering method is introduced in 
this paper that reduces the complexity of the SD. These reduced-complexity alternatives have 
triggered interest in developing and implementing SD architectures for integration into real-time 
communication systems [12], [13], therefore requiring a deeper understanding of the SD from an 
implementation point of view.
The presence of spatial correlation between the antennas in wireless environments reduces the 
capacity gain achievable in MIMO systems [14]. Although different results exist showing the effect
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of spatial correlation on the performance of linear MIMO detectors [15], [16], no study has been 
made on the effect of spatial correlation on the SD. This paper shows both analytically and by 
simulation that, apart from a performance degradation, the complexity of the SD increases with 
fading correlation.
The rest of the paper is organized as follows: Section 2 describes the MIMO system model 
used for simulations. Section 3 introduces the complex version of the SD and different ordering 
alternatives to further reduce its complexity. Section 4 analyzes the effect that spatial correlation 
has on the behavior of the SD. Section 5 gives performance and complexity simulation results for 
different SD alternatives in the presence of spatial correlation. Finally, conclusions are drawn in 
Section 6.
2 MIMO System Model
The uncoded MIMO system considered has M transmit and N receive antennas, with N > M, 
denoted as M x N. Figure 1 shows the block diagram of the system model where b represents the 
sequence of bits to be transmitted and b contains the estimated bits at the receiver.
The transmitted symbols are taken from a quadrature amplitude modulation (QAM) constel­ 
lation of P points. Assuming symbol-synchronous receiver sampling and ideal timing the received 
TV-vector, using matrix notation, is given by
r = Hs + n, (1)
where s = (sj, «2>• • •, SM)T denotes the M-vector of transmitted symbols with E[s SH ] = (1/M) IM, 
IM being the M x M identity matrix, n = (ni,n^, •.. ,nfj)T is the N-vector of independent and 
identically distributed (i.i.d.) complex Gaussian noise samples where each component has vari­ 
ance o-2 = NO and r = (ri,r2 ,... ,r#)T is the TV-vector of received symbols. Finally, H denotes 
the N x M spatially correlated channel matrix where /iy is the complex transfer function from 
transmitter j to receiver i and is perfectly estimated at the receiver.
2.1 Spatially Correlated MIMO Channel Model
The spatial correlation characteristics of the MIMO channel depend on internal and external factors 
to the MIMO system. Internal factors to the system are the power azimuth spectrum (PAS), the 
azimuth spread (AS), the radiation pattern and the distance between the antennas. Externally, 
the location of the antennas, determining the mean angle of incidence, and the presence of local 
scatterers also affect the spatial properties of the MIMO channel [17].
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The MIMO channel model considered in this paper assumes that the antenna correlation gene­ 
rated at the receiver by one transmit antenna does not depend on the selected transmit antenna 
and is, therefore, the same for all transmit antennas. The same effect is assumed for the antenna 
correlation generated at the transmitter. This is a reasonable assumption if the antennas at each 
side of the link are closely located and have the same radiation pattern illuminating the same 
surrounding scatterers. In this case, the channel can be modelled stochastically by
where R.RX is the N x N covariance matrix representing the receive antenna correlation, RTI is 
the M x M covariance matrix representing the transmit antenna correlation, both positive semi-
TT
definite matrices, and (-) 1 /2 denotes any square root matrix such that (X1/2 ) X 1 /2 = X where 
(•) tf denotes the complex conjugate transpose [18]. The elements of the N x M Hw matrix are 
modelled as i.i.d. Rayleigh fading, hWii ~ CJV(0,1), representing an uncorrelated MIMO channel.
The advantages of this widely used model are that it is mathematically tractable, allows to 
consider transmit and receive correlation separately and fits well to environments with a lot of 
scattering. However, it should be noted that recent results have shown that this model can give 
pessimistic performance predictions for highly correlated fading scenarios where the model assump­ 
tions are no longer valid [19].
The system can be further simplified in the case of far-field scattering if M = N and the 
transmit and receive correlations are the same. In this case, the M x M correlation matrix R is 
Hermitian and can be represented by











where pk represents the correlation between pairs of antennas (p,q), with p,q = 1...M, that 
satisfy p - q = k. The conjugate value, p*k , represents the difference in phase if we consider the 
pairs of antennas in the opposite order (q,p). Although, in real propagation environments, the 
correlations at the transmitter and at the receiver are likely to be different, we consider them to 
be equal, given that the main aim of this study is to analyze the general effect spatial correlation 
has on the SD from a mathematical point of view.
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3 Complex Sphere Decoder (SD)
The optimum receiver for MIMO systems is the MLD but its exponential complexity, due to the 
search through the entire vector constellation for the most probable transmitted vector, makes it 
unrealizable in practical systems where the number of hypotheses, PM , is greater than 256. In order 
to overcome that problem, the SD has been proposed as a means of achieving ML performance 
with reduced complexity. Recently, a complex version of the SD has been proposed that does 
not require the real decomposition of the complex system model [20], resulting in a more efficient 
hardware implementation [13].
The main idea behind the SD is to reduce the computational complexity of the MLD by 
searching over only those noiseless received vectors (defined as Hs) that lie within a hypersphere 
of radius R around the received signal r. Figure 2 shows the basic principle of the SD where the 
dots represent the noiseless received constellation and the cross represents the actual received point 
contaminated with noise. This process is represented by
s = arg{mm ||r - Hs|| 2 < R2 }. (4)
The sphere constraint (SC) in (4) can also be written, after matrix decomposition and removal 
of constant terms, as
||U(s — s)|| 2 < R2 (5)
where U is an M x M upper triangular matrix, with entries denoted w,j, that can be obtained 
through Cholesky decomposition of the Gram matrix G = H^H and s = H^r is the unconstrained 
least squares estimate of s, where H* = (HWH)~ X HH is the pseudoinverse of H.
The solution of (5) can be obtained recursively using a tree search algorithm, starting from 
i = M and working backwards until i = 1. For each level, the constellation points Sj that satisfy
|si ~^ |2 -^f (6) 
are selected as partial ML candidates, where
M
Zi = Si- ]T -^-(sj -%) (7) 
and
M 
Ti= R ~ 2_, Ujj\SJ- Z3\ 2 - (8)
When a new point is found inside the hypersphere (at i = 1) the radius is updated with the 
new minimum Euclidean distance and the algorithm continues the search with the new SC. The
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search finishes when the radius has been reduced so that no more points are found that satisfy the 
SC: the last point found satisfying the SC is the ML solution smi.
Three factors are important in order to achieve the speed increase of the SD:
• The initial radius, R, is chosen according to the noise variance per antenna, cr2 , noting 
that ||r - Hs|| 2 = ||n|| 2 has a Chi-square (x2 ) distribution with IN degrees of freedom and 
E[||n|| 2 ] = Wcr2 . Therefore, the initial radius is set to
R = ^/aNa , (9) 
where a guarantees that, with high probability, a point is found inside the hypersphere.
• The points that satisfy (6) are searched according to increasing distance to Zj, following the 
Schnorr-Euchner (SE) enumeration [9], reducing the number of operations required to find 
the ML solution. Although the use of the SE enumeration can remove the need for an initial 
radius in an implementation of the SD [13], the initial value of R still has a marginal effect 
on the complexity of the algorithm from a simulation point of view [11].
• As opposed to the real version of the SD, the points that satisfy (6) can not be directly 
calculated. One alternative is to decompose the QAM constellation in concentric circles and 
apply the method presented for phase-shift keying (PSK) constellations in [20]. A second 
alternative consists of direct calculation of the P \Si — Zj| 2 values, a solution that is of interest 
from an implementation point of view for moderate QAM constellation sizes.
The method in [20] initially uses polar notation to rewrite (6) as 
where s, = ri&* Vi and Zi = fje^'. Further developing (10), we obtain
that can be used to determine analytically the partial candidates on each level i.
Before using (11) to obtain the candidates, it should be noted that for each level i, rt and (pi 
can only have a limited number of different values giving P possible combinations in total. Table 1 
shows the different values for a 16-QAM constellation where the index i has been dropped for 
clarity. It can be observed that TJ has only 3 possible values while (pi belongs to a set of 12 values 
that we will denote as $.
Figure 3 shows the 16-QAM constellation decomposed in the three different concentric circles 
with the SC around the point z^. Therefore, in each level i, the points to be searched are on the
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arcs formed by the intersection of the different concentric circles and the disk that represents the 
SC.
For a generic QAM constellation, the points to be searched per level are obtained using (11) for 
each one of the possible r* values (i.e. each one of the concentric circles). In each case, the value of 
f is used to determine the points that fall on the intersection between the circle and the SC disk. 
If f > 1, no points of the circle satisfy the SC. If £ < -1, all the points of the circle satisfy the SC 
and are considered as candidates. Finally, if -1 < £ < 1, only the points of the circle (i.e. with 
(fi € $) that satisfy
<fi - cos-^O < <Pi < <fi + cos- 1 ^) (12)
are considered as candidates (assuming 0 < cos~ 1 (-) < TT). Once the candidates have been obtained 
they are ordered according to increasing distance to zt before continuing the detection process.
3.1 SD Ordering of the Channel Matrix
The complexity of the SD can be further reduced by ordering the columns of the channel matrix 
to make more probable to find the ML solution among the first points searched. When no ordering 
is considered, the SD starts the detection process from antenna M, that corresponds to the initial 
level i = M. In recent years, different ordering algorithms have been proposed for the preprocessing 
stage, both from a theoretical and from a practical point of view, assuming a packet-based wireless 
communication system where the ordering only needs to be performed once at the beginning of each 
received frame [11]. Three different ordering algorithms are described here to reduce the complexity 
of the SD applied to practical systems. The first two algorithms combine the vertical-Bell Labs 
layered space time (V-BLAST) architecture with the zero forcing (ZF) and the minimum mean- 
square error (MMSE) criterion [21], [22]. The last algorithm is a novel, single-iteration ordering 
based on the V-BLAST architecture that outperforms the norm ordering presented in [11].
1) V-BLAST-ZF ordering: this method iteratively orders the columns of the channel matrix 
according to the Euclidean norm of the rows of its pseudoinverse H* = (HHH)~ 1 HH , in decreas­ 
ing order [21]. With this approach, the unconstrained least squares estimate s corresponds to the 
V-BLAST-ZF solution of the system, sv-biast-zf, which is the first point searched in the SE enu-
*
meration. Therefore, the time to reach the ML solution is reduced compared to the case where no 
ordering is performed.
2) V-BLAST-MMSE ordering: the search process can be speeded up further using the MMSE 
criterion instead of the ZF criterion [22]. In this case, the first point considered by the SE enu­ 
meration corresponds to the V-BLAST-MMSE solution, Sy.biast-mmse- This method uses the signal 
to interference plus noise ratio (SINR) as the metric to order the columns of the channel matrix.
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The SINK for the i-th signal is expressed as
where ipre is a vector with the indexes of the signals selected in the previous iterations, hj is the 
i-ih column of H and hj is the i-th row of H*, which denotes the pseudoinverse of the (N+M) x M 
extended channel matrix H represented by [15]
H =
Thus, the first point considered in the SE enumeration is calculated as sv.biast-innise= H^r, where
(15)r =
and OA/I is an M x 1 0-vector. It is important to note that, as opposed to the other methods 
described here, this ordering does not reach ML performance, independently of the value of the 
initial radius R [11]. This is due to the fact that the ML solution obtained in this case is the 
solution of min ||r - Hs|| 2 which does not match the solution of min ||r - Hs|| 2 .
3) Norm ordering: this novel method uses the idea behind the V-BLAST-ZF ordering but 
performs only one iteration. Thus, the ordering process is simplified without greatly compromising 
the complexity reduction. The ordering consists of the calculation of the pseudoinverse H* and 
the ordering of its rows according to their norms, in decreasing order. This ordering is then 
applied to the columns of the channel matrix. With this method, the signal S M that suffers the 
least noise amplification is detected first speeding up the search process of the SD. In addition, 
simulations have shown that it further increases the mean value of UMM compared to the norm 
ordering proposed in [11], reducing the number of candidates that satisfy the SC in the first level 
(i = M) as can be seen in (6). The method in [11] considers only the channel matrix, ordering its 
columns according to their norms, in increasing order. Both methods have the same complexity, 
the only difference is that the norm ordering proposed here calculates the pseudoinverse of the 
channel before the ordering stage while the method in [11] calculates the pseudoinverse after the 
ordering stage.
4 Effect of Spatial Correlation on the SD
The high capacity increase achievable with MIMO systems requires the different paths between 




However, in real propagation scenarios, the paths are not independent and spatial correlation 
arises due to different factors, like the presence of scatterers around the different antennas or the 
spacing between them. In that case, the capacity of the multiple-antenna system is reduced [14]. 
This reduction in capacity is seen at the receiver as a degradation in the bit error rate (BER) 
performance that has been previously analyzed in the literature for linear receivers [15], [16]. This 
section analyzes the effect that spatial correlation has on the SD looking at the BER performance 
but also at the complexity. The variation in processing time with the channel matrix H is an 
effect that is not present in other MIMO detectors based on the V-BLAST architecture or the 
MLD. For the rest of the section, we consider the original SD where no ordering is performed on 
the channel matrix. Simulation results will show the effect of spatial correlation on the SD when 
channel matrix ordering is used.
4.1 Effect on the BER Performance
To analyze the BER performance of the SD under spatial correlation, we consider the spatially 
multiplexed uncoded MIMO system as a vector code where each received vector r represents a 
codeword. The diversity order of this system is equal to N while the multiplexing gain is equal to 
M. In addition, the detection process of the SD, although formally different, achieves equivalent 
performance to ML detection in the uncoded case. Therefore, the pairwise error probability (PEP) 
can be used to determine the performance degradation of the SD in spatially correlated channels. 
The PEP is defined as the probability that the receiver mistakes the transmitted vector signal Si 
for another vector Sj with the channel matrix perfectly estimated at the receiver. In the system 
under consideration, the PEP can be expressed as
where Q(u) = (l/v/2~7r) f™ e~f /2dt is the complementary Gaussian cumulative distribution func­ 
tion [23]. The average PEP can then be obtained averaging (16) over the channel realizations.
In [24], it has been shown that, when the channel matrix is modelled following (2), the average 
PEP degrades due to the properties of Rfx and R^. In the case of an uncorrelated channel, R/TZ 
and RRX have full rank and their unordered eigenvalues have the same distribution, minimizing 
the average PEP. As the spatial correlation increases, the ranks of Rn and R^ become smaller 
and the eigenvalues have different distributions increasing the average PEP. In particular, it has 
been shown that the receive and transmit correlation have the same effect on the degradation of 
the average PEP when M = N.
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4.2 Effect on the Complexity
The complexity of the search process of the SD largely depends on the number of candidates that 
are found on each level i when detecting the signal. In order to understand the effect spatial
I
correlation has on the complexity of the SD, a novel analysis based on (6) is presented here. It 
could be argued that the complexity increase is due to the fact that the search starts from a point 
s that suffers increased noise enhancement due to the increased condition number (i.e. decreased 
rank) that the spatial correlation causes on H. However, the spatial correlation also affects the 
ML solution smi. Therefore, it is not clear that the quality of s is the main factor affecting the 
complexity of the SD in correlated MIMO channels.
It can be observed in (6) that the number of candidates to be considered per level depends 
on the diagonal elements of U, uu. For the same value of Ti, if w^ increases fewer points s, will 
satisfy the inequality: the opposite happens when u^ decreases. Therefore, we can analyze the 
complexity of the SD looking at the dependency between the diagonal elements of U and the 
spatial correlation present on the channel.
It should be noted that, for the uncorrelated case, the Gram matrix Gw = H^H^ has a 
complex central Wishart distribution with N degrees of freedom, Gw ~ CV\?M(N,IM) [25]. Its 
Cholesky decomposition yields an M x M upper triangular matrix Uw with independent elements 
such that (complex equivalent of the Bartlett's decomposition) [25]:
• The diagonal elements, uWii , are such that 2u^i4 are real-valued, have a .Chi-square distri­ 
bution with 2(N - i + 1) degrees of freedom, xl(N-i+i)> and E[<4j = N - i + 1, with 
t = l,...,M.
• The off-diagonal elements, uWij with i < j, are independent complex Gaussian random 
variables uWii ~ CA/"(0, 1).
In the presence of spatial correlation, the distribution of U differs from that of U^,, and the 
problem of finding the distribution of the elements of U appears to be mathematically intractable. 
However, some insight can be gained about E[ufj] by looking at the operations involved in calcu­ 
lating U. From the Cholesky decomposition,
t-i
with i = 1,..., M, where
/ i-1 




and gij denotes the i-j element of the Gram matrix G = HHH. To analyze the effect spatial 
correlation has in (17), we should note that the matrix G can be interpreted as an instantaneous 
correlation measure of H. Thus, in the presence of spatial correlation, the non-diagonal elements 
of G, g^ with i ^ j, are typically larger compared to the case of no spatial correlation, therefore, 
decreasing the value of u^ in (17) for i = 2,..., M. A reduction in the value of u^ is reflected 
as an increase in the number of candidates to be considered per level, consequently increasing the 
complexity of the search stage of the SD. The values £[«£], with i ^ 1, depend on the distribution 
of the non-diagonal elements gtj, which are affected by both transmit and receive correlation. 
Simulation results in Section 5 show the decrease in E[««], with t ^ 1, in the presence of spatial 
correlation compared to the uncorrelated case. It should be noted that this effect is not present 
when i = l. In this case, Eftt^] = E[<?u] = N independently of the spatial correlation, given that 
E[G] = NRTx and the diagonal elements of R/TX are equal to 1.
Then, spatially correlated MIMO channels, apart from increasing the BER of the SD, also 
increase the complexity of the search stage of the SD. This point is especially important if the SD 
needs to be integrated in a practical system because the channel conditions will affect not only 
the performance but also the computational power or the time required to perform the detection 
process.
5 Results
A 4 x 4 system has been simulated to analyze the performance and the complexity of the SD in the 
presence of spatial correlation. In addition, for the uncorrelated case, the SD has been also simu­ 
lated for different antenna configurations to observe the effect that the number of antennas have 
on its complexity. For all those scenarios, the different ordering methods described in Section 3.1 
have been simulated, presenting here a subset of those results. All the BER performance results in 
this paper have been obtained simulating 30,000 channel realizations with a total of 200 symbols 
transmitted in every channel realization. The complexity results in this paper, on the other hand, 
have been obtained simulating 5,000 channel realizations with 240 symbols transmitted in every 
channel realization. The initial radius R for the SD has been set according to (9) where a = 4.5, 
doubling it if no point is found inside the hypersphere. Thus, the probability of initially finding, 




5.1 SD Ordering of the Channel Matrix
Initially, an uncorrelated scenario has been simulated to evaluate the performance and the com­ 
plexity of the different ordering alternatives for the SD. Figure 4 shows the BER performance of 
the SD, for both 16- and 64-QAM, using V-BLAST-MMSE ordering compared to the SD using 
V-BLAST-ZF ordering that provides ML performance. It can be observed that a very small per­ 
formance degradation exists independently of the constellation order (approximately 0.25 dB at a 
BER = 10-3 ).
The average number of operations of the SD per MIMO symbol is shown in Figure 5 for 
the different orderings of the channel matrix using 16-QAM modulation. In order to account 
for the overall complexity of SD, the curves include both real arithmetic operations (addition, 
subtraction and multiplication) and logical operations (comparison, branching and sorting). Thus, 
the complexity is evaluated taking into account the computational and the control part. For 
simplicity, all the operations have been considered to have the same effect on the final operation 
count. However, it should be noted that, from an implementation point of view, those operations 
would have a different importance with the multiplications being the most expensive in terms of 
hardware resources.
It can be seen that the V-BLAST-MMSE ordering, at the expense of a performance degradation, 
provides a significant reduction in complexity for low signal to noise ratio (SNR) while the reduction 
gradually disappears as the SNR increases (at high SNR, the first vector searched in the SD 
corresponds with high probability to the ML solution independently of the ordering used). The 
reduction at low SNR is due to the fact that the extended matrix H includes the effect of the 
noise. When the noise level is large, the Cholesky decomposition of H to obtain U results in larger 
diagonal values uu, therefore compensating for the noisier received symbols. The final effect is a 
more gradual complexity increase than for the rest of the channel orderings. The norm ordering 
proposed in [11] is also plotted and it can be observed how it is slightly more complex than the 
novel norm ordering proposed in this paper.
Figure 6 shows the effect the number of antennas have on the complexity of the search stage of 
the SD for the different orderings of the channel matrix. The complexity of the SD in an M x M 
system increases with the number of transmit antennas M, although the effect is more important 
when no ordering of the channel matrix is performed. It can be seen that the V-BLAST-MMSE 
ordering reduces the effect of the number of antennas on the complexity, compared to the other 
orderings, although it will provide a degraded BER performance. When the number of antennas 




5.2 Spatially Correlated MIMO Channel
For the modelling of spatially correlated flat fading channels, an implementation of the indoor 
MIMO wireless local area network (WLAN) channel model proposed by the IEEE 802.11TGn 
committee has been used, which was obtained from [26]. Using this code, different MIMO channels 
have been generated modelling low, moderate and high spatial correlation at both transmitter and 
receiver. The parameters used in the model and the values of the correlation matrices R used in 
the simulations can be found in the Appendix.
Figure 7 shows the performance of the SD in the presence of different levels of spatial correlation. 
It can be observed how the performance degrades when we move from the low correlation scenario to 
the moderate or high correlation case compared to the uncorrelated case. If the V-BLAST-MMSE 
ordering is used, it can be seen that the degradation compared to the ML performance still exists, 
but it is important to note that it stays practically constant for the different correlation scenarios. 
Therefore, the presence of spatial correlation does not further affect the BER degradation originally 
present in the SD with V-BLAST-MMSE ordering.
The average complexity of the search stage of the SD for spatially correlated scenarios is shown 
in Figure 8. As opposed to other linear and non-linear detectors, the SD with no ordering, due 
to the variable number of operations required to find the optimum solution, suffers an increase 
in complexity when the spatial correlation between the antennas increases. The elements of the 
channel matrix become more correlated, which makes the SD consider more candidates per level, 
therefore, increasing the number of operations required for the search stage. However, the effect 
diminishes when the SNR increases since the small noise level causes the SD to need only a search 
through one vector to obtain the ML solution in most cases. The other SD orderings show the 
same trend as the no ordering case, except for the V-BLAST-MMSE. In this case, for low SNR, 
the complexity actually decreases with respect to the same correlation level and higher SNR. This 
can be explained by the effect the noise level has on the extended channel matrix H that ultimately 
determines the diagonal values of U, ua. When the noise increases, the sub-matrix a2MlM inside 
H has a more relevant effect on the Cholesky decomposition compared to H, causing an increase 
in E[*4] independently of the spatial correlation. However, that low SNR regime is also associated 
with a very high BER.
Table 2 shows E[«?4 ] for different correlation scenarios, for the no ordering case. As stated in 
Section 4, an increase in the spatial correlation causes a decrease in E[u^J, with ij^l. That results 
in an increase in the average complexity of the SD as shown in Figure 8.
Finally, the complexity of the search stage of the SD with V-BLAST-ZF ordering of the channel 




complexity when partial spatial correlation (i.e. only at the transmitter or at the receiver) is 
considered is lower than the case with total spatial correlation (i.e. at both transmitter and 
receiver). Correlation at the transmitter and at the receiver has been simulated by setting R/^ = 
IN and RTX = IM in (2), respectively. In particular, the complexity when only correlation at 
the transmitter is considered is slightly higher than the case where the correlation is present 
only at the receiver. This can be explained due to the fact that E[G] = ATR/rz- Therefore, the 
transmit correlation, averaging over channel realizations, has a more important effect on E[tt^] and 
consequently on the complexity of the search stage of the SD. This effect is not present in the 
BER performance, where transmit and receive correlation cause practically the same degradation.
6 Conclusion
In this paper, the performance and complexity of the SD has been studied in spatially correlated 
MIMO channels. The recent interest in using the SD for MIMO systems rests on the fact that 
it provides ML performance in the detection of spatially multiplexed signals, while reducing the 
complexity of the MLD. In order to further reduce the complexity of the SD a novel, low-complexity 
norm ordering of the channel matrix has been proposed that outperforms a previously proposed 
norm ordering.
In the presence of spatial correlation, simple analysis and simulation results have both shown 
that the performance of the SD degrades when the spatial correlation in the channel increases. 
Additionally, simulation results have shown that the complexity of the search stage of the SD also 
increases with the spatial correlation for the different channel orderings described in this paper. 
The only exception is the SD with V-BLAST-MMSE channel ordering at low SNR. In this case, 
the complexity decreases converging to the complexity of the uncorrelated case for very low SNR. 
This is due to the more important effect the noise level has on the extended channel matrix and 
the associated Cholesky decomposition.
The effect spatially correlated channels have on the complexity of the SD is highly relevant 
when integrating the SD into practical systems. If the SD needs to perform additional operations 
for some channel conditions, the symbols might not be completely detected within the timing 
constraint required in actual communications systems. One possible solution to overcome this 
problem could be to complement the SD with an early termination control system that would stop 
the SD after a fixed number of operations. The disadvantage of that system is that, for highly 
correlated channels, the early termination technique might stop the SD too early in the detection 




every received frame to determine in which cases the SD should be terminated early. Alternatively, 
the architecture of the SD could be analyzed in detail to identify new architectures, based on the 
SD, that would guarantee a fixed number of operations without monitoring the channel statistics, 
at the expense of a small performance degradation (much smaller than the degradation of sub- 
optimal linear detectors). This last aspect is the subject of ongoing work.
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7 Appendix: Generation of the Spatial Correlation Matrix
The spatial correlation matrices have been obtained using the code available at [26], part of the 
IST-2000-30148 I-METRA project [27]. We have considered 4 antenna elements with a normalized 
Laplacian PAS and an AS of 40° for both transmitter and receiver. The angle of departure (AoD) 
at the transmitter and the angle of arrival (AoA) at the receiver are both set to 45°.
For the low correlation case, a distance d = 1.10A has been considered between adjacent anten­ 
nas at both transmitter and receiver, where A denotes the wavelength of the transmitted signal. 
In this case, the absolute value of the correlation between adjacent antennas is \pi\ «s 0.3 and the 
correlation matrix is
R-0.3 = (19)
1 0.24-0.19; 0.11 + 0.02; 0.05 + 0.11;
0.24 + 0.19; 1 0.24-0.19; 0.11 + 0.02;
0.11-0.02; 0.24 + 0.19; 1 0.24-0.19;
0.05 -0.11? 0.11-0.02; 0.24 + 0.19; 1
for both transmitter and receiver.
In the case of moderate correlation, a distance d = 0.65A has been considered. The absolute 
value of the correlation between adjacent antennas is |pi| w 0.5 and the correlation matrix is
(20)
1 -0.50 + 0.05; 0.21 + 0.11? 0.01-0.11?
-0.50-0.05j 1 -0.50 + 0.05; 0.21 + 0.11;
0.21-0.11? -0.50-0.05j 1 -0.50 + 0.05;
0.01 + 0.11? 0.21-0.11? -0.50-0.05j 1
for both transmitter and receiver.
Finally, for the high correlation scenario, a distance d = 0.35A has been considered. The 
absolute value of the correlation between adjacent antennas is |pi| w 0.7 and the correlation 
matrix is
1 0.01 + 0.70.? -0.47-0.08j 0.19-0.26;
0.01-0.70.? 1 0.01 + 0.70; -0.47-0.08;
-0.47 + 0.08; 0.01-0.70; 1 0.01 + 0.70;
0.19 + 0.26; -0.47 + 0.08; 0.01-0.70; 1
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Figure 2: Schematic of the sphere decoder principle for the 2-dimensional case - only the points 




Figure 3: Decomposition in concentric circles of a 16-QAM constellation and intersection with the 










Figure 4: BER performance of the SD using V-BLAST-ZF and V-BLAST-MMSE ordering of the 
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Figure 7: BER performance of the SD with different orderings of the channel matrix in the presence 









Figure 8: Complexity of the search stage of the SD with different orderings of the channel matrix 
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The fixed-complexity sphere decoder (FSD) has been previously 
proposed for multiple input-multiple output (MIMO) detection to 
overcome the two main drawbacks of the original sphere decoder 
(SD), namely its variable complexity and sequential structure. As 
such, the FSD is highly suitable for hardware implementation and 
has shown remarkable performance through simulations. Herein, 
we explore the theoretical aspects of the algorithm and prove that 
the FSD achieves the same diversity order as the maximum likeli­ 
hood detector (MLD). Further, we show that the coding loss can be 
made negligible in the high signal to noise ratio (SNR) regime with 
a significantly lower complexity than that of the MLD.
Index Terms— sphere decoder, MIMO, diversity order, signal 
detection
1. INTRODUCTION
We consider a spatially-multiplexed multiple input-multiple output 
(MIMO) system with m transmit and TIR receive antennas in the 
context of wireless communications [ 1 ]. The vector of received sym­ 
bols r e CnR x * can be modeled as
r = Hs + v, (1)
where s e C™T x J denotes the vector of transmitted symbols taken 
independently from an arbitrary constellation O of M points with 
E[|sj| 2 ] = 1/n/randwherev € C"RXl is the vector of independent 
complex Gaussian noise samples Vi ~ CAf(0, a2 ). The channel 
matrix H € CnRX "T has independent elements hij ~ CA/"(0,1) 
representing a wireless propagation environment with uncorrelated 
Rayleigh fading. We assume that the channel is perfectly known at 
the receiver and that TIR > nx-
The optimum detector in such a scheme is the maximum likeli­ 
hood detector (MLD), given by
Ilr-Hsf.
However, it suffers from an exponential complexity with the num­ 
ber of transmit antennas O(MnT ), making it unfeasible for high- 
dimensional MIMO systems. The same maximum likelihood (ML) 
performance can also be achieved by the sphere decoder (SD) [2], al­ 
though it was shown to have an exponential complexity (in the worst 
case as well as in the average case) of O(M7"T ) with 7 € (0,1] [3]. 
Herein, we study a detector that maintains the diversity order of the
MLD with a fixed complexity O(Mv^) if TIR = m, which rep­ 
resents an advantage over the sphere decoder (SD). Specifically, we 
consider the fixed-complexity sphere decoder (FSD) previously pro­ 
posed in [4] and implemented in real-time on a field-programmable 
gate array (FPGA) platform in [5], [6]. This paper also proves that 
the error probability of this detector has a negligible degradation 
compared to that of the MLD in the high signal to noise ratio (SNR) 
regime. It is shown that
(2)lim _ /x ,72 ->o P(SML . . s)
which indicates that the FSD, in addition to having the same diversity 
as the MLD, has a (de)coding loss hi terms of SNR which tends to 
zero in the high SNR limit.
2. FIXED-COMPLEXITY SPHERE DECODER
The FSD has been previously proposed for the detection in uncoded 
MIMO systems using quadrature amplitude modulation (QAM) con­ 
stellations [4]. It overcomes the two main drawbacks of the SD from 
an implementation point of view, i.e., its variable complexity de­ 
pending on the noise level and the channel conditions and the se­ 
quential nature of its tree search phase.
The FSD achieves quasi-ML performance combining a specific 
channel matrix ordering with a search over only a fixed number of 
points s, generated by a small subset 5 C OnT , around the received 
vector r. The transmitted vector s € S with the smallest Euclidean 
distance is then selected as the solution. The process can be written 
as
SFSD = argmin ||r — Hs|| .
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The FSD, analogously to the SD, can be seen as a constrained 
tree search through a tree with nx levels where M branches orig­ 
inate from each node [2]. The paths in the tree followed by the 
FSD are determined by defining the number of branches per node 
that are expanded in each level. In [4], it was shown that quasi-ML 
performance can be achieved by performing the following two-stage 
constrained tree search:
• Initially, a full search is performed in p levels, expanding all 
M branches per node. This will herein be denoted as the full 
expansion (FE) stage of the algorithm.
• Secondly, a single search is performed in the remaining 
n/r —p levels, expanding only one branch per node following 
the decision-feedback equalization (DFE) path. This will be 
denoted as the single expansion (SE) stage of the algorithm.
An example is given in Fig. 1 for the constrained tree search required 






Rg. 1. FE and SE stages in the FSD tree search applied to a 4 x 4 
system with 4-QAM modulation.
corresponds to only one level, i.e. p = 1. In Section 3, we show that 
this scheme will still maintain the diversity of the MLD.
The two-stage constrained tree search of the FSD is independent 
of the noise level and the channel conditions, resulting in a fixed 
complexity detector as opposed to the variable complexity of the 
SD. The total number of Euclidean distances calculated in the FSD 
is Mp, and simulations show that quasi-ML performance is achieved 
with Mp «; M"T , i.e. S is a very small subset of C»"T [4].
In order to achieve the aforementioned quasi-ML performance, 
the FSD uses a channel matrix ordering based on the two stages of 
the algorithm [4]. The nx columns of H are ordered iteratively so 
that the signals with the largest post-processing noise amplification, 
as defined in [7], are detected in the FE stage. On the other hand, 
the signals with the smallest post-processing noise amplification are 
detected in the SE stage.
3. ERROR ANALYSIS
The error probability of the FSD, peFSD. is defined as the probabil­ 
ity that the estimate obtained by the FSD, SFSD, is not equal to the 
transmitted message, s. Note that
PeFSD = P (SFSD
= P (SFSD P (SFSD ^ s n s £ 5) (4)
where 5 is given as in (3). The first term in (4) asserts that the 
transmitted message belongs to the subset 5 considered by the FSD 
and that it does not correspond to the message with the minimum 
metric according to (3). This directly implies that the ML detector 
will also make an error in this case and it follows that
P (SFSD ^sns€5)<P (SML ^ s) . (5)
The second term in (4) asserts that the transmitted message does not 
belong to S. In this case, it is impossible for the FSD to obtain the 
transmitted message which directly implies
By applying (5) and (6) to (4), it follows that
P (SFSD ? •) < P (SML ? •) + P(* (7)
PeFSD PeML PeSE
The first term on the right hand side of (7), P«ML, is the error prob­ 
ability of the MLD and is clearly independent of the detection or­ 
dering of the FSD. The second term, peSE , may be interpreted as
an error in the SE stage and does depend on the detection ordering. 
Thus, by selecting the ordering in such a way that pesE is small in 
comparison with P«ML, quasi-ML performance can be achieved by 
the FSD.
We consider the error probability hi the high SNR regime which 
is characterized by the diversity order of the detector [1]. The di­ 
versity order of MLD under the assumed model is well known to be 
equal to nR [8] which implies that the error probability in the high 
SNR limit tends to zero with a rate given by
(8)
It can be shown that, under the natural (or any fixed) detection or­ 
dering, the diversity order of the second term, pesE, is equal to 
(nR - nr + 1) + P for 1 < p < nr - 1. This indicates that 
the FSD will have a strictly larger diversity than the ML-DFE detec­ 
tor proposed in [9]. The difference between the detectors lies on the 
fact that the ML-DFE would correspond to a search where only one 
path in the FE stage is expanded through the SE stage, as opposed to 
the FSD, where all paths in the FE stage are expanded.
However, the mam advantage of the FSD becomes more appar­ 
ent when ordering is considered. By properly selecting the detection 
ordering a much higher diversity can be obtained. Specifically, we 




Further, we will also argue that the detection ordering originally pro­ 
posed in [4] satisfies (9).
Therefore, by combining (7), (8) and (9) it can be seen that the 
diversity of the FSD is lower bounded by
lim
which implies that maximal diversity is obtained whenever d > TIR. 
From (9) it can be seen that:
• d grows quadratically in p under the optimal ordering (as op­ 
posed to linearly for the natural ordering) which implies that 
p can be selected much smaller than TIR while maintaining 
the diversity of the MLD.
• If rf > nR the second term in (7) has strictly larger diversity 
than the MLD and becomes negligible at high SNR in the 
sense indicated by (2).
In particular, if nR = m we obtain that p = L\/"rJ is sufficient 
to achieve d > nR. Thus, near ML detection can be achieved with 
a complexity O(M ̂  ) as stated in the introduction. Although this 
is, strictly speaking, larger than polynomial, it does not pose a prob­ 
lem from an implementation point of view [5], [6]. Additionally, due 
to the non-sequential structure of the algorithm, its implementation 
can be fully pipelined and highly parallelized.
(6) 3.1. The DFE Error Probability
We start by analyzing the error probability peSE for some given 
ordering o, before discussing the specific ordering in the follow­ 
ing section. Thus, let the ordered channel matrix H0 be given by 
H0 = HIIo where II0 is the permutation matrix corresponding to 
the ordering. Taking into account the two stages of the FSD, we can 
partition H0 according to
H0 = HII0 = [Hoi H02j
212
Publications
where Hoi € C"RX(nT-p) and Ho2 € C"RXp correspond to the 
SE and the FE stage of the FSD, respectively. The same partitioning 
can be applied to the (ordered) transmitted message, s0 , i.e.
Sj2]
where soi e O"T ~P and so2 € O".
By the nature of the algorithm, the path in the SE stage extending 
from the path corresponding to so2 , denoted as SOISE, is given by the 
DFE estimate of soi under the perfect feedback assumption, i.e.
-r - Ho2so2 = Hoi s0 i + v.
Note also that the event s € 5 is satisfied if and only if SOISE = s0i. 
Therefore, P (s £ 5) is equal to the probability of an error in a DFE 
detector applied to the (partial) channel matrix H0i.
The error probability of DFE in the high SNR regime is gov­ 
erned by the outage probability. This is defined as the probability 
that the minimum post-processing SNR drops below a given thresh­ 
old. This minimum SNR is lower bounded according to
SNRmin > Ai(H0iH0i) (11)
where Ai(HoiH0i) denotes the smallest eigenvalue of 
H"iH0i [10]. This bound holds regardless of whether zero 
forcing (ZF) or minimum mean square error (MMSE)-DFE is 
considered.
Specifically, if the cumulative distribution function (CDF) of 
Ai = Ai(H£H0i) satisfies
P (Ai < x) < axd 





The rigorous proof of this observation can be obtained in a fashion 
similar to [11].
Thus, in light of the above, it makes sense to choose the ordering 
that maximizes Ai(H"iH0i) among all possible orderings. In the 
next section, we will first show that there exists a detection ordering 
satisfying (12) for d given in (9). Next, we will also argue that the 
detection ordering originally proposed in [4] achieves this diversity 
order.
3.2. The Detection Ordering
Consider the positive semi-definite (PSD) matrix Q = HH H € 
CnTXTVT , where H is the full channel matrix, and let Ai(Q) < 
• . • < AnT (Q) denote the ordered eigenvalues of Q. It then fol­ 
lows that the CDF of A/t (Q) is bounded according to
P(Afc (Q)<z)</3z(nR -nT)fc+fc2 (14)
for some J3 € R [12]. In addition we denote by Qop = HoiH0i 6 
c(nT -p)x(nT -P) a (possibly permuted) PSD principal submatrix of 
Q, obtained by removing p rows and columns from Q.
From [13, Page 189], it is known that given an arbitrary PSD 
matrix, A € Cnxn , there exists (at least) one principal submatrix, 
Ai € c*"" 1^"" 1 *, obtained by removing a row and a column 
from A satisfying
for k = 1,... ,n— 1.
By repeated application of (15), it follows that there is a princi­ 
pal submatrix, Ap € C(n~p)x(n~ p) , obtained by removing p rows 




This implies that there must exist an ordering o for which
/JQS Inserting (17) into (14) for this ordering yields
P (Ax(Q OP ) < x) < P (AP+1 (Q) < (»)x) < /3(;)V
where d is given in (9). Applying this to the result obtained in (12) 
and (13) for a = 0(™) d shows that as long as d > HR there is 
an ordering under which the FSD achieves the same diversity as the 
MLD. The preceding discussion is summarized by the following 
theorem.
Theorem 1 There exists a detection ordering that makes the FSD 
achieve the same diversity as the MLD ifp levels are examined in 
the FE stage, with p satisfying
(riR - nT )(p + 1) + (p + I) 2 > nR . (18)
Further, if (18) is satisfied with strict inequality the loss due to sub- 
optimality is negligible in the high SNR regime.
Naturally, an optimal ordering in the sense that it maximizes 
Ai(Qop) can be found by simply searching over all (m - p) by 
(HT — p) principal submatrices of Q. However, as there are ("Jj 
such matrices, this approach becomes impractical when nx and p 
are large. Instead, [4] suggested finding H0i by successively re­ 
moving the symbols in (1) which would experience the largest noise 
amplification (or equivalently smallest SNR) in a ZF detector. Note 
that this corresponds to a reversed vertical-Bell Labs layered space 
time (V-BLAST) ordering for the first p layers. The motivation was 
that under such an ordering the worst symbols would be detected in 
the (more robust) FE stage of the algorithm, thereby improving the 
performance.
The symbol with the largest noise amplification is given by the 
largest diagonal entry of Q" 1 and it is in fact possible to derive a re­ 
sult similar to (15) for the principal submatrix obtained by removing 
the row and column corresponding to the largest diagonal value in 
Q" 1 . Specifically, it is possible to show the following:
Theorem 2 Let A € Cnxn be PSD, let k be given by 
k = arg max [A" 1 ]^ ,
i=l,...,n
and let AI be the principal submatrix obtained by removing the kth 
column and row of A. Then
> - 
n
Proof: Given in [14].
Repeated application of Theorem 2 yields, similarly to (17),
(n-p)
~ nl : AP+ i(Q)
Afc (Ai) > (15)
if the reversed V-BLAST ordering is applied in the first p layers. 
Analogous to the previous analysis, this yields an equivalent of The­ 
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Fig. 2. Error probability of the MLD and the SE stage of the FSD as 
a function of the SNR.
4. NUMERICAL EXAMPLE
In this section a numerical example is given to corroborate the di­ 
versity result in (18). For that purpose, a 3 x 3 MIMO system using 
16-QAM modulation has been considered. Fig. 2 shows the error 
probability of the MLD compared to that of the SE stage of the FSD 
as a function of the SNR = 1/tr2 . The error probability curve of the 
FSD is superimposed with that of the MLD showing its ML perfor­ 
mance (the degradation is of only 0.008 dB at SNR = 20 dB). The 
FSD has been simulated with p = 1 so that the signal with the largest 
post-processing noise amplification is detected in the FE stage. The 
error probability of the SE stage has been obtained for two different 
orderings under the perfect feedback assumption given in (10). In 
the no ordering case, the signals in the SE stage are detected accord­ 
ing to the natural detection ordering. On the other hand, in the FSD 
ordering case, the signals in the SE stage are detected according to 
the FSD ordering proposed in [4].
Initially, the diversity increase in the performance of the SE 
stage can be observed compared to that of the MLD. In particu­ 
lar, applying (18), the diversity of the SE stage is expected to be 
d > 4, which is greater than the diversity na = 3 of the MLD. In 
addition, if the FSD ordering is applied, a further improvement in 
the error probability can be observed. Thus, although the diversity 
of the MLD can be achieved by the FSD by choosing p according 
to (18), the performance of the detector can be further improved by 
ordering the remaining levels in increasing order of post-processing 
noise amplification. It should be noted that, although the analyti­ 
cal results presented hi this paper refer to the high SNR regime, the 
effect is already noticeable at relevant SNRs as shown in Fig. 2.
5. CONCLUSION
This paper proves that the FSD maintains the diversity of the MLD 
while searching over only a very small number of candidates com­ 
pared to the MLD. It also has a negligible coding loss in the high 
SNR regime. In particular, it has been shown that, by properly se­ 
lecting the signals to be detected in the FE stage of the algorithm, 
the diversity of the SE stage grows beyond the diversity order of the 
MLD. The specific increase in diversity depends on the number of 
signals (i.e. levels) detected in the FE stage.
It has been argued also that an ordering which selects the signals 
with the largest post-processing noise amplification in the FE stage 
is sufficient for the diversity increase in the SE stage. In addition, by 
ordering the signals to be detected in the SE stage, the FSD is shown 
to provide an improved performance.
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ABSTRACT
This contribution analyzes the integration of the sphere 
decoder (SD) in a complete field-programmable gate 
array (FPGA)-based real-time multiple input-multiple output 
(MMO) platform. The algorithm achieves the performance 
of the maximum likelihood detector (MLD) with reduced 
complexity. However, its non-deterministic complexity, de­ 
pending on the noise level and the channel conditions, hin­ 
ders its integration process. This paper evaluates the perfor­ 
mance and limitations of the SD in a real-time environment 
where signal impairments, such as symbol timing, imperfect 
channel estimation or quantization effects are considered.
1. INTRODUCTION
The use of multiple input-multiple output (MIMO) technol­ 
ogy in wireless communication systems enables high-rate 
data transfers and improved link quality through the use of 
multiple antennas at both transmitter and receiver [1]. It has 
become a key technology to achieve the bit rates that will 
be available in next-generation wireless communication sys­ 
tems, combining spatial multiplexing and space-time cod­ 
ing techniques [2]. In addition, the prototyping of those 
MIMO systems has become increasingly important in re­ 
cent years to validate the enhancements advanced by ana­ 
lytical results [3], [4]. For that purpose, field-programmable 
gate arrays (FPGAs), with their high level of parallelism and 
embedded multipliers, represent a suitable prototyping plat­ 
form.
In the case of spatially multiplexed uncoded MIMO sys­ 
tems, the sphere decoder (SD) is widely considered the most 
promising approach to obtain optimal maximum likelihood 
(ML) performance with reduced complexity [5], [6]. The SD 
has been previously implemented in real-time [7], [8], indi­ 
cating that its variable throughput could potentially represent 
a problem when integrating it into a complete communica­ 
tion system. However, the problem of the actual integration 
of the SD into a real-time MIMO system has not been ad­ 
dressed yet.
This paper presents a complete real-time FPGA MMO 
system where the SD has been used as the detection algo­ 
rithm. The SD has been integrated into the MIMO proto­ 
typing platform presented in [9]. Thus, the effects of real- 
time transmission impairments, like imperfect symbol timing 
and channel estimation or fixed-point precision, have been 
included in the performance evaluation of the SD.
2. SPHERE DECODER (SD) 
2.1 MIMO System Model
The theoretical system model considered has, in the general 
case, M transmit and N receive antennas, with N > M, de­ 
noted as M x N. The transmitted symbols are taken inde­ 
pendently from a quadrature amplitude modulation (QAM) 
constellation of P points. Assuming symbol-synchronous re­ 
ceiver sampling and ideal timing, the received //-vector, us­ 
ing matrix notation, is given by
= Hs + (1)
where s = (si,S2,.--,SM)T denotes the vector of transmitted 
symbols withE[|s,-|2] = 1/M, n= (ni,«2, ••-, /lw) r is the vec­ 
tor of independent and identically distributed (i.i.d.) com­ 
plex Gaussian noise samples with variance a1 = A/b and 
r = (n,r2,-..,/w)r is the vector of received symbols. H de­ 
notes the N x M channel matrix where hy is the complex 
transfer function from transmitter.;' to receiver i. The entries 
of H are modelled as i.i.d. Rayleigh fading with E[|fy/| 2] = 1 
and are perfectly estimated at the receiver.
2.2 SD Algorithm
The main idea behind the SD is to reduce the computational 
complexity of the maximum likelihood detector (MLD) by 
searching over only those noiseless received points (defined 
as Hs) that lie within a hypersphere of radius R around the re­ 
ceived signal r. In this paper, the complex version of the SD 
is applied directly to the complex lattice A(H) = {Hs} [10]. 
Avoiding the more common real decomposition of the sys­ 
tem results in a more efficient hardware implementation [8]. 
The process can be represented by
= arg{min|(r-Hs|| 2 <tf2 }. (2)
and is shown in Figure 1, where the dots represent the noise­ 
less received constellation and the cross represents the ac­ 
tual received point contaminated with noise. The sphere con­ 
straint in (2) can also be written, after matrix decomposition 
and removal of constant terms, as
(3)
where U is an M x M upper triangular matrix, with entries 
denoted w/;-, obtained through Cholesky decomposition of the 
Gram matrix G = HffH (or, equivalently, QR decomposi-
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Figure 1: Schematic of the sphere decoder principle for the 
2-dimensional case - only the points inside the circle are 
searched
tion of H) and s = (HHH)~l HHr is the unconstrained ML 
estimate of s [10].
The solution of the sphere constraint (SC) in (3) can be 
obtained recursively using a tree search algorithm, starting 
from / = M and working backwards until i = 1. For each 
level, the constellation points si that satisfy






When a new point is found inside the hypersphere (at i = 1) 
the radius is updated with the new minimum Euclidean dis­ 
tance and the algorithm continues the search with the new 
SC. This process can be seen as a tree search through M 
levels where each node on each level contains P branches. If 
7} < 0, in any level i, the squared Euclidean distance from the 
root to that node has exceeded the SC and the entire branch 
plus all its descendants can be discarded, yielding a speed in­ 
crease compared to an exhaustive search. The search finishes 
when the radius has been reduced so that no more points are 
found that satisfy the SC: the last point found satisfying the 
SC is the ML solution smi.
In order to further reduce the complexity of the SD, the 
points that satisfy (4) are searched according to increasing 
distance to n, following the Schnorr-Euchner (SE) enumera­ 
tion [11]. The use of this enumeration has two effects:
• On a particular node, The SE enumeration follows the 
branches with lowest distance increment |*,- -z,-| 2 first in 
any level i. Thus, the first points searched are more likely 
to be the ML solution, reducing the overall complexity of 
the search.
• Although the initial radius R is normally set according 
to the noise variance per antenna a2 , the use of the SE 
enumeration reduces the effect the initial radius has on 
the complexity of the SD. From a simulation point of 
view, the initial radius still has a marginal effect on the 
complexity of the SD [6]. However, in a parallel imple­ 
mentation of the algorithm, the initial value can be set to 
the end of the scale so that no estimate of the noise level 
is required at the receiver [8].
3. MIMO PROTOTYPING PLATFORM AND TOOLS
The MIMO system and algorithms described in this pa­ 
per have been implemented on a rapid prototyping platform 
based at the University of Mdndragon. This platform, whose 
main features and operating modes have been previously 
presented in [9], consists of the following three elements: 
HERON rapid prototyping boards from Hunt Engineering 
Ltd. [12], RF transceivers and software tools.
3.1 Rapid Prototyping Boards
The platform is based on modular rapid prototyping HERON 
HEPC9 boards. The main advantage of those peripheral 
component interconnect (PCI)-based carrier cards consists 
of its very flexible architecture, based 6n an internal bus 
which allows communication of up to 400 mega bytes per 
second (MBps) between the modules. The following mod­ 
ules have been chosen for the implementation described in 
this work:
• Two HERON-IO2V2 modules with 4 analog inputs and 
4 analog outputs of up to 125 mega samples per second 
(MSPS) with 12 and 14 bits of resolution, respectively. 
These modules include a 1-million (M)-gate Xilinx Vir- 
texH FPGA and allow real-time in-system debugging 
with Xilinx Chipscope [13]. In addition, it is possible to 
perform co-simulation in a MATLAB/Simulink environ­ 
ment for Xilinx System Generator-based designs [14].
• One HERON-IO5 module with 2 analog inputs and 2 
analog outputs of up to 210 MSPS with 12 and 16 bits of 
resolution, respectively. This module includes a 3M-gate 
VirtexII FPGA, which also contains a JTAG debugging 
interface.
• One HERON-FPGA3 module with a IM-gate VirtexII 
FPGA.
3.2 RF Transceivers
The platform is equipped with Maxim's MAX2827EVKU 
boards, which can transmit or receive radio frequency (RF) 
signals in the 2.4 and 5 GHz bands. These transceivers can 
modulate and demodulate baseband IQ signals of a band- 
- width of up to 20 MHz. This solution avoids the need for 
an implementation of algorithms such as modulators, digi­ 
tal up converters, etc., in order to generate the analog sig­ 
nals required by a transceiver. The combination of the ana­ 
log ports of the aforementioned prototyping boards and these 
transceivers allow the implementation of systems with up to 
three transmit and receive antennas. Figure 2 shows two of 
these RF transceivers with the HEPC9-based rapid prototyp­ 
ing platform.
3.3 Software Design and Simulation Tools
A combination of MATLAB/Simulink and Xilinx System 
Generator has been selected as the main design tool to allow 
co-simulation of MATLAB algorithms, simulated VHDL im­ 
plementations and FPGA-running blocks. This solution of­ 
fers a simple and intuitive GUI-based hardware design and 
simulation tool for DSP algorithm engineers, achieving a bal­ 
ance between hardware abstraction level and real-time per­ 
formance.
All the algorithms mentioned in this paper have been 
first tested in MATLAB and then translated to hardware 
blocks using Xilinx System Generator. Once the design has
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Figure 2: Main elements of the HEPC9-based MIMO signal 
processing prototyping platform.
been completed, Xilinx synthesis tools have been used to 
generate the bitstreams required for the hardware-based co- 
simulation, as well as the VHDL netlists for the final imple­ 
mentation. Xilinx Chiscope has been selected as the real- 
time on-hardware debugger.
4. REAL-TIME MIMO IMPLEMENTATION 
4.1 MIMO System Model and Algorithms
4.1.1 System Model
Figure 3 shows the basic 2x2 MIMO spatial multiplexing 
model that has been implemented. The data bits are split into 
two 16-QAM streams which are transmitted independently 
and received synchronously at the two receive antennas.
A complete MATLAB-based model has been created and 
adapted to Simulink. A burst frame-based transmission sys­ 
tem has been assumed with 128 data symbols transmitted per 
antenna. In addition, a 32-symbol preamble is transmitted 
per antenna to allow for effective synchronization and chan­ 
nel estimation to be performed at the receiver. The analog to 
digital converters (ADCs)' 12-bit resolution has been chosen 
for the precision of the input signals.
4.1.2 Algorithms
The following algorithms have been implemented:
• Frame synchronization: a multi-antenna extension of the 
double-sliding window technique has been applied [15].
• Sample-time synchronization', an ML approach has been 
chosen according to [16].
• Frequency Offset Estimation: a reduced complexity iter­ 
ative offset estimation technique has been used as in [17].
• Channel Estimation: a basic training-based LS (Least- 
Squares) MIMO channel estimator has been imple­ 
mented.
• Inverse calculation and normalized Cholesky decomposi­ 
tion: required by the SD for the initial zero forcing (ZF) 
equalization and the tree search.
• MIMO detection: The SD algorithm described in section 
2 has been implemented with System Generator and in­ 
cluded in the MIMO design. Details of the implementa­ 







































Figure 3: Structure of a basic 2x2 MIMO spatial multiplex­ 
ing system.
-KD
FINE SYNCHRONIZATION 1 
CHANNEL ESTIMATION SPHERE DECODER
Figure 4: Top-level block diagram of the implemented 
MIMO receiver
• Inline MIMO channel emulator: A flat Rayleigh chan­ 
nel emulator has been created to allow hardware co- 
simulation of the full system. This channel emulator is 
based on Gaussian noise generators and channel coeffi­ 
cients stored in a large RAM block. This allows to test 
the hardware implementation at its maximum rates with­ 
out breaking the flat-fading channel assumption.
4.2 High-Level Design and Hardware Co-Simulation
A fully flexible hardware co-simulation system has been im­ 
plemented, allowing the progressive testing of the SD algo­ 
rithm. The following implementation steps have been exe­ 
cuted in order to evaluate the effect of real-communication 
impairments and quantization on the performance of the SD:
• Ideal simulation: The first simulation system, with per­ 
fect synchronization, known channel and no filters has 
been implemented initially to validate the integration of 
the SD and the 12-bit quantization error floor.
• Estimated channel, real-time calculated inverse and 
Cholesky: This version has been implemented to evalu­ 
ate the effects of imperfect channel estimation and fixed- 
point calculations when obtaining the Cholesky decom­ 
position and the inverse of the channel.
• Complete System: A final system has been implemented 
with all the algorithms required to interface with the real 
RF transceiver signals or the hardware-emulated channel.
Figure 4 shows the top-level block diagram of the MIMO 
receiver implemented with System Generator.
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Figure 5: Structure of a 2x2 real-time MIMO implementa­ 
tion on the HERON modules of the HEPC9 board.
4.3 Final Real-Time Implementation
Figure 5 shows a diagram of the HEPC9 implementation of 
the 2x2 MIMO system with the distribution of the signal 
processing algorithms through the Heron modules available. 
The resource use has been distributed among four FPGA 
modules, which are connected through HEPC9's data bus. 
All the data flow of the real-time system is controlled through 
the PCI bus by a C++ application running on a host PC. Al­ 
though the system can run at a higher symbol rate, we have 
reduced it to 100 kilo symbols per second (ksps) to allow for 
the flat-fading channel assumption of (1) to be valid with real 
transmission. Higher symbol rates can still be tested on the 
platform with the inline channel emulator.
5. RESULTS
Table 1 shows the FPGA resources of the complete MIMO 
system using 16-QAM modulation. For clarity purposes, 
only the number of multipliers and slices are shown. They 
are compared against the total number of multipliers and 
slices available on the HEPC9 boards. The three main blocks 
of the receiver are also shown to indicate the distribution of 
the resources. The calculation of the inverse of the chan­ 
nel matrix and the Cholesky decomposition of the Gram ma­ 
trix are the most computationally intensive tasks. It should 
be noted that those two operations have not been optimized 
from an implementation point of view given that the focus 
of this work was on the integration of the SD in a MIMO 
system. The implementation of the SD requires a relatively 
small FPGA area, indicating that several SDs could be imple­ 
mented in parallel on the same prototyping platform. The al­ 
gorithm named 'Comm. & Control' corresponds to the logic 
required for the inter-module data communication and the 
PCI-based control of the real-time execution flow.
The bit error ratio (BER) performance as a function of 
the signal to noise ratio (SNR) per bit of the different ver­ 
sions of the system is shown in Figure 6. The results have 
been measured using the FPGA-based channel emulator, av­ 
eraging over 5,000 channel realizations. Five curves, rep­ 
resenting the different implementation stages are shown, to­ 
gether with the floating-point MATLAB version of the SD. 
It can be seen how the quantization process causes an error 
floor to appear at high SNR, which is larger when 12 bits 
are used for the input data instead of the initial 16 bits (con­ 
sidering ideal channel estimation and floating-point matrix 
calculations in both cases). The BER performance addition­ 
ally degrades when the channel estimation block is added and 








































Table 1: FPGA Resources used by the final real-time imple­ 
mentation.




SD (FPGA) - 12 bits - Ch. Est.
SD (FPGA) - 12 bits - Ch. Est. + Flit.
10 15 
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Figure 6: BER of the SD at different implementation stages
Finally, the last curve represents the BER performance of the 
complete system when transmit and receive filters are added. 
It can be seen how the quantization process and the effect it 
has on the channel estimation and the matrix calculations are 
the main factors determining the BER performance degrada­ 
tion compared to an ideal system.
Figure 7 shows the throughput of the SD for the afore­ 
mentioned implementation levels. The throughput in mega 
bits per second (Mbps) is calculated according to
Qavg = M • Iog2 P • fdock I Cmg (Mbps) (7)
where fcioek is the clock frequency of the system in MHz and 
Cavg is the average number of clock cycles required to detect 
a MIMO symbol. The maximum clock frequency of the SD, 
/clock = 50 MHz, has been considered for the calculations al­ 
though real transmission has been performed at a lower fre­ 
quency. The minimum number of cycles is Cm,-n = 13 result­ 
ing in a maximum throughput <2m« = 30.77Mbps. It can be 
seen how the 16-bit implementation of the SD approximates 
Qmax at high SNR per bit. A lower throughput is achieved 
by the other systems due to the effect the quantization has 
on the tree search of the SD. It causes some additional paths 
of the tree to be searched, slowing down the detection of the 
symbols. The degradation in performance is larger at high
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Average Throughput of the SD (M = N = 2,16-QAM)
SD (FPGA), 16 bits 
SD (FPGA), 12 bits 
SD(FPGA), 12 bits, Ch. Est. 
SD (FPGA), 12 bits, Ch. Est. + Fill.
10 15 20 25 30
Figure 7: Throughput of the SD at different implementation 
stages
SNR per bit where the quantization noise is larger than the 
Gaussian noise. Finally, more SDs could be implemented in 
parallel to increase the average throughput like in [7],[8].
6. CONCLUSION AND FUTURE WORK
This paper has analyzed the integration of the SD in a real- 
time MIMO system where actual impairments, such as im­ 
perfect channel estimation, quantization and synchronization 
effects are considered. A 2x2 low-rate system has been de­ 
veloped using Xilinx System Generator in order to obtain 
BER and throughput results, evaluating the performance of 
the SD at several implementation steps. The main conclu­ 
sions from this work can be summarized as:
• The BER performance of the SD on the FPGA ap­ 
proximately matches that of MATLAB, except at high 
SNR. The difference appears due to the fixed-point pre­ 
cision used for the input data and for the operations per­ 
formed to obtain the input matrices (channel inverse and 
Cholesky decomposition).
• The throughput of the SD decreases as the system ap­ 
proaches a realistic transmission and reception case. A 
throughput loss of approximately 6% has been observed 
at high SNR.
• The MIMO platform and tools have been proved to be 
very practical in order to test the validity of the SD imple­ 
mentation in a real MIMO system. The homogeneity of 
the design flow has favoured the integration of the work 
of the two research groups involved. 
As future work lines, the results of this paper can be ex­ 
tended to larger MEMO systems where additional resources 
would be required. In addition, a more detailed analysis of 
the fixed-point precision blocks could help identifying what 
the main causes of the quantization errors are. Finally, the 
inclusion of a robust channel equalizer and adaptive channel 
estimation could help evaluating the SD in higher rate trans­ 
missions with larger data bursts.
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ABSTRACT
A field-programmable gate array (FPGA) implementation 
of a new detection algorithm for uncoded multiple input- 
multiple output (MIMO) systems based on the complex ver­ 
sion of the sphere decoder (SD) is presented in this paper. 
It achieves quasi-maximum likelihood (ML) performance 
in systems where a hardware implementation of the maxi­ 
mum likelihood detector (MLD) is unfeasible due to its high 
complexity. It achieves this with a highly parallel and fully 
pipelined architecture. In addition, different design mod­ 
ifications are proposed and implemented to reduce the re­ 
source use and/or increase the throughput of the algorithm.
1. INTRODUCTION
The prototyping of multiple input-multiple output (MIMO) 
systems has become increasingly important [1] to validate 
theoretical results, anticipating higher-data rate and impro­ 
ved link quality when those multiple-antenna systems are 
applied to wireless communications [2]. For that purpose, 
field-programmable gate arrays (FPGAs), with their high 
level of parallelism, high densities and embedded multipli­ 
ers, are a suitable prototyping platform.
The optimum detector for spatially multiplexed uncoded 
MIMO systems is the maximum likelihood detector (MLD) 
but it suffers from an extremely high complexity for large 
number of antennas and higher-order constellations. The 
MLD has been implemented in practice for small constel­ 
lation sizes [3]. For medium constellation sizes, ML per­ 
formance has been achieved through the use of the sphere 
decoder (SD) with a variable throughput [4] - [7]. How­ 
ever, the problem of large constellation sizes has not been 
addressed from an implementation point of view.
This paper presents a real-time FPGA implementation of 
a recently proposed fixed-throughput sphere decoder (FSD) 
that can be applied to large constellation sizes achieving 
quasi-ML performance [8]. Given the dimensionality of the 
problem, different design modifications are proposed to re­ 
duce the resource use of the algorithm and/or increase its 
throughput (i.e. number of bits detected per second).
2. FIXED-THROUGHPUT SPHERE DECODER
2.1. MIMO System Model
The system model considered has M transmit and N receive 
antennas, with N > M, denoted asMxN. The transmitted 
symbols are taken independently from a quadrature ampli­ 
tude modulation (QAM) constellation of P points forming 
an M-dimensional complex constellation C of PM vectors. 
The received N-vector, using matrix notation, is given by
r = Hs + v 0)
where s = (sj, 82,..., SM)^ denotes the vector of transmit­ 
ted symbols with E[|si| 2 ] = 1/M, v = (v\, v%,..., VN)T is 
the vector of independent and identically distributed (i.i.d.) 
complex Gaussian noise samples with variance <r2 = NO 
and r = (ri, rz, •. •, rN)T is the vector of received sym­ 
bols. H denotes the N x M channel matrix where htj is the 
complex transfer function from transmitter j to receiver i. 
The entries of H are modelled as i.i.d. Rayleigh fading with 
E[|/itj| 2] = 1 and are perfectly estimated at the receiver.
2.2. FSD Algorithm
The main idea behind the SD is to perform a search over 
only those noiseless received points (defined as Hs) that lie 
within a hypersphere of radius R around the received signal 
r[4].
The FSD implemented in this paper, on the other hand, 
performs a search over only a fixed number of lattice vec­ 
tors Hs, generated by a small subset S C C, around the 
received vector r. The transmitted vector s € S with the 
smallest Euclidean distance is then selected as the solution. 
The process can be written as
= arg{min||U(s-s)|| 2 }
8 6 S
(2)
where U is an M x M upper triangular matrix, with entries 
denoted tty, obtained through Cholesky decomposition of 
the Gram matrix G = HHH and s = H*r is the uncon­ 
strained ML estimate of s where H* = (H^H)- 1^ is 
the pseudoinverse of H.
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Fig. 1. Schematic of the FSD principle for the 2- 
dimensional case - only the numbered dots inside the circle 
are searched
The (squared) Euclidean distance in (2) can be obtained 
recursively starting from i — M and working backwards 
until i = 1 using
M
(3)
where = 0,£>1 = ||U(s-s)|| 2 and
M 
V* uii i - \Zi = Si- > ——(SJ - sj)
j=i+l Uii
(4)
In (3), the term Di+ i can be seen as an accumulated (squa­ 
red) Euclidean distance (AED) down to level j = i + 1 and 
the term di as the partial (squared) Euclidean distance (FED) 
contribution from level i.
The subset of transmitted vectors <S is determined defin­ 
ing the number of points Si, denoted as ni, that are con­ 
sidered per level. In [8], it was shown that, in the SD, the 
number of candidates considered per level during the tree 
search follow
E[nM ] > E[nw_i] > > E[m] (5)
with 1 < Hi < P. The FSD, therefore, assigns a fixed 
number of points, HI, to be searched per level following (5).
The total number of vectors whose Euclidean distance is 
calculated is, therefore, Ns = YlfLi ni> where simulations 
show that quasi-ML performance is achieved with N$ •C 
PM , i.e. 5 is a very small subset of C [8]. The nt points on 
each level i are selected according to increasing distance to 
Zi, following the Schnorr-Euchner (SE) enumeration [9].
Conceptually, the FSD is equivalent to a SD where, for 
every MIMO symbol, the initial radius is set to the ma­ 
ximum DI distance among the NS values obtained, and 
only those NS vectors are searched. Fig. 1 shows the ba­ 
sic principle of the FSD where the dots represent the noise­ 
less received constellation, the cross represents the actual re­ 
ceived point contaminated with noise and only the numbered 




Fig. 2. Hardware-in-the-loop MIMO system diagram
2.3. FSD Preprocessing of the Channel Matrix
The preprocessing of the channel matrix in the FSD deter­ 
mines the detection ordering of the signals Si according to 
the distribution of points n$ used.
It orders iteratively the M columns of the channel ma­ 
trix. On the i-th iteration, considering only the signals still 
to be detected, the signal s& with the smallest post-detection 
noise amplification, as calculated in [10], is selected if n, < 
P. If HI = P, the signal with the largest noise amplification 
is selected instead.
3. RAPID PROTOTYPING SYSTEM
The algorithm has been implemented using a rapid prototyp­ 
ing system that has the simplicity and, at the same time, the 
flexibility required to move quickly from a computer-based 
implementation of an algorithm to its real-time implementa­ 
tion. It allows us to perform real-time hardware-in-the-loop 
testing of the algorithm embedded in a computer-simulated 
system as shown in Fig. 2. The prototyping platform and 
methodology have been described in detail in [11].
• Hardware Platform: the FPGA platform has been pro­ 
vided by Alpha Data Ltd. [12] and includes a Xil- 
inx Virtex-II (XC2V4000) and a Xilinx Virtex-II-Pro 
(XC2VP70) devices.
• Rapid Prototyping Methodology: It is based on The 
MathWork's MATLAB and Simulink [13] and Xil- 
inx's DSP System Generator [14] tailored to Alpha 
Data's FPGA boards.
4. FPGA ARCHITECTURE
The FSD has been implemented for a 4x4 system using 64- 
QAM modulation where the subset 5 contains NS = 64 
vectors following the point distribution n$ = (1> 1,1,64)T 
providing quasi-ML performance [8]. Therefore, only NS= 
64 Euclidean distances are calculated, whereas the constel­ 
lation size, 644 = 16,777,216, is much larger, making the 
implementation of a MLD unfeasible. Previous approaches
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Fig. 3. FPGA block diagram of the FSD
to achieve ML detection dealt with a very small constella­ 
tion sizes, 44 = 256 [3] and 164 = 65,536 [6].
Fig. 3 shows the block diagram of the FPGA implemen­ 
tation of the FSD where the only blocks left out are the input 
and output memories. The function of the different blocks 
of the design is described below.
Internal Memory: This block contains intermediate me­ 
mory to store the received symbols r, the entries of the pseu- 
doinverse of the channel matrix, H*, and the entries of the 
Cholesky decomposition of the Gram matrix, U.
Zero Forcing Unit (ZFU): This block performs the zero 
forcing (ZF) equalization to obtain s = H^r.
Partial Distance Unit (PDU) i: The 4 PDU blocks cal­ 
culate the AED in (3) for each one of the levels. In the first 
level, i = 4, all the points in the constellation are considered 
(n4 = 64). Therefore, the 64 PEDs, d4 , are calculated for all 
the possible points $4 where -24 = 54 . These values directly 
form the set of £>4 values that are transferred as input to the 
next level. For the rest of the levels, only the point Si e 64- 
QAM closest to Zj is considered (nj = 1 with i ^ 4). In this 
case, three tasks need to be performed:
1. The value Zi needs to be obtained using (4) taking 
into account the points used in the previous levels (sj 
when j = i + 1, • • • , 4) and the unconstrained ML 
solution s.
2. The closest point sf to z4 is selected and the FED di is 
calculated for that level.
3. The current AED is calculated using Di = di + Di+i 
and transferred as input to the next PDU block.
Minimum Search Unit (MSU): This block searches for 
the minimum (squared) Euclidean distance DI among the 
64 values calculated by the previous PDU blocks. The trans­ 
mitted vector associated with the minimum DI is selected as 
the FSD solution sfed .
Fig. 4. PDU i branch design structure (with i ^ 4)
Three different versions of this architecture have been 
implemented that subsequently reduce the resource use of 
the FPGA without greatly affecting the performance.
4.1. FSD-A
The initial version of the architecture, denoted as FSD-A, 
consists of a direct implementation of the algorithm. In or­ 
der to make use of the parallelism of the FPGA, the distance 
calculations in the PDU blocks are performed in parallel for 
blocks of 8 vectors out of the N$ = 64 vectors. Therefore, 
8 iterations are required to perform all the distance calcula­ 
tions. This results in an optimized FPGA design providing 
an increase in the overall throughput of the FSD without 
making extensive use of the hardware resources.
Therefore, every PDU block contains 8 branches to cal­ 
culate the different PEDs. The structure of those branches is 
shown in Fig. 4 for levels i = 1... 3. In this case, only the 
closest constellation point to Zi (obtained by the 64-QAM 
demapper block) is required. For the first level, i = 4, the 
calculation of z^ is not required and only a block that enu­ 
merates the points of the 64-QAM constellation is needed to 
calculate the 64 |s4 - S4\ 2 values.
The fixed structure of the FSD makes possible a fully 
pipelined version of the algorithm. Thus, the detection pro­ 






























Fig. 5. FPGA time diagram of the FSD
symbols have been completely detected resulting in an over­ 
all throughput increase.
Fig. 5 shows a time diagram of the FSD algorithm on the 
FPGA. It shows how the different blocks of the architecture 
(i.e. pipeline stages) start processing valid data sequentially 
as the received vectors r are available. In particular, the de­ 
tection process is detailed for three time instants showing 
how the detected symbols §fsd are being outputted at a con­ 
stant rate.
The white area in the top right corner indicates the parts 
of the architecture that are waiting for valid data to fill the 
different pipeline stages. That area is related to the initial 
latency of the implementation (i.e. the number of cycles re­ 
quired to detect the first MIMO symbol). On the other hand, 
the grey area in the bottom left comer indicates that all the 
pipeline stages have been filled and that symbols are being 
processed in parallel for different time instants. Therefore, 
once the pipeline stages have been filled, all the blocks in 
the design are active in every clock cycle, resulting in an 
optimized use of the hardware resources of the design.
4.2. FSD-B
In general, the implementation of MIMO detection algo­ 
rithms is limited by the computational power of the target 
platform. In the particular case of FPGAs, the limiting fac­ 
tor is normally the number of embedded multipliers avail­ 
able. Therefore, ways of reducing the number of multipliers 
in that type of algorithms are of special interest.
The second implementation of the FSD, noted as FSD- 
B, modifies the structure of the complex multipliers in order 
to reduce the number of embedded multipliers. A direct im­ 
plementation of a complex multiplication can be written as
(a + jb)(c + jd) = (ac - bd) + j(bc + ad) (6)
where 4 multipliers and 2 adders/subtracters are required. 
In this case, 2 clock cycles are required to perform the op­ 
eration: the multiplications in the first cycle and the addi­ 
tion/subtraction in the second one.
= KC- d(a - b}} + 
d(a-b)\, (7)
requiring only 3 multipliers, due to the repeated factor d(a — 
b), and 5, comparatively inexpensive, adders/subtractors. 
Although in this case 3 clock cycles are needed to perform 
the complete operation, it might not pose a problem if the 
initial latency of the algorithm is not a critical issue. At the 
same time, the increase in the number of adders/subtractors 
does not generally represent an implementation problem.
It should be noted that this FSD-B implementation has 
the same bit error ratio (BER) performance as the FSD-A 
one, since no mathematical simplification has been applied, 
only a modified structure of the complex multiplication.
4.3. FSD-C
This last version, noted as FSD-C, further reduces the num­ 
ber of multipliers of the FSD-B by replacing the £2 -norm 
calculation performed to obtain the PEDs (represented by 
the | | 2 block in Fig. 4) by a simpler method [5]. In our im­ 
plementation, a ^1 -norm approximation is used so that the 
PED is written as
(8)
In this case, the AED value, £>i, does not represent a squared 
Euclidean distance anymore.
This version of the algorithm does result in a BER per­ 
formance degradation given that the exact Euclidean dis­ 
tance metric is replaced by a Manhattan distance metric. 
However, in most scenarios, the reduction in the number of 
multipliers is more relevant than the BER degradation.
5. RESULTS
The different FPGA designs have been implemented and in­ 
tegrated into a MATLAB system model in order to perform 
hardware co-simulation of the algorithm and measure their 
BER and throughput performance. The resource use and the 
performance of the different versions of the FSD on the Xil- 
inx Virtex-II-Pro FPGA board are summarized in Table 1. 
The throughput in megabits per second (Mbps) is calculated 
according to
Q = M • Iog2 P • /ciocfc / C (Mbps) (9)
where J'dock is the clock frequency of the design in MHz and 
C is the number of clock cycles required to detect a MIMO 
symbol (C = 8 for all the versions).
It can be seen how the percentage of multipliers is sub­ 
sequently reduced from a 92% down to a 57% in the FSD-C
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Table 1. FPGA resource use and performance of the different FSD versions
XilinxXC2VP70FPGA
Number of slices (33,088)
Number of flip-flops (66, 176)
Number of 4-input LUTs (66,176)
Number of multipliers (328)








































version. As expected, the number of look-up tables (LUTs) 
increases from FSD-A to FSD-B. This is due to the increase 
in the number of adders/subtracters required that are imple­ 
mented on the FPGA using LUTs. In FSD-C, the number of 
LUTs increases slightly due to the additional logic required 
to calculate the ^1 -norm approximation.
The same trend can be observed in the number of flip- 
flops used. The increase in FSD-B is due to the delay nets 
required to synchronize the parts of the architecture that sur­ 
round the new complex multipliers (their latency has been 
increased from 2 to 3 cycles). The slight increase in FSD-C 
is due to some additional delay nets required in the I1 -norm 
approximation. Finally, for the number of slices, we should 
take into account that each one contains 2 LUTs and 2 flip- 
flops. Therefore, their percentage of use can only be seen as 
an indicator of the occupied slices where a high percentage 
of them are only partially used. There is a reduction in the 
number of slices from FSD-B to FSD-C because the reduc­ 
tion in the number of multipliers cause the routing tools to 
find a design that reduces the number of slices partially used 
(both the number of flip-flops and LUTs increase).
In terms of performance, only a negligible latency in­ 
crease occurs when the original complex multiplication is 
replaced by the alternative proposed in section 4.2. It should 
be noted that the reduction in multipliers suggests that the 
FPGA tools should be able to find a more optimized design 
for FSD-B and FSD-C, marginally increasing the clock fre­ 
quency and the throughput. However that increase in /c/ocfc 
would be provided by the mapping and routing tools, given 
that the limiting factor is still the internal latency of the 
multipliers. Therefore, that possibility has not been stud­ 
ied given that the results depend mainly on the commercial 
tools used and the options selected (all the designs have been 
targeted to the same fciock = 100 MHz).
Finally, an optimized version of FSD-B is presented in 
the last column. It has been obtained by increasing only the 
internal pipeline stages of the embedded multipliers. With 
this modification, the mapping and routing tools obtain a de­ 
sign that has a higher clock frequency and throughput. The
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Fig. 6. BER performance of the fixed-point FSD and the 
floating-point MLD as a function of the SNR per bit.
number of flip flops has been considerably increased in order 
to synchronize the different parts of the design with the new 
multipliers. Although, the initial latency has been increased, 
given the increase in the clock frequency, the real latency 
has, in fact, been reduced from fy = 66/100MHz = 0.66/us 
to ti = 78/150 MHz = 0.52//S.
The fixed-point BER performance of the different imple­ 
mentations of the FSD has been evaluated in real-time using 
10,000 channel realizations with 200 symbols transmitted 
in every channel realization and is shown in Fig. 6 to com­ 
pare it to the floating-point performance of the MLD. The 
pseudoinyerse, the Cholesky decomposition and the FSD or­ 
dering of the channel matrix are performed offline in MAT- 
LAB and the input values to the FSD are quantized using 
16 bits per real component. It can be seen how the FSD 
algorithm gives quasi-ML performance. A difference only 
appears for high signal to noise ratio (SNR) due to the quan­ 
tization process that is not considered in the MATLAB si­ 
mulation. As mentioned in section 4.3, the FSD-C version 
has a small performance degradation of only 0.35 dB at a
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Due to the fact that ML MMO detection has not been 
approached in the literature for a system of the same dimen­ 
sionality, Table 2 shows a comparison between the FSD-B 
implementation and a previously presented FPGA imple­ 
mentation of the original SD, for a smaller MIMO system, 
on the same FPGA board [6]. The comparison shows the 
suitability of the FSD algorithm for approaching ML perfor­ 
mance in high-dimensional MIMO systems. The SD would 
need more hardware resources (if we proportionally com­ 
pare the number of hypotheses and the hardware resources) 
and provide a lower throughput that is not constant, affecting 
its integration into a complete communication system.
6. CONCLUSION
An FPGA implementation of the FSD algorithm has been 
presented in this paper. It has been proposed as an alter­ 
native to the SD to achieve quasi-ML performance with a 
constant throughput in MIMO systems where the MLD is 
irrealizable. Different versions of the algorithm have been 
proposed to reduce the number of multipliers of the hard­ 
ware implementation and/or increase the throughput.
Although other real-time implementations exist that a- 
chieve ML performance, the work presented here represents, 
to the best of our knowledge, the first approach to appro­ 
ximate ML MIMO detection in high-dimensional systems 
(PM > 106 ) using FPGAs.
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ABSTRACT
A new detection algorithm for uncoded multiple input-mul­ 
tiple output (MIMO) systems based on the complex version 
of the sphere decoder (SD) is presented in this paper. The 
algorithm performs a fixed number of operations to detect 
the symbols, independent of the noise level. The algorithm 
achieves this by combining a novel channel matrix prepro­ 
cessing with a search through a small subset of the complete 
receive constellation. Simulation results show it has only a 
very small bit error ratio (BER) degradation compared to the 
original SD while being suited for a fully-pipelined hardware 
implementation due to its fixed complexity.
1. INTRODUCTION
The use of multiple input-multiple output (MIMO) technol­ 
ogy has become the new frontier of wireless communications. 
It enables high-rate data transfers and improved link qual­ 
ity through the use of multiple antennas at both transmitter 
and receiver [1]. The optimum receiver for MIMO systems is 
the maximum likelihood detector (MLD), but its exponential 
complexity makes it unrealizable in practical systems when a 
large number of antennas and higher order constellations are 
used. The sphere decoder (SD) has been proposed as an al­ 
ternative, providing maximum likelihood (ML) performance 
with reduced complexity [2]. Although its average complex­ 
ity is believed to be polynomial for small array sizes [3], the 
actual complexity depends on the channel conditions and the 
noise level, making it difficult to integrate in an actual system 
where data needs to be processed at a constant rate (i.e. fixed 
complexity).
Different methods have been proposed to reduce or limit 
the complexity of the SD although most of them still have 
a variable complexity depending on the channel conditions. 
They can be classified in the following categories:
• Modifications of the algorithm to marginally reduce the 
complexity requiring additional operations or the calcu­ 
lation of limiting thresholds [4]-[6].
• Simplifications of the algorithm for specific constella­ 
tion types [7].
• Application of the /f-Best lattice decoder [8] (equiva­ 
lent to the sequential M-algorithm [9]).
• A combination of the SD and the A'-Best lattice de­ 
coder [10].
The .fiT-Best lattice decoder is the only one that provides a 
fixed complexity although it is considerably higher than the 
complexity of the SD in order to guarantee a quasi-ML per­ 
formance. The other alternatives give a reduced complexity 
that is still variable and makes the algorithm architecture more 
complex for practical implementation.
In this paper, a new MIMO detector based on the complex 
SD is proposed that achieves quasi-ML performance in a fixed 
number of operations. Thus, a parallel implementation of the 
algorithm can be fully pipelined making it suitable for next- 
generation wireless communication systems.
2. MIMO SYSTEM MODEL
The system model considered has M transmit and N receive 
antennas, with N > M, denoted as M x N. The transmit­ 
ted symbols are taken independently from a quadrature ampli­ 
tude modulation (QAM) constellation of P points forming an 
M-dimensional complex constellation C of PM points. The 
received AT-vector, using matrix notation, is given by
r = Hs + v (1)
where s = (si, $2,... , SM}T denotes the vector of transmit­ 
ted symbols with E[|sj| 2 ] = 1/M, v = (vi,v2 ,...,vN )T 
is the vector of independent and identically distributed (i.i.d.) 
complex Gaussian noise samples with variance cr2 = NQ and 
r = (n, r2 ,..., TN)T is the vector of received symbols. H 
denotes the AT x M channel matrix where /iy is the complex 
transfer function from transmitter j to receiver i. The entries 
of H are modelled as i.i.d. Rayleigh fading with E[|/iy | 2] = 1 
and are perfectly estimated at the receiver.
Since the elements of H are i.i.d. complex Gaussian, H 
has rank M and, therefore, the set {Hs} can be considered as 
the complex lattice A(H) generated by H. The detector pro­ 
posed here is directly applied to the complex lattice so that it
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can be used for complex constellations different from Q AM in 
a similar way to [11]. In addition, avoiding the more common 
real decomposition would result in a more efficient hardware 
implementation as shown for the SD in [12]. This new detec­ 
tor can also be applied to the real decomposition of the system 
giving a similar performance and complexity trade-off.
3. FIXED-COMPLEXITY SPHERE DECODER (FSD)
The main idea of the SD is to reduce the computational com­ 
plexity of the MLD by searching over only those points of 
the lattice that lie within a hypersphere of radius R around 
the received signal [2], [13]. The value of the initial radius 
R limits the number of points of the lattice searched, there­ 
fore reducing the complexity compared to the MLD. If the 
Fincke-Pohst (FP) enumeration is used, the initial radius is se­ 
lected according to the noise variance per antenna, in order to 
make sure that, at least, one points is found inside the hyper­ 
sphere [14]. On the other hand, if the Schnorr-Euchner (SE) 
enumeration is used, the initial radius can be set to a very 
large value without affecting the final complexity of the algo­ 
rithm and removing the need for an estimate of the noise level 
at the receiver [12], [15]. The SD search can be represented 
by
§mi = arg{mm ||r - Hs|| 2 < R2 } (2)
where the presence of the initial radius has been mantained to 
indicate the spherical nature of the search.
The sphere constraint in (2) can also be written, after ma­ 
trix decomposition and removal of constant terms, as
where U is an M x M upper triangular matrix, with entries 
denoted Uij, obtained through Cholesky decomposition of the 
Gram matrix G = H^H (or, equivalently, QR decomposi­ 
tion of H) and s = (H7/H)~ 1 H/fr is the unconstrained ML 
estimate of s [11].
The solution of (3) can be obtained recursively starting 
from i = M and working backwards until i = 1. For each 
level, the constellation points Sj that satisfy








The points Sj on each level that satisfy (4) can be obtained 
through direct calculation of the P |s, - Zj| 2 values or de­ 
composing the QAM constellation in concentric circles and
identifying the valid points in each circle as presented in [11]. 
When a new point is found inside the hypersphere (at i = 1) 
the radius is updated with the new minimum Euclidean dis­ 
tance and the algorithm continues the search with the new 
sphere constraint.
3.1. FSD Algorithm
From an implementation point of view, the SD has two main 
drawbacks. Firstly, the detector complexity depends on the 
noise level and the channel conditions and, secondly, the se­ 
quential nature of the search limits the performance and the 
level of parallelism of a hardware implementation of the al­ 
gorithm. A new fixed-complexity sphere decoder (FSD) is 
proposed to overcome those two problems by searching, in­ 
dependently of the noise level, over only a fixed number of 
lattice points Hs, generated by a subset S C C, around the 
received point r.
The algorithm makes use of the fact that the diagonal en­ 
tries of U, uu, are such that 2ufi are real-valued and have 
a Chi-square (x2 ) distribution with 2(N — i + \) degrees of 
freedom and Eftt^] = N — i + 1, with i = 1,..., M, as 
shown in [16] and references therein. Therefore, the diagonal 
elements UH satisfy
E[u2n } (7)
If we denote ni the number of candidates at level i that 
satisfy (4), with 1 < m < P, we obtain from (7) that
E[nM] > E[nM-i] > > E[m]. (8)
Using the result in (8), the FSD assigns a fixed number 
of candidates, rij, to be searched per level independent of the 
initial radius. This can be explained as follows: whereas in the 
first level, i = M, more candidates need to be considered due 
to interference from the other levels, the decision-feedback 
equalization (DFE) performed on z4 and the increase in E[u2j] 
reduces the number of candidates that need to be considered 
in the last levels.
The total number of candidates whose Euclidean distance 
is calculated is, therefore, N$ = n^i nt> where simulations 
show that quasi-ML performance is achieved with N$ <S 
PM , i.e. S is a very small subset of C. The nj candidates 
on each level i are selected according to increasing distance 
to Zi, following the SE enumeration [15].
Fig, 1 shows a hypothetical subset S in a 4x4 system 
with 4-QAM modulation where the number of points per level 
n<s = (ni,n2 ,n3 ,n4)T = (1,1,2,3)T . In each level i, the 
m closest points to Zi are considered as components of the 
subset S.
A trade-off exists between the complexity and the per­ 
formance of the FSD. If more candidates are searched, the 
performance will be closer to that of the original SD but the 
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Fig. 1. Example of points s e S in a 4x4 system with 4- 
QAM modulation
FSD suitable for reconfigurable architectures where the num­ 
ber of candidates can be made adaptive depending on the 
MIMO channel conditions.
3.2. FSD Preprocessing of the Channel Matrix
A novel method is proposed for the preprocessing of the chan­ 
nel matrix in the FSD. It determines the detection ordering of 
the signals Sj according to the distribution of candidates, n$, 
that is used in the receiver.
The FSD preprocessing iteratively orders the M columns 
of the channel matrix. On the z-th iteration, considering only 
the signals still to be detected, the signal sk (the index k is 
used to indicate that it does not necessarily coincide with the 
index i) with the smallest post-detection noise amplification, 
as calculated in [17], is selected if m < P. If ni = P, the 
signal with the largest noise amplification is selected instead.
The steps performed in every iteration are the following 
(for i = M, . . . , 1):
1. The matrix H| = (Hf H^^Hf is calculated, where 
Hi = Hk<+J is the channel matrix with the columns
selected in previous iterations zeroed (represented by 
the index vector ki+i).
2. The signal Jjt to be detected is selected according to 
k _ } arglma^lKHf),-!! 2 }, if n, = Pf 
l
(9)
where (HJ )_, represents the jth row of H| with j
The following heuristic supports this ordering approach: 
if the maximum possible number of candidates, P, is searched 
in one level, the robustness of the signal is not relevant to 
the final performance, therefore, the signals that suffer the 
largest noise amplification can be be detected in the levels 




























Table 1. Mean and standard deviation of Hi for the SE-SD in 
a 4x4 system with 16-QAM for different preprocessings of 
H at t = 15dB
4. RESULTS
The performance and complexity of the FSD has been ob­ 
tained via Monte Carlo simulations for different constella­ 
tions and MIMO configurations. The main aim is to evalu­ 
ate its suitability for quasi-ML detection in a fixed number 
of operations in systems where the MLD is unfeasible due to 
its complexity. The results have been obtained using 50,000 
channel realizations with 200 uncoded symbols transmitted in 
every channel realization.
A key aspect in the performance and complexity of the 
FSD is the choice of the distribution of points 115. However, 
the correlation between the values n*, due to the DFE per­ 
formed on Zi, and the FSD ordering of the channel matrix 
make it difficult to obtain a close analytical expression for the 
distribution of points. Simulations results have been used to 
initially identify optimum distributions and infer the evolution 
for different number of antennas and constellation orders.
Table 1 shows the mean and the standard deviation of 
the number of points n, that need to be considered per level 
to find the ML solution in the SE version of the SD for a 
4x4 system with 16-QAM. The results have been obtained 
for a signal to noise ratio (SNR) per bit of 15 dB. The SD 
without channel matrix ordering has been compared with the 
FSD ordering applied to the SD. In the latter, the signal with 
the largest noise amplification is detected in the first level, 
i = M.
It can be seen that, in the FSD ordering, the mean and the 
standard deviation of the number of points in the first level, 
HI, is higher than in the no ordering case. This is consistent 
with the fact that the signal with the lowest quality is detected 
in the first level. On the other hand, for the subsequent lev­ 
els, the standard deviation is significantly reduced, while the 
mean is slightly reduced. From, an implementation point of 
view, the standard deviation results in Table 1 for the FSD 
ordering indicate that, in the first level, more points should 
be checked in order to find the ML solution. In addition, the 
ordering presented in section 3.2 requires that all the constel­ 
lation points should be considered (HM = P), given that the 
signal that suffers the largest noise amplification is detected
228
Publications
- * - FSD(1,1,2,8) - No ordering
—*— FSD(1,1,2,8) - FSD ordering
- B - FSD(1,1,1,16) - No ordering
—e— FSD(1,1,1,16) - FSD ordering
10 15 20 
Eb/N0 (dB)
Fig. 2. BER performance of the FSD as a function of the SNR 
per bit for different distributions of points.
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Fig. 3. BER performance of the FSD and the SD as a function 
of the SNR per bit in a 4x4 system.
in that level. For the remaining levels (i ^ M), the reduction 
in the standard deviation indicates that considering only one 
point (n* = 1 for i ^ M) would give the ML solution with 
higher probability than for the no ordering case.
In order to validate the previous reasoning, different simu­ 
lations have been run to compare the performance of the FSD 
using different distributions of points with and without FSD 
ordering. Fig. 2 shows the bit error ratio (BER) performance 
of the FSD as function of the SNR per bit in a 4 x 4 system us­ 
ing 16-QAM compared to the ML performance provided by 
the SD. The FSD checks a total of 16 points using the distrib­ 
utions n5l = (1,1,1,16)T and n52 = (1,1,2,8)T . With no 
ordering of the channel matrix, the distribution ns2 yields a 
better performance at low SNR, given that the noise level re­ 
quires more points to be checked in the levels where i ^ M. 
At high SNR, the distribution n5l gives a better performance 
(with a cross over at Eb/N0 = 18 dB). In this case, due to the 
low level of noise, it is more relevant to check all the points 
in the first level (to capture the cases with high power noise 
samples) than to check additional points in the following lev­ 
els.
The performance has also been measured when the FSD 
ordering is applied to the channel matrix. In both cases, the 
signal with the largest noise amplification is detected in the 
first level independently of the number of points checked. It 
can be observed how the distribution ns2 has a worse perfor­ 
mance compared to the no ordering case. In that case, check­ 
ing only 8 points in the first level is not sufficient due to the 
noise amplification in that level. On the other hand, the FSD 
ordering considerably improves the performance of the n^ 
distribution, achieving quasi-ML performance. The FSD or­ 
dering yields a gain of 3.35 dB at a BER = 10~ 3 when using 
the distribution nsa and provides the FSD with a diversity 
order (i.e. slope of the BER curve) equal to that of the MLD.
Fig. 3 shows the bit error ratio (BER) performance of the 
FSD in a 4x4 system using 4-, 16- and 64-QAM modulation. 
Using the results presented above, the total number of points 
searched in the FSD is N$ = P for a P-QAM constellation 
following the distribution ns = (1,1,1, P}T • This distribu­ 
tion has the additional advantage that the SE enumeration is 
not necessary, further simplifying the receiver. The channel 
matrix has been ordered using the FSD preprocessing, min­ 
imizing the BER for the selected distribution of candidates 
n$. It can be observed that the FSD gives practically ML per­ 
formance independent of the SNR, especially for larger con­ 
stellations, by calculating only P Euclidean distances. The 
performance curves for the /C-Best lattice decoder have not 
been included for clarity purposes. However, we have ob­ 
served that, for 16-QAM and at a BER=10~ 3 , the perfor­ 
mance degradation of the FSD compared to the SD is of 0.06 
dB while the K-Best decoder (with K = 16) has a degrada­ 
tion of 0.015 dB.
The number of real floating point operations of the FSD 
is shown in Fig. 4 where its fixed nature can be observed. 
The FSD is compared to the SE-SD with and without chan­ 
nel matrix ordering in a 4x4 system using 16-QAM mod­ 
ulation (vertical Bell Labs layered space time-zero forcing 
(VBLAST-ZF) ordering used as in [13]). The 90-percentile is 
plotted to indicate the number of operations required to per­ 
form the detection process in 90% of the cases. It can be 
seen how only at high SNR is the number of operations of 
the FSD slightly higher than of the SD. However, the fixed 
structure of the FSD would allow a fully-pipelined parallel 
implementation of the algorithm achieving a higher through­ 
put (i.e. number of bits detected per second) compared to the 
SD. The number of operations of the complex version of the 
K-Best lattice decoder is also plotted where it can bee seen 
that it suffers from a considerably higher fixed complexity.
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Fig. 4. Complexity of the search stage of the FSD and the 
SE-SD as a function of the SNR per bit in a 4x4 system.
5. CONCLUSION AND FUTURE WORK
A new fixed complexity MIMO detector has been proposed 
that provides quasi-ML performance independent of the noise 
level. The algorithm calculates the Euclidean distances of a 
very small subset of points of the complete receive constel­ 
lation and uses a novel preprocessing method of the channel 
matrix tailored to that subset. Its fixed complexity makes it 
a very suitable algorithm for hardware implementation and 
integration in a complete wireless system where a minimum 
throughput needs to be guaranteed.
The analysis of the FSD and the required distribution of 
points for larger systems and a real-time hardware implemen­ 
tation of this algorithm are the main subjects of ongoing work.
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Abstract— A field-programmable gate array (FPGA) imple­ 
mentation of a new detection algorithm for uncoded multiple 
input-multiple output (MIMO) systems based on the complex 
version of the sphere decoder (SD) is presented in this paper. 
The algorithm overcomes the main drawback of the SD: its 
variable throughput, depending on the noise level and the channel 
conditions. Implementation results show that the algorithm is 
highly parallelizable and can be fully pipelined. This reduces the 
use of FPGA resources and results in a constant throughput, 
which is significantly higher than previous SD implementations 
at a cost of a very small bit error ratio (BER) degradation.
I. INTRODUCTION
The use of multiple input-multiple output (MIMO) techno­ 
logy has become the new frontier of wireless communications. 
It enables high-rate data transfers and improved link quality 
through the use of multiple antennas at both transmitter and 
receiver [1]. Nowadays, the prototyping of those multiple- 
antenna systems has become increasingly important to verify 
the enhancements advanced by analytical results [2], [3]. For 
that purpose, field-programmable gate arrays (FPGAs), with 
their high level of parallelism, high densities and embedded 
multipliers, are a suitable prototyping platform.
For spatially multiplexed uncoded MIMO systems, the 
sphere decoder (SD) is widely considered the most promising 
approach to obtain optimal maximum likelihood (ML) perfor­ 
mance with reduced complexity [4], [5]. However, previous 
application-specific integrated circuit (ASIC) implementations 
of the SD have shown that it provides a variable throughput 
and makes a suboptimum use of the hardware resources due 
to its sequential nature [6], [7]. Those factors are of special 
importance if the SD needs to be integrated into a complete 
wireless communication system where the data needs to be 
detected in a fixed number of operations and the resource use 
needs to be optimized.
This paper presents a real-time FPGA prototype of a re­ 
cently proposed fixed-throughput sphere decoder (FSD) that 
overcomes the two problems mentioned above while providing 
quasi-ML performance [8], In addition, its throughput is 
higher than previously proposed alternatives to obtain a fixed- 
throughput MIMO detector based on the SD [9], [10].
II. FIXED-THROUGHPUT SPHERE DECODER (FSD)
The FSD proposed in [8] combines a novel channel matrix 
preprocessing with a search through a small subset of the com­ 
plete receive constellation. It achieves quasi-ML performance
in a fixed number of operations making it suitable for hardware 
implementation.
A. MIMO System Model
We consider a wireless system with M transmit and N 
receive antennas, denoted as M x JV, with N > M. The 
transmitted symbols are independent and belong to a quadra­ 
ture amplitude modulation (QAM) constellation of P points 
forming an M-dimensional complex constellation C of PM 
vectors. The received AT-vector is given by
r = Hs + v (1)
where s = (s\, «2> • • • > «M)T denotes the vector of transmitted 
symbols with E[|si| 2 ] = 1/M, v = (vi.v^,.-. ,VN)T is 
the vector of independent and identically distributed (i.i.d.) 
complex Gaussian noise samples with variance a2 = N0 and 
r = (ri,f2,... ,TN}T is the vector of received symbols. H 
denotes the N x M channel matrix where fry is the complex 
transfer function from transmitter j to receiver i. The entries 
of H are modelled as i.i.d. Rayleigh fading with E[|hij| 2 ] = 1 
and are perfectly estimated at the receiver.
B. FSD Algorithm
The FSD performs a search over only a fixed number of 
lattice vectors Hs, generated by a small subset S C C, around 
the received vector r. The transmitted vector s € S with the 
smallest Euclidean distance is then selected as the solution. 
The process can be written as
= arg{mm||U(s-s)|| 2 }
s6<S
(2)
where U is an M x M upper triangular matrix, with entries 
denoted mj, obtained through Cholesky decomposition of the 
Gram matrix G = HHH and s = H^r is the unconstrained 
ML estimate of s where Ht = (HH H)~ 1 HH is the pseudoin- 
verse of H.
The (squared) Euclidean distance in (2) is obtained recur­ 






where DM+i = 0, Z?i = ||U(s - s)|| 2 and
M
(4)
In (3), the term Di+\ can be considered as an accumulated 
(squared) Euclidean distance (AED) down to level j = i + 1 
and the term dt as the partial (squared) Euclidean distance 
(FED) contribution from level i
The subset of transmitted vectors S is determined defining 
the number of points Sj, denoted as nj, that are considered 
per level. In [8], it was shown that, in the SD, the number of 
candidates considered per level during the tree search follow
> E[nM-i] > > (5)
with 1 < ^ < P. The FSD, therefore, assigns a fixed number 
of points, ni( to be searched per level following (5). This can 
be explained as follows: whereas in the first level, i = M, 
more points need to be considered due to interference from 
the other levels, the decision-feedback equalization performed 
on Zi reduces the number of points that need to be considered 
in the last levels to approximate the ML solution.
The total number of vectors whose Euclidean distance is 
calculated is, therefore, N$ = HiLi ni< where simulations 
show that quasi-ML performance is achieved with N$ < PM , 
i.e. S is a very small subset of C [8]. The rii points on each 
level i are selected according to increasing distance to zit 
following the Schnorr-Euchner (SE) enumeration [11].
A trade-off exists between the complexity and the perfor­ 
mance of the FSD. If S is large, the performance will be 
closer to that of the original SD but the number of operations 
and, therefore, the required computational resources or the 
processing time will increase. That makes the FSD suitable 
for reconfigurable architectures where the size of S can be 
made adaptive depending on the MIMO channel conditions.
Fig. 1 shows a hypothetical subset S in 4x4 system with 
4-QAM modulation where the number of points per level 
n$ = (ni,n2,n3,n4)T = (1,1,2,3)T . In each level i, the 
rii closest points to z{ are considered as components of the 
subset S. In this case, the Euclidean distance of only N$ = 6 
transmitted vectors would be calculated, whereas the total 
number of transmitted vectors 44 = 256 is much larger.
C. FSD Preprocessing of the Channel Matrix
The preprocessing of the channel matrix in the FSD deter­ 
mines the detection ordering of the signals §i according to the 
distribution of points 115 used.
It orders iteratively the M columns of the channel matrix. 
On the t'-th iteration, considering only the signals still to be 
detected, the signal sjt with the smallest post-detection noise 
amplification, as calculated in [12], is selected if m < P. 
If Hi = P, the signal with the largest noise amplification is 
selected instead.
The following heuristic supports this ordering approach: if 
the maximum possible number of candidates, P, is searched 
on one level, the robustness of the signal is not relevant to the
root
^
;=4 n4 = 3 
i=3 n3 = 2 
/=2 n2 = 1 
/=! n, =1 
Fig. 1. Example of vectors s€Sina4x4 system with 4-QAM modulation
#s =H-2-3=6
final performance, therefore, the signals that suffer the largest 
noise amplification can be be detected on the levels where
n. = P.
III. RAPID PROTOTYPING SYSTEM
The rapid prototyping system used has the simplicity and, 
at the same time, the flexibility required to move quickly 
from a computer-based simulation of an algorithm to its real- 
time implementation. As opposed to previous prototyping 
approaches, the focus of our approach is on the analysis of 
the MIMO algorithm.
A. Hardware Platform
The FPGA platform has been provided by Alpha Data 
Ltd. [13]. It consists of an ADC-PMC peripheral component 
interconnect (PCI) adapter board that hosts two FPGA boards: 
an ADM-XRC-II with a Xilinx Virtex-II (XC2V4000) and an 
ADM-XP with a Xilinx Virtex-II-Pro (XC2VP70), both with 
external SRAM memory for data storage.
B. Rapid Prototyping Methodology
The rapid prototyping methodology selected is based on The 
Mathwork's MATLAB and Simulink [14] and Xilinx's DSP 
System Generator [15] tailored to Alpha Data's FPGA boards. 
Fig. 2 shows the methodology used for the rapid prototyping of 
the FSD. Initially, MATLAB is used to implement a complete 
MIMO system including transmitter, channel simulator and 
receiver. The FSD is then implemented on the FPGA using 
the DSP System Generator. The tool is embedded in Simulink 
and provides different blocks to perform basic mathematical 
and bit operations that can be directly mapped on the FPGA 
for real-time execution.
The development of the FPGA model is embedded in a 
Simulink testbench that facilitates the debugging of the FSD 
in the development stage, with the possibility of monitoring 
every signal in the FPGA model.
The FSD design is then synthesized for the FPGA using 
Xilinx's synthesis tools. This hardware design and a Simulink- 
based memory interface are integrated into the MATLAB 










Fig. 2. Rapid prototyping methodology
allows us to implement quickly the FSD on an FPGA and per­ 
form real-time hardware-in-the-loop testing of the algorithm.
IV. FPGA IMPLEMENTATION
The FSD has been implemented for a 4x4 system using 
16-QAM modulation where the subset 5 contains N$ = 16 
vectors following the point distribution ns = (1,1,1,16)T 
providing quasi-ML performance [8]. Thus, all the possible 
points are searched in the first level (i = M) and only the 
closest point to Zi is considered for the remaining levels. With 
this distribution, the SE enumeration is not necessary, further 
simplifying the implementation. Therefore, only N$ = 16 
Euclidean distances are calculated, whereas the constellation 
size, 164 = 65536, is much larger. In order to achieve a similar 
quasi-ML performance, a complex version of the K-best 
lattice decoder proposed in [10], would result in a complexity 
increase in the search stage by a factor of 13 compared to that 
of the FSD [8], This would yield an implementation with a 
higher resource use and/or a lower throughput than the FSD.
A. FSD Architecture
Fig. 4 shows the block diagram of the FPGA implementa­ 
tion of the FSD where the only blocks left out are the input and 
output memories used for synchronization with the Simulink 
environment. The function of the different blocks of the design 
is described below.
Internal Memory: This block contains intermediate memory 
to store the received symbols r, the entries of the pseudoin- 
verse of the channel matrix, H^, and the entries of the 
Cholesky decomposition of the Gram matrix, U.
Zero Forcing Unit (ZFU): This block performs the zero 
forcing (ZF) equalization to obtain s = H^r.
Partial Distance Unit (PDU) i: The 4 PDU blocks calculate 
the AED in (3) for each one of the levels. In the first level, i = 
4, all the points in the constellation are considered (n4 = 16). 
Therefore, the 16 PEDs, d^, are calculated for all the possible 
points 84 where 24 = 84. These values directly form the set 
of £>4 values that are transferred as input to the next level.
For the rest of the levels, only the point Sj 6 16-QAM 
closest to Zi is considered (n{ = 1 with i ^ 4). In this case, 
three tasks need to be performed:
Sphere Slmuttnk 
\Decodot_ _ _ Environment
TRANSMITTER CHANNEL RECEIVER
Fig. 3. Hardware-in-the-loop MIMO system diagram
1) The value z, needs to be obtained using (4) taking into 
account the points used in the previous levels (sj with 
j = i + 1, . . . , 4) and the unconstrained ML solution s.
2) The closest point Sj to z4 is selected and the FED di is 
calculated for that level.
3) The current AED is calculated using A = di + A+i 
and transferred as input to the next PDU block.
In order to make use of the parallelism of the FPGA, 
the distance calculations in the PDU blocks are performed 
in parallel for blocks of 4 vectors out of the N$ = 16 
vectors. This results in an optimized FPGA design providing 
an increase in the overall throughput of the FSD without 
making extensive use of the hardware resources.
Minimum Search Unit (MSU): This block searches for the 
minimum (squared) Euclidean distance DI among the 16 
values calculated by the previous PDU blocks. The transmitted 
vector associated with the minimum DI is selected as the FSD 
solution Sfsd.
Demapper Unit (DU): This block performs the 16-QAM 
demapping of the solution
B. FSD Pipelining
From a hardware point of view, the FSD makes use of the 
inherent parallelism of the FPGA platform. In addition, its 
deterministic structure (i.e. a fixed number of operations are 
required to detect each MIMO symbol) compared to the SD 
makes possible a full pipelining of the algorithm, resulting in 
a highly optimized hardware implementation.
Applied to the FSD, pipelining implies that the detection
process for one MIMO symbol starts before the previous
MIMO symbols have been completely detected. The main
advantage of a fully pipelined algorithm is the increase in
the overall throughput due to two factors:
e If the hardware platform contains enough computational
resources, a MIMO symbol can be detected in every clock
cycle, dramatically increasing the throughput compared
to a SD implementation. A trade-off exists between the
use of hardware resources and the number of cycles
per MIMO detection. Therefore, the use of hardware
resources could also be reduced by detecting a MIMO
symbol in more than one cycle.
• If the latency of the system (i.e. the number of cycles 
required to detect the first MIMO symbol) is not a critical 
issue, pipeline registers can be introduced between every 
operation of the algorithm, increasing the clock frequency 
of the design and, therefore, the throughput.
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Fig. 5. FPGA time diagram of the FSD
In the case of the SD, given the sequential nature of the 
algorithm, full pipelining is not possible. The throughput can 
only be increased by integrating more detectors in parallel into 
the same hardware platform [6].
Fig. 5 shows a time diagram of the FSD algorithm on 
the FPGA where the information about the latency of the 
algorithm is not present for simplicity. It shows how the 
different parts of the algorithm (i.e. pipeline stages) start 
processing valid data sequentially as the received vectors r 
are available. In particular, the detection process is detailed 
for three time instants showing how the detected symbols Sfsd 
are being outputted at a constant rate.
The white area in the top right corner indicates the parts 
of the architecture that are waiting for valid data to fill the 
different pipeline stages. On the other hand, the grey area in 
the bottom left corner indicates that all the pipeline stages have 
been filled and that symbols are being processed in parallel 
for different time instants. Therefore, once the pipeline stages 
have been filled, all the blocks in the design are active in every 
clock cycle, resulting in an optimized use of the hardware 
resources of the design.
V. RESULTS
The FSD has been implemented for a 4x4 system using 16- 
QAM modulation. The FPGA design has been integrated into 
the MATLAB system model in order to perform hardware co- 
simulation of the algorithm and compare the real-time fixed- 
point performance of the FSD with a SD design previously 
presented in [6].
A. FPGA Resource Use
The resource use of the implementation of the FSD on the 
Xilinx Virtex-II-Pro FPGA board is summarized and compared 
with the resource use of 4 parallel SDs [6] in Table I.
It can be seen that the FSD uses significantly less resources 
than the 4-SDs with the exception of the flip-flops and the 
multipliers. The flip-flops are used in the design as delay nets 
to synchronize the different pipeline stages at the end of the 
detection process.
The number of multipliers used is slightly larger indicating 
that the computational complexity of the algorithm in terms 
of hardware resources is similar to that of the SD. Although 
the computational complexity of the FSD in terms of product 
operations is higher [8], this does not directly translate into 
a more complex hardware implementation. Other factors like 
the regular structure of the algorithm and the possibility of 
pipelining also determine the suitability of the algorithm for a 
hardware implementation. It should be noted that the number 
of multipliers in the PDUs could be reduced using an appro­ 
ximation of the Euclidean metric, like the Manhattan distance, 
at the cost of a non-negligible performance degradation [7].
On the other hand, the number of look-up tables (LUTs) 
has been considerably reduced. The use of LUTs can be seen 
as an indicator of the control logic required for the algorithm. 
In the case of FSD, the fixed number of operations and the 
possibility of pipelining greatly reduces the need for control 
blocks leaving the LUTs mainly to arithmetic operations. 








Number of slices (33,088)
Number of flip-flops (66,176)
Number of 4-input LUTs (66,176)
Number of multipliers (328)













two LUTs, we find that a considerable percentage of the slices 
are only partially used.
Finally, the number of memory blocks has been more than 
halved, where most of them are due to the input and output 
buffers defined on the FPGA to synchronize the FPGA board 
and the Simulink interface. From an algorithmic point of view, 
the FSD requires much less memory space for intermediate 
data storage during the detection process than the SD.
B. Performance Results
The bit error ratio (BER) performance of the FSD has 
been evaluated in real-time using 10,000 channel realizations 
with 200 symbols transmitted in every channel realization 
and is shown in Fig. 6. The pseudoinverse, the Cholesky 
decomposition and the FSD ordering of the channel matrix 
are performed offline in MATLAB. The input values to the 
FSD are quantized using 16 bits per real component.
It can be seen that the MATLAB performance of the FSD 
practically matches that of the SD (the degradation is only 
of 0.06 dB at a BER = 10~3). In the case of the FPGA 
performance, a difference only appears for high signal to noise 
ratio (SNR) due to the quantization process. Furthermore, 
comparing the performance of both FPGA implementations, 
the FSD results in a more robust algorithm against the 
quantization process if the same fixed-point precision is used. 
From a BER performance point of view, the FSD provides 
practically ML performance without requiring information 
about the noise level on the channel and calculating only 
16 Euclidean distances. The complexity of the maximum 
likelihood detector (MLD) is much higher, and would require 
65,536 distance calculations per MMO symbol, making it 
irrealizable in practice.
Fig. 7 shows the real-time average throughput of the FSD 
compared with the FPGA implementation of the SD [6] using 
different channel matrix ordering methods [5]. The throughput 
in megabits per second (Mbps) is calculated according to
= M- Iog2 P • fCi0ck IC (Mbps) (6)
where /cj ocfc is the clock frequency of the design in MHz 
and C is the number of clock cycles required to detect a 
MIMO symbol. For this design, fciock = 100 MHz and the 
number of cycles is C = 4 resulting in a throughput of Q = 
400 Mbps. It can be seen how the FSD outperforms the differ­ 
ent SD alternatives and, more importantly, provides a constant 
throughput independent of the noise level. Therefore, the 
FSD is suitable for integration into a practical communication
— - - SD-MATLAB (No ordering)
—e— SD-FPGA (No ordering) [6]
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Fig. 7. Average throughput of the FSD and the SD with different orderings 
of the channel matrix as a function of the SNR per bit.
system where a deterministic throughput is required. Although 
the FSD requires a specific ordering of the channel matrix, 
its complexity is equivalent to the vertical Bell Labs layered 
space time-zero forcing (VBLAST-ZF) ordering of the SD 
and smaller than the VBLAST-minimum mean-square error 
(MMSE) ordering. However, the complexity of the ordering 
stage could be considered to be negligible for packet-based 
communications where the ordering is only performed once 
per frame. At an Eb/NQ = 20 dB, the throughput of the FSD 
is 3.5 times larger than that of the SD which has the same 
complexity in the ordering stage (VBLAST-ZF).
It should be noted that the SD in [6] runs at a lower clock 
frequency fciock = 50MHz. However, increasing f clock to 
match that of the FSD would also increase the length of 
the critical path of the SD, without increasing the overall 
throughput of the system (only a marginal increase could be 
possible by finding the optimal trade-off point between clock 
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the FSD has been fully pipelined (i.e. C is fixed), hardware 
optimizations to further increase fciock would directly increase 
the throughput of the implementation.
The FPGA implementation of the FSD has been compared 
with previous 4x4 16-QAM SD implementations in Table II. 
Although a rapid prototyping methodology has been used, the 
FSD outperforms previous SD and K-best detectors while 
using less than half of the resources on the FPGA board. 
In addition, the BER performance only suffers a very small 
deviation from ML [8]. In particular, the FSD outperforms pre­ 
vious alternatives presented to achieve a constant throughput 
in the SD that require more computational power and memory 
resources [9], [10]. In addition, FSD 2 shows how internally 
pipelining the multipliers to increase fciock directly increases 
the throughput, incurring only in a 10% increase in the number 
of flip-flops used. Finally, we believe that the implementation 
of the FSD on an ASIC using hardware tools could lead to 
further improvements in its performance.
VI. CONCLUSION AND FUTURE WORK
An FPGA implementation of the FSD using a rapid pro­ 
totyping methodology has been presented in this paper. The 
FSD has been proposed as an alternative to the SD to achieve 
quasi-ML performance, while providing a constant throughput.
It has been shown that the structure of the FSD is especially 
suited for parallel hardware implementation, as opposed to the 
sequential tree search performed in the SD. In particular, given 
that the number of operations of the algorithm is fixed, the 
FSD can be fully-pipelined, providing a significantly higher 
throughput than previously presented SD implementations.
The implementation of the FSD shows that quasi-ML per­ 
formance can be achieved with high throughput for systems 
where the number of antennas or the constellation size make 
the MLD irrealizable. In addition, the constant throughput 
of the FSD makes its integration into complete communica­ 
tion systems reasonably straightforward. This overcomes the 
problem with the SD, where special techniques (for example, 
early termination strategies [7]) are required to guarantee a 
minimum throughput.
Finally, the structure of the FSD can be adapted to provide 
soft information (a posteriori probabilities) about the detected 
bits, similar to the list-SD used for iterative turbo-decoding 
[16]. This last aspect is the main subject of ongoing work.
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List-Sphere Decoder with Channel Matrix Ordering for MIMO
Systems
Luis G. Barbero and John S. Thompson
Institute for Digital Communications - University of Edinburgh 
E-mail: {l.barbero, john.thompson}@ed.ac.uk
Abstract— This paper analyzes the effect the channel ma­ 
trix ordering has on the list-sphere decoder (LSD) when it 
is applied to the detection of multiple input-multiple output 
(MIMO) systems that use space-time coding based on bit- 
interleaved coded modulation (BICM).
We consider a MIMO system with M transmit and N 
receive antennas denoted as MxJV, with N > M, used for 
the transmission of frames of Kb bits. At the transmit­ 
ter, the information bits are encoded, using an off-the-shelf 
turbo code, interleaved and mapped to P-quadrature am­ 
plitude modulation (QAM) symbols, forming a sequence of 
K3 = Kb/ Iog2 P symbols. The sequence of symbols is split 
into M substreams and blocks of Kch symbols, represent­ 
ing a channel use, are transmitted in parallel from each one 
of the M antennas. The N-vector of received symbols is 
written as r = Hs+n; where s is the M-vector of transmit­ 
ted symbols with E[|sj| 2 ] = l/M , a block Rayleigh fading 
channel is represented by the NxM matrix H, with in­ 
dependent elements ~ CA/"(0,1), and n is the AT-vector of 
independent additive white Gaussian noise (AWGN) sam­ 
ples ~ CA/XO, a2 ) with cr2 = N0 .
The detection and decoding of the symbols at the re­ 
ceiver can be done using the architecture presented in [1], 
where an inner and an outer decoder exchange extrinsic 
information iteratively. The inner decoder consists of a list 
version of the sphere decoder (SD) [2]. The LSD-C obtains 
a list of the C lattice points Hs closest to r. That list of 
candidates is then used to calculate the a-posteriori log- 
likelihood ratio (LLR) ratios, i.e. L^-values, of the coded 
bits, considering the a-priori L^-values obtained from the 
outer decoder and the extrinsic L^-values from the LSD, 
following LD (xk\r) = LA(Z*:) + ^E(xk\r)] where Xk repre­ 
sents the fc-th coded bit of the transmitted frame. Details 
of the calculation of Lo(xk\r) can be found in [1]. For the 
outer decoder, a standard turbo decoder is used.
This paper shows how the ordering of the columns of 
the channel matrix can reduce the complexity of the LSD. 
Three different ordering methods have been studied. Ini­ 
tially, a vertical-Bell Labs layered space time (V-BLAST) 
optimal ordering has been considered using both the zero 
forcing (ZP) and the minimum mean-square error (MMSE) 
criterion. In addition, a low-complexity ordering has been 
considered, consisting of only one iteration of the original 
V-BLAST-ZF ordering (norm ordering).
The performance and complexity of the LSD have been 
evaluated using Monte-Carlo simulations. Frames of Kb = 
8192 bits have been transmitted in a 4x4 system with 16- 
QAM modulation with Kch = 16 symbols. The LSD ob­
tains C = 16 candidates and using the Schnorr-Euchner 
enumeration as opposed to the Pohst one used in [1]. A 
rate r = 1/2 turbo code of memory 2 with two recursive 
systematic convolutional (RSC) codes with generator poly­ 
nomials (7,5) has been used together with pseudo-random 
interleavers. One complete iteration at the receiver consists 
of one detection iteration (d) and two turbo iterations (t). 
The LSD is run only once at the beginning of the detection 
process and a Max-Log approximation has been used for 
the calculation of the L/j-values.
The results are shown in Fig. 1. It can be seen how the 
V-BLAST-MMSE ordering affects the performance of the 
LSD as in the uncoded case, while the rest of the order- 
ings achieve the same performance as the no ordering case. 
However, the degradation decreases if we perform more it­ 
erations at the receiver (results for 1 and 4 complete iter­ 
ations at the receiver are shown). In terms of complexity, 
we see how the V-BLAST-MMSE ordering greatly reduces 
the number of operations, especially in the region of in­ 
terest (Eb/No < 15 dB). At low Eb/N0 , the complexity 
actually decreases due to the effect the noise has in the or­ 
dering process. It can also be seen how the norm ordering 
achieves a significant percentage of the complexity reduc­ 
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Fig. 1. Performance and complexity of the LSD-16 with channel 
matrix ordering in a 4 x 4 system with 16-QAM modulation as a 
function of the signal to noise ratio per bit (Eb/No).
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2.1 MIMO System Model
Abstract
The use of multiple input-multiple output (MIMO) technology 
is rapidly becoming the new frontier of wireless communica­ 
tion systems increasing their capacity and spectral efficiency. 
In order to validate this technology from an implementation 
point of view, field-programmable gate arrays (FPGAs), with 
their high level of parallelism, high densities and embedded 
multipliers, are a suitable platform for the study and prototy­ 
ping of MIMO algorithms. This paper presents an FPGA im­ 
plementation of the sphere decoder (SD) for MIMO detection. 
This algorithm provides optimal maximum likelihood (ML) 
performance with reduced complexity, compared to the max­ 
imum likelihood detector (MLD).
1 Introduction
In the last seven years, the use of multiple input-multiple output 
(MIMO) technology in wireless links has been extensively stu­ 
died, mostly from a theoretical point of view, showing that 
significant capacity increases could be achieved under certain 
conditions by using multiple antennas at both transmitter and 
receiver [5], For the uncoded MIMO case, the sphere decoder 
(SD) is widely considered the most promising approach to ob­ 
tain optimal maximum likelihood (ML) performance with re­ 
duced complexity [12,3].
Nowadays, the prototyping of those multiple-antenna sys­ 
tems has become increasingly important to verify the enhance­ 
ments advanced by analytical results [9, 8]. However, in most 
cases, the target platform is rarely used as feedback to inves­ 
tigate ways of optimizing the algorithm. The main aim of our 
rapid prototyping approach is to speed up the initial implemen­ 
tation of the SD to be able to study possible optimizations from 
an algorithmic point of view using the real-time prototype.
Although application-specific integrated circuit (ASIC) im­ 
plementations of the SD exist [2], this paper presents what, to 
the best of our knowledge, is the first FPGA implementation of 
the SD using a rapid prototyping methodology.
The system model considered has M transmit and N receive 
antennas, with N > M, denoted as MxN. The transmitted 
symbols are taken independently from a quadrature amplitude 
modulation (QAM) constellation of P points. The received N- 
vector, using matrix notation, is given by
r = Hs + n (1)
where s = (si,s2 ,...,SAf)T denotes the vector of transmit­ 
ted symbols with E[|sj| 2 ] = l/M, n = (ni,n2,...,n^-)T 
is the vector of independent and identically distributed (i.i.d.) 
complex Gaussian noise samples with variance a2 = NQ and 
r = (n, f2,..., TN)T is the vector of received symbols. H de­ 
notes the N\M channel matrix where /iy is the complex trans­ 
fer function from transmitter j to receiver i. The entries of H 
are modelled as i.i.d. Rayleigh fading with E[|/iy | 2 ] = 1 and 
are perfectly estimated at the receiver.
2.2 SD Algorithm
The complex version of the SD [7] is used, given that, com­ 
pared to the real version, it has a speed advantage and results 
in a more efficient hardware implementation [2]. The main 
idea behind the SD is to reduce the computational complexity 
of the MLD by searching over only those noiseless received 
points (defined as Hs) that lie within a hypersphere of radius 
R around the received signal r. This process can be written as
(2)
where U is an MxM upper triangular matrix, with entries de­ 
noted Uij, obtained through Cholesky decomposition of the 
Gram matrix G = HHH and s = H*r is the unconstrained 
ML estimate of s where Ht = (H^H)" 1^ is the pseudoin- 
verse of H.
The solution of the sphere constraint (SC) in (2) can be ob­ 
tained recursively using a tree search algorithm, starting from 
i — M and working backwards until i = 1. For each level, the 















Fig. 1. Rapid prototyping methodology 






When a new point is found inside the hypersphere (at i = 1) 
the radius is updated with the new minimum Euclidean distance 
and the algorithm continues the search with the new SC. This 
process can be seen as a tree search through M levels where 
each level contains P nodes and each node has P branches. 
The leaves at the bottom (i = 1) correspond to all possible vec­ 
tor symbols s with their associated Euclidean distance. When, 
in any level i, Tj < 0, the accumulated (squared) Euclidean 
distance (AED) from the root to that node has exceeded the 
SC and the entire branch plus all its descendants can be dis­ 
carded, yielding a speed increase compared to an exhaustive 
search. The search finishes when the radius has been reduced 
so that no more points are found that satisfy the SC: the last 
point found satisfying the SC is the ML solution smi.
Two factors are important in order to achieve the speed in­ 
crease of the SD:
• The initial radius, R, is chosen according to the noise 
variance per antenna, cr 2 , so that the probability of not 
finding a point inside the hypersphere is negligible.
• The points that satisfy (3) are searched according to in­ 
creasing distance to Zi, following the Schnorr-Euchner 
(SE) enumeration [10], reducing the number of opera­ 
tions required to find the ML solution.
Recently, different alternatives have been proposed to fur­ 
ther reduce the complexity of the tree search in the SD by pre­ 
processing the channel matrix [3], Among them, the methods 
that perform an ordering of the columns of the channel ma­ 
trix using the vertical Bell Labs layered space time (VBLAST) 
architecture combined with the zero forcing (ZF) [14] or the 
minimum mean-square error (MMSE) [4] criterion are of spe­ 
cial interest from an implementation point of view.
TRANSMITTER CHANNEL RECEIVER
Fig. 2. Hardware-in-the-loop MIMO system diagram
3 Rapid Prototyping System
The rapid prototyping system used has the simplicity and, at 
the same time, the flexibility required to move quickly from 
a computer-based implementation of an algorithm to its real- 
time implementation. As opposed to previous prototyping ap­ 
proaches, the focus of our approach is on the analysis of the 
MIMO algorithm.
(5) 3.1 Hardware Platform
The FPGA platform has been provided by Alpha Data Ltd. [1], 
the company that partially sponsors this work. It consists of an 
ADC-PMC peripheral component interconnect (PCI) adapter 
board that hosts two FPGA boards: an ADM-XRC-II with a 
Xilinx Virtex-n (XC2V4000) and an ADM-XP with a Xilinx 
Virtex-U-Pro (XC2VP70), both with external SRAM memory 
for data storage.
3.2 Rapid Prototyping Methodology
The rapid prototyping methodology selected is based on The 
Mathwork's MATLAB and Simulink [11] and Xilinx's DSP 
System Generator [15] tailored to Alpha Data's FPGA boards. 
Fig. 1 shows the methodology used for the rapid prototyping of 
the SD.
Initially, MATLAB is used to implement a complete MIMO 
system including transmitter, channel simulator and receiver. 
The SD is then implemented on the FPGA using the DSP Sys­ 
tem Generator. The tool is embedded in Simulink and provides 
different blocks to perform basic mathematical and bit opera­ 
tions that can be directly mapped on the FPGA for real-time 
execution.
The development of the FPGA model is embedded in a 
Simulink testbench that facilitates the debugging of the SD in 
the development stage, with the possibility of monitoring every 
signal in the FPGA model.
The SD design is then synthesized for the FPGA using Xi­ 
linx synthesis tools. This hardware design and a Simulink- 
based memory interface are integrated into the MATLAB sys­ 
tem as shown in Fig. 2. This rapid prototyping methodology 
allows us to quickly implement the SD on an FPGA and per­ 
form real-time hardware-in-the-loop testing of the algorithm.
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Fig. 3. FPGA block diagram of the SD
4 FPGA Implementation
The FPGA implementation of the SD is based on the fact that 
(3) can be rewritten as
?i = di + A+i < -R2 (6)
where
j=t+i
can be seen as an AED down to level j = i+ 1 with DM+I = 0 
and
di = u^Si - Zi\ 2 (8)
can be seen as the partial (squared) Euclidean distance (FED) 
contribution from level i. Therefore, on each level i, the value 
Di is calculated to obtain which points Sj are selected to con­ 
tinue the tree search. One alternative to implement (6) is to 
calculate the P different d, in parallel (for the Si points belon­ 
ging to the P-QAM constellation), add them to A+i and check 
which ones satisfy the SC. For higher order constellations, this 
computationally expensive approach could be simplified using 
a method presented in [7] to directly enumerate the points that 
satisfy (3) and reduce the number of di calculations.
The complete tree search performed by the FPGA imple­ 
mentation of the SD is described below (starting from i = M):
1. A set of P values A is calculated. The minimum of 
these values is obtained, representing the first point in 
the SE enumeration for that level i.
2. The rest of the Sj and their associated Di are saved in in­ 
creasing order into a partial candidates memory for level 
i, in case they need to be visited later in the detection 
process.
3. The minimum A obtained in step 1) is checked against 
theSC:
a) If A < R2 and i ^ 1, goto step 1) with i <- i - 1.
b) If Di < R2 and i = 1, a new solution has been 
found. R2 <— DI and goto step 4).
c) If Di > R2 and i ± M, goto step 4).
d) If A > R2 and i = M, goto step 5).
4. The candidates memory from previous levels (icand = 
i + 1,..., M) is searched to obtain the partial candi­ 
date with Dicand < R2 closer to completion (i.e. lower 
icand)- If a partial candidate is found, the detection pro­ 
cess continues, goto step 1) with i «— icand — 1- If no 
candidate is found, goto step 5).
5. The detection process has finished and the last solution 
found is the ML solution.
From an algorithmic point of view, this implementation of 
the SD guarantees that no node in the tree is evaluated twice 
and that, in every loop of the algorithm from step 1) to step 5), 
a new node in the tree is evaluated. This minimizes the number 
of steps required in the tree search.
4.1 SD Architecture
Fig. 3 shows the block diagram of the FPGA implementation 
of the SD where the only blocks left out are the input and out­ 
put memories used for synchronization with the Simulink en­ 
vironment. The function of the different blocks of the design is 
described below.
Internal Memory: This block contains intermediate me­ 
mory to store the received symbols r, the entries of the pseudo- 
inverse of the channel matrix, H*, the entries of the Cholesky 
decomposition of the Gram matrix, U, and the initial squared 
radius R2 .
Zero Forcing Unit (ZFU): This block performs the ZF equa­ 
lization to obtain s = H^r every time a new MIMO symbol
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needs to be detected. This is performed in parallel with the de­ 
tection of the previous MIMO symbol in order to reduce the 
latency and increase the overall throughput of the system.
Partial Distance Unit (PDU): This block performs the two 
tasks of step 1). It calculates the values A for each level i. 
Given that A+i is an input to the block, the process is reduced 
to obtaining the P different dt that can be written as
M
(9)
As noted in [2], if we define
a = Si , b = -Si + ~(SJ ~Uy | 
Uj.
the expression in (9) can be rewritten as
(10)
0 + |6| 2 ) (11)
where the number of operations required to calculate (11) can 
be reduced taking into account that a = Si corresponds to the 
points of the P-QAM constellation. In particular, for the case 
of 16-QAM, the term |a| 2 can only have three different va­ 
lues that can be precalculated and stored as constants. In addi­ 
tion, the 16 different combinations of 31(6* a) can be obtained 
through
»(6*o) = ±»(6) • {1,3} ± 9(6) • (1,3} (12)
where only two real multiplications are required. Therefore, 
the most computationally intensive parts are the calculation of 
6 and |6| 2 . In addition, this block searches for the minimum 
value of Di representing the first point in the SE enumeration.
Partial Candidates Unit (PCU): This block stores the dis­ 
tances Dicand obtained in the PDU for levels icand = 2,..., M. 
In total, (M — 1) x P values are stored. In an intermediate 
step, the block performs the SE of the candidates for each level 
icand- This is done by searching always for the minium dis­ 
tance Dicand of the points that have not been previously visited 
by the tree search. The resulting M-1 values are stored in an 
intermediate cache memory.
This block also obtains the next candidate snext that needs 
to be searched among the values stored in the cache memory. 
The selected value must satisfy the SC and be the one closer to 
completion (i.e. lower icand > i). This process corresponds to 
step 4).
Sphere Constraint Unit (SCU): This block checks if the 
AED Di of the point Si obtained in the PDU satisfies the SC. 
Depending on the result of this check and the current level i, 
this unit selects between the point s, and the candidate snext 
from the PCU as the next input for the PDU. Additionally, it 
indicates the control unit (CU) which level needs to be detected 
next.
Control Unit (CU): This block is responsible for the tran­ 
sition between the levels. It reads the channel coefficients (H* 
and U) that are required in every iteration. In addition, it con­ 
trols in which point of the detection process the SD is, synchro­ 







Fig. 4. FPGA time diagram of the SD
Demapper Unit (DU): This block performs the P-QAM 
demapping of the ML solution smi.
4.2 SD Scheduling
From a hardware point of view, the SD makes use of the inhe­ 
rent parallelism of the FPGA platform. The independent parts 
of the algorithm have been scheduled to run in parallel, there­ 
fore reducing the number of blocks that form part of the critical 
path. This reduction in the critical path results in an increase in 
the overall throughput of the system.
Fig. 4 shows the time diagram of the SD algorithm on the 
FPGA. The diagram represents two iterations of the SD, for 
i = M and i = M — 1, showing when the different blocks are 
active. The light grey rectangles represent the blocks that are 
executed in every iteration of the SD. On the other hand, the 
dark grey rectangles represent the blocks that are not executed 
in every iteration of the SD, resulting in partially used hardware 
resources. Finally, the white spaces represent unused hardware 
resources 1 .
It can be seen that the two most computationally intensive 
blocks, PDU and PCU, can be pipelined with one iteration- 
delay. While the PDU is calculating the AEDs for level i, the 
PCU obtains the SE enumeration of the candidates from level 
i + l. When i = M, the PCU is not executed, indicated by a 
dark grey rectangle with no label on it.
The ZFU is executed only when i = M and extends into 
the following iteration. It precalculates s for the next MIMO 
symbol to be detected. The DU is only executed when a solu­ 
tion has been found and the detection process for the MIMO 
symbol has finised (i.e. i = M and the next MIMO symbol 
starts to be detected).
The critical path of the algorithm is formed by the PDU 
and the SCU, directly determining the throughput of the sys­ 
tem. The white spaces and the dark grey blocks in the diagram 
indicate a suboptimum use of the FPGA resources available. 
This is due to the interdependency between the different blocks 
that makes difficult the process of mapping the SD into a high 
throughput, highly-pipelined implementation. In addition, the 
light grey blocks contain sequential subblocks that can not be 
fully pipelined, also representing a suboptimum use of the re­ 
sources.
'The term "unused or partially used hardware resources" means that a part 
of the design is running but processing data not relevant for the detection 




The SD has been implemented for a 4x4 system using 16- 
QAM modulation. The FPGA design has been integrated into 
the MATLAB system model in order to perform hardware co- 
simulation of the algorithm and compare the real-time fixed- 
point performance with the floating-point MATLAB one.
5.1 FPGA Resource Use
The resource use of the parallel implementation of 4 SDs on 
the Xilinx Virtex-H-Pro FPGA board is summarized in Table 1. 
The integration of the 4 SDs uses approximately half of the 
FPGA resources making intensive use of the RAM memory 
blocks. The number of memory blocks used is due to the in­ 
put and output buffers defined on the FPGA to synchronize the 
FPGA board with the Simulink interface and the internal me­ 
mory requirements of the SD.
The number of multipliers can be used as an indicator of 
the computational complexity of the algorithm. Each single SD 
uses 39 embedded multipliers: 16 multipliers in the ZFU and 
23 multipliers in the PDU. It should be noted that the number 
of multipliers could be reduced by reusing the multipliers when 
they are idle. In addition, an approximation of the Euclidean 
metric like the Manhattan distance could be used in order to 
reduce the number of multipliers in the PDU at the cost of a 
performance degradation [2].
The percentage of slices used can be seen as an indicator of 
the amount of control logic and intermediate buffers required 
in the SD. It should be noted that each slice contains two flip- 
flops and two look-up tables (LUTs) and that, looking at their 
percentage of use, we can see that a high percentage of the 
slices are only partially used. However, the high percentage 
usage of LUTs gives an idea of the irregularities of the SD, 
factor that affects its mapping on hardware and the resulting 
throughput.
5.2 Performance Results
The bit error ratio (BER) performance of the SD has been eva­ 
luated in real-time using 10,000 channel realizations with 200 
symbols transmitted in every channel realization, and is shown 
in Fig. 5. The pseudoinverse and Cholesky decomposition of 
th& channel are calculated offline in MATLAB. The input va­ 
lues to the SD are quantized using 16 bits per real component. 
The initial radius is set to the end of the scale to always find a 
point inside the hypersphere.
It can be seen that the FPGA performance approximately 
matches that of MATLAB, a difference only appears for high 
signal to noise ratio (SNR) due to the quantization process. 
The SD on the FPGA has also been simulated using VBLAST- 
ZF and VBLAST-MMSE channel matrix ordering. In floating­ 
point, both offer a reduction in complexity, although the latter 
incurs in a slight performance degradation [3]. The channel or­ 
dering is performed offline in MATLAB. The aforementioned 
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Table 1. FPGA resource use of 4-SDs
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Fig. 5. BER performance of the SD in MATLAB and on the 
FPGA as a function of the SNR per bit.
SNR. At high SNR however, the performance is actually im­ 
proved, showing that the VBLAST-MMSE ordering results in 
a more robust SD implementation for the same fixed-point pre­ 
cision. Simulation results have shown that the SD fixed-point 
performance with VBLAST-ZF ordering is similar to that of 
the SD with no ordering.
Fig. 6 shows the average throughput of the SD for diffe­ 
rent channel matrix orderings. The throughput in megabits per 
second (Mbps) is calculated according to
Qavg = 4 • M • Iog2 P • fdock / Cavg (Mbps) (13)
where /c/ocfc is the clock frequency of the design in MHz and 
Cavg is the average number of clock cycles required to detect 
a MIMO symbol. For this design, fciock = 50MHz and the 
minimum number of cycles is Cmin = 25 resulting in a maxi­ 
mum throughput Qmaa! = 128 Mbps. Increasing the clock fre­ 
quency would not result in a direct increment in the through­ 
put because the average number of cycles required for detec­ 
tion would also increase. Therefore, the quotient fciock / Cavg 
could be seen as an indicator of the level of optimization of the 
hardware design.
The results in Fig. 6 show that the throughput of the SD 
is not constant and depends on the noise level and also the 
channel conditions. The two ordering alternatives considered 
increase the throughput especially for low SNR. These orde­ 
ring methods would cause an increase in complexity in the re­ 
ceiver although it could be considered negligible for packet-
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Fig. 6. Average throughput of the SD with different orderings 






























Table 2. Comparison of real-time SD implementations
based communications where the ordering is only performed 
once per frame. In particular, VBLAST-MMSE ordering pro­ 
vides the largest throughput increase though it should be no­ 
ted that this method requires an estimate of the noise level in 
the receiver, difficulting its integration into a practical system. 
Generally, the non-deterministic throughput of the SD is the 
main problem when integrating it into a complete communica­ 
tion system where data needs to be detected in a fixed number 
of operations.
The theoretical throughput of a floating-point implementa­ 
tion of the SD with no ordering is plotted for comparison pur­ 
poses. It can be seen how the quantization process also has an 
effect on the achievable throughput at high SNR. This is due 
to the effect the quantization has on the SC, allowing for addi­ 
tional points to be considered as candidates once a solution has 
been found.
The FPGA implementation with VBLAST-ZF ordering has 
been compared with previous ASIC implementations of the SD 
in Table 2. Although other implementations exist trying to ob­ 
tain a constant throughput in the SD [6, 13], their throughput 
is lower while incurring in significantly higher computational 
complexity and memory requirements.
The FPGA implementation achieves a similar performance 
to that of ASIC 1. The system could be improved in terms of
throughput adding more SDs in parallel on the same platform 
or simply using the VBLAST-MMSE ordering method. The 
main difference between the two implementations is that, apart 
from the preprocessing used, for each level i, the equivalent 
PDU of ASIC 1 does not perform a minimum search. It directly 
preselects the point closer to the ZF solution to continue the tree 
search resulting in a throughput increase, even though more 
points need to be searched for moderate SNRs to find the ML 
solution [2].
On the other hand, ASIC 2 uses an Z°°-norm approximation 
for the Euclidean distance calculation resulting in a throughput 
and clock frequency increase while having only a small per­ 
formance degradation. In addition, it uses a scheme for direct 
SE enumeration of the points based on the method in [7], con­ 
tributing to the throughput and clock frequency increase. These 
optimizations could also be integrated into our FPGA design 
improving the throughput of the SD.
6 Conclusion and Future Work
An FPGA implementation of the SD using a rapid prototyping 
methodology has been presented in this paper. The advantage 
of the rapid prototyping methodology is the flexibility that pro­ 
vides to analyze in detail the hardware implementation of the 
SD while running it in real-time.
It has been shown that the performance of the FPGA imple­ 
mentation matches that of a previously presented ASIC imple­ 
mentation. Although improvements exist that could be added 
to the FPGA, they are based on mathematical approximations 
and hardware optimizations. In order to further improve hard­ 
ware implementations of the SD and make its integration into 
a practical system easier, we need to identify the bottlenecks of 
the system from an algorithmic point of view. The two major 
drawbacks of a hardware implementation of the SD are:
• The tree search of the algorithm makes its throughput 
dependent on the noise level and the channel conditions. 
This can greatly affect the performance of a complete 
communication system where data needs to be detected 
in a fixed number of operations.
• The resource use of the FPGA is suboptimal due to the 
sequential nature of the algorithm. It has been shown 
that the algorithm, with only some parts of the design 
processing valid data at the same time, can not be fully 
pipelined.
This deep understanding of the SD thanks to the prototyping 
experience can be used as a means of identifying more opti­ 
mized algorithms that could overcome the main drawbacks of 
the SD without greatly affecting its performance. We believe 
that a compromise can be established between the performance 
and the complexity to dramatically increase the throughput of 
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