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Generalization beyond a training dataset is a main goal of machine learning. We investigate
generalization error in kernel regression using statistical mechanics, deriving an analytical expression
applicable to any kernel. We discuss applications to a kernel with finite number of spectral modes.
Then, focusing on the broad class of rotation invariant kernels, which is relevant to training deep
neural networks in the infinite-width limit, we show several phenomena. When data is drawn from
a spherically symmetric distribution and the number of input dimensions, D, is large, we find that
multiple learning stages exist, one for each scaling of the number of training samples with OD(DK)
where K ∈ Z+. The behavior of the learning curve in each stage is related to an effective noise
and regularizer that are related to the tail of the kernel and target function spectra. When effective
regularization is zero, we identify a first order phase transition that corresponds to a divergence in
the generalization error. Each learning stage can exhibit sample-wise double descent, where learning
curves show non-monotonic sample size dependence. For each stage an optimal value of effective
regularizer exists, equal to the effective noise variance, that gives minimum generalization error.
Learning machines aim to find statistical patterns in
data that generalize to previously unseen samples [1].
How well they perform in doing so depends on factors
such as the size of the training data set, the complex-
ity of the learning task, and the implicit biases of the
learning machine. Perhaps the most important theo-
retical challenge machine learning has been identifying
precisely how these factors contribute to the generaliza-
tion performance. In the past, statistical mechanics pro-
vided a useful theoretical framework for addressing these
questions for various algorithms [2–9]. In this letter, we
present a statistical mechanical theory of generalization
in a widely-used supervised learning algorithm: kernel
regression [10]. Our theory also gives insight to the gen-
eralization properties of neural networks due to a corre-
spondence between kernel machines and deep networks
in the infinite width limit [11].
Using the replica method [12], we derive an analytical
expression for the generalization error of kernel regres-
sion as a function of 1) the number of training samples,
2) the spectrum of the kernel, which sets implicit biases,
and 3) the spectrum of a noisy target function, which
defines task complexity. This theory is generally applica-
ble to any kernel. We provide illustrative analyses for the
learning curves of kernels with a finite number of spectral
modes, and the broad class of rotation invariant kernels.
Our analysis reveals multiple interesting phenomena.
First, when the data labels are noisy, we observe that
generalization error can exhibit non-monotonic behavior
with possibly multiple local maxima as a function of the
number of samples, contrary to the common intuition
that more data should lead to smaller error. This behav-
ior is reminiscent of another, recently described “double-
descent” phenomenon [13–15], where generalization er-
ror is non-monotonic in many modern machine learning
models as a function of model complexity.
Second, in the case of rotation invariant kernels, we
find that generalization error exhibits different learning
stages where in each stage a separate spectral mode of a
target function is learned, in the order of high eigenvalue
modes to low eigenvalue modes. These stages are sepa-
rated based on the degeneracy of each kernel eigenvalue,
previously also show in [16, 17] using different theoret-
ical methods, and in [18] on polynomial kernel support
vector machines. Finally, we discuss the implications of
our results for the Neural Tangent Kernel (NTK) regres-
sion, equivalent to deep learning in infinitely wide neural
networks [11].
Kernel Regression: Kernel regression is a supervised
learning problem where one estimates a function from a
finite number of observations. Fitting the provided sam-
ples is balanced with controlling the complexity of the
learned function, measured with a Hilbert norm. Let
D = {xµ, yµ}Pµ=1 be a sample of P observations drawn
from a probability distribution on X × R, and X ⊆ RD.
The inputs xµ are drawn from a distribution p(x), and
the labels yµ are assumed to be generated by a noisy
teacher yµ = f¯(xµ) + µ where f¯ belongs to a Reproduc-
ing Kernel Hilbert Space (RKHS) H and µ represents
zero-mean additive noise with covariance 〈µν〉 = δµνσ2.
The kernel regression problem is
f∗ = arg min
f∈H
1
2λ
P∑
i=1
(f(xµ)− yµ)2 + 1
2
〈f, f〉H , (1)
where λ is the “ridge” parameter and 〈·, ·〉H is the RKHS
inner product. The Hilbert norm penalty controls the
complexity of f . λ→ 0 limit is referred to as the kernel
interpolation limit, where the dataset is exactly fit: f∗ =
arg minf∈H 〈f, f〉H , s.t. f(xµ) = yµ, µ = 1, . . . P .
Once the learning problem is solved, we would like
to predict this function’s generalization error, i.e. the
mean squared error between the learned function and the
ar
X
iv
:2
00
6.
13
19
8v
1 
 [s
tat
.M
L]
  2
3 J
un
 20
20
2ground-truth (teacher) f¯(x).
Eg =
〈(
f∗(x)− f¯(x))2〉
x∼p(x)
. (2)
The generalization error Eg measures how well the func-
tion learned on dataset D agrees with the teacher on pre-
viously unseen data sampled from the same distribution.
The RKHS is uniquely determined by its reproducing
kernel, K(x,x′) [19]. Mercer’s theorem allows the decom-
position of the kernel in terms of orthogonal eigenfunc-
tions {φρ}, which form a complete basis for the RKHS,
and eigenvalues {ηρ}: K(x,x′) =
∑N
ρ=1 ηρφρ(x)φρ(x
′),
where N can be infinite. Working with the orthogonal
basis set ψρ(x) ≡ √ηρφρ(x) with
〈
ψρ(x)ψρ′(x)
〉
x∼p(x) =
ηρδρρ′ , also called a feature map, we introduce coef-
ficients {wρ} and {w∗ρ} that represent the teacher and
learned functions respectively f¯(x) =
∑
ρ wρψρ(x), and
f∗(x) =
∑
ρ w
∗
ρψρ(x). With this setting, kernel regres-
sion problem reduces to minimization of the energy func-
tion
H(w) ≡ 1
2λ
P∑
µ=1
 N∑
ρ=1
(w¯ρ − wρ)ψρ(xµ) + µ
2 + 1
2
‖w‖22,
(3)
with the generalization error (2) Eg = (w
∗−w¯)>Λ(w∗−
w¯) in matrix notation with Λργ = ηρδργ .
Statistical Mechanics of Kernel Regression: In order
to calculate the generalization error, we introduce a
Gibbs distribution pG(w) ≡ 1Z e−βH(w) with the par-
tition function Z =
∫
dwe−βH(w). The Gibbs distri-
bution is dominated by the solution to the kernel re-
gression problem in the β → ∞ limit and can be used
to calculate the generalization error. This can be done
by introducing a source term to the partition function,
Z(J) =
∫
dwe−βH(w,D)+J
βP
2
(
(w−w¯)>Λ(w−w¯)
)
, and not-
ing that Eg = limβ→∞ 2βP
d
dJ lnZ(J)
∣∣∣
J=0
, where we rec-
ognize the free energy βF ≡ − lnZ(J).
The free energy depends on the sampled dataset D,
which can be thought of as a quenched disorder of the
system. Experience from the study of disordered systems
suggests that the free energy is self-averaging for large P
[12]. Therefore, we calculate the typical behavior of the
system by performing the average free energy over all
possible datasets: βF = β 〈F 〉D = −〈lnZ(J)〉D in the
P →∞ limit (see SM [20]).
To perform averages over the quenched disorder, we
resort to the replica trick [21] using 〈logZ(J)〉D =
limn→0 1n (〈Z(J)n〉D − 1). The calculation is detailed in
Supplemental Material (SM) [20]. A key step is a Gaus-
sian approximation to the average over the dataset in the
feature space [18, 20], which exploits the orthogonality
of the feature vectors with respect to the input distri-
bution p(x). These averages are expressed in terms of
order parameters defining the mean and the covariance
of the Gaussian. The calculation proceeds by a replica
symmetric ansatz [12], evaluating the saddle point equa-
tions, and taking the β →∞ limit. Finally, we arrive at
the following expression for generalization error:
Eg =
1
1− γ
∑
ρ
ηρ(
κ+ Pηρ
)2 (κ2w¯2ρ + σ2Pηρ),
κ = λ+
∑
ρ
κηρ
κ+ Pηρ
, γ =
∑
ρ
Pη2ρ
(κ+ Pηρ)2
.
(4)
Here, the kernel eigenvalues {ηρ} are also assumed to
scale with P . The scaling of the eigenvalues change with
respect to the kernel we consider. We find that there
are kernel-dependent natural scalings of N and D with
P , which in turn govern how the kernel eigenvalues ηρ
scale with P . We also note that the generalization error
is the sum of a σ-independent term and a σ-dependent
term, the latter of which fully captures the effect of noise
on generalization error. Next, we evaluate Eq. (4) for
different kinds of kernels and study their behavior.
Double-Descent Phase Transition in a Band-Limited
RKHS: An explicitly solvable and instructive example is
the case of a white band-limited RKHS with N equal
nonzero eigenvalues. We take ηρ =
1
N for ρ = 1, ..., N .
We assume w2ρ = 0 for ρ > N (see SM [20] for full
treatment which differs only by an additive constant in
Eg), and normalize the teacher power
∑N
ρ=1 w
2
ρ = N .
This example includes linear regression (or linear per-
ceptron) as a special case when D = N , φρ(x) = xρ, and
〈xρ, xρ′〉x∼p(x) = δρρ′ .
In this setup, the natural scaling is to take P → ∞
and N → ∞ with α = P/N ∼ O(1), and D ∼ O(1) (or
D = N ∼ O(P ) in the linear regression case). We find
that the generalization error is:
Eg =
κ2 + σ2α
(κ+ α)2 − α,
κ =
1
2
[
(1 + λ− α) +
√
(1 + λ+ α)2 − 4α
]
.
(5)
This simple model shows interesting behavior, eluci-
dating the role of regularization and under- vs. over-
parameterization in learning machines.
First we consider the interpolation limit with zero reg-
ularization λ = 0. The generalization error simplifies to:
Eg = (1− α)Θ(1− α) + σ
2
1− α
[
αΘ(1− α)−Θ(α− 1)] .
(6)
We observe that there is a first order phase transition
at αc = 1, when the number of samples P is equal to the
number of non-zero modes N and therefore to the num-
ber of parameters, {w¯ρ}, that define the teacher function.
The phase transition is signaled by the non-analytic be-
havior of Eg and verifiable by checking the first-derivative
of free energy (see SM [20]).
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FIG. 1: Kernel regression with white band-limited RKHS.
A: Generalization error for λ = 0. With noise σ 6= 0, Eg
diverges at α = 1. B, C: Noise free (B) and noisy (C,
σ = 0.5) learning curves for varying λ. Dashed lines indi-
cate the asymptotic behaviour with α. When σ = 0 (B),
large regularization slows down the learning while when σ 6= 0
(C), large λ avoids overfitting. (D:) Phase diagram for white
band-limited spectrum separating regions with and without
double-descent in the (λ, σ)-plane. Color represents empirical
probability of a double descent feature over 10 trials. For suf-
ficiently large σ2 > f(λ) (red line), double-descent is present.
Double-descent region is further separated by σ2 = 2λ+1 (or-
ange line) above which there is only one local optimum (max-
imum) while between red and orange lines, there is a local
minimum followed by a double-descent peak. For each σ2 > 0
there is an optimal λ∗ which satisfies λ∗ = σ2 (yellow line).
The RKHS in this example is formed from Fourier modes on
T4, the 4 dimensional Torus: φk(x) = 4
∏4
i=1 cos(kixi) for
k ∈ {1, 2, 3}4.
When σ = 0, Eg linearly falls with increasing data
and at the critical point generalization error goes to zero.
However with noise present, the behavior at the critical
point changes drastically, and there is a singular peak
in the generalization error due to the noise term of the
generalization error (Fig. 1A). At this point the kernel
machine is (over-)fitting exactly all data points, includ-
ing noise. Then, as number of samples increase beyond
the number of parameters (α > 1), the machine is able to
average over noise and the generalization error falls with
asymptotic behavior Eg ∼ σ2/α. Such non-monotonic
behavior of generalization error has been referred to as
“double-descent” [13]. Finally, we note that our gener-
alization error results are equivalent to those previously
obtained for the linear perceptron with a noisy teacher
[3, 22], which can now be viewed as a special case of
kernel regression with a white band-limited spectrum.
When λ > 0 and σ = 0, Eg decreases monotonically
with α and is asymptotic to Eg ∼ λ2α2 (Fig. 1B). A sharp
drop at α = 1 is visible for small λ, reminiscent of the
phase transition at λ = 0. When σ > 0 is sufficiently
large compared to λ, a double-descent feature is again
present, giving maximum generalization error at α ≈ 1+
λ (Fig. 1C), with an asymptotic fall Eg ∼ σ2α (see SM
[20]).
We can obtain a double-descent phase diagram by in-
specting
∂Eg(α)
∂α for non-monotonic behavior. We find
that an Eg(α) curve with a double-descent feature is only
present when the noise level in teacher satisfies the fol-
lowing inequality:
σ2 >
{
f(λ) λ < 1
2λ+ 1 λ ≥ 1 , (7)
where f(λ) = 3λ
[
3λ+ 2− 2√1 + λ√9λ+ 1 cos θ(λ)] and
θ(λ) = 13
(
pi + tan−1 8
√
λ
9λ(3λ+2)−1
)
. Although there is no
strict phase transition (in the sense of non-analytic free
energy) except at λ = 0, Eq. (7) defines a phase bound-
ary separating the regions with double-descent and no
double-descent for a given regularization parameter and
noise. Therefore, for a given λ, double-descent occurs for
sufficiently high σ2. In the double-descent region, there
is a single local maximum when σ2 > 2λ+1 (the double-
descent peak), otherwise a local minima followed by a
local maxima. By searching for a peak in Eg(α), we sim-
ulate white band-limited regression for certain pairs of
(λ, σ2) and verify the phase diagram predicted by theory
in Fig. 1D.
Based on this explicit formula, one could potentially
choose a kernel such that λ is large enough not to overfit
for a given noise level. However, larger λ also implies
slower learning (See Fig. 1B and SM [20]), therefore re-
quiring more training samples. By inspecting the deriva-
tive
∂Eg
∂λ = 0, we find that λ
∗ = σ2 is the optimal choice
for ridge parameter, minimizing Eg(α) for given σ
2 at all
α (Fig. 1C). For λ > λ∗ the noise-free error term in-
creases from the optimum whereas λ < λ∗ gives a larger
noise term (SM [20]).
Multiple Learning Episodes and Descents: Rotation In-
variant Kernels and Measures: Next, we consider an-
other class of kernels, rotation invariant kernels:
K(Ox,Ox′) = K(x,x′), (8)
where O is an arbitrary orthogonal matrix. This class
of kernels include widely used radial basis function ker-
nels K(x,x′) = g(||x−x′||) (Gaussian, Laplace, Matern,
rational quadratic, thin plate splines, etc) and dot prod-
uct kernels K(x,x′) = g(x · x′) (polynomial kernels and
NTK) [23].
In the case where the data distribution is spherically
symmetric p(x) = p(||x||), we can separate Mercer eigen-
functions for rotation invariant kernels into radial and
angular parts, giving the following Mercer decomposition
K(x,x′) =
∑
zkm
ηz,kRz,k(||x||)Rz,k(||x′||)Ykm(xˆ)Ykm(xˆ′)
(9)
4Since the eigenvalues are independent of the spherical
harmonic order m, the minimal degeneracy of the RKHS
spectrum is the number of degree k harmonics: in the
limit D → ∞ given by Dkk! ∼ OD(Dk) (SM [20]). How-
ever, the degeneracy can be even larger if there are dif-
ferent (z, k) indices with the same eigenvalue. For nota-
tional convenience, we denote degenerate eigenvalues as
ηK (K ∈ Z+) and corresponding eigenfunctions as φK,ρ
where ρ ∈ Z+ indexes the degenerate indices. After find-
ing the eigenvalues of a kernel on the basis φK,ρ, one can
evaluate Eq. (4) to predict the generalization error of the
kernel machine (exact expression in SM [20]).
We focus on the case that the degeneracy of ηK is
N(D,K) ∼ OD(DK) as D → ∞. Examples include the
widely-used Gaussian kernel and dot product kernels (in-
cluding NTK), which we discuss below. Correspondingly,
for finite kernel power
〈
K(x,x)
〉
x∼p(x) , the eigenvalues
should also scale with D: ηK ∼ OD(D−K) [16, 24].
This scaling from the degeneracy allows us to consider
multiple P,D → ∞ limits leading to different learning
stages. We consider a separate limit for each degenerate
eigenvalue K while keeping α ≡ P/N(D,K) finite. With
this setting, we evaluate Eq. (4) with definitions η¯K ≡
N(D,K)ηK and w¯
2
K ≡ 1N(D,K)
∑
ρ w¯
2
K,ρ to obtain the
generalization error in learning stage L:
E(L)g (α) = η¯L
w¯2Lκ˜
2 + σ˜2Lα
(κ˜+ α)2 − α +
∑
K>L
η¯Kw¯
2
K ,
κ˜(α) =
1
2
(1 + λ˜L − α) + 1
2
√
(α+ 1 + λ˜L)2 − 4α,
σ2L ≡
σ2 + E
(L)
g (∞)
η¯Lw¯2L
, λ˜L ≡
λ+
∑
K>L η¯K
η¯L
.
(10)
Several immediate observations can be made:
1. We note that E
(L)
g (0) = η¯Lw¯
2
L +
∑
K>L η¯Kw¯
2
K =
η¯Lw¯
2
L + E
(L)
g (∞). In the learning stage L, general-
ization error due to all teacher modes with K < L has
already decayed to zero. As α → ∞, K = L mode of
the target function is learned, leaving K > L modes.
2. E
(L)
g (α) − E(L)g (∞) reduces, up to a constant η¯Lw¯2L,
to the generalization error in the band limited case,
Eq. (5) with the identification of an effective noise
parameter, σ˜L, and an effective ridge parameter, λ˜L.
Inspection of σ˜L reveals that target modes with K > L
(E
(L)
g (∞)) act as noise in the current stage. Inspection
of λ˜L reveals that kernel eigenvalues with K > L act
as a regularizer in the current stage. The role of the
number of eigenvalues in the white band limited case,
N , is played here by the degeneracy N(D,L).
3. Asymptotically, first term in E
(L)
g (α) is monotonically
decreasing with α−2, while the second term shows non-
monotonic behavior having a maximum at α = 1+ λ˜L.
Similar to the white band-limited case, generalization
error diverges at α = 1 + λ˜L when λ˜L = 0 (a band-
limited spectrum is possible) implying again a first or-
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FIG. 2: (A) Phase diagram for double-descent phenomena
obtained from the theory by counting the zeros of
∂Eg
∂α
. (B)
Noise-free Gaussian kernel regression and theory for ω = 30
in D = 100 input space. Dashed lines represent the lo-
cations of N(D, 1) and N(D, 2), showing different learning
stages. (C,D) Generalization error for Gaussian RBF kernel
for various kernel widths corresponding to specific λ˜L’s and
noise variances σ˜L pointed in the phase diagram in D = 100.
Solid lines-theory. Larger regularization suppresses the de-
scent peaks, which occur at P ∗ ∼ N(D,L) shown by the
vertical dashed lines. (C) Varying λ˜L with fixed the σ˜L. (D)
vice versa. For fixed noise, we observe an optimal λ˜1 for up
to P/N(D, 1) ∼ 10 after which the next learning stage starts.
der phase transition. Non-monotonicity caused by the
noise term implies a possible peak in the generaliza-
tion error and a double-descent in each learning stage.
A phase diagram can be drawn, where phase bound-
aries are again defined by Eq. (7) evaluated with the
effective ridge and noise parameters, Fig. 2A.
4. Similar to the white band limited case, optimal regu-
larization happens when λ˜L = σ˜
2
L, minimizing E
(L)
g (α)
for a given σ˜L for all α.
5. When all stages are considered, learning curves with
multiple descents are possible with (at most) one de-
scent per stage. Similar observations were made in
[17, 25] in the context of linear regression and ridge-
less regression on polynomial kernels.
As an example of the effect of kernel spectrum on
double-descent, consider a power law η¯K = K
−s where
s ≥ 1. Then λ˜L = Ls
(
ζ(s, L)+λ
)−1 ≈ Ls−1 +λLs, (L
1), where ζ(s, L) is Hurwitz-Zeta function. In the ridge-
less λ = 0 case, faster decaying spectrums (higher s,
smaller λ˜L) are more prone to double-descent than the
slower ones (Figure 2A). Furthermore, we also observe
that higher modes (higher L, higher λ˜L) are more im-
mune to overfitting, signalled by double-descent, than
the lower modes.
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FIG. 3: (A) Kernel spectrum for Gaussian measure and
Gaussian-RBF kernel in the D →∞ limit for different band-
width kernels ω. The spectrum decays more rapidly for large-
bandwidth kernels.(B) The optimal bandwidth ω∗ decreases
with increasing learning stage K and increasing effective noise
σ˜2. For small σ˜, ω∗ ∝ σ˜−1, as we show in the SM [20].
Gaussian Kernel: An important example of a rotation
invariant learning setting is the one where both the kernel
and probability measures are Gaussian: x ∼ N (0, r2I),
K(x,x′) = e−
1
2Dω2
||x−x′||2 . Our theory describes Gaus-
sian kernel regression remarkably well. Surprisingly, we
find that even finite P equations (4) describe the gen-
eralization error perfectly. In Figure 2B, C and D, we
perform kernel regression on a dataset with covariance
r2 = 1 with a random teacher function described by
weights with variance 〈w¯2K〉 = ηK . Kernel width ω2
(which controls eigenvalues) and noise σ˜2L are chosen
based on the points on the phase diagram (Fig. 2A).
Around P ∼ N(D, 1), we see double-descent peaks for
noise levels exceeding f(λ˜1). Since the effective noise
levels σ˜2L ∼ 1/w¯2L are always larger than f(λ˜L) for learn-
ing stages L > 1 due to the scaling of weights for this
particular example, we also observe large double-descent
peaks for the higher modes demonstrating the possibility
of multiple-descents in a learning curve.
Further insight can be gained by examining the spec-
trum of the Gaussian kernel, which falls exponentially
with K. In the D → ∞ limit, η¯K = 1K! ( r
2
ω2 )
K where K
indexes eigenmodes by the total number of excitations
(or “quanta” in analogy to an Einstein solid) allocated
to the different dimensions (oscillators) in Cartesian co-
ordinates (K =
∑D
i=1 ki and ρ = (k1, ..., kD)). This im-
plies that, for ridgeless regression in the large-D limit,
effective regularization is λ˜K =
∑∞
`=1
K!
(`+K)!
(
r2
ω2
)`
, in-
dicating that reducing kernel bandwidth ω2 can mitigate
double descent peaks. The spectrum and optimal band-
width for Gaussian kernels are shown in Fig. 3. Larger
bandwidth kernels have faster spectral decays and lower
effective regularization λ˜K , resulting in suboptimal gen-
eralization error due to larger noise term.
Dot Product Kernels, NTK and Wide Neural Net-
works: Our theory also allows the study of generaliza-
tion error for wide feedforward neural networks by ex-
ploiting a correspondence with kernel regression. Let
the number of neurons in each layer ` of the network
be n(`). When weights in each layer are initialized from
a Gaussian distribution with the appropriate variance
W
(`)
ij ∼ N (0, 1/n(`)), then the function f(x,θ) learned
by training the network parameters θ with gradient de-
scent on a squared loss to zero training error is equiv-
alent to the function obtained from ridgeless (λ = 0)
kernel regression with the NTK. This kernel can be ob-
tained heuristically by linearizing the neural network
function f(x,θ) around its initial set of parameters θ0,
f(x,θ) ≈ f(x,θ0) +∇θf(x,θ0) · (θ − θ0). Optimizing a
mean squared regression error over θ is equivalent to solv-
ing a linear regression problem for θ where the feature
Gram matrix is formed from initial parameter gradients:
KNTK,ij = ∇θf(xi,θ0) ·∇θf(xj ,θ0). In the large width
limit, this quantity converges to it’s average over all pos-
sible initializations θ0, giving rise to the deterministic
NTK [11].
For fully connected neural networks, the NTK is a dot
product kernel KNTK(x,x
′) = κ(x · x′) [11, 16]. For
such kernels and spherically symmetric data distributions
p(x) = p(‖x‖), kernel eigenfunctions do not have a ra-
dial part, and consequently the eigenvalues are free of
a z-index. Therefore, k-th eigenvalue has degeneracy of
the degree k spherical harmonics, OD(Dk), (K,L→ k, l
and ρ → m) [16], allowing recourse to the same scal-
ing we used to analyze rotation invariant kernels in the
previous section. The learning curves for infinitely wide
neural network will thus have the same form in Eq. (10),
evaluated with NTK eigenvalues and with λ = 0.
Neural networks generalize well because of implicit reg-
ularization [26]. With our formalism, we can see that
the implicit regularization of a neural network for each
mode l by λ˜l =
∑
k>l η¯k
η¯l
. We observe that the NTK
spectrum whitens with increasing depth, corresponding
to larger λ˜l and therefore more regularization for each
learning stage l (Figure 4A). In Figure 4B, we show an
example of fitting target functions with a single degree
mode f¯(x) = ckQ
(D−1)
k (β · x), where ck is a constant, β
is a random vector, and Q
(D−1)
k is the k-th Gegenbauer
polynomial (see SM [20]) with both kernel regression and
neural network training using NeuralTangents package
[27]. We compare the results with the finite P version of
Eg (Eq.(4)) and find perfect agreement with NTK regres-
sion. We can describe neural network training up to a cer-
tain P after which the correspondence to NTK regression
breaks down due to the network’s finite-width. For large
P , the neural network operates in under-parameterized
regime where the network initialization variance due to
finite number of parameters starts contributing to the
generalization error [13, 14, 28, 29].
Discussion: We studied generalization in kernel regres-
sion using statistical mechanics and the replica method.
We observed non-monotonic learning curves, related to
a phase transition, appearing in separate learning stages
for the rotation invariant kernels.
6BA
FIG. 4: (A) λ˜k dependence to mode k across various layer
NTKs. (B) 2-layer NTK regression and corresponding neural
network training with 50000 hidden units for D = 25 with
varying noise levels chosen according to f(λ). Solid lines are
the theory predicted learning curves, dots represent NTK re-
gression and × represents Eg after neural network training.
For large P , correspondence between NN training and NTK
regression breaks down at large sample sizes since the network
operates in under-parameterized regime and finite-size effects
become dominating in Eg.
Recent developments have examined the same phe-
nomenon, finding a peak in generalization error when
number of parameter, P , reach the number of input di-
mensions, D, [3, 15, 28, 30, 31] and another one when
transitioning from under to over-parametrization [13–
15, 31–34]. Our results extend the finding on the for-
mer type of peak, demonstrating the possible existence
of an infinite number of error peaks, occurring at P ≈
OD(DK) for K ∈ Z+. The non-monotonicity we ob-
served in the white band-limited RKHS is due to a peak
of the latter type. Finally, we establish both in theory
and experiment that even infinitely over-parameterized
neural networks exhibit non-monotonic risk curves, by
computing learning curves for regression with the Neural
Tangent Kernel [11, 27].
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Supplemental Material for Statistical Mechanics of Generalization in Kernel Regression
I. PROBLEM SETUP
A reproducing kernel Hilbert space1 H living on X ⊂ RD is a set of square integrable functions equipped with an inner
product 〈·, ·〉H and a reproducing kernel satisfying the following property:
〈g(·),K(·,x)〉H = g(x), ∀g(·) ∈ H, ∀x ∈ X , (1)
with K(.,x) is itself being an element of H. Using an orthonormal basis {Φρ(x)}|Mρ=0 on the square integrable functions on
X , the reproducing kernel can be decomposed as:
K(x,x′) =
M∑
ρ=0
ηρΦρ(x)Φρ(x
′) =
M∑
ρ=0
Ψρ(x)Ψρ(x
′), Ψρ(x) ≡ √ηρΦρ(x), (2)
due to Mercer’s theorem such that 〈Ψρ(x),Ψγ(x)〉H = δργ . We refer {ηρ} as the spectrum of RKHS. With this definition,
any function f(x) ∈ H can be expanded as:
f(x) =
M∑
ρ=0
wρΨρ(x), (3)
where elements of the RKHS satisfy
‖f‖2H =
M∑
ρ=0
w2ρ <∞. (4)
Given a set of training samples D ≡ {xµ, yµ}|Pµ=1, the problem of interest is the minimization of the energy function
H[f ;D] with respect to functions f ∈ H:
f∗(x) = argminf∈HH[f ;D], H[f ;D] ≡
1
2λ
P∑
µ=1
(
yµ − f(xµ))2 + 1
2
‖f‖2H . (5)
Here, we explicitly denote dataset dependence D. Labels yµ are generated noisy from a teacher function:
yµ = f¯(xµ) + µ, 〈µ, ν〉 = σ2δµν . (6)
To restate all this in vector notation, we define f(x) = w ·Ψ(x) and the teacher function f¯(x) = w¯ ·Ψ(x), where the dot
product is over spectrum indices where bold letters denote M + 1-dimensional vectors or (M + 1) × (M + 1)-dimensional
square matrices. The task reduces to minimization of the energy function over weights w:
w∗ = argminw∈RM+1H(w;D), H(w;D) ≡
1
2λ
P∑
µ=1
(
Ψ(xµ) · (w¯ −w) + µ)2 + 1
2
‖w‖22. (7)
Generalization error is defined as:
Eg(D) ≡
〈(
f∗(x)− f¯(x))2〉
x
= (w∗ − w¯)>Λ(w∗ − w¯), (8)
where we introduced the diagonal matrix of the spectrum Λργ ≡ ηρδργ . Eg(D). Our main goal is to average Eg(D) over all
possible realizations of D of fixed size P .
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2II. REPLICA CALCULATION FOR GENERALIZATION
To set up our statistical mechanics problem, we first introduce the following partition function:
Z[J ] =
∫
dwe−βH(w;D)+J
βP
2
(
(w−w¯)>Λ(w−w¯)
)
, (9)
such that
Eg(D) = lim
β→∞
2
βP
∂
∂J
logZ[J ]
∣∣∣∣
J=0
. (10)
In order to perform the average 〈Eg(D)〉D, we must average logZ over all possible training samples and noises. Resorting
to the replica trick, averaging logZ reduces to averaging n-times replicated partition function Zn:
〈logZ〉D = limn→0
〈Zn〉D − 1
n
= lim
n→0
1
n
[∫ ( n∏
a=1
dwa
)
e−
β
2
∑n
a=1 w
a>wa+J βP2
∑n
a=1(w
a−w¯)>Λ(wa−w¯)
〈
e−
β
2λ
∑n
a=1
(
(wa−w¯)·Ψ(xµ)+a
)2〉P
{xµ},{a}
− 1
]
(11)
Now we can average over quenched disorder introduced due to the training samples and noise before integrating out the
thermal degrees of freedom.
A. Averaging over Quenched Disorder
The quantity of interest is the following: 〈
e−
β
2λ
∑n
a=1
(
(wa−w¯)·Ψ(x)+a
)2〉
x,{a}
(12)
Rather than integrating over x, we integrate over qa = (wa − w¯) ·Ψ(x) + a, which is itself a random variable with mean
and covariance:
µa ≡ 〈qa〉 = 〈(wa − w¯) ·Ψ(x)〉+ 〈a〉 = √η0(wa0 − w¯0),
Cab ≡ 〈qaqb〉 = (wa − w¯)> 〈Ψ(x)Ψ(x)T 〉 (wb − w¯) + 〈ab〉 = (wa − w¯)>Λ(wb − w¯) + Σab, (13)
where Σ = σ211> is the covariance matrix of noise across replicas. Note that the noise-free part of the diagonal elements
represents the generalization error in a single replica i.e. Caa = Eag + σ
2, while off-diagonal elements give the overlap of the
weights across different replicas. In the limit β → ∞, we expect these two quantities to be equal as the optimal weights
averaged over training samples across different replicas will be the same due to the convexity of the problem.
Next, by observing that qa is a summation of many uncorrelated random variables (
〈
ψρ(x)ψρ′(x)
〉
x∼p(x) = ηρδρρ′) and a
Gaussian noise, we approximate the probability distribution of qa by a multivariate Gaussian with its means and covariance
given by Eq. (13):
P ({qa, µa}) = 1√
(2pi)n det(C)
exp
(
− 1
2
∑
a,b
(qa − µa)(Cab)−1(qb − µb)). (14)
This approximation is further validated with the excellent match of our theory to simulations. Then the average over quenched
disorder reduces to:〈
e−
β
2λ
∑n
a=1
(
(wa−w¯)·Ψ(x)+a
)2〉
x,{a}
≈
∫
{dqa}P ({qa, µa}) exp
(
− β
2λ
n∑
a=1
(qa)2
)
= exp
(
− 1
2
log det
(
I +
β
λ
C
)
− β
2λ
µ>
(
I +
β
λ
C
)−1
µ
)
.
(15)
3Combining everything together, the averaged replicated partition function becomes:
〈Zn〉 = e−nβ2 w¯>w¯
∫ ( n∏
a=1
dwa
)
e−
β
2
∑n
a=1 w
a>
(
I−JPΛ
)
wa+β
∑n
a=1 w¯
>wa−P2 log det(I+ βλC)− β2λµ>
(
I+ βλC
)−1
µ, (16)
where we shifted wa → wa + w¯. Using the definitions (13), we insert the following identity to the integral:
1 =
(
iP
2pi
)n(n+3)
2
∫ (∏
a≥b
dµadµˆadCabdCˆab
)
exp
[
− P
∑
a
µˆa(µa − wa0
√
η0)− P
∑
a≥b
Cˆab
(
Cab −wa>Λwb −Σab
)]
. (17)
Here, integral over Cˆ and µˆ runs over the imaginary axis and we explicitly scaled conjugate variables by P . Then defining:
GE =
1
2
log det
(
I +
β
λ
C
)
+
β
2λ
µ>
(
I +
β
λ
C
)−1
µ,
GS = − ln
∫ ( n∏
a=1
dwa
)
exp
−β
2
∑
a,b
′
wa>
((
I− JPΛ)Iab − 2P
β
ΛCˆab
)
wb + β
n∑
a=1
w¯>wa + P
√
η0
n∑
a=1
µˆawa0

, (18)
we obtain:
〈Zn〉 = en(n+3)2 log( iP2pi )−nβ2 w¯>w¯
∫ (∏
a≥b
dµadµˆadCabdCˆab
)
exp
−P n∑
a=1
µˆaµa − P
∑
a≥b
Cˆab(Cab −Σab)− PGE −GS
 . (19)
Therefore, we only need to evaluate the integral in GS . Since the quadratic term is diagonal in mode index, we can separate
them as:
e−GS =
M∏
ρ=1
∫ ( n∏
a=1
dwaρ
)
exp
−β
2
∑
a≥b
waρ
((
1− JPηρ
)
Iab − 2Pηρ
β
Cˆab
)
wbρ + β
n∑
a=1
w¯ρw
a
ρ

×
∫ ( n∏
a=1
dwa0
)
exp
−β
2
∑
a≥b
wa0
((
1− JPη0
)
Iab − 2Pη0
β
Cˆab
)
wb0 + β
n∑
a=1
(
w¯0 +
√
η0
P
β
µˆa
)
wa0
. (20)
The summation
∑
a≥b can be expressed as:
2
∑
a≥b
Cˆabwaρw
b
ρ −
∑
a=b
Cˆaa(waρ)
2 = wρ
>Cˆwρ =⇒ 2
∑
a,b
′
Cˆabwaρw
b
ρ = wρ
>(Cˆ + diag(Cˆ))wρ. (21)
From now on bold variables refer to vectors and matrices of dimension n and n× n, respectively. Then the expression above
becomes:
e−GS =
 M∏
ρ=1
∫
dwρ exp
(
−β
2
w>ρ Xˆρwρ + βw¯ρ1
>wρ
)∫ dw0 exp(−β
2
w>0 Xˆ0w0 + (βw¯01 +
√
η0P µˆ)
>w0
)
, (22)
where we introduced Xˆρ ≡
(
1− JPηρ
)
I− Pηρβ (Cˆ + diag(Cˆ)) for notational convenience. Evaluating the Gaussian integrals,
we get:
e−GS = exp
(
Pw¯0
√
η01
>Xˆ−10 µˆ + η0
P 2
2β
µˆ>Xˆ−10 µˆ
)
M∏
ρ=0
(
2pi
β
)n
2 1√
det Xˆρ
exp
(
β
2
w¯2ρ1
>Xˆ−1ρ 1
)
. (23)
Now the integral in (19) can be evaluated using the method of steepest descent. In (19), we see that all the terms in the
exponent is O(n). Furthermore, we will use P as the saddle point parameter going to infinity with a proper scaling. Therefore,
4defining the following function:
S[C, Cˆ,µ, µˆ] =
1
n
µˆ>µ +
1
n
Tr
(
Cˆ(C−Σ)
)
+
1
nP
(
PGE +GS
)
GE =
1
2
log det
(
I +
β
λ
C
)
+
β
2λ
µ>
(
I +
β
λ
C
)−1
µ,
GS =
1
2
∑
ρ
log det Xˆρ − β
2
∑
ρ
w¯2ρ1
>Xˆ−1ρ 1− Pw¯0
√
η01
>Xˆ−10 µˆ− η0
P 2
2β
µˆ>Xˆ−10 µˆ, (24)
we obtain:
〈logZ〉 = lim
n→0
1
n
( 〈Zn〉 − 1),
〈Zn〉 = en(n+3)2 log( iP2pi )+nM2 log 2piβ −nβ2 w¯>w¯
∫ (∏
a≥b
dµadµˆadCabdCˆab
)
e−nPS[C,Cˆ]. (25)
B. Replica Symmetry and Saddle Point Equations
In order to proceed with the saddle point integration, we further assume replica symmetry relying on the convexity of the
problem:
µ = µa, C0 = Caa, Cˆ0 = Cˆaa,
µˆ = µˆa, C = Ca 6=b, Cˆ = Cˆa 6=b. (26)
Therefore, we have µ = µ1, µˆ = µˆ1 and C = (C0 − C)I + C11> and Cˆ = (Cˆ0 − Cˆ)I + Cˆ11>. Using matrix determinant
lemma stating det
(
A+ uvT
)
= det(A)(1 + vTA−1u) and Sherman-Morrison formula (A + uvT )−1 = A−1 − A−1uvTA−1
1+vTA−1u , we
obtain:
det
(
I +
β
λ
C
)
=
[
1 +
β
λ
(C0 − C)
]n(
1 + n
βC
λ+ β(C0 − C)
)
,
(I +
β
λ
C)−1 =
1
1 + βλ (C0 − C)
(
I− βC
λ+ β(C0 − C) + nC 11
T
)
,
det Xˆρ =
(
1− Pηρ
(
(2Cˆ0 − Cˆ) + βJ
)
β
)n(
1− nPηρ Cˆ
β − Pηρ
(
(2Cˆ0 − Cˆ) + βJ
)),
Xˆ−1ρ =
1
1− Pηρ
(
(2Cˆ0−Cˆ)+βJ
)
β
(
I + nPηρ
Cˆ
β − Pηρ
(
(2Cˆ0 − Cˆ) + βJ + nCˆ
)11T).
(27)
Then, to leading order in n:
log det
(
I +
β
λ
C
)
= n log
(
1 +
β
λ
(C0 − C)
)
+ n
βC
λ+ β(C0 − C)
1>
(
I +
β
λ
C
)−1
1 =
n
1 + βλ (C0 − C)
log det Xˆρ = n log
(
1− Pηρ (2Cˆ0 − Cˆ) + βJ
β
)
− nPβ
ηρCˆ
β2
1− Pηρ (2Cˆ0−Cˆ)+βJβ
1>Xˆ−1ρ 1 =
n
1− Pηρ (2Cˆ0−Cˆ)+βJβ
(28)
5Finally, we need to simplify µˆ>µ +
∑
a≥bCˆ
ab(Cab −Σab) under the replica symmetry up to leading order in n:
µˆ>µ +
∑
a≥b
Cˆab(Cab −Σab) = n(µˆµ+ Cˆ0(C0 − σ2)− 1
2
Cˆ(C − σ2)). (29)
Therefore, under replica symmetry, the function S given in (24) simplifies to:
S =µˆµ+ Cˆ0(C0 − σ2)− 1
2
Cˆ(C − σ2) + 1
2
(
log
(
1 +
β
λ
(C0 − C)
)
+
β(C + µ2)
λ+ β(C0 − C)
)
+
1
2
 M∑
ρ=0
1
P
log
(
1− Pηρ (2Cˆ0 − Cˆ) + βJ
β
)
− β
M∑
ρ=0
w¯2ρ
P +
ηρCˆ
β2 + δρ0
µˆ
√
η0
β
(
2w¯0 +
P
β
√
η0µˆ
)
1− Pηρ (2Cˆ0−Cˆ)+βJβ
 . (30)
The saddle point equations of S:
∂S
∂µ
= 0⇒ µˆ = − βµ
λ+ β(C0 − C)
∂S
∂µˆ
= 0⇒ µ = − β
√
η0w¯0 + Pη0µˆ
Pη0(2Cˆ0 − Cˆ + βJ)− β
∂S
∂C0
= 0⇒ Cˆ0 = 1
2
β2(C + µ2)(
λ+ β(C0 − C)
)2 − 12 βλ+ β(C0 − C)
∂S
∂Cˆ0
= 0⇒ C0 =
M∑
ρ=0
ηρw¯
2
ρβ
2 + Pη2ρCˆ + δρ0η
3/2
0 Pµˆ
(
2w¯0β +
√
η0Pµˆ
)[
Pηρ(2Cˆ0 − Cˆ + βJ)− β
]2 − M∑
ρ=0
ηρ
Pηρ(2Cˆ0 − Cˆ + βJ)− β
+ σ2
∂S
∂C
= 0⇒ Cˆ = β
2(C + µ2)(
λ+ β(C0 − C)
)2
∂S
∂Cˆ
= 0⇒ C =
M∑
ρ=0
ηρw¯
2
ρβ
2 + Pη2ρCˆ + δρ0η
3/2
0 Pµˆ
(
2w¯0β +
√
η0Pµˆ
)[
Pηρ(2Cˆ0 − Cˆ + βJ)− β
]2 + σ2 (31)
Two commonly appearing forms are:
κ(J) ≡ λ+ β(C0 − C) = λ−
∑
ρ
ηρ
Pηρ
( (2Cˆ0−Cˆ)
β + J
)− 1
2Cˆ0 − Cˆ
β
= − 1
λ+ β(C0 − C) = −
1
κ(J)
(32)
Plugging second equation to the first one, we obtain the following implicit equation:
κ(J) = λ+ κ(J)
∑
ρ
ηρ
Pηρ(1− Jκ(J)) + κ(J) (33)
Now, expressing first two saddle point equations in terms of κ(J), we obtain:
µˆ = − βµ
κ(J)
, µ =
√
η0w¯0κ(J)− Pη0µ
Pη0(1− Jκ(J)) + κ(J) (34)
Solving for µ, we get:
µ =
√
η0w¯0κ(J)
κ(J) + Pη0(2− Jκ(J)) (35)
6In terms of z and µ, final saddle point equations reduce to:
Cˆ∗0 =
1
2
β2(C∗ + µ2)
κ2(J)
− 1
2
β
κ(J)
C∗0 =
M∑
ρ=0
ηρw¯
2
ρκ
2(J) + Pη2ρ(C
∗ + µ2)− δρ0η3/20 Pµ
(
2w¯0κ(J)−√η0Pµ
)(
Pηρ(1− Jκ(J)) + κ(J)
)2 + 1β
M∑
ρ=0
κ(J)ηρ
Pηρ(1− Jκ(J)) + κ(J) + σ
2
Cˆ∗ =
β2(C∗ + µ2)
κ2(J)
C∗ =
M∑
ρ=0
ηρw¯
2
ρκ
2(J) + Pη2ρ(C
∗ + µ2)− δρ0η3/20 Pµ
(
2w¯0κ(J)−√η0Pµ
)(
Pηρ(1− Jκ(J)) + κ(J)
)2 + σ2 (36)
Here ∗ indicates the quantities give the saddle point. Finally, solving for C∗ in the last equation and plugging in the expression
for µ, we obtain:
C∗ =
1
1− γ
[
κ2(J)η0w¯
2
0(
Pη0(2− Jκ(J)) + κ(J)
)2 + M∑
ρ=1
κ2(J)ηρw¯
2
ρ(
Pηρ(1− Jκ(J)) + κ(J)
)2 + σ2]
γ =
M∑
ρ=0
Pη2ρ(
Pηρ(1− Jκ(J)) + κ(J)
)2 (37)
Having obtained the saddle points, we can evaluate the saddle point integral. In the limit P → ∞, the dominant
contribution is:
〈Zn〉 ≈ e−nPS[C∗,Cˆ∗] (38)
Taking the n→ 0 limit, we obtain the free energy:
〈logZ〉 = −PS[C∗, Cˆ∗] = P
2
−P
2
log
κ(J)
λ
−P
2
λ+ βσ2
κ(J)
+
1
2
M∑
ρ=1
log
(
κ(J)
κ(J) + Pηρ(1− Jκ(J))
)
+
1
2
M∑
ρ=1
κ(J)βw¯2ρ
κ(J) + Pηρ(1− Jκ(J))
(39)
Finally, we can calculate Eg = limβ→∞ 2βP
∂
∂J 〈logZ〉 |J=0. Recall that κ is itself a function of J . Explicit calculation and
β →∞ limit yields:
Eg =
(
κ′(0) + κ2(0)
) M∑
ρ=1
ηρw¯
2
ρ(
κ(0) + Pηρ
)2 + σ2 κ′(0)κ2(0) , (40)
where
κ ≡ κ(0) = λ+
∑
ρ
κηρ
Pηρ + κ
,
κ′(0)
κ2(0)
=
1
1−∑ρ Pη2ρ(κ+Pηρ)2
∑
ρ
Pη2ρ
(κ+ Pηρ)2
≡ γ
1− γ , (41)
where we defined γ =
∑
ρ
Pη2ρ
(κ+Pηρ)2
for convenience. In terms of these quantities, averaged generalization error becomes:
Eg =
1
1− γ
∑
ρ
ηρ(
κ+ Pηρ
)2 (κ2w¯2ρ + σ2Pηρ) . (42)
Note that at this point we have already taken P → ∞ limit, therefore formally it should not appear in the equation.
Nevertheless, we keep P here to consider different scaling limits for kernel eigenvalues.
7III. WHITE BANDLIMITED RKHS SPECTRUM
As a simple but illuminating example, we consider a kernel with band-limited spectrum: ηρ = 0 for ρ > N . For simplicity,
we study the case where the spectrum is white ηρ =
1
N for all ρ = 1, ..., N and study this system in the large N , large P limit
with α = P/N ∼ O(1). We normalize the teacher power in the first N modes ∑Nρ=1 w2ρ = N . Furthermore, the coefficients
for the teacher function are aρ for all ρ > N : f
∗(x) =
∑N
ρ=1 wρψρ(x) +
∑∞
ρ=N+1 aρφρ(x).
At the saddle point, the implicit equation κ can be solved explicitly
κ =
1
2
[
(λ+ 1− α) +
√
(λ+ 1 + α)2 − 4α
]
, (43)
The generalization error (42) becomes:
Eg =
1
1− γ
κ2
(κ+ α)2
+ σ2
γ
1− γ + Eg(∞), γ =
α
(κ+ α)2
, (44)
where Eg(∞) =
∑
ρ>N a
2
ρ is the asymptotic value of the generalization error. The first term is the noiseless contribution to
Eg while second term is only due to the noise in teacher. The generalization error asymptotically falls faster in the absence
of noise:
Eg − Eg(∞) ∼ σ
2
α
, α→∞, (σ > 0),
Eg − Eg(∞) ∼ λ
2
α2
, α→∞, (σ = 0). (45)
Furthermore, explicit calculation reveals that the noiseless term monotonically decreases with α, while the noise term has a
maximum at α = 1 + λ and its maximum is given by:
γ
1− γ
∣∣∣∣
α=1+λ
=
1
2
√
λ
1√
λ+
√
λ+ 1
(46)
In the presence of noise, generalization error diverges when λ→ 0, while finite λ smoothes out the learning curve. In machine
learning, this non-monotonic behavior of generalization error is called “double-descent”, and signals overfitting of the noise
in the data2–4. Diverging generalization error further implies a first order phase transition when α = 1 + λ = 1. This can be
seen by examining the first derivative of the free energy (39) in β →∞ limit:
1
β
∂S
∂α
=
σ2
2κ
αγ
1− γ ≈
σ2
2λ
θ(α− 1) +O(λ), (47)
where the approximation is valid for λ  1. We observe that, in the absence of noise, there is no phase transition while in
the noisy case, there is a sharp discontinuity and divergence when λ = 0. Although there is no phase transition in the strict
sense of a non-analytic free energy except for the case λ = 0, we describe whether there is double-descent or not as separate
phases of the kernel machine.
We would like to understand what combinations of (λ, σ2) leads to double-descent in generalization error. One can obtain
the exact phase boundary for double-descent by studying the zeros of ∂Eg/∂α given by:
∂Eg(α)
∂α
= −1
2
+
(α+ λ− 5)(α+ λ+ 1)2 + 2(λ+ 2)(3α+ 1 + λ)− 2σ2(α− 1− λ)
2
(
(α+ 1 + λ)2 − 4α)3/2 = 0 (48)
Explicit calculation yields:
σ2critical >
{
f(λ) λ < 1
2λ+ 1 λ ≥ 1 , (49)
where f(λ) is:
f(λ) = 3λ(3λ+ 2− 2√1 + λ√9λ+ 1 cos θ),
θ =
1
3
(
pi + tan−1
8
√
λ
9λ(3λ+ 2)− 1
)
. (50)
8In the double-descent region, we further observe that the curve σ2critical = 2λ+ 1 for λ < 1 separates two regions with a single
and double local extrema. Above this curve, there is a single local maximum corresponding to double-descent peak while
below there is a local minimum followed by a local maximum.
Although large λ regularizes the learning and avoids an overfitting peak, too large λ will also slow down the learning as
can be seen from the asymptotic limit of Eq.(48) in λ:
∂Eg(α)
∂α
= − 2
λ
+
3(2α+ 1) + σ
λ2
+O
(
1
λ3
)
(51)
To find an optimal choice of ridge parameter, we study the first derivative of Eg with respect to λ and find that there is an
optimal λ for a given noise level σ2 independent of α:
∂Eg(α)
∂λ
=
2α(λ− σ2)(
(α+ 1 + λ)2 − 4α)3/2 = 0, ⇒ λ∗ = σ2 (52)
This simple relation holds for all α and also indicates that the optimal choice of regularization leads to a learning curve
without double-descent, as expected (See Figure 1 in the main text). Note that the error due to the noise term is decreasing,
while the noise-independent term is increasing with λ.
Finally, we numerically plot the α at which double-descent peak occurs as a function of noise with varying λ levels. We
observe that for large noise levels, location of the double-descent peak gets closer to α = 1 + λ.
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Figure 1: α/(1 + λ) as a function of σ2/λ for varying ridge parameter λ.
Next, we apply these findings to rotation invariant kernels and find that generalization error decomposes into different
learning episodes which are individually described by the same formula we derived here in a special setting.
IV. ROTATION INVARIANT KERNELS
Here, we consider a widely used class of kernels left invariant under the rotations of the inputs: K(Ox,Ox′) = K(x,x′)).
We start by decomposing rotation invariant kernels into their spherical and radial directions:
Lemma 1. Let Fr be the set of functions that are invariant to all rotations that leave the vector r ∈ SD−1 unchanged (for all
f ∈ Fr and all orthogonal matrices O ∈ RD×D with Or = r, f(Ox) = f(x)). Any function f ∈ Fr admits a decomposition
f(x) =
∑
k
ak(||x||)Q(D−1)k (xˆ · r), (53)
where Q
(D−1)
k (z) are the Gegenbauer polynomials (see VI for review).
Proof. For f to be invariant under the set of rotations which leave the vector r invariant, the restriction of f to spherical
shells of radius ||x|| = R must also be invariant under rotations. For fixed radius R, the set of all functions that are
rotation invariant lie in span{Qk(r> · /|| · ||)}, since the Gegenbauer polynomials are complete with respect to the measure
of inner products on SD−1. Repeating this decomposition for each restriction radius ||x|| gives radial dependent coefficients
ak(||x||).
9Using this lemma, we have the following decomposition for rotation invariant kernels (K(Ox,Ox′) = K(x,x′)) by first
considering the rotation O’s that leave x unchanged and then by considering the rotation O’s that leave x′ unchanged.
K(x,x′) =
∑
k
gk(||x||, ||x′||)Qk(x · x′). (54)
To calculate the eigenspectrum, we insert an ansatz of the form φzkm(x) = Rz,k(||x||)Ykm(xˆ) to the eigenvalue problem∫
dxK(x,x′)p(x)φzkm(x) =
∫ ∞
0
d||x||p(||x||)
∑
k′m′
gk′(||x|, ||x′||)Rz,k(||x||)Yk′m′(xˆ′)
∫
SD−1
dxˆ Ykm(xˆ)Yk′m′(xˆ) (55)
= Ykm(xˆ
′)
∫ ∞
0
d||x||p(||x||)gk(||x|, ||x′||)Rz,k(||x||) = ηz,kRz,k(||x′||)Ykm(x′), (56)
which gives a collection of radial eigenvalue problems (one for each degree k of spherical harmonics)∫ ∞
0
d||x||p(||x||)gk(||x||, ||x′||)Rz,k(||x||) = ηz,kRz,k(||x′||). (57)
For each, k, we solve the integral eigenvalue problem for a set of functions {Rz,k(||x||)}z that are orthonormal with respect
to p(||x||). After solving these radial eigenvalue problems, we obtain the following Mercer decomposition of the kernel
K(x,x′) =
∑
zkm
ηz,kRz,k(||x||)Rz,k(||x′||)Ykm(xˆ)Ykm(xˆ′), (58)
where ηz,k are the eigenvalues of this decomposition, Rz,k(||x||) denotes the radial dependence and Ykm are hyper-spherical
harmonics in D-dimensions. The eigenvalues ηz,k are the same for every m for each (z, k) mode. There are at least N(D, k) =(
k +D − 1
D − 1
)
−
(
k +D − 3
D − 1
)
∼ O(Dk) degeneracy of each kernel mode due to the rotational symmetry (see VI). To keep
K(x,x′) ∼ OD(1), each (z, k) term in the Mercer decomposition must be OD(1). Since the sum over N(D, k) orders m gives
a scaling of each (z, k) term of OD(N(D, k)) ∼ OD(Dk), the eigenvalues must scale like ηz,k ∼ OD(1/N(D, k)) ∼ OD(D−k).
Using these facts, we can apply the generalization error (42) on rotation invariant kernels K(x,x′) : SD × SD → R. Once
the orthogonal decomposition derived in (58) is achieved and eigenvalues ηz,k ∼ O(D−k) are obtained, kernel generalization
error (42) becomes:
Eg =
1
1− γ
∑
z,k,m
ηz,k(
κ+ Pηz,k
)2 (κ2w¯2z,k,m + σ2Pηz,k),
κ = λ+
∑
z,k,m
κηz,k
κ+ Pηz,k
= λ+
∑
z,k
κN(D, k)ηz,k
κ+ Pηz,k
,
γ =
∑
z,k
PN(D, k)η2z,k
(κ+ Pηz,k)2
, (59)
for a general teacher function f¯(x) =
∑
z,k,m w¯z,k,mφz,k,m(x).
We wish to study kernel generalization in the limit P,D → ∞ while keeping α ≡ P/N(D, l) finite where l is an integer
defining the scale of number of samples and the learning stage. Since eigenvalues are m independent, we sum over m and
define the following OD(1) quantities:
η¯z,k ≡ N(D, k)ηz,k, w¯2z,k ≡
1
N(D, k)
N(D,k)∑
m=1
w¯2z,k,m. (60)
Here, η¯z,k denotes the normalized spectrum eigenvalues and one can consider different scalings such as η¯z,k ∼
O(k−s), O(s−k), O(1). w¯2z,k denotes the average of the teacher weights over degenerate modes m. Due to this scaling
generalization error at P,D →∞ limit becomes:
Eg =
κ2
1− γ
∑
z
η¯z,lw¯
2
z,l(
κ+ αη¯z,l
)2 + 11− γ ∑
z,k>l
η¯z,kw¯
2
z,k + σ
2 γ
1− γ ,
κ = λ+
∑
z
κη¯z,l
κ+ αη¯z,l
+
∑
z,k
η¯z,k, γ =
∑
z
αη¯2z,l
(κ+ αη¯z,l)2
, (61)
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First term corresponds to learning the mode l features while second term corresponds to the higher modes. Note that
γ(α = 0) = γ(α = ∞) = 0 meaning that the modes k > l are not being learned in the learning stage l. Last term is the
noise contribution to Eg. Furthermore, self-consistent equation for κ simplifies to a polynomial equation of degree #(z) + 1
instead of degree #(z) + #(l) + 1, where #(z) and #(l) denote the total number of z and l modes, respectively.
Having obtained the eigenvalues for a decomposition of this kind, generically one can solve for κ either analytically and
numerically. To gain more insight about the generalization error, we will consider a simpler and analytically more tractable
example where #(z) = 1.
We found that eigenvalues with different degeneracies N(D, k) decouple as different learning stages for generic rotation
invariant kernels in D → ∞ limit. However, kernels with further symmetries such as translational invariance can have
eigenvalues with larger degeneracies. To take this case into account, we introduce the following notation: ηK denotes the
degenerate eigenvalues indexed by an integer K potentially representing different combinations of (z, k) and φK,ρ denotes the
corresponding eigenfunctions where ρ denotes collectively the degenerate indices. In this case, the degeneracy of each mode
K is denoted by N(D,K) which can be larger than the degeneracy of spherical harmonics. Considering the case where there
is a single eigenvalue for with degeneracy N(D,K) for all integer K, self-consistent equation for κ for learning stage L in
Eq.(61) becomes a quadratic equation and we obtain the following solution:
κ˜(α) ≡ κ
η¯L
=
1
2
(1 + λ˜L − α) + 1
2
√
(1 + λ˜L + α)2 − 4α,
λ˜L =
λ+
∑
K>L η¯K
η¯L
,
κ˜(0) = 1 + λ˜L, κ˜(∞) = λ˜L, κ˜(α) ≥ 0, ∀α ∈ R+, (62)
where κ˜ is the scaled κ by η¯K and η¯K = N(D,K)ηK . This formula is same as the white band-limited example except for a
more complicated effective regularization λ˜L. Therefore each learning stage behaves in the same way as white band-limited
case, and in the presence of noise, we may observe to see multiple descents associated to each learning episode.
Similar to the discussion for white band-limited case, κ˜ is a monotonically decreasing function of α. Effective regularization
λ˜L controls the decay rate of κ˜ and is completely fixed by kernel eigenspectrum and explicit ridge parameter. For larger λ˜L,
the decay of κ(α) is slower and for λ˜L = 0, decay is fastest. In fact, for the special case λ˜L = 0 decay rate is discontinuous
and the second derivative of κ˜ diverges at α = 1 + λ˜L = 1.
With these definitions, γ becomes:
γ =
α
(κ˜+ α)2
(63)
Similar to the discussion in white band-limited example, the function γ has a maximum at α = 1 + λ˜L, and as λ˜L → 0,
its maximum goes to γ → 1, while for large λ˜L its maximum falls like 1/4λ˜L. Therefore, for certain cases we expect local
maxima or divergences in generalization error due to the factor of 1/(1− γ) and for larger λ˜L we expect the effect of peaks
to decrease, acting as an effective regularization5.
Replacing these definitions in (42), we obtain the generalization error for rotation invariant kernels as:
E
(L)
g (α)− E(L)g (∞)
η¯Lw¯2L
=
1
1− γ
κ˜2
(κ˜+ α)2
+
(
σ2 + E
(L)
g (∞)
η¯Lw¯2L
)
γ
1− γ , (64)
where E
(L)
g (∞) = ∑K>L η¯Kw¯2K is the asymptotic value of the generalization error and superscript (L) indicates that we
are considering the scaling P = N(D,L)α. The particular form we presented E
(L)
g is useful to study α dependence of
generalization error across different modes L since the right-hand side of the equation functionally depends only on α and
λ˜L which is completely fixed by the full spectrum of RKHS. Asymptotically, first term is monotonically decreasing with
1
α2 ,
while the second term has a maximum at α = 1 + λ˜L with magnitude:
γ(λ˜L)
1− γ(λ˜L)
=
1
2
√
λ˜L
1√
λ˜L +
√
1 + λ˜L
, (65)
where generalization error might display a peak with increasing training samples. Therefore we conclude that the “double
descent” behavior can only arise due to the noise in teacher, consistent with the observations of6. We also observe that
the effective noise is given by σ˜2L ≡
σ2+E(L)g (∞)
η¯Lw¯2L
which implies that the errors from higher modes might act like noise in
generalization error. Note that effective noise can be scale N(D,L) dependent due to the weight factor in the denominator.
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From the particular form of generalization error in (64), we observe that there is a trade-off between noiseless and the
noisy term and it is not obvious for which combinations of σ˜2L and λ˜L we see double-descent (i.e. generalization error has
a local maximum). Similar to the discussion in white band-limited case, we obtain the “double-descent phase diagram” by
identifying where on the (λ˜L, σ˜
2
L) plane the first derivative of (64) vanishes defined:
σ˜2L ≥ f(λ˜L) ≡ 3λ˜L
(
3λ˜L + 2− 2
√
1 + λ˜L
√
9λ˜L + 1 cos θL
)
θL =
1
3
(
pi + tan−1
8
√
λ˜L
9λ˜L(3λ˜L + 2)− 1
)
(66)
Above this curve where double-descent occurs, we further observe that the curve σ˜2L = 2λ˜L + 1 for λ˜L < 1 separates two
regions with a single and double local extrema.
Here, similar to the white band-limited case, we find an optimal λ˜∗L = σ˜
2
L for each learning episode L, achieving the
minimum generalization error for all α.
This analysis allows us to understand the dependence of double-descent behaviour on the kernel spectrum by studying λ˜L.
Let us consider the case where η¯L ∼ O(s−L) for some s > 1, the case relevant for the Gaussian kernel example. Then in the
ridgeless (λ = 0) limit λ˜L is given by:
λ˜L =
∑
K>L s
−K
s−L
=
∞∑
K=L
s−K =
1
s− 1 (67)
Here λ˜L is the same for all L. We observe that as spectrum decays faster, generalization error might feature larger peaks
since the regularization λ˜L → 0. Therefore, faster decaying spectrums are more likely to cause double-descent features than
the slower decaying ones.
Another example is η¯L ∼ O(L−s) which is more relevant for studying neural networks. In this case, we have:
λ˜L =
λ
η¯L
+
∑∞
K=L η¯K
η¯L
− 1 = λ
η¯L
+
∞∑
K=0
(
L+K
L
)−s
− 1
= Ls
(
ζ(s, L) + λ
)− 1, (68)
where ζ(s, L) is the Hurwitz zeta function defined as:
ζ(s, L) ≡
∞∑
K=0
1
(L+K)s
=
1
Γ(s)
∫ ∞
0
e−Lxxs−1
1− e−x dx =
l−s+1
Γ(s)
∫ ∞
0
e−xxs−1
1− e−x/L dx, (69)
where in the last step, we performed the change of variables x → tx. To understand the spectrum dependence of λ˜L, we
approximate ζ(s, L) ≈ L−s+1/(s− 1) for large L. Then λ˜L simplifies to:
λ˜L ≈ L
s− 1 + λL
s (70)
Similar to exponential spectrum, again the regularization falls as spectrum decays faster. Furthermore, we can see that
regularization λ˜L increases at least linearly with L (or with power law for λ 6= 0) meaning that double-descent becomes less
visible for higher modes. Another note is that one can think of the quantity λ˜L as an ”effective ridge parameter” which
regularizes higher order modes causing them not to fit random noise and therefore stay smoother.
This can be thought of as an example of implicit regularization in learning machines where more complicated features
(higher modes) are implicitly chosen not to be learned, since learning rates also slow down with sample complexity as λ˜L gets
larger. This property of the power law spectrum keeps the learned function smoother. It can be also interpreted as explicitly
regularizing the learning with a mode dependent ridge parameter λ = L/(s− 1).
Next, we consider concrete examples of the theory.
A. Gaussian kernel
As a popular example, we study Gaussian kernel which further also possesses translational symmetry . Let p(x) = N (0, r2I)
be the data distribution on the input space RD and K(x,x′) = e−
1
2Dω2
||x−x′||2 be the Gaussian kernel. For this density and
12
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Figure 2: Kernel Eigenspectra for the Gaussian RBF on a Gaussian measure in the D → ∞ limit. Larger bandwidth spectra decay
more rapidly with increasing K. The optimal bandwidth ω∗ as a function of the effective noise σ˜2. Small bandwidth kernels are
preferred for late learning stages (large K) and large effective noise σ˜2. For small σ˜2 the optimal bandwidth satisfies ω∗2 ∝ σ˜−2 as
predicted by the approximation obtained in the r << ω limit.
the kernel, the eigenfunctions and eigenvalues can be computed exactly1:
ηk =
(
2a
A
)D
2
(
b
A
)∑
i ki
, φk(x) = e
−(c−a)‖x‖2
D∏
i=1
Hki(
√
2cxi), (71)
where a = 14r2 , b =
1
2Dω2 , c =
√
a2 + 2ab and A = a+ b+ c. The degeneracy of each mode for fixed K =
∑
i ki is given by:(
K+D−1
K
) ∼ DKK! in large D limit. We note that this system can also be thought of as a collection of D harmonic oscillators,
where the eigenfunctions represent different microstates. The degeneracy in the eigenspectrum is analogous to the number of
states with the same total energy: the number of distinguishable macrostates possible when K energy quanta are distributed
over D oscillators. The Gaussian can be decomposed in spherical polar coordinates in terms of angular and radial functions
as in (58), but this decomposition is more complicated than the decomposition in Cartesian coordinates we study here.
An informative limit to study the spectrum is one where ω2 ∼ OD(1) in the D → ∞ limit. In this large D limit, the
normalized spectrum converges to
η¯K = ηKN(D,K) ∼
(
r2
ω2D
)K
DK
K!
=
1
K!
(
r2
ω2
)K
∼ OD(1). (72)
We can also compute the effective regularization at each learning stage
λ˜K = K!
(
r2
ω2
)−K ∑
`>K
1
`!
(
r2
ω2
)`
=
∞∑
`=1
K!
(`+K)!
(
r2
ω2
)`
= K!
(
ω2
r2
)K exp( r2
ω2
)
−
K∑
`=0
1
`!
(
r2
ω2
)` , (73)
which we see is a monotonically increasing function of r2/ω2. Thus, for fixed distribution variance r2, a larger kernel
bandwidth ω2 leads to lower effective regularization. This is associated with larger double-descent peaks in the presence of
noise. A smaller kernel bandwidth leads to larger effective regularization, mitigating the double descent feature. The optimal
ω2 for the first learning stage can be determined by setting σ˜2K = λ˜K . Under the assumption that the kernel bandwidth is
large ω2  r2, we find that λ˜K ∼ 11+K r
2
ω2 so that the optimal bandwidth for learning stage K and noise level σ˜
2
K  1 is
ω∗K
2 ∼ r
2
σ˜2(K + 1)
, σ˜2 → 0. (74)
Figure 3 displays kernel regression on a teacher function:
f¯(x) =
P ′∑
i=1
αiK(x, x¯i), αi ∼ B(1/2), x¯i ∼ N (0, σ2I), (75)
where K is the Gaussian kernel with variance ω2 and αi are drawn from a Bernoulli distribution. Generating P noisy labels
from this function, we perform kernel regression and calculate generalization error on a randomly generated test data. We
repeat this process many times to obtain training and teacher dataset averaged generalization error (see section V B for
simulation details). Kernel regression experiment fits the theory prediction almost perfectly as can be seen from Figure 3.
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Figure 3: Kernel regression with Gaussian RBF kernel with ω2 = 900, σ = 1 and D = 100. (A) Shows the theory curves generated by
the finite P generalization error formula. Vertical dashed lines indicate different degeneracies N(D,K) corresponding to learning stage
K. Different panels correspond to noise levels chosen based on λ˜L of mode L. (B) Same experiment for varying σ˜1 compared to the
P,D → ∞ version of the generalization error formula. Around P ∼ N(D,L) for each learning stage, Eg obtained above still predicts
very well except in the middle regions, finite P,D effects dominate.
B. Dot-Product Kernels on SD and Neural Tangent Kernel
Here we consider the application of the generalization error (42) on dot-product kernels K(x ·x′) : SD×SD → R. Natural
orthonormal basis on the input space SD are D-dimensional hyper-spherical harmonics φρ(x) ≡ Ylm(x) with l = 0, 1, 2, 3, ...
and m = 1, .., N(D, l) where N(D, l) =
(
n+D − 1
n
)
−
(
n+D − 3
n− 2
)
is the number of degenerate modes associated to each
mode l (see for details VI).
We consider kernel ridgeless regression (λ = 0) with a kernel with power law spectrum η¯k = k
−s. In this case, effective
regularization λ˜l increases with mode l since λ˜l ≈ l/(s− 1). With a similar procedure applied in Gaussian RBF example, we
set teacher weights w¯2k = ηk = η¯k/N(D, k). A kernel regression experiment and prediction are shown in Figure 4. Note that
we use the finite P version of the generalization error to produce this plot meaning that the theory is still perfectly predictive
without taking the infinite P limit.
The relevance of power law spectrums and dot-product kernels to deep neural networks comes from the correspondence
of inifinitely wide neural networks and ridgeless kernel regression7. Consider a neural network with L hidden layers and
n(`) = N units in each of these layers. We initialize the weights in each layer randomly W
(`)
ij ∼ N (0, 1/n(`)) and biases
b(`) ∼ N (0, 1). Then the network function at initialization looks like:
f(x;θ) = σ
W(L)σ
W(L−1)σ(..W(3)σ(W(2)σ (W(1)x + b(1))+ b(2))+ b(3))+ b(L−1)
+ b(L)
 , (76)
where σ is a non-linearity. We will only consider the Rectified Linear Unit (ReLU). Training the network parameters θ with
gradient flow on a squared loss to zero training error is equivalent to the function obtained from ridgeless kernel regression
with the Neural Tangent Kernel (NTK)7–9. This kernel can be obtained heuristically by linearizing the neural network
14
100 101 102 103 104
P
10 3
10 2
10 1
E g
*
1 = f(0.2 1)
*
1 = f(1.0 1)
*
1 = f(3.0 1)
*
1 = f(6.0 1)
100 101 102 103 104
P
10 8
10 7
10 6
10 5
10 4
10 3
10 2
10 1
E g
*
2 = f(0.2 2)
*
2 = f(1.0 2)
*
2 = f(3.0 2)
*
2 = f(6.0 2)
100 101 102 103 104
P
10 11
10 9
10 7
10 5
10 3
10 1
E g
*
3 = f(0.2 3)
*
3 = f(1.0 3)
*
3 = f(3.0 3)
*
3 = f(6.0 3)
100 102 104 106
= P/N(d, 1)
10 11
10 9
10 7
10 5
10 3
10 1
E(
1) g
(
)
10 4 10 1 102 105 108
= P/N(d, 2)
*
1 = f(0.2 *1 )
*
1 = f(1.0 *1 )
*
1 = f(3.0 *1 )
*
1 = f(6.0 *1 )
10 7 10 4 10 1 102 105
= P/N(d, 3)
100 101 102 103 104
P
Figure 4: Kernel ridgeless regression with power law kernel η¯k = k
−8 and D = 20. (A) Shows the theory curves generated by the finite
P generalization error formula. Vertical dashed lines indicate different degeneracies N(D, l) corresponding to learning stage l. Different
panels correspond to noise levels chosen based on λ˜l of mode l. (B) Same experiment for varying σ˜1 compared to the P,D →∞ version
of the generalization error formula. Around P ∼ N(D, l) for each learning stage, Eg obtained above still predicts very well except in
the middle regions, finite P,D effects dominate.
function f(x,θ) around its initial set of parameters θ0, f(x,θ) ≈ f(x,θ0)+∇θf(x,θ0) · (θ−θ0). Optimizing a mean squared
regression error over θ is equivalent to solving a linear regression problem for θ where the feature Gram matrix is formed
from initial parameter gradients: KNTK,ij = ∇θf(xi,θ0) · ∇θf(xj ,θ0). In the infinite-width limit, this quantity converges
to it’s average over all possible initializations θ0, giving rise to the deterministic NTK
7. As an example, the exact form of
NTK for ReLU non-linearity and zero bias is given by:
K
(0)
NTK(x,x
′) = cos−1(x · x′)
K
(1)
NTK(x,x
′) = cos
[
f
(
cos−1(x · x′))]+K(0)NTK(x,x′)(1− cos−1(x · x′)pi
)
K
(2)
NTK(x,x
′) = cos
[
f
(
f
(
cos−1(x · x′)))]+K(1)NTK(x,x′)(1− f( cos−1(x · x′))pi
)
. . .
K
(L)
NTK(x,x
′) = cos
[
f(f(f(...f(cos−1(x · x′)))))︸ ︷︷ ︸
L times
]
+K
(L−1)
NTK (x,x
′)
(
1−
L− 1 times︷ ︸︸ ︷
f(f(f(...f(cos−1(x · x′)))))
pi
)
,
(77)
where f(θ) = cos−1
[
1
pi
(
sin(θ)+
(
pi−θ) cos(θ))]. By projecting this function onto the Gegenbauer polynomials, we can obtain
the spectrum of NTK for any layer10. We empirically observe that the eigenvalues obey power-law for large modes as seen
from Figure 5.
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Figure 5: Spectrum dependence of NTK to number of layers and input dimension. Empirically, spectrum η¯l = ηlN(D, l) becomes white
as more layers added. Furthermore, we confirm that the spectrum η¯l is independent of input dimension for large D.
BA
Figure 6: (A) 2-layer NTK regression and corresponding neural network training with 50000 hidden units for D = 25 with varying
noise levels. Solid lines are the theory predicted learning curves, dots represent NTK regression and × represents Eg after neural
network training. (B) Generalization error for 2-layer NN with varying hidden units. We observe that increasing the width brings the
learning curve close to the NTK regression theory (dashed lines).
Having obtained the kernel and its spectrum, we perform kernel regression with the exact infinite-width limit NTK and
train the corresponding finite width neural network. In Figure 6A, we demonstrate the results for fitting a pure mode teacher
function f¯(x) = akQ
(D−1)
k (β · x) which has vanishing weights except for a single mode k. β is randomly generated. We
find that our theory describes NTK regression perfectly while neural network experiments show deviation from the theory at
large P , possibly due to finite size effects. Indeed, increasing the width leads to a better match, as shown in Figure 6B.
V. EXPERIMENT DETAILS
A. Calculating Kernel Spectrum
For a chosen kernel, one can find the eigendecomposition onto Gegenbauer polynomials using the following formula11:
K(x, y) =
∞∑
k=0
ηk
N(D,k)∑
m=1
Yk,m(x)Yk,m(y) =
∞∑
k=0
ηkN(D, k)Q
(D−1)
k (x · y). (78)
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Then integrating this kernel against the Gegenbauer polynomials gives us kernel eigenvalues {ηl}:∫ 1
−1
K(t)Q
(D−1)
l (t)(1− t2)(D−3)/2dt =
ωD
ωD−1
∞∑
k=0
ηkN(D, k)δk,l = ηlN(D, l)
ωD
ωD−1
, (79)
where ωD =
2piD/2
Γ(D/2) is the surface area of a unit D-sphere.
We compute the eigenvalues ηl of a kernel K(t) by performing the integral in Equation 79 with a Gauss-Gegenbauer
quadrature scheme for the measure (1− t2)(D−3)/2.
B. Details of Kernel Regression Experiments
In order to test our results, we setup the following experiment.
• We generate the teacher function using the representer’s theorem, because sampling from a high dimensional spherical
harmonic is not efficient. We choose P ′ teacher examples {x¯µ} (different than the training set) on the sphere and use
the student kernel K:
f∗(x) =
P ′∑
µ=1
α¯µK(x, x¯
µ) =
M∑
ρ=1
( P ′∑
µ=1
α¯µ
√
ηρφρ(x¯
µ)
)√
ηρφρ(x) ≡
M∑
ρ=1
wˆρΨρ(x) (80)
We note that wˆρ are random variables. To calculate their statistics, suppose we draw α¯µ for each example i.i.d. from
a distribution with mean 0 and variance 1/P ′. Then averaging over many {xµ} with large P ′, we get the mean and
variance of wˆρ to be:
〈wˆρ〉 = 0
〈wˆρwˆγ〉 = ηρδργ . (81)
For large P ′,
∣∣wˆρ∣∣2 concentrates around ηρ, which we use in our theoretical calculations.
We also allow sample corruption by a Gaussian noise:
yµ =
P∑
µ=1
α¯µK(x, x¯µ) + µ, (82)
where noise for each sample has variance 〈µν〉 = σ2δµν .
• To solve the kernel regression problem, we again use the representer’s theorem. Given P training samples, {x¯µ}, the
student function is of the form:
f(x) =
P∑
µ=1
αµK(x,x
µ). (83)
Plugging this into the kernel regression problem, with samples yµ = f∗(xµ) + µ generated by the teacher, we obtain
the coefficients:
min
α
(
1
2
(y −Kα)>(y −Kα) + λ
2
α>Kα
)
, =⇒ α = (K + λI)−1y. (84)
• Once we get these coefficients α, we can express the total generalization error as a sum of mode wise errors
Eg =
〈
(f(x)− f∗(x))2
〉
=
∑
ργ
ηρηγ
[ P∑
j=1
αjφρ(xj)−
P ′∑
i=1
αiφρ(xi)
][ P∑
j=1
αjφγ(xj)−
P ′∑
i=1
αiφγ(xi)
]〈
φρ(x)φγ(x)
〉
=
∑
ρ
η2ρ
[∑
j,j′
αjαj′φρ(xj)φρ(xj)− 2
∑
i,j
αjαiφρ(xj)φρ(xi) +
∑
i,i′
αiαi′φ(xi)φ(xi′)
]
. (85)
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If we recognize that ρ indexes both (k,m) for the spherical harmonics, we can simplify the mode error to a simple
matrix expression
k = η
2
k
[
α>Qk(XTX)α− 2α>Qk(XTX)α + α>Qk(XTX)α
]
. (86)
We use this expression to compute experimental mode errors.
The theoretical generalization error can be obtained simply replacing w¯2ρ with the corresponding eigenvalue ηρ (Eq. (81))
in our generic expression (Eq. (42)).
C. Details of Neural Network Experiments
To perform neural network experiments, we use Neural Tangents package12. We choose a label generating pure target
functions of the form f¯(x) = akQ
(D−1)
k (β ·x), where ak is the coefficient and β is a randomly chosen unit vector on SD. The
matrix X ∈ RP×D contains P randomly chosen unit vectors of dimension D. Generating the labels with additive noise with
variance σ2 from the teacher function, y = akQ
(D−1)
k (X · β) + , we feed the training set X,y to the neural network. In the
same way, generating a test dataset Xtest,ytest, we calculate the generalization error. Averaging over many random β’s, we
obtain an average generalization error.
VI. NOTES ON SPHERICAL HARMONICS
Here we collect some useful results on spherical harmonics. Details can be found in11. We are interested in finding a basis
for the functions space on SD−1 ⊂ RD. Let PDk to be the space of homogeneous polynomials of degree k. Then its dimension
is:
dimPDk =
(
k +D − 1
k
)
(87)
Spherical harmonics are homogeneous Ykm(tx) = t
kYkm(x), harmonic ∇2Ykm(x) = 0 polynomials, restricted to SD−1.
They are orthonormal with respect to the uniform measure on the sphere∫
SD−1
Ykm(x)Yk′m′(x)dx = δk,k′δm,m′ (88)
The number of degree k spherical harmonics in dimension D is
N(D, k) =
(
k +D − 1
k
)
−
(
k +D − 3
k − 2
)
=
2k +D − 1
k
(
k +D − 3
k − 2
)
(89)
For large dimension D →∞ this number of degree k harmonics grows like
N(D, k) ∼ D
k
k!
, D → ∞ (90)
The Gegenbauer polynomial of degree k, Q
(D−1)
k , can be related to all of the degree k spherical harmonics
Q
(D−1)
k (x · y) =
N(D,k)∑
m=1
Ykm(x)Ykm(y), x,y ∈ RD. (91)
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