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El presente trabajo busca desarrollar una aplicación con Shiny de RStudio para el cálculo 
estocástico de provisiones en seguros no vida que incluyen el efecto del año de calendario 
y obtener los resultados propuestos en los métodos deterministas de separación 
Aritmético (Verbeek, 1972) y Geométrico (Taylor, 1979), de forma que los inputs y 
outputs puedan ser visualizados a través de una interfaz gráfica interactiva. La 
metodología de cálculo hace uso del Modelo Lineal Generalizado y la técnica estadística 
de remuestreo o Bootstrapping propuesta por Björkwall et al. (2009, 2010) para la 
estimación de las reservas. 
Palabras clave: Modelo Lineal Generalizado, Bootstrap, cálculo estocástico de 




The present work seeks to develop an application with Shiny from RStudio for the 
stochastic calculation of non-life insurance provisions including the effect of the calendar 
year and obtain the results proposed in the Arithmetic (Verbeek, 1972) and Geometric 
(Taylor, 1979) deterministic separation methods, so that the inputs and outputs can be 
viewed through an interactive graphical interface. The calculation methodology makes 
use of the Generalized Linear Model and the statistical technique of resampling or 
Bootstrapping proposed by Björkwall et al. (2009, 2010) for estimating claim reserves. 
Keywords: Generalized Linear Model, Bootstrap, stochastic claim reserving, Taylor’s 
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1. Introducción  
 
El desarrollo del presente trabajo final de máster busca ampliar los conocimientos de los 
métodos estocásticos del cálculo de provisiones en seguros no vida con el Modelo Lineal 
Generalizado (GLM por sus siglas en inglés) estudiados en la asignatura de Matemática 
Actuarial, introduciendo el efecto del año de calendario para obtener como caso particular 
los resultados de los métodos deterministas de separación de Taylor. 
 
El estudio de estos métodos deterministas obedece a que, a diferencia de otras técnicas 
como el modelo Chain Ladder, estos permiten introducir como hipótesis de cálculo 
factores identificables por año de calendario como la inflación, cambios legislativos, 
compensaciones al asegurado entre otros, que están condicionados de acuerdo con la 
naturaleza de cada cartera, siendo factores aportantes de incertidumbre a la hora de 
realizar el cálculo de provisiones. Luego, la introducción del comportamiento de esta 
inflación de siniestros superpuestos permitirá disminuir el riesgo de reserva (Björkwall, 
(2009), Björkwall et al. (2010)) obteniendo una cuantificación y valoración de 
provisiones más cercana a una estimación real en el marco normativo de Solvencia II. 
 
Entretanto, el GLM se ha consolidado como la metodología dominante para el cálculo de 
reservas y, en ese mismo sentido, la programación informática de la matemática actuarial 
ha permitido realizar las estimaciones de manera eficiente para obtener los cálculos 
propuestos en la teoría, haciendo uso de paquetes y funciones actuariales desarrollados 
en diversos lenguajes de programación como R. Además, la visualización e interpretación 
de los resultados mediante herramientas disponibles de interfaz gráfica como Shiny, 
facilitan el análisis y presentación de los outputs arrojados al usuario. 
 
En la segunda sección del documento se revisan el Modelo Lineal Generalizado y su 
aplicabilidad para obtener los métodos de separación de Taylor, el cálculo de los errores 
de predicción y el Bootstrapping utilizado en las estimaciones. En la tercera y cuarta 
sección se describen la estructura y el esquema de la interfaz gráfica de Shiny, con los 
parámetros de entrada y resultados presentados utilizando el dataset de reclamaciones de 
Taylor y Ashe (1983). Finalmente, se presentan las conclusiones del desarrollo de la 








2. Métodos estocásticos de cálculo de provisiones con GLM 
 
De acuerdo con la clasificación realizada por De Vylder (1986) y Taylor (1986), los 
métodos actuariales para el cálculo de provisiones en seguros no vida se pueden clasificar 
en deterministas o estocásticos, en el segundo caso los siniestros se consideran eventos 
de variables aleatorias.  
Se distinguen dentro de los modelos estocásticos (Boj, et al. 2020): 
a) modelos paramétricos, que asumen distribuciones conocidas, pero con la necesidad de 
estimar algunos parámetros 
b) modelos de distribución libre, que no establecen hipótesis de partida para las 
distribuciones implicadas. 
Algunos métodos deterministas (método de Chain-ladder, método de mínimos cuadrados 
de De Vylder, método de separación aritmética de Taylor y método de separación 
geométrica de Taylor) pueden obtenerse como casos particulares de los métodos 
estocásticos. En concreto, la versión estocástica del método de Chain-ladder ha sido 
desarrollada tanto a partir de modelos paramétricos (England y Verrall (2002), Kaas et 
al., (2008)) como de distribución libre (Mack, 1993).  
El tratamiento estocástico de los modelos de separación de Taylor se encuentra en Kaas 
et al. (2008) y Björkwall et al. (2009, 2010, 2011), asumiendo distribuciones paramétricas 
para el número y las cuantías de los siniestros. 
Mediante la aplicación de los métodos deterministas se puede obtener una estimación de 
las provisiones, mientras que en el caso de los métodos estocásticos adicionalmente se 
puede calcular el error cometido en la estimación de las mismas. 
Según las hipótesis establecidas en los modelos estocásticos, se pueden calcular los 





Para el cálculo de provisiones, de manera generalizada, se parte de un triángulo de 
desarrollo compuesto por valores aleatorios de 𝑐𝑖,𝑗 , que representan las cantidades 
observadas pagadas en el año de desarrollo (o periodo de retraso) j para j =0,1,…k de los 
siniestros originados en el año i (año de ocurrencia) para i =0,1,…k, como se presenta en 
el gráfico 1. 
Específicamente para los métodos de separación de Taylor, se utiliza el número de 
siniestros estimado a final del año de origen i (𝑛𝑖), obteniendo un triángulo compuesto 
por los valores de las cuantías medias 𝑠𝑖,𝑗 con: 
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Gráfico 1: Esquema Triángulo de desarrollo. Fuente: Elaboración propia 
 
Estos métodos parten de la hipótesis donde las cuantías medias 𝑠𝑖𝑗  corresponden al 
producto: 
𝑠𝑖𝑗 =  𝑟𝑗  𝜆𝑖+𝑗 
siendo: 
 𝑟𝑗: la proporción de la cuantía de los siniestros ocurridos en el año de origen i pagada en 
el año de desarrollo j 
𝜆𝑖+𝑗: el índice que mide los factores externos incidentes (p.ej. inflación).  
Este último valor es coincidente para todas las cuantías que se encuentran situadas en el 
mismo momento del tiempo (mismo año de calendario), en la contra diagonal del 
triángulo de desarrollo. 
Adicionalmente, para completar la parte inferior del triángulo (predicciones), se deben 
estimar los valores de ?̂?ℎ para h mayores a k, y el efecto de los factores del año de pago 
se debe estimar de forma separada.  
El cálculo de los estimadores de los parámetros se realiza de acuerdo con las 
formulaciones del siguiente apartado, revisadas desde Boj et al. (2020). 
 
2.1.1 Separación Aritmética: Verbeek (1972) 
 





Las sumas de las componentes de cuantías medias por columna 𝑣𝑗  y diagonal 𝑑𝑗  se 
obtienen a partir de: 
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2.1.2 Separación Geométrica: Taylor (1979) 
 
De forma análoga, se condicionan las proporciones 𝑟𝑗 a: 




Los productos de las componentes de cuantías medias por columna 𝑢𝑗  y diagonal 𝑤𝑗  se 
obtienen a partir de: 























   








2.2 Descripción GLM 
 
Los modelos GLM, estudiados inicialmente por Nelder y Wedderburn (1972), presentan 
una serie de ventajas a la hora de resolver situaciones de tipo actuarial, en comparación 
con los modelos lineales ordinarios, puesto que permiten que las desviaciones aleatorias 
de la media tengan distribuciones diferentes a la Normal, haciendo uso de aquellas 
pertenecientes a la familia de distribución exponencial (McCullagh y Nelder, 1989), con 
una función de densidad: 
𝑓 (𝑦𝑖; 𝜃𝑖 , ∅𝑖) =  𝑒𝑥𝑝 {
𝑦𝑖𝜃𝑖 − 𝑏(𝜃𝑖)
𝑎(∅𝑖)
+ 𝑐(𝑦𝑖, ∅𝑖)} 
siendo 𝜃𝑖  y ∅𝑖  los parámetros canónicos y de dispersión respectivamente, como se 
presenta en Boj y Costa (2014). De igual forma, la media de la variable aleatoria puede 
ser lineal en cualquier escala (p.ej. logarítmica), y no ser únicamente una función lineal 
de las variables explicativas.   
Kaas et al. (2008) presentan 3 características fundamentales del GLM: 
a. Un componente estocástico del modelo que determina que las observaciones de 
  
𝑌𝑖  ⩝ 𝑖 = 1,2, … , 𝑛 
 
son variables aleatorias independientes, que presentan una densidad perteneciente 
a la familia de las distribuciones exponenciales (Normal, Poisson, Poisson sobre 
dispersa, Gamma, Gaussiana inversa, etc.) En cada una de estas, existe un valor 
esperado 𝜇𝑖 que se corresponde con una varianza específica ∅𝑖, de modo que:  
 
𝑉𝑎𝑟 [𝑌𝑖] = ∅𝑖𝑉(𝜇𝑖), 
 
siendo 𝑉(𝜇𝑖) una función de varianza que depende del valor esperado.  
 
b. Un componente sistemático del modelo que atribuye a cada observación un 
predictor lineal ղ𝑖 dado por: 
ղ𝑖 = ∑ 𝑥𝑖𝑗𝛽𝑗
𝑗
 
siendo 𝑥𝑖𝑗 los regresores y 𝛽𝑗  ⩝ 𝑗 = 1,2, … , 𝑝  los parámetros lineales. De aquí se 
puede expresar que:  
𝐸[𝑌𝑖] = 𝜇𝑖. 
 




ղ𝑖 = 𝑔(𝜇𝑖), 
 
siendo esta una función inversa del valor esperado, 
 
𝑔−1(ղ𝑖) = 𝐸[𝑌𝑖]. 
 
En algunos casos, el parámetro canónico coincide con el predictor lineal:  
 
ղ𝑖 = 𝜃(𝜇𝑖). 
 
Las funciones de varianza 𝑉(∙) vienen dadas por los parámetros de media 𝜇 y dispersión 
∅, que permiten modelar adecuadamente diversos problemas actuariales con diferentes 
comportamientos heterocedásticos (Kaas et.al. 2018):  
▪ Para la distribución Normal,  𝑉(∙) = ∅𝜇0 = ∅. 
▪ En la distribución Poisson donde media y varianza son iguales,  𝑉(∙) = 𝜇. Para la 
clase con múltiplos de Poisson que tienen varianza proporcional a su media, esta 
es igual a 𝑉(∙) = ∅𝜇.  
▪ Para la distribución Gamma, con parámetro de forma fijo y coeficiente de 
variación constante, 𝑉(∙) = ∅𝜇2. 
▪ En la distribución gaussiana inversa, 𝑉(∙) = ∅𝜇3.  
Para cada distribución existe una función de enlace natural o canónica (ver Fox, 2016): 
▪ En la distribución Normal, coincide con la identidad, ղ𝑖 = 𝜇𝑖 , que induce a 
modelos de tipo aditivo. 
▪ Para la distribución Poisson, la función es logarítmica, ղ𝑖 = 𝑙𝑜𝑔 (𝜇𝑖), conduciendo 
a modelos multiplicativos log-lineales.  
▪ En el caso de la distribución Gamma, es el recíproco.  
En términos generales, y de acuerdo con lo presentado por Boj et al. (2020), se define la 
familia de enlaces paramétricos como: 
ղ𝑖 = 𝑔(𝜇𝑖) = {
 𝑙𝑜𝑔 (𝜇𝑖)    𝑠𝑖  𝜆 = 0
  𝜇𝑖
𝜆             𝑠𝑖  𝜆 ≠ 0.
 
La estimación de los parámetros en el GLM se efectúa maximizando el logaritmo de la 
función de verosimilitud (desarrollo detallado en Boj y Costa, 2014), que, para el caso de 
la familia de exponencial, corresponde a las funciones de cuasi verosimilitud. Aun cuando 
el modelo lineal generalizado permite elegir la distribución del error y la función de 
enlace, lo que supone una mayor simplificación del modelo, la calidad del GLM está dada 
por su log-verosimilitud, anteponiéndose a su parsimonia.  
Para determinar la calidad de ajuste del modelo, es necesario evaluar sus residuos 
estandarizados, teniendo en cuenta los parámetros estimados y la función de varianza. De 
manera similar al análisis de la varianza-ANOVA realizado para los modelos lineales en 
los modelos logit y probit, en el modelo lineal generalizado se calculan los residuos de la 
desvianza o desvianza residual (Fox, 2016) como sigue: 
𝐷𝑚 = 2(𝑙𝑛𝐿𝑠 − 𝑙𝑛𝐿𝑚) 
7 
 
siendo 𝐿𝑠 la máxima verosimilitud del modelo propuesto y 𝐿𝑚 la del modelo saturado
1. 
En cuanto al análisis de los residuos, Boj y Costa (2014) destacan:  
a) los residuos de Pearson, que, para el caso de la distribución Normal con una 
función de enlace identidad, tienen una distribución 𝜒2, que es proporcional a la 












𝐷𝑒𝑠𝑣𝑖𝑎𝑛𝑧𝑎 =  𝑠𝑖𝑔𝑛𝑜 (𝑦𝑖  −  ?̂?𝑖)  √𝑑𝑖. 
 
Según Boj y Costa (2014), se establece que, de forma similar al tratamiento utilizado para 
la función de enlace, también se utiliza la familia paramétrica de distribuciones 




donde Ϛ determina la estructura del error, entre una Poisson (Ϛ = 1), una Gamma (Ϛ = 2) 
o una inversa Gaussiana (Ϛ = 3). 
 
2.3 Caso particular. Métodos de separación de Taylor 
 
Gracias a la aplicabilidad del Modelo Lineal Generalizado para cálculo de provisiones, 
algunas instancias del modelo se han convertido en técnicas actuariales relevantes. 
Mediante el uso del GLM, se pueden obtener los resultados de los métodos deterministas, 
especificando los parámetros característicos de cada método, como se desarrolla a 
continuación.  
En los métodos de separación, se parte del supuesto que en cada año de desarrollo j se 
paga un porcentaje fijo del total, y que existe un efecto adicional (inflación, velocidad de 
liquidación de los siniestros, variación del tamaño de la cartera, regulaciones, 
propensiones de reclamación, etc.) constante para cada año de calendario k, es decir, para 
las observaciones en las contra diagonales del triángulo, determinado, en este caso, por k 
= i + j + 1. Un ejemplo de su asertividad se presenta en los seguros como los de 
responsabilidad civil para la profesión médica, donde el riesgo aumenta cada año y puede 
presentarse una tendencia de mayor compensación como resultado de un veredicto. 
 
1 Un modelo saturado asigna un parámetro a cada observación, con lo que se obtiene un elevado nivel de 
ajuste de los datos. 
2  Desviación definida por las autoras como la suma de las diferencias para cada uno de los datos: 
𝐷(𝑦, ?̂?)  =  ∑ 𝑑𝑖(𝑦𝑖 , ?̂?𝑖)
𝑛
𝑖=1   
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2.3.1 GLM para la separación Aritmética 
 
Para el cálculo de las componentes faltantes 𝑐𝑖𝑗 , ⩝  𝑖 + 𝑗 + 1 > 𝑘   del triángulo de 
cuantías, se toma como punto de partida un modelo multiplicativo con parámetros 
independientes para cada columna j y diagonal (año de calendario) k, en el que las 
componentes 𝑠𝑖𝑗 se distribuyen: 
𝑠𝑖𝑗~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛 (𝛽𝑗𝛾𝑘);  𝑐𝑜𝑛 𝛼𝑖 = 1 
deduciendo así una función de enlace de tipo logarítmico. Luego, el valor esperado de 𝑠𝑖𝑗 
es igual a: 
𝐸[𝑠𝑖𝑗] = 𝛽𝑗𝛾𝑖+𝑗+1 
manteniendo la restricción inicial del método:  




donde 𝛽𝑗 es la proporción liquidada en cada año de desarrollo.  
 
2.3.2 GLM para la separación Geométrica 
 
Para obtener los resultados de la separación geométrica a partir del GLM, se asume que 
los logaritmos de las componentes del triángulo (independientes) se distribuyen según 
una Normal con media y varianza: 
𝑙𝑜𝑔(𝑠𝑖𝑗)~ 𝑁 ( 𝑙𝑜𝑔(𝛽𝑗𝛾𝑖+𝑗+1), 𝜎
2);  𝑐𝑜𝑛 𝛼𝑖 = 1. 
Luego, se obtiene una regresión de tipo aditivo donde el valor esperado de las log-
componentes corresponde a la suma de los logaritmos de los parámetros de los efectos 
por año de desarrollo j y año de calendario k: 
𝐸[𝑙𝑜𝑔 𝑠𝑖𝑗] = 𝑙𝑜𝑔 𝛽𝑗 + 𝑙𝑜𝑔 𝛾𝑖+𝑗+1. 
En este caso, los parámetros pueden calcularse de manera recursiva, teniendo en cuenta 





Por su parte, el parámetro estimado 𝛾𝑡 que refleja el efecto del año de calendario para 
años futuros puede ser calculado mediante diferentes métodos, como extrapolación log-
lineal (ver Kaas et al, 2008) o a partir de una tasa de incremento anual que se aplica sobre 




2.4 Errores de predicción mediante estimación analítica 
 
El error de predicción mediante estimación analítica se obtiene como la raíz cuadrada del 
error cuadrático medio (MSE), aproximado desde la suma de la varianza del proceso 
(varianza de las observaciones) y la varianza de la estimación, como sigue:  
𝐸[(𝑐𝑖𝑗  −  ?̂?𝑖𝑗)
2] ≅ 𝑉𝑎𝑟 [𝑐𝑖𝑗] + 𝑉𝑎𝑟 [?̂?𝑖𝑗]. 
 Asumiendo que la varianza de proceso es 𝑉𝑎𝑟 [𝑐𝑖𝑗] = ∅𝜇𝑖𝑗
Ϛ
 para la familia de 
distribuciones paramétricas, para la varianza de la estimación se utiliza la aproximación3: 






con lo cual se podrán obtener los MSE para cada estimación de los pagos futuros, para la 
estimación por año de origen, para la estimación por año de calendario y para la estimación 




Aplicando la metodología Bootstrapping se puede estimar la varianza de la estimación 
𝑉𝑎𝑟 [?̂?𝑖𝑗] a partir del error estándar de la distribución predictiva de 𝑐𝑖𝑗. En concreto, se utilizan 
los Bootstrapping resiudals basado en los residuos de Pearson (ver Boj y Costa, 2014) 
para los modelos lineales generalizados, a excepción de los métodos de separación. 
La evaluación de los errores de predicción y la distribución predictiva obtenida mediante 
los métodos estocásticos de separación se realizarán de acuerdo con lo propuesto por 
Björkwall et al. (2010). El método se basa en el principio de conexión (plug-in principle) 
propuesto por Efron y Tibshirani (1993), en donde los resultados obtenidos con 
simulaciones en un escenario Bootstrap (Bootstrap world), permiten de forma análoga 
obtener valores válidos para el escenario real (Real world).  
En este caso, el método parte del triángulo de desarrollo de cuantías, de forma que los 
parámetros estimados por año de desarrollo y año calendario ( ?̂?𝑗  𝑦 ?̂?𝑘 ) de las 
observaciones se obtienen de la misma forma que en los métodos de separación 
presentados anteriormente. Para el cálculo del factor que mide el efecto de la inflación en 
la parte inferior del triángulo, dado un valor predeterminado 𝐾, se asume una relación de 
tipo porcentual: 
?̂?𝑘+1 = (1 + 0.01𝐾) ?̂?𝑘, ∀ 𝑡 < 𝑘 ≤ 2𝑡 
siendo t el último año de calendario en el triángulo de desarrollo.  
 
3 Aproximación realizada mediante el método delta, basado en la aproximación de media asintótica, 
demostrada mediante las expansiones de Taylor alrededor de la media. (Kaas et al, 2008). 
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Luego, se asigna una distribución Gamma a las cuantías a estimar (condicionadas a un 
número de siniestros dado por año de origen 𝑛𝑖), teniendo en cuenta su flexibilidad y 
positividad, con sus respectivos parámetros de forma y escala: 




con esperanza y varianza: 
𝐸 [𝑐𝑖𝑗|𝑛𝑖] = 𝑛𝑖 ?̂?𝑗 ?̂?𝑘 =  ?̂?𝑖𝑗    
𝑉𝑎𝑟 [𝑐𝑖𝑗|𝑛𝑖] = 𝜙 ̂𝑛𝑖 (?̂?𝑗 ?̂?𝑘)
2 
correspondientes a un GLM ponderado con una función de enlace logarítmico. 






(𝑐𝑖𝑗  − 𝑛𝑖 ?̂?𝑗 ?̂?𝑘  )
2
(𝑛𝑖 ?̂?𝑗 ?̂?𝑘 )
2
 
donde 𝑇 =  (t + 1)(t + 2) / 2 y 𝑞 = 2𝑡 − 1.  
Una vez se han determinado los parámetros necesarios, se completan los valores del 
triángulo superior e inferior (ajustados y futuros, respectivamente) obtenidos mediante 
los métodos de separación, que sumados darán como resultado los valores totales 
estimados de provisiones por año de origen (?̂?𝑖), por año de calendario (?̂?𝑘) y total.   
Luego, se trasladan los datos al escenario Bootstrap para obtener la parte superior 
(observada) del triángulo mediante la distribución Gamma planteada, y con estos nuevos 
datos, se estiman de nuevo los valores ?̂?𝑖𝑗  de las reclamaciones pendientes futuras 
(triángulo inferior). Se almacenan los residuos de predicción (estandarizados o no) y se 
repite el proceso de Bootstrapping B veces. 
Finalmente, para analizar los resultados, se obtienen las distribuciones predictivas total 
y/o por año de origen y año de calendario del escenario real (estandarizados o no), 
graficando los B resultados obtenidos a partir del Bootstrapping (ver Björkwall et al., 











3. Desarrollo de una aplicación con Shiny 
 
El objetivo del trabajo es desarrollar una aplicación con Shiny que permita visualizar los 
siguientes resultados del cálculo estocástico de provisiones mediante los métodos de 
separación revisados previamente:  
- Triángulo inicial con cuantías (acumuladas o incrementales). 
- Triángulo de desarrollo completo de acuerdo con alguno de los métodos de 
separación disponibles. 
- Provisiones, pagos futuros, errores de predicción, coeficiente de variación y 
cuantiles de la distribución (por año de origen, año de calendario y totales) 
- Gráficos para representar las distribuciones predictivas con Bootstrap, los costos 
finales de reclamaciones por año de origen, últimas reclamaciones por año de 
origen y los pagos futuros simulados por año de calendario  
El usuario podrá seleccionar los inputs (Sidebar panel): 
- Método de separación aritmética o geométrica de Taylor 
- Efecto sobre el año de calendario (%) 
- Número de remuestreos - Bootstrap (B) 
- Semilla para replicar resultados. 
Visualización de los parámetros de entrada en el panel de control: 
 
Gráfico 2: Panel de Entrada ShinyApp. Fuente: Elaboración propia 
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Una vez establecidos los parámetros de entrada para el cálculo, se definen las funciones 
que permitirán la compilación y ejecución de la interfaz gráfica. La arquitectura básica 
de las aplicaciones en Shiny está compuesta por 3 componentes: un objeto ui (user 
interface), una función server y la ejecución de la función invocando la función ShinyApp. 
El diseño y controles de la aplicación son definidos en el objeto ui, mientras que en server 
se declaran las instrucciones necesarias para crear la aplicación. La función ShinyApp (ui, 
server) crea objetos de tipo Shiny para cada par ui/server. Por su parte, las ejecuciones 
son efectuadas a través de las funciones observeEvent y eventReactive, que trasladan los 
datos de los inputs hacia la función server. 
En el panel de salida (main panel), los resultados serán visualizados a través de diferentes 
pestañas mediante el uso de la función tabPanel, de modo que permita una lectura visual 
más clara y diferenciada para el usuario. Los triángulos indicarán los años de origen y de 
desarrollo, mientras que el resumen de resultados (Summary by Origin Year y Summary 
by Calendar Year) presentarán los outputs por año de origen y año de calendario, 
respectivamente. Teniendo en cuenta las utilidades de la aplicación y haciendo uso de la 
función tabBox, los gráficos se presentan de forma individual y nominada, facilitando así 
su visualización. 
Visualización de las pestañas con resúmenes de resultados: 
 







4. Caso práctico 
 
El cálculo de provisiones mediante los métodos de separación obtenidos a partir del 
modelo lineal generalizado ha sido realizado con el dataset propuesto por Taylor y Ashe 
(1983), disponible en el paquete ChainLadder de R. El número de siniestros por año de 
origen fue estimado a partir de un triángulo de cuantías propuesto por los mismos autores. 
A continuación, se presentan los resultados de la ejecución seleccionando el método 
Geométrico de separación de Taylor, un efecto de año de calendario nulo, 1000 muestras 
para Bootstrapping y semilla 7: 
- Datos iniciales: 
 
Gráfico 3: Triángulo con cuantías acumuladas. Fuente: Elaboración propia 
 
 
- Triángulo de desarrollo estimado mediante GLM: 
 
Gráfico 4: Triángulo de desarrollo completo. Fuente: Elaboración propia 
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- Resultados obtenidos a partir del Bootstrapping por año de origen:  
 
Gráfico 5: Resumen de resultados por año de origen. Fuente: Elaboración propia 
 
- Resultados a partir del Bootstrapping por año de calendario: 
 
 









- Histograma de las provisiones estimadas a partir de los B remuestreos: 
 
Gráfico 7: Histograma de Distribuciones predictivas. Fuente: Elaboración propia 
 
- Costos finales de reclamación simulados a partir del Bootstrapping: 
 






- Últimos valores simulados por año de origen: 
 
Gráfico 9: Últimas reclamaciones por año de origen. Fuente: Elaboración propia 
 
- Pagos futuros simulados por año de calendario a partir del Bootstrapping: 
 




De forma similar, se presentan los resultados obtenidos cambiando el método Aritmético 
de separación de Taylor, el efecto de año de calendario al 1% (1000 muestras para 
Bootstrapping, semilla 7): 
Gráfico 11: Triángulo con cuantías desacumuladas (Ar). Fuente: Elaboración propia 
 





Gráfico 13: Resumen de resultados por año de calendario (Ar). Fuente: Elaboración propia 
 




Gráfico 15: Costos finales de reclamaciones por año de origen (Ar). Fuente: Elaboración propia 
 


























El desarrollo de una aplicación interactiva para el cálculo estocástico de provisiones 
permite una manipulación inmediata de las condiciones iniciales haciendo que la 
visualización de los resultados se presente de manera más dinámica e integrada, al tiempo 
que se consolida como una herramienta complementaria para el aprendizaje y obtención 
de los resultados de los métodos de separación de Taylor mediante el uso del GLM. 
Los métodos de separación de Taylor adquieren relevancia al incluir en la estimación de 
las provisiones futuras un parámetro para el efecto por el año de calendario, debido a que 
este tipo de factores externos inciden en la valoración de las provisiones, y no son tenidos 
en cuenta por otro tipo de métodos deterministas. 
Futuras líneas de desarrollo en aplicaciones dinámicas para la estimación y valoración de 
las provisiones pueden incluir características adicionales como curvas de tipo de interés 
que conducirán a escenarios más realistas. De igual forma, la inclusión del cálculo de 
resultados del desarrollo de las reclamaciones-CDR, permitirá analizar la evolución de 
las provisiones en el corto plazo. A nivel de empresa, estas aplicaciones se han 
consolidado como una importante herramienta informática a la hora de presentar 
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glmTaylorsep <- function(incracum=1, metodo= "Geometric", lambdaini = 0, B = 1000, 
seed = 7){ 
   
  lambdaini<-lambdaini/100 
   
  #1 obtener vector con número de siniestros, Talor & Ashe 1983 
  Nij <- c(40, 124, 157, 93, 141, 22, 14, 10, 3, 2,  
           37, 186, 130, 239, 61, 26, 23, 6, 6,  
           35, 158, 243, 153, 48, 26, 14, 5,  
           41, 155, 218, 100, 67, 17, 6, 
           30, 187, 166, 120, 55, 13,  
           33, 121, 204, 87, 37, 
           32, 115, 146, 103, 
           43, 111, 83, 
           17, 92, 
           22) 
   
  TT <- trunc(sqrt(2*length(Nij))) 
  i <- rep(1:TT,TT:1) 
  j <- sequence(TT:1) 
   
  #matrices de Ni: 
   
  Nij.mat.cum <- Nij.tri <- matrix(NA, nrow=TT, ncol=TT) 
  for (k in 1:length(Nij)) Nij.tri[i[k],j[k]] <- Nij[k] 
  for (k in 1:TT) Nij.mat.cum[k,] <- cumsum(Nij.tri[k,]) 
   
  #paso 1: MUNDO REAL 




  Nij.mat.cum.tri <- as.triangle(Nij.mat.cum) 
  glmtriN <- glmReserve(Nij.mat.cum.tri,mse.method = "formula") 
   
  #VECTOR DE SINIESTROS POR AÑO DE ORIGEN 
  Ni <- as.vector(glmtriN$FullTriangle[,10]) 
  Ni.mat <- matrix(Ni,TT,TT) 
  Ni.ao <- rep(Ni, TT:1) 
   
   
  #2 Cuantías de siniestros, Taylor & Ashe 
   
  Xij.mat.acum <- Xij.mat <- Xij.prom.mat <- Xij.prom <- matrix(NA,nrow = 
nrow(GenIns), ncol = ncol(GenIns)) 
   
  Xij.mat.acum[,] <- GenIns[,] 
  colnames(Xij.mat.acum )<-c(1:10) 
  row.names(Xij.mat.acum )<-c(1:10) 
  #names(dimnames(Xij.mat.acum)) <- c("Orig.Year", "Dev.Year") 
   
  for (i in 2:10) { 
    Xij.mat[,i] <- GenIns[,i]-GenIns[,i-1] 
  } 
  Xij.mat[,1] <- GenIns[,1] 
   
  colnames(Xij.mat)<-c(1:10) 
  row.names(Xij.mat)<-c(1:10) 
  #names(dimnames(Xij.mat)) <- c("Orig.Year", "Dev.Year") 
   
  Xij<- as.vector(t(Xij.mat)) 
  Xij<- Xij[!is.na(Xij)] 
   
  rm(TT,i,j) 
   
  TT <- trunc(sqrt(2*length(Xij))) 
  i <- rep(1:TT,TT:1) 
  j <- sequence(TT:1) 
   
  #matriz cuantías medias 
  Xij.prom.mat <- Xij.mat/Ni.mat 
  Xij.prom <- as.vector(t(Xij.prom.mat)) 
  Xij.prom <- Xij.prom[!is.na(Xij.prom)] 
   
  if (incracum==1){triangu=Xij.mat} 
   
  if (incracum==2){triangu=Xij.mat.acum} 
   
  #3 GLM PARA CÁLCULO DE RESULTADOS POR MÉTODOS DE 
SEPARACIÓN 
  #paso 1.2 estimar triángulo de reclamaciones con métodos de separación 
  ao <- rep(1:TT,TT:1) 
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  ad <- sequence(TT:1) 
  ac <- ao+ad-1 
  ao <- as.factor(ao) 
  ad <- as.factor(ad) 
  ac <- as.numeric(ao) + as.numeric(ad) 
   
  #3.1 SEP ARITMÉTICA 
 
   if(metodo == "Arithmetic"){ 
    glm.Aritm <- glm(Xij.prom ~ ad + ac, family = statmod::tweedie(var.power = 1, 
link.power = 0)) 
     
     
    Xij.prom.fit.mat <- matrix(0, TT,TT)  
    for (i in 1:TT){ 
      Xij.prom.fit.mat[i, ] <- c(glm.Aritm$fitted.values[ao == i],rep(times = i-1, NA)) 
    } 
    #triáng-matrix datos ajustados, multip por Ni 
    Xij.fitted <- Xij.prom.fit.mat * Ni 
     
    triangulo.glm <- matrix(0, TT, TT) 
    for (i in 2:TT){ 
      tal <- glm.Aritm$fitted.values[((ao == (TT-i+1)) & (ad == i))] * Ni[(TT-i+2):TT] * 
        (1+lambdaini)^(1:(i-1)) 
      triangulo.glm[, i] <- c(Xij.mat[1:(TT-i+1), i], tal) 
      rm(tal) 
    } 
    #TRIÁNGULO FINAL COMPLETO 
    triangulo.glm[, 1] <- Xij.mat[, 1] 
    colnames(triangulo.glm) <- c(1:TT) 
    row.names(triangulo.glm) <- c(1:TT) 
    #names(dimnames(triangulo.glm)) <- c("Orig.Year", "Dev.Year") 
  } 
   
  #3.2 SEPARACIÓN GEOMÉTRICA 
  if(metodo == "Geometric"){ 
    #distr norm sobre log de las cuantías medias, enlace 1 
    glm.Geomet <- glm(log(Xij.prom) ~ ad + ac, family = statmod::tweedie(var.power = 
0,link.power = 1)) 
     
     
    Xij.prom.fit.mat <- matrix(0, TT, TT) 
    for (i in 1:TT){ 
      Xij.prom.fit.mat[i, ] <- c(glm.Geomet$fitted.values[ao == i], rep(times = i-1, NA)) 
    } 
     
  
    Xij.fitted <- exp(Xij.prom.fit.mat) * Ni 
     
    triangulo.glm <- matrix(0, TT, TT) 
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    for (i in 2:TT){ 
      tal <- exp(glm.Geomet$fitted.values[((ao == (TT-i+1)) & (ad == i))]) * Ni[(TT-
i+2):TT] * 
        (1 + lambdaini)^(1:(i-1)) 
      triangulo.glm[, i] <- c(Xij.mat[1:(TT-i+1), i], tal) 
      rm(tal) 
    } 
 
    #TRIÁNGULO FINAL COMPLETO 
    triangulo.glm[, 1] <- Xij.mat[, 1] 
    colnames(triangulo.glm) <-c (1:TT) 
    row.names(triangulo.glm) <-c (1:TT) 
    #names(dimnames(triangulo.glm)) <- c("Orig.Year", "Dev.Year") 
  } 
   
  #paso 1.2: CÁLCULO DE PHI 
  if (metodo == "Arithmetic"){ 
    phi <- (sum(glm.Aritm$residuals^2/glm.Aritm$df.residual)) 
  } 
  if (metodo == "Geometric"){ 
    phi <- (sum(glm.Geomet$residuals^2/glm.Geomet$df.residual)) 
  } 
   
  #4 RESERVAS POR AÑO DE ORIGEN Y TOTAL 
  #paso 1.2 Cálculos de reservas por año de origen y totales 
   
  resanyo <- rep(0, TT-1) 
  for (i in 2:TT){ 
    resanyo[i-1] <- sum(triangulo.glm[i, (TT-i+2):TT]) 
  } 
  #TOTAL-restotal=totres 
  restotal <- sum(resanyo) 
   
  #VECTOR PAGOS FUTUROS 
  vecpagos <- rep(0, dim(triangulo.glm)[1] - 1) 
  for (v in 1:dim(triangulo.glm)[1] - 1) { 
    diagtf <- row(triangulo.glm) + col(triangulo.glm) - 1 == dim(triangulo.glm)[1] + v 
    vecpagos[v] <- sum(triangulo.glm[diagtf]) 
  } 
   
  #datos reserva total y vpf en matrix 
  resanyo.matrix <- matrix(data = resanyo, B, TT-1, byrow = TRUE) 
  vpf.matrix <- matrix(data=vecpagos, B, TT-1, byrow = TRUE) 
   
  #5 CÁLCULO DE LAMBDA Y R - parámetros de incidencia por año de desarrollo y 
de calendario 
  #Hipótesis de factor de incidencia establecido en lambdaini 
   
  # 5.1. Por Separación Aritmética 
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  if (metodo == "Arithmetic"){ 
    sij<-Xij.prom.mat 
     
    suma.col <- colSums(sij, na.rm = TRUE) 
     
    suma.diag <- rep(0, TT) 
    for (k in 1:TT){ 
      diagonaltf <- row(sij) + col(sij) - 1 == k 
      suma.diag[k] <- sum(sij[diagonaltf]) 
    } 
    rm(diagonaltf) 
    lambda <- rep(0, TT) 
    r <- rep(0, TT) 
    lambda[TT] <- suma.diag[TT] 
    r[TT] <- suma.col[TT]/lambda[TT] 
    for (i in 1:(TT-1)){ 
      lambda[TT-i] <- suma.diag[TT-i]/(1-sum(r[(TT-i+1):TT])) 
      r[TT-i] <- suma.col[TT-i]/sum(lambda[(TT-i):TT]) 
    } 
    lambdainf <- lambda[TT] * (1+lambdaini)^(1:(TT-1)) 
    lambdatotal <- c(lambda, lambdainf) 
  } 
   
  
  # 5.2. Por Separación Geométrica 
  if (metodo == "Geometric"){ 
    #traer matrix de cuantías medias 
    sij<-Xij.prom.mat 
     
    prod.col <- rep(0, TT) 
    for (k in 1:TT){ 
      prod.col[k] <- prod(sij[(1:(TT+1-k)), k]) 
    } 
     
    prod.diag <- rep(1, TT) 
    for (k in 1:TT){ 
      diagtf <- row(sij) + col(sij) - 1 == k 
      prod.diag[k] <- prod(sij[diagtf]) 
    } 
     
    lambda <- rep(0, TT) 
    r <- rep(0, TT) 
    lambda[TT] <- prod.diag[TT]^(1/TT) 
    r[TT] <- prod.col[TT]/lambda[TT] 
    for (i in 1:(TT-1)){ 
      lambda[TT-i] <- (prod.diag[TT-i]*prod(r[(TT-i+1):TT]))^(1/(TT-i)) 
      r[TT-i] <- (prod.col[TT-i]/prod(lambda[(TT-i):TT]))^(1/(i+1)) 
    } 
    lambdainf <- lambda[TT] * (1+lambdaini)^(1:(TT-1)) 
    lambdatotal <- c(lambda, lambdainf) 
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  } 
   
    
  #PASO 2: MUNDO BOOTSTRAPPING 
  # 6. Bootstraping a partir de lambdas obtenidos 
  
  lambda.mat <- matrix(0, TT, TT) 
  for (i in 1:TT){ 
    lambda.mat[, i] <- lambdatotal[i:(TT+i-1)] 
  } 
  r.vector <- rep(r, each = TT) 
  r.mat <- matrix(r.vector, TT, TT) 
  cij.boot <- array(dim = c(TT, TT, B), data = 0) 
   
   
  #paso 2.1 
  #obtener B pseudo-triángulos superiores con cuantías de siniestros bajo una 
distribución Gamma 
  for (i in 1:TT){ 
    for (j in 1:TT){ 
      cij.boot[i, j, ] <- rgamma(B, Ni.mat[i, j]/phi, 1/(r.mat[i,j] * lambda.mat[i,j] * phi)) 
    } 
  } 
   
  # TRIANGULOS CON CUANTIAS iniciales OBTENIDOS POR BOOTSTRAP  
  tri.sup.boot <- array(dim = c(TT, TT, B), data = 0) 
  for (boots in 1:B){ 
    if(! is.null(seed)){ 
      set.seed(seed) 
    } 
    for(i in 1:TT){ 
      tri.sup.boot[i, , boots] <- c(cij.boot[i, 1:(TT-i+1), boots], 
                                    rep(times = i-1, NA)) 
    } 
  } 
   
   
  #paso 2.2 
     
  tri.inf.boot <- array(dim = c(TT, TT, B), data = NA) 
  for (boots in 1:B){ 
    if(! is.null(seed)){ 
      set.seed(seed) 
    } 
    for (i in 2:TT){ 
      tri.inf.boot[i, , boots] <- c(rep(times = (TT-i+1), NA), cij.boot[i, (TT-i+2):TT, 
boots]) 
    } 
  } 
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  boot.mat <- matrix(0, TT, TT)  
  boot.tal <- matrix(NA, TT, TT) 
  tri.glm.boot <- array(data = 0, dim = c(TT, TT, B)) #arreglo para almacenar triángulos 
inferiores 
   
  #paso 2.2 
  # 6.1 Separación Aritmética con triángulos obtenidos por Bootstrapping 
  
  if (metodo == "Arithmetic"){ 
    for (boots in 1:B) { 
      if(! is.null(seed)){ 
        set.seed(seed) 
      } 
      boot.mat <- t(tri.sup.boot[, , boots]) 
      boot.vector <- as.vector(boot.mat) 
      boot.vector <- boot.vector[!is.na(boot.vector)] 
       
      boot.prom <- boot.vector/Ni.ao 
       
      glm.Aritm.boot <- glm(boot.prom ~ ad + ac, family = statmod::tweedie(var.power = 
1, link.power = 0)) 
       
      for (i in 2:TT){ 
        tal <- glm.Aritm.boot$fitted.values[((ao == (TT-i+1)) & (ad == i))] * Ni[(TT-
i+2):TT] * 
          (1+lambdaini)^(1:(i-1)) 
        tri.glm.boot[, i, boots] <- c(boot.tal[1:(TT-i+1), i], tal) 
        rm(tal) 
      } 
      tri.glm.boot[, 1, boots] <- boot.tal[, 1] 
    } 
  } 
   
   
  # 6.2 Separación Geométrica con triángulos Boots 
  #paso 2.2 
   
  if (metodo == "Geometric"){ 
    for (boots in 1:B) { 
      if(! is.null(seed)){ 
        set.seed(seed) 
      } 
      boot.mat <- t(tri.sup.boot[, , boots]) 
      boot.vector <- as.vector(boot.mat) 
      boot.vector <- boot.vector[!is.na(boot.vector)] 
       
      boot.prom <- boot.vector/Ni.ao 
       
      glm.Geomet.boot <- glm(log(boot.prom) ~ ad + ac, family = 
statmod::tweedie(var.power = 1,link.power = 0)) 
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      for (i in 2:TT){ 
        tal <- exp(glm.Geomet.boot$fitted.values[((ao==(TT-i+1))&(ad==i))]) * Ni[(TT-
i+2):TT] * 
          (1+lambdaini)^(1:(i-1)) 
        tri.glm.boot[, i, boots] <- c(boot.tal[1:(TT-i+1), i], tal) 
        rm(tal) 
      } 
      tri.glm.boot[, 1, boots] <- boot.tal[,1] 
    } 
  } 
   
  #PASO 3: ANÁLISIS DE LAS SIMULACIONES 
  # 7 ERRORES DE PREDICCIÓN  
    
  resanyorboot.mat <- matrix(0, B, TT-1)  
  restotal.boot <- rep(0, times = B)  
  vecpagos.boot <- matrix(0, B, TT-1)  
   
  for (boots in 1:B){ 
    if(! is.null(seed)){ 
      set.seed(seed) 
    } 
   
    for (i in 2:TT){ 
      resanyorboot.mat[boots, i-1] <- sum(tri.glm.boot[i, (TT-i+2):TT, boots]) 
    } 
    # Total reserve 
    restotal.boot[boots] <- sum(resanyorboot.mat[boots, ]) 
     
        
    g <- ncol(tri.glm.boot) + 1 
    vpfaux <- NULL 
    for (z in 1:(nrow(tri.glm.boot)-1)){ 
      au <- 0 
      for (i in 1:nrow(tri.glm.boot)){ 
        for (j in 1:ncol(tri.glm.boot)){ 
          if ((i+j-1) == g){ 
            au <- sum(au, tri.glm.boot[i, j, boots], na.rm = TRUE) 
          } 
        } 
      } 
      vpfaux[z] <- au 
      g <- g + 1 
    } 
    vecpagos.boot[boots, ] <-vpfaux 
  } 
   
  # Obtener pagos futuros con bootstrap 
  resanyorfut.boot <- matrix(0, B, TT-1) 
  restotalfut.boot <- rep(0, times = B) 
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  vecpagosfut.boot <- matrix(0, B, TT-1) 
   
  for (boots in 1:B){ 
    if(! is.null(seed)){ 
      set.seed(seed) 
    } 
    tri.boot <- tri.inf.boot[, , boots] 
         
    for (i in 2:TT){ 
      resanyorfut.boot[boots, i-1] <- sum(tri.boot[i, (TT-i+2):TT]) 
    } 
     
    restotalfut.boot[boots] <- sum(resanyorfut.boot[boots, ]) 
     
     
     a <- ncol(tri.inf.boot) + 1 
    vpfutaux <- NULL 
    for (z in 1:(nrow(tri.inf.boot)-1)){ 
      aux <- 0 
      for (i in 1:nrow(tri.inf.boot)){ 
        for (j in 1:ncol(tri.inf.boot)){ 
          if ((i+j-1) == a){ 
            aux <- sum(aux, tri.inf.boot[i, j, boots], na.rm = TRUE) 
          } 
        } 
      } 
      vpfutaux[z] <- aux 
      a <- a + 1 
    } 
    vecpagosfut.boot[boots, ] <- vpfutaux 
    rm(aux) 
  } 
   
  #vecpagosfut.boot.df 
  vecpagosfut.boot.df <- matrix(vecpagosfut.boot, ncol=ncol(vecpagosfut.boot), nrow = 
nrow(vecpagosfut.boot)) 
   
  aux.vpfb <- reshape2::melt(vecpagosfut.boot.df) 
  colnames(aux.vpfb) <- c("B", "cy", "vpfb") 
  aux.vpfb$cy <- aux.vpfb$cy 
  aux.vpfb$cy <- factor(aux.vpfb$cy) 
  aux.vpfb.cy <- aux.vpfb %>% dplyr::group_by(cy) %>% 
dplyr::summarise(mu=mean(vpfb)) 
   
  #CÁLCULO DE ERRORES DE PREDICCIÓN  
 
  erp.orig <- erp.vecpagfut <- matrix(0, B, TT-1) 
   
  for (boots in 1:B){ 
    if(! is.null(seed)){ 
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      set.seed(seed) 
    } 
    for(i in 1:(TT-1)){ 
      erp.orig[boots, ] <- (resanyorfut.boot[boots, ] - resanyorboot.mat[boots, ]) 
      erp.vecpagfut[boots, ] <- vecpagosfut.boot[boots, ] - vecpagos.boot[boots, ] 
    } 
  } 
  erp.total <- restotalfut.boot - restotal.boot 
   
   
  #paso 3 
  #Distribuciones predictivas 
  resanyo.pred <- resanyo.matrix + erp.orig 
  vpfut.pred <- vpf.matrix + erp.vecpagfut  
  restotal.pred <- restotal + erp.total 
   
   
  # 8. Resultados 
   
  #Resumen por año de origen 
  out.sum <- matrix(NA, ncol = 10, nrow = TT+1, 
                    dimnames = list(c(rownames(Xij.mat), "O.Y. TOTAL"), 
                                    c("Latest", "dev.to.date", "Ultimate", 
                                      "IBNR", "IBNR mean", "Pred.Err (Abs)", "CV", 
                                      "IBNR quant75", "IBNR quant95", 
                                      "IBNR quant99"))) 
   
  aux <- array(0, c(TT, TT, B)) 
  auxup <- tri.sup.boot; auxdn <- tri.glm.boot 
  auxup[is.na(auxup)] <- 0; auxdn[is.na(auxdn)] <- 0 
  for (i in 1:B){ 
    aux[, , i] <- auxup[, , i] + auxdn[, , i] 
  } 
  rm(auxup, auxdn, i) 
   
  increm.tri <- array(0, c(TT, TT, B)) 
  for (i in 1:B){ 
    increm.tri[ , ,i] <- t(apply(aux[ , ,i],1,cumsum)) 
  } 
   
  ## Latest 
  diagon <- row(increm.tri[, , 1]) + col(increm.tri[, , 1]) - 1 == nrow(increm.tri) 
  latest <- matrix(increm.tri[diagon], ncol = nrow(Xij.mat), nrow = B, byrow=TRUE) 
  latest.df <- matrix(rev(latest), ncol=ncol(latest), nrow = nrow(latest)) 
   
  aux.lat <- reshape2::melt(latest.df) 
  colnames(aux.lat) <- c("B", "oy", "latest") 
  aux.lat$oy <- aux.lat$oy 
  aux.lat$oy <- factor(aux.lat$oy) 
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  out.sum[, 1] <- c(rev(colMeans(latest)), sum(colMeans(latest))) 
  rm(i) 
  #rm(latest, i, diagon) 
   
  
  ## Ultimate 
  ultimate <- NULL 
  for (i in 1:nrow(aux)){ 
    ultimate <- c(ultimate, mean(increm.tri[i, ncol(increm.tri), ])) 
  } 
  out.sum[, 3] <- c(ultimate, sum(ultimate)) 
  #rm(ultimate, i) 
   
  ##ultimate.df 
  ultimate.df <- matrix(0, ncol = nrow(increm.tri), 
                     nrow = dim(increm.tri)[3]) 
  for (i in 1:dim(increm.tri)[3]){ 
    ultimate.df[i, ] <- increm.tri[, ncol(increm.tri), i] 
  } 
   
  aux.ult <- reshape2::melt(ultimate.df) 
  colnames(aux.ult) <- c("B", "oy", "ultimate") 
  aux.ult$oy <- aux.ult$oy 
  aux.ult$oy <- factor(aux.ult$oy) 
  aux.ult.oy <- aux.ult %>% dplyr::group_by(oy) %>% 
dplyr::summarise(mu=mean(ultimate)) 
   
   
  ## IBNR  
  out.sum[, 4]<-c(0, resanyo, sum(resanyo)) 
   
  ## IBNR medio  
  out.sum[, 5] <- c(0, colMeans(resanyorboot.mat), mean(restotal.boot)) 
   
  ## deviation to date 
  out.sum[, 2] <- out.sum[, 1]/out.sum[, 3] 
   
  ## PE  
  out.sum[, 6] <- c(0, colMeans(abs(erp.orig)), mean(abs(erp.total))) 
   
  ## CV 
  out.sum[ , 7] <- out.sum[, 6]/out.sum[, 4] 
   
  #c(0, colMeans(abs(erp.orig)), mean(abs(erp.total))) / c(0, resanyo, sum(resanyo)) 
   
  #Cuantiles  
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  out.sum[, 8] <- c(0, apply(resanyorboot.mat, 2, quantile, 0.75), quantile(restotal.boot, 
0.75)) 
  out.sum[, 9] <- c(0, apply(resanyorboot.mat, 2, quantile, 0.95), quantile(restotal.boot, 
0.95)) 
  out.sum[, 10] <- c(0, apply(resanyorboot.mat, 2, quantile, 0.99), quantile(restotal.boot, 
0.99)) 
   
  out.sum[is.nan(out.sum)] <- 0 
   
   
    #Resumen por año de calendario 
  labelac <- paste0( (TT+1):(TT+ncol(Xij.mat)-1)) 
  out.sum2 <- matrix(NA, ncol = 7, nrow = TT, 
                     dimnames = list(c(labelac, "C.Y. TOTAL "), 
                                     c("IBNR", "IBNR mean", "PredErr Abs", "CV", 
                                       "IBNR quant75", "IBNR quant95", 
                                       "IBNR quant99"))) 
   
  out.sum2[, 1] <- c(vecpagos, sum(vecpagos)) 
   
  out.sum2[, 2] <- c(apply(vecpagosfut.boot,2,mean), 
sum(apply(vecpagosfut.boot,2,mean))) 
   
  out.sum2[, 3] <- c(apply(abs(erp.vecpagfut),2,mean), 
sum(apply(abs(erp.vecpagfut),2,mean))) 
   
  out.sum2[, 4] <- out.sum2[,3]/out.sum2[,2] 
   
   
  out.sum2[, 5] <- c(apply(vecpagosfut.boot, 2, quantile, 0.75, na.rm = TRUE),  
                     quantile(restotalfut.boot, 0.75, na.rm = TRUE)) 
   
  out.sum2[, 6] <- c(apply(vecpagosfut.boot, 2, quantile, 0.95, na.rm = TRUE), 
                     quantile(restotalfut.boot, 0.95, na.rm = TRUE)) 
   
  out.sum2[, 7] <- c(apply(vecpagosfut.boot, 2, quantile, 0.99, na.rm = TRUE), 
                     quantile(restotalfut.boot, 0.99, na.rm = TRUE)) 
   
  out.sum2[is.nan(out.sum2)] <- 0 
   
  if (metodo == "Arithmetic"){ 
    resumen <- list(call = match.call(expand.dots = FALSE), 
                    sepmethod = metodo, 
                    triangle = triangu, 
                    freqData = Ni, 
                    glm.triangle = triangulo.glm, 
                    reserve.boot = restotalfut.boot, 
                    glm.triangle.bootstrap = tri.glm.boot, 
                    OYearSumm = out.sum, 
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                    CYearSumm = out.sum2, 
                    ultimate = ultimate, 
                    labelac = labelac, 
                    aux.ult = aux.ult, 
                    aux.ult.oy = aux.ult.oy, 
                    aux.lat = aux.lat, 
                    aux.lat.oy = aux.lat.oy, 
                    aux.vpfb = aux.vpfb, 
                    aux.vpfb.cy = aux.vpfb.cy 
    ) 
  } 
  if (metodo == "Geometric"){ 
    resumen <- list(call = match.call(expand.dots = FALSE), 
                    sepmethod = metodo, 
                    triangle = triangu, 
                    freqData = Ni, 
                    glm.triangle = triangulo.glm, 
                    reserve.boot = restotalfut.boot, 
                    glm.triangle.bootstrap = tri.glm.boot, 
                    OYearSumm = out.sum, 
                    CYearSumm = out.sum2, 
                    ultimate = ultimate, 
                    labelac = labelac, 
                    aux.ult = aux.ult, 
                    aux.ult.oy = aux.ult.oy, 
                    aux.lat = aux.lat, 
                    aux.lat.oy = aux.lat.oy, 
                    aux.vpfb = aux.vpfb, 
                    aux.vpfb.cy = aux.vpfb.cy 
     ) 
  } 
  class(resumen) <- "glmTaylor" 




ui <- fluidPage( 
  titlePanel("GLM for Taylor's Separation Methods"), 
   
  sidebarLayout( 
    sidebarPanel( 
       
      radioButtons("cumul", h5("Triangle"), 
                   choices = list("Incremental" = 1, "Acumulative" = 2)), 
       
      selectInput("metodo", h5("Taylor Separation Method"),  
                  choices = list("Arithmetic" = "Arithmetic", "Geometric" = "Geometric")), 
       
      numericInput("efecto",h5("Calendar Year Effect (%)"), 
                   min = 0, max = 100, value = 0, step = 0.5), 
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      helpText("Enter a percentage value"), 
       
       
      numericInput("muestras",h5("Samples Bootstrapping"), 
                   min = 0, max = 1000, value = 100, step = 50), 
       
      numericInput("semilla",h5("Set seed"), 
                   min = 0, max = 10000, value = 7, step = 1), 
      helpText("Enter an specific seed #"), 
       
      actionButton("calc","Calculate"), 
      p("Click the 'Calculate' button to see the results on the main panel") 
    ), 
     
    mainPanel( 
      tabsetPanel( 
        tabPanel("Data", 
                 h5("Initial Triangle"),tableOutput("sep_triangu")), 
        tabPanel("GLM Triangle", 
                 h5("Full GLM Triangle"),tableOutput("sep_glmtri")), 
        tabPanel("O.Y. Summary",  
                 h5("Summary by Origin Year (Boots)"),tableOutput("sep_oyresu")), 
        tabPanel("C.Y. Summary",  
                 h5("Summary by Calendar Year (Boots)"),tableOutput("sep_cyresu")), 
        tabPanel("Graphs", 
                 tabBox(title="", id="PredicDist",width=NULL, 
                        tabPanel("Histogram", 
                                 plotOutput("sep_hist") 
                        ), 
                        tabPanel("Ultimate Claims", 
                                 plotOutput("sep_ultim") 
                        ), 
                        tabPanel("Latest per O.Y.", 
                                 plotOutput("sep_latest") 
                        ), 
                        tabPanel("Future Payments per C.Y", 
                                 plotOutput("sep_vpfb") 
                        ) 
                 #h5("Graphs"),plotOutput("sep_hist")) 
                 ) 
            ) 
      ) 




# Define server logic ---- 
server <- function(input, output) { 
  sep_triangu <- observeEvent(input$calc,{ 
    input$cumul 
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  }) 
  sep_glmtri <- eventReactive(input$calc,{ 
    input$metodo 
  }) 
  sep_oyresu <- eventReactive(input$calc,{ 
    input$metodo 
    input$efecto 
    input$muestras 
    input$semilla 
  }) 
  sep_cyresu <- eventReactive(input$calc,{ 
    input$metodo 
    input$efecto 
    input$muestras 
    input$semilla 
  }) 
  sep_hist <- eventReactive(input$calc,{ 
    input$metodo 
    input$efecto 
    input$muestras 
    input$semilla 
  }) 
  sep_ultim <- eventReactive(input$calc,{ 
    input$metodo 
    input$efecto 
    input$muestras 
    input$semilla 
  }) 
  sep_latest <- eventReactive(input$calc,{ 
    input$metodo 
    input$efecto 
    input$muestras 
    input$semilla 
  }) 
  sep_vpfb <- eventReactive(input$calc,{ 
    input$metodo 
    input$efecto 
    input$muestras 
    input$semilla 
  }) 
   
   
  output$sep_triangu <- renderTable({ 
    tri1 <- round(glmTaylorsep(incracum = input$cumul)$triangle, digits=2)  
    year <- as.character(c(1:nrow(tri1))) 
    cbind(year,tri1) 
     
  }) 
  output$sep_glmtri <- renderTable({ 
    tri2 <- round(glmTaylorsep(metodo = input$metodo)$glm.triangle, digits=2) 
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    year <- as.character(c(1:nrow(tri2))) 
    cbind(year,tri2) 
     
  }) 
  output$sep_oyresu <- renderTable({ 
    table1 <- round(glmTaylorsep(metodo = input$metodo, lambdaini =  input$efecto, 
                               B=input$muestras, seed = input$semilla )$OYearSumm, digits=2) 
    OY<-c(1:(nrow(table1)-1),"Total") 
    cbind(OY,table1) 
  }) 
  output$sep_cyresu <- renderTable({ 
    table2 <- round(glmTaylorsep(metodo = input$metodo, lambdaini =  input$efecto, 
                               B=input$muestras, seed = input$semilla )$CYearSumm, digits=2) 
    years <- seq(from=(nrow(table2)+1), length=(nrow(table2)-1)) 
    CY <- c(years,"Total") 
    cbind(CY,table2) 
  }) 
  output$sep_hist <- renderPlot({ 
    hist(glmTaylorsep(metodo = input$metodo, lambdaini =  input$efecto, 
                      B = input$muestras, seed = input$semilla )$reserve.boot, 
         main="Pred Distribution (Bootstrap)", 
         xlab="IBNR", 
         col="grey", 
         freq=TRUE) 
  }) 
  output$sep_ultim <- renderPlot({ 
    ggplot(data = glmTaylorsep(metodo = input$metodo, lambdaini =  input$efecto, 
                               B = input$muestras, seed = input$semilla)$aux.ult, aes(x = oy, y = 
ultimate)) + 
      geom_boxplot(color = "dark grey") + 
      geom_point(data = glmTaylorsep(metodo = input$metodo, lambdaini =  
input$efecto, 
                                     B = input$muestras, seed = input$semilla)$aux.ult.oy, mapping 
= aes(x = oy, y = mu), 
                 inherit.aes = FALSE, color = "red") + 
     labs(title = "Ultimate Claims Costs", subtitle = "(simulated by Bootstrap)", x = 
"Origin Year", y = "Claims Costs") + 
      theme_bw() + 
      theme(panel.grid = element_blank()) 
  }) 
  output$sep_latest <- renderPlot({ 
    ggplot(data = glmTaylorsep(metodo = input$metodo, lambdaini =  input$efecto, 
                               B = input$muestras, seed = input$semilla)$aux.lat, aes(x = oy, y = 
latest)) + 
      geom_boxplot(color = "dark grey") + 
      geom_point(data = glmTaylorsep(metodo = input$metodo, lambdaini =  
input$efecto, 
                                     B = input$muestras, seed = input$semilla)$aux.lat.oy, mapping 
= aes(x = oy, y = mu), 
                 inherit.aes = FALSE, color = "red") + 
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      labs(title = "Latest Claims ", subtitle = "(simulated by Bootstrap)", x = "Origin 
Year", y = "Latest Claims") + 
      theme_bw() + 
      theme(panel.grid = element_blank()) 
  }) 
  output$sep_vpfb<- renderPlot({ 
    ggplot(data = glmTaylorsep(metodo = input$metodo, lambdaini =  input$efecto, 
                               B = input$muestras, seed = input$semilla)$aux.vpfb, aes(x = cy, y = 
vpfb)) + 
      geom_boxplot(color = "dark grey") + 
      geom_point(data = glmTaylorsep(metodo = input$metodo, lambdaini =  
input$efecto, 
                                     B = input$muestras, seed = input$semilla)$aux.vpfb.cy, mapping 
= aes(x = cy, y = mu), 
                 inherit.aes = FALSE, color = "red") + 
      labs(title = "Future Payments",subtitle = "(simulated by Bootstrap)", x = "Calendar 
Year", y = "Future Payments") + 
      theme_bw() + 
      theme(panel.grid = element_blank()) 




# Run the app ---- 
shinyApp(ui=ui, server=server) 
