We report the extension of a model, based on geometrical optics, that was developed to explain similarities found in the cross sections of electron collisions with small hydrocarbons. Here we discuss the modifications made in the model and apply it to electron-collisions with molecules containing other atoms besides carbon and hydrogen. We then apply the model to predict the cross sections for the larger molecules C 6 H 6 , C 8 H 8 , C 60 and C 6 F 6 , and find that, even in this case, the model is useful for a first estimate of the theoretically calculated and experimental elastic cross sections.
Introduction
In the past few years, several experimental studies concerning electron-collisions with hydrocarbons [1] [2] [3] [4] [5] motivated our group to investigate the so-called isomer effect [6] [7] [8] , which is related to the differences in the cross sections of an isomeric group. The isomer effect allows one to distinguish between different isomers by their cross sections.
In calculating the electron elastic cross section of hydrocarbon isomers [8] , we were surprised to verify that, for energies between 10 eV and 40 eV, the cross sections differed by a factor that could be calculated with a simple model burrowed from geometrical optics. The result was surprising because the range of energies implies electron wavelengths with the same order of the interatomic distances. Therefore, one would expect interference between the many atoms, which lies in the domain of the wave optics. Since the model worked very well for hydrocarbons, we decided to extend it to other atoms. This paper presents the details of the extension of the model for molecules containing other atomic species than carbon and hydrogen.
The outline of this paper is as follows. In the following section we discuss in details the model and its extension. In section 3, we present our results and discussions. We then end the paper with a brief summary.
Theory
In [8] we were surprised with the similarities seen in the hydrocarbon cross sections in two distinct situations: (1) through the comparison of hydrocarbons with different number of hydrogens, or different geometries, but the same number of carbons, one may conclude that the hydrogen atoms do not matter for electron scattering and that differences in geometry have a very small effect; (2) through the comparison of hydrocarbons with different numbers of carbons, one may note that their cross sections seem to differ only by a scale factor that depends on the energy of electron beam.
The model we proposed in [8] to explain the similarities discussed above is as follows. We considered spheres of radii R centred at the molecular carbon sites. We distinguished three carbon types: those with four neighbours (C (4) ), those with three neighbours (C (3) ) and those with two neighbours (C (2) ). Of course the less neighbours a carbon atom has the more π binding orbitals it has. Thus, it was natural to assume that the sphere radii depend on the number of neighbours. Later we found the distinction not important. On this molecule of spheres we impinge light rays randomly oriented and calculate the area of the shadow on a screen behind the molecule. The calculation of the shadow area is made with the Monte Carlo technique because of the confusing intersections of the many sphere projections on the screen. Thus, for a given randomly oriented ray hitting at random point of a sphere, we check whether the ray also hit another sphere, in which case the ray is eliminated from the count if it was reckoned previously. For the hydrocarbons that we calculate we used up to 83 million randomly oriented rays to calculate the average shadow (geometric cross section). If the radius tends to zero naturally the ratio tends to the number of carbons. If the radius tends to infinity, the distances between centres become relatively negligible and the shadow tends to that of a single sphere. In this case, the ratio tends to 1.
For a generic hydrocarbon, the calculation of the average shadow only required knowledge of the carbon atomic positions and the sphere radii R (4) , R (3) , R (2) , corresponding to the carbons with four, three and two neighbours, respectively (though H did not contribute to the cross section or shadow, they were counted as neighbours of carbons.). The radii were assumed to depend on the incident electron energy. We determined the radii as follows. First we equated the ratios σ (E, CH 4 , SMC) σ (R (4) , CH 4 (4) , C 2 H 6 , shadow) of the SMC-calculated cross section and shadow for the molecules CH 4 and C 2 H 6 , both having carbons with four neighbours, to determine R (4) as function of energy. Then we used the equations
to determine R (3) and R (2) . Having the radii, we were able to compute the shadow cross section for several hydrocarbons and noted that the dispersion was about 5% and that the ratio was around 2.0.
After the success of the model for the hydrocarbons, the next natural step was to extend it to other atoms and molecules. To deal with many atomic species we had to slightly modify the model. Now the atomic radii, which depends on the incident electron energy, are calculated by minimizing the following expression:
where σ (E, m, SMC) is the cross section computed by the Schwinger multichannel method (SMC) [9] with pseudopotentials [10] and σ ({R}, m, shadow) is the geometrical shadow area.
Here m are molecules of a set and {R} is a set of atomic radii. We considered a set of 35 molecules and nine atomic species (a set of nine radii). We verified that the minimum in equation (1) depends a little on the chosen value of X. Thus, we set X = 2 because in [8] , when X was optimized, we verified that its value was near 2.
There is a subtler reason for the choice X = 2. For the scattering from a hard sphere, the s-wave cross section is well known to be 4πR 2 , namely four times the area of the geometrical shadow projection. The s-wave scattering is the main scattering when the energy is low. As the energy increases, the cross section tends to 2πR 2 corresponding to our choice of X = 2 [15, 16] . Of course, the molecules that we calculated are not hard spheres. Hopefully, the energies we are working with are large enough to overcome some centrifugal barriers, and small enough so that the atoms present themselves as hard spheres to the incident electron.
It is interesting to question whether the shadow model has any justification in a hard-core physics. Being a model derived from optics whose analogue in the electron scattering problem is the Born approximation, we calculated the electron-scattering Born cross section for several model potentials M of molecules M 4 (a regular tetrahedron), M 3 (a triangle), M 2 (a pair) and M (an atom). A typical result is presented in figure 1 , about which we make the following comments:
• The model potential presented is a smooth combination of Gaussians. This behaviour is what one expects due to the orthogonalization of the scattering orbital to the valence and core orbitals. • The shadow model will work as long as
and the atoms of M p occupying sites of M n that is, an atom may hide others behind. In figure 1 , this behaviour is observed in the energy band from 1.0 to 5.0. Outside this band the shadow model is clearly inadequate because one obtains 'negative' shadows.
• For the energies in the range where the shadow model works, we expected scattering cross sections decreasing with energy. In the Born case, figure 1 shows this to be only partially true.
Thus, the Born model points to the possibility of the shadow model working for special potentials and energy ranges. But the Born approximation is a poor approximation (failure of the optical theorem, for instance), so that the true justification of the shadow model remains its compatibility with the precise calculations that match experiment very well. Equation (1) was used in nine minimizations. The first considered only the molecule H 2 from which we obtained the radius of the H sphere. Next, we used the equation for the molecules SiH 4 , GeH 4 , SnH 4 , HF to obtain the radii of Si, Ge, Sn, F. In each minimization, we had only one molecule and one radius parameter. Next, we used the equation for the molecules CH 4 , C 2 H 6 and C 2 H 4 to obtain the radius of C. In this case we dealt with three molecules and just one radius parameter. Observe that, unlike [8] , here we are using a single radius for C, independently of the number of neighbours. In [8] we verified that the number of neighbours was a minor effect determining the radius of the sphere. Next, we considered nine molecules containing Cl and atoms whose radii were already determined, thus again a minimization with just one parameter, the radius of Cl. Next came the case of nine molecules of Br to determine the radius of this atom, and finally the case of nine molecules of I. Therefore, in all minimizations, we dealt with a single parameter. Before discussing the results we must say a word on how to calculate the shadow area of the assembly of atomic spheres, a problem which is not completely trivial. Figure 2 shows the shadows of four atomic spheres. To calculate the molecular shadow, the overlap regions must be counted just once. Because the boundaries of the overlap regions may become complicate we proceeded as follows. First, we order the atoms arbitrarily. Then we start shooting light rays on the atoms i randomly distributed in the range 0, R (N r 2 N φ ) to the molecular shadow, except if it also hits a previous atomic sphere, in which case the shot does not contribute to the shadow area. Aside from shooting randomly on the atomic discs, the directions of the shots were also chosen randomly. Therefore, the total number of shots was where the integer 35 was chosen so that the statistical errors were in the order of 0.1% or less. Thus, our calculation of the shadow, because of the complicate domains of integration as shown by the many intersections in figure 2 , follows the Monte Carlo method as described in [17, 18] . Our choice of a statistical error in the order of 0.1% was of course an overkill, yet the calculations were very fast in a desk computer. In the appendix we show in detail how to calculate the shadow area. Figure 3 presents the results for the ratios of the SMC cross section divided by the shadow area (equation (1)). The line crossing the data points corresponds to the nominal value of X = 2. The molecules are numbered according to the order of the minimization. One observes that, aside from a dispersion that increases with energy, many molecules do not deviate much from the nominal ratio X = 2. The atomic radii are tabulated in table 1 and plotted in figure 4 . They are in no way similar to radii of standard tables (atomic or covalent) [14] , for instance Si is larger than Sn. Their behaviour as a function of energy is represented in figure 4 . The radii decrease with energy, or as the wavelength becomes smaller. That can be understood in the following terms. As the wavelength becomes smaller, different atomic regions scatter out of phase so that the net result is smaller. The result presented in figure 3 is somewhat surprising because, at a typical energy in the range, the wavelength is comparable to the molecular sizes 20 eV −→ λ 5.2 au.
Results
One notices that, as the energy increases to 40 eV, the shadow model becomes poorer, as it is evidenced by the larger spread of the data points. If the molecule is large enough, one may expect that its different atoms will scatter with different phases, even destructively. Apparently the ratio size/λ determines the quality of the model. If the ratio is large one may expect a worse fit to calculated or measured cross sections, and possibly an exaggerated estimate thereof. Table 2 shows four instances in which the shadow model is used to predict the results of cross section calculations and experiment. Two comments are in order. First, the molecules of table 2 are larger than the molecules used to calculate the shadow radii. Second, the measured cross sections are elastic, not total. It is to be observed in the table that, in general, the shadow model seems to give results bigger than either calculation or experiment, but yet with quality for a first and simple estimate of cross sections. (1) with X = 2 in the following order: H, Si, Ge, Sn, F, C, Cl, Br, I. In each determination the molecules used were those numbered in figure 3 . In the left-hand side, we mark the covalent radii for comparison [14] . a We used the truncated icosahedron with 6-6 and 6-5 bond lengths following Hawkins et al [20] .
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Appendix. The calculation of the molecular shadow
• First, order the atoms from i = 1 to N a . Each atom is a sphere of radius R i centred at r i . The order is arbitrary. forms a triorthonormal vector system. The unit vectorê 1 is randomly chosen amongx,ŷ andẑ, and so isê 2 (excluding the vector chosen forê 1 ), whileê 3 =ê 1 ×ê 2 . In this way we avoid the asymmetry between x, y and z in the spherical coordinate system. • For a given direction, we begin shooting the atoms with light rays to determine the shadow area. Suppose we have already the shadow area of the set of the first (I − 1) atoms. For the Ith atom we are going to shoot N φ N r 2 light rays on the disc projection of the Ith sphere, where φ is chosen randomly in the range [0, 2π ] and r 2 chosen randomly in the range 0, R 2 I .
• To each shot we assign an area equal to πR (N φ N r 2 ) . Then we must check whether this shot also hits the disc projection of a previous sphere. If it does not hit the disc of any atom i from 1 to (I − 1), then we increment the molecular shadow area by πR • To verify that the shot does not hit a previous disc, we proceed as follows. The centre of the Ith sphere is at r I , therefore, the shot [r 2 , φ] hits the screen behind the molecule at ρ = ( r I ·û 1 + r cos φ)û 1 + ( r I ·û 2 + r sin φ)û 2
The centre of a previous sphere i is at r i and the distance between the projection of this centre and vector ρ must be greater than R i . 
