Introduction

State space models for neural population spike trains
Neural computations at all scales of evolutionary and behavioural complexity are carried out by recurrently connected networks of neurons that communicate with each other, with neurons elsewhere in the brain, and with muscles through the firing of action potentials or "spikes". To understand how nervous tissue computes, it is therefore necessary to understand how the spiking of neurons is shaped both by inputs to the network and by the recurrent action of existing network activity. Whereas most historical spike data were collected one neuron at a time, new techniques including silicon multi-electrode array recording and scanning 2-photon, light-sheet or light-field fluorescence calcium imaging increasingly make it possible to record spikes from dozens, hundreds and potentially thousands of individual neurons simultaneously. These new data offer unprecedented empirical access to network computation, promising breakthroughs both in our understanding of neural coding and computation (Stevenson & Kording 2011) , and our ability to build prosthetic neural interfaces . Fulfilment of this promise will require powerful methods for data modelling and analysis, able to capture the structure of statistical dependence of network activity across neurons and time.
Probabilistic latent state space models are particularly well-suited to this task. Neural activity often appears stochastic, in that repeated trials under the same controlled experimental conditions can evoke quite different patterns of firing. Some part of this variation may reflect differences in the way the computation unfolds on each trial. Another part might reflect noisy creation and transmission of neural signals. Yet more may come from chaotic amplification of small perturbations. As computational signals are thought to be distributed across the population (in a "population code"), variation in the computation may be distinguished by its common impact on different neurons and the systematic evolution of these common effects in time.
A state space model is able to capture such structured variation through the evolution of its latent state trajectory. This latent state provides a summary description of all factors modulating neural activity that are not observed directly. These factors could include processes such as arousal, attention, cortical state (Harris & Thiele 2011) or behavioural states of the animal (Niell & Stryker 2010 , Maimon 2011 . Alternatively, the latent state might be viewed as a summary description of the 'common inputs' received by the observed neurons from the unobserved parts of the network and other sources (Kulkarni & Paninski 2007 , Vidne, Ahmadian, Shlens, Pillow, Kulkarni, Litke, Chichilnisky, Simoncelli & Paninski 2011 , Archer, Koester, Pillow & Macke 2015 . More practically, it provides a lower dimensional representation of the (possibly singletrial) activity of many neurons, which may be valuable for visualisation or to link to observed behaviour (Churchland, Yu, Sahani & Shenoy 2007 , Cunningham & Yu 2014 .
In this chapter, we focus on discrete-time state space models of neural spike trains in which the dynamics of the latent state has a very simple structure: The transition process is linear (i.e. the expected state at time t + 1 is a linear function of the state at time t) and the innovation noise is Gaussian (i.e. the variability of the actual state around this mean follows a normal distribution). Such models have long been studied for tracking, control and other engineering applications. If the observed variables also depend linearly on the state, and any noise corrupting them is also Gaussian, then it gives rise to the statistical model that underlies the Kalman filter (Kalman & Bucy 1961) . We will refer to this Gaussian-observation Linear Dynamical System model as GLDS. Many algorithms have been developed to identify (or "learn") the parameters of a GLDS model from data, either by using subspace identification (Katayama 2005) or different variants of expectation maximisation (Ghahramani & Hinton 1996) .
However, neural spike trains cannot properly be modelled as linear functions of a Gaussian-distributed state with Gaussian noise. Spikes are all-or-nothing events. They are thus correctly described by point processes (Kass, Eden & Brown 2014) or, in discrete time, by binary-or integer-valued stochastic processes. The average spike rate must be non-negative, which is incompatible with a simple linear projection of a Gaussian-distributed state. Furthermore, if data are binned at a timescale likely to characterise neural computation, then individual bins rarely contain more than a handful of spikes, making the Gaussian model of variability unrealistic. For example, suppose that spikes from neuron firing at 10 spikes/s, were to be binned with 10 ms precision. The expected spike count would then be 0.1 spikes per bin. If the counts were Poissondistributed, their variance would also be 0.1, resulting in a standard deviation slightly greater than 0.3. This means that a spike count of 1 or more (occuring about every 10th bin) would fall about three standard deviations away from the mean. Under a Gaussian distribution such large-deviation events would occur with probability 0.0013; almost two orders of magnitude more rarely than their Poisson frequency.
Thus, realistic models of neural population activity must take into account the sparse, discrete nature of neural spiking. Although we might retain the linear-Gaussian dynamics of classical state space analysis for now, we depend on algorithms able to handle integer-valued observation processes. In particular, our focus will be on models in which the observations conditioned on the latent state are Poisson distributed. We refer to this class of models as PLDS (Macke, Buesing, Cunningham, Yu, Shenoy & Sahani 2012 ).
PLDS models in context
The PLDS models fall into the class of hidden Markov models with continuous state variables, and when the expected spike count is an exponential function of the latent state are also special cases of the log-Gaussian Cox Process (Møller, Syversveen & Waagepetersen 1998) . Many methods have been developed to estimate state and parameters in state space models (Durbin, Koopman & Atkinson 2001 , Doucet & Johansen 2009 , Chen & Brown 2013 . In the context of neural spike data such models were discussed by Smith & Brown (2003) , who proposed an approximate Expectation Maximisation algorithm (Dempster, Laird & Rubin 1977) based on the forward-backwards algorithm, using a Gaussian approximation to the likelihood at each step. Other methods based on the forward-backward algorithm for inference have since been generalised and improved in various ways (Eden, Frank, Barbieri, Solo & Brown 2004 , Yu, Afshar, Santhanam, Ryu, Shenoy & Sahani 2006 , Kulkarni & Paninski 2007 , Lawhern, Wu, Hatsopoulos & Paninski 2010 ). An algorithm for estimating models of high-dimensional 'common input' and an application to large-scale recordings of retinal ganglion cell activity was given by Vidne et al. (2011) . In this approach, the estimation of the parameters of the common-input model is based on a moment transformation approach similar to the one used in the subspace identification method described below (Buesing, Macke & Sahani 2013) . Paninski, Ahmadian, Ferreira, Koyama, Rahnama Rad, Vidne, Vogelstein & Wu (2010) provide an overview of applications of state space models in neuroscience. They point out that direct optimisation of a Gaussian ("Laplace") approximation to the posterior distribution over states (as we will use below) is computationally competitive with or even superior to forward-backward algorithms, and use this approach to construct common input models of neural spike trains (see also Yu, Cunningham, Shenoy & Sahani 2008) . Our descrip-tion of inference and parameter estimation algorithms using a global Laplace approximation is based on that of Macke et al. (2012) . More recently, variational methods for state space models (Beal 2003 , Emtiyaz Khan, Aravkin, Friedlander & Seeger 2013 , Buesing, Machado, Cunningham & Paninski 2014 have also been applied for both state inference and parameter learning in models of neural spike trains (Mangion, Yuan, Kadirkamanathan, Niranjan & Sanguinetti 2011) .
All of the above approaches rely on deterministic, Gaussian approximations to the distribution over latent states. While this distribution is uni-modal, it is non-Gaussian which-at least in principle-could lead to bias in the estimation procedure (Turner & Sahani 2011) . Sampling-based or Monte Carlo methods (Yuan, Girolami & Niranjan 2012) do not require parametric assumptions on the posterior distribution and are therefore more flexible, but, as their accuracy depends on the number of samples used, can prove to be significantly more computationally expensive. For overview articles on state space models, and application to neural population spike trains see (Chen 2003 , Chen & Brown 2013 .
2 State space models with linear dynamics and count-process observations
We consider models for spike data recorded simultaneously from q neurons, and discretised in time to yield spike counts y i,t for each neuron i ∈ {1 . . . q} and time bin t ∈ {1 . . . T }. We concatenate the observations at time t into the qdimensional vector y t and denote by y 1:T the q × T matrix of all observations. In the limit of small bin sizes such a model would approach a multivariate point process (Kass et al. 2014 ). However, here we focus on the discrete-time description and interpretation. It is straightforward to extend the model to capture multiple experimental trials by modelling them as independent, identically distributed (i.i.d.) draws from the same model. This case of multiple trials differs only when estimating model parameters from data and will be discussed below. It is helpful to introduce intermediate variables z i,t for each neuron i and time bin t. These variables capture the dependence of the spike rate on three factors: i) a parameter d i that controls the overall mean firing rate of the ith neuron, ii) the current influence of unobserved processes, summarized by a pdimensional state vector x t and iii) any (observed) external covariates s t . These three factors combine linearly to form a q-dimensional vector z t with elements z i,t , which we will call the pre-intensity:
The q × p loading matrix C determines how each neuron is influenced by the latent state x t , with each row of C containing the couplings of one neuron to the p latent states. The term s t can be used to model stimulus drive or the effect of other external variables. It is also often used to describe the influence of spiking history, by using a vector of all relevant recent spiking in the population (Chornoboy, Schramm & Karr 1988 , Eden et al. 2004 , Pillow, Shlens, Paninski, Sher, Litke, Chichilnisky & Simoncelli 2008 , Truccolo, Hochberg & Donoghue 2010 . For example, one choice to model spike refractoriness would be to set s t to the counts in the previous time bin s t = y t−1 , and D to a diagonal matrix of size q × q with negative entries. We assume that, given the pre-intensity z i,t , the spike-count of neuron i in bin t is a sample from a Poisson distribution with mean η(z i,t ), where η(·) is a nonlinear function (which we will call the spike-rate nonlinearity) whose range is non-negative. Popular choices for η(·) include the exponential function η(·) = exp(·) and the soft-threshold function η(·) = log(1 + exp(·)). Thus, the conditional distribution of each count y i,t given the corresponding pre-intensity z i,t is:
The population state x t evolves according to linear Gaussian dynamics with an external driving input u t :
Here, the parameters x 0 and Q 0 denote the expected value and the covariance of the initial state x 1 of each trial. The p × p matrix A (the dynamics matrix) specifies the deterministic component of the evolution from one state to the next, and the matrix Q is the covariance matrix of the innovations that perturb the latent state at each time step. We will assume here that the dynamics of the system are stable (i.e. that the spectral radius of the dynamics matrix A is less than one, meaning that all of its eigenvalues fall within the unit disc), and we denote by Π the asymptotic covariance lim t→∞ Cov[x t ]. This covariance satisfies the relation Π = AΠA +Q, and can thus be obtained from A and Q by solving the discrete-time Lyaponov equation . The vector u t and the matrix B allow the model to capture any dependence of the latent state on external covariates. For example, u t could model the influence of a stimulus that is believed to modulate neural firing in all neurons in the population. Alternatively, u t might be an indicator function that 'measures' the current time in the trial, i.e. u t would be a vector of zeros except for the t-th entry, which would be 1. This formulation would allow the model to capture structured variation in the mean firing rates of the population through the evolution of the latent state. Time-varying mean firing rates are typically described by a separate peri-stimulus time histogram (PSTH) for each neuron, which would require q × T parameters to be estimated for each stimulus. In the state-space approach time-varying means are captured by the driving inputs into the latent state, and so only p × T parameters are needed to describe all the PSTHs .
As the pre-intensities are also random variables (through both their dependence on x and possible dependence on previous spike events), the total variance of each neuron's spiking will be a combination of the Poisson variance and the variance resulting from stochasticity in z. Consequently, spike-counts sampled from the model will be over-dispersed within individual bins, i.e. their variance will be larger than the mean, giving a Fano-Factor (i.e. variance divided by mean) greater than one. However, interactions between bins could, at least in principle, lead to under-dispersion of total spike-counts when summed over multiple bins.
For simplicity, we will assume an exponential spike-rate nonlinearity, i.e. η(.) = exp(.), throughout the remainder of the chapter. This implies that the linear interactions in the latent space result in multiplicative interactions in the observed firing rates. Two recent studies have argued that internal states have a primarily multiplicative effect on firing rates (Ecker, Berens, Cotton, Subramaniyan, Denfield, Cadwell, Smirnakis, Bethge & Tolias 2014 , Goris, Movshon & Simoncelli 2014 , and suggested that state space models which allow for multiplicative interactions would be an direction for future research. Models based on exponential nonlinearities-and, in particular, the PLDS models described in this chapter-lead to such interactions quite naturally. We will also neglect the dependence on external covariates u t and s t from now on, again to simplify the exposition. 
Reconstructing the state from neural spike trains
We first consider the problem of state estimation. Given the population data y 1:T , and the parameters of a state space model, how can we reconstruct the unobserved sequence of states x 1:T ? State estimation problems are often phrased as the problem of finding the 'most likely' state sequence. Here, we are not only interested in finding the most likely sequence, but also in quantifying uncertainty over estimated states. Hence we seek to characterise as far as possible the full posterior distribution of latent states given the observations P (x 1:T |y 1:T ). For state estimation, it is convenient to concatenate the columns of x 1:T to form a pT × 1 vector which we denote by x, i.e. x = vec (x 1:T ) = (x 1 · · · x T ) and similarly y = vec (y 1:T ). For the PLDS model, the posterior distribution P (x|y) does not correspond to a well-studied standard distribution (such as a Gaussian). In particular we do not have closed forms for the expected values under this distribution that will be needed for parameter estimation and model comparison. One way around this difficulty is to approximate P (x|y) with an appropriate and convenient distribution q(x). As, at least for the exponential spike-rate nonlinearity assumed here, the PLDS posterior P (x|y) has a single peak (Paninski 2004) , we choose to focus on Gaussian approximating forms. That is, we take q(x) = q(x|µ, Σ) = N (µ, Σ) with mean µ and covariance Σ. It will be convenient to refer to the corresponding normal density function by the symbol φ(x|µ, Σ):
In fact, we will consider two different Gaussian approximations, which select µ and Σ in two different ways. In the first method, µ is set equal to the mode of the distribution, i.e. the latent state sequence with the highest posterior probability, and Σ is determined by the local curvature of the log-posterior at this point. The second method (Emtiyaz Khan et al. 2013 ) focusses on the Gaussian approximation which has minimal distance to the true posterior, as measured by Kullback-Leibler Divergence (Bishop 2006) .
Inferring the state using the Laplace approximation
Inspection of equation 4 reveals that the log-density of a Gaussian distribution is quadratic in the observation x, from which two properties follow. First, the log-density is highest at the unique point x = µ and so, conversely, the mean µ can be found by evaluating the mode µ = argmax x log φ (x|µ, Σ). Second, the Hessian matrix of second derivatives of the log-density yields the inverse covariance matrix Σ
x log φ(x|µ, Σ). In general, neither property holds for non-Gaussian distributions. However, provided that the distribution is unimodal and smooth, these observations provide a heuristic method for approximating a non-Gaussian distribution by a Gaussian one.
2 This is the approach of the Laplace approximation to the PLDS posterior. The mean of the approximating Gaussian is set to the mode of the log-posterior, and its covariance matrix to the negative inverse Hessian evaluated at that mode (as the value of the Hessian may vary with location for non-Gaussian distributions it is necessary to specify the point at which the derivatives are evaluated). Thus, to find the Laplace approximate Gaussian we need to i) write down the log-posterior over x, ii) find its optimum (typically exploiting gradient information) and iii) find its Hessian. Computation of the Hessian also allows us to use second-order methods during numerical optimisation.
By Bayes' rule, the log-posterior is given by:
where const(x) denotes terms that do not depend on x. The PLDS log-likelihood is:
Here, the matrixC is of size qT × pT , and consists of T copies of C along its block-diagonal, and zeros elsewhere, i.e.C = I T ⊗ C where I T denotes the identity matrix of size T ×T and ⊗ denotes the Kronecker product. The column vector e qT is of size qT × 1 with all elements equal to 1, andd is of size qT × 1 and consists of T copies of d stacked one atop the other. Finally, the exponential function in the last line is applied element-by-element. The prior over x is defined by the dynamics equation (3):
Inspection of this equation reveals that x 1 is given by a Gaussian distribution, and each subsequent x t depends linearly on its predecessor. Therefore, the joint distribution over all x t , and equivalently the distribution over x, is a multivariate normal. By collecting the terms which are linear and quadratic in x, one can see that the prior mean µ π and covariance Σ π are given by (see Paninski et al. 2010, for further details and explanation) :
Thus, the log-posterior log P (x|y) of x given y (which we denote L(x)) is given by (neglecting the additive constant terms)
Taking derivatives with respect to x, we obtain the gradient and Hessian:
Using this gradient (and possibly also the Hessian) we are able to numerically maximise the log-posterior with respect to x. This optimisation problem has nice computational properties. In fact, it is equivalent to performing maximuma-posteriori decoding in generalised linear models with a Gaussian prior (in which case x would be the stimulus being estimated), and its properties have therefore been well studied. In particular, it is known that the log-posterior is a concave function (as can also be noted by observing that the Hessian is a negative-definite matrix), so it can be optimised without risk of converging to local maxima (Boyd & Vandenberghe 2004) . Finally, because of the sparse and blocked structure ofC and Σ −1 π , both the gradient and the Hessian can be calculated efficiently without having to store or invert dense matrices of size pT × pT . As has been pointed out by Paninski et al. (2010) , this approach of performing a Laplace approximation on the entire time-series x 1:T ('global Laplace') is therefore as computationally efficient as following the classical approach of using forward-backward message passing to calculate the posterior mode. The full posterior matrix Σ is a dense pT × pT matrix, so calculating it would be computationally expensive for large pT . However, one rarely requires the full posterior covariance, and in many cases (e.g. for parameter estimation, see below) it is sufficient to calculate just the diagonal blocks Σ t and immediate off-diagonal blocks Σ t,t−1 , which can be achieved efficiently without explicitly calculating the full Σ.
Inferring the state distribution using Gaussian variational inference
While the Laplace approximation is often easy to use and efficient to calculate, it has been demonstrated in a variety of settings that alternative approximation schemes provide more accurate approximations to posterior distributions (Nickisch & Rasmussen 2008) . One alternative to the Laplace method is known as the variational inference approach. In variational inference, one approximates the posterior P (x|y) with a distribution q(x) that comes from a specified family of distributions. In the following we will restrict our discussion to Gaussian variational inference, i.e. we restrict q(x) to be a normal distribution, whose mean and covariance are so-called variational parameters and which we denote with µ and Σ. Hence, by construction, the functional form of our posterior approximation will be identical to the one found via Laplace method but, as pointed out by Nickisch & Rasmussen (2008) and Opper & Archambeau (2009) , the parameters µ and Σ of the two approximations will generally differ. The variational parameters are found by determining the best Gaussian approximation to the posterior as measured by the Kullback-Leibler divergence between the two distributions:
where (13) is equivalent to maximising a lower bound L(µ, Σ) of the log probability log p(y) of the data under the model. For the PLDS model considered here, the variational lower bound L(µ, Σ) ≤ log p(y) reads (up to additive constants)
where E q [log P (y|x)] denotes the expectation of the log likelihood under the approximate posterior q(x). In general, this expectation cannot be computed analytically as a function of the variational parameters µ, Σ. However, in our model which has Poisson observations with the canonical link function (i.e. exponential spike-rate nonlinearity) and where the expectation is computed under a Gaussian approximation q(x), it is available in closed form (up to additive constants):
Given the above expression, one can in principle directly optimise L(µ, Σ) to obtain the approximation q(x) = φ(µ * , Σ * ) to the posterior P (x|y). In practice however, this optimisation can be computationally very expensive for two reasons. First, the posterior covariance Σ has O(p 2 T 2 ) entries, and hence for large T it is an optimisation over a large number of variables. Second, as Σ is a covariance matrix, it needs to be constrained to be a symmetric, semi-definite matrix. There are well-established tools for solving such so-called semi-definite programs (see Boyd & Vandenberghe 2004) , but this constraint further increases the computational cost. Fortunately however, it has been shown (Opper & Archambeau 2009 ) that this optimisation problem has further structure that can be exploited to speed up the computation. The inverse of the optimal posterior covariance Σ −1 (the posterior precision) is given by sum of the prior precision Σ −1 π and a simple correction term,
where λ is a vector of dimension qT (i.e. one element per observed spike count) with non-negative entries. Furthermore, the posterior mean can be expressed using the same λ as
One straight-forward way to exploit this special structure would be to plug (16) and (15) into (14) to express L as a function of λ and optimise L(λ) over the positive orthant (as all elements of λ are non-negative). Unfortunately, this optimisation is non-convex and converges very slowly, as pointed out by Emtiyaz Khan et al. (2013) . However, these authors also showed that the special form of the optimal variational parameters (16) and (15) can be used more efficiently by converting the original (primal) optimisation of L(µ, Σ) over µ, Σ into a dual optimisation problem (Boyd & Vandenberghe 2004) . In this dual problem, we have to minimise the objective function D(λ) over λ ≥ 0:
where Σ(λ) is defined in (15). By contrast to the optimisation of (14) over O(qT ) 2 variables, the optimisation (17) is over only qT variables, it is strictly convex and converges quickly if solved by standard gradient-based optimisation techniques. Having solved (17) for the unique optimum λ * , we can then compute the optimal posterior mean µ * = µ(λ * ) and covariance Σ * = Σ(λ * ) from (16) and (15).
To find the optimum of (17) we use a gradient-based pseudo-Newton method (lBFGS) (Boyd & Vandenberghe 2004) . The gradient of D(λ) is given by
Naive evaluation of D(λ) and ∇ λ D(λ) requires the computation of Σ(λ), which according to (15) is an inversion of a pT × pT matrix, yielding a computational cost of O(p 3 T 3 ) per optimisation iteration, which would be prohibitive for data sets with large T . However, using the Markovian structure of the LDS prior on x and properties ofC, the cost D(λ) and its gradient ∇ λ D(λ) (and hence each iteration of the optimisation) can be evaluated in O(p 3 T ) in the following way. AsC is block-diagonal, the term diag(CΣ(λ)C ) requires only the computation of the block-diagonal entries of Σ(λ). Furthermore, we leverage the special structure of Σ(λ): Equation (15) shows that the inverse of Σ(λ) is the sum of the inverse LDS prior covariance matrix Σ −1 π and the blockdiagonal termC diag(λ)C . Hence, Σ −1 (λ) is exactly equal to the posterior precision matrix of an "effective" LDS model with an observation model given by P (y t |x t ) = φ(y t |Cx t + d, diag(λ −1 t )). Therefore, numerical evaluation of the block-diagonal of Σ(λ) is equivalent to determining the block-diagonal of the posterior covariance of the "effective" LDS model, for which we can use standard Kalman smoothing which requires O(p 3 T ) , Buesing et al. 2014 ). Kalman smoothing also yields the term log |Σ(λ)| without additional cost. Finally, multiplications of a vector of dimension qT withC and Σ π can also be carried out in O(p 3 T ) as the former is block-diagonal and the latter has a banded inverse (given in (8)). This shows that each iteration for optimising the dual cost (18) requires only O(p 3 T ) time complexity. In general, we cannot hope to do better as this is the same complexity as a Kalman smoothing computation as well as the cost of computing the gradient and Hessian for the Laplace approximation.
Estimating model parameters
We have described above how to find an approximation to the distribution of the state trajectory given the observed data and known parameters. However, in many cases we have available only observed spike data from which we would like to characterise both the dynamical structure of the network activity-i.e. the parameters of the state space model-and the trajectories on all trials. Here, we describe an iterative method (Expectation Maximisation) for estimating the parameters from data, and a closed-form "spectral" algorithm which provides a good initialisation for Expectation Maximisation. In the following we denote the model parameters by θ = (A, Q, Q 0 , x 0 , C, d). We now also consider multiple experimental recordings, modelled as independent, identically distributed trials indexed by k = 1, . . . , K. Let the data and the state variables from the kth trial be denoted by y k and x k and, slightly overloading the notation from above, we now denote the data across all trials by y.
Expectation Maximisation: Estimating parameters via iteratively optimising a cost function
Expectation Maximisation (EM) (Dempster et al. 1977 ) is a general method for estimating parameters of latent variable models, such as the state space model described above, from data. EM can be motivated from a standard maximum likelihood (ML) perspective. In ML estimation, we seek those model parameters θ that maximise the likelihood, and hence also the log-likelihood, of the data under the model log P (y|θ) = log P (y, x|θ) dx. For many latent variable models however, integration of the likelihood over the latent variables does not have a closed form solution, so it is difficult to evaluate P (y|θ) as a function of the model parameters. EM circumvents this problem by replacing direct maximisation of the likelihood, with maximisation of a lower bound, which we denote by Q:
This bound is valid for any distribution q(x), and is tight if and only if q(x) is equal to the posterior over the state variables P (x|y, θ). "Vanilla" EM is a coordinate-ascent-style algorithm for maximising Q q (θ). Given initial parameters θ , one computes q(x) = P (x|y, θ ). Given q(x), ones maximizes Q q (θ) with respect to the parameters θ. Iterating over these two steps is guaranteed to increase the lower bound Q q (θ) and it converge to a (local) maximum of the likelihood. As we have seen, however, in the PLDS model it is not possible to evaluate the exact posterior distribution P (x|y, θ). Hence, we are compelled to approximate q(x). Either the Laplace or the variational approximation can be used, and we refer to the resulting algorithms as lEM or vEM respectively. Note that, if q is constrained to be Gaussian, the bounds of (20) and (14) become identical. Thus, in vEM both the inference of q and the optimisation with respect to θ increase the same lower bound, and convergence is guaranteed (albeit not necessarily to a local maximum of the likelihood). By contrast, no similar convergence guarantee is available for lEM and in practice we regularly observed that the lower bound (20) actually decreases for lEM after a number of iterations. Given a posterior approximation q(x) = K k=1 q(x k ) with mean µ k and covariance Σ k on trial k from either Laplace or variational inference, the optimisation of Q q (θ) with respect to the parameters θ is reasonably straightforward. Q q (θ) can be written as (neglecting terms constant in θ):
Thus this cost function decomposes into a sum of two terms, Q obs q and Q dyn q which only depend on the parameters of the observation model (C, d) or on the parameters of the latent dynamics (A, Q, x 0 , Q 0 ) respectively, and which can therefore be optimised separately. As we have assumed linear dynamics, the cost function Q dyn q is the familiar term that arises with linear Gaussian state space models (Ghahramani & Roweis 1999) , and all parameters can be updated in closed form:
where we have used the shorthand M The cost function of the observation model, Q obs q , has to be optimised numerically. As the log-posterior log P (y k |x k , θ) is concave in our model and integration over a Gaussian density preserves concavity (Boyd & Vandenberghe 2004) , Q obs q is also a concave function, so its maximum can be found efficiently and without risk of getting stuck in a local maximum. Q obs q and its gradient with respect to C and d are given by:
In practice, updating d before C in each iteration leads to much better results than updating C first 3 . In fact, in the case of an exponential nonlinearity, the update in d also has a closed-form solution and is given by
Learning parameters of the model through spectral learning
Although each step of both lEM and vEM has a single unique solution, the model likelihood and the lower bound (20) both have multiple local optima.
Thus both forms of EM (and, indeed, any other iterative maximum-likelihood method) will converge to a nearby local maximum that is selected by the particular initial values from which the iterations are begun. Indeed, with lEM there is no guarantee that even the lower bound increases at each step, implying that the algorithm may not converge, and convergence may be difficult to identify. Both algorithms are also computationally expensive, typically requiring multiple iterations, and each iteration of the E and M-step requires numerical optimisation as a subroutine.
In this section, we describe an alternative approach to estimating the parameters of the PLDS model. The approach is based on a technique known as subspace identification (SSID), also called spectral learning (Katayama 2005) , which was originally developed for models with linear dynamics and Gaussian linear observations. It is based on finding an eigendecomposition of a matrix constructed from the observed data. This decomposition is typically fast to compute and there is no risk of getting stuck in local minima, which renders such methods both computationally efficient and robust. As we will show, these advantages can be carried over to the more general setting of dynamical system models with nonlinear and non-Gaussian observation processes. Here we provide a sketch of the algorithm as applied to the PLDS model; a full description can be found in .
The basic intuition behind the approach is the following. To use standard, Gaussian subspace identification, we need the mean and time-lagged covariances of the observations from a linear Gaussian Dynamical System. As can be seen from the definition (2), in the PLDS model, any 'nonlinearity' and 'non-Gaussianity' is only present at the level of the observations y i,t . These are generated by pushing the underlying pre-intensities z i,t (which are generated by a linear Gaussian dynamical system) element-wise through the nonlinear Poisson observation model. Although we cannot observe z directly (it is a latent variable), it turns out that we can nevertheless estimate its means and covariance matrix from the means and covariances of the observed spike-counts y by applying a fixed and deterministic nonlinear transformation. Having thus recovered the means and covariance of z, the standard subspace identification methods apply and provide estimates of the unknown parameters θ of the PLDS model.
This nonlinear spectral learning algorithm provides a fast and robust algorithm for parameter estimation, but one which often provides less accurate parameter estimates than EM. Therefore, it is often useful to combine the two approaches, and to use spectral learning as a means of generating an initial setting of parameters and then to further improve on this initial value using EM.
Subspace-ID for LDS models with linear-Gaussian observations
We briefly review here the linear SSID algorithm that we will use: the HoKalman SSID algorithm (Ho & Kalman 1966 , Katayama 2005 for linear-Gaussian LDS models. In this setting, the model for the dynamics on x is as before (Gaussian distribution over initial state, linear dynamics, Gaussian innovation noise), but the observation model is now linear with Gaussian noise with covariance R:
Provided the generative model is stationary (i.e., x 0 = 0 and Q 0 = Π), SSID algorithms yield consistent estimates of the parameters A, C, Q, R, d in a non-iterative way. Ho-Kalman SSID takes as input the empirical estimate of the (so-called) "future-past Hankel matrix" H which is defined as the crosscovariance between time-lagged vectors y + t (the "future") and y − t (the "past") of the observed data:
The parameter κ is called the Hankel size and has to be chosen so that κ ≥ p.
The key to SSID is that H has rank equal to the dimensionality p. As any dependence between past and future data is mediated by the latent state x, the covariance has to have the same rank as x t , i.e. rank p. Furthermore, the Hankel matrix can be decomposed in terms of the model parameters A, C, Π. For example, in the simplest case of k = 1,
The SSID algorithm first takes the singular value decomposition (SVD) of the empirical estimate H of H. The singular value spectrum of H suggests a suitable value of p by inspection (e.g. take p to be the number of eigenvalues that are significantly greater than 0). From the corresponding low-rank approximation to H the model parameters A, C as well as the covariances Q and R can be found by linear regression and by solving an algebraic Riccati equation; d is given simply by the empirical mean of the data.
Subspace-ID for the PLDS model by moment conversion
Consider now the PLDS in which the Gaussian observation process (29) is replaced by the PLDS observation model (2). In the PLDS model y t,i ⊥ y s,j | z t , i.e. all observations are independent given z t . Further, y t,i | z t is Poisson distributed with mean and variance E[y t |z t ] = Var[y t |z t ] = exp(z t ).
We consider the covariance matrix Cov[y ± ] of the combined 2κq-dimensional future-past vector y ± = (y + , y − ) which is defined by stacking y + and y − (here and henceforth we drop the subscripts t as it is superfluous given the assumed stationarity of the process). We denote the mean and covariance matrix of the normal distribution of z ± (defined analogously to y ± ) by ρ and Λ. We then have (Buesing et al. 2013) E[y
For the off-diagonal second moments we have (i = j)
As we can estimate the first and second moments m i and S ij of y directly from the data, equations (30)- (32) form a system of 4kq + kq(2kq − 1) nonlinear equations in 4kq + kq(2kq − 1) unknowns ρ, Λ (with symmetric Λ = Λ ). The equations above can be solved efficiently by separately solving one 2-dimensional system (equations 30-31) for each pair of unknowns ρ i , Λ ii , ∀i ∈ {1, . . . , κq}.
They have a closed-form solution for the PLDS model (see also (Krumin & Shoham 2009 )):
Once the ρ i and Λ ii are known, equation (32) reduces to a 1-dimensional nonlinear equation for Λ ij for each pair of indices (i < j):
One can see that the above equations do not have solutions if any one of the terms in the logarithms is non-positive, which may happen with moments m i , S ij computed from a finite number of samples or a mis-specified model. It is therefore useful to scale the matrix S (by left and right multiplication with the same diagonal matrix) such that all Fano factors that are initially smaller than 1 are set to a given threshold (in simulations we used 1 + 10 −2 ). This procedure ensures that there exists a unique solution (ρ, Λ) to the moment conversion (33)-(35). It is still the case that the resulting matrix Λ might not be positive semidefinite (Macke, Berens, Ecker, Tolias & Bethge 2009 ), but this can be rectified by finding its eigendecomposition, thresholding the eigenvalues (EVs) and then reconstructing Λ.
For sufficiently large data sets generated from a "true" PLDS model, observed Fano factors will be greater than one with high probability. Assuming stationarity, the moment conversion asymptotically yields the unique, correct moments ρ and Λ of the Gaussian log-rates z. The Ho-Kalman method yields consistent estimates of A, C, Q, d given the true µ and Λ. Hence, the proposed two-stage method yields consistent estimates of the parameters A, C, Q, d of a stationary PLDS. We call this algorithm PLDSID (Buesing et al. 2013 ).
Results
In this section, we illustrate the behaviour of the algorithms described above on synthetic data. We generated the data by sampling neural population spike trains from ground truth PLDS models with randomly generated parameters θ. The latent dynamics of all PLDS models were chosen to be ten-dimensional with time-constants τ i ranging from 30 to 120 time bins, where the τ i derive from the eigenvalues λ i of the dynamics matrix A according to τ i = −(log |λ i |) −1 . The elements of the loading matrix C were drawn independently from N (0, 1), and the remaining parameters Q and d where scaled such that the sampled spike trains were sparse, with about 20% of bins non-empty and about 2% of bins containing more than one spike. By setting x 0 = 0 and Q 0 equal to the stationary covariance matrix Π, we ensured that the state-space process was statistically stationary throughout.
We first compared the accuracy of the Laplace and the variational methods at inferring the latent state trajectories, when the true parameters of the generating models are known. Initially, we simulated spike trains for q = 10 neurons lasting T = 250 time steps and compared the resulting estimates of the latent trajectories (Figure 1a) . The two methods produced estimates of the mean trajectory which were very similar. Furthermore, the posterior uncertainty estimates (derived from the marginal posterior variances) of the two algorithms proved to be almost indistinguishable by eye.
However, a closer investigation revealed that the relative quality of the two posterior approximations varied systematically with the number of observed neurons q. To illustrate this, we generated 6 different ground truth PLDS models (as described above) and from each model we sampled K = 10 latent trajectories x 1:T with T = 250 time steps each, resulting in 60 trials in total. From these latent trajectories, we generated data sets with different observation dimensions ranging from q = 1 to q = 2000 and compared the quality of the variational and Laplace estimates of the latent states as a function of q. To measure the approximation quality, we evaluated the log-probability log q(x 1:T ) of the true (unobserved) latent trajectory x 1:T under the two different approximate posteriors. For a good posterior approximation, the true trajectories should have higher probability than under a poor one. In Figure 1b we report the difference of the log-probabilities under the variational and the Laplace posteriors collected over the 60 trials for each value of q. The results show that when the dimensionality of the observation is small, the true trajectories have roughly the same posterior probability under both the variational and Laplace approximations; this is to be expected as the posterior in this low-data regime is very close to the (Gaussian) prior which both approximations capture faithfully. For intermediate values of q, the latent trajectories were roughly 10 ≈ exp(2) times more likely under the variational than under the Laplace approximation, showing that the variational approach consistently outperforms the Laplace approximation in this intermediate regime. Thus, the local curvature at the mode of the posterior, as used by the Laplace approximation, provides a poorer guide to appropriate distribution than does direct minimisation of a KL-divergence.
4
The probability ratio goes down again for large q, as the posterior concentrates around the maximum likelihood value x * = argmax x P (y|x, θ). Next, we compared the quality of parameter estimates obtained using each of the two approximations during the E-step of the EM algorithm (i.e. lEM using the Laplace approximation and vEM using the variational approach) and also investigated the efficacy of the spectral learning method as an initialiser for EM. To this end, we used a data set of K = 100 trials with T = 250 time bins each and q = 100 observed dimensions. We found that, for this data set, both approximation methods increased the variational bound at each iteration, a property that was guaranteed to be true for vEM, but not for lEM (Figure 5a) . Initialisation using the parameters returned by spectral learning led to faster convergence but-for this data set-not to better final values of the lower bound ( Figure 5a ). As we know the true generating parameters for these simulated data it was possible in principle to also quantify performance by comparing the estimated parameters to these true values. Howewver, state-space models of the form we have considered here are not fully identifiable: there are many different parameter values (related by a linear transformation) that all result in the same effective distribution of observations. Thus, it is possible for learning to converge on parameter estimates that are different from, but equivalent to, the generating values and so comparing estimated parameters element-by-element could yield misleading results. Fortunately, each equivalent set of parameters shares certain invariant properties, and it was these that we compared. Specifically, we quantified the accuracy of the estimated loading matrix C by measuring the subspace angle between the true and estimated matrices. We found that the the spectral algorithm provided very good estimates of the loading-matrix C and led to fast convergence, and that there was little difference in the performance of the two approximation methods. Similarly, we compared estimates of the dynamics matrix A by comparing the eigenvalues of the learnt matrices to those of the generating ones. As with C, we found that both approximations worked well, and that initialisation with the spectral method led to faster convergence. Finally, we calculated the stationary covariance of the spike-counts predicted for each set of learnt parameters using the methods described by Buesing et al. (2012) and Buesing et al. (2013) . For this performance metric, we found that vEM consistently outperformed lEM. Thus, while the more accurate posterior estimation of vEM did yield some benefits in learning, lEM was broadly competitive on the simulated data used here. It is worth noting that lEM is computationally much cheaper than the variational method, and so the former might be preferable when computational considerations are important. Finally, we found that spectral initialisation led to considerably faster convergence than from random initial values.
Discussion
We have presented two methods for inferring low-dimensional state descriptions from population spike train data. We found that (global) Laplace and variational inference methods both yielded similar estimates for the mean state trajectory, and also comparable estimates for the marginal variances and covariances of the state trajectory, although in numerical evaluations the variational approach proved more accurate for a range of observed dimensionalities. We Performance of the two inference methods as a function of observed dimension q: Despite the apparent similarities in (a), there are systematic differences between the two methods which become apparent in the average across multiple data sets. We generated 600 data sets of each observation dimension (ranging from 1 to 2000), and calculated the difference of log-probability of the true trajectory under the two posterior approximations.
conclude that both methods are useful for state inference, and-given the lower computational cost-the Laplace approximation may be preferable when qualitatively accurate estimates are sought. However, when the two approximations were used within the Expectation Maximisation algorithm for parameter identification, only the variational method is guaranteed to increase the lower bound on the marginal likelihood at each iteration. Thus, parameter identification is often improved by the use of variational inference, although the benefit was slim in the experiments reported here. Finally, we found that using a spectral identification method adapted to non-linear outputs also provided reliable estimates of some parameters, and significantly sped up convergence times for the EM algorithm.
Summary
• State space-models with linear dynamics provide a powerful and flexible class of models for describing the statistical structure and temporal dynamics of neural population activity. We also compared the performance of the different methods in reconstructing the parameters of the ground-truth model which was used to generate data. We quantified reconstruction performance as the subspace angle between C true and C estimated for each algorithm and iteration. We found that both Laplace and variational approaches achieved good reconstruction performance and initialisation with PLSID led to faster convergence than use of random initialisations. c) Error in eigenvalues of dynamics matrix:
We quantified the ability of algorithms to reconstruct the eigenvalues of the dynamics matrix (which determine the temporal correlations of the system). d) Error in stationary correlation matrix: We calculated the stationary covariance of the latent state x t and from this calculated the stationary covariance of the y t . As PLSID directly optimises the stationary covariance, EM did not lead to a performance increase in this measure. In fact, we found the Laplace method for this data set to lead to worse estimates of the stationary covariance. In summary, usage of vEM initialised by PLSID led to best results and convergences in the fewest number of iterations.
• Neural spike-trains constitute multivariate point-processes (or, in discrete time, count-processes) which need to be modelled with non-Gaussian observation models.
• Learning the parameters of such models is a challenging problem, but multiple algorithms have been proposed both for parameter estimation as well as for reconstructing state trajectories from observed spike-trains.
• When using the Expectation Maximisation (EM), approximation methods need to be used in order to calculate the posterior distribution over states given observations. We found Gaussian variational inference (Emtiyaz Khan et al. 2013 ) to narrowly outperform the Laplace approximation for this task.
• Spectral learning algorithms which are modified to account for the nonGaussianity of the observation model are faster than EM and are not sensitive to the choice of initial conditions.
• We found that best results were achieved by initialising parameters using the spectral learning algorithm, and then refining this initial value using the the EM algorithm based on Gaussian variational inference.
