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1. INTRODUCTION 
Let E be a measurable subset of the real line, and let D’(E) (1 < p < co) 
be the usual Lebesgue spaces. Let a, b be in L”(E). This note deals with the 
Fredholm behavior of the singular integral operator S defined on one of the 
spaces La(E) (1 < p < 00) by 
here, the singular integral is interpreted as a Cauchy principal value. There 
exists a great deal of literature on the inversion of the operators S; see, e.g., 
[2, 4, 6, 7, 91. 
Perhaps the largest class of singular integral operators of form (l), which 
have been successfully treated, are the operators whose coefficients are piece- 
wise continuous, so that E is a finite union of intervals. The main concern in 
this note is with the anomalies which appear when E is bounded and not a 
finite union of intervals. 
The method used is the localization technique of Simonenko [8]. The class 
of operators considered is singular integral operators of form (l), which 
“locally resemble” the operator (Y + /3H,; here, OL, /3 are constants and HF 
is the reduced Hilbert transform defined on D(F) by 
HFf(x) = (vi)-l J‘J(t)(t - x)-l dt. 
2. PRELIMINARIES 
In this section we assemble some basic facts about singular integral 
operators, Riemann-Hilbert barrier operators, and the localization of 
Fredholm operators. 
* This work was supported by the National Science Foundation. 
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The Hilbert transform is defined on f in Le(R) (1 < p < CO) b! 
Hf(s) = lii(?Ti)-1 j,ter,;cf(t)(’ - x-1 dr. 
The compression of H to L@(E) (1 < p < co), where E is any measurable 
subset of R, is called a reduced Hilbert transform and will be denoted by 
HE. If E is bounded, then HE will be called a finite Hilbert transform. 
Let p satisfy 1 < p < co. Define the circular arc 
67, = {A E @: arg[(X +- I)i(h ~- l)] = 2rrp-‘l; 
here, 0 < arg u” < 27~. The arc C&, joins the points +I and passes through 
-i cot(rp-l). If p, Q are conjugate indices (p-l + 9-l = l), then CY, == -C?,, 
and the notation ZG, will be used for cpl, v 67, . The region bounded by ZP 
will be denoted by W, , and 9, will denote W, u % ‘, . 
The spectrum of finite Hilbert transforms is described in [9]. An additional 
property of the essential spectra is in [l] (for the definition of essential 
spectrum as well as the basic properties of Fredholm operators we refer to 
[5]). The results in the following theorem appear in [I, 91. 
THEOREM 1. Let E be a bounded measurable subset of Iw and let 1 C: p c ~8. 
(a) The spectrum of the finite Hilbert transform Ht on L{‘(E) is d,, . 
(b) .%p is contained in the essential spectrum of HE on L”(E) if and only if 
E is not equal (a.e.) to a finite union of intervals. 
There is another useful propertv of finite Hilbert transforms which we 
record. Let 1 < p < 2; then there exists a sequence {f,,) of unit vectors in 
Lp(E) such that 
here, IE is the identity operator on LD(E), and xEC denotes the characteristic 
function of the complement of E. 11 similar remark holds for the operator 
fIE - IE on La(E). 
To sketch a proof of this last remark, for - 1 < X r: I, set 
l(h) == (2i)-l log[(h + l)/(h -- I)] , 
and let B,% , +A be the functions defined on R by 0,) = I(X) xE, and 
#,+ = Ba - “xc . The methods used in [l] show easily that [HE - A] ,fn = 0, 
where fA := x,[exp[iHB,] + exp[iH#,]]. Further, for .V E EC, 
Hf>(x) = [i sin l(A)]--’ [exp[iHB,,] - exp[iH#,%]] (x). 
409/54/z-15 
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Let 1 <p <2, then SE ii, lpdh is finite and independent of h and 
XEcHfA + 0 as /\ -+ f 1. Clearly this proves the above remark for 1 < p < 2. 
The result for p = 2 is easier. It follows immediately from the facts that &I 
belong to the essential spectrum of HE and Q[&tlc + HE] are contractions on 
L2(E). 
The following lemma handles a case where the singular integral operator S 
is never Fredholm on Lp(E). 
LEMMA 1. Let S be the singular integral operator defined on Lp(E) 
(1 <p < co). d4ssume ss inf,,, / a2(t) - b2(t)l = 0. Then S is not Fredhofm 
on Ln(E). 
Proof. The proof is given only in the case where 1 <p < 2. The result 
for p > 2 follows with little effort from duality. Also it is assumed that 
ess inf j a(t) - b(t)! = 0; the case where ess inf j a(t) + b(t)! = 0 is obtained 
similarly. 
Let E > 0 be arbitrary. There is a bounded set F of E having positive 
measure such that ess suptEF 1 a(t) - b(t)1 < E. The above remarks show that 
there is a sequence of unit vectors {f,J in Lp(F) such that 
Now, 
(IF+ WfnLP‘O and x,&Tf,, L’ 0. 
Sfn = [a + 4 --X,\,[I+H]fn+v 2 XFF + Hlfn 
[a - 4 - k+l x=\~ [-I + H] fn - 2 XP [--I + Wn . 
Clearly, lim j/ Sfn IIP < (42) [I + /) H /JJ, where 11 H II, is the operator norm 
of H on Lp(Iw). This completes the proof. 
In addition to the Hilbert transform Hon LP((w) (1 < p < ox), it is custom- 
ary to define the operators f + f * on Lo(R), where f * = $[&I + H] f. Let 
G be in Lr(Iw). The Riemann-Hilbert barrier operator RG with symbol G 
is the operator defined on one of the spaces Lp(lw) (1 < p < co) by 
RGf = qf+ - f-. The remark preceding Lemma 1 can be used to conclude 
that if ess inf 1 G(t)/ = 0, then Rc is not Fredholm on LP( [w) (1 < p < 00). 
In the case where ess inf 1 a2(t) - b”(t)1 f 0, it is natural to associate a 
barrier operator with the singular integral operator S defined by (1). The 
symbol of this barrier operator is the function 
S(t) = a(t) -t b(t) 
a(t) - b(t) ’ 
t E E, 
= 1, t E E”. 
(2) 
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The relation between S and R, is the following. 
LEMMA 2. Let 1 < p < 2 and let S be the singular integral operator 
dejned on L=(E) by (1). Assume ess inftEE j a2(t) - b’(t)1 7 0, and define 
.g b?T (2). Let R, be the barrier operator on Lp([w) with symbol S. 
(a) The dimensions of the kernels of S and R,: are equal. 
(b) S has closed range if and only if Rs has closed range. 
(c) The codimensions of the ranges of S and R, are equal. 
Note that Lemma 2 implies that S is Fredholm on Lp(E) if and only if R,? 
is Fredholm on LP(R). In case one of these operators is Fredholm, then 
ind(S) = ind(R3); here, ind denotes the Fredholm index. 
The remainder of this section is concerned with localizing the question 
of when a barrier operator is Fredholm. The results stated below all appear 
in [8], in a setting more general than the case of barrier operators. 
Let fi = [w U {co> be the one-point compactification of the real line. If U 
is a measurable subset of k (Lebesgue measure has a natural extension to lk), 
then the operator P, is the operator defined on Lp( Iw) (I < p < co) by 
PLrf =- xLrf (we identify D’(l6) and LP([w)). The basic property of barrier 
operators which is required to apply the results in [8] is that the barrier 
operator is a local operator. This means that if E, F are disjoint closed subsets 
of 6, and G is in Lm(IW), then PeRoPr is a compact operator on 
Lp([w) (1 < p < co). This last statement follows easily from the fact that 
P,HPr is a compact operator on LP((w) (1 < p c: co). 
Let G be in Lm(R) and let x0 E k The operator Ro on Lp( 5%) (1 y p <; io) 
is said to be locally Fredholm at Y,, in case there is a neighborhood C- of x,, and 
operators LzO , Rx0 on LP(&!) such that LxOR,P, -:: P, $ K and 
RoRxOPo = P, + K’, where K and K’ are compact operators. 
The following result is in [8]. 
THEOREM 2. Let G be in L”(R) and 1 < p < CYJ. Then R, is Fredholm on 
LP( rW) if and only if R, is locally Fredholm at each x, E fi. 
Let G, and G2 be in L”(R). The barrier operators Ro, and RGg on Lp([w) are 
said to be locally equivalent at x0 E l@ in case for every E > 0 there is a 
neighborhood U == U(E) of zc,, such that 
where K, is compact and A(E) has operator norm on Lp(rW) less than E. 
The following lemma also appears in [8]. 
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LEMMA 3. Let GI and G, be in Lm( Iw), and suppose Rol and Rc, are locally 
equivalent at x,, E Iw. Then RG1 is locally Fredholm at x0 ;f and only zy RG, is 
locally Fredholm at x,, . 
3. SYMBOLS WITH AT RfOST Two CLUSTER VALUES 
Let G be in L=(W). A complex number 5 is called an essential cluster value 
of G at +, E R in case for every E > 0 and every neighborhood U of x,, the set 
(t E CT: j G(t) - [ ! < E) has positive measure. It is assumed that the function 
G has at most two cluster values G,(x,), G,(x,,), at every x0 E l% In fact, it 
is assumed that at the point x0 = XI the symbol G has only one cluster value, 
The latter assumption is necessary because of the lack of knowledge of the 
essential spectra of the reduced Hilbert transform He, when E is not a 
bounded set. The remarks in Section 2 make it clear that one can assume 
ess inf,,, 1 G(t)1 # 0. It follows that every cluster value of G is nonzero. The 
real numbers x,, , where G has two distinct cluster values, are divided into 
two subsets. Let 2, be the set of all x,, E R at which lim,,,+ G(t) exist and 
equal the two distinct values G*(x,,), respectively. The set 2, consists of all 
real numbers x,, where G has two distinct essential cluster values G,(xJ 
and G,(x,,); however, G is not piecewise continuous at ZC~ . 
THEOREM 3. Let G be in Lm(rW), ess inf 1 G(t)/ # 0, and 1 <p < co. 
Assume G has a limit at co and at most two essential cluster values at x,, E Iw. 
Let 2, , 2, be the partition described above. Then Ro is Fredholm on L*([w) if 
and on& if h = 0 is not in 
or 
zvz [ G+(xo) + ‘WY,) 2 ] + [ G+(xo) ; G-(xo) ] %YD 
0 1 
xvz [ Gdxo) + G&o) 2 ] + [ G1(xJ ; G2(ero) ] 5T9. 
Ll a 
Proof. First observe that G is locally Fredholm at each point x0 E k where 
there is only one cluster value G(x,) # 0. In this case, for every E > 0, there 
is a neighborhood U = U(e) of -r, such that 1 G(t) - G(xo)I < l on U. 
Write G in the form 
G = Gx,c + Go,) xu + [G - Wo)l xu . 
This last statement makes it obvious that R, is locally equivalent at x0 to 
R ocZ.j , which is an invertible operator. Then Lemma 3 implies that Ro is 
locally Fredholm at 3co . 
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Kest suppose that x,, is in 2,. Then, for every E > 0, there is an ~1 > 0 
such that ’ G(t) - G-(x& < E on (x,, - 7, x0) and ] G(t) - G+(x,)j < E on 
[so , S” + ‘7). It is clear that R, is locally equivalent at x0 to R, , where 
e(t) = G-(x,), tE(Jc, - 1,&J, 
= G+(xo), t $k (.I,” - 1, x0). 
Let E == (x,) - 1, x,,). Then G is the symbol of 
G-W t G+(x,) IE + G-(x,,) - G+(s,) H 
2 2 E- 
It follows from Theorem 1 and Lemma 2 that RG is Fredholm if and only if 
X == 0 is not in 
G-Cd + G+W + G-h) - G+(d y; 
2 2 Y' 
From Lemma 3 one concludes that RG is locally Fredholm at by0 if and only 
if X = 0 does not belong to the set defined in Eq. (3). 
Finally, suppose x,, E Z, and let G1(xO), G,(.v,) be the two distinct cluster 
values of G at .x0 . Set d = 4-l ) G,(x,,) - G,(xJ . For 0 < E :; d there is a 
neighborhood iV, of x,, and a partition No, Na(c) of lVC so that 
-Vi(<) = (t E iV,: / G(t) - G,(.Q < ~‘1.. 
The fact that x0 E Z2 implies that, for q > 0. ,Vi(d) n (x0 - ‘7, s,, + q) 
is not a finite union of intervals. 
Write 
G = GXN: + G&o) xN1k) + G(G) XN?M 
+ [G - ‘Wdl xN1k) + [G - G&)1 XN&) 
This decomposition of G shows that R, is locally equivalent at x0 to R, , 
where 
G(t) = G&r,), t E NlW, 
= G&d, t + ~I(4 
The function G is the symbol of 
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Clearly, RG is locally Fredholm at x,, if and only if /\ = 0 is not in 
WY,) + G&o) 
2 
+ G&o) - Wo) 
2 
w 
P’ 
Obviously, Theorem 2 is now used to obtain the desired result. This completes 
the proof. 
Let E be a bounded measurable subset of !F! and let 2 be the set of all real 
numbers x,, with the property that every neighborhood of x,, intersects E and 
EC in a set of positive measure. Partition 2 = 2, U 2, , where Z, is the set of 
so E Z such that in some neighborhood of x,, the set E equals (s,, - 7, ~a) 
or (~a , x0 + n), for some 7j > 0. 
COROLLARY 1. Let E C R be bounded and measurable, 1 < p < co, and let 
S be the singular integral operator dejned in (1) on LP(E). Assume the functions 
a, b satisfy ess inf,,, 1 a*(t) - b2(t)j f 0 and have continuous extensions 
ci, 6 to 1w. Let Z, , Z, be the partition associated with E dejned above. The operator 
S is Fredholm on Lp(E) if and only if h = 0 is not in 
The above corollary can be easily extended to the case where a, b have 
only piecewise continuous extensions to points in Z, . 
CONCLUDING REMARKS 
The result in Theorem 3 can be obtained in case it is only assumed that 
be*, G(t) exist. This follows since the essential spectra of the reduced 
Hilbert transforms Ht,,,) and Hl-,.s) are known; see, e.g., [9]. 
The result in Theorem 3 when the set Za is empty is given by Gohberg and 
Krupnik [2]. Actually, these authors deal with singular integral operators on a 
union of finite arcs and allow weighted LP spaces. 
The above discussion does not indicate a method of computing the Fred- 
holm index of the barrier operator R, . In case p = 2 it is possible to show 
that if G has at most two cluster values, then the index of R, equals the 
index of a barrier operator with piecewise continuous symbol; however, we 
are not able to obtain a similar result for p # 2. In any case, when G is 
piecewise continuous and R, is Fredholm, then Gohberg and Krupnik [2] 
compute the index of Ro . 
If the symbol G has more than two cluster values, then very little is known 
about the local Fredholm behavior of the barrier operator R, . 
SINGULAR INTEGRAL OPERATORS ON Lp 529 
REFERENCES 
1. K. F. CLANCEY, On finite Hilbert transforms, Trans. Amer. Math. Sot. 212 (1975), 
347-354. 
2. I. C. GCIHBERG AND N. JI\. KRUPNIK, On the spectrum of singular integral operators 
in L, spaces with weight, Sooiet Math. Dokl. 10 (1969), 406-410. 
3. I. C. GOHBERG AND N. JA. KRUPNIK, Singular integral operators with piecewise 
continuous coefficients and their symbols, Math. USSR Izo. 5 (1971), 955-979. 
4. B. V. HVEDELIDZE, Linear discontinuous boundary problems in the theory of 
functions singular integral equations and some of their applications, Aknd. Auk 
G&H. SSR. Trudy Tbiliss. Mat. Inst. Rnzma& 23 (1956), 3-158. 
5. T. Kayo, “Perturbation Theory for Linear Operators, ” Springer-T’erlng, New York, 
1966. 
6. S. G. hIiHLIN, Singular integral equations, Uspehi Mat. LVauk. 3 ( 1948), 29-l 12 : 
English transl., .4mer. Math. Sot. Tvansl. 10 (1967), 84-198. 
7. N. I. ~IVSKHELISVILI, “Singular Integral Equations, Xoordhoff, Groningen, 1953. 
8. I. B. SIMONENKO, rZ new general method of investigating linear operator equations 
of the type of singular integral equations I, Ize. Akad. Auk SSR Ser. Mat 29 
(1965), 567-586. 
9. H. \%rlDo\f, Singular integral equations in L p, Trcvrs. dmer. Mnth. Sot. 97 (1960). 
939-960. 
