S1 The Score Vector and the Fisher Information Matrix
The score vector s θ calculated by the first derivatives of ℓ with respect to β, ω and ν, respectively, includes the following elements:
for l = 1, . . . , g, g = q 2 r(q 2 r + 1)/2 + r(r + 1)/2 + p, wherė
and D G (·) = d log Γ(x)/dx is the digamma function. Note that ∂D/∂ω l is 1 in the (l, s)th and (s, l)th elements of D as ω l = d ls , and 0 otherwise; similarly for ∂Σ/∂ω l when ω l is the distinct element of Σ;
S2 Proof of Theorem 1
where ε i follows a n i r-variate normal distribution with mean vector 0 and variance-covariance matrix Λ i , and τ i is independent of ε i and follows ν −1 χ 2 ν . Then, we have
which is the ratio of two independent chi-square variates, and thus ∆ i ∼ n i rF(n i r, ν).
, we know that ν/(ν + ∆ i ) can be written as the ratio of ν/∆ i and 1 + ν/∆ i and thereby follows Beta(ν/2, n i r/2) distribution.
The result in (i) follows directly from the property of Beta distribution, and the others are derived by taking expectations of desired quantities with respect to the density of y i .
Consequently, the Fisher information matrix can be calculated as
where
has the following elements:
,
S3 Proof of Theorem 3
(i) Based on the three-level hierarchical form (4.1), we utilize the Bayes' formula to compute the conditional density of b i given y i and τ i . That is,
which is a multivariate normal kernel with the desired mean vector and variancecovariance matrix.
(ii) Under the assumption of
which is the kernel of a gamma distribution with shape parameter (ν + n i r)/2 and inverse scale parameter (ν + ∆ i )/2.
S4 Simulation Study
A small-scale simulation study was carried out to examine the finite sample properties of the proposed MtLMM. The main objective is to investigate the adequacy of the asymptotic results and to verify the ability of AIC and BIC in selecting the true model. In this study, we generate 100 Monte Carlo samples from a two-response model (3.1) with AR(1)-dependence errors, where X i includes an intercept and scheduled visits of time (1 to 7), and Z i contains an intercept only, namely r = 2, q 1 = 2, q 2 = 1 and p = 1. The presumed parameters are given as
For the value of degrees of freedom (df), we take a small value (ν = 4) to yield a heavy-tailed distribution.
The simulation was run with sample sizes N = 20, 50 and 100 to gauge the effect on the properties of the parameter estimates for an increasing number of observations. The three dependence structures considered in the study were UNC, AR(1) and AR(2).
For comparison purposes, each simulated data set was fitted six times under each combination of MLMM and MtLMM scenarios and three dependence structures. The detailed numerical results, including the average of the replicated ML estimates of all unknown parameters except for df and their average theoretical standard errors, are presented in Tables S1-S3. Notice that the median was chosen as an appropriate estimator for ν due to the strong skewness of the ML estimate. To evaluate the objective use of the criteria, the frequencies of each model preferred by AIC and BIC were also listed in the lower panel of tables.
As seen in these tables, the average estimated values have a tendency to reach their true values when the sample size is increasing. In particular, we can see a notable reduction of the standard errors for the fixed effects when using the MtLMM. We have also found that the standard errors of estimates will become smaller as sample size increases. The results do provide good asymptotic properties, at least for the set of parameters used in this study. As for model selection, there are (79%-87%) of AIC and (85%-97%) BIC agree with the specification of the true model. We may conclude that the BIC has a more consistent behavior in choosing the true model since the AIC has a tendency to pick models, which are over-parameterized. A similar indication applies to simulated data from more complicated models such as random effects with random intercepts and slopes. We skip to show all the details for making the paper concise. 
