We devise a new simplex pivot rule which has interesting theoretical properties. Beginning with a basic feasible solution, and any nonbasic variable having a negative reduced cost, the pivot rule produces a sequence of pivots such that ultimately the originally chosen nonbasic variable enters the basis, and all reduced costs which were originally nonnegative remain nonnegative. The pivot rule thus monotonically builds up to a dual feasible, and hence optimal, basis. A surprising property of the pivot rule is that the pivot sequence results in intermediate bases which are neither primal nor dual feasible. We prove correctness of the procedure, give a geometric interpretation, and relate it to other pivoting rules for linear programming.
Introduction
We consider primal and dual linear programming (LP) problems in the standard form: where A is an m n matrix, and b and c are conforming column and row vectors. The main goal of this paper is to present a new simplex algorithm for (P), where the number of dual feasible variables s j 0 is (strictly) monotonically increasing. The algorithm may visit`exterior' basic solutions, which are neither primal nor dual feasible, but always eventually returns to a primal feasible basis with an increased number of dual feasible variables. Linear programming has been an extremely active area in applied mathematics during the last forty years. Dantzig's 6] simplex method still seems to be the most e cient algorithm for the majority of practical problems. The practical e ciency of the simplex method has been theoretically justi ed by proving polynomial behavior for the expected number of pivot steps on random problems There have been a number of e orts to relax the requirement that a (primal) simplex method maintain feasibility in the problem (P). A rst step was the parametric selfdual algorithm, 6], 9], which can be interpreted 17] as Lemke's 16] algorithm for a corresponding linear complementarity problem. A di erent approach to relaxing feasibility, so-called criss-cross methods, were designed by Zionts 28] and Terlaky 24] , 25]. Criss-cross methods, like the parametric self-dual method, can be initiated with any basic solution. Termination with an optimal basis, if one exists, is assured for Terlaky's variant, but the algorithm's purely combinatorial nature renders it ine cient in practice. One widely studied simplex variant, based on parametric programming, is the shadow vertex algorithm 4]. This method is known to be exponential in the worst case 10], but under reasonable probabilistic assumptions its expected number of pivot steps is polynomial 4], 12]. Although it is motivated di erently, the algorithm we develop here can be considered to be a generalization of the shadow vertex algorithm. Our algorithm can also be viewed as a generalization of the recently developed Exterior Point Simplex Algorithm (EPSA) of Paparizzos 21] . The paper is organized as follows. The monotonic build-up (MBU) pivot rule is introduced in the next section, and correctness of the method is proved. Section 3 is devoted to di erent interpretations of the algorithm, and numerical illustrations of its behavior. The relationship to other simplex pivot rules is discussed in Section 4.
The MBU Pivot Rule
We use standard simplex notation and terminology. Given a linear program (P), a basis B is a square, nonsingular submatrix of A. The A basis is optimal if it is both primal and dual feasible, and in this case the basic feasible solution x B = b, x N = 0 and the simplex multipliers are optimal solutions of (P) and (D), respectively. Given any feasible basis, our new pivot rule for (P) is as follows:
The MBU Pivot Rule 1) If c 0, the current basis is optimal.
Otherwise, pick s with c s < 0. We refer to x s as the driving variable. 2) (Choose leaving variable) If a is 0, i = 1; . . . ; m, (P) is unbounded.
Otherwise let r = argmin i fb i =a is : a is > 0g, and let 1 = jc s j=a rs .
3) (Choose entering variable) If a rj 0 for every j with c j 0, let 2 = +1.
Otherwise, let t = argmin j fc j =ja rj j : c j 0; a rj < 0g, and let 2 = c t =ja rt j. 3a) If 1 2 , pivot on a rs , and go to step 1. 3b) If 2 < 1 , pivot on a rt , and go to step 2 with the same driving variable x s .
In this case we refer to x t as the blocking variable.
The basis is updated after a pivot in step 3, as usual. Note that the pivot in step 3a) corresponds to the ordinary choice of the leaving variable, with x s the entering variable. The additional logic in step 3b) prevents ordinary pivots which would destroy the nonnegativity of reduced costs. Although this is an intuitive concept, the result of a pivot in 3b) will be a basis which is neither primal nor dual feasible.
The pivot selection in 3b) can also be viewed as a \dual" pivot, since the purpose of such a pivot is to maintain as much dual feasibility as currently exists. However, the choice of subsequent pivots is not based on negative right{hand{side entries, as would be typical for a dual simplex method, but is rather motivated by the continued desire to get the driving variable x s into the basis. The typical situation leading to a pivot in 3b), rather than 3a), can be depicted in a simplex tableau (with the basic columns omitted) as: where N = B ?1 N, and z 0 is the value of the objective for the current basic solution. A simple example which fully illustrates the various stages of the algorithm is given in the next section. We will now prove that the method as described is well{de ned, and solves (P) under a nondegeneracy assumption. The key to our analysis is the following theorem, which characterizes the bases which are obtained when the algorithm performs a sequence of 3b) pivots. Proof:
The proof is by induction on the number of pivots from step 3b). Note that before the rst such pivot a), b), and c) all hold. Therefore it will su ce to assume that the current basis satis es a), b), and c), and prove that following a pivot in step 3b) the three properties continue to hold. a) After a pivot on a rt , the new value of c s will be c s = c s ? c t a rt a rs : 
Note that if b r = 0, then from (1) we must have b i < 0, and also a is < 0 since b) holds before the pivot. But then c) is violated before the pivot, a contradiction. Therefore b r > 0, and (1) which is true since c) holds before the pivot. Thus (3) holds in all cases, as claimed. c) Let 0 = b r =a rs denote the min ratio in step 2), before the pivot in step 3b). We will show that after the pivot, maxfb i =a is : b i < 0g = 0 minfb i =a is : a is > 0g; (4) where as above the \double{bar" notation denotes entries in the tableau following the pivot in step 3b). Clearly (4) will establish that c) holds after the pivot. To begin, note that in the pivot row we have a rs = a rs =a rt < 0, and b r = b r =a rt < 0, so b r =a rs = b r =a rs = 0 . We will rst show that if i 6 = r, and b i < 0, then b i =a is 0 ;
(5) which together with the result for row r will establish the equality in (4) . Note that a is < 0 was established in the proof of b), above. Substituting in the formulas for b i and a is from (1) and (2), and the de nition of 0 , (5) (6) which reduces to exactly (3) . But in the proof of b) we showed that (3) always holds, and therefore (5) holds. To complete the proof, we need only show that when b i 0 and a is > 0, then b i =a is 0 : Substituting in the expressions from (1) and (2), and the de nition of 0 , again obtains exactly (6) , which reduces to (3). Since (3) always holds, the proof is complete.
2
Corollary 2 Whenever the MBU algorithm performs a pivot in step 3a), the next basis is feasible.
Proof:
This is immediate, from the choice of r, if the choice of a driving variable x s in step 1) results directly in the 3a) pivot, with no 3b) pivots rst. When the 3a) pivot is preceeded by a sequence of 3b) pivots, the result follows easily from the choice of r, and parts b) and c) of Theorem 1.
2
Corollary 3 Assume that each pivot of the MBU algorithm is nondegenerate, that is, minf 1 ; 2 g > 0. Then in a nite number of pivots the algorithm either demonstrates that (P) is infeasible, or terminates with an optimal solution.
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Proof:
From
2
Corollary 2 establishes that the MBU pivot rule is well{de ned, and Corollary 3 proves niteness under nondegeneracy. Note that the fact that the objective is nonincreasing, as used in the proof of Corollary 3, also means that although the algorithm encounters bases which are infeasible, none of them have objective values lower than the optimal value for (P). In the degenerate case, niteness can be assured by using dual lexicography 6] to break any possible ties for the entering variable. (Tie-breaking for the leaving variable is unnecessary). To see this, note that if dual lexicography is used, then c s , the reduced cost of the driving variable, will always be lexicographically strictly increasing. Thus no basis can repeat on the pivot sequence corresponding to a given driving variable, and therefore the driving variable must enter the basis after a nite number of pivots (unless unboundedness is established). Finiteness for the entire algorithm then follows from the build{up property. The dual lexicography would be initiated with the set of nonbasic variables having nonnegative reduced costs, and augmented as more variables become dual feasible. We omit the straightforward details. It is also possible to prove niteness using least{index rules to break ties for both the entering and leaving variables, but the argument is substantially more complex than the one for dual lexicography and is omitted here. To close this section, we describe a dual version of the MBU pivot rule which will be particularly convenient to illustrate the geometry of the method in the next section. The dual MBU rule can easily be derived from the primal rule, and has the \build{ up" feature with respect to the number of nonnegative primal variables. We assume an initial dual feasible basis is available.
The Dual MBU Pivot Rule 1) If b 0, the current basis is optimal.
Otherwise, pick r with b r < 0. We refer to r as the driving row. 2) (Choose entering variable) If a rj 0, j = 1; . . .; n, (P) is infeasible.
Otherwise let s = argmin j fc j =ja rj j : a rj < 0g, and let 1 = b r =a rs .
3) (Choose leaving variable) If a is 0 for every i with b i 0, let 2 = +1.
Otherwise, let q = argmin i fb i =a is : b i 0; a is > 0g, and let 2 = b q =a qs . 3a) If 1 2 , pivot on a rs , and go to step 1. 3b) If 2 < 1 , pivot on a qs , and go to step 2 with the same driving row r.
In this case we refer to q as the blocking row.
3 Illustrations and Interpretations
To illustrate our new pivot rule fully, we consider its application to a simple example. The solution of this problem by the MBU algorithm demonstrates the various stages of the method. The rst tableau is as follows: We begin with x 4 as the driving variable. The min ratio occurs in row r = 1, and we obtain 1 = 1, 2 = 1=2. Thus x 5 is a blocking variable, and the pivot is on a 1;5 from step 3b), rather than the usual pivot on a 1;4 . The pivot produces: Note that the basis is now neither primal nor dual feasible, but all the reduced costs are now nonnegative, except for that of the driving variable x 4 . The min ratio occurs in row r = 2, and we obtain 1 = 1, 2 = 1=2. Thus x 6 is blocking, and we perform a 3b) pivot on a 2;6 to obtain: The driving variable remains x 4 . The min ratio is in row r = 3, and we obtain 1 = 1, 2 = 1=2. Thus x 7 is blocking, and we perform a 3b) pivot on a 3;7 : We have obtained a basis which is both primal and dual feasible, hence optimal. The solution of this example demonstrates several typical features of the algorithm. In general, the choice of a driving variable in step 1) leads to a sequence of 3b) pivots, culminating in an ordinary 3a) pivot. Following the 3a) pivot a feasible basis is obtained, with x s a basic variable, and all nonnegative reduced costs are preserved. Note that in fact the number of variables with nonnegative reduced costs may actually increase on the pivot sequence, as happened in the example after the rst pivot. When by serendipity a reduced cost becomes nonnegative, it is preserved as nonnegative on all subsequent pivots. The MBU pivot rule can be viewed as an exterior point method, since in general it produces a sequence of basic solutions some of which are neither primal nor dual feasible. The interesting feature of the pivot rule is the guarantee that primal feasibility will eventually be regained. It turns out, however, that the method can also be viewed as a primal simplex method. The reason for this is that at any stage of the algorithm, by b) and c) of Theorem 1, an ordinary pivot in step 3a) would result in a primal feasible solution. Thus the sequence of bases produced by the algorithm can be associated with a sequence of basic feasible solutions, obtained by at each stage performing a pivot on a rs . When this is done for the pivot sequence corresponding to the example solved above, the sequence of basic feasible solutions x k is as follows: Note that in the above sequence of basic solutions, corresponding to a single MBU pivot sequence with driving variable x 4 , the values of x 4 are increasing. This is not coincidental: it follows from (4), in the proof of Theorem 1, that the values of x s in the basic feasible solutions associated with a sequence of 3b) pivots are always nondecreasing. This is another interesting property of the MBU pivot rule, which will be discussed further in the next section.
To illustrate the geometry of the MBU algorithm, it is convenient to work with the inequality{constrained dual problem (D), rather than the primal problem (P). We will therefore consider an application of the dual MBU algorithm, as described at the end of the previous section. Consider the following linear program: 
In Figure 1 we graph the dual of the above linear program. The dual constraint ats s j = 0, j = 1; . . . ; 6 are labeled 1 to 6 . The dual solutions encountered on the above pivot sequence are marked by solid circles, labeled 1 to 5, while the corresponding dual feasible solutions obtained by performing an ordinary pivot on a rs ] in the rst, second, and third tableaus are indicated by open circles, labeled 2a, 3a, and 4a. (Note that the dual solution ( 1 ; 2 ) corresponding to a given basis can be easily obtained from columns 5 and 6 of the tableau, since c 5 = 1 ? 2 , c 6 = 1 ? 1 .) Note that the slack in the rst dual constraint, corresponding to the driving row for the pivot sequence, is increasing in the sequence of dual feasible solutions { this is analogous to the fact that in the primal MBU algorithm the value of the driving variable increases in the associated sequence of primal feasible solutions, as described above and discussed further in the next section.
Relationship to Other Methods
There is already some history of monotonic build-up schemes for LP. In fact the recursive type algorithms ( 7] , 13], 25]) can be interpreted as algorithms that solve . This is the (dual) shadow vertex algorithm for (P). It is then obvious that applying the MBU pivot rule to the augmented problem is equivalent to solving (P) using the dual shadow vertex algorithm. In solving the problem using MBU, pivoting would be terminated as soon as k 0 1, since at this point an optimal solution to P can be recovered. Note that the only way that such a point is not reached is when at some iteration there is no blocking variable, meaning that all coe cients in the pivot row are nonnegative and the original problem is infeasible. >From the above discussion it is clear that the dual shadow vertex algorithm is a special case of the MBU pivot rule, and similarly the shadow vertex algorithm is a special case of the dual MBU rule. This analogy su ces to settle the issue of the worst{case complexity of the MBU rule, since exponential examples for the shadow vertex method are known 10]. It is also clear that the MBU algorithm itself can be viewed as a kind of repeated application of the shadow vertex method, where the column corresponding to the driving variable plays the role of the secondary right-hand-side vector d, and other columns which are currently dual infeasible are ignored. In this interpretation x s , playing the role of the parameter , is increased until further increase would degrade the objective, and at this point x s is nally introduced into the basis. What is perhaps most remarkable is that all of the logic required to realize this interpretation is contained in the very simple MBU pivot rules. During the process of preparing this paper, we learned of Paparizzos' ingenious Exterior Point Simplex Algorithm (EPSA) 21]; see also 22] for a specialization of EPSA to the assignment problem. Interestingly, it turns out that EPSA, like the shadow vertex algorithm, is a special case of the dual MBU pivot rule. Given a problem (P), and a dual feasible basis B, the EPSA algorithm augments the problem with an additional column A n+1 = a such that B ?1 a > 0. The reduced cost c n+1 is set to zero, and by an appropriate min ratio test the additional variable x n+1 is pivoted into the basis, becoming the only primal infeasible variable; say in row r. At this point the EPSA algorithm uses a pivot rule which is identical to the dual MBU rule, with r as the driving row. The algorithm either terminates with optimality, when x n+1 leaves the basis, or demonstrates that the original problem is infeasible, when no a rj < 0 can be found in step 2) of the dual MBU procedure.
