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Abstract 
 
Natural disasters such as slope failure, debris flow, and soil liquefaction are common 
disasters which involve large deformation of geomaterials or have the potential to flow. 
Due to the hazardous damage to human beings, the large deformation problem has been 
receiving more and more attention in geotechnical engineering. A prediction of such 
hazardous deformation is of great importance and very useful for designing structures 
and mitigating damage.  
In order to solve above problems, many numerical methods have been developed. 
Among them, the Smoothed Particle Hydrodynamics method (SPH), a mesh-free 
Lagrangian method based on a continuum approximation, is a very promising and 
useful numerical method. Compared to some other popular numerical methods such as 
Finite Element Method (FEM) and Discrete Element Method (DEM), SPH method has 
its unique advantage which is the capability of simulating large deformation problem 
in a continuum way. However, SPH is still a developing numerical method and its 
demerits such as inaccuracy and instability problems are also widely reported. When 
applied in simulation of geomaterials, special care should be taken in order to get 
reasonable and good results. In this thesis the SPH method is implemented to simulate 
a plenty of geomaterial flow problems with different constitutive model based on fluid 
mechanics, solid mechanics and the couple of solid and fluid effects.  
The content of the thesis is organized as follows. 
Chapter 1 is a general introduction of the research content. The background and the 
objectives are explained. 
In Chapter 2, the basic theory of SPH method is explained in details. In recent 
decades, SPH method has been developing rapidly and many new techniques in SPH 
computation has been put forward. The state-of-the-art SPH techniques are summarized 
and discussed, including the corrective SPH method, the density evolution and re-
initialization method, the initial packing algorithm, the new treatment of the boundary 
condition (free-slip or no-slip) and so forth.  
In Chapter 3, the key aspect of SPH method, constitutive model, is described in 
details, including the Newtonian fluid model, Non-Newtonian fluid model, the 
Drucker-Prager model, and the (I)-rheology model. The selection of the constitutive 
model should correspond to the specific application. In addition, the two-phase model, 
which couples the effect of soil and water, is explained. 
In Chapter 4, the SPH code of above techniques is validated through some simple 
but very important large deformation simulation. The results are compared to the 
theoretical solution and experimental results. For Newtonian fluid model, the 
hydrostatic water tank problem and the Couette flow are simulated with no-slip 
boundary condition, and the water dam break flow are simulated with free-slip 
boundary condition, and the priority of the new density evolution method and the solid 
boundary condition method are demonstrated. For solid model, the simple shear test 
simulation is performed to check the implementation of the Drucker-Prager model. As 
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for solid rapid flow, the (I)-rheology model is implemented and the simulation of dry 
granular flow on inclines are performed. Also, the limitation of the present (I)-
rheology model is discussed by comparison with DEM results. Lastly, the two-phase 
mixture model is examined through the permeability test simulation. In above 
simulations, the new SPH techniques developed in recent years are used and compared 
with the conventional SPH code, so as to show the applicability of the new techniques. 
Some of them yield higher accuracy while some of them suffer from even more severe 
problems such as instability. Good simulation results are obtained in above simulations 
which shows the robustness of current SPH code. In addition, unified model for 
Newtonian fluid flow and dense granular flow problems are summarized. 
Chapter 5 is some applications of the SPH method into simulating practical 
engineering problems. One is the cylinder drag in zero-effective stress saturated layer, 
which is an analogue of determining the resistance of pile foundation in flowing 
liquefied sand. Different constitutive models are compared quantitatively and 
quantitatively with respect to the experimental data. Simulation results is capable of 
reproducing the experiment to some extent, such as achieving the same drag force. 
However, due to the complexity of the liquefaction phenomenon, none of above existent 
constitutive models can exactly describe such complexity. Another application is the 
soil avalanches: flow of geomaterials down a slope and form the deposits. SPH 
simulation results are compared to the DEM results quantitatively and the shape of the 
deposits are reproduced. The simulation results can provide some useful reference for 
designing the facilities or infrastructures and the clues to remedy the damage. 
Conclusions of above research and discussion on future work is presented in Chapter 
6. For large deformation problems, SPH methods shows its unique advantage, but it 
also has many shortcomings, such as the inaccuracy and instability problems. However, 
the SPH method is still a very useful and effective numerical method for simulating 
geomechanics problems in a continuum way. 
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Chapter 1 Introduction  
1.1  Background 
Geo-hazards such as slope failure, debris flow and soil liquefaction are common natural 
disasters which involve the rapid flow of geological grains or have the potential to flow. 
Problems involving large deformation, post-failure and flowing of geomaterials are of great 
importance in geotechnical engineering, and a numerical prediction of such large deformation 
is of great help for engineering practice. Comparing to doing expensive and large scale 
experiments, numerical simulation is more easily to perform especially for some very 
complicated boundary value problems, and the role of numerical simulation is becoming more 
and more significant.  
A plenty of constitutive model has been proposed and studied for describing the complicated 
deformation of geomaterials and widely implemented in numerical methods. In the past few 
decades, one of the most often used numerical method is the Finite Element Method 
(Zienkiewicz et al., 1977). It is able to successfully predict a lot of geomaterial deformation 
problems based on the infinitesimal and the finite deformation theory. However, FEM is a grid-
based method and the mesh is deformed with the material. As a result, for extremely large 
deformation and the flowing of the geomaterial, it is well known that FEM suffers from 
numerical instability because of the distortion of the mesh. Sometimes FEM simulation fails 
due to the negative values of the Jacobian determinants of the nodes. Re-meshing of the grid 
helps to mitigate the instability and inaccuracy but it is quite complicated. Although FEM is 
difficult to handle large deformation problem, it is undeniable that FEM is still a very powerful 
numerical method for solving solid mechanics problems whose deformation is relatively small. 
Microscopically speaking, geomaterials consist of small and discrete grains. Therefore, a 
natural approach is to discretize the problem of domain using discrete element. Following this 
way, Discrete Element Method (DEM), a meshless (mesh-free) method was proposed by 
Cundall & Strack (1979), which is also a very popular numerical method in geotechnical 
engineering. In DEM, particles are moved according to the contact force modeled by spring and 
dashpot system and there is no need to implement constitutive model. As a result, it can 
perfectly handle the large deformation and flowing problem and it has been widely used to 
investigate the mechanism of granular behavior. However, for some typical and practical 
problems which consists of millions of particles, it requires huge computational efforts which 
limits its application in practice.  
Besides the above-mentioned methods, there are also some other popular methods, which are 
summarized in Table. 1.1. They are categorized as either discrete method or continuum method, 
and among the continuum method, they are categorized as Lagrangian method (such as 
Smoothed Particle Method, Moving Particle Semi-implicit Method) or Euler method (namely, 
Eulerian CFD) or the intermediate method which combines both of them (such as Arbitrary 
Lagrangian-Eulerian Method, Material Point Method).  
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The advantage of Lagrangian method is that the mesh is deformed with the material. 
Therefore, it is easy to track a moving boundary and interface. However traditional methods 
such as FEM has difficulty in simulating large deformation of the material, therefore, FEM is 
mainly used to solve computational solid mechanics problem. On the other hand, the Eulerian 
description does not have that kind of problems because the mesh is fixed in the space. But the 
demerits for Eulerian method is that moving boundaries and interfaces (including free-surface) 
are diﬃcult to track. And if the boundary or geometry is irregular, it is diﬃcult to model and 
calculate accurately. In order to mitigate the demerits, some intermediates methods are invented, 
such as ALE method (Hughes et al., 1981) and MPM method (Sulsky et al., 1995), but the 
algorithm is more complicated and difficult to code efficiently. A comparison between the 
Lagrangian description and Eulerian description is presented in Table. 1.2. (Crespo, 2008). 
In recent decades, another meshless method, Smoothed Particle Hydrodynamics (SPH) has 
been actively developing and applying to simulate large deformation problem. SPH method is 
a particle method based on a mesh-free Lagrangian scheme which describes the domain of 
interests in a continuum way. It was first invented by Lucy (1977) and Gingold & Monaghan 
(1977) and used to solve astrophysical problems. It combines the feature of DEM which is the 
Lagrangian description of the particles’ movement, and the feature of FEM which is using the 
constitutive model to describe the inter-particle force. With its fast developments, SPH method 
has been widely used in fluid and solid mechanics problems, and now it is also very popular 
among geotechnical practitioners. 
 
Table. 1.1 Summary of some numerical methods 
Numerical method 
Discrete method Continuum method 
Lagrangian method Lagrangian method Eulerian method Intermediate method 
DEM FEM, SPH, MPS Eulerian CFD ALE, MPM 
 
Table. 1.2 Comparison between Lagrangian method and Eulerian Method 
 Lagrangian method Eulerian method 
Grid Attached on the material Fixed in the space 
Track Movement Movement of any point ON 
materials 
Mass, momentum and, energy 
flux across grid or mesh 
Moving boundary and interface Easy to track Difficult to track 
Irregular geometry Easy to model Difficult to model 
 
1.2  Previous application of SPH in geotechnical engineering 
Since its invention, SPH method has been shown to be robust and applicable to a wide variety 
of fields, such as astrophysics, magnetic hydrodynamics, fluid dynamics, and solid mechanics 
et al. The application of SPH in dealing with geomaterials is mainly related to fluid dynamics 
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and solid mechanics. In this section, investigation of previous study on SPH application in 
geotechnical is presented. 
1.2.1 Application of SPH using solid mechanics model 
Bui et al. (2008) carried out the simulation of collapse of a soil column based on Drucker-
Prager elasto-plastic model. They derived the discretized form of Drucker-Prager model in SPH 
formulism and used a return mapping algorithm proposed by Chen & Mizuno (1990) to depict 
the plastic response. They also used an improved no-slip boundary condition and used the state-
of-the-art artificial stress technique to solve the tensile instability problem when the 
deformation of soils becomes very large. Both the associated and non-associated flow criteria 
are used in their model. As a result, their simulation results are comparable to the experimental 
results quantitatively (Figure. 1.1).  
Later, Bui & Fukagawa (2013) developed a model for saturated soils which is based on 
Drucker-Prager model and considered the effect of pore water pressure, and the embankment 
failure problem is simulated.  
 
Figure. 1.1 Final deposition of the soil column: (a). experiment (b). SPH simulation  
(After Bui et al. (2008)) 
 
Figure. 1.2 Stress of the granular column collapse using different stabilization techniques 
(After Nguyen et al. (2017)) 
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Following Bui et al. (2008), Nguyen et al. (2017) used a viscous damping and stress 
regularization technique to improve the accuracy during the computation. With the using of 
stabilization by artificial viscosity and the Moving Least Square (MLS) method to average the 
stress, the stress distribution and the runout distance of the collapse of the soil is more accurate. 
(Figure. 1.2) 
 
Figure. 1.3 Numerical model of slope stability analysis (After Nonoyama et al (2015) ) 
 
Figure. 1.4 Distribution of the maximum shear strain. Case a: H=12m, Fs=1.24. Case b: H=14m, 
Fs=1.01. Case c: H=15m, Fs=0.91. Case d: H=16m, Fs=0.86. Case e: H=18m, Fs=0.75. (After 
Nonoyama et al. (2015)) 
30% 
0% 
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Nonoyama et al. (2015) used SPH method to study the slope failure problems. The SPH 
results are compared with the safety factors calculated using the Fellenius method, one of the 
classical limit equilibrium methods. Figure. 1.3 illustrate the numerical model, and Figure. 1.4 
is the time history of the maximum shear strain. By changing the height of the slope, they found 
that the simulation results gave the same tendencies for the safety factor obtained from 
conventional circular slippage calculations.  
1.2.2 Application of SPH using strain-rate-dependent fluid and rheology model 
As for the flowing of geomaterial, another alternative way is to use the strain-rate-dependent 
fluid and rheology model, which also can depict the large deformation problem to some extent 
and sometimes accurate. 
Naili et al. (2005) used SPH with Bingham fluid model to simulate a big scale shaking table 
test by Hamada et al. (1994). (Figure. 1.5). The container was tilted after shaking to study the 
flow behavior of liquefied sand, especially the shape of the surface. As can be seen in Figure. 
1.6, the simulation results can reproduce the configuration of free surface to some extent.  
Recently, I)-rheology model (Jop et al., 2006, MiDi, 2004) is developed to describe the 
dense granular flow. Numerical study of granular flow using SPH with I)-rheology has also 
been receiving great attention. Chambon et al. (2011) studied uniform layer flow on inclines 
and surge flow problem. Their results of incline flow suit well with the theoretical integration 
results of I)-rheology, and the results of surge flow problem also suit well with the shallow 
water theory’s results (Pouliquen, 1999). (Figure. 1.7, Figure. 1.8) 
Minatti & Paris (2015) used I)-rheology to study the granular columns collapses. Usually, 
the strain-rate-dependent model cannot depict the stop the flowing geomaterials because the 
stress is calculated from strain rate rather than strain. Therefore, it always has difficulty in 
depicting the initiation of the flowing threshold and the stop of the flow. However, when the 
geomaterials tend to stop, the bulk velocity becomes very small, which is shown in Figure. 1.9. 
Their results are also comparable with experimental results by Lube et al. (2004).  
Hurley & Andrade (2017) proposed a new rate-dependent constitutive model based on (I)-
rheology and implemented it in SPH framework. Their model has advantage in capturing the 
transient behavior of granular flows by linking friction to strain rate and dilation, but 
shortcoming is also reported, such as the inconsistency with the Bagnold’s velocity profile. 
 
Figure. 1.5 Outline of the experimental setup (After Hamada et al.(1994)) 
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Figure. 1.6 Simulated free surface for case 1 :0=54 Pa, case 5:0=108 Pa, where 0 is the yield stress 
in Bingham fluid model (After Naili, (2005)) 
 
Figure. 1.7 Sketch of the surge flow simulation (After Chambon et al.(2011)) 
 
 
Figure. 1.8 a. Surge surface rescaled by the height in the uniform zone. b. Pressure field of the front 
using different maximum artificial viscosity (After Chambon et al.(2011)) 
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Figure. 1.9 Particle distribution and velocity field of column collapse (After Minatti & Paris (2015) ) 
 
1.2.3 Application of SPH using solid-fluid mixture model 
By implementing the two-phase mixture theory, the SPH method can handle the saturated 
granular flow problems. In the solid-fluid mixture model, each constituent satisfies its own mass 
and momentum conservation equations, and the interactive force between two phases is can be 
calculated according to the relevant movement.  
Maeda & Sakai (2004) simulated the seepage failure around a sheet pile. The simulation can 
reproduce the phenomena of heaving up, caving and curling up to some extent. (Figure. 1.10) 
 
 
Figure. 1.10 Simulation of seepage failure around a sheet pile (After Maeda & Sakai (2004)) 
 
Nonoyama (2011) used the two-phase mixture model to simulate the static earth pressure of 
saturated elastic porous media and falling head permeability test. Good simulation results were 
obtained with comparison to the theoretical solution. However, Nonoyama did not consider the 
evolution of the volume fraction of each phase during the flowing and just assume it as a 
constant.  
More recently, a more comprehensive two-phase mixture model has been developed by Wang 
Sheet pile 
pile 
 
pile 
 Ground 
Heave up 
Sink 
Curling up 
Scouring 
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et al. (2016) in SPH framework. The advantage of Wang’s model is that the spatial and temporal 
distribution of the volume fraction of each constituent can be investigated, which is more 
reasonable and accurate. Wang et al. simulated the soil excavation by water jet. (See Figure. 
1.11)  
 
   
Figure. 1.11 (a) Numerical model of saturated soil Excavation by water jets. (b) Flow pattern of soil 
excavation by water jet (After Wang et al. (2016)) 
 
Based on Wang et al.’s model, Wang et al. (2017) studied the submerged granular column 
collapse problem. Drucker-Prager model is used for solid phase and Newtonian fluid model is 
used for fluid phase, and the interactive force between two phases is modeled by Darcy’s law. 
Model is sketched in Figure. 1.12 (a). They compared their simulation results with the 
experimental results (Rondon et al., 2011, Savage et al., 2014), which show that it can reproduce 
the deposits profile to some extent. (See Figure. 1.12 (b)) 
 
Figure. 1.12 (a): Numerical model of submerged granular column collapse. (b): Deposit profiles at 
different times submerged loose packing granular column collapse (After Wang et al. (2017)) 
 
In a further study, Peng et al. (2017) modified the calculation of evolution of volume fraction 
and implemented it into water flow in porous media problem. In their modification, the true 
density, rather than the bulk density of fluid phase is evolved with time, which yields more 
accurate results. Figure. 1.13 is the experimental and numerical set up. Water is injected from 
(a) 
(b) 
(a) (b) 
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left boundary and flow through the rockfill. Evolution of the free surface can be seen in Figure. 
1.14, and their simulation results of the pressure filed suits well with the experimental one.  
 
Figure. 1.13 Experimental and numerical setup of water flow through rock fill (units: m). (After Peng 
et al.(2017) ) 
 
 
Figure. 1.14 Pressure profile in the simulations with and without quadratic resistance force (After 
Peng et al.(2017) ) 
1.3  Objective  
As can be seen above summation of previous study, SPH method has been widely 
implemented in geotechnical engineering for solving big deformation and flowing problem. 
Good results are obtained by using different constitutive model and the couple of solid-fluid 
effect in two-phase mixture model according to the problem. On the other hand, there are also 
plenty of problems need to be solved by SPH practitioner. They are: 
1) It is widely reported that SPH suffers from some instability and inaccuracy problems, such 
as the oscillation of pressure field, the deficiency of boundary particles etc., and a 
comprehensive study of these problems can be referred in Liu & Liu (2003). However, with its 
fast development, a lot of new techniques are proposed to mitigate its demerits, which should 
be studied systematically. 
2) Most of the SPH references only present the good or accurate results, and the way to 
obtained the good results is not presented clearly. Even sometimes the same algorithm is 
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duplicated as the reference presented, the same results cannot be obtained. Therefore, a 
comprehensive validation of the method to get reasonable and accurate simulation results is in 
urgent need. 
3) Lack of test of sophisticated constitutive model in geotechnical engineering. Recently, a 
lots of more advanced models has been proposed, such as (I)-rheology model, mixture model, 
etc. These models should be applied to the SPH code and studied in order to simulate more 
complicated large deformation problem. 
The purpose of this research is to use SPH method to simulate a variety of geomaterial large 
deformation problems and check its applicability. Based on previous study, some state-of-the-
art SPH techniques are presented and validated in this thesis. The validation of the current SPH 
code is carried firstly. Based on different constitutive models, some basic soil and fluid 
mechanics problems can be reproduced accurately. Finally, two applications are performed. One 
is the application of the liquefaction problem to predict the drag force of a pile foundation 
exerted by flowing liquefied sand. The other is avalanches flow down slopes to predict the 
shape of the deposition and the runout distance.  
For large deformation problems, SPH methods shows its unique advantage, but it also has 
many shortcomings, such as the inaccuracy and instability problems. However, the SPH method 
is still a very useful and effective numerical method for simulating geomechanics problems in 
a continuum way. The author hopes the results can be helpful for reference in engineering 
practice.  
1.4  Overview of the thesis 
The thesis is organized as follows. 
Chapter 1 is a general introduction of the research content. The background and the 
objectives are explained. 
In Chapter 2, the basic theory of SPH method is explained in details. In recent decades, SPH 
method has been developing rapidly and many new techniques in SPH computation has been 
put forward. The state-of-art SPH techniques are summarized and discussed.  
In Chapter 3, the key aspect of SPH method, constitutive model, is described in details, 
including the Newtonian fluid model, Non-Newtonian fluid model, the Drucker-Prager model, 
and the (I)-rheology model. In addition, the two-phase model, which couples the effect of soil 
and water, is explained. 
In Chapter 4, the SPH code of above techniques is validated through some simple but very 
important flow simulation. The results are compared to the theoretical solution and 
experimental results. The new SPH techniques developed in recent years are used and compared 
to the conventional SPH code, so as to show the applicability of the new techniques. Finally, 
robust and unified method for simulating different flowing problems are summarized. 
Chapter 5 is some applications of the SPH method into simulating practical engineering 
problems. One is the cylinder drag in zero-effective stress saturated layer, which is an analogue 
of determining the resistance of pile foundation in flowing liquefied sand. The other application 
is the avalanches flow of geomaterials down a slope and form the deposits. Simulation results 
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are compared to the experimental results and DEM simulation results quantitatively.  
Conclusions of above research and discussion on future work is presented in Chapter 6.  
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Chapter 2 SPH Formulation 
2.1  Introduction 
In this chapter, the basic ideas of SPH method and its development in recent years, especially 
the state-of-the-art techniques, such as boundary condition method, and correction method, 
which are frequently reported and used by SPH practitioners to improve SPH’s accuracy are 
summarized and explained. The content is briefly described as follows: 
 
2.2  Basic theory of SPH method 
In SPH method, the domain of interests is discretized by an assembly of particles that carry 
the field quantities, such as mass, density, and velocity etc. Although information is obtained at 
discrete points, the integral over the domain represents the macro behavior of the continuum 
object, which is done by sums over neighboring particles. In order to achieve this, a special 
interpolation theory, termed “kernel estimation” is needed. As is known well that the 
conversation laws and equations of motion are always described in a partial differential 
equations (PDE). It is the “kernel estimation” that converts the PDE into the integral 
representation by using “kernel function”.  
2.2.1  Kernel Estimation of a Function and its Derivative 
 
Figure. 2.1 Kernel function in SPH method (Wang et.al, 2016)  
Kernel function (Figure. 2.1) refers to a weight function that defines how much of each field 
quantity contributes to each other. Considering a field function f defined in a domain 
d  
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(superscript d is the dimension). The “Kernel Estimation” of this function is defined as: 
 ( ) ( ) ( , )f = f W h d

  x x x x x    (2.1) 
where the kernel function, denoted as ( , )W hx x , is a non-negative function that centered 
at point x  and decreases monotonously with the distance x x , and d x represents the 
volume. In practical applications, the weight function must have a compact support ( ) x  so 
that it goes to zero at the border of its support, which means ( , ) 0W h x x  when
h x x , and h, the smoothing length, is a characteristic length of such support:  
 ( , ) 0W h       when h    x x x x    (2.2) 
where   is a constant related to the kernel function. Usually the kernel function is isotropic 
in space, and is only dependent on the distance x x , here in after ( , )W hx x  is 
shortened to ( )W x x , and its dependence on h is assumed implicitly. 
In order to satisfy the convergence, as h goes to zero, kernel function’s integral over volume 
must be normalized to unity:  
 ( ) 1W d =

  x x x    (2.3) 
So that ( ) ( )f fx x  as 0h .  
On the other hand, if the kernel is the Dirac delta function, we have the equality: 
( ) ( )f =fx x  if ( ) ( )W =  x x x x . Therefore, in the limit of h reaching zero: 
 
0
lim ( ) ( )
h
W =

  x x x x    (2.4) 
Eqn.(2.2) to Eqn.(2.4) are the basic properties of the kernel function, which are also termed: 
“Compact Condition”, “Unity Condition” and “Delta Function Property Condition” 
respectively.  
The kernel estimation of the derivative of function f is easily obtained by substituting ( )f x  
with ( )f x  in Eqn. (2.1), which gives: 
  ( ) ( ) ( )f = f W d

     x x x x x    (2.5) 
Attention should be payed that in above equation the Nabla operator is operated on the 
primed coordinate x . Integrating by parts and using the divergence theorem, Eqn.(2.5) can 
be converted to: 
 ( ) ( ) ( ) ( ) ( )f = f W ndS f W d
 
          x x x x x x x x    (2.6) 
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Where S=  is the surface of the support domain. Because ( ) 0W  x x  at the surface 
of the support domain (Compact condition), therefore, surface integral on the right hand side of 
Eqn.(2.6) is 0 and it simplifies to: 
 ( ) ( ) ( )f = f W d

    x x x x x    (2.7) 
Again, attention should be payed that in above equation the Nabla operator is shifted to the 
original coordinate with respect to x , because ( ) ( )W W      x x x x  is satisfied.  
2.2.2  Particle approximation 
From a physical perspective, in order make above formulations meaningful, the entire system 
is discretized by a finite number of particles that carry mass, density, and occupy the certain 
volume. This process is termed “Particle Approximation”.  
If we define the volume of a particle j as /j j jV =m  , (where m and   are mass and density, 
respectively), then the discrete kernel estimation becomes the summation over the neighboring 
particles and the particle i itself, and Eqn.(2.1) becomes:  
 
1
( ) ( )
N
j
i j ij
j j
m
f = f W

x x    (2.8) 
Where ( )ij i jW =W x x . Eqn.(2.8) shows clearly that the value of a field variable at particle 
i is estimated using a weighted summation over all particles in its support domain. Following 
the same argument, Eqn.(2.7) has following discretization form:  
 
1
( ) ( )
N
j
i j i ij
j j
m
f = f W

 x x    (2.9) 
Where 
i j ij
i ij
ij ij
W
W =
r r
 


x x
 is a vector from i particle point to j particle (because 
ij
ij
W
r


 is 
negative), and 
ij i jr = x x  is the distance between i particle and j particle. 
 
2.3  SPH Model for Fluid 
In this section, the SPH model for Newtonian fluid is described. As for other non-Newtonian 
fluid or solid, the only difference exists on the constitutive equations which will be specified 
further in Chapter 3.  
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2.3.1 Governing equations 
The governing equations for the typical Newtonian fluid, such as water, is the well-known 
Navier-Stokes equation, which reads as follows: 
1) Conservation of mass: 
 
D v
Dt x



 

    

v    (2.10) 
2) Conservation of momentum: 
 
1 1D
g
Dt x




 

    

v
T g    (2.11) 
In above two equations, 
( )D
Dt
is the material derivative,  is the density, v  is the velocity, 
T  is the total stress tensor, g  is the gravitational acceleration respectively. The Greek 
superscript ,   are used to denote the coordinate direction, and the Einstein convention for 
summation over repeated indices is used. The stress tensor, namely =
T  is calculated from 
constitutive model.  
Before going to the details of the SPH formulation, lets introduce two important 
transformations. For any field variable X, the following 2 equalities hold true for the calculation 
of derivative: 
 
2
1 1
1
( ) ( )A
A A A
X X X

   

 

       (2.12) 
 
1 1
2
( )A A
A
X X
X
 


 

  
     (2.13) 
Where A is any arbitrary integer, such 1 or 2, which are widely used. If A=1, Eqn.(2.12) 
becomes: 
 (1)X X X       (2.14) 
If A=2, Eqn.(2.13) becomes: 
 (1)X X X       (2.15) 
Eqn.(2.14) and Eqn.(2.15) hold true because the derivative a constant field is zero, which 
means (1) 0   theoretically.  
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2.3.2 Non-coherent SPH formulation 
Using Eqn.(2.9) directly to conservation of mass and momentum equation, and neglecting 
the body force term, we get: 
 
1 1
N N
j ij ji
i j i ij i j
j jj i j
m W mD
W v
Dt x



 
  

    

 v    (2.16) 
 
1 1
1 1N Nj ij ji
j i ij j
j ji j i i j
m W mDv
W
Dt x




    

  

 T    (2.17) 
Unfortunately, one gets very poor results if above two equations are implemented. That is 
because these two equations don’t satisfy the symmetry and reciprocity properties. Considering 
two interaction particle pair i j , and assuming they are moving close to each other. 
According to Eqn.(2.16), the volume variation for i and j particles are: 
ji
i i j i ij
i j
mm
V W
 
  v v  
and 
j i
j j i j ij
j i
m m
V W
 
  v v  respectively. In order to satisfy the reciprocal interaction property, 
i i j jV V  v v  is required, which means: i i ij j j ij j i ijW W W     v v v  must be satisfied. That 
is to say, only in the very special case that 
i j
 v v , is the reciprocal interaction property 
satisfied, otherwise it fails. The same analysis can be performed in the interaction force based 
on Eqn.(2.17) and it resulting in violating the Newton’s third law unless 
i j
   . Because 
above two equations hardly satisfy the reciprocal interaction property, following Oger et al. 
(2007) analysis, we call it: Non-coherent SPH Formulation.  
2.3.3 Coherent SPH Formulation 
In order to achieve the reciprocity, now defining X in Eqn.(2.13) as velocity and substituting 
it into Eqn.(2.10), and defining X in Eqn.(2.12) as stress tensor and substituting it into 
Eqn.(2.11), after some algebra, the conservation equations become: 
 
2 2
1
( )
N
i ji
j i ijA A
j i j
D
m W
Dt

  

 
v v
   (2.18) 
 
2 2
1
( )
N
ji i
j i ijA A A A
j i j i j
D
m W
Dt     
    
Tv T
g    (2.19) 
Eqn.(2.18) and (2.19) satisfy the reciprocal interaction property exactly because the term 
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i jv v is asymmetric and the term i jT T  is symmetric for particle pair i-j. Thus, they are the 
most favorable formulations in SPH method, which are also reported to yield more stable results 
comparing to other SPH formulations. Following Oger et al. (2007)’s analysis, we name it the 
Coherent SPH Formulation. 
Another reason why the Coherent SPH Formulation is so stable is that the Eqn.(2.19) can be 
derived from Eqn.(2.18) using virtual work principle, which is reported in (Bonet & Lok, 1999). 
In order to satisfy the consistency, the integer constant A in both equations must be the same. 
The most commonly used value is 1A   and 2A  , which yields:  
 
1
1
( )
( )
j
N
ji
i i j i ij
j
N
i ji
j i ij
j i j
mD
W
Dt
D
m W
Dt



 



  


    




v v
T Tv
g
   (2.20) 
And 
 
1
2 2
1
( )
( )
N
i
j i j i ij
j
N
ji i
j i ij
j i j
D
m W
Dt
D
m W
Dt

 



  


     




v v
Tv T
g
   (2.21) 
It is worth mentioning that the use of 1A   (Colagrossi & Landrini, 2003) can address the 
interface flow problem of great density ratio, which thanks to the density gradient term
( 1)( )A  in Eqn.(2.13) reduces to (1) , which is theoretically zero in the domain of interests. 
Practices show (see Oger) empirically that Eqn.(2.21) can be only used for density ratio no 
more than 2. In this thesis, Eqn.(2.20) is used.  
2.4  Corrective SPH Method 
In last two sections, derivation of the SPH formulations are presented without any error or 
consistency analysis. Here the error analysis is the quantitative analysis of the error of the kernel 
estimation of a function and its derivative, which is very crucial problem in SPH. In this section 
these problems are discussed which leads to the Corrective SPH Method. 
 
2.4.1  Error Analysis of the Kernel Estimation and its Derivative 
Because the main governing equations only include the derivative of the field variable, the 
kernel derivative’s accuracy is very important. Rewrite the field variable as: ( )X f x . 
Following 3 equations hold true: 1): X X  , 2): (1)X X X    , 3) (1)X X X    . 
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After the particle approximation, its derivative has 3 types of form: 
 
1
( ) ( )
N
i j i ij j
j
f f W V

  x x    (2.22) 
 
1
( ) ( ) ( )
N
i j i i ij j
j
f f f W V

     x x x    (2.23) 
 
1
( ) ( ) ( )
N
i j i i ij j
j
f f f W V

     x x x    (2.24) 
The symmetric property of above equations and their applications are listed in Table. 2.1 
 
Table. 2.1 Symmetric property of different equations 
Equation Type Symmetric Property Application 
Eqn.(2.22) No symmetric property Non-Coherent Formulation 
Eqn.(2.23) Symmetric 
Coherent: Mass 
conservation equation 
Eqn.(2.24) Antisymmetric 
Coherent: Momentum 
conservation equation 
 
 
Considering the 2D case, the second order Taylor expansion of ( )jf x  about i=x x  gives: 
 2( ) ( ) ( , ) ( )
 
i
j i j i j i
i
f
x
f f x x y y O h
f
y
 
 
     
 
 
 
x x    (2.25) 
Insert Eqn.(2.25) to Eqn.(2.22) ~ (2.24) gives: 
2
1 1 1
( ) ( ) ( ) ( ) ( )
N N N
i i i ij j j i i ij j j i i ij j
j j ji i
f f
f f W V x x W V y y W V O h
x y  
 
         
 
  x x   (2.26) 
 
2
1 1
( ) ( ) ( ) ( )
N N
i j i i ij j j i i ij j
j ji i
f f
f x x W V y y W V O h
x y 
 
       
 
 x    (2.27) 
2
1 1 1
( ) 2 ( ) ( ) ( ) ( )
N N N
i i i ij j j i i ij j j i i ij j
j j ji i
f f
f f W V x x W V y y W V O h
x y  
 
         
 
  x x   
   (2.28) 
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Comparing Eqn.(2.26) ~ (2.28) with the theoretical one ( )
i
i
i
f
x
f
f
y
 
 
  
 
 
 
x , in order to have 
above equations 2nd order accuracy, for Eqn.(2.26) and Eqn.(2.28), following equations must 
be satisfied: 
 
1
1
1
0
0
1
( )
0
0
( )
1
N
i ij j
j
N
j i i ij j
j
N
j i i ij j
j
W V
x x W V
y y W V



 
   
 
 
    
 
 
    
 



   (2.29) 
While for Eqn.(2.27), the first equation in Eqn.(2.29) disappear and following equations need 
to be satisfied: 
 
1
1
1
( )
0
0
( )
1
N
j i i ij j
j
N
j i i ij j
j
x x W V
y y W V


 
    
 
 
    
 


   (2.30) 
If the particles are positioned perfectly uniform and center particle i is positioned totally in 
the interior domain whose supporting domain are fully immersed in the interior domain, 
Eqn.(2.29) and Eqn.(2.30) are satisfied automatically because of the characteristics of the kernel 
function. However, when particle i moves close to the boundary that its supporting domain is 
truncated by the boundary, none of above two equations are satisfied anymore. This 
phenomenon is termed “Boundary Deficiency” in SPH literature.  
Not only the kernel derivative suffers from the inaccuracy of the Boundary Deficiency, but 
also the kernel estimation itself. Inserting Eqn.(2.25) into 
1
( ) ( )
N
i j ij j
j
f f W V

x x  gives: 
 
2
1 1
( ) ( ) ( ) ( ) ( )
N N
i i ij j j i j i ij j
j j i i
f f
f f W V x x y y W V O h
x y 
  
      
  
 x x    (2.31) 
In order to have 2nd order accuracy for kernel estimation, following equations must be 
satisfied:  
 
1
1
1
1
( ) 0
( ) 0
N
ij j
j
N
j i ij j
j
N
j i ij j
j
W V
x x W V
y y W V




 
 



   (2.32) 
 - 20 - 
 
Unfortunately, Eqn.(2.32) is not satisfied for disordered particle distribution nor for the 
particles near the boundary because of the Boundary Deficiency. In order to show the accuracy 
clearly, considering a linear function, a plane: 1z x y    and its x direction’s derivative: 
1
z
x



 is calculated theoretically. Figure. 2.2 shows its shape in the domain 
[0,1] ,  [0,1]x y  . 
 
Figure. 2.2 Function and its x derivative 
Then the x-y domain is discretized using 20*20 particles in an ordered Cartesian grid with 
initial spacing length 0.05x  . The approximation error is calculated by:  
 
Simulation Theory
Error
Theory

    (2.33) 
Figure. 2.3 a)~d) show the error distribution of kernel estimation: Eqn.(2.8), and kernel 
derivative estimation: Eqn.(2.22) ~ (2.24) respectively.  
0.2 0.4 0.6 0.8
0.2
0.4
0.6
0.8
Y
P
XP
0.000
0.04925
0.09850
0.1477
0.1970
0.2463
0.2955
0.3448
0.3940
ERROR_1
0.2 0.4 0.6 0.8
0.2
0.4
0.6
0.8
Y
P
XP
0.000
3.438
6.875
10.31
13.75
17.19
20.63
24.06
27.50
ERROR_Deriv_1
 
a) Error of Eqn.(2.8)                       b) Error of Eqn.(2.22) 
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c) Error of Eqn.(2.23)                       d) Error of Eqn.(2.24) 
Figure. 2.3 Error distribution of kernel estimation and its derivative 
Figure. 2.3 shows that the error is almost 0 for interior particles. But when particles approach 
the surface, the accuracy is very poor. As shown in a), the error of kernel estimation for corner 
particles is about 39%. As for the derivative, Eqn.(2.23) has the smallest total error, which is 
usually used for calculating the spatial derivative of the velocity in solving mass conservation 
equation. But its accuracy in the bottom and upper boundary is lower than Eqn.(2.22) and 
Eqn.(2.24).  
Eqn.(2.24) has the worst accuracy, whose error seems to be double as Eqn.(2.22). at the left 
and right boundary. The error in Figure. 2.3 d) even reaches above 5400%. However, Eqn.(2.24) 
is the most popular form in solving momentum equation. 
2.4.2 Bonet-Oger’s Correction of Kernel Derivative 
In order to get higher accuracy of kernel derivative, Bonet & Lok (1999) proposed to use 
modified kernel gradient instead of the original one so that Eqn.(2.30) is satisfied. Denote the 
corrective kernel derivative as: C
i ijW , which satisfy Eqn.(2.30):  
 
1
1 0
   
0 1
N
j i C
i ij j
j j i
x x
W V
y y
   
        
    (2.34) 
After some algebra, we get: 
 ( )Ci ij i i ijW L W  x    (2.35) 
and ( )iL x  is a correction matrix, which reads:  
 
1
1 1
1 1
( ) ( )
( )
( ) ( )
N Nij ij
j i j j i jj j
i i
i
N Nij ij
j i j j i jj j
i i
W W
x x V x x V
x y
W W
y y V y y V
x y

 
 
  
  
  
  
     
 
 
L x    (2.36) 
 - 22 - 
 
Eqn.(2.36) was derived in (Bonet & Lok, 1999) and successfully used in (Oger et al., 2007). 
Hereinafter it is called Bonet-Oger’s type correction. 
The accuracy of Bonet-Oger’s type correction of kernel derivative is checked by substituting 
i ijW  in Eqn.(2.22) ~ (2.24) with 
C
i ijW , and calculate the error distribution in previous 
section’s problem. The error distribution is depicted in Figure. 2.4.  
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a) Error of Eqn.(2.22)                       b) Error of Eqn.(2.23) 
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c) Error of Eqn.(2.24) 
Figure. 2.4 Error distribution of kernel’s derivative in Bonet-Oger correction 
Figure. 2.4 b) shows that if Eqn. (2.23) is used, the error for the whole domain reduced to 
zero, which is convergent to the theoretical value. However, the error in Figure. 2.4 c) is even 
greater then Figure. 2.4 d) (nearly 2 times) which are the from the same Eqn.(2.24). The reason 
of failure of Bonet-Oger correction to Eqn.(2.22) and Eqn. (2.24) is that the first equation in 
(2.29) is not satisfied.  
Because Eqn. (2.23) is of higher accuracy, Randles & Libersky (1996) proposed to transform 
the momentum equation into: 
 
1
( )
N
i ji
j i ij
j i j
D
m W
Dt  
 
   
T Tv
g    (2.37) 
And Oger extended it into:  
 
1
( )
N
i j Ci
j i ij
j i j
D
m W
Dt  
 
  
T Tv
g    (2.38) 
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It was reported that using Eqn.(2.37) and Eqn.(2.38) yields better solution for non-free-
surface problem. However, Eqn.(2.37) and Eqn.(2.38) totally violates the Newton’s third law 
for particle pare i-j. What’s more, the Bonet-Oger correction to the mass conservation equation 
even does not obey the reciprocal interaction property for volume variation of each particle, 
because: ( ) ( )
ji
i i j i i i ij
i j
mm
V L W
 
   v v v x , ( ) ( )
j i
j j i j j j ij
j i
m m
V L W
 
   v v v x , while 
( ) ( )i jL Lx x  is not satisfied for disordered particle distribution and for particles near the 
boundary. For long-time simulation, it may yield very weird results in some applications, which 
will be presented in latter chapter.  
2.4.3 Finite Particle Method 
Liu & Liu (2010) proposed a set of correction formulations for kernel estimation and its 
derivative, which is called “Finite Particle Method” (FPM). It was reported to have very high 
accuracy and successfully applied in Fang et al. (2009) for free surface flow of viscous fluid. 
Starting from the Taylor expansion to first order and neglect the high order terms: 
 ( ) ( ) ( ) ( )i i i
i i
f f
f f x x y y
x y
 
    
 
x x    (2.39) 
Multiplying both side of Eqn.(2.39) with a weight function ( )i x x  yields the following 
equation: 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )i i i i i i i
i i
f f
f f x x y y
x y
   
 
        
 
x x x x x x x x x x    (2.40) 
Integral Eqn.(2.40) over the domain of interests and after the particle approximation, it 
becomes: 
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   (2.41) 
In Eqn.(2.41) the value of ( ), ,i
i i
f f
f
x y
 
 
x  are 3 unknown variables that we want to know. 
In order to solve it, we can insert 3 different weight functions into it so that it can be solved 
together. Since its derivation if under the SPH framework, a choice of the weight function is to 
use the kernel function and its derivative directly, which gives: 
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Inserting Eqn.(2.42) into Eqn. (2.41), after some algebra, the 3 unknown variables are solved 
out as: 
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, ,
ij ij
ij
i i
W W
W
x y
 
 
 are corrected kernel function and its derivative which reads: 
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   (2.44) 
The Eqn.(2.44) is called FPM correction in this thesis. The accuracy of Eqn.(2.44) is checked 
by substituting ijW  in Eqn. (2.8) with ijW  and substituting i ijW  in Eqn.(2.22) ~ (2.24) 
with ,
ij ij
i i
W W
x y
 
 
, and calculate the error distribution in previous section’s problem. The error 
distribution is depicted in Figure. 2.5. 
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a) Error of Eqn.(2.8)                       b) Error of Eqn.(2.22) 
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c) Error of Eqn.(2.23)                       d) Error of Eqn.(2.24) 
Figure. 2.5 Error distribution of kernel estimation and its derivative in FPM correction 
 
Figure. 2.5 shows clearly that for kernel estimation and 3 types of kernel derivative, FPM 
yields very accurate results, because Eqn.(2.41) is solved exactly.  
However, like the Bonet-Oger correction, FPM correction does not obey the reciprocal 
interaction principle for particle pare i-j because 
ij ij
i j
W W 
 
 x x
 for disordered particle 
distribution and for particles near the boundary. For long-time simulation, it may yield very 
weird results in some applications, which will be presented in latter chapter.  
2.5 Boundary Condition 
As particles approach a rigid boundary, the main problem arises from the fact that the support 
domain of the kernel is cut by the domain boundary. The question is then how to treat these 
particles and what boundary conditions have to be imposed.  
Boundary conditions are key aspects of a numerical simulation. A proper formulation of 
boundary condition is of crucial importance to achieve physical meaningful and quantitatively 
accurate simulation results. In this section, several popular boundary conditions are presented. 
For free-surface, the use of coherent SPH formulations can detect the free surface automatically 
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(Details can be seen in (Oger et al., 2007)), thus this section mainly concerns about the wall 
boundary condition. 
2.5.1 . Mirror ghost particle method 
Mirror ghost particles are several layer of particles that generated along the surface of the 
solid wall. Depending on the velocity assigned to the ghost particle a slip or no-slip condition 
at the wall can be imposed. Similarly, ghost particles can be used to model symmetry and 
periodic boundary conditions, but in practice this method is limited to simple interfaces where 
particles can be mirrored easily at the wall surface. Furthermore, ghost particles have to be 
created every time step as mirrors of the evolving fluid particles.  
Colagrossi & Landrini (2003) use a pointwise mirroring at the local tangent plane of the 
boundary for arbitrarily shaped walls and impose a free-slip condition at the wall. Density and 
pressure of these ghost particles are deduced from the fluid phase and the normal velocity 
component is flipped to ensure no penetration. This method also recreates ghost particles every 
time step, and in case of complex geometries special care must be taken to maintain a uniform 
mass distribution of the ghost particles. (See Figure. 2.6 a)  
  
Figure. 2.6 Sketch of two types of solid boundary treatments: (a): ghost particles boundary; (b): 
dummy particles boundary  
 
Without the need of recreating boundary particles, Morris et al. (1997)use fixed wall particles 
to model curved surfaces and treat them as real particles. The density and the pressure of the 
boundary particles are evolved in time and they are considered in the continuity equation of the 
fluid phase. When fluid particles interact with boundary particles, the velocity of wall particles 
is chosen such that either a slip or no-slip condition is satisfied. The calculation of this velocity 
requires the knowledge of the shape of the wall surface in a closed functional form. Therefore, 
(a) (b) 
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this method cannot directly be applied for arbitrary geometries. 
2.5.2  Dummy particle method 
Unlike the mirror ghost particles, the dummy particle method, developed by Adami et al. 
(2012), is a more generalized and easily implementing method. In this method, once the wall 
boundary particles are initialized, they are fixed or moving with prescribed velocity. The main 
advantage of dummy particles compared to mirror particles is simplicity when using complex 
geometries, and that the boundary is well-described throughout the simulation once the particles 
have been initialized.  
 
Figure. 2.7 sketch of dummy particle method for arbitrary geometry 
 
Velocity of a dummy wall particle a calculated from fluid particles b near the boundary:  
 b abb
a
abb
W
X
W



v
v    (2.45) 
If wall moves with velocity of av , then:  
 2wall a a v v v    (2.46) 
is assigned to the dummy wall particles to realize the no-slip boundary. X is a constant 
between 0 to 1, and usually set as 1. As for the free-slip boundary, it is achieved by omitting the 
viscous interaction between interior particles and solid boundary particles. From above 
equations, it is clear that the calculation of the boundary’s dummy velocity does not contain any 
calculation about the boundary’s geometry, such as normal direction of the solid boundary’s 
surface. Therefore, it is very easy to calculate and implement for complex geometry problems.  
Furthermore, the stress of the dummy particles also needs to be specified, including the 
pressure and shear stress. The pressure of the dummy particles is calculated from the interior 
Fluid particles 
Wall particles 
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domain which can reproduce the pressure gradient near the solid boundary. A force balance 
between interior particles and boundary gives: 
 a a
b
a
d p
dt 

   
v
g a    (2.47) 
where 
b
a  is the real acceleration of the wall. After transformation to integral form, it yields: 
 ( ) ( )b a a b a bp p    g a x x    (2.48) 
The discretized form of Eqn.(2.48) is: 
 
( ) ( )a ab w a b a aba a
b
aba
p W p W
p
W
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g a x x
   (2.49) 
As for the shear stress, for non-slip boundary: 
 
a aba
b
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W
W



 


   (2.50) 
While for free-slip boundary: 
 
a aba
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W
W

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

   (2.51) 
2.6 Initial packing algorithm 
Generally, an assembly of particles are in random position in nature. In SPH implementation, 
it is usually to assign the position of every particle in an innovative algorithm for the 
initialization of the particle distribution has been defined by Colagrossi et al. (2012). The 
proposed particle packing algorithm allows a drastic reduction of the numerical noise due to 
particle resettlement during the early stages of the flow evolution.  
The initial packing algorithm is presented as follows: 
1) Initialize the domain through a Cartesian grid and close the domain boundaries. As a 
consequence, this implies that the free surface has to be treated as a solid boundary. The domain 
boundary is modeled through fixed solid particles, that is, particles with zero velocity and fixed 
positions. 
2) Assuming the density, the pressure and the volumes constant all over the fluid domain. We 
indicate them through symbols ρ0, p0 and V0 respectively. Since volumes are constant and the 
packing algorithm has to converge toward a static solution. Continuity equation (2.10) is 
neglected, and only the momentum equation works. 
Using the new momentum equation as follows: 
 i i i
D
Γ
Dt
   
v
Τ    (2.52) 
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Where 0 02 /p   and 0i ijjΓ W V , and 1/
0
i idV

 Τ v  is the damping force, a is the 
dimensionless parameter ranges between 1*10-3~5*10-3, and d is the dimension of the problem. 
Usually, a random initial velocity is assigned to the system. With time flies, the total system 
will become stable and an initial packing is done. Figure. 2.8 shows how the initial Cartesian 
distribution becomes a random packing condition. In Figure. 2.8(a), there are some 
unreasonable blank between the fluid (or solid) domain (gray particle) and the boundary (black 
particle), and there overlap for some particles. After the initial packing, all the fluid (or solid) 
particles are re-positioned and blank and overlap disappears.  
         
 (a) usual initial packing                  (b) random initial packing 
Figure. 2.8 Particles distribution before and after initial packing 
The random initial position in SPH sometimes can mitigate the unphysical forming of the 
particle clusters. For example, Figure. 2.9 is snapshot of water drop stretch under given pressure 
field. Details can be seen in Fang et al. (2009). Because the water drop is incompressible, during 
the simulation, the products of major and minor axis is a constant (ab is a constant).  
Figure. 2.10 is the simulation results using SPH method and FPM method. It can be seen that 
in this particular model, the FPM method yields better results than the SPH method. However, 
from our experiences, the SPH method is more stable than FPM method. Therefore, in this 
thesis, all of the simulations are conducted in SPH code. 
 
Figure. 2.9 Sketch of a water drop 
Unreasonable blank 
a 
b 
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Figure. 2.10 Comparison of value ab for SPH and FPM 
2.7 Density evolution  
While the dynamics from SPH simulations are generally realistic, the pressure field of the 
particles exhibits large pressure oscillations. Efforts to overcome this problem have 
concentrated on several approaches. One of the most straightforward and computationally least 
expensive is to perform a filter over the density of the particles and the re-assign a density to 
each particle (Colagrossi & Landrini, 2003). There are two orders of correction, 0th order and 
1st order, which are Shepard filter and Moving Least Square method, respectively. Another 
method is to introduce a numerical diffusive term, namely -SPH method (Marrone et al., 2011). 
2.7.1 Shepard Filter: 0th order accuracy  
If a particle is close to a boundary layer or to the water surface, the kernel function W suffers 
the lack of particles, and a corrected kernel function W  has to be considered. The Shepard 
filter (Panizzo, 2004) is a quick and simple correction to the density field, and the following 
procedure is applied every several time steps. 
 
j
i j ij j ijj j
j
m
W m W 

      (2.53) 
Where the corrected kernel is calculated by: 
 
/
ij
ij
ij j jj
W
W
W m 


   (2.54) 
2.7.2 Moving Least Square (MLS): 1st order accuracy 
The Moving Least Squares (MLS) approach was developed by Dilts (1999) and successfully 
applied by Colagrossi & Landrini (2003). It is a first-order correction so that the variation of a 
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linear density field can be exactly reproduced.  
The corrected kernel in Eqn.(2.53) is calculated by: 
 ( ) ( )ij i i j ijW W x x x    (2.55) 
In two dimensional case, Eqn.(2.55) becomes: 
 0 1 2[ ( ) ( )( ) ( )( )]ij i i i j i i j ijW x x y y W      x x x    (2.56) 
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Where  
 ( )
j
jij
j
m
A W A

 ix    (2.58) 
With the matrix A  given by: 
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   (2.59) 
Although the MLS method is a little bit complicated in formation, it yields much more 
smooth density and pressure field during the simulation. 
2.7.3 -SPH method 
Shepard filter and MLS method yield better results of calculating the density and pressure 
during the computation, but it is also reported that for longtime simulation, it does not properly 
conserves the total volume of the particle’s system since the hydrostatic component has also 
been filtered improperly (Sibilla, 2007). Instead, Antuono et al. (2010) and Marrone et al. (2011) 
developed the -SPH method based on the assumption that the fluid is weakly-compressible. 
They add a numerically diffusive term in the continuity equation, so that the first equation of 
Eqn.(2.20) becomes: 
 0
1 1
( )
j j
N N
j ji
i i j i ij ij i ij
j j
m mD
W hc W
Dt

  
  
     v v    (2.60) 
Where 
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Where 
L
i
  is the renormalized density gradient defined as: 
 ( )
L j
j i i i iji j
j
m
W  

    L    (2.62) 
with 1[ ( ) ]
j
i j i i ijj
j
m
W

  L x x . 
Coefficient d control the intensity of the diffusion of density. Empirically, it is suggested 
being as 0.1. 
2.8 Time Integration 
There are many kinds of explicit time stepping methods. The Leap-Frog method is a second-
order method which is simple to code and computationally cheap. Details can be found in Liu 
& Liu (2010) and mainly summarized as follows: 
Starting from the 0th step, field variable X, (mainly velocity v  and density ) are offset 
from the particles’ original position (
0x ) by half a time step at the end of the first iteration 
(subscript stands for time step number):  
 01/2 0
2
DX t
X X
Dt

     (2.63) 
except the particle position x , which is marching 1 step: 
 
1 0 1/2 t  x x v    (2.64) 
In Eqn.(2.64), the mid-step’s velocity is calculated from Eqn.(2.63).  
From second iteration on, at the beginning of the time loop, field variables are offset from 
the previous mid-step’s value by another half time step (n≥1): 
 11/2
2
n
n n
DX t
X X
Dt



     (2.65) 
So that all the variables are consistent to the integer’s time step at the beginning of the main 
computation.  
Finally, at the end of the time loop, field variables are marching 1 step using previous mid-
step’s value:  
 1/2 1/2
n
n n
DX
X X t
Dt
       (2.66) 
While particles’ position is marching using previous integer step’s value: 
 1 1/2n n n t   x x v    (2.67) 
The time step size is constrained by the Courant-Fredrich-Levy condition, and some other 
conditions in order to satisfy computational stability. The main criteria read as follows:  
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CFL condition (artificial sound speed condition): 
 
max
0.25
h
t
c
 
 v
   (2.68) 
Viscous dissipation condition: 
 
2
0.125
h
t

     (2.69) 
Acceleration condition: 
 min( )
h
t 
a
   (2.70) 
2.9 Summary 
To summarize, in this chapter, the basic ideas of SPH method and its development in recent 
years, especially the state-of-the-art techniques, such as boundary condition method, and 
correction method, which are frequently reported and used by SPH practitioners to improve 
SPH’s accuracy are summarized and explained.  
In section 2.2, the basic theory of SPH methods are explained in details, namely, the kernel 
estimation and the particle approximation.  
In section 2.3, the discretized form of SPH methods are explained by taking Newtonian fluid 
model as the example. The coherent and non-coherent SPH formulations are presented and 
compared. 
In section 2.4, some corrective SPH methods are described, such as the FPM method. 
Although the corrective SPH methods yield better accuracy for some particular simulations, 
while compared to the conventional SPH method, it is less stable because it doesn’t obey the 
action-interaction principle seriously. 
In section 2.5, the boundary condition in SPH method are presented. Comparing to the mirror 
ghost particle method, the dummy particles method is more easily to implement and also yields 
very accurate results, which is implemented in our SPH code. The free-slip and no-slip 
boundary condition are also described. 
In section 2.6, the initial packing algorithm is presented. By using initial packing methods, 
the initial distribution of the particles is more reasonable and random. 
In section 2.7, the newest density evolution methods are presented. The moving least square 
method and -SPH method is capable of removing the oscillating pressure field during the 
simulation, which yield better results. 
In section 2.8, the time-integration method is described. The Leap-Frog method is second-
order accuracy method which is very accurate and easy to code. 
As mentioned in Sec.2.4, although the corrective SPH method are theoretically accurate, but 
in SPH application to more complicated flow problems, such as the incline flow, the corrective 
SPH methods yields very bad results because of the instability. A comparison between 
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traditional SPH method and corrective method is summarized in Table. 2.2. In most cases, the 
stability is more important than the accuracy, therefore, all of the simulations in latter chapters 
are obtained by using traditional SPH method. 
Table. 2.3 is the summary of the state-of-the-art techniques. The item with “√” mark is the 
method used in this thesis, such as the traditional SPH and initial packing algorithm. The item 
with “×” mark is not used in this thesis, such as the Corrective SPH and ghost particle method. 
The item with “?” mark is the techniques need to be validated and compared with each other, 
which will be presented in Chapter 4 in details. 
 
Table. 2.2 Comparison between traditional SPH method and corrective method 
 Accuracy 
Reciprocity 
property 
Stability Computation time 
Traditional SPH Low at boundary 
Obey Reciprocity 
property 
And Newton’s 
3rd law 
Stable Cheap 
Corrective SPH High accuracy 
Doesn’t obey 
Reciprocity 
property And 
Newton’s 3rd law 
Unstable in many 
simulation 
Expensive (1.5 
times of SPH) 
 
Table. 2.3 Summary of State-of-the-art techniques in SPH method 
State-of-the-art techniques in SPH method 
Corrective method Corrective SPH (×) Traditional SPH (√) 
Initial packing 
algorithm 
It is used when the geometry of domain is complicated (√) 
Wall boundary 
condition 
No treatment (?) 
Dummy particle 
method(?) 
Ghost particle method (×) 
Density evolution 
method 
No treatment (?) MLS method(?) -SPH method(?) 
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Chapter 3 Constitutive model  
3.1 Introduction 
In the previous chapter the fundamentals of SPH method are explained in details. However, 
in the equation of motion the specifics of calculating the stress tensor have not been presented 
yet. In this chapter the constitutive model, namely the relation between the applied force or 
stress to the deformations or strains or strain rates, are explained in details.  
Fluid mechanics and solid mechanics approaches are used to investigate the applicability of 
the SPH method to large deformation and flow problem. In this thesis, constitutive models 
include the Newtonian fluid model, Non-Newtonian fluid model (Bingham model), the 
Drucker-Prager model and the (I)-rheology model. The selection of the constitutive model 
should correspond to the specific application. In addition, the two-phase model, which couples 
the effect of soil and water, is explained. Finally, in this chapter, a comparison among different 
constitutive models are summarized. 
In this chapter, the Roman alphabet subscript “i” denotes the reference particle or center 
particle and “j” denotes the neighboring particle. The superscripts Greek letters “,” denote 
the Cartesian coordinate components (x, y and z direction), and Einstein’s summation 
convention holds for repeated index. Newtonian Fluid Model 
3.2 Newtonian fluid model 
3.2.1 Basic model 
In Newtonian fluid model, the stress tensor consists two parts: an isotropic pressure p and a 
symmetric shear stress tensor , which reads: 
 p
          (3.1) 
Based on the assumption that the fluid is weakly-compressible, the Equation of State (EOS) 
is used for calculating the pressure (Monaghan, 1994, Monaghan, 2005), which reads:  
 
2
0
0
1 b
c
p p

 
 
  
    
   
   (3.2) 
where 0 is the reference density (e.g., 1000kg/m3 for water), c is the speed of sound,  is a 
constant, pb is the back pressure. Monaghan (2005) suggests =7 for usual water problems 
while Morris et al. (1997) suggest =1 which leads to small pressure oscillation. pb is a positive 
constant pressure, which is reported to be very useful in mitigating the tensile instability 
(Marrone et al., 2013), while for free-surface problems, pb must be set as 0. 
The SPH model using Eqn.(3.2) is called Weakly Compressible SPH method (WCSPH). 
Incompressible SPH models (ISPH) are also available in SPH literature, see. Shao & Lo (2003). 
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Unfortunately, ICSPH requires additional efforts in capturing the free surface and the Poisson 
equation has to be solved, so the computation is more complicated and time consuming. A 
comprehensive comparison between WCSPH and ICSPH can be referred to Lee et al. (2008). 
In this thesis, WCSPH is used, and the speed of sound is chosen carefully. On one hand, it is 
much smaller than the real speed of sound of the material which allows to use a relatively large 
time-step according to CFL condition (see Chapter 2), and on the other hand it should be big 
enough that the density’s variation is within 1%, which means the fluid is almost incompressible.  
As for the shear stress tensor,  is calculate from the strain rate tensor, which reads: 
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2 2
2
v v v
x x x
  
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  
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    
      
    
   (3.3) 
where  is the dynamic viscosity (e.g., 0.001Pa·s for water),  is the second coefficient of 
viscosity,   is the strain rate tensor, v is the velocity and x is the coordinate. As for the 
second coefficient of viscosity, according to Stokes hypothesis: 
 
2
3
      (3.4) 
Substituting Eqn.(3.3) into the equation of motion yields: 
 
1 1 1
3
Dv p v v
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       
   (3.5) 
where g is the gravitational acceleration. Remember that the fluid is almost incompressible, so 
the second term of RHS of Eqn.(3.5) is 0: 
 0
v
x



  

v    (3.6) 
For Newtonian fluid, the dynamic viscosity is a constant so finally Eqn.(3.5) simplifies to: 
 2
1Dv p
v g
Dt x

 


 

    

   (3.7) 
3.2.2 Discretized SPH formulation 
The discretized formulation of Eqn.(3.5) can be obtained easily as follows: 
 
1 1
N N
i j ij i j iji
j j
j ji j i i j i
p p W WDv
m m g
Dt x x
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   
 
     (3.8) 
The second term in the RHS of Eqn.(3.8) is the viscous term. In order to simplify the donation, 
the viscous term here is denoted as ij , and Eqn.(3.8) becomes: 
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Morris et al. (1997) rewrite the viscous term by taking a Taylor expansion about particle i, 
which yields: 
 
2
i j ij i ij
ij ij
i j ij
W 
 
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x
v
x
   (3.10) 
Comparing to Eqn.(3.8), viscous term calculated from Eqn.(3.10) is more computationally 
cheap and also yields very accurate results. However, it is also reported that both Eqn.(3.8) and 
Eqn.(3.10) only conserve the linear momentum, while the angular momentum is only 
approximately conserved (Bonet & Lok, 1999, Morris et al., 1997).  
Monaghan & Gingold (1983) proposed to use artificial viscous term to avoid spurious flow 
oscillation and unphysical penetration for particles approaching to each other, which reads:  
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   (3.11) 
where hij, cij and ij are respectively the mean value of smoothing length h, sound speed c and 
density of i and j particle.  is a constant and usually set between 0 and 1.0. The term 0.01hij2 
in the denominator is a numerical treatment term for avoiding divergence when two particles 
are quite close to each other. Monaghan (2005) proposed to use Eqn.(3.11) not only for 
approaching particles but also the receding particles, which reads: 
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ij ij ij ij
ij i ij
ij ij
h c
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x v
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   (3.12) 
It is obvious that when two particles approach each other, the artificial viscosity produces a 
repulsive force and when they recede from each other the force is attractive. Later, it is 
demonstrated theoretically by Hu & Adams (2006) that Eqn.(3.12) is equivalent to the physical 
kinetic viscosity as: 
 =
2( 2)
ij ijh c
d





   (3.13) 
where d is the dimension of the problem. What’s more, Eqn.(3.12) conserves the linear and 
angular momentum exactly. Considering the gradient of viscosity, a more generalized form of 
the viscous term is (Cleary, 1998, Cleary & Monaghan, 1999, Monaghan, 2005): 
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2( 2)
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i j i j ij
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
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
x v
x
   (3.14) 
To summarize, 3 types of discretized formulation of the viscous term are presented above, 
which make the equation of motion to be the following: 
1) Stress type: 
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2) Morris type: 
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3) Monaghan-Cleary-Gingold (MCG) type: (following (Macia et al., 2011))  
 
2
1
2
2( 2)
( )
i j ij ij
i ij
i j
N
i ji
j
i j ij
i ij
j i j
p pD
m W
Dt
d W

    
 
     
 


 


x
x
v v
g    (3.17) 
Table. 3.1 list the property of different types of viscous term. Among them, only the MCG 
type can be used for inviscid flow problem. As for viscous flow problems, it is worth 
mentioning that using different types of viscous calculation equation sometimes yields almost 
the same results, but sometimes the results are quite different. Some details are presented in 
Chapter 4. 
Table. 3.1 The property of different types of viscous term 
Type 
Linear 
momentum 
Angular 
momentum 
Computational 
cost 
Application 
Stress type Conserver Doesn’t conserver Expensive Viscous flow 
Morris type Conserver Doesn’t conserver Cheap Viscous flow 
MCG type Conserver Conserver Cheap Viscous and inviscid flow 
 
In this thesis, the Newtonian fluid model is mainly used for laminar flow. As for the 
turbulence modeling in SPH, details can be referred to Violeau & Issa (2007) 
3.3 Bingham Fluid Model 
3.3.1 Basic model 
The Bingham fluid model is described as follows. 
Under simple shear conditions, the relationship between the shear stress and shear strain rate 
of a Bingham model is given by: 
 0 y        (3.18) 
where  is the shear stress, 0 is the viscosity after yield,   is the shear strain rate, and y is 
the yield shear stress. Figure. 3.1 illustrates the behavior of the Bingham fluid in Eqn.(3.18). 
and the Newtonian fluid model. The Bingham model is expressed as a linear relationship 
between shear stress and shear strain. The value of the shear stress axis intercept is the yield 
shear stress. 
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Figure. 3.1 Behavior of Newtonian fluid and Bingham fluid model 
3.3.2 Special numerical treatment:  
Bilinear fluid model 
Different from the Newtonian fluid, Bingham fluid has the ability to resist deformation which 
is due to the yield stress y. Since in previous section the SPH formulation for Newtonian fluid 
model has been established, rewriting Eqn.(3.18) by defining an equivalent or effective 
viscosity term, it becomes (Moriguchi et al., 2005, Naili et al., 2005, Nonoyama, 2011): 
 0
y
 
 
      (3.19) 
In Eqn.(3.19) the strain rate is defined as the second invariant of the strain rate tensor which 
reads:  
 
1
2
       (3.20) 
When the equivalent viscosity is obtained, substitute it into Newtonian fluid model by using 
  in Eqn.(3.15) ~ Eqn.(3.17), the equation of motion for Bingham fluid model is obtained. 
However, in the initiation of the flow when the strain rate is very small, Eqn.(3.19) diverges to 
infinite because 0  . In order to avoid this problem, a threshold maximum value of 
equivalent viscosity max is defined as: 
 0 max
max max
        if     
             if     
y
   

   

    

     
   (3.21) 
The value of the max should be chosen carefully. On one hand, it should be large enough to 
depict the initiation stage or the stop of the flow more accurately. On the other hand, it should 
not be too large so the constrained time-step calculated according to the CFL condition is not 
too small (see Chapter 2). Eqn.(3.21) is also called the bilinear fluid model (Nonoyama, 2011), 
which is the solid line depicted in Figure. 3.2. 
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Figure. 3.2 Bilinear Bingham fluid model 
Combination of Von-Mises model and Newtonian fluid model 
Another numerical treatment is to decompose Bingham model into the combination of the 
Von-Mises model and Newtonian fluid model. As depicted in Figure. 3.3, Von-Mises model is 
an elastic-perfect plastic model that after yielding the stress doesn’t change with the increasing 
strain. So by assigning a yield shear stress and a relatively large material’s stiffness (such as 
shear modulus denoted as G), material yields at very small strain condition, which depicts the 
initial stage of the flow more accurately. Because Von-Mises model is a reduced form of the 
Drucker-Prager model, details will be explained in next section. However, attention should be 
paid that Von-Mises model is a strain () dependent model rather than strain rate ( ).  
 
Figure. 3.3 Combination of Von-Mises model and Newtonian fluid model to depict Bingham model 
3.4 Drucker-Prager Model 
3.4.1 Basic model 
General stress-strain relationship for elasto-plastic material 
Drucker-Prager model is a widely used elasto-plastic model for geomaterial in which the 
material’s cohesion and internal frictional angle play a very important role. Assuming the total 
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strain rate tensor consists two parts:  
 
E P
         (3.22) 
where 
E
  is the elastic strain rate tensor and P
  is the plastic strain rate tensor. The elastic 
strain rate tensor is calculated from the generalized Hooke’s law: 
 
2 9
E
s
G K
  
        (3.23) 
where G is the shear modulus, K is the bulk modulus. Shear modulus and bulk modulus are 
related to the Young’s modulus E and Poisson’s ratio  as follows: (attention should be paid 
that the donation of Poisson’ ratio is the same as the kinetic viscosity in Newtonian fluid model 
according to the convention)  
              and               
3(1 2 ) 2(1 )
E E
K G
 
 
 
   (3.24) 
s is the deviatoric stress rate tensor defined as: 
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3
s          (3.25) 
where  is the total stress rate tensor and  is the sum of the normal stress components. 
As for the plastic strain rate tensor, it is computed from the plastic flow rule which defines the 
relation between the next increment of the plastic strain and the present state of stress when 
subjected to further loading: 
 P
g
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
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


   (3.26) 
where   is the rate of change of plastic multiplier  , and g is the so-called plastic potential 
function, respectively. If g is the same as the yield function f, the flow rule is called associated 
type, otherwise it is called the non-associated type. Substituting Eqn.(3.23) and Eqn.(3.26) into 
Eqn.(3.22) and after some algebra, the constitutive model for a general elasto-plastic material 
can be described as follows: 
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   (3.27) 
where e is the deviatoric strain rate tensor is defined as: 
 
1
3
e          (3.28) 
In Eqn.(3.26),   is non-negative value and satisfies the yield criterion: 
(1) 0  when 0f  , or 0f   and 0df   when materials are subjected to elastic 
deformation or plastic unloading. 
(2) 0  when 0f   and 0df   when materials are subjected to plastic loading. 
The value of   is determined by the so called consistency condition, which states the stress 
state is always on the yield surface during the plastic deformation. Assuming the yield surface 
has the form: ( ) 0f
  , then above conditions requires: 
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Substituting Eqn.(3.27) into Eqn.(3.29), the general formulation of   is obtained as follows: 
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   (3.30) 
Drucker-Prager model 
The yield criteria for Drucker-Prager model is described as follows: 
 ( , ) cf p q q p k      (3.31) 
where p and q are, respectively, related to the first and second invariants of the stress tensor I1 
and J2 defined as follows: 
 1
1 1
3 3
p I      (3.32) 
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q J s s      (3.33) 
where s  is the deviatoric stress tensor defined as: 
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3
s          (3.34) 
The material parameters   and ck  in Eqn.(3.31) can be expressed by internal frictional 
angle   and cohesion c. In 2D plane strain condition: 
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   (3.35) 
while in 3D case: 
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   (3.36) 
In addition to the yield criteria, the plastic potential function also need to be specified. If the 
material follows the associated plastic flow rule, then the plastic potential function is the same 
as the yield criteria: 
 ( , ) cg f p q q p k       (3.37) 
As for the non-associated flow rule, the following formulation is used: 
 g q p     (3.38) 
where in 2D plane strain condition, 
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and in 3D case: 
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   (3.40) 
Von-Mises model 
If the material’s parameter 0  , which means the internal frictional angle is 0, the 
Drucker-Prager model reduces to the Von-Mises model. 
3.4.2 Special numerical treatment 
When Druckper-Prager model is implemented into SPH code, some special numerical 
technique are needed in order to get accurate results and avoid instability problems. 
Jaumann stress rate 
It is reported that for high strain problem, the previous equations for calculating the stress 
does not obey the so-called Material Frame Indifference (MFI) principle. A variety of the frame-
indifferent stress rates have been formulated which take the rotational motion of a rigid body 
into account. Among them, the Jaumann stress rate is the most widely used in codes (Libersky 
et al., 1993). Jaumann stress rate is defined as follows: 
 ˆ                (3.41) 
where   is the objective Cauchy stress rate tensor,   is rotation rate tensor given by: 
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   (3.42) 
Finally, the objective stress rate is obtained: 
 ˆ                (3.43) 
Tension cracking treatment 
During the computation, some numerical errors may cause the stress state to exceed the apex 
of the yield function, which is unreasonable and need to be treated artificially. Fig. depicts the 
tension cracking treatment. The hydrostatic stress components are shifted to the apex while the 
deviatoric stress tensor is set to be 0. 
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3.5 (I)-Rheology Model 
3.5.1 Basic model 
A widely accepted basic rheological model for granular flows in the dense, quasi-static, and 
inertial regimes is the so called (I)-rheology model. In 2004, the Groupement de Recherche 
Milieux Divises collected experimental data and DEM simulation results of six different types 
of shear flows, such as simple shear flow and chute flow. They found that the effective friction, 
denoted as m, defined as the shear stress over the pressure, is dependent on the so-called inertial 
number I (MiDi, 2004): 
 ( ) /I p     (3.44) 
 
/ s
d
I
P


    (3.45) 
where  is the effective friction,   is the shear rate, d is the grain’s diameter, s  is the true 
density of the grain, and p is the pressure. They also gave a physical interpretation to the inertial 
number: the parameter I is the ratio of two different timescales at the grain level: /pI T T , 
where 1/T   is the macroscopic time needed for one layer to travel over a distance d with 
respect to the other, and /p sT d p  is the time needed by the top layer to be pushed back 
to its lower position. 
Later, Jop et al. (2006) developed the developed the scalar rheology to a full tensor 
constitutive model, which is the so-called (I)-rheology model. By analyzing plenty of 
experimental data (Forterre & Pouliquen, 2003, Jop et al., 2005), they found that the effective 
frintion can be described as follows: 
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 
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
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
   (3.46) 
where s and 2 is the lower and upper bound of the effective friction, and I0 is a fitting 
parameter which is a constant. A sketch of the shape of the relation between I and m is depicted 
in Figure. 3.4, where the parameters are fitted from the chute flow using glass-beads (s =0.38, 
2=0.64, I0=0.279). 
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Figure. 3.4 Friction coefficient  as a function of the inertial number I 
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The constitutive equation is specified as follows: 
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where  is called the effective viscosity defined as:  
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2
I p




    (3.48) 
Attention should be paid that in Eqn.(3.48) there is a constant “2” in the denominator, while in 
the original definition (Jop et al., 2006) it is absent. That is because in the thesis, the strain rate 
tensor is defined different from the one in Jop et al. (2006). | | denotes the second invariant: 
0.5(0.5 )     . An important property of the (I)-rheology model is that the effective 
viscosity diverges to infinity when the shear rate goes to zero. The isotropic pressure p is 
calculated from the equation of state.  
Although I)-rheology model has been tested by experiments in 3D case, it also yields some 
simple theoretical results in 1D steady flow on incline of  where all the variables are described 
as a function of the vertical position, y. From momentum conservation equation, the pressure p 
and shear stress  in this case are linear across the layer: 
 sin ( )g H y       (3.49) 
 cos ( )p g H y      (3.50) 
where  is the bulk density:=s,  is solid volume fraction which is usually assumed to be 
a constant during the flow, g is the gravitational acceleration and H is the total height of the 
layer. According to Pouliquen et al. (2006),  is described as: 
 
max max min( )aI         (3.51) 
where max is the upper bound for the volume fraction when there is no flow, and min is the 
lower bound, and a is a constant. As a consequence, the effective friction  is a constant across 
the layer: 
 / tanp       (3.52) 
Substituting Eqn.(3.52) into Eqn. (3.46), the inertial number I is can be described as a single 
value function of slope angle  : 
 0
2
(tan )
tan
sII
 
 



   (3.53) 
Substituting Eqn.(3.50) into Eqn.(3.45) and integrating it, we obtain the velocity profile for 
different : 
 
1.5 1.52( ) ( ) cos ( ) [1 (1 ) ]
3
x
H y
v y I gH
d H
        (3.54) 
where vx is the velocity along incline and the exponent 1.5 corresponds to the Bagnold velocity 
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profile (Bagnold, 1954). 
3.5.2 Special numerical treatment 
When calculating the viscosity according to Eqn.(3.48), it diverges to infinite at the initiation 
of the flow because the strain rate is nearly 0. In order to avoid that, we set a threshold maximum 
viscosity max=30 Pa·s. If  is greater than max, we set it as max artificially. Although such 
numerical treatment cannot depict the phenomenon around the flow threshold exactly, it yields 
negligible effect on the bulk flow which is proved by following simulation results. The 
simulation time step is restricted according to CFL condition.  
3.6 Two-phase solid-fluid mixture model 
In above sections, the materials are treated as a single phase, whether a fluid type or a solid 
type. However, the solid-fluid mixture flows are very common in nature, and the interactions 
between the fluid and solid are quite important. In SPH literature, Maeda & Sakai (2004) 
pioneered the seepage failure analysis. The seepage forces are considered, but the model is 
indeed a single phase model. Later, Bui et al. (2007) pioneered the simulation of water-soil 
interaction using SPH. The soils are modeled using Drucker-Prager model and the fluid are 
models as Newtonian fluid. However, in this model, the solid and fluid phase are not allowed 
to merge with each other, which means that it is a two-phase immiscible model.  
In this section, a more generalized two-phase model, developed by Wang et.al (2016) and 
well implemented in Peng et al. (2017) and Wang et al. (2017). In this model, the soils are 
modeled using Drucker-Prager model or some other models, and the fluid are models as 
Newtonian fluid, and the particles of different phases are allowed to merge with each other. 
Details is explained as follows. 
3.6.1 Basic model 
Assuming the soils is fully saturated by water. According to the mixture theory, e.g., Drew 
(1983), Pitman & Le (2005), the mass conservation equations are given by: 
 ( ) ( ) 0t s s s s s     v    (3.55) 
 ( ) ( ) 0f f f f f f     v    (3.56) 
where subscripts s and f denote soil and water, respectively; the density   is the true density 
of each phase;   is the volume fraction; v  is the velocity vector. 
t  is the partial derivative 
with respect to time; Here, true density f of water is the density of the pore water in the 
mixture. True density 
s  of soil is the density of the particles that make up the soil, in contrast 
to the bulk density, which measures the average density of a large volume of the soil in a specific 
medium. True density of soil is thus defined as the mass per unit volume, not including the pore 
spaces in between the grains. 
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The volume fraction   of a constituent at a given point and instant is defined as the 
percentage of volume occupied by this constituent within the local volume filled by water and 
soil. Usually, it is assumed that the soils are well saturated with water, therefore it satisfies the 
saturation relationship: 
 1f s      (3.57) 
Conservation equations for momentum for solid and fluid phase are given as follows: 
 ˆ( ) ( )t s s s s s s s s s s s         v v v σ g f    (3.58) 
 ˆ( ) ( )t f f f f f f f f f f s         v v v σ g f    (3.59) 
where ˆ
sσ  and ˆ fσ  are the partial stresses of the soil and the water, respectively. sf  is the 
interaction forces exerted on the soil phase by the water phase. 
Assume that ˆ
s s sσ σ , where sσ  is the stress tensor of the dry soil. For fluid phase, 
ˆ
f f f fp   σ I τ  is assumed, where fp  and fτ  are the water pressure and the shear stress, 
respectively. The interaction force 
sf  is assumed to be composed of two parts: the buoyancy 
force s fp   and the viscous drag force: df . Under above assumptions, and rewrite the 
momentum equations in Lagranian form, they become:  
 ( )
s
s
s s s s f s d
D
p
Dt
       
v
σ g f    (3.60) 
 ( )
f
f
f f f f f f d
D
p
Dt
        
v
τ g f    (3.61) 
where the partial densities are defined as 
s s s    and f f f    respectively. 
In this study, the water is described as weakly compressible, and the Newtonian fluid model 
described in section 1 is used for calculating the stress tensor of fluid phase. As for the solid 
phase, the Drucker-Prager model or (I)-rheology model is used to calculate the solid stress 
tensor. In order to close the equation, the method of calculating the interaction force needs to 
be specified. In this study, the interaction force is assumed to be linear to the velocity differences 
of two phases: 
 ( )d d f sC f v v    (3.62) 
where the drag coefficient Cd is described as follows: 
 /d f fC k     (3.63) 
In Eqn.(3.63) f  is the bulk weight of the fluid phase defined as: f f f g   , and k is the 
hydraulic conductivity. Usually, k is a constant relevant to the type of the fluid and soils.  
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3.6.2 Discretized SPH formulation  
In this subsection, the subscript i and j denote the soil particles, a and b denote the water 
particles, respectively. Using the particle approximation described in Chapter 2, the discretized 
form of the momentum equation for solid phase is: 
 
           
s
i i j j iji
j j ij
j ji j i
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   (3.64) 
and the discretized form of the momentum equation for fluid phase is: 
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   (3.65) 
where 
ab
  and ij
  are the artificial viscous term for solid phase and fluid phase in order to 
make the simulation stable. Attention should be paid that above two equation is slightly 
different from the ones in (Wang et al., 2016), because the momentum equation is discretized 
using Eqn.(2.20) rather than Eqn.(2.21).  
Finally, the way to calculate the volume fraction for each phase needs to be specified. 
Because the water is considered as almost incompressible, therefore the water’s density 
variation cannot be used for calculating the density directly. However, the solid phase is 
considered as compressible, therefore, its density’s evolution leads to the change of its volume 
fraction.  
The continuity equation for water and soils can be obtained straight-forwardly (-SPH 
method is used): 
 
1 1
( )
j j
s N N
j ji
i i j i ij f ij i ij
j j
m mD
W hc W
Dt

  
  
     v v    (3.66) 
 
1 1
( )
b
f N N
a b b
a a b a ab s ab a ab
b b b
D m m
W hc W
Dt

  
  
     v v    (3.67) 
After the density evolution of each time-step, the volume fraction can be calculated by: 
 i
i
i



    (3.68) 
where 
i  is a constant. Since the volume fraction of solid phase is found, the calculation for 
the fluid phase is straight-forward. The discretized form of Eqn.(3.57) at fluid particle a gives: 
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1 1
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a j aj j aj
j jj j
m
W m W 
 
        (3.69) 
3.6.3 Modified Discretization of Two-Phase Mixture Model 
Above discretization equation is obtained from theoretical analysis. However, when 
implemented in SPH code, the above equations lead to explosion for water phase’s calculation. 
That is mainly because there is a great density ratio between the interface of solid-fluid mixture 
and the pure water phase. 
Initially, the partial density for the pure fluid phase is almost the same as its true density, 
because 
f f f   , and 1f  . However, the partial density in the mixture part is much 
smaller than that in the pure water region, because 1f . Unfortunately, above equations 
cannot handle big interface density ratio problems. Wang et.al (2016) proposed to use Shepard 
filter to smooth out the density ratio for interface and free-surface particles. However, 
physically the frequent use of Shepard filter may smooth out important particle’s information 
and this method is very controversy in SPH method. 
In order to solve above problems, Peng et al. (2017) proposed to evolve the true density 
f  
instead of the partial density 
f , and it yielded good results as shown in (Peng et al., 2017). 
However, following their method exactly, the desired results were not obtained in our current 
SPH code, and the reason is still under investigating. 
However, we found that by evolving the true density 
f , and using the fluid’s bulk volume, 
which is defined as: b
b
b b
m
V
 
 instead of bb
b
m
V

 , and use the equations proposed in (Peng et 
al., 2017), good results are obtained. Therefore, the modified Discretization of Two-Phase 
Mixture Model for fluid phase is: 
Continuity equation: 
 
1 1 1
( )
f N N N
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b a b a ab s ab a ab i i ia
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D m m
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Momentum equation: 
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Above equations yields reasonable and accurate results in current two-phase mixture SPH 
code. 
3.7 Discussion on constitutive model  
In order to describe the geomaterials as a continuum, five constitutive models are described 
in this chapter, and they have their own features, as listed in Table. 3.2 
Table. 3.2 Comparison of different constitutive models 
Constitutive model Characteristics Application 
Newtonian fluid model 
Strain rate dependent, constant 
viscosity, no yield stress 
Dilute suspension 
Bingham fluid model 
Strain rate dependent, constant 
viscosity, with yield stress 
Liquefied sand flow, material 
with shear resistance 
Drucker-Prager model 
Strain dependent, harden after 
yielding 
Slope failure, 
(I)-rheology model 
Strain rate dependent, non-
constant effective viscosity, with 
yield stress 
Steady incline flow, surge flow 
Two-phase mixture model 
Interaction between two phases 
are modeled 
Mixture flow, liquefaction 
 
As described in the beginning of this chapter, the selection of the constitutive model should 
correspond to the specific application. Usually, the geomaterials at rest is treated as solid, and 
it is almost a common sense to use solid mechanics to describe the granular materials, therefore, 
the Drucker-Prager model is the most widely used constitutive model among others mentioned 
above. However, some geo-hazards such as slope failure, debris flow and soil liquefaction are 
common natural disasters which involve the rapid flow of geological grains or have the potential 
to flow. From previous study, it is known that it is possible to use the fluid model or rheology 
model to describe such kind of large deformation or continuous deformation problem.  
For example, Newtonian fluid model can be used to describe very sparse particle system 
whose volume fraction is very low. Einstein derived theoretically that the effective viscosity of 
a very dilute suspension can be described as follows (Einstein, 1911): 
 
0(1 2.5 )       (3.72) 
where 
0  is the viscosity of the fluid and   is the volume fraction of the solid phase. As for 
higher concentrated suspension, there are also some empirical equations. For example, the Ree-
Eyring flow equation for mono-disperse particle suspension system is described as (Mueller et 
al., 2009): 
 
2
0 1
m

 


 
  
 
   (3.73) 
where   is the volume fraction of the solid phase and 
m  is the maximum volume fraction. 
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It shows clearly that when the volume fraction approaches to the maximum, it diverges to 
infinite and behaves like a solid. 
Kawakami et al. (1994) and Hamada et al. (1994) did a series of big-scale experiments to 
study the mechanical properties of the liquefied sand. In their models, they treat the liquefied 
sand as a very viscous fluid and measure the corresponding viscosity.  
Bingham fluid model is also capable of depicting the behavior of the geomaterials. Because 
of the nature that geomaterials is capable of resisting the deformation when under confined 
condition, Moriguchi (2005) used the Bingham fluid model in the CIP-base numerical 
simulation. The yield stress is modeled as a function of the pressure, the cohesion, and the 
frictional angel of the geomaterials, and the constitutive model of Eqn.(3.18) becomes: 
 
0 tanc p         (3.74) 
where c is the cohesion,  is the internal frictional angle (rather than the volume fraction). Naili 
et al. (2005) also used the Bingham fluid model to simulate the experimental results obtained 
by Hamada et al. (1994) and a good agreement with the experimental results are observed.  
As for the (I)-rheology model, it is developed mainly based on the experiments of dense 
dry granular flow with free surface and it is a phenomenological constitutive model. The (I)-
rheology model can depict the steady shear flow very exactly, and recent research find that it 
also can be used to describe the non-steady and under-water avalanches (Pailha & Pouliquen, 
2009).  
As for the mixture flow, although it is convenient to treat the mixture as a single phase, but 
physically, it is indeed a two-phase mixture where each constituent are driven not only by their 
own phase, but also the interaction from the other phase. Therefore, the two-phase model is 
desired for better description of the mixture flow, and it is still an open field which receives 
great attention from geotechnical engineering practitioners. 
3.8 Summary  
In this chapter, the constitutive models for geomaterials are explained in details. 
Newtonian fluid model is presented firstly. The weakly-compressible SPH method are used 
to describe the incompressible flow because of its simplicity. Three types of viscous equations 
are discussed, and the validation is presented in Chapter 4.  
In section 3.3, the Bingham fluid model are described and the special numerical treatment is 
explained. Although it is also a strain rated dependent model, the Bingham fluid model can be 
used to describe the geomaterials with shear strength.  
In section 3.4, the Drucker-Prager model is presented. As a strain dependent model, it is 
widely used in geotechnical engineering to simulate the failure problems. Some numerical 
treatment is also explained, such as the artificial treatment of tensile instability during the 
simulation.  
In section 3.5, the (I)-rheology model is explained in details. The advantages and limitations 
are also discussed. 
In section 3.6, the two-phase solid-fluid model are explained. The present two-phase solid-
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fluid model is a more advanced model than a single phase model. In this model, the solid phase 
and fluid phase are allowed to merge with each other based on the mixture theory. 
In section 3.7, a discussion on how to choose the constitutive model is presented. Based on 
the behavior of the geomaterials, it is very important to use a reasonable constitutive model in 
order to describe the deformation accurately.  
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Chapter 4 Validation of SPH method 
4.1 Introduction  
In last chapter, the constitutive models are described in details, and in this chapter the main 
purpose is to implement above constitutive models into SPH code and check its accuracy. The 
simulation results in this chapter are compared with theoretical and some existing experimental 
data from previous research. A brief description about the contents in this chapter is presented 
as follows: 
In Section 4.2, the Newtonian fluid model are validated by simulating the hydrostatic water 
dam simulation, the Couette flow simulation under small and moderate Reynolds number 
condition and the violent water dam break simulation. The density evolution techniques are 
used in order to remove the inaccuracy of the pressure field, and the comparison between 
different methods are discussed in details. The simulation results are in good agreement with 
theoretical solution and previous experimental results. A unified model for simulating 
Newtonian fluid is summarized. 
In Section 4.3 the Drucker-Prager model are validated by simulating the simple shear test 
and a soil dam break model. The stress-path and the relationship between shear stress and shear 
strain agree well with the theoretical results.  
In Section 4.4, the (I)-rheology model are validated by simulating the dry granular free-
surface flow down an incline within a certain range of the slope angle. By using the -SPH 
method, the simulation results fits well with the theoretical solution of 2D steady incline flow 
and the DEM simulation, which shows the importance of the density evolution method in 
present SPH code. A unified model for simulating dense granular flow problem is summarized. 
In Section 4.5, the two-phase mixture model is validated by simulating a falling head 
permeability test. The simulation results show that the interaction between solid and fluid phase 
are modeled accurately. 
4.2 Validation of Newtonian fluid model 
In this section, three models are simulated which are the hydrostatic water tank model, the 
Couette flow model and the water dam break model in order to validate the accuracy of present 
SPH code using the Newtonian fluid model. 
4.2.1 Hydrostatic water tank 
Numerical model description 
The first validation is a hydrostatic water tank test. Figure. 4.1 (a) shows the initial set-up of 
the simulation. A water tank with width of 2.0m and height 1.0m, is filled with water whose 
depth is H=0.9m. For hydrostatic problems, inviscid fluids model are used (Adami et al., 2012), 
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therefore, Newtonian fluid model with MCG type is implemented in this simulation. We chose 
the artificial viscosity parameter =0.24, and according to Eqn.(3.13), the equivalent dynamic 
viscosity is 18.56 Pa·s. The sound speed is chosen as 10 times of the reference velocity:
10c gH . Numerical parameters are listed in Table. 4.1  
At t=0, the particles are positioned on a Cartesian lattice whose density is the same as the 
reference density (Figure. 4.1 (b), the blue particles are water particles and black particles are 
wall particles). In order to avoid the jump of initial data caused by the pseudo-sound waves 
travelling through the domain, a damping technique proposed by Monaghan & Kajtar (2009) is 
used here for initial transient of the simulation. We define a damping time tdamp here as 1 second, 
and the acceleration during the damping time is mitigated by multiplying the damping factor as 
follows: 
 
0.5 sin(( 0.5 / ) ) 1      if    
                                                        if          
damp damp
damp
g g t t t t
g g t t
         

 
   (4.1) 
The total simulation time is 5 seconds. In order to show the advantage of the state-of-the-art 
techniques presented in Chapter 2, 3 cases are compared. In case 1, the dummy particle method 
with the -SPH method are implemented. In case 2, there is no special treatment for boundary 
particles and for the density evolution. In case 3, only the dummy particle method are used and 
there is no density treatment. 
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(a)                                   (b) 
Figure. 4.1 Numerical model of hydrostatic water tank simulation 
 
Table. 4.1 Numerical parameters of hydrostatic water tank simulation 
Number of particles (fluid, boundary) 4500,618 
Initial particle spacing x=0.02m 
Density =1000kg/m3 
Gravitational acceleration g=9.81m/s2 
Equivalent viscosity 18.56 Pa·s 
Speed of sound c=29.7m/s 
Boundary condition Free-slip boundary 
Time increment 1.0×10-4s 
Kernel, Smoothing length Morris quintic kernel, h=1.0x 
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Table. 4.2 Cases of hydrostatic water tank simulation 
Simulation cases Boundary method Density evolution method 
Case 1 Dummy particle method -SPH method 
Case 2 No special treatment No special treatment 
Case 3 Dummy particle method No special treatment 
 
Simulation results 
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(c) Case 3 
Figure. 4.2 Hydrostatic pressure contour at t=5s 
Figure. 4.2 shows the pressure field normalized by dividing the reference pressure: pref=gH 
at the last simulation time step, namely, t=5s. We’d like to emphasize that we don’t do any 
spatial and temporal average in post-process of the pressure field, which means it is the 
instantaneous pressure of every particle at t=5s exactly. It shows clearly that by using the state-
of-the-art techniques, the pressure field in Case 1 is much smoother than the usual SPH method. 
The pressure field for Case 2 is quite oscillating and inaccurate near the boundary, while in 
Case 1, the pressure is more accurate all over the domain. As for the particles’ distribution, the 
particles at the corner of the free surface in Case 1 is more ordered than that of Case 2. However, 
the comparison between Case 1 and Case 3 shows almost no difference, which mean the new 
density evolution method is not necessary in very simple hydrostatic problem. 
In order to show the results more clearly, the pressure field along the left boundary is 
extracted and draw in Figure. 4.4. For Case 1 and Case 3, the pressure coincides exactly with 
the theoretical hydrostatic pressure while for Case 2, the discrepancy is obvious. 
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Figure. 4.3 Particle position, colored with the pressure field 
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Figure. 4.4 Pressure profile at the left wall of the water tank 
4.2.2 Couette flow at low and moderate Reynolds number 
Numerical model description 
The second validation of the Newtonian fluid model is the Couette flow simulation under 
low and moderate Reynolds number condition.  
Couette flow is fluid flow between two infinite plates where the upper plate (located at y=L) 
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moves in a constant velocity, e.g., V0, along x direction while the bottom plate (located at y=0) 
is stationary. Assuming that at t=0 the system is at rest, then a series solution of the velocity 
profile is obtained according to Morris et al. (1997): 
 
2 2
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 

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       (4.2) 
where vx is the velocity along the plate’s moving direction. As time increases, the fluid is driven 
by the viscous shear forces and finally a stable flow is observed. 
In Couette flow simulation, periodic boundary is used for left and right boundary, and No-
slip boundary condition with dummy particle method is used for upper and bottom boundary. 
From Sec. 4.2.1, we know that even for extremely simple problem such as the hydrostatic water 
tank, the boundary condition must be set accurately in order to get accurate results, therefore, 
in this section and latter sections, all simulations use the dummy particle method. Initial packing 
technique is used to generate the initial distribution of the water particles. It is clearly shown in 
Figure. 4.5 the initial distribution is closer to hexagonal rather than Cartesian. -SPH method 
is used for density evolution, however, because the flow is driven mainly by viscous force, the 
density method is not very important in this simulation. 
Defining the Reynolds number as follows: 
 0Re
V L

    (4.3) 
Since the geometry is determined, by assigning different plate’s velocity, the corresponding 
flow under different Reynolds number condition can be obtained. In this subsection, we firstly 
check the applicability of different viscous term, namely, the stress type (Case 1), the Morris 
type (Case 2) and the MCG type’s (Case 3) equation, in low Reynolds condition (1.25×10-2) by 
comparing the velocity profile with the theoretical one. Then the Morris type is used for Couette 
flows under moderate Reynolds number condition (Case 4 and Case 5) to compare the flow’s 
configuration under different Reynolds number condition.  
 
Figure. 4.5 Numerical model of Couette flow 
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Table. 4.3 Numerical parameters of Couette flow simulation under low Reynolds number condition 
Number of particles (fluid, boundary) 1280, 192 
Initial particle spacing x=2.5×10-5m 
Density =1000kg/m3 
Distance between two plates L=1.0×10-3m 
Plate’s velocity and Reynolds number See Table. 4.4 
Dynamic viscosity =0.001 Pa·s 
Speed of sound 20 times of V0 
Boundary condition No-slip and Periodic boundary 
Kernel, Smoothing length Morris quintic kernel, h=1.0x 
Density evolution method -SPH method 
Table. 4.4 Cases of Couette flow simulation 
Simulation cases V0 Reynolds number Viscous term 
Case 1 1.25×10-5 m/s 0.0125 Stress type 
Case 2 1.25×10-5 m/s 0.0125 Morris type 
Case 3 1.25×10-5 m/s 0.0125 MCG type 
Case 4 1.25×10-3 m/s 1.25 Morris type 
Case 5 1.25×10-1 m/s 125 Morris type 
 
Simulation results: Couette flow under low Reynolds number condition 
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(a) Case 1 Stress type                   (b) Case 2 Morris type 
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(c) Case 3 MCG type 
Figure. 4.6 Velocity profile for different cases under low Reynolds number condition (Re=0.0125) 
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Figure. 4.6 shows the comparison of SPH and series solution for different cases. In Case 1, 
the stress type equation is used for calculating the viscous shear force. As can be seen in Figure. 
4.6 (a), the results are quite different from the series solution. During the simulation, particles 
form some clusters which is very unphysical, and the stable flow cannot be observed. The 
reasons are still under investigation. 
In Case 2, the Morris type equation is used, and the results are in close agreement with the 
theoretical series solution, which means the Morris type equation is accurate and the boundary 
condition is implemented exactly.  
In Case 3, the MCG type equation is used and the results are also close to the theoretical one. 
For the initiation stage (t<0.1s), some discrepancies are found but the simulation results collapse 
to the series solution very quickly and finally, the stable flow is also observed. 
From above analysis, it is clear that for the Couette flow problem, the Morris type equation 
(Case 2) yields the best results even though it doesn’t conserve the angular momentum as 
exactly as MCG type equation (Case 3). The stress type equation (Case 1) fails in simulating 
the Couette flow problem.  
Simulation results: Couette flow under moderate Reynolds number condition 
In above cases, the Reynolds number are extremely small (Re=0.0125). By assigning a high 
velocity of the moving plate, a higher Reynolds number condition can be achieved. Since the 
Morris type equation yields the best results as mentioned above, then the Couette flow under 
moderate Reynolds number condition are investigated by using the Morris type viscous 
equation. In Case 4 and Case 5, the corresponding Reynolds number are 1.25 and 125, 
respectively. 
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(a) Case 4                              (b) Case 5 
Figure. 4.7 Velocity profile for different cases under moderate Reynolds number condition  
 
Figure. 4.7 shows the velocity profile for different time steps. As can be seen, for Re=1.25, 
the velocity profile also fits very well with the theoretical results, while for Re=125, there are 
some small discrepancies. For t=0.05s and t=0.1s, the simulation results over-predict the 
velocity slightly. However, the bulk flows’ velocity is still comparable with the theoretical one. 
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(a) Case 2 (Re=0.0125)         (b) Case 4 (Re=1.25)          (c) Case 5 (Re=125) 
Figure. 4.8 Particles distribution at t=2.5s for different cases, colored with normalized velocity by 
dividing plate’s velocity: V0  
When the Reynolds number increases to some extent, it is well-known that the laminar flow 
has the potential to transit to turbulent flow. Figure. 4.8 shows the particles distribution at t=2.5s 
when the flow becomes stable. As can be seen, for extremely small Re, particles distribution in 
Case 2 is relatively ordered. As the Re increases, the particles’ distribution becomes more 
disordered, which shows that the Couette flow has the tendency to become turbulent flow under 
high Reynolds number condition.  
4.2.3 Water dam break  
Numerical model description: Model 1 
The last validation for Newtonian fluid model is the water dam break simulation. Unlike the 
previous problems in this section, the water dam break generates more violent flow. In this 
subsection, two models with different sizes are simulated. Model 1 is depicted in Figure. 4.9. A 
water column, with rectangle size H=600mm and L=H, is initially located on the left-bottom of 
the water tank. The right wall is located at Lwall=5.366H. The existing experimental results are 
also available in previous studies, see, Martin et al. (1952), Koshizuka & Oka (1996). 
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(a) Numerical model  
(b) Initial particles distribution, colored with 
normalized pressure 
Figure. 4.9 Numerical model of water dam break simulation (Model 1) 
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From discussions in Sec.4.2.2, we know that Morris and MCG type is superior than Stress 
type, therefore, Newtonian fluid model with MCG type is implemented in this simulation, and 
we found that there is almost no difference for using either MCG type or Morris type equation. 
We chose the artificial viscosity parameter =0.06, and according to Eqn.(3.13), the equivalent 
dynamic viscosity is 4.367 Pa·s. The sound speed is chosen as 20 times of the reference velocity:
20c gH . In order to avoid the high-frequency oscillation at the initiation of the flow, the 
hydrostatic pressure is assigned to water particles, see Figure. 4.11 (b). It should be noted that 
this initial condition doesn’t satisfy the Poisson’s equation, but it yields negligible influence on 
the subsequent flow. (Exact initial pressure field can be obtained by Level-Set method, see 
Colagrossi & Landrini (2003)). Numerical parameters are listed in Table. 4.1 
For violent flow, the pressure is usually very oscillating during the flow. In this simulation, 
the 3 Cases are simulated: Case 1 is the usual method without using any density evolution 
technique. Case 2 uses the MLS method for every 20 time-steps, and in Cases 3 the -SPH 
technique are implemented. 
 
Table. 4.5 Numerical parameters of water dam break simulation 
Number of particles (fluid, boundary) 2500,2022 
Initial particle spacing x=0.012m 
Density =1000kg/m3 
Gravitational acceleration g=9.81m/s2 
Equivalent viscosity 4.367 Pa·s 
Speed of sound c=48.52m/s 
Boundary condition Free-slip boundary 
Time increment 5.0×10-5s 
Kernel, Smoothing length Morris quintic kernel, h=1.0x 
 
Table. 4.6 Cases of water dam break simulation 
Simulation cases Density evolution method 
Case 1 No special treatment 
Case 2 MLS every 20 time-steps 
Case 3 -SPH method 
 
Simulation results: Evolution of the water front and height 
In fluid mechanics, it is convenient to compare the results of different sizes by using the 
normalized non-dimensional quantity. Here, the dimensionless time is defined as: 
 /t t g H     (4.4) 
The dimensionless length is defined as: 
 
l
l
H
     (4.5) 
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The dimensionless pressure is defined as: 
 
p
p
gH
     (4.6) 
Firstly, the wave front propagation is depicted as shows in Figure. 4.10(a), and also compared 
with the experimental results and shallow-water theoretical solution (Dressler, 1952). It can be 
seen that simulation results of all 3 cases are quite similar, and they over-predict the 
experimental results slightly, but good agreement is still observed, and they also agree well with 
the shallow water solution. Figure. 4.10(b) is the evolution of the water column’s height, and it 
fits well with the experiment. 
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(a) Water front position vs. time  (b) Water column height vs. time 
Figure. 4.10 Evolution of the water front and height  
Numerical model description: Model 2 
In order to compare the pressure field during the simulation, the model 2 is used and depicted 
in Figure. 4.11. In this model, the same size is chosen as Colagrossi & Landrini (2003) and 
Marrone et al. (2011). The only difference between model 1 and model 2 is that in model 2, the 
initial width of the water column is L=2H, and the water particles are 5000.  
The same cases as model 1 are simulated. Besides, a pressure probe is embedded on the right-
bottom of the vertical wall where the pressure during the flow is recorded, and the existing 
experimental results are also available, see Buchner (2002).  
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(a) Numerical model  
(b) Initial particles distribution, colored with 
normalized pressure 
Figure. 4.11 Numerical model of water dam break simulation (Model 2) 
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Simulation results: Evolution of the flow and pressure field 
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Figure. 4.12 Snapshots of water dam break simulation at different time, colored with normalized 
pressure, Case 1 
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Figure. 4.13 Snapshots of water dam break simulation at different time, colored with normalized 
pressure, Case 2 
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Figure. 4.14 Snapshots of water dam break simulation at different time, colored with normalized 
pressure, Case 3 
 
For all of the 3 Cases, the configurations of the flow are similar to each other. The breaking 
water column strike on the right rigid wall and climbs up along the wall to a certain height, and 
then hits the bulk flow violently. Then a second splash happens, as can be seen at t*=7.4. The 
shapes of the cavity are a little bit different from each other.  
However, the pressure field in Case 1 is very oscillating, while the pressure field in Case 2 
and Case 3 are much smooth, thanks to the implementation of the MLS method and -SPH 
method, respectively. We’d like to highlight that no spatial average is used for post-process of 
the pressure field. Therefore, the density evolution using MLS method and -SPH yield more 
accurate results. 
Then the pressure on the wall are compared with the experimental results. The wall’s pressure 
is calculated by averaging all the particles pressure to the position of the pressure probe using 
the kernel function. As can be seen from Figure. 4.15, the pressure obtained from SPH 
simulation are quite oscillating, though the density evolution techniques are used in Case 2 and 
Case 3. However, the pressure using -SPH method are the smoothest among all 3 cases. The 
water front hits the right rigid wall at around t*=2.5, and then an increase of the pressure are 
measured by experiments. A relatively stable plateau is shown in experimental data, while the 
SPH simulation of under-estimates the pressure. Finally, a second peak is captured at t*=6, 
while in the SPH simulation, the peak of the pressure is obtained around t*=6.5. The simulation 
results are quite similar to the one presented in Marrone et al. (2011), where the peak occurrence 
is also slightly delayed in their simulation.  
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(a) Case 1: No special treatment              (b) Case 2: MLS method 
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(c) Case 3: -SPH method 
Figure. 4.15 Comparison of wall pressure at bottom right between SPH simulation and experiment 
 
The discrepancy for t* between 3 to 5 is mainly due to the fact that when water tongue climb 
up along the vertical rigid wall, the particles’ number at the tongue part is little, and the error 
therefore is very obvious. This error can be solved by using higher resolution, but the simulation 
time will also increase greatly. As for the pressure’s oscillation and value, we found that only 
the -SPH method yields only positive pressure, which shows that -SPH method has advantage 
in depicting and calculating more accurate pressure field. 
Based on above simulation results and discussions, it can be concluded that the accuracy of 
Newtonian fluid model is well validated in our SPH code. Besides, the advantage of some state-
of-the-art techniques, especially the density evolution methods, are shown in the comparison of 
different cases.  
4.3 Validation of Drucker-Prager model 
In this section, the Drucker-Prager model is validated by a simple shear test simulation.  
Numerical model description  
Figure. 4.16 illustrates the numerical set-up of the simple shear test. The square soil specimen, 
with size L=H=0.2m is confined by upper and bottom plate. In order to simplify the simulation, 
the periodic boundary condition is used for left and right boundary of the model. All the 
particles are moving in a given horizontal velocity defined as follows: 
 0.01   [ / ]xv y m s    (4.7) 
Therefore, the corresponding shear strain rate is a constant. A confining pressure (e.g. 100 kPa) 
is given to all particles in order to make the constrained condition. Under such condition, the 
volumetric strain is neglected, and the principle stress is the same as the confining pressure.  
The numerical parameters are listed in Table. 4.7. Gravitational acceleration is neglected. 3 
Cases are tested, whose cohesion are 0, 50kPa, and 100 kPa, respectively. The stress and strain 
history in the middle of the specimen is measured to check the behavior of the soil specimen.  
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Figure. 4.16 Numerical set-up of the simple shear test simulation 
 
Table. 4.7 Numerical parameters of simple shear test simulation 
Number of particles (soils, boundary) 400,120 
Initial particle spacing x=0.01m 
Density =0000kg/m3 
Shear modulus G=400 kPa 
Poisson’s ratio 0.25 
Confining pressure  p0=100 kPa 
Internal friction angle =30.0° 
Boundary condition No-slip boundary 
Time increment 1.0×10-4s 
Kernel, Smoothing length Morris quintic kernel, h=1.0x 
 
Table. 4.8 Cases of simple shear test simulation 
Simulation cases Cohesion 
Case 1 0 
Case 2 50 kPa 
Case 3 100 kPa 
 
Simulation results 
The stress and strain in the middle of the specimen is extracted and depicted in Figure. 4.17. 
As can be seen, the stress path is a vertical line because the confining pressure is a constant and 
the volumetric strain is almost 0 due to the impulsive velocity field in Eqn.(4.7). When the 
specimen is sheared into elasto-plastic regime, the yield function gives: 
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Using the equation in Chapter 3, it is easy to derive that the stress-strain relationship for simple 
shear test is: 
 
0
                                                          before yielding
3 2 2 sin 2 2 cos
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where xy is the engineering shear strain, which is 0.01/s in this simulation. Good agreement is 
observed in Figure. 4.17, which means that the Drucker-Prager model works well in present 
SPH code. 
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(a) Stress path                  (b) Shear stress-Shear strain relationship 
Figure. 4.17 Simulation results of simple shear test simulation 
4.4 Validation of (I)-rheology model 
In this section, the (I)-rheology model is validated by simulating the incline dry granular 
free-surface flow. 
Numerical model description  
Figure. 4.18 shows the initial set-up of the simulation. An assembly of dry granular materials 
are initially positioned on a slope with angle . Under the gravity, the granular materials will 
flow down the slope and form a steady flow when the slope angle is in a certain range.  
Parameters need to be defined. For the present (I)-rheology model, I0, s and 2 are fitting 
parameters from the experiments. A reference value can be referred in Jop et al. (2006), whose 
value is obtained from the three dimensional experiments of glass-beads flowing down a trench. 
In those experiments, the volume fraction of the materials are assumed to be a constant, e.g., 
=0.6 for all the flow with different slope angle. However, our recent research results of 2-D 
DEM simulations show that during the flow, the volume fraction is dependent not only on the 
slopes angle, but also on the grain size distribution. Besides, the fitting parameters are also 
dependent on the materials inter-frictional angle and the grain size distribution. Therefore, in 
this simulation, the parameters from the fitting of 2D DEM simulation results are used, as listed 
in Table. 4.9 and Table. 4.10. For different slope angle, the volume fraction is different, 
therefore the bulk density of the granular layers are different from each other.  
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In previous validation, although the density evolution techniques such as MLS method and 
-SPH are used to obtain more accurate and smooth pressure field, but those techniques don’t 
affect the simulation results too much. However, in the (I)-rheology model, the inertial number 
is defined as: / / sI d p  , therefore, in order to calculate the accurate inertial number, it 
is very important to obtain the pressure field exactly. In this simulation, -SPH method is used 
for density evolution, which yields very good simulation results.  
 
 
Figure. 4.18 Numerical model of incline dry granular flow simulation: initial particles distribution 
 
Table. 4.9 Numerical parameters of incline dry granular flow simulation 
Number of particles (fluid, boundary) 2240,160 
Initial particle spacing x=0.001m 
True density of particles s=2450 kg/m3 
Grain’s mean diameter d=0.002m 
I0, s and 2 
Gravitational acceleration g=9.81m/s2 
Threshold maximum viscosity 30.0 Pa·s 
Speed of sound c=20.0m/s 
Bottom boundary condition No-slip boundary 
Time increment 2.0×10-6s 
Kernel, Smoothing length Wendlend C4 kernel, h=1.2x 
 
Table. 4.10 Cases of incline dry granular flow simulation 
Simulation cases Incline Angle Volume Fraction Bulk density 
Case 1 =21.0° =0.765 =kg/m3
Case 2 =23.0° =0.746 =1827 kg/m3 

x 
y 
H=0.028m 
g 
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Case 3 =25.0° =0.722 =1768 kg/m3 
Case 4 =27.0° =0.688 =1685 kg/m3 
Case 5 =29.0° =0.666 =1632 kg/m3 
 
Simulation results 
It is convenient to compare the results of different sizes by using the normalized non-
dimensional quantity. Here, normalized pressure is defined as: 
 
p
p
gH
     (4.10) 
The normalized velocity is defined as: 
 * x
x
v d
v
H gH
    (4.11) 
And the normalized height is defined as: 
 
* /y y H    (4.12) 
The maximum velocity’s time history is plotted in Figure. 4.19 and compared with the 
theoretical maximum velocity when the incline flow is stable. The time to reach a stable flow 
is different for each case. The higher the slope angle is, the longer time it takes to form the 
steady flow. Finally, all the flows reach the steady condition. However, for the SPH simulation 
without using the d-SPH method, the accuracy is very low (see the triangle line in Figure. 4.19). 
That is because the pressure is calculated directly from the equation of state. If the density is 
not calculated accurately, the pressure will be very oscillating during the flow. Figure. 4.20 
shows the pressure field of =25° when t=5s. It is obvious that the pressure field in Figure. 4.20 
(a) is very smooth and close to the linear pressure field as Eqn.(3.54), while the pressure field 
in (b) is very oscillating. 
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Figure. 4.19 Time history of maximum velocity  
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(a) With -SPH method             (b) Without  -SPH method 
Figure. 4.20 Comparison of pressure field of t=5s 
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(a) Velocity profile                        (b) Inertial number profile 
Figure. 4.21 Simulation results of dry granular incline flow 
 
The final stable velocity and the inertial number profile is depicted in Figure. 4.21, (a) and 
(b), respectively. It can be seen that the velocity profile obtained by SPH fits well with both 
DEM and theoretical results. For inclination of 29.0°, a steady flow was not reached in DEM, 
while SPH simulation did, which means the I)-rheology model cannot capture the transition 
from steady flow to collisional flow for high inclination cases. 
As for the inertial number, the model assumes a steady flow regime in which I is constant 
across the depth, and the SPH results agree well with this assumption for the slope inclination 
smaller than 27.0° and some discrepancy at the free surface can be found for inclinations higher 
than 27.0°. While for 29.0°, the inertial number at the free surface is very inaccurate, which is 
shown by a very rapid drop.  
From the above analysis, it can be concluded that SPH code using I)-rheology is validated 
by comparing with both analytical and DEM result. However, the I)-rheology cannot depict 
the transition from steady flow to collisional flow for high inclinations.  
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Finally, it should be emphasized that the viscous term in I)-rheology model is the Stress 
type. As is shown in Sec.4.2, the validation of Newtonian fluid model shows that Morris type 
and MCG type’s viscous term have superiority than Stress type. However, in this special 
constitutive model, both of them doesn’t work anymore.  
For example, if the Morris type viscous term is used, the incline flow tends to be stable for a 
relatively short time, and then explodes. Figure. 4.22 shows the maximum velocity’s time 
history when angle is 25.0° and all the simulation parameter is the same as described above. 
Before t<6s, the simulation tends to become stable and converge to the theoretical results. 
However, as time increases, the particles will fly into the air and strong particle-overlap 
phenomenon is observed. The reason is still under investigation, but the Stress type viscous 
term can yield very stable and accurate results, which is shown in above analysis. 
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Figure. 4.22 Time history of maximum velocity using Morris type viscous term 
4.5 Validation of two phase solid-fluid mixture model 
In this section, a falling head permeability test simulation are conducted to validate the two-
phase solid-fluid mixture model.  
Numerical model description  
The numerical set-up is depicted in Figure. 4.23. Water are filled in the U-tube, with an initial 
water head difference h0=1.3m. Under the pressure gradient, the water flows through the porous 
media in the middle of the U-tube. Theoretically, the water head difference can be described as 
follows: 
 
2
dh h
a k Adt
L
     (4.13) 
where a =1m2is the area of the tube, k is the coefficient of permeability, h is the water head 
difference, A=1m2 is the cross-sectional area of the porous media (volume fraction n=0.5) and 
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L=1m is the length of the it. Integrating Eqn.(4.13), the coefficient of permeability is obtained: 
 0ln
2
haL
k
At h
    (4.14) 
And the water head difference can be expressed as follows: 
 0
2 /kt L
h
h
e
    (4.15) 
The numerical parameters are listed in Table. 4.11. 4 cases are tested, whose coefficient of 
permeability are 0.001m/s, 0.005m/s, 0.01m/s and 0.05m/s, respectively. During the simulation, 
the water head differences are recorded and the coefficient of permeability is calculated 
according to Eqn.(4.14).  
 
Figure. 4.23 Numerical set-up of the permeability test simulation 
 
 
Table. 4.11 Numerical parameters of permeability test simulation 
Number of particles (water, soils, boundary) 2720,400,2649 
Initial particle spacing x=0.1m 
Density of water and soils f=1000kg/m3s=2450kg/m3 
Initial water head difference h0=1.60m 
Volume fraction of solid phase  s=0.5 
Gravitational acceleration g=9.81m/s2 
Boundary condition No-slip boundary 
Time increment 2.0×10-4s 
Kernel, Smoothing length Morris quintic kernel, h=1.0x 
 
soils 
h
0
=
1
.3
m
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Table. 4.12 Cases of permeability test simulation 
Simulation cases Coefficient of permeability 
Case 1 k=0.001m/s 
Case 2 k=0.005m/s 
Case 3 k=0.01m/s 
Case 4 k=0.05m/s 
 
Simulation results 
The total simulation lasts for 100 seconds. Figure. 4.24 shows the water particles distribution 
at the beginning and the end of the simulation of Case 3. As can be seen, at the beginning, water 
particles are placed orderly. During the flowing, the water in the middle of the soils are squeezed 
out to right part of the U-tube and water in left part flows into soils. Because the mass of water 
particles in the soils initially are half of the water particles which are placed out of the soil 
specimen, their bulk volume shrinks, and the bulk volume of water particles flow in the soil 
specimen expanded. By using the -SPH method, smoothed pressure field are obtained. 
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Figure. 4.24 Water particle distribution at the beginning and end of the simulation (Case 3) (Colored 
with pressure) 
Comparison between SPH simulation results and theoretical results are depicted in Figure. 
4.25. As can be seen in Figure. 4.25 (a), the water head difference fits well with the theoretical 
one calculated by Eqn.(4.15) for the cases of 2-4 when k is greater than 0.005m/s. As for case 
1 whose coefficient of permeability is 0.001m/s, some discrepancy is found, which is possibly 
due to the expansion of the volume of the particles at the free surface. Figure. 4.25 (b) is the 
time history of the equivalent coefficient of permeability. As can be seen, at the beginning of 
the simulation, the coefficient about 2 times as larger as the assigned value. That is due to the 
sudden exert of the gravity on all fluid particles. As time increases, the coefficient of 
permeability decreases, and finally it collapses to the theoretical value listed in Table. 4.12. In 
Case 4, we miss the results after 42s because the water head differences becomes negative (but 
very close to 0), which is due to the numerical error. In Case 1(k=0.001m/s), the discrepancy is 
also observed (about 1.5 times of the theoretical value), but it shows the tendency to decrease 
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to the theoretical one. 
From above analysis, it can be concluded that the two-phase mixture model is well 
implemented in current SPH code.  
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(a) Time history of water head difference    (b) Time history of coefficient of permeability 
Figure. 4.25 Comparison between SPH simulation results and theoretical results 
4.6 Summary 
In this chapter, the constitutive models presented in Chapter 3 are validated  
In section 4.2, the Newtonian fluid model is validated by simulating the hydrostatic water 
tank, the Couette flow at low and moderate Reynolds number condition and the violent water 
dam break problem. In the first simulation, the advantage of the solid boundary condition 
technique, namely the dummy particle method is validated by comparing the pressure field with 
the theoretical solution. In the second simulation, different types of viscous equation in 
discretized form are studied. For Couette flow, the Morris type equation yields the best results, 
while the stress type equation fails. In the third simulation, the simulation results using different 
density evolution methods are compared. The simulation results are also comparable with 
existing experimental results, and among them, -SPH method shows its superiority. To 
summary, a unified SPH formulism for simulating Newtonian fluid flow can be described as in 
Table. 4.13. The combination of “√” mark can be used. 
 
Table. 4.13 A unified SPH formulism for Newtonian fluid flow 
Wall boundary 
condition 
No treatment (×) Dummy particle method(√) 
Density evolution 
method 
No treatment (×) MLS method(√) -SPH method(√) 
Viscous term Stress type(×) Morris type(√) MCG type(√) 
 
In section 4.3, the Drucker-Prager model is validated by simulating the simple shear test. The 
stress path and the stress-strain relationship are compared with theoretical ones and good 
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agreements are obtained. For solid constitutive model in which stress depends on the strain 
rather the strain rate, there is no need to use complicated density evolution method. 
In section 4.4, the (I)-rheology model is validated by simulating the incline dry granular 
free-surface flow. The macro-mechanical parameters (I)-rheology model are obtained from 
the fitting results of DEM simulation. The SPH simulation results agrees well with the 
theoretical solution and the DEM simulation results. The demerits of the (I)-rheology model 
is also exposed, which is the failure of describe the transition of inertial flow to collisional flow. 
A unified SPH formulism for simulating Newtonian fluid flow can be described as in Table. 
4.14. The combination of “√” mark can be used. 
 
Table. 4.14 A unified SPH formulism for Dense granular flow using (I)-rheology model 
Wall boundary 
condition 
No treatment (×) Dummy particle method(√) 
Density evolution 
method 
No treatment (×) MLS method(√) -SPH method(√) 
Viscous term Stress type(√) Morris type(×) MCG type(×) 
 
In section 4.5, the two-phase solid-fluid model is validated by simulating a falling water head 
permeability test. The coefficient of permeability is in SPH simulation is comparable with the 
assigned value, which means the interaction forces are well described in present two-phase solid 
fluid mixture model. 
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Chapter 5 Application to geotechnical problems 
5.1 Introduction 
In this chapter, numerical simulations of the geotechnical engineering problems are carried 
out using the SPH method as presented in previous chapters.  
Liquefaction  
Liquefaction is a common natural disaster usually occurs after the earthquake. For the 
saturated loose sand deposits (Figure. 5.1 (a)), when it suffers from strong shaking under the 
undrained condition, the pore pressure increases dramatically. As a consequence, the effective 
stress between the sand particles becomes very small, and even they lose the contact force from 
each other, as depicted in Figure. 5.1 (b), where the particles are floating in the water. Because 
the loss of the effective stress, the sand cannot resist any shear deformation and behaves like a 
water. Under some certain conditions, such as lying on a slope or triggered by some outer forces, 
the liquefied sand will flow very easily and the pore water pressure will dissipate during the 
seepage process. Finally, the fluid-like becomes dense and regain the strength to resist 
deformation (Figure. 5.1 (c)).  
 
(a) loose state          (b) floating state           (c) dense state 
Figure. 5.1 Process of liquefaction of loose sand deposits 
Liquefaction disaster causes huge damage to human beings and the infrastructures. A 
common case is the liquefaction of the foundation consists of liquefiable soils. After 
liquefaction, the soils has the potential to flow through the pile foundations under the buildings, 
as depicted in Figure. 5.2 (a). If the force exerted by the flow is too big, the pile foundations 
may be destroyed and cause the building to collapse (Figure. 5.2 (b)). Sometimes the 
liquefaction is unavoidable, therefore, the prediction of the forces on the pile foundations 
becomes significant. 
A simplified case is the experiment of cylinder drag under the 0 effective saturated granular 
layer and measure the drag force exerted on the moving cylinder. Besides, more data can be 
collected in the experiments, such as the velocity field around the cylinder. The original 
experiments were dong by Otake et al (2016). In section 5.2, the experimental results are 
presented first, and the SPH simulation using the Newtonian fluid model and the Bingham fluid 
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model are conducted in order to reproduce the experimental results quantitatively.  
 
(a) Sketch of the foundation            (b) Building collapses after earthquake [89] 
Figure. 5.2 Illustration of the liquefiable layer and its influence on pile foundations 
 
Soil (rock) avalanche 
Another very common natural disaster is the soil or rock avalanche flowing down a slope. 
Loose deposits of soils or rocks have the potential to flow down the slope, especially under 
earthquake or heavy rain condition. The massive flows of the avalanches are disastrous. Figure. 
5.3 is an example of the rock avalanches flows down a valley and the bridge is submerged and 
destroyed by the massive rock flow. If the runout distance of the avalanche can be predicted in 
advance, it can provide valuable references for designing the bridge in order to avoid the hit of 
the avalanche or to mitigate the damage (Figure. 5.3). 
In section 5.3, dry granular avalanche simulations are carried out to study the behavior of it 
and the results are compared with the DEM simulation results.  
 
  
(a) Sketch of the avalanche             (b) avalanche destroyed the bridge [90] 
Figure. 5.3 Illustration of the avalanche and its damage to infrastructure 
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5.2 Simulation of cylinder dray through 0 effective stress saturated layer 
5.2.1 Cylinder drag experiments  
Experimental set-up 
Figure. 5.4 shows the sketch of the experimental apparatus. An acrylic rectangular box with 
a length of 480mm, a width of 200mm and a depth of 190mm were filled up to about half-full 
with the mixture of spherical Poly-Styrene (hereinafter denoted as PS) beads (shown in Figure. 
5.5), whose diameter is between 0.7 to 1.2 mm. These PS beads is of the following physical 
properties: a density of 1.05 g/cm3, a maximum void ratio of emax=0.733 and a minimum void 
ratio of emin= 0.671 respectively. 
By adding a small portion of compound like Sodium Poly-Tungstate (SPT) powder for heavy 
aqueous solution, perfect density matching of PS beads suspension was realized, which means 
PS beads are suspending in the suspension like perfectly liquefied sands. This particle-fluid 
mixture is more capable of keeping stable liquefied state than the common experiments using 
sands. Because the particles are suspending in the solution, the effective stress is assumed to be 
0, then the 0 effective stress saturated layer is produced. 
Six samples (A~F) were made by using different amount of SPT solution and PS beads with 
various solid volume fraction as shown in Table. 5.1, where Mw and Mb is the mass of SPT 
solution and PS beads, S is the solid fraction, e is the void ratio, and Dr is the relative density 
respectively. The relation between solid fraction S and void ratio e is:  
 
1
=
1
S
e
   (5.1) 
It should be noted that in Table. 5.1, when the solid volume fraction is less than 0.577, the 
relative density is less than 0, which means it doesn’t exist in dry condition under gravity. 
Therefore, the value of the void ratio is neglected. 
 
 
(a) Side view                                (b) Bottom view 
Figure. 5.4 Sketch of apparatus of the cylinder drag experiments 
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(a) Ps beads                        (b) Particle size distribution curve 
Figure. 5.5 Poly-Styrene beads 
 
An acrylic cylinder of 25 mm diameter, embedded in advance, is attached to a load cell that 
can measure the drag force while it moves in length direction with constant velocity of v=10, 
30, 50, 80 and 100mm/s respectively. In order to obtain the velocity field, some portion of 
colored beads were mixed so that we can use high speed camera to trace it for PIV analysis. 
The camera is set under the bottom of the water tank, and photographs were taken in every 0.02 
seconds. Figure. 5.6 is a picture of the experiment.  
 
Table. 5.1 Parameters of six samples 
Sample A B C D E F 
Mb (g) 4513.9 5152.2 5883.0 5883.0 5769.8 5883.0 
Mw (g) 4126.0 4126.0 4622.4 4312.2 4150.0 4150.0 
S 0.522 0.555 0.560 0.577 0.582 0.586 
e -- -- -- 0.733 0.718 0.716 
Dr -- -- -- 0% 20% 40% 
 
 
Figure. 5.6 Picture of the cylinder drag experiment 
 
Experimental results: drag forces 
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The time-history curve of drag force exerted on cylinder is measured by load cell in rate of 
0.001. Figure. 5.7 is an example of the results when solid fraction is 0.582 and velocity of 
cylinder is 50mm/s. For each case of different velocity and solid fraction, 10 trials were made 
and the relatively stable part are chosen, and then calculated the mean value.  
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Figure. 5.7 Time-history curve of drag force  
 
0 20 40 60 80 100
0
2
4
6
8
10
D
ra
g
 f
o
rc
e 
p
er
 d
ep
th
 o
n
 c
y
li
n
d
er
 (
N
/m
)
Velocity (mm/s)
 S=0.522
 S=0.555
 S=0.56
 S=0.577
 S=0.582
 S=0.586
0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0
1
2
3
4
5
6
7
8
9
10
11
12
 
D
ra
g
 f
o
rc
e 
p
er
 d
ep
th
 o
n
 c
y
li
n
d
er
 (
N
/m
)
 
 
Solid Fraction S
 v=10mm/s
 v=30mm/s
 v=50mm/s
 v=80mm/s
 v=100mm/s
SRLP=0.555
 
(a) Drag forces vs. cylinder’s velocity        (b) Drag forces vs. solid volume fraction 
Figure. 5.8 Drag forces with respect to solid volume fraction and cylinder’s velocity 
 
Figure. 5.8(a) shows the measured drag force exerted on cylinder in different cases. 
According to the figure, drag force increases as the velocity of the cylinder increase in all cases, 
and seems to be linear relation. Figure. 5.8(b) is the same results but defining horizontal axis as 
solid fraction. It can be seen from the figure that the drag force is in a low level when solid 
fraction is less than 0.555, but increase sharply if it is greater than this value. This corresponds 
to the phase transition point, referred to as the random loose packing state or the jamming point 
in the granular physics, whose density is reported as SRLP=0.550 ± 0.006 (Song et al., 
2008),(Onoda & Liniger, 1990). When S < SRLP, no inter-granular contact points is persistent, 
and the drag force is mainly exerted by the pore fluid flow, and the grain-fluid mixture behaves 
as a fluid. It should be noted that SRLP is smaller than that of the maximum void ratio (Smax=0.577) 
measured by the testing protocol JSF T161-1990, possibly because of the gravitational 
compaction during the test. 
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When the experiment was carried out with larger solid fraction than 0.582, a noticeable heave 
occurs in front of the cylinder at the surface of the model ground. Due to the sensitivity and the 
limitation of range of the load cell, measurement of the drag force became difficult. 
Experimental results: Velocity fields around cylinder 
 
Figure. 5.9 Example of picture from high speed camera (1024×768 pixel) 
 
Figure. 5.9 shows an example of the picture taken from the bottom of the water tank when 
the cylinder is in the middle of the image. By analyzing a series of continuously taken pictures, 
the velocity fields were obtain as shown in Figure. 5.10. (Velocity change from v =50mm/s to 
v=100mm/s and solid fraction from S =0.555 to S=0.586) 
In Figure. 5.10, cylinder is in the middle of every figure, and the legend is the velocity 
proportion of the maximum velocity, which is the constant velocity of the moving cylinder. 
According to Figure. 5.10, velocity fields change as the velocity and solid fraction increases. 
Although apparent differences are hard to tell, it can be seen that effects of the moving cylinder 
are quite localized around cylinder.  
In order to analyze the velocity fields in a quantitative manner, the velocity data along the 
moving direction and perpendicular direction within 3.5 times of diameter region were 
extracted and drawn in Figure. 5.11. (Gray circle is the cylinder part). Comparing these figures, 
we have several qualitative findings:  
1) Moving cylinder affects more in the moving direction than the perpendicular direction.  
2) For small solid fraction, the differences between velocity variations are more obvious, 
especially in the area behind the moving cylinder. For large solid fraction, effects are almost 
the same. 
3) In moving direction, the effects of the moving cylinder in large solid fraction transmit to 
area in front of the cylinder, which is hard to be seen in small solid fraction.  
4) In perpendicular direction, there is a minimal velocity value occurs in about 0.5 to 1.0 
diameter region.  
5) All the velocity fields are localized in one diameter zone from the center of the cylinder.  
It can be inferred that the bigger the solid fraction is, the more localized area it will be. These 
findings may be the results of two aspects: one is the difference in equivalent viscosity; the 
other is the difference of interaction forces between the PS beads particles. The former is fluid 
factor, and the latter is the solid factor. 
 
Cylinder 
Boundary of the 
water tank 
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(a) S=0.555, v=50mm/s                     (b) S=0.555,v=100mm/s 
 
300 400 500 600 700 800
100
200
300
400
500
600
700
P
ix
e
l
Pixel
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
300 400 500 600 700 800
100
200
300
400
500
600
700
P
ix
e
l
Pixel
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
 
(c) S=0.582, v=50mm/s                     (d) S=0.582,v=100mm/s 
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(e) S=0.586, v=50mm/s                     (f) S=0.586,v=100mm/s 
Figure. 5.10 Velocity field around cylinder of different cases  
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(a) S=0.555 
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(b) S=0.582 
-4
-3
-2
-1
0
1
2
3
4
0.0 0.2 0.4 0.6 0.8 1.0
D
is
ta
n
ce
 i
n
 m
o
v
in
g
 d
ir
ec
ti
o
n
 (
d
)
Velocity Proportion
 v=10mm/s
 v=50mm/s
 v=100mm/s
Moving Direction
-4 -3 -2 -1 0 1 2 3 4
0.0
0.2
0.4
0.6
0.8
1.0
V
el
o
ci
ty
 P
ro
p
o
rt
io
n
Distance in perpendicular direction (d)
 v=10mm/s
 v=50mm/s
 v=100mm/s
Moving Direction
 
(c) S=0.586 
Figure. 5.11 Velocity profiles along moving and perpendicular direction 
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5.2.2 Numerical simulation of the cylinder drag experiments 
Newtonian fluid model 
The Newtonian fluid model is used to describe the flow behavior of the solid-fluid mixture. 
The numerical model’s size is identical to the experimental one. Figure. 5.12 is a snapshot of 
the particles distribution (Blue particles are solid-fluid mixture and black particles are boundary 
and cylinder, respectively. Only the region around the cylinder are shown). -SPH method are 
used for density evolution. Numerical parameters are listed in Table. 5.2. 
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Figure. 5.12 Initial particle distribution  
Table. 5.2 Numerical parameters of cylinder drag experiments 
Number of particles (fluid, boundary) 15280,1734 
Initial particle spacing x=0.02m 
Density =1050kg/m3 
Gravitational acceleration g=0m/s2 
Equivalent viscosity 18.56 Pa·s 
Speed of sound c=20.0m/s 
Back pressure pb=40 Pa 
Boundary condition No-slip boundary 
Time increment 2.5×10-5s 
Kernel, Smoothing length Morris quintic kernel, h=1.0x 
 
In the Newtonian fluid model, the only input parameter are the constant viscosity , therefore, 
by changing the velocity and the viscosity of the materials, lots of simulation results can be 
obtained. Figure. 5.13 is the results of the drag forces for different cases. It shows clearly that 
as the viscosity increases, the drag force increase linearly, and the results can be fitted by a 
linear function. For example, the relation of the drag force with respect to viscosity under 
v=50mm/s can be fitted as: 
 0.059 0.58DF     (5.2) 
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Since the drag force is known from the experiment, it is very easy to fit the effective viscosity 
from the simulation. For example, when S=0.577, and v=50mm/s, the experimental results is 
FD=4.82 N/m, therefore, fit=8.2 Pa·s is fitted for the same drag force.  
Although the same drag force can be achieved by fitting the viscosity, the velocity field of 
the simulation using Newtonian fluid model are quite different from the experimental one. The 
affecting area in the simulation is quite bigger than the experiment, while the velocity field in 
the experiment is quite localized around the cylinder. Therefore, the solid-fluid mixture cannot 
be regarded as a simple Newtonian fluid model. 
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Figure. 5.13 Drag forces with respect to viscosity  
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(a) velocity field when =8.2 Pa·s        (b) experimental results 
Figure. 5.14 Comparison of the velocity field between Newtonian fluid model and experiment (v=50 
m/s, S=0.577) 
 
Bingham fluid model  
In Figure. 5.8(a), it shows clearly that when the velocity approaches 0, for high solid volume 
fraction samples (S>0.577), the drag force doesn’t drops to 0, which implies a yielding force. 
Because the Bingham fluid model can describe the material with a yielding stress, it is 
reasonable to use it to simulate the cylinder drag problem. The numerical model is the same as 
the one described in Newtonian fluid model. 
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In Bingham fluid model, two parameters need to be specified, the viscosity  and the yield 
stress y. Figure. 5.15 shows the results of drag force with respect to velocity for different cases. 
In Figure. 5.15(a), the yield stress is a constant y=5.0 Pa, while the viscosity changes from 1.0 
Pa·s to 5.0 Pa·s. As can be seen, the slope is different for different viscosity. The higher the 
viscosity is, the steeper the slope will be. In Figure. 5.15(b), the viscosity is set a constant:  = 
2.0 Pa·s, while the yields stress changes from 2.0 Pa to 10.0 Pa. The slope for all the 3 cases 
are almost the same, while the intersection on the y axis is different. Besides, it is clear that by 
using the Bingham fluid model, the yield force when velocity approaches 0 can be presented, 
while it cannot be presented by the Newtonian fluid model.  
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(a) Different viscosity                    (b) Different yield stress 
Figure. 5.15 Drag forces of different cases 
After some trails, a good agreement of the drag force can be reproduced for the case when 
S=0.577, as can be seen in Figure. 5.16, the  is 3.03Pa·s and the yield stress is 7.8Pa. In fact, 
for S<0.577, the drag forces can be reproduced well by using Bingham fluid model. While for 
the case S>0.582, the drag force is not linear to the velocity any more, therefore, the Bingham 
fluid model depict the drag force exactly for those cases. 
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Figure. 5.16 Fitting results of the Bingham fluid model 
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(a) velocity field of Bingham model       (b) experimental results 
Figure. 5.17 Comparison of the velocity field between Bingham fluid model and experiment (v=50 
m/s, S=0.577) 
 
Although the same drag force can be achieved by fitting the viscosity and the yield stress in 
Bingham fluid model, the velocity field of the simulation are also different from the 
experimental one (Figure. 5.17). The affecting area in the simulation is confined around the 
cylinder, while it seems to be larger in the experiments.  
In order to show the differences more clearly, the velocity along the moving direction and 
the perpendicular direction are extracted and depicted in Figure. 5.18. (Velocity is normalized 
by dividing the cylinder’s moving velocity). The Newtonian fluid model over-predicts the 
velocity magnitude, while the Bingham fluid model under-estimate the velocity magnitude to 
some extent.  
From above discussions on the numerical simulation results, it can be concluded that the 
solid-fluid mixture cannot be described as a simple Newtonian fluid model or Bingham fluid 
model. More accurate model should be tested in order to reproduce the experimental results 
more exactly, such as the two-phase mixture model or more complicated model. 
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(a) Velocity profile in perpendicular direction   (b) velocity profile in moving direction 
Figure. 5.18 Comparison of the velocity profile for simulation and experiments 
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5.3 Simulation of soil avalanche 
In this section, the soil avalanche flowing down a slope and a horizontal plate is simulated 
using the (I)-rheology model. In chapter 4, the (I)-rheology model is validated by simulating 
the steady incline flow. Recent researches shows that (I)-rheology model is also applicable to 
simulate the unsteady flow such as the collapse of a soil column. In this section, the SPH 
simulation results using the (I)-rheology model is compared to the DEM simulation results in 
order to show the applicability.  
Numerical model description  
Figure. 5.19 (a) is the sketch of numerical set-up. Particles are confined between a slope of 
30°and a gate plate. The angle between the gate and the slope is 20°and the height of the 
initial particle deposition is set to 12 cm. After removing the gate, the particles flow down the 
slope to the horizontal floor and form a deposition. Figure. 5.19 (b) shows the initial position 
of particles in SPH simulation (Blue particles are soils and black particles are boundary).  
 
 
(a) Sketch of the model 
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(b) Initial particles position 
Figure. 5.19 Numerical set-up of the soil avalanche model 
 
The parameters in (I)-rheology model need to be specified, namely,s, 2 and I0. Our recent 
researches find that the soil particles’ micromechanical parameters, such as inter-granular 
friction g, the grain size distribution (GSD) affects the fitting results of the macro-mechanical 
parameters in (I)-rheology model. 3 cases of dry granular incline flow are simulated in DEM 
preliminarily, whose parameters are shown in Table. 5.3. Based on the DEM simulation results, 
 - 89 - 
 
the parameters in (I)-rheology model are fitted according to Eqn.(3.46). As a results, the fitting 
parameters are different from each other. (I0 is set as 0.31 for all cases) 
Numerical parameters in SPH simulation are listed in Table. 5.4. -SPH method is used for 
obtaining better pressure field. Initial packing method is utilized to generate reasonable initial 
particles’ distribution, especially for particles close to the corner of the slope.  
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Figure. 5.20 Parameter fitting for different cases in DEM simulation 
Table. 5.3 Parameters for different cases 
 DEM parameter  Fitting results 
 g GSD  s 2 
Case 1 0.5 0.99 d ~1.01 d   0.2417 0.7282 
Case 2 1.0 0.99 d ~1.01 d   0.2819 0.7375 
Case 3 0.5 0.30 d ~1.70 d   0.2791 0.7592 
 
Table. 5.4 Numerical parameters in SPH simulation of soil avalanches 
Number of particles (soils, boundary) 1636,1592 
Initial particle spacing x=0.002m 
True density of particles s=2450 kg/m3 
Grain’s mean diameter d =0.002m 
I0, s and 2 See Table. 5.3 
Gravitational acceleration g=9.81m/s2 
Threshold maximum viscosity max=200.0 Pa·s 
Speed of sound c=50.0m/s 
Bottom boundary condition No-slip boundary 
Time increment 5.0×10-6s 
Kernel, Smoothing length Wendland C4 kernel, h=1.2x 
Simulation results: Runout distance 
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(a) Comparison of DEM and SPH        (b) Comparison of different max in SPH, Case 3 
Figure. 5.21 Center of mass in x direction 
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Figure. 5.22 Average velocity with respect to time in SPH simulation 
 
In order to quantify the runout distance, we plot the center of mass of the flow in x direction 
with respect to time for different cases in Figure. 5.21 (a). According to the figure, the flow 
stops at around 1.0s in DEM simulations, while it doesn’t stop but march with a very slow 
residual velocity in SPH simulations, because the adopted I)-rheology model is essentially a 
fluid model in which the shear resistance vanishes when the shear strain rate approaches zero. 
From numerical point of view, the use of larger max leads to smaller residual velocity, as can 
be seen in Figure. 5.21 (b), but the computation cost becomes larger. As for the rapid flowing 
stage (before 1.0s), the center of mass in x direction almost coincide with each other. 
If we focus on the runout distance at around 0.5(s) when the flow velocity decreases sharply, 
the DEM and SPH results for Case 3 are close to each other, while the results for Case 1 and 
Case 2 are deviated, possibly because of the crystallization of mono-dispersed particles in DEM 
simulations. It was observed that the grains near the bottom were crystallized and densified, 
which result in larger effective friction and smaller runout distance. While for SPH simulation, 
the crystallization effects cannot be reproduced. Besides, the results of Case 2 and Case 3 are 
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quite close to each other. That is due to the parameters s and 2 are quite close to each other.  
Figure. 5.22 depicts the average velocity with respect to time for Case 3 when the threshold 
maximum viscosity is 200 Pa·s. (Results for higher maximum viscosity are almost the same 
as 200 Pa·s). The average velocity increase very quickly after the removing of the gate, and 
reaches the peak value at around 0.25s, then decrease sharply. After t=1.0s, the average velocity 
is very close to 0, which can be regarded as the stop of the flow. 
Figure. 5.23 and Figure. 5.24 are the velocity field of DEM and SPH simulation of Case 3 at 
different time-steps. In DEM simulation, some particles stays at the slope when the flow stops, 
while in SPH simulation, though the no-slip boundary is used, all the particles keeps moving at 
a very low velocity, therefore the particles cannot be captured by the slope or the horizontal 
plate. As can be seen, the results of SPH and DEM are comparable with each other. 
From above discussion, we can conclude that though the I)-rheology model has the 
difficulty in depicting the initiation and the stop of the flow numerically, the applicability of the 
model into non-steady flow problems was demonstrated. But further investigation is also 
required in the future. 
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(a) Snapshots of DEM simulation results at t=0.25s 
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(b) Snapshots of DEM simulation results at t=0.50s 
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(c) Snapshots of DEM simulation results at t=1.0s 
Figure. 5.23 Velocity fields at different time in DEM simulation (Case 3)  
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(a) Snapshots of SPH simulation results at t=0.25s 
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(b) Snapshots of SPH simulation results at t=0.50s 
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(c) Snapshots of SPH simulation results at t=1.0s 
Figure. 5.24 Velocity fields at different time in SPH simulation (Case 3) 
5.4 Summary 
In this chapter, the simulation of the experiments of cylinder drag through 0 effective stress 
saturated layer and the simulation of soils avalanches are carried out.  
In section 5.2, the Newtonian fluid model and the Bingham fluid model are used to simulate 
the cylinder drag through 0 effective stress saturated layer, and the simulation results are 
compared with the experimental ones. By using the Newtonian fluid model, the same drag force 
can be reproduced by fitting the effective viscosity. However, the velocity fields of the 
simulation results are quite different from the experimental one. By using the Bingham fluid 
model, the same drag forces are also reproduced by fitting two parameters, namely, the viscosity 
and the yield stress. However, the velocity fields are also different from the experiments. The 
Newtonian fluid model over-predicts the velocity magnitude, while the Bingham fluid model 
under-estimate the velocity magnitude to some extent. As a result, the solid-fluid mixture 
cannot be described as a simple Newtonian fluid model or Bingham fluid model. More accurate 
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model should be tested in order to reproduce the experimental results more exactly, such as the 
two-phase mixture model or more complicated model. 
In section 5.3, the (I)-rheology model is implemented to simulate the soil avalanches. SPH 
simulation results are compared with the DEM results quantitatively, which implies that the 
(I)-rheology model is also applicable to simulate the unsteady flow, but further investigation 
is required in the future. 
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Chapter 6 Conclusions and future remarks  
6.1 Conclusions 
In this thesis, the SPH methods are applied to geotechnical engineering problems which 
involves large deformation of geomaterials. A comprehensive study of the state-of-the-art SPH 
techniques are studied and validated in current SPH code, which yields very good accuracy 
comparing to the conventional SPH method. A variety of constitutive models are studied and 
utilized to describe the materials behavior. The geomaterials are assumed to be fluid or solid or 
the mixture of them. By using different constitutive model, the simulation can reproduce the 
behavior of the large deformation of geomaterials qualitatively and quantitatively. The SPH 
simulation results are validated by comparing with existing experimental data, the theoretical 
solution and results of some other numerical methods.  
The conclusions can be summarized as follows: 
Chapter 1 
 The background of the research is introduced. The investigation of previous research 
using SPH method to study the geotechnical engineering problem are conducted and 
summarized systematically. The objective of this research is put forward. Comparing to 
other numerical method, though SPH method suffers from some instability and 
inaccuracy problem, it has its unique advantages and it is receiving more and more 
attentions in geotechnical engineering. 
Chapter 2 
 In this chapter, the basic ideas of SPH method and its development in recent years, 
especially the state-of-the-art techniques, such as boundary condition method, and 
correction method, which are frequently reported and used by SPH practitioners to 
improve SPH’s accuracy are summarized and explained.  
 The basic theory of SPH methods are explained in details, namely, the kernel estimation 
and the particle approximation.  
 The discretized form of SPH methods are explained by taking Newtonian fluid model as 
the example. The coherent and non-coherent SPH formulations are presented and 
compared. 
 Some corrective SPH methods are described, such as the FPM method. Although the 
corrective SPH methods yield better accuracy for some particular simulations, while 
compared to the conventional SPH method, it is less stable because it doesn’t obey the 
action-interaction principle seriously. 
 The boundary condition in SPH method are presented. Comparing to the mirror ghost 
particle method, the dummy particles method is more easily to implement and also yields 
very accurate results, which is implemented in our SPH code. The free-slip and no-slip 
boundary condition are also described. 
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 The initial packing algorithm is presented. By using initial packing methods, the initial 
distribution of the particles is more reasonable and random. 
 The newest density evolution methods are presented. The moving least square method 
and -SPH method is capable of removing the oscillating pressure field during the 
simulation, which yield better results. 
 The time-integration method is described. The Leap-Frog method is second-order 
accuracy method which is very accurate and easy to code. 
 
Chapter 3 
 In this chapter, the constitutive models for geomaterials are explained in details. 
 Newtonian fluid model is presented firstly. The weakly-compressible SPH method are 
used to describe the incompressible flow because of its simplicity. Three types of viscous 
equations are discussed, and the validation is presented in Chapter 4.  
 The Bingham fluid model are described and the special numerical treatment is explained. 
Although it is also a strain rated dependent model, the Bingham fluid model can be used 
to describe the geomaterials with shear strength.  
 The Drucker-Prager model is presented. As a strain dependent model, it is widely used 
in geotechnical engineering to simulate the failure problems. Some numerical treatment 
is also explained, such as the artificial treatment of tensile instability during the 
simulation.  
 The (I)-rheology model is explained in details. The advantages and limitations are also 
discussed. 
 The two-phase solid-fluid model are explained. The present two-phase solid-fluid model 
is a more advanced model than a single phase model. In this model, the solid phase and 
fluid phase are allowed to merge with each other based on the mixture theory. 
 A discussion on how to choose the constitutive model is presented. Based on the behavior 
of the geomaterials, it is very important to use a reasonable constitutive model in order 
to describe the deformation accurately.  
 
Chapter 4 
In this chapter, the constitutive models presented in Chapter 3 are validated  
The Newtonian fluid model is validated by simulating the hydrostatic water tank, the 
Couette flow at low and moderate Reynolds number condition and the violent water dam 
break problem. In the first simulation, the advantage of the solid boundary condition 
technique, namely the dummy particle method is validated by comparing the pressure 
field with the theoretical solution. In the second simulation, different types of viscous 
equation in discretized form are studied. For Couette flow, the Morris type equation 
yields the best results, while the stress type equation fails. In the third simulation, the 
simulation results using different density evolution methods are compared. The 
simulation results are also comparable with existing experimental results, and among 
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them, -SPH method shows its superiority. To summary, a unified SPH formulism for 
simulating Newtonian fluid flow can be described as in Table. 4.13. 
The Drucker-Prager model is validated by simulating the simple shear test. The stress 
path and the stress-strain relationship are compared with theoretical ones and good 
agreements are obtained. 
The (I)-rheology model is validated by simulating the incline dry granular free-
surface flow. The macro-mechanical parameters (I)-rheology model are obtained from 
the fitting results of DEM simulation. The SPH simulation results agrees well with the 
theoretical solution and the DEM simulation results. The demerits of the (I)-rheology 
model is also exposed, which is the failure of describe the transition of inertial flow to 
collisional flow. A unified SPH formulism for simulating Newtonian fluid flow can be 
described as in Table. 4.14. 
The two-phase solid-fluid model is validated by simulating a falling water head 
permeability test. The coefficient of permeability is in SPH simulation is comparable 
with the assigned value, which means the interaction forces are well described in present 
two-phase solid fluid mixture model. 
 
Chapter 5 
 The simulation of the experiments of cylinder drag through 0 effective stress saturated 
layer and the simulation of soils avalanches are carried out.  
 The Newtonian fluid model and the Bingham fluid model are used to simulate the 
cylinder drag through 0 effective stress saturated layer, and the simulation results are 
compared with the experimental ones. By using the Newtonian fluid model, the same 
drag force can be reproduced by fitting the effective viscosity. However, the velocity 
fields of the simulation results are quite different from the experimental one. By using 
the Bingham fluid model, the same drag forces are also reproduced by fitting two 
parameters, namely, the viscosity and the yield stress. However, the velocity fields are 
also different from the experiments. The Newtonian fluid model over-predicts the 
velocity magnitude, while the Bingham fluid model under-estimate the velocity 
magnitude to some extent. As a result, the solid-fluid mixture cannot be described as a 
simple Newtonian fluid model or Bingham fluid model. More accurate model should be 
tested in order to reproduce the experimental results more exactly, such as the two-phase 
mixture model or more complicated model. 
 The (I)-rheology model is implemented to simulate the soil avalanches. SPH simulation 
results are compared with the DEM results quantitatively, which implies that the (I)-
rheology model is also applicable to simulate the unsteady flow, but further investigation 
is required in the future. 
6.2 Remarks on future works 
In this thesis, the SPH method is used for simulating the large deformation problems in 
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geotechnical engineering. Comparing to other numerical methods, the SPH method has its 
unique advantages in simulating the large deformation of geomaterials, however, its demerits 
are also very obvious which is the inaccuracy and the instability under some certain conditions. 
Although recently, with its fast development, a lot of new techniques are put forwards and 
validated to be very useful in improving the accuracy and stabilizing the computation, according 
to our experiences, these new techniques still can’t solve the inaccuracy problem perfectly. 
These kinds of issues are quite important are desired in future work. 
The constitutive model utilized in this thesis is quite limited. In order to describe the various 
behavior of the geomaterials, more constitutive models should be studied and implemented in 
SPH code. 
Besides, in this thesis, the simulations are conducted in 2D case. The 3D simulations are 
required in the future work with parallel computation. 
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