We consider a stochastic differential equation with a diffusion coefficient involving an additional process viewed as a parameter. Given a rate of convergence of the Euler approximations for this parameter, we find the mean square rate of convergence of the Euler approximation scheme. An example is considered where the parameter is driven by a fractional Brownian motion.
Introduction
We consider functions f (t, x) : [0, T ] × R → R and g(t, v, x) : [0, T ] × R × R → R that are measurable with respect to all their arguments. We assume that the following linear growth condition holds for the functions f and g:
We also assume that the Lipschitz conditions hold for f and g: where C is a certain constant. Consider a complete probability space (Ω, F, F t , P) with a filtration satisfying the standard conditions. Let {W t , F t , t ∈ [0, T ]} be a standard Wiener process and let {σ t , F t , t ∈ [0, T ]} be a stochastic process adapted to the filtration {F t , t ∈ [0, T ]}.
We study the following stochastic differential equation:
We treat σ t here as a parameter and say that (3) is an equation with an additional parameter. Assume that the parameter satisfies the Hölder condition with index α ∈ (0, 1), that is,
where C 1 (ω) is a random variable that is finite with probability one.
Equation (3) is well studied for the case in which the function g(t, σ t , X t ) does not depend on σ t . In particular, it has a unique solution that can be approximated in the space L p (Ω × [0, T ]) with as good accuracy as one wants. The rate of convergence of Euler approximations is δ 1/2 , where δ is the diameter of a partition (see, for example, [2] or [4] ). More accurate approximation schemes are considered in [5] .
On the other hand, quite a lot of literature is devoted to processes with switching. In our language, switching is an additional parameter. In particular, Markov and semi-Markov switchings are considered in the papers [6] - [9] .
In the framework of problems of financial mathematics, equation (3) can be viewed as an equation determining the price of a risky asset with a stochastic volatility g(t, σ t , X t ), where the additional parameter σ t models an extra randomness due to the action of exterior forces. In its turn, the parameter σ t can be modeled either by a diffusion process [10] or a fractional diffusion process. The latter is defined as a stochastic process with a fractional Brownian component and with Hurst index H ∈ (1/2, 1] corresponding to stochastic processes with long memory.
The paper is organized as follows. We prove in Section 2 that equation (3) possesses a unique solution. Euler approximations for equation (3) are constructed in Section 3. A theorem on the rate of convergence of Euler approximations is also proved in Section 3 (the rate of convergence turns out to be δ min{α,β,1/2} , where δ is the diameter of the partition and where the index β corresponds to the mean square rate of convergence for σ t ; see condition (9)). Section 4 contains an example of an equation with an additional parameter determined as a solution of a stochastic differential equation driven by a fractional Brownian motion with Hurst index H ∈ (1/2, 1). We show in this case that the rate of convergence is δ min{2H−1,1/2} .
Existence and uniqueness of a solution of an equation with an additional parameter
First we show that equation (3) with an additional parameter σ t possesses a unique solution in the space L 2 (Ω × [0, T ]). Lemma 2.1. Let X = {X t , t ≥ 0} be a nonanticipating stochastic process with respect to the filtration {F t , t ≥ 0}. Moreover, we assume that X ∈ L 2 (Ω × [0, T ]).
Consider the operator (4) , and where f and g are some functions such that conditions (1) and (2) hold. Then A is a contracting operator in the space L k 2 (Ω × [0, T ]) equipped with the norm
Proof. Note that the integrals on the right-hand side of (5) are well defined. This follows, since X is a nonanticipating process and in view of conditions (1) and (4) . We need to prove that there are 0 < λ < 1 and k > 0 such that
We rewrite the left-hand side of inequality (6) as follows:
Now we estimate each term separately. In doing so, we use the inequality
The bounds for g(t, v, x) can be derived similarly. Combining both results we conclude that
Since one can always pick k in such a way that C k < 1/2, inequality (6) is proved.
Remark 2.1. Lemma 2.1 means that there exists a space L k 2 (Ω×[0, T ]) where equation (3) possesses a unique solution. The norm · k is equivalent to the standard norm in L 2 (Ω × [0, T ]), whence we conclude that the equation possesses a unique solution in the space L 2 (Ω × [0, T ]) equipped with the standard norm. It is worth mentioning that the only properties used in the proof above are the continuity of trajectories of the process σ t and that σ t is adapted with the main filtration needed for the stochastic integral to be well defined.
We will use the latter result in what follows.
Rate of convergence of an approximate solution of a stochastic differential equation with an additional parameter
We apply the Euler method to get an approximate solution of equation (3). According to the method, we introduce a uniform partition 0 = τ 0 < τ 1 < · · · < τ n = T of the interval [0, T ]. The diameter of the partition is denoted by δ = T/n, τ k = kδ.
Note that the assumption that the partition is uniform makes our reasoning easier; however, the result holds in the general case.
We define the process X δ t at the points of the partition as follows:
where X δ τ 0 = X δ 0 and where σ δ t is an approximation of the process σ t defined on the same partition.
Let the rate of convergence of σ δ t to σ t be such that
Put t u = max{τ n : τ n < u}.
According to the method, the continuous iteration of the Euler approximation of the process X u is given by (1) and (2) .
Lemma 3.1. Let the coefficients of equation (3) satisfy conditions
Proof. First we prove the lemma for the points of the partition. We use the method of mathematical induction. Indeed, E |X δ 0 | m < ∞ by the assumptions of the lemma. Let
Using definition (10), we check that the same bound holds for all other points of the interval [0, T ].
Theorem 3.1. Assume that conditions (1), (2), (4), and (9) hold. Let X δ 0 = X 0 for all δ > 0 and let E |X 0 | 2 < ∞. Further we assume that there exists a constant C > 0 such that E C 1 (ω) 2 ≤ C, where C 1 (ω) is the random variable defined in condition (4) .
Then the approximation of the process (11) converges to the process (3) in the mean square sense. Moreover,
where C is some constant and where α and β are Hölder exponents involved in conditions (4) and (9), respectively.
Proof. We deduce from equalities (3) and (11) that (13)
Then we estimate the second moment of the first integral on the right-hand side of the latter relation:
The second moment of the second integral is estimated similarly:
This bound together with (4) and (9) implies that
Here and in what follows the same symbol C denotes different constants whose exact values do not matter for the reasoning in different places; moreover, the values of the constant may change from place to place. Combining bounds (13)-(15) we obtain
Next we estimate E X δ s − X δ t s 2 . Using equation (10) we deduce that
Now Lemma 3.1 implies that the right-hand side of (18) is finite. This allows one to apply the Gronwall inequality and this yields + 1) ). Then (17) and (19) imply that
Finally, (16), (20), and the Gronwall inequality prove that
The latter inequality means that the Euler approximations converge in the mean square sense to the solutions of equation (3). Passing to the square roots of both sides of (21), we find that the rate of convergence is O δ min{α,β,1/2} .
The case where the additional parameter is driven by a fractional Brownian motion
We studied the approximation scheme for the general case in the preceding sections. Now we consider a particular case of an additional parameter. We check that conditions (4) and (9) hold in this particular case and then we obtain the rate of convergence in the general scheme. 
In what follows we consider a continuous version of this process that exists by the Kolmogorov theorem.
If H = 1/2, then the fractional Brownian motion coincides with a standard Wiener process. If H = 1/2, then the fractional Brownian motion is a process with a "memory". If H ∈ (1/2, 1), then we deal with the phenomenon of the so-called "long memory". Long memory processes are widely used in mathematical modeling and in finance mathematics. A model with a fractional Brownian motion is believed to adequately describe the evolution of prices of a risky asset with random volatility. It is the volatility that possesses the property of long memory.
Consider a measurable function a(t, x) : [0, T ] × R → R satisfying the following conditions:
1) local Hölder property with respect to spatial arguments: there exists a constant C R > 0 such that
for all t ≥ 0 and |x|, |y| ≤ R;
2) the Hölder property with respect to time: there are constants C > 0 and θ such that 2H − 1 ≤ θ ≤ 1 and
is differentiable with respect to x, and the Lipschitz condition holds for the spatial argument
5) the partial derivative of b with respect to x is locally Hölderian; that is, there exists a constant C R > 0 such that
for all t ≥ 0 and |x|, |y| ≤ R; 6) the functions b and b x satisfy the Hölder condition with respect to time; that is, there exists γ such that 1 − H < γ ≤ 1 and
for all t and x, y; 7) the function b(t, x) is bounded: |b(t, x)| ≤ B for some constant B. Now the process σ t is defined as a solution of the following stochastic differential equation:
with the initial condition σ 0 ∈ R, where B H t is the fractional Brownian motion with the Hurst index H ∈ (1/2; 1). We rewrite equation (22) in the integral form:
where the integral t 0 b(s, σ s ) dB H s is understood pathwise (see [3] ). It is proved in [3] that equation (23) has a unique continuous solution if conditions 1)-7) hold. Thus σ t is well defined.
Consider a partition 0 = τ 0 < τ 1 < · · · < τ n = T described in the latter section. Using recurrence we define the values of the Euler approximation of a solution of equation (23) at the nodes of the partition:
The continuous approximation is given by
where θ u = max{τ n : τ n < u}.
Theorem 4.1. Assume that conditions 1)-7) hold. Then
Proof. Inequalities (26) are proved in [1] . It remains to estimate the second moment E C(ω) 2 .
Without loss of generality we assume that δ < 1. Then, for 0 < ε < H and all
and where D 1−β z− is the left fractional derivative of order 1 − β of the fractional Brownian motion B H . It is shown in [3] that
Here C α,H,ε denotes a certain constant and the random variable ξ on the right-hand side of (28) possesses all the moments. Now equality (25) and bound (27) imply that (29)
It is known that [3] ), where C H,ε is a certain positive constant and the random variable ξ is defined in equality (28).
Using the preceding bounds we derive from equality (25) that
for all ε ∈ (0, H), where C 2 (ω) = BC 1 (ω) + Aδ 1−H+ε . Now we estimate from above the right-hand side of (29). According to [1, (3 Since E exp λξ εη/2 < ∞ for all λ > 0 and 0 < η < 2 (see [11] ) and since 1/(1 − β) < 2, all the moments of the random variable C I (ω) exp C II (ω)s are finite. Substituting bound (43) into (35), we prove the first inequality in (26). The second inequality in (26) follows from (30) and (36). The inspection of the above proof shows that the second moment is finite for the random variables in (29)-(43). Thus the second moment is finite for the random variables C(ω) involved in the inequalities (26). 
