Abstract
For each positive integer k, using techniques of Dwork's, we investigate the L-function defined by the k-th symmetric power of the F -crystal associated to the family of exponential sums of x 3 + λx where λ runs over F
Introduction
Fix a prime p greater than 3 and let ζ p ∈ C p be a primitive p-th root of unity. Let λ be a nonzero element of For λ ∈ F * p , embedding the roots π 1 (λ) and π 2 (λ) in the field of p-adic numbers C p , it follows as a special case of section 2.6 that they may be ordered such that if p ≡ 1 mod 3 then ord p (π 1 (λ)) = 1/3 and ord p (π 2 (λ)) = 2/3, while if p ≡ −1 mod 3 then ord p (π 1 (λ)) = p+1 3(p−1) and ord p (π 2 (λ)) = 2(p−2) 3(p−1) , a fact first proven by Sperber in [9] . In this paper, we will study the k-th symmetric power of this family of L-functions parameterized by λ:
where |G m | denotes the set of Zariski closed points of G m := P for every m = 0, 1, . . . , δ.
Remark 1.2. The quadratic lower bound for the Newton polygon of M k (T ) is expected to be optimal, however, we suspect the coefficients of this lower bound are not. In particular, since the supersingular points of this family are independent of p (in fact, there are no supersingular points), we expect the lower bound to be independent of p. Perhaps the lower bound may be improved to 
if 4|k and p ≡ 7 mod(12)
if 4 ∤ k and p ≡ 7 mod(12)
if 4|k and p ≡ 11 mod(12) 
Denote by l k the k-th symmetric power of l. We conjecture that ker(l k |L † ) = 0 for all positive integers k. (This is proven for all odd k, and all k < 2p even in section 3.3.) Remark 1.5. For a fixed positive integer d not divisible by p, one may also study M k (d, T ), the k-th symmetric power of the family x d + λx, which is defined analogously to M k (T ). It follows from the methods in this paper that:
Relative Dwork Theory

Relative Cohomology
In this section we define and study a cohomology theory specifically suited for the more general family x d + ax. While the growth conditions on the Banach spaces L(b ′ ; ρ) and K(b ′ , b; ρ) below may seem elaborate, it will allow us to obtain a detailed description of the associated cohomology, as well as, provide us with an efficient means of reduction modulo the operator D a .
Let d be a positive integer relatively prime to p. Let b and b ′ be two positive real numbers. We will assume throughout this section that b ≥ b ′ > 0. With ρ ∈ R, define the spaces
It is useful to keep in mind that, formally,
Using this, we may define our relative cohomology space as the
As the following theorem demonstrates,
Remark 2.2. We will prove this theorem using Dwork's general method [2] which consists of the following six lemmas. Note that the last three lemmas follow automatically from the validity of the first three.
Proof. Note, it is sufficient to prove this for ρ = 0. Let u = n,s≥0 B sn a s x n ∈ K(b ′ , b; 0). We may write this as
Now, for each j ≥ 0, define
With A −1 := 0, a calculation shows that u = P + HQ where
Is is not hard to show
, and the right-hand side is in
so that the C i and B j are constants. Then, for all j ≥ 0 the coefficient of x d+j on the left-hand side of the above equals zero:
Iterating this i times yields
This shows
By the hypothesis on a the coefficient of i is positive, and so, letting i tend to infinity shows B j = 0 for all j ≥ 0.
Proof. Write f = j≥0 A j x j where A j := i≥0 G ij a i . Now,
where C j := i≥0 B ij a i . In particular, this means
Thus,
Iterating the A's on the right-hand side N times, we obtain the formula:
Specializing a with ord(a) + b
Since b ≥ b ′ we see that the coefficient of N is positive. Thus, for a specialized, letting N tend to infinity we have:
Proof. It is sufficient to prove this for
Then, there exists a unique
Continuing h times we get:
Now, adding all these together, we obtain
But this contradicts our choice of ρ.
Remark 2.10. Notice that in the proof of lemma 2.3 that if u is divisible by x, then P is also divisible by x but Q need not be. From this and the proof of lemma 2.6, we see that if f ∈ K(b ′ , b; ρ) is divisible by x, then when we
is divisible by x but ξ (i) need not be.
Relative Dual Cohomology
In the last section, we saw that
. In this section, we will describe a dual space of H a (b ′ , b) and compute its dual basis via a nondegenerate pairing. Let b * be a positive real number with
Define the pairing ·, · :
, thinking of the variable a as a constant, define h, g * := constant term w.r.t. x in the product hg * .
For clarity, we will write this out explicitly: with g * (a,
This defines a perfect pairing (or nondegenerate pairing) in the sense that no nonzero element g
The operators D a and D * a are dual to one another with respect of the pairing. That is, for every g
To see this, notice that the operator T runc x does not affect constant terms (with respect to x), and so,
follows from the Leibniz identity
since the left-hand side has no constant term.
We wish to show that
Furthermore, dual to the basis
which takes the explicit form: g * 0 = 1, and for i = 1, 2, . . . , d − 1
where "Z" indicates some determinable nonzero integer.
Proof. It is clear that 
Thus, from the initial conditions given by requiring x j , g * i (a) = δ ij , where δ ij is the Kronecker delta symbol, each B 
where
Hence,h * = 0 as desired.
Relative Dwork Operators
In this section, we define the Dwork operatorᾱ(a) on the relative cohomology H a (b ′ , b), and its dualᾱ
. Throughout this section we will fix real numbers b and b ′ such that
Now, from the Cartier operator defined as
we may define the Dwork operator
It is useful to keep in mind the formal identity:
We need to add the word "formally" since multiplication by exp(π(
Remark 2.12. Let us show thatᾱ(a) is an isomorphism. We will do this by creating a right-inverse on the "cochain" level which will reduce to an isomorphism on cohomology. Denote by F −π (a, x) the replacement of π by its conjugate −π in F (a, x).
Next, define the endomorphism α(a)
.
From this and (2.3), we see that
Hence, α(a) −1 induces a mappingᾱ(a)
Since these maps are acting on free L(b ′ )-modules of finite rank,ᾱ(a) must be an isomorphism.
Notice that ψ x and Φ x are dual operators in the sense that for every g
Next, since the operator T runc x does not kill any constant terms (with respect to x), we see that T runc x [F (a, x)] is dual to F (a, x). Putting these together yields the duality between α * (a) and α(a). By taking the dual of α(a)
are dual to one another with respect to the pairing ·, · .
Relative Primitive Cohomology and its Dual
Notice that α(a) and D a are well-defined endomorphism of xK(b
. From theorem 2.1 and remark 2.10, we see that
Using a pairing identical to that between H a (b ′ , b) and R a (b ′ , b * ), we see that the subspace generated by 1 in
, and this map takes R
Relative Functional Equation
So far, we have fixed a solution π of the equation
Since we are assuming p is odd, −π is also a solution. Let us see how we would have proceeded had we used −π. But before we do this, we need to modify our current notation to keep things clear. Let us denote the operator
Clearly, a basis for the latter space is {g *
, where we have replaced π for −π in the formulas given in Theorem 2.11. Now, dual to α −π (a) :
; it is useful to view this map as both D * −π,a without the truncation operator, and as
We view the right-hand side as a subset of K(b, b ′ ). Therefore, by reduction, Θ −π,a induces the mapping
. Applying Θ −π,a to both sides we have
which we may rewrite as
It follows that
This is the functional equation. Notice that it relates the conjugate dual Dwork operator α * −π (a) to the inverse Dwork operator α π (a) −1 .
Frobenius Estimates
In this section, we will fix b := (p − 1)/p and
In certain applications -root formulas for the eigenvalues, the exact Newton polygon of L(x d + ax, T ), the existence of the Tate-Deligne mapping when d = 3 and p ≡ 1 mod(3), to name a few -a better understanding of these lower bounds is needed.
Notation. Let f (a) be a power series over C p convergent on ord(a) > ρ. We will write
Moreover, for j = 1 we have
where r i1 := 
where r ij := pj−i d
. Note, the denominator of (2.6) is a unit. Also, ǫ tends to zero as p grows.
Proof. Recall from Section 2.3, we may write
From Lemma 2.3, we have
for some Q, where
and so, the infinite series in (2.
Now, in the notation of lemma 2.6, µ ij = η (0) , and so, continuing this notation
r /r! for r = 0, 1, . . . , p − 1. Motivated by this, let us split H pj−i into two sums, called the first sum and the second sum:
Note, if j = 1 then there is no first sum; the relation on A i1 follows. Also, notice that θ r = π r /r! in the first sum. Using this, the last part of the theorem follows by comparing the orders of the sums. Letting fz(x) := x d +zx, we may define for each n ∈ Z >0 the exponential sum
Now, Dwork's splitting function θ is not only used to obtain a primitive root of unity but also to define an analytic representation of the additive character defined by θ(1)
T r(·) . With
by standard Dwork theory, we have (with x the Teichmüller representative ofx in C * p )
We now return to our current situation. Letz, z, and s be as above. Let b and b ′ be real numbers such that
Now, from Theorem 2.1 and section 2.4, we see that
, respectively. Dual to these are the spaces R z := R a (b ′ , b * ) with a specialized at z, and R
with a specialized at z. Since, with respect to the basis {x
It is well-known that α z is a nuclear operator on the space K(b) z . Thus, since z p s −1 = 1, the trace formula for nuclear operators [6, Thm 6 .11] tells us that
On the other hand, Dwork's trace formula tells us that
Observe that the right-hand side is just Dwork's p-adic analytic representation of the character sum S *
n we may use the trace formula to generalize this to
Now, using the fact that exp(−
From Section 2.4, we know that α * z,s has 1 as an eigenvector with eigenvalue 1. Thus,
Therefore,
Equivalently, for every n ≥ 1,
Now, had we usedx = 0 in the definition of the character sum S * n (fz), that is,
Notice that, from the relative functional equation (2.5), there is a nonzero constant c, dependent only upon p, d, and the deg(z), such that
Elementary Entire
Throughout this section, let us assumez p =z; the general case being handled similarly. Notice that
Using this equation recursively we see that
That is, det(1 − αT |K(b) z ) is the infinite product of the same polynomial with each being rescaled by a factor of increasing p. We wish to show that this infinite product comes from a vector space decomposition of K(b) z into an infinite number of finite dimensional subspaces, each of the same dimension and each related to one another by the operator D z . From Theorem 2.1, we may write
where 
where "inj" and "surj" indicate that the maps are either injective or surjective, we get
Of course, this generalizes to
That is, the Fredholm determinant of the operator α z on the decomposition
Notice that we have also proven that
A dual statement of this takes the form
Variation of Cohomology
From now on, we will fix d = 3. Withz ∈ F p and z its Teichmüller representative in C * p define the spaces
Through use of the pairing defined in section 2.2 these three spaces are algebraically dual to K(b) z , H z , and M z , respectively. We wish to study how the space R ′ z varies as z moves around in C p . To do this we will define an isomorphism T z,a from R ′ z to R ′ a as follows: first, for each a, z ∈ C p with |a − z| < p
Next, using (2.2), we see that
z . Also, notice that T z,a (1) = 1. Consequently, for any a ∈ C p close enough to z the mapping T z,a induces an isomorphism T z,a : R 
We wish to demonstrate that C(z, a) satisfies a differential equation. Differentiating (3.2) with respect to the variable a, we obtain
Now, the pairing in this last line is between M a and R ′ a . Since M a is a C p -vector space spanned by the vectors x, x 2 we see that πx i+1 is just a scalar multiple of a basis vector if i = 1. If i = 2 then we need to rewrite πx 3 in terms of the basis {x, x 2 }. This is done as follows: using D a := x Connection with Frobenius. From (2.4) we see that 
Now, a standard fact from differential equations states that
Since T r(B(a)) = 0 we see that w z (a) is a locally constant function centered at z.
In particular, if we let z = 0 then w 0 (a) is a constant function on |a| < p
Thus, the domain of the equality of (3.5) may be extended to that of L(b
In other words, det(ᾱ(a) * ) is constant for all a in this domain. Using either classical theory of Gauss sums or Dwork theory [4] , it is not hard to calculate the value of det(α * 0 ). However, to describe it, we must first recall the definition of Gauss sum. Define Dwork's first splitting function θ s (t) := exp π(t − t p s ) on the field F p s . Next, for each j ∈ Z and s ∈ Z >0 define the Gauss sum
Frobenius Action on Solutions of the Differential Equation.
Let M z denote the field of meromorphic functions (in the variable a) near z. Define ∂ * a := T runc a (−a d da + πax). Notice that we have the commutative diagram
As a consequence we have the following important observation: g * (a) := C 1 (a)g * We wish to define a Frobenius-type endomorphism on the vector space of local solution at z as follows. Let C1 C2 be a local analytic solution of (3.3) about z. Thus, C 1 and C 2 are power series in (a − z). From the previous paragraph, there exists ξ *
It follows that, if we let φ denote the operation of replacing (a − z) by (a p − z p ), then we have
with ξ *
Next, applyᾱ * a to both sides:
This equation demonstrates that the left-hand side comes from an element of R ′ z ⊗ M z independent of a, and so, it satisfies the differential equation. In particular, if Y is a fundamental (local) solution matrix of (3.3) near z, then there is a constant matrix M such that
where A a is the matrix ofᾱ * a . The determination of M is an interesting topic. For z = 0, M = A 0 which is easily calculated via Dwork's theory. In the next section, we will determine M when 1 < |z| < p 2b ′ /3 .
Behavior near Infinity
In this section, we wish to determine the matrix M coming from the Frobenius action on the set of local solutions of (3.3) at z near infinity. Once this is done, we will study the solutions of the k-th symmetric powers of the scalar equation of (3.3) .
With π ∈ C p such that π p−1 = −p, define the p-adic Airy equation
Observe that this equation is regular everywhere except at infinity where it has an irregular singular point. Near infinity, the asymptotic expansions of (3.6) will be power series in the ramified variable √ a, so, we are naturally led to a change of variables a → a 2 . This changes (3.6) into
For convenience, let us move infinity to zero by the change of variable a → 1/a so that (3.7) becomes This means v(a) must satisfy the differential equation
Since this equation has only a regular singular point at the origin, we may explicitly solve it using the method of Frobenius. It follows that a local solution of (3.7) about infinity is of the form
where i is a square root of −1 in C p and
Replacing i with −i obtains another local solution linearly independent over C p from y 1 (a): 
Thus, if the vector
C1
C2 satisfies this, then C 1 satisfies (3.7).
For |c| > 1 we have a fundamental (local) solution matrix
From the previous section, there is a constant matrix
Now, we view this equation over the ring R of analytic functions on 1 < |a| < e, e > 1 unspecified, adjoined the algebraic (over R) functions √ a, e 
. Thus,
Let us concentrate on p ≡ 1 mod(4). Now, it is important to observe that 2 p = 2 + pO Cp by the binomial theorem. Thus, 3 p = 3 + pO Cp . Consequently, we have Proof. For each unit u in C p , e πua ∈ R. To see this, suppose e πua = h(a) ∈ R. Then h(a) is analytic on D − (0, e) for some e > 1 since h(a) p = e pπua is. But this cannot be since e πua is not convergent on |a| = 1. Now, notice that v 1 (−a) = v 2 (a) and so
Next, since the change a → −a does not affect A a 2 , we see that changing a → −a in (3.8) gives
Thus, (12) (of course, √ p may not be the positive square root) and (12) where "±" means positive if p ≡ 1, 5 mod(12) and negative if p ≡ 7, 11 mod(12), and g := g 2 ((p 2 − 1)/3).
Symmetric powers at infinity. As demonstrated above, y 1 and y 2 form a formal basis for the solution space (around a point near infinity) of the differential operatorl :
We define the k-th symmetric power ofl, denote byl k , as the unique monic differential equation of order k + 1 that annihilates every
Recall, R := analytic functions on 1 < |a| < e, e unspecified.
We are interested in studying the solutions ofl k over the ring R. Let Y (a) ∈ R be a solution ofl k which converges on 1 < |a| < e. 
for some constants c j ∈ C p . Let us rewrite this as
where for each r = 0, 1, . . . , p − 1,
, and e ±pκπ(a−c) 3 and Y (a) converge on D + (c, 1), we see that (3.9) shows us that the functions exp (rκπ(a − c) 3 ), for r = 0, 1, . . . , p − 1, are linearly dependent over
, where M + (c, 1) is the field of meromorphic functions on the closed unit disc around c. However, lemma 3.3 below shows us that these functions are indeed linearly independent over M + (c, 1)[ √ a]. Consequently, we must have S r = 0 for each r ≥ 1, and so,
Now, notice that the right-hand side now converges on D − (c, p). Thus, if k is odd, since Y (a) converges on D + (c, 1), we see that a k/2 ∈ M + (c, 1). However, by lemma 3.4 below, this cannot be. Therefore, for k odd we must have Y = 0.
Putting this altogether, for k even, {z j } p|(k−2j) is a basis for ker(l k | R), and if k is odd then ker(l k | R) = 0.
Symmetric powers of the Airy operator. (cf. [7, §7] ) Define the Airy differential operator l :=
and denote by l k its k-th symmetric power. We wish to study ker(l k | R).
is an even function while
is an odd function. Clearly, { w
} is a basis for ker(l k | R). From this, we see that if 4|k then {a −k/2 w + j (a)|0 ≤ j ≤ k/2, p|(k − 2j)} is a set of even functions whereas
Appendix.
Proof. It is clear that X p − e pπa is either irreducible or completely reducible. If the latter, then we would have
for some H 1 , H 2 ∈ M + (0, 1). This implies that e πa satisfies a quadratic polynomial whose coefficients lie in M + (0, 1). Thus, X p − e pπa is completely reducible over M + (0, 1). In particular, e πa ∈ M + (0, 1). However, this is not true by the following lemma. Proof. We know that exp(πa) converges on D − (0, 1) and is divergent on the boundary |a| = 1. Suppose there exists analytic functions f (a) and g(a) on D + (0, 1) such that we have the equality e πa = f (a)/g(a) whenever |a| < 1. Raising this to the p-th power, we see that we have the equality e pπa = f (a) p /g(a) p for all |a| ≤ 1. Now, since exp(pπa) has no poles, g(a) must be invertible on D , and as usual, notice that formally
It follows that ∂ a and D a commute, and so, ∂ a defines an operator on both
whereû i means we are leaving it out of the product.
Thus, ∂ a , acting on row vectors, has the matrix representation a d da + G k where
and ψ x commute with no p-factor). Thusᾱ(a) induces an isomorphism
We may extend this map to M
, we define the Dwork operator
This is a nuclear operator on M (k) a (b) in the sense of [8] .
Cohomology Spaces. Define the cohomology spaces
we see that β k induces endomorphisms
These maps are in fact isomorphisms; this follows by defining a right-inverse to β k as in remark 2.12.
Dwork Trace Fromula. From the following exact sequence and chain map:
it follows from [8, Proposition 8.3 .10] that the alternating sum of the traces is zero:
Next, we have Dwork's trace formula
Cohomological Formula for M k (T ). Recall from section 3, ifz ∈ F * p and z is its Teichmüller representative in C p , thenᾱ z was defined to be the operatorᾱ(a) specialized at a = z. Using this, definē
Using (4.1) and (4.2) for the first two equalities (resp.) of the following, we see that
Now, from section 3 we know thatᾱ a,r has two reciprocal eigenvalues π 1 (a) and π 2 (a) on M a . Sinceᾱ
a,r is the k-th symmetric power ofᾱ a,r , its reciprocal eigenvalues are π 1 (a) k−j π 2 (a) j for j = 0, 1, . . . , k. Thus,
This means (4.3) equals
which is precisely M k (T ).
Proof. We will first prove rationality by using a result of Dwork-Borel. From the cohomological description,
then taking the logarithmic derivative shows
Since |π j (ā)| C ≤ p deg(ā)/2 by the Riemann Hypothesis for curves, we see that |N s | C ≤ csp (k+1)s/2 for a positive integer c independent of s. Thus s≥1 Ns s T s has at least a p −(k+1)/2 radius of convergence on C. Consequently, M k (T ) has a positive C-radius of convergence. Now, since L(x 3 + ax, T ) is a polynomial with entries in Z[ζ p ], we see that the roots live in Z[ζ p ]-rational orbits under the action of the Galois group Gal(Q/Q(ζ p )). Hence, the symmetric polynomial
Next, with each λ ∈ F * p we may define σ λ ∈ Gal(Q(ζ p )/Q), where ζ p is a primitive p-th root of unity, by σ λ (ζ p ) := ζ λ p ; note, every element of Gal(Q(ζ p )/Q) may be represented uniquely by such a σ λ . Now,
If r = gcd(3, p − 1) then M k (T ) is fixed by the subgroup {λ 3 |λ ∈ F * p }. Since this subgroup has index r in the Galois group, we see that the coefficients of M k (T ) lie in the ring of integers of the unique subfield of Q(ζ p ) which has degree r over Q. 
Thus, if (C 1 , C 2 ) is a solution of this differential equation then C 2 must satisfy the Airy differential equation:
Proof. Every element of M 
Effective Decomposition Theory
Define the free
. We wish to demonstrate an effective decomposition theorem for M(b) similar to that of Theorem 2.1, inspired by [3] . However, in our current situation, it turns out that the individual L(b) in the definition of M(b) may grow at slightly different rates than one another. Thus, we need to define the following. Let δ 1 , δ 2 , . . . , δ k+1 ∈ R. Define, for each ρ ∈ R
We will often denote this by M(b; ρ), the δ being understood. Let M(b; ρ) be a subspace of M(b; ρ).
Define 
The proof of this will consist of the following three lemmas which will take up the rest of this section. Notice that the three assumptions imply that
Set E := a d da and notice that
Again, there exists ξ (1) ∈ M(b; 2e), η (1) ∈ V k (b; e), and χ (1) ∈ Ker G (b; 0) such that
Continuing this h-times:
Adding these all together, we obtain
Letting h → ∞, we obtain
Proof. Suppose u = 0. Choose c ∈ R such that u ∈ M(b; c) but u ∈ M(b; c + e). By hypothesis, ∂ a u ∈ M(b; ρ).
where l := min{ρ, c}. By hypothesis, u ∈ M(b; l + e). Since l = c, we must have l = ρ as desired.
Then we may find ρ ∈ R such that u ∈ M(b; ρ) but u ∈ M(b; ρ+e). By hypothesis, there exists η ∈ M(b) such that u = ∂ a η. Thus, η ∈ M(b; ρ + e). Now,
Thus, there exists ζ ∈ V k (b; ρ + e), w ∈ M(b; ρ + 2e), and χ ∈ Ker G (b; ρ + e) such that
This means u = ζ ∈ M(b; ρ + e). Contradiction.
H
We will assume k is odd and k < p throughout this section. The two vectors v := x and w := x 2 form an L(b)-basis of M a (b). Thus, the set {v
As we did in the previous section, we will write M (k) a (b; ρ) with the δ implied. Define 
The proof will consist in proving the three hypotheses of theorem 5.3. But before proving them, it will be useful to recall the following. If we order the basis of M 
That is, if we write the row vector ξ = (ξ 1 , . . . , ξ k+1 ) for
Proof. Odd Column Case. Fix j ∈ {0, 1, . . . , 
with, for m = 1, 2, . . . ,
and, for m = 2, 3, . . . ,
Notice that, since k < p, the constants in front of the series are p-adic units.
Even Column Case. Fix j ∈ {1, . . . , where, for m = 0, 1, . . . , j − 1,
Proof. We will proceed by induction.
Hence, ξ 2 = 0. Suppose ξ 2(j−1) = 0, then for some constants c 1 and c 2 we may write
which shows that ξ 2j = 0. Thus, ξ 2j = 0 for j = 1, 2, . . . , k+1 2 . Next, since η k+1 = πaξ k we see that ξ k = 0. Suppose ξ 2j+1 = 0, then since there are constants c 1 and c 2 such that
we see that ξ 2j−1 = 0.
Proof. We will proceed by induction. Let ξ := uG k . Then
Then πau 2j ∈ L(b; δ 2j+1 ). From ξ = uG k , there are p-adic units c 1 and c 2 such that
From the previous remark, we see that
3 u 2j+2 ∈ L(b; δ 2j+1 ) which implies u 2j+2 ∈ L(b; δ 2j+2 + e) as desired. Next, by hypothesis, ξ k+1 = πau k ∈ L(b; δ k+1 ) and so, u k ∈ L(b; δ k +e). Next, suppose u 2j+1 ∈ L(b; δ 2j+1 +e). Then πa 2 u 2j+1 ∈ L(b; δ 2j ). As before, from ξ = uG k , there are p-adic units c 1 and c 2 such that
As before, it follows that u 2j−1 ∈ L(b; δ 2j−1 + e) as desired.
Throughout this section, we will assume k is even and k < p.
As we did in the previous section, we will write M (k) a (b; ρ) with the δ implied. Ordering the basis as (v
Next, define
Lastly, define the vector
where for j = 0, 1, . . . , k/2
The proof will consist in proving the three hypotheses of theorem 5.3 plus Corollary 5.18 below.
Lemma 5.12. Set e := b
The proof of this is a bit involved.
Even Entry Case. Consider (0, . . . , g(a), . . . , 0) where where: B 0 is in the 2j-entry and
for l = 0, 1, . . . , j − 1 and all other coordinates are zero. Note, C k+1 always equals zero.
Odd Entry Case. This is a bit more technical. For n ≥ 0, consider the vector (0, . . . , B n a n , . . . , 0) where a n is in the (2j + 1)-entry with all others zero, and B n a n ∈ L(b; δ 2j+1 ). First, suppose n ≤ k/2 − j. Then (0, . . . , 2j+1 entry B n a n , . . . , 0) = (0, 0, . . . , 0,
and for i = 1, 2, . . . , n − 1, we have
Notice that C k+1 = 0. Next, suppose n ≥ k 2 − j + 1. We will demonstrate that (0, . . . , 2j+1 entry B n a n , . . . , 0) = (0, C 2 , . . . ,
where h ∈ ker G k (b; 0) is given by (5.5) below and, for l = 1, 2, . . . , k/2,
where "Z" indicates some determinable integer. In (5.2), since the even numbered entries are all zero, let us delete them from this equation to obtain (0, . . . ,
where the vector on the left has (k/2) + 1 entries and B n a n is in the j-th entry, k odd is the vector k with the even entries deleted, and G k is the (k/2) × (k/2 + 1)-matrix
Thus, we may rewrite this as
Proof. Expanding the determinant always using the left column, we get
Thus, the lemma follows from the following general formula:
To prove this last formula (of which I thank Prof. Zhi-Wei Sun for the following), notice that the above may be rewritten as n j=0 n j
Therefore, since 2n n n j
n which is a well-known combinatorial formula.
By Cramer's rule, with N k (1) denoting the matrix N k with the first row replaced by (0, . . . , B n a n , . . . , 0), where B n a n is in the (j + 1)-entry, we have
Notice that h is divisible by a by our hypothesis that n ≥ k 2 − j + 1. Using this and (5.3), it follows that kh ∈ ker G k (b; 0) and
for l = 0, 1, 2, . . . , k/2.
This finishes the proof of lemma 5.12.
Lemma 5.14.
Thus, η 1 is divisible by a 2 which means η 1 = C 2 = 0.
Next, η 3 = (k − 1)πaC 2 − πa 2 C 4 . Thus, C 4 = 0. Continuing, we see that C 2j = 0 for each j. Consequently, all the odd coordinates of η are zero.
Next, since all the even coordinates of η are constants and the image of M (k) a (b) by G k is divisible by a, we see that η must be zero. Proof. We will proceed by induction. Let ξ = uG k . Then ξ 1 = − πa 2 3 u 2 ∈ L(b; δ 1 ). Thus, u 2 ∈ L(b; δ 2 + e). Next, suppose u 2j ∈ L(b; δ 2j + e). Then there are p-adic units c 1 and c 2 such that ξ 2j+1 = c 1 πau 2j + c 2 πa 2 u 2j+2 ∈ L(b; δ 2j+1 ). Now, since c 1 πau 2j ∈ L(b; δ 2j+1 ), we see that u 2j+2 ∈ L(b; δ 2j+2 + e) as desired. This finishes the odd coordinates of ξ. We now move on to the even. By the form of G k , we can find p-adic units c 1 and c 2 such that ξ k = c 1 πau k−1 + c 2 πa 2 u k+1 ∈ L(b; δ k ).
However, since u ∈ M (k) a (b), we have u k+1 = 0. Hence, u k−1 ∈ L(b; δ k−1 + e). Next, suppose u 2j+1 ∈ L(b; δ 2j+1 + e). Again, we may find p-adic units c 1 and c 2 such that ξ 2j = c 1 πau 2j−1 + c 2 πa 2 u 2j+1 ∈ L(b; δ 2j ).
It follows that u 2j−1 ∈ L(b; δ 2j−1 + e).
It follows from Theorem 5.3 that we see that ∂ζ ∈ V k (b). Thus, we must have ∂ζ ∈ ∂ M (k)
a (b).
Dual Cohomology of Symmetric Powers
Dagger Spaces. Define R := analytic functions on 1 < |a| < e, e unspecified L † := analytic functions on |a| < e, where e > 1 unspecified L † * := analytic functions on 1 < |a| ≤ ∞.
Define a perfect pairing ·, · : R × R → C p by u, v := the constant term of the product uv. By [8] , this places R into (topological) duality with itself. Now, L † embeds in R and its annihilator is aL † . Thus, the pairing places L † into duality with R/aL † = L † * . With any b ′ , b > 0, define
Fixing {x, x 2 } as a basis of both M a and M * a , we may place them into (topological) duality by defining the pairing ·, ·, : M a × M * a → C p by taking h = h 1 (a)x + h 2 (a)x 2 ∈ M a and g = g 1 (a)x + g 2 (a)x 2 ∈ M * a and defining h, g := h 1 , g 1 + h 2 , g 2 .
We may extend this duality, and the pairing, to the symmetric powers of these spaces as follows. Let M whereû i means we are leaving it out of the product. It is not hard to verify that ∂ * a and ∂ a are dual to one another via the pairing (·, ·).
We may now define H Using this, we define the subspace P H whereξ j B ij = ξ i−j A ij , and so, ord p (B ij ) ≥ 0. It follows that, if we write det(1 −β k T |P H 
