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This paper investigates the ﬁrst order linear fuzzy differential dynamical systems with
fuzzy matrices. We use a complex number representation of the α-level sets of the fuzzy
system, and obtain the solution by employing such representation. It is applicable to
practical computations and has also some implications for the theory of fuzzy differential
equations. We then present some properties of the 2-dimensional dynamical systems and
their phase portraits. Some examples are considered to show the richness of the theory
and we can clearly see that new behaviors appear. We ﬁnally present some conclusions
and new directions for further research in the area of fuzzy dynamical systems.
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1. Introduction
Since the concept of fuzzy set and the corresponding fuzzy operations was introduced by Zadeh [31], an enormous effort
has been dedicated to the development of various aspects of the theory and applications of fuzzy systems, in particular to
the theory of differential equations with uncertainty. The usage of fuzzy differential equations (FDE) has been a natural way
to model dynamical systems under possibilistic uncertainty [1,3,6,8,14,15,17,18,20,24,25,29,30]. The fuzzy dynamical systems
based on fuzzy differential equations are also widely applied to fuzzy control systems [2], bifurcations of fuzzy nonlinear
dynamical systems [12] and many other ﬁelds.
Fuzzy differential equations were ﬁrst formulated by Kaleva [13] and Seikkala [26]. Kaleva studied the Cauchy problem
of fuzzy sets in which the Peano theorem is valid. Seikkala deﬁned the fuzzy derivative which is the generalization of the
Hukuhara derivative, and showed that the fuzzy initial value problem x′(t) = f (t, x(t)), x(0) = x0 has a unique fuzzy solution
when f satisﬁes the generalized Lipschitz condition which guarantees a unique solution of the deterministic initial value
problem.
In [27,28], the existence and uniqueness of the Cauchy problem for fuzzy initial value problems were considered under a
dissipative condition or other conditions considered by Song and Wu. Also, a new existence result on Wintner-type for the
fuzzy initial value problem is presented in [21]. It is used to study higher-order linear fuzzy differential equations in [7].
In the traditional theory of fuzzy differential equations using the Hukuhara derivative [13,26], signiﬁcant problems arise
with any attempt to develop formulas, mainly because the solutions of fuzzy differential equations have quite different prop-
erties from those of crisp differential equations, lacking observed properties of physical systems such as stability, periodicity
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x′(t) = G(t, x(t)) as a family of differential inclusions
x′β(t) ∈ Gβ
(
t, xβ(t)
)
, 0 β  1,
and the approach has been further exploited in [4,5]. We also investigated [19,30] the properties of linear differential
systems of the type{
x˙ = Ax,
x(0) = x˜0, (1)
where the initial value x0 is a fuzzy number, and A is a matrix of real numbers.
However, the elements of the matrix may contain unknown or imprecise parameters and hence we have to consider{
x˙ = A˜x,
x(0) = x0,
(2)
where the initial data x0 is crisp and the matrix A has fuzzy entries.
In this paper we use a complex number representation of the α-level sets of the fuzzy system following Pearson [22],
then we present the solutions of linear differential dynamical systems with fuzzy matrices. Especially, we discuss properties
of the 2-dimensional dynamical systems and describe their phase portraits with examples.
This paper is organized as follows. Section 2 provides preliminaries and the formulation of the problem. In Section 3, the
solutions of the linear differential dynamical systems are gained and proofed. The properties of 2-dimensional dynamical
systems and their phase portraits are described in Section 4 with some examples. In Section 5, some implications for future
research are proposed.
2. Main theorem for the linear systems
In this section we will consider the problem of solving the linear differential dynamical systems with every element of
matrix A supposed to be a fuzzy number. We begin describing the problem of the linear differential dynamical systems{
x˙ = Ax,
x(0) = x0, (3)
where x ∈ Rn , x0 ∈ Rn , A = [aij]n×n , aij ∈ R and
x˙ = dx
dt
=
[
dx1
dt
,
dx2
dt
, . . . ,
dxn
dt
]T
.
Lemma 2.1. (See [9].) Denote I = [0,1]. Assume that a : I → R and b : I → R satisfy the following conditions (1)–(5):
(1) a : I → R is a bounded non-decreasing function,
(2) b : I → R is a bounded non-increasing function,
(3) a(1) b(1),
(4) for 0 < k 1, limα→k− a(α) = a(k) and limα→k− b(α) = b(k),
(5) limα→0+ a(α) = a(0) and limα→0+ b(α) = b(0). Then ν : R → I deﬁned by
ν(x) = sup{α ∣∣ a(α) x b(α)}
is a fuzzy number with parameterization given by {(a(α),b(α),α) | 0  α  1}. Moreover, if ν : R → I is a fuzzy number with
parameterization given by
{(
a(α),b(α),α
) ∣∣ 0 α  1},
then functions a(α) and b(α) satisfy the above conditions (1)–(5).
Lemma 2.2. (See [22,26].) Assume that each element of the vector x in (3) at the time instant t is a fuzzy number where
xkα(t) =
[
xkα(t), x
k
α(t)
]
, k = 1, . . . ,n. (4)
Then, the evolution of the system (3) can be described by 2n differential equations for the endpoints of the intervals (4), this for each
given time t and value of α. The equations for the endpoints of the intervals are as follows
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⎪⎪⎪⎩
x˙kα(t) = min
{
(Au)k: ui ∈ [xiα(t), xiα(t)]},
x˙
k
α(t) = max
{
(Au)k: ui ∈ [xiα(t), xiα(t)]},
xα(0) = xα0,
xα(0) = xα0,
(5)
where (Au)k :=∑nj=1 akju j is the kth row of Au. Since the vector ﬁeld in (3) is linear, the following rule applies in (5):
x˙kα(t) =
n∑
j=1
akju
j, (6)
where {
u j = x jα(t), akj  0,
u j = x jα(t), akj < 0,
and
x˙
k
α(t) =
n∑
j=1
akj v
j, (7)
where {
v j = x jα(t), akj  0,
v j = x jα(t), akj < 0.
As indicated in [22], the same thing can be represented in a more compact way by moving to the ﬁeld of complex
numbers. Deﬁne new complex variables as follows:
xkα := xkα(t) + ixkα(t) (k = 1, . . . ,n), (8)
where i := √−1. Let x(t) = x(t)+ ix(t) be the solution of system (3), in which the elements of matrix A are fuzzy numbers,
and system (3) can be rewritten with x(t) = x(t) + ix(t) being the solution of system (3):{
x˙α(t) + ix˙α(t) = Aα
(
xα(t) + ixα(t)
)
,
xα(0) = x0, 0 α  1.
(9)
Let a˜i j = [(aij)−α , (aij)+α ], Aα = [A−α , A+α ], where A−α = [(aij)−α ]n×n , A+α = [(aij)+α ]n×n . Then we have a theorem as follows:
Theorem 1. Let A(μ,α) = [aij(μ,α)]n×n = (1− μ)A−α + μA+α , in which μ ∈ [0,1]. The fuzzy differential system⎧⎪⎨
⎪⎩
x˙α(t) + ix˙α(t) =
1⋃
μ=0
B(μ,α)
(
xα(t) + ixα(t)
)
,
xα(0) = x0, 0 α  1,
(10)
has a unique solution given by
xα(t) + ixα(t) = exp
(
t
1⋃
μ=0
B(μ,α)
)
(xα0 + ixα0), (11)
where the elements of the matrix B are determined from those of A(μ,α) as follows:
bij =
{
eaij(μ,α), aij(μ,α) 0,
gaij(μ,α), aij(μ,α) < 0,
in which e is just the identity operation and g corresponds to a ﬂip about the diagonal in the complex plane. I.e., ∀a + bi ∈ C,
e: a + bi → a + bi,
g: a + bi → b + ai. (12)
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1⋃
μ=0
B(μ,α) [B, B],
where B = min{B(μ,α): 0μ 1} and B = max{B(μ,α): 0μ 1}.
Firstly, we will prove the following relation:
d
dt
exp
([B, B]t)= [B, B]exp([B, B]t). (13)
Before we prove it, with the deﬁnition of interval number [16], we have the following deﬁnition
exp
([B, B]t) [min{exp(λB + (1− λ)B)t: 0 λ 1},max{exp(λB + (1− λ)B)t: 0 λ 1}],
and
d
dt
exp
([B, B]t) [min{B exp(Bt), B exp(Bt), B exp(Bt), B exp(Bt)},
max
{
B exp(Bt), B exp(Bt), B exp(Bt), B exp(Bt)
}]
.
The following will show the above deﬁnition is correct. Let S, S1, S2 be three square matrices, then it follows from the
deﬁnition [23] of eS , we have
eSt =
∞∑
k=0
Sktk
k! ,
and
eS1t =
∞∑
k=0
Sk1t
k
k! 
∞∑
k=0
Sk2t
k
k! = e
S2t (14)
if S1  S2. ∀λ ∈ [0,1], let f (λ) = ddt exp((λB + (1− λ)B)t) = (λB + (1− λ)B)exp((λB + (1− λ)B)t), then we have
f (λ) = (λB + (1− λ)B)exp((λB + (1− λ)B)t)
= (λ(B − B) + B)exp((λ(B − B) + B)t)
 B exp
((
λ(B − B) + B)t)
 B exp(Bt)
min
{
B exp(Bt), B exp(Bt), B exp(Bt), B exp(Bt)
}
.
Similarly,
f (λ) = (λB + (1− λ)B)exp((λB + (1− λ)B)t)
= ((1− λ)(B − B) + B)exp(((1− λ)(B − B) + B)t)
 B exp
((
(1− λ)(B − B) + B)t)
 B exp(Bt)
max
{
B exp(Bt), B exp(Bt), B exp(Bt), B exp(Bt)
}
,
and
[B, B]exp([B, B]t)= [B, B] · [min{exp(λB + (1− λ)B)t: 0 λ 1},max{exp(λB + (1− λ)B)t: 0 λ 1}].
The left-end point of the above interval is
min
{
Bmin
{
exp
(
λB + (1− λ)B)t: 0 λ 1}, Bmax{exp(λB + (1− λ)B)t: 0 λ 1},
Bmin
{
exp
(
λB + (1− λ)B)t: 0 λ 1}, Bmax{exp(λB + (1− λ)B)t: 0 λ 1}}
and the right-end point of the above interval is
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Bmin
{
exp
(
λB + (1− λ)B)t: 0 λ 1}, Bmax{exp(λB + (1− λ)B)t: 0 λ 1},
Bmin
{
exp
(
λB + (1− λ)B)t: 0 λ 1}, Bmax{exp(λB + (1− λ)B)t: 0 λ 1}}.
Since exp(St) is an increasing function for t ∈ (0,+∞), we have the following equations:
min
{
exp
(
λB + (1− λ)B)t: 0 λ 1}= exp(Bt),
max
{
exp
(
λB + (1− λ)B)t: 0 λ 1}= exp(Bt).
Then we have
[B, B]exp([B, B]t)= [min{B exp(Bt), B exp(Bt), B exp(Bt), B exp(Bt)},
max
{
B exp(Bt), B exp(Bt), B exp(Bt), B exp(Bt)
}]
.
Hence, we get
d
dt
exp
([B, B]t)= [B, B]exp([B, B]t). (15)
Now we will prove exp(t
⋃1
μ=0 B(μ,α))(xα0 + ixα0) is a solution of system (10). It is easily veriﬁed that g2 = e and
(μg)(a + bi) = (gμ)(a + bi) for μ ∈ R and we extend g to vectors as
g
(
xα(t) + ixα(t)
)= [g(x1α(t) + ix1α(t)), . . . , g(xnα(t) + ixnα(t))]T .
Since B(μ,α) commutes with exp B(μ,α), if xα(t) + ixα(t) = exp(t⋃1μ=0 B(μ,α))(xα0 + ixα0), then
x˙α(t) + ix˙α(t)
= d
dt
exp
(
t
1⋃
μ=0
B(μ,α)
)
(xα0 + ixα0)
= lim
h→0
e
⋃1
μ=0 B(μ,α)(t+h) − e
⋃1
μ=0 B(μ,α)t
h
(xα0 + ixα0)
= lim
h→0
e
⋃1
μ=0 B(μ,α)t e
⋃1
μ=0 B(μ,α)t − I
h
(xα0 + ixα0)
= lim
h→0
lim
k→∞
e
⋃1
μ=0 B(μ,α)t
(
1⋃
μ=0
B(μ,α) +
⋃1
μ=0 B(μ,α)2h
2! + · · · +
⋃1
μ=0 B(μ,α)khk−1
k!
)
(xα0 + ixα0)
=
1⋃
μ=0
B(μ,α)e
⋃1
μ=0 B(μ,α)t(xα0 + ixα0) =
1⋃
μ=0
B(μ,α)
(
xα(t) + ixα(t)
)
.
Thus exp(t
⋃1
μ=0 B(μ,α))(xα0 + ixα0) is a solution. To see that this is the only solution, let xα(t)+ ixα(t) be any solution of
problem (10) and
yα(t) + i yα(t) = exp
(
−t
1⋃
μ=0
B(μ,α)
)(
xα(t) + ixα(t)
)
,
then
y˙α(t) + i y˙α(t) = −
1⋃
μ=0
B(μ,α)exp
(
−t
1⋃
μ=0
B(μ,α)
)
(xα + ixα) + exp
(−tB(μ,α))(x˙α(t) + ix˙α(t))
= −
1⋃
μ=0
B(μ,α)exp
(
−t
1⋃
μ=0
B(μ,α)
)
(xα + ixα) + exp
(
−t
1⋃
μ=0
B(μ,α)
)
·
1⋃
B(μ,α)(xα + ixα) = 0
μ=0
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⋃1
μ=0 B(μ,α)t and B(μ,α) commute. Thus, y(t) is a constant. Setting t = 0 shows that yα(t) + i yα(t) =
xα0 + ixα0 and therefore any solution of problem (10) is given by
xα(t) + ixα(t) = exp
(
t
1⋃
μ=0
B(μ,α)
)
(yα + i yα) = exp
(
t
1⋃
μ=0
B(μ,α)
)
(xα0 + ixα0).
This completes the proof. 
Theorem 2. xα(t) + ixα(t) is the solution of problem (9), if and only if xα(t) + ixα(t) is also the solution of problem (10).
Proof. Let aij ∈ R with aij ∈ [(aij)−α , (aij)+α ], then A = [aij]n×n ∈ [A−α , A+α ]. Let x be the solution of the following system{
x˙ = Ax,
x(0) = x0, (16)
and we can get that for any x ∈ [x(t), x(t)], where x(t) + ix(t) is the solution of system (9), there exist μ1,μ2 ∈ [0,1]
satisfying that
A ∈ [A(μ1,α), A(μ2,α)]⊂ [A−α , A+α ],
and since the initial condition x0 is a crisp real number, so
Ax ⊂ [A(μ1,α), A(μ2,α)]× [x(t), x(t)]⊂ [A(0,α), A(1,α)]× [x(t), x(t)],
and we have
x(t) − x(0) =
t∫
0
Axdt ⊂
t∫
0
μ2⋃
μ=μ1
B(μ,α)
(
xα(t) + ixα(t)
)
dt
⊂
t∫
0
1⋃
μ=0
B(μ,α)
(
xα(t) + ixα(t)
)
dt = xα(t) − x(0) + i
(
xα(t) − x(0)
)
,
where the elements of the matrix B are determined from those of A(μ,α) as follows:
bij =
{
eaij(μ,α), aij(μ,α) 0,
gaij(μ,α), aij(μ,α) < 0,
in which e is just the identity operation and g corresponds to a ﬂip about the diagonal in the complex plane. I.e., ∀a+bi ∈ C ,
e: a + bi → a + bi,
g: a + bi → b + ai. (17)
Then x ∈ [xα(t), xα(t)], where xα(t) + ixα(t) is the solution of problem (10).
Let x1 be the solution of the following system{
x˙ = A(μ,α)x,
x(0) = x0, (18)
and we can get that for any x1 ∈ [xα(t), xα(t)], where xα(t)+ ixα(t) is the solution of systems (10), there exist μ1,μ2 ∈ [0,1]
satisfying that
A(μ,α) ∈ [A(μ1,α), A(μ2,α)]⊂ [A−α , A+α ],
and since the initial condition x0 is a crisp real number, so
A(μ,α)x1 ⊂
[
A(μ1,α), A(μ2,α)
]× [x(t), x(t)]⊂ [A−α , A+α ]× [x(t), x(t)],
and we have
x1(t) − x1(0) =
t∫
0
A(μ,α)x1 dt ⊂
t∫
0
μ2⋃
μ=μ1
B(μ,α)
(
xα(t) + ixα(t)
)
dt
⊂
t∫
0
[
A−α , A+α
](
xα(t) + ixα(t)
)
dt = xα(t) − x(0) + i
(
xα(t) − x(0)
)
,
then x ∈ [xα(t), xα(t)], where xα(t) + ixα(t) is the solution of problem (9). The proof of the theorem is complete. 
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Let A(0,α) be a nonnegative matrix, which means that all elements aij(0,α) = (aij)α of the matrix A(0,α) or A˜ are
nonnegative, then the problem (10) can be rewritten as{
x˙α(t) = min
{
A(μ,α)xα(t): 0μ 1
}= A(0,α)xα(t),
xα(0) = x0 (19)
and {
x˙α(t) = max
{
A(μ,α)xα(t): 0μ 1
}= A(1,α)xα(t),
xα(0) = x0,
(20)
if x0 ∈ Rn+ . So the solutions of problem (19) and problem (20) can be written as
x(t) = exp(A(0,α))x0 (21)
or
x(t) = exp(A(1,α))x0 (22)
respectively.
If x0 ∈ Rn+ and A(0,α) is a nonnegative matrix, problem (9) can be rewritten as{
x˙α(t) = min
{
Aα
(
xα(t) + ixα(t)
)
: 0μ 1
}= Axα(t) = A(0,α)xα(t),
xα(0) = x0 (23)
and {
x˙α(t) = max
{
Aα
(
xα(t) + ixα(t)
)
: 0μ 1
}= Aαxα(t) = A(1,α)xα(t),
xα(0) = x0.
(24)
Comparing problem (19) with problem (20) and problem (23) with problem (24) respectively, we will ﬁnd the following
theorem:
Theorem 3. If A(0,α) is a nonnegative matrix, and x ∈ Rn+ , then xα(t) + ixα(t) is the solution of problem (9) if and only if xα(t) +
ixα(t) is also the solution of problem (10).
Proof. For the solution of problem (9), xα(t) + ixα(t),
x˙α(t) + ix˙α(t) = min
{
A˜
(
xα(t) + ixα(t)
)}+ imax{ A˜(xα(t) + ixα(t))}
= [A(0,α)xα(t) + i A(1,α)xα(t)]
= y˙α(t) + i y˙α(t)
in which xα(t) + ixα(t) is the solution of problem (10).
Since A(0,α) is a nonnegative matrix, and x ∈ Rn+ , we have B(μ,α) = A(μ,α). For the solution of problem (10), yα(t)+
i yα(t),
y˙α(t) + i y˙α(t) = min
{
Aα
(
yα(t) + i yα(t)
)
: 0μ 1
}+ imax{Aα(yα(t) + i yα(t)): 0μ 1}
= A(0,α)yα(t) + i A(1,α)yα(t)
= x˙α(t) + ix˙α(t)
in which yα(t) + i yα(t) is the solution of problem (9). 
Deﬁnition 3.1. Let A(μ,α) be a real n × n matrix, where 0 α  1, 0μ 1. Then for t ∈ R ,
eA(μ,α)t =
∞∑
k=0
Ak(μ,α)tk
k! .
The following results are classical. See, for example, [10].
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that
T−1AT = diag[λi],
where λ j is a function of μ and α.
Lemma 3.2. Let A(μ,α) be a real matrix with real λ j , j = 1, . . . ,k, and complex eigenvalues λ j = a j + ib j and λ j = a j − ib j ,
j = k + 1, . . . ,n. Then there exists a basis {v1, v2, . . . , vk, vk+1,mk+1, . . . , vn,mn} for R2n−k, where v j , j = 1, . . . ,k, and w j , j =
k + 1, . . . ,n, are generalized eigenvectors of A(μ,α), m j = Re(w j) and v j = Im(w j) for j = k + 1, . . . ,n, such that the matrix
P = [v1, . . . , vk, vk+1,mk+1, . . . , vn,mn] is invertible and
P−1A(μ,α)P = diag[B1, . . . , Br], (25)
where the elementary Jordan blocks B = B j, j = 1, . . . , r are either of the form
B =
⎡
⎢⎢⎢⎣
λ 1 0 · · · 0
0 λ 1 · · · 0
· · ·
0 · · · λ 1
0 · · · λ
⎤
⎥⎥⎥⎦ (26)
for λ one of the real eigenvalue of A(μ,α) or of the form
B =
⎡
⎢⎢⎢⎣
D I2 0 · · · 0
0 D I2 · · · 0
· · ·
0 · · · D I2
0 · · · D
⎤
⎥⎥⎥⎦ (27)
with
D =
[
a −b
b a
]
, I2 =
[
1 0
0 1
]
, 0 =
[
0 0
0 0
]
for λ = a + ib one of the complex eigenvalues of A(μ,α).
The Jordan canonical form of A(μ,α) yields some explicit information about the form of the solution of the problem (9)
which, according to the theory of ordinary differential equations, is given by
xα(t) = P diag
[
eA j(0,α)t
]
P−1xα0 (28)
or
xα(t) = P diag
[
eA j(1,α)t
]
P−1xα0. (29)
4. Nonhomogeneous linear dynamical systems
In this section we consider the following nonhomogeneous linear dynamical system{
x˙ = Aαx+ f˜ (t),
x(0) = x0,
(30)
where Aα = [A−α , A+α ], in which A−α = [(aij)−α ]n×n , A+α = [(aij)+α ]n×n . And f˜ (t) is a continuous vector function, the elements
of f˜ (t) are fuzzy numbers.
Similarly, problem (30) can be rewritten as⎧⎪⎪⎨
⎪⎪⎩
x˙α(t) + ix˙α(t) =
1⋃
μ=0
B(μ,α)
(
xα(t) + ixα(t)
)+ ( f α(t) + i f α(t)),
xα(0) + ixα(0) = x(0) + ix(0),
(31)
where the elements of the matrix B are determined from those of A(μ,α) as follows:
bij =
{
eaij(μ,α), aij(μ,α) 0,
gaij(μ,α), aij(μ,α) < 0.
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by
xα(t) + ixα(t) = Φ2(t)(xα0 + ixα0) +
t∫
0
Φ2(t − s)
(
f α(s) + i f α(s)
)
ds, (32)
where Φ2(t, s) = Φ2(t)Φ2(s)−1 and Φ2(t) satisﬁes the matrix
Φ˙2(t) =
1⋃
μ=0
B(μ,α)Φ2(t), Φ2(0) = I. (33)
Proof. For the function xα(t) + ixα(t) deﬁned in the above, and since Φ2(t) is a fundamental matrix solution of (10), it
follows that
x˙α(t) + ix˙α(t)
= Φ˙2(t)(xα0 + ixα0) + Φ˙2(t)
t∫
0
Φ−12 (s)
(
f α(s) + i f α(s)
)
ds + Φ2(t)Φ−12 (t)
(
f α(t) + i f α(t)
)
=
1⋃
μ=0
B(μ,α)Φ2(t)(xα0 + ixα0) +
1⋃
μ=0
B(μ,α)Φ2(t)
t∫
0
Φ−12 (s)
(
f α(s) + i f α(s)
)
ds + ( f α(t) + i f α(t))
=
1⋃
μ=0
B(μ,α)
(
Φ2(t)(xα0 + ixα0) +
1⋃
μ=0
B(μ,α)
t∫
0
Φ2(t − s)
(
f α(s) + i f α(s)
)
ds
)
+ ( f α(t) + i f α(t))
=
1⋃
μ=0
B(μ,α)
(
xα(t) + ixα(t)
)+ ( f α(t) + i f α(t)).
This completes the proof. 
5. Homogeneous 2-dimensional system of ﬁrst order differential equations
In this section we discuss various phase portraits that are possible for the linear problem (3), where x ∈ R2 and A is a
2× 2 matrix. We begin by describing the phase portraits for the linear system{
x˙ = Cx,
x(0) = x0, (34)
where the matrix C = P−1AP has one of the forms given as follows:
C =
[
λ1 0
0 λ2
]
, C =
[
λ 1
0 λ
]
, C =
[
a −b
b a
]
,
in which λ1 ∈ R , λ2 ∈ R , λ ∈ R , a ∈ R and b ∈ R .
Then, the phase portrait for the linear systems{
x˙ = Ax,
x(0) = x0 (35)
is then obtained from the phase portrait for (34) under the linear transformation of coordinates x = P y, in which P is
invertible.
Similarly, problem (9) matrix can be written as{
y˙ = C(μ,α)y,
y(0) = y0 (36)
under the linear transformation of coordinates x = Q y where the elements of the matrix Q are determined from those of
A as follows:
qij =
{
epij, pij  0,
gp , p < 0.i j i j
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The solution of problem (36) is given by
xα(t) + ixα(t) = exp
(
tC(μ,α)
)
(xα0 + ixα0) (37)
according to Theorem 1. Especially, if A is nonnegative, then we have
{
x˙α(t) = A−α xα(t),
xα(0) = xα0 (38)
and {
x˙α(t) = A+α xα(t),
xα(0) = xα0.
(39)
In the crisp case, i.e. A is real 2× 2 matrix, the following result [23] about the origin is relevant.
Lemma 5.1. (See [23].) Let δ = det A and τ = trace A and consider the linear system
x˙ = Ax. (40)
(a) If δ < 0 then (40) has a saddle point at the origin.
(b) If δ > 0 and τ 2 − 4δ  0 then (40) has a node at the origin; it is stable if τ < 0 and unstable if τ > 0.
(c) If δ > 0, τ 2 − 4δ < 0, and τ 
= 0 then (40) has a focus at the origin; it is stable if τ < 0 and unstable if τ > 0.
(d) If δ > 0, τ = 0 then (40) has a center at the origin.
If A˜ is a nonnegative matrix, and x ∈ Rn+ , the property of system (3) is easy gained according to Theorem 3.
5.1. Saddle
Property 5.1. If C = [ [λ1]α 00 [λ2]α ] with [λ2]α < 0 < [λ1]α , where 0  α  1, there are two eigenvalues of opposite sign and δ =[λ1]α[λ2]α < 0. According to Lemma 5.1, the systems (36) has a saddle at the origin.
The portrait for the linear system (36) in this case is given in Fig. 1. If [λ2]α < 0 < [λ1]α , the arrows in Fig. 1 are reversed.
Whenever C has two real eigenvalues of opposite sign, the phase portrait for the linear system (3) is linearly equivalent to
the phase portrait shown in Fig. 1; i.e., it is obtained from Fig. 1 by a linear transformation of coordinates; and the stable
and unstable subspaces of (3) are determined by the eigenvectors of C . The parts between the red line and the dashed line
are the possible footprints of the corresponding trajectories.
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C =
[ [λ1]α 0
0 [λ2]α
]
and deﬁne the coeﬃcient value λ1 to be μ1 which is a fuzzy number about 2, the coeﬃcient value λ2 to be μ2 which is a
fuzzy number about −2. And they can be done by setting, for example,
μ1 =
⎧⎨
⎩
0, s < 1,
−(s − 2)2 + 1, 1 s 3,
0, s > 3,
and
μ2 =
⎧⎨
⎩
0, s < −3,
−(s + 2)2 + 1, −3 s−1,
0, s > −1.
Thus
[μ1]α = [2−
√
1− α,2+ √1− α],
[μ2]α = [−2−
√
1− α,−2+ √1− α].
Let a1 = (1− μ)(2−
√
1− α) + μ(2+ √1− α) and a2 = (1− μ)(−2 −
√
1− α) + μ(−2 + √1− α), where μ ∈ [0,1]. First
we calculate(
x˙1 + ix˙1
x˙2 + ix˙2
)
=
[
a1 0
0 g(a2)
](
x1 + ix1
x2 + ix2
)
,
⎛
⎜⎝
x˙1α
x˙1α
x˙2α
x˙2α
⎞
⎟⎠=
⎡
⎢⎣
a1 0 0 0
0 a1 0 0
0 0 0 a2
0 0 a2 0
⎤
⎥⎦
⎛
⎜⎝
x1α
x1α
x2α
x2α
⎞
⎟⎠ ,
⎛
⎜⎝
x1α
x1α
x2α
x2α
⎞
⎟⎠=
⎡
⎢⎢⎣
ea1t 0 0 0
0 ea1t 0 0
0 0 e
a2t+e−a2t
2
ea2t−e−a2t
2
0 0 e
a2t−e−a2t
2
ea2t+e−a2t
2
⎤
⎥⎥⎦
⎛
⎜⎝
x10
x10
x20
x20
⎞
⎟⎠ .
Then the phase portrait for the example is given in the ﬁrst quadrant of Fig. 1 with α = 0.5 and the initial values
(16,16). Similarly phase portrait of the other three quadrants can be gained if we deﬁne the initial values to be (16,−16),
(−16,16), or (−16,−16). The shadow part is the possible footprints of the corresponding trajectories.
5.2. Node
Property 5.2. If C = [ [λ1]α 00 [λ2]α ]with [λ2]α  [λ1]α < 0, where 0 α  1, then δ = λαλα > 0 and τ 2 −4δ = ([λ1]α −[λ2]α)2  0;
or C = [ λα 10 λα ] with λα < 0, then δ = λ2α > 0 and τ 2 − 4δ = 0. According to Lemma 5.1, the system (36) has a node at the origin.
Example 5.2. Let
C =
[
λα 1
0 λα
]
and deﬁne the coeﬃcient value to be λ which is a fuzzy number about −2 and it can be done by setting, for example,
λ =
⎧⎨
⎩
0, s < −3,
−(s + 2)2 + 1, −3 s−1,
0, s > −1.
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Let a = (1− μ)(−2− √1− α) + μ(−2+ √1− α), where μ ∈ [0,1]. First we calculate(
x˙1 + ix˙1
x˙2 + ix˙2
)
=
[
g(a) 1
0 g(a)
](
x1 + ix1
x2 + ix2
)
,
⎛
⎜⎝
x˙1α
x˙1α
x˙2α
x˙2α
⎞
⎟⎠=
⎡
⎢⎣
0 a 1 0
a 0 0 1
0 0 0 a
0 0 a 0
⎤
⎥⎦
⎛
⎜⎝
x1α
x1α
x2α
x2α
⎞
⎟⎠ ,
⎛
⎜⎝
x1α
x1α
x2α
x2α
⎞
⎟⎠=
⎡
⎢⎣
M N Mt Nt
N M Nt Mt
0 0 M N
0 0 N M
⎤
⎥⎦
⎛
⎜⎝
x10
x10
x20
x20
⎞
⎟⎠
in which M , N denote e
at+e−at
2 ,
eat−e−at
2 respectively.
Then the phase portrait for the example is given in the ﬁrst quadrant of Fig. 2 with α = 0.5 and similarly phase portrait
of the other three quadrants can be gained if we deﬁne the initial values to be (16,−16), (−16,16), or (−16,−16). The
shadow part is the possible footprints of the corresponding trajectories.
5.3. Focus
Property 5.3. If C = [ aα −bα
bα aα
]
with aα < 0, then τ = 2aα , δ = a2α + b2α > 0, and τ 2 − 4δ = −4b2α < 0. According to Lemma 5.1, the
origin is a stable focus.
The phase portrait for the linear system (36) in the case is given in Fig. 3. If aα > 0, the arrows are reversed in Fig. 3; i.e.,
the trajectories spiral away from the origin with increasing t . The origin is called an unstable focus in this case. Whenever C
has a pair of complex conjugate eigenvalues with non-zero real part, the phase portraits for system (3) is linearly equivalent
to the phase portraits shown in Fig. 3. Note that the trajectories in Fig. 3 do not approach the origin along well-deﬁned
tangent lines; i.e., the angle θ(t) that the vector x(t) makes with the x1-axis does not approach a constant θ0 as t → ∞, but
rather |x(t)| → ∞ as t → ∞ in this case.
Example 5.3. Let
C =
[
a −b
b a
]
,
deﬁning the coeﬃcient value to be a about 2 and b about 2 which can be done by setting, for example,
a =
⎧⎨
⎩
0, s < −3,
−(s + 2)2 + 1, −3 s−1,
0, s > −1,
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and
b =
⎧⎨
⎩
0, s < −3,
−(s + 2)2 + 1, −3 s−1,
0, s > −1.
Let a = (1− μ)(−2− √1− α) + μ(−2+ √1− α), where μ ∈ [0,1]. First we calculate(
x˙1 + ix˙1
x˙2 + ix˙2
)
=
[
a g(−a)
a a
](
x1 + ix1
x2 + ix2
)
,
⎛
⎜⎝
x˙1α
x˙1α
x˙2α
x˙2α
⎞
⎟⎠=
⎡
⎢⎣
a 0 0 −a
0 a −a 0
a 0 a 0
0 a 0 a
⎤
⎥⎦
⎛
⎜⎝
x1α
x1α
x2α
x2α
⎞
⎟⎠ .
The solution of the systems above is
⎛
⎜⎝
x1α
x1α
x2α
x2α
⎞
⎟⎠=
⎡
⎢⎢⎢⎣
e2at+M
4
−e2at+M
4
e2at−N
4
−e2at−N
4
−e2at+M
4
e2at+M
4
−e2at−N
4
e2at−N
4
e2at+N
4
−e2at+N
4
e2at+M
4
−e2at+M
4
−e2at+N
4
e2at+N
4
−e2at+M
4
e2at+M
4
⎤
⎥⎥⎥⎦
⎛
⎜⎝
x10
x10
x20
x20
⎞
⎟⎠
in which M = 2eat cosat , N = 2eat sinat . If α = 0.5 and the initial values is (8,2), then the phase portrait for this example
is given in Fig. 3. The shadow part is the possible footprints of the corresponding trajectories.
5.4. Center
Property 5.4. If C = [ 0 −bα
bα 0
]
, where bα ∈ R then τ = 0, δ = b2α > 0. System (35) has a center at the origin according to Lemma 5.1.
Letting b ∈ F (R), the system (36) has more trajectories than a center.
Example 5.4. Deﬁne the coeﬃcient value to be b about 2 which can be done by setting, for example,
b =
⎧⎨
⎩
0, s < 1,
−(s − 2)2 + 1, 1 s 3,
0, s > 3.
Let a = (1− μ)(2− √1− α) + μ(2+ √1− α), where μ ∈ [0,1].
First we calculate(
x˙1 + ix˙1
x˙2 + ix˙2
)
=
[
0 g(−a)
a 0
](
x1 + ix1
x2 + ix2
)
,
⎛
⎜⎝
x˙1α
x˙1α
x˙2α˙
⎞
⎟⎠=
⎡
⎢⎣
0 0 0 −a
0 0 −a 0
a 0 0 0
⎤
⎥⎦
⎛
⎜⎝
x1α
x1α
x2α
⎞
⎟⎠ .x2α 0 a 0 0 x2α
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The solution of the above system is⎛
⎜⎝
x1α
x1α
x2α
x2α
⎞
⎟⎠=
⎡
⎢⎢⎣
M + cosat2 N + cosat2 N − sinat2 −N − sinat2
−M + cosat2 −N + cosat2 −N − sinat2 N − sinat2
N + sinat2 M + sinat2 M + cosat2 −M + cosat2
−N + sinat2 −M + sinat2 −M + cosat2 M + cosat2
⎤
⎥⎥⎦
⎛
⎜⎝
x10
x10
x20
x20
⎞
⎟⎠
in which M , N denote e
at+e−at
4 ,
eat−e−at
4 respectively. Then the phase portrait for the example is given in Fig. 4 with α = 0.5
and the initial values to be (8,2). The shadow part is the possible footprints of the corresponding trajectories. This is a new
behavior and further study is necessary.
6. Conclusion
Using a new representation of the α-level sets of the fuzzy system, we study the properties of ﬁrst order linear dynamical
systems with fuzzy matrices. Since this representation is perfectly adapted to the combination of the fuzzy differential
equations with the classical differential equations, the solution of the linear fuzzy equation can be easily inherited from the
solution of the classical differential equations. In this approach, the shortcomings of the previous papers can be avoided.
For further research, the homogeneous 2-dimensional differential dynamical systems with fuzzy initial value are mainly
discussed and the phase portraits are also given with the explanation of examples. From the above discussion, we ﬁnd
signiﬁcant difference in the properties of solutions whether the matrix A is fuzzy or not. In the future research, every
element of matrix A of problem (3) and the initial condition both will be supposed to be a fuzzy number. We will also
investigate the properties of the fuzzy differential dynamical systems under this assumption.
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