Abstract-It has long been hypothesized that individuals' migration propensities depend on their risk attitudes, but the empirical evidence has been limited and indirect. We use newly available data from the German Socio-Economic Panel to measure directly the relationship between migration and risk attitudes. We find that individuals who are more willing to take risks are more likely to migrate. Our estimates are substantial compared to unconditional migration probabilities, as well the effects of conventional determinants of migration, and are robust to controlling for a variety of demographic characteristics. We find no evidence that our results are the result of reverse causality.
I. Introduction
G eographic mobility plays an important role in the efficient functioning of markets. Moving people and capital to where they can be most productively utilized is essential to any working economy. Because migrants may grease the wheels of the labor market (Borjas, 2001) , it is important to understand the determinants of geographic mobility. While it has long been hypothesized that individuals' willingness to take risks may play an important role in migration, and therefore in the efficient functioning of labor markets, there is no direct evidence on whether risk attitudes in fact influence individuals' migration decisions. This paper seeks to fill this gap in the literature.
To motivate why attitudes toward risk taking might be important for the migration decision, consider that individuals derive utility from consumption and leisure. It is quite reasonable to assume that individuals have more information about income, consumption, and leisure opportunities in their current location compared to other potential locations. This relatively greater uncertainty over some or all of the arguments of the utility function is one sense in which migration is a fundamentally risky activity, leading to a tendency for individuals who are more willing to take risks to have a higher probability of migrating.
The direction of the relationship between risk attitudes and migration is potentially ambiguous, however. Risk attitudes could also potentially affect migration decisions if risk-averse individuals desire to live in regions with (known) lower variances of the income distribution. More risk-averse individuals might favor locations with lower variances to avoid uncertainty in income, while lower-riskaverse individuals may use migration as a means of improving their chances of receiving a higher-than-average wage. 1 In the German context that we examine, we consider the former argument regarding imperfect information to be more applicable. To be sure, there are some differences in income variances across regions in Germany, but they are small compared to those that exist in developing countries or between developing and developed countries. 2 We therefore hypothesize that general uncertainty about other locations is the more important channel through which risk attitudes determine intra-German geographic mobility and that the average mover is relatively more willing to take risks. 3 To our knowledge, no previous empirical study has examined the relationship between migration and risk attitudes, directly measured. 4 We use newly available data from the German Socio-Economic Panel (SOEP) that includes direct measures of attitudes toward risk and find that being more willing to take risks is a positive, statistically significant, and quantitatively important determinant of migration. We find that being relatively willing to take risks is associated with an increase of at least 1.5 percentage points in the probability of ever migrating between 2000 and 2006, even after conditioning on individual characteristics. This effect is substantial relative to the unconditional migration propensity of 5.8 percent. We also present results indicating that our findings are highly unlikely to be the result of reverse causality-that migration causes changes in risk attitudes.
II. Data
The SOEP is a representative panel survey of the resident adult population of Germany that began in western Germany in 1984 and was expanded to include eastern Germany in 1990. 5 The SOEP surveys the head of each household in the sample, as well as all other household members over the age of seventeen on a wide variety of economic, political, and attitudinal issues. Of most interest to us are the 2004 and 2006 waves of the SOEP, which contain a novel set of questions about individuals' risk attitudes. Our primary focus is on the question that asked individuals for their attitude toward risk in general, allowing respondents to indicate their willingness to take risks on an eleven-point scale, with 0 indicating complete unwillingness to take risks and 10 indicating complete willingness to take risks. 6 Our analysis uses responses on the scale as an index of willingness to take risks (which we refer to as the risk index), as well as a binary indicator for whether someone chose a value of 6 or higher on the scale (which we refer to as the risk indicator). 7 The latter measure minimizes potential problems from different use of scales by the survey respondents. We view the preferences represented by the responses to these questions as fixed over the period of time in our sample, but also investigate the possibility of reverse causality, such that migration affects risk attitudes, by using the 2006 wave of the SOEP that includes the risk question for a second time.
The risk question we use here has been experimentally validated and shown to be a reliable measure of an individual's actual propensity to take risks. Dohmen et al. (2005) used a pool of 450 subjects with characteristics comparable to the respondents of the SOEP who answered the same general risk question from the SOEP questionnaire that is used in this paper. After completing the survey questionnaire, these subjects participated in real-stakes lottery experiments. The responses to the general risk question turned out to be good predictors of actual risk-taking behavior in the paid experiment. Dohmen et al. (2005) also showed that responses to this risk question predict other behaviors involving risk, such as holding stocks, being self-employed, or smoking. Thus, we are confident that the general risk question is a behaviorally valid measure of an individual's underlying attitude toward risk. 8 The smallest geographic unit defined in the publicly available version of the SOEP is the Raumordnungsregion (literally, "spatial district," although we refer to them as regions in the rest of the paper). Germany is divided geographically into 97 such regions, which are defined by the Bundesamt für Bauwesen und Raumordnung (Federal Office for Building and Regional Planning) and reflect an aggregation of Landkreise and kreisfreie Städte (administrative districts, something akin to counties in the United States), taking into account economic agglomeration and commuting flows. Each region captures a center of economic activity and its surrounding area and corresponds to a labor market. We define a migration as a move from one region to another. 9 For our analysis, we restrict the sample to the 2000 through 2006 waves of the SOEP, including data since the most recent survey refreshment in 2000, in order to have a large balanced panel and also provide a sufficient number of observed migrations. We concentrate on prime-age individuals who were between 18 and 65 years of age during the entire survey period, leaving us with a sample of 10,115 individuals with six years of migration data. 10 Figure 1 shows the distribution of responses to the general risk question for movers (individuals who changed region at least once between 2000 and 2006) and stayers (individuals who did not change region in that period). While both distributions have a modal value of 5 on the eleven-point scale, the distribution for movers has less weight on the left-hand tail and more weight on the right-hand tail. A greater proportion of movers than stayers clearly responds that they are relatively more amenable to taking risks.
III. Risk Attitudes of Migrants and Nonmigrants
In table 1 we present for movers and stayers the average of the risk index, as well as the share of the sample for which the risk indicator is equal to 1, stratified by a variety of demographic characteristics. As reflected in figure 1 , the averages of the risk index and risk indicator are substantially larger for the 5.8% of the sample who moved than for those who never moved within the sample period. Moreover, those who moved more than once are more risk friendly than those who moved only once. These results are a first strong indication (albeit not conditional on any individual characteristics) in favor of the hypothesis that migrants are less risk averse than nonmigrants.
Across nearly all of the demographic categories (sex, age, education, marital status, and place of origin), we find strikingly consistent take risks or do you try to avoid taking risks? Please tick a box on the scale, where the value 0 means 'not at all willing to take risks' and the value 10 means 'very willing to take risks.' " German versions of all risk questions are available online at http://www.diw.de/deutsch/sop/service/ fragen/fr2004/personen_2004.pdf (retrieved February 14, 2007) . 7 Robustness checks conducted by Dohmen et al. (2005) suggest that choosing a threshold of 6 and above on the eleven-point scale does not affect the behavioral validity of the responses. 8 The SOEP also asked about risk attitudes in other domains such as career and finance. We explore their relationship with migration in Jaeger et al. (2007) . 9 We have also estimated the models in the paper using definitions of moves based on distance as well as between German federal states (Bundesländer). The results are all qualitatively similar. When looking only at intraregional moves-those in which individuals changed dwelling but not Raumordnungsregion-we find that risk attitudes are substantially less important determinants. This supports our argument that what is primarily driving the results is uncertainty about other regions. See Jaeger et al. (2007) for these results. 10 This implies that only individuals born between 1940 and 1983 are in our sample. We eliminate from the sample individuals who had missing information on any of the variables used in the analysis, as well as twenty individuals whose information on moving dwelling and moving region was inconsistent. Note that because an individual had to be in our sample in 2004 in order to have answered the risk question, any attrition in our sample that we can relate to risk attitudes occurs only over two years. Nevertheless, of the 106 individuals whom we observed in 2004 but left the sample in 2005 or 2006, the mean of the risk index is 4.76, versus 4.52 for individuals who remained in the sample for the entire period (this difference is not statistically significantly different from 0). The averages of the risk indicator for the samples of attriters and nonattriters are 0.443 and 0.324, respectively, which are statistically significantly different from one another. One should keep in mind, however, that most sample attrition occurs because individuals have moved and cannot be found by the SOEP interviewers. Thus, the attrition bias in our results would tend to be negative (the true relationship between risk attitudes and migration would be more strongly positive than our results indicate), and therefore our estimated effects of risk attitudes on the propensity of migrating should be taken as lower bounds of the true effects. results that movers are more willing to take risks than stayers regardless of the risk measure we used. For most of the demographic groups, 10% to 15% more of the movers in our sample indicate being relatively more willing to take risks than do stayers. Note too that the migration propensities differ substantially across the various demographic groups, and in the expected direction: older individuals are less likely to migrate, those who are married are less likely to migrate, and better-educated individuals are more likely to migrate. Nevertheless, the difference in risk attitudes between the movers and stayers is remarkably similar and consistent regardless of the demographic group.
We also examine how risk attitudes affect moves motivated by different reasons. The bottom panel of table 1 presents the average of the risk measures by different reasons for migration (family, job, housing, or other reasons). These categories are nonexclusive-individuals can state several reasons for moving. 11 Individuals who move for family reasons (for example, moving out of one's parents' house, separating from a spouse or partner) are relatively more amenable to taking risks than those who move for other reasons, although they are followed closely by individuals who move for job reasons. 12 Regardless of the reason for migrating, however, all movers are more willing to take risks than individuals who do not move.
To support our assertion that migration is perceived as a risky endeavor, we surveyed 250 randomly sampled Germans as part of a pretest for the 2008 wave of the SOEP regarding their perception of uncertainty when moving. Respondents were asked whether they agreed with the statement that moving between towns was associated with taking a risk; responses were coded on a scale from 0 to 10, with 0 meaning "do not agree at all" and 10 meaning "perfectly agree." We present the distribution of their responses in figure 2. On average, they reported that moving between towns was a risky endeavor (the average response was 5.6), with more than half (52%) reporting a value of between 6 and 10, while a substantially smaller share (32.5%) reported a value between 0 and 4. Additional questions in the pretest indicated that the perceived risk of moving was associated with uncertainty regarding work as well as friendships. Moreover, the respondents' perceptions of the riskiness of moving were statistically unrelated to our measures of risk attitudes, indicating that our measures of risk preferences are distinct from perceptions of the riskiness of migration. 13
IV. Risk Attitudes as Determinants of Migration
We saw in table 1 that risk attitudes are correlated with a variety of personal characteristics, some of which may be simultaneously determined with migration. In table 2, we present marginal effects from estimating probit models where the dependent variable is an indicator 11 Forty percent of the movers in table 1 gave multiple reasons for moving.
12 These averages do not control for age. This result obtains because individuals who move for family reasons tend to be younger than those who moved for job reasons, and younger individuals are also more willing to take risks. 13 Summaries of these additional results are available from the authors by request. of whether the individual ever moved across regions during the period 2000-2006. In columns 1 through 3, we present results using our risk index as the measure of risk attitudes, while in columns 4 through 6, we use the binary risk indicator described above; both measures are based on responses to the risk question in the 2004 wave. In columns 2 and 5, we control for factors that are conceivably exogenous to an individual's mobility decisions and are not related to their current location (sex and age), while in columns 3 and 6, we control for additional variables that may be jointly determined with migration decisions (marital status and years of education), as well as variables that may determine an individual's initial location (origin/nationality).
In all six models we find statistically significant evidence that individuals who are relatively more willing to take risks are also more likely to move. In column 1, we estimate that a one-unit change in the risk index increases the probability that an individual migrates between labor markets by 0.64%. This implies an increase in the probability of moving of 1.7 percentage points for a 1 standard deviation (2.7 point) increase in the willingness to take risks. Relative to the unconditional migration probability of 5.8%, this effect is quite substantial. Similarly, in column 4, where we use the risk indicator, we find that the probability of migration is about 3.1 percentage points higher (or more than half of the unconditional probability) for individuals who are relatively more willing to take risks.
In columns 2 and 5, we include age and sex as covariates, because the results in table 1 clearly indicate that these characteristics are strongly related to risk attitudes. Given the strength of the correlation of risk, age, and sex, it is not surprising that the estimated coefficients on our risk measures decline, in both cases by approximately onethird. Both measures remain statistically significantly different from 0 at any conventional level, however. Using the risk indicator, individuals who are relatively more willing to take risks have a migration probability 2.1 percentage points higher than individuals who are not, an effect that is about half of the unconditional migration probability.
Controlling for marital status, education, and place of origin in columns 3 and 6 reduces the effect of risk attitudes on the probability of migration by about half compared to the models in which we do not include any additional covariates and by about a third compared to the models in which we included only age and sex. These variables may in part be jointly determined with migration. Nevertheless, the effect of risk attitudes on the probability of migrating is still quantitatively important and statistically significant. Roughly speaking, the partial effect of the risk indicator is equivalent to about three years of education and about three times more important than being female in determining whether an individual migrates. Being relatively more willing to take risks is only about half as important (in absolute value) as being married, however. 14 14 Adjusting for the clustering of multiple observations from the same household had very little effect on the estimated standard errors and did not alter in any way the conclusions of hypothesis tests on them. We find a similarly positive and statistically significant relationship between average risk attitudes within a household and migration when we run similar regressions at the household level, as well as when we run individual-level regressions separately for men and women. We have also estimated the models from table 2 controlling for age and education nonparametrically (with dummy variables for each year of age and each year of schooling), Source: Authors' tabulations from the 2000-2006 waves of the SOEP. Note: Entries in table are marginal effects from probit estimation, evaluated at sample means. Standard errors in parentheses. The risk index is an individual's response in the 2004 wave of the SOEP to a question asking about "willingness to take risks, in general" on a scale from 0 to 10, where 0 indicates "unwilling to take risks" and 10 indicates "very willing to take risks." Risk indicator is a binary variable, which is 1 when the risk index is 6 or greater. Mean of dependent variable is .058. Sample size is 10,155.
While economists usually assume that preferences are stable over time and place, another concern is that most of the observed migrations in these data occur before the risk questions were posed in the 2004 wave and that our results might possibly be an artifact of reverse causality. Through a process of positive feedback, successful migration could possibly make individuals more likely to respond that they are willing to take risks. To address this concern, in the top panel of table 3 we present results from estimating the same models from table 2, using as the dependent variable an indicator for those who migrated before the questions were asked (between 2000 and 2004) , an indicator for those who migrated after the questions were asked (between 2004 and 2006) , and the same as the previous category but eliminating individuals from the regression who had also migrated between 2000 and 2004, prior to the question being asked. The top panel presents results for using the risk index; we have also estimated these models with the risk indicator, with similar results. The first column gives the sample size, and the second column gives the unconditional probability of migrating (the share of the sample that moved in the indicated period).
While the magnitudes of the coefficients in the ex ante and ex post regressions vary because the unconditional probability of migrating differs, in both cases risk attitudes are an important determinant of migration. This holds in the ex post regressions even when we remove from the sample individuals who had migrated previously. Indeed, relative to the unconditional probability of migrating, it appears that risk attitudes were more important in determining migration after the risk questions were asked than before.
As a further check for reserve causality, we use repeated information on risk attitudes from the 2006 wave of the SOEP and directly estimate the effect of migration on the change in risk attitudes after the move. 15 The results in the bottom panel of table 3 reveal that the fact 
V. Conclusion and Implications
In this paper we provide the first direct evidence that individuals' risk attitudes affect their migration propensities. While relatively few Germans migrate across labor markets (about 1.1% per year in our sample), risk attitudes appear to play an important role in determining who does and does not move from one labor market to another. Being willing to take risks positively and significantly affects the probability of migration. Roughly speaking, the marginal effect of our indicator of being relatively willing to take risks is about 22% to 55% of the unconditional annual probability of migrating between labor markets. We find no evidence that this is due to reverse causality from migration to risk attitudes.
Labor mobility is important for the efficient functioning of labor markets. The available evidence suggests that differences in risk attitudes may in part explain different rates of geographic mobility observed in Germany versus the United States. Our results suggest that individuals who are relatively more likely to take risks are also more willing to migrate. Using the same survey question to measure willingness to take risks in a survey that is representative of the U.S. population, Fehr et al. (2006) find evidence that Americans are substantially more willing to take risks than Germans, with a 2.2 point difference in the average response to the general risk question. This difference in the risk scale would have led to a roughly 0.6 to 1.4 percentage point increase in the share of our sample that moved between 2000 and 2006, using the results in table 2. This is substantial, relative to the unconditional migration probability of 5.8% in our sample.
as well as including dummy variables for occupation and current region in 2000. The coefficients on our risk measures were virtually unchanged and remained statistically significant at any conventional level. All of these additional results are available from the authors by request. 15 Dohmen, et al. (2007) Entries in rows a-c are marginal effects from probit estimation, evaluated at sample means. Entries in rows c and d are coefficients from OLS estimation. The risk index is an individual's response to a question asking about "willingness to take risks, in general" on a scale from 0 to 10, where 0 indicates "unwilling to take risks" and 10 indicates "very willing to take risks." Covariates measured at the beginning of period (in 2000 and 2004) .
The difference in risk endowments across countries may partially explain the greater mobility of Americans and why the U.S. labor market in general performs better than European labor markets: risk attitudes might actually help to grease the wheels of the U.S. labor market. This, of course, raises the question of why risk attitudes might differ substantially across countries. One explanation is that the United States was founded relatively more recently or by waves of immigrants who were likely to be risk takers. Dohmen et al. (2006) showed that risk attitudes are correlated across generations. The transmission of risk attitudes from parents to children could explain the persistence of the difference in risk attitudes across countries over time. Future research on cross-national attitudes toward risk taking will be able to probe this question further.
TESTING CONTEST THEORY: EVIDENCE FROM BEST-OF-THREE TENNIS MATCHES
David A. Malueg and Andrew J. Yates* Abstract-We study strategic choice of effort in best-of-three contests between equally skilled players. Economic theory predicts such contests are more likely to end in two rounds than in three. If, however, a contest reaches a third round, each player is equally likely to win. We test these predictions with data from professional tennis matches, using betting odds to identify equally skilled opponents. The empirical results support the theoretical predictions, suggesting players strategically adjust efforts during a best-of-three contest.
I. Introduction
M any situations determine a winner through a best-of-N contest. To win the championship in professional baseball, basketball, or hockey, a team must win four of seven games. To win a tennis match, a player must win two of three (or sometimes three of five) sets. For U.S. presidential elections, major party candidates are determined through a sequence of state-level primary elections. The party nominees are effectively the ones to win a majority of their parties' delegates.
Economic models of contests (Tullock, 1980; Rosen, 1986) posit that effort combined with ability determine a player's probability of winning. Given their abilities, players select efforts to maximize the expected value of the prize net of effort cost. The structure and rewards of a contest influence a player's effort in predictable ways. For example, if the value of the prize increases, then players exert more effort. Testing such predictions is problematic, however, because of the difficulty accounting for abilities (Szymanski, 2003) . If ability is modeled or measured incorrectly, incorrect inferences may follow.
For our test of contest theory, we assemble a data sample to avoid such difficulties. Rather than controlling for ability differences, we eliminate them by using betting odds to identify equally skilled players. We analyze how players exert effort during a best-of-three contest. Although athletes may claim that they always give 110%, this
