Combinatorics of boson normal ordering and some applications by Blasiak, P.
ar
X
iv
:q
ua
nt
-p
h/
05
07
20
6v
2 
 2
2 
Ju
l 2
00
5
Combinatorics of boson normal ordering
and some applications
Pawe l B lasiak
PhD Dissertation
2005
Institute of Nuclear Physics of Polish Academy of Sciences, Krako´w
and
Universite´ Pierre et Marie Curie, Paris
— To my parents —
CONTENTS
Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Occupation number representation: Boson operators . . . . . . 5
2.3 Normal ordering . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 X and D representation . . . . . . . . . . . . . . . . . . . . . 9
3. Generic example. Stirling and Bell numbers. . . . . . . . . . . . 11
4. Normal Ordering of Boson Expressions . . . . . . . . . . . . . . . 18
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 General boson strings . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 Iterated homogeneous polynomials in boson operators . . . . . 23
4.4 Iterated boson string . . . . . . . . . . . . . . . . . . . . . . . 26
4.5 Generating functions . . . . . . . . . . . . . . . . . . . . . . . 27
4.6 Negative excess . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.7 Special cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.7.1 Case
(
(a†)ras
)n
. . . . . . . . . . . . . . . . . . . . . . 32
4.7.2 Generalized Kerr Hamiltonian . . . . . . . . . . . . . . 41
5. Monomiality principle and normal ordering . . . . . . . . . . . . 44
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Monomiality principle . . . . . . . . . . . . . . . . . . . . . . 45
5.2.1 Definition and general properties . . . . . . . . . . . . 45
5.2.2 Monomiality principle representations: Sheffer-type polynomials 47
5.2.3 Monomiality vs Fock space representations . . . . . . . 49
Contents iv
5.3 Normal ordering via monomiality . . . . . . . . . . . . . . . . 49
5.4 Sheffer-type polynomials and normal ordering: Examples . . . 53
5.4.1 Examples . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.4.2 Sheffer polynomials and normal ordering . . . . . . . . 54
5.4.3 Combinatorial examples . . . . . . . . . . . . . . . . . 56
6. Miscellany: Applications . . . . . . . . . . . . . . . . . . . . . . . 59
6.1 Deformed bosons . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 Generalized coherent states . . . . . . . . . . . . . . . . . . . 66
6.3 Substitution theorem . . . . . . . . . . . . . . . . . . . . . . . 76
7. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A. Coherent states . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
B. Formal power series. Umbral calculus . . . . . . . . . . . . . . . 84
PREFACE
The subject of this thesis is the investigation of the combinatorial structures
arising in the boson normal ordering problem. This research project arose
from the collaboration between the Henryk Niewodniczan´ski Institute of Nu-
clear of Polish Academy of Sciences in Cracow and Laboratoire de Physique
The´orique de la Matie`re Condense´e of the University of Pierre and Marie
Curie in Paris. 1
The thesis was written under the common supervision of Prof. Karol A.
Penson (LPTMC, Paris VI) and Prof. Edward Kapus´cik (IFJ PAN, Cracow)
under the program of co-tutelle. I am deeply grateful to them for the help
and knowledge they have generously shared with me during my studies. My
appreciation goes also to our collaborators Dr Andrzej Horzela (IFJ PAN,
Cracow), Prof. Allan I. Solomon (Open University, UK) and Prof. Gerard
Duchamp (LIPN, Paris XIII).
I have benefited a lot from discussions with Prof. Labib Haddad, Prof. Pinaki
Roy, Prof. Mark Yor, Prof. Giuseppe Dattoli, Prof. Miguel A. Me´ndez, Prof.
Cestmir Burdik, Prof. Krzysztof Kowalski and Dr. Jerzy Cislo.
I would also like to thank Prof. Bertrand Guillot, Prof. Ryszard Kerner
from LPTMC (Paris VI) and Prof. Marek Kutschera, Prof. Wojciech Bro-
niowski, Prof. Krzysztof Golec-Biernat, Prof. Wojciech Florkowski, Prof.
Piotr Z˙enczykowski and Prof. Piotr Zielin´ski from IFJ PAN (Cracow) for
their interest and warm support.
My utmost gratitude goes to my parents, to whom I dedicate this work.
1 This project was financially supported by a French Government Scholarship, the H.
Niewodniczan´ski Institute of Nuclear Physics in Cracow and the Polish Ministry of Scien-
tific Research and Information Technology Grant no: 1P03B 051 26.
Chapter 1
INTRODUCTION
In this work we are concerned with the one mode boson creation a† and anni-
hilation a operators satisfying the commutation relation [a, a†] = 1. We are
interested in the combinatorial structures arising in the problem of normal
ordering of a wide class of boson expressions. It shall provide us with the
effective tools for systematic treatment of these problems.
By normal ordering of an operator expressed through the boson a and a†
operators we mean moving all annihilation operators to the right of all cre-
ation operators with the use of commutation relation. This procedure yields
an operator which is equivalent (in the operator sense) to the original one
but has a different functional representation. It is of both mathematical and
physical interest. From the mathematical point of view it allows one to rep-
resent the operator by a function of two, in a sense ’commuting’, variables. It
is also connected with the physicist’s perspective of the problem. Commonly
used, the so called coherent state representation (see Appendix A) implic-
itly requires the knowledge of the normally ordered form of the operators in
question. Put the other way, for the normally ordered operator its coherent
state matrix elements may be immediately read off. This representation is
widely used e.g. in quantum optics. We mention also that calculation of
the vacuum expectation values is much easier for operators in the normally
ordered form. For other applications see [KS85].
A standard approach to the normal ordering problem is through the Wick
theorem. It directly links the problem to combinatorics, i.e. searching for
all possible contractions in the boson expression and then summing up the
resulting terms. This may be efficiently used for solving problems with finite
number of boson operators (especially when one uses the computer algebra
packages). Although this looks very simple in that form it is not very con-
structive in more sophisticated cases. The main disadvantage is that it does
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not give much help in solving problems concerning operators defined through
infinite series expansions. To do this we would have to know the underlying
structure of the numbers involved. This still requires a lot of careful analysis
(not accessible to computers). In this work we approach these problems us-
ing methods of advanced combinatorial analysis [Com74]. It proves to be an
efficient way for obtaining compact formulas for normally ordered expansion
coefficients and then analyzing theirs properties.
A great body of work was already put in the field. In his seminal paper
[Kat74] Jacob Katriel pointed out that the numbers which come up in the
normal ordering problem for (a†a)n are the Stirling numbers of the second
kind. Later on, the connection between the exponential generating function
of the Bell polynomials and the coherent state matrix elements of eλa
†a was
provided [Kat00][Kat02]. In Chapter 3 we give a modern review of these
results with special emphasis on the Dobin´ski relations. We also make use
of a specific realization of the commutation relation [a, a†] = 1 in terms of
the multiplication X and derivative D operators. It may be thought of as an
introduction to the methods used later on in this text. Chapter 4 is written
in that spirit. We use this methodology to investigate and obtain compact
formulas for the coefficients arising in normal ordering of a boson monomial
(string of boson creation and annihilation operators). Then we proceed to
the normal ordering of powers of a boson string and more generally homo-
geneous boson polynomial (i.e. the combinations of the of the boson strings
with the same excess of creation over annihilation operators). The numbers
appearing in the solution generalize Stirling and Bell numbers of the second
kind. For this problem we also supply the exponential generating functions
which are connected with the exponentials of the operators in question. In
each case we provide the coherent state matrix elements of the boson expres-
sions.
Recalling the current state of the knowledge in the field we should also men-
tion the approach based on Lie-group methodology [Wil67]. It proves useful
for normal ordering problems for the exponentials of expressions which are
quadratic in boson operators [Meh77][AM77].
In a series of papers by various authors [Wit75][Mik83][Mik85][Kat83] some
effort in extending these results to operators having the specific form (a†a+
(a†)r)n was made. In Chapter 5 we systematically extend this class to op-
erators of the form (q(a†)a + v(a†))n and eλ(q(a
†)a+v(a†)) where q(x) and v(x)
are arbitrary functions. This is done by the use of umbral calculus methods
[Rom84] in finding representations of the monomiality principle (i.e. repre-
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sentations of the Heisenberg-Weyl algebra in the space of polynomials) and
application of the coherent state methodology. Moreover, we establish a one-
to-one connection between this class of normal ordering problems and the
family of Sheffer-type polynomials.
These two classes of problems extend the current state of knowledge on the
subject in two different directions in a quite systematic way. We believe this
to be a considerable push forward in the normal ordering problem. We also
emphasize the use of combinatorial methods which we give explicitly and
which prove to be very efficient in this kind of analysis.
We illustrate this approach by examples taken both from combinatorics and
physics (e.g. for the hamiltonian of a generalized Kerr medium). Moreover
we also comment on applications and extensions of the formalism. We give
just a few of them in Chapter 6. First we observe how to extend this formal-
ism to the case of deformed commutation relations. In general it can be done
at the expense of introducing operator-valued Stirling numbers. Next, we
use the fact that the use of the Dobin´ski relations allow us to find the solu-
tions to the Stieltjes moment problem for the numbers arising in the normal
ordering procedure. We use these solutions to construct and analyze new
families of generalized coherent states [KS85]. We end by commenting on
the specific form of the formulas obtained in Chapter 5 which may be used
to derive the explicit action of generalized shift operators, called the substi-
tution theorem. These three examples already show that the methods we
use in solving normal ordering problems lead to many diverse applications.
At the end this text we append complete list of publications which indicate
some other developments on the subject.
Chapter 2
PRELIMINARIES
Abstract
In this chapter we give basic notions exploited later on in the text. We start by fix-
ing some conventions. Next we recall the occupation number representation along
with the creation a† and annihilation a operator formalism. This serves to define
and comment on the normal ordering problem for boson operators. We end by
pointing out a particular representation of the above in terms of the multiplication
and derivative operators.
2.1 Conventions
In the mathematical literature there is always a certain freedom in making
basic definitions. Sometimes it is confusing, though. For that reason it is
reasonable to establish explicitly some conventions in the beginning.
In the following by an indeterminate we primarily mean a formal variable in
the context of formal power series (see Section B). It may be thought as a
real or complex number whenever the analytic properties are assured.
We frequently make use of summation and the product operations. We give
the following conventions concerning their limits
N∑
n=N0
... = 0 and
N∏
n=N0
... = 1 for N < N0.
Also the convention 00 = 1 is applied.
Moreover we define the so called falling factorial symbol by
xk = x · (x− 1) · ... · (x− k + 1), x0 = 1,
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for nonnegative integer k and indeterminate x.
By the ceiling function ⌈x⌉, for x real, we mean the nearest integer greater
or equal to x.
2.2 Occupation number representation: Boson operators
We consider a pair of one mode boson annihilation a and creation a† operators
satisfying the commutation relation
[a, a†] = 1. (2.1)
Together with the identity operator the generators {a, a†, 1} constitute the
Heisenberg-Weyl algebra.
The occupation number representation arises from the interpretation of a
and a† as operators annihilating and creating a particle (object) in a system.
From this point of view the Hilbert space H of states (sometimes called Fock
space) is generated by the number states |n〉, where n = 0, 1, 2, ... count the
number of particles (for bosons up to infinity). We assume here the existence
of a unique vacuum state |0〉 such that
a|0〉 = 0. (2.2)
Then the number states {|n〉}∞n=0 may be taken as an orthonormal basis in
H, i.e.
〈n|k〉 = δn,k (2.3)
and
∞∑
n=0
|n〉〈n| = 1. (2.4)
The last operator equality is called a resolution of unity which is equivalent
to the completeness property.
It may be deduced from Eqs.(2.1) and (2.2) that operators a and a† act on
the number states as
a |n〉 = √n |n− 1〉,
a†|n〉 = √n+ 1 |n+ 1〉. (2.5)
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(Indetermined phase factors may be incorporated into the states.)
Then all states may be created from the vacuum through
|n〉 = 1√
n!
(a†)n|0〉. (2.6)
It also follows that the number operator N counting the number of particles
in a system and defined by
N |n〉 = n|n〉 (2.7)
may be represented as N = a†a and satisfies the the following commutation
relations
[a,N ] = a,
[a†, N ] = −a†. (2.8)
This construction may be easily extended to the multi-boson case.
The canonical form of the commutator Eq.(2.1) originates from the study of
a quantum particle in the harmonic oscillator potential and quantization of
the electromagnetic field. Any standard textbook on Quantum Mechanics
may serve to survey of these topics.
We note that the commutation relations of Eqs.(2.1) and (2.8) may be easily
extended to the deformed case [Sol94] (see also Section 6.1).
2.3 Normal ordering
The boson creation a† and annihilation a operators considered in previous
section do not commute. This is the reason for some ambiguities in the
definitions of the operator functions in Quantum Mechanics. To solve this
problem one has to additionally define the order of the operators involved.
These difficulties with operator ordering led to the definition of the normally
ordered form of the boson operator in which all the creation operators a†
stand to the left of the annihilation operators a.
There are two well defined procedures on the boson expressions yielding a
normally ordered form. Namely, the normal ordering N and the double dot
: : operations.
By normal ordering of a general function F (a, a†) we mean N [F (a, a†)]
which is obtained by moving all the annihilation operators a to the right
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using the commutation relation of Eq.(2.1). We stress the fact that after this
normal ordering procedure, the operator remains the same N [F (a, a†)] =
F (a, a†). It is only its functional representation which changes.
On the contrary the double dot operation operation : F (a, a†) : means the
same procedure but without taking into account the commutation relation of
Eq.(2.1), i.e. moving all annihilation operators a to the right as if they
commute with the creation operators a†. We emphasize that in general
F (a, a†) 6= : F (a, a†) : . The equality holds only for operators which are
already in normal form (e.g. N [F (a, a†)] = : N [F (a, a†)] : ).
Using these two operations we say that the normal ordering problem for
F (a, a†) is solved if we are able to find an operator G(a, a†) for which the
following equality is satisfied
F (a, a†) = N [F (a, a†)] ≡ : G(a, a†) : . (2.9)
This normally ordered form is especially useful in the coherent state repre-
sentation widely used in quantum optics (see Appendix A). Also calculation
of the vacuum expectation values in quantum field theory is immediate when-
ever this form is known.
Here is an example of the above ordering procedures
aa†aaa†a N−−−−−−−−−−→
[a,a†]=1
(a†)2a4 + 4 a†a3 + 2 a2︸ ︷︷ ︸
a† - to the left a - to the right
aa†aaa†a : :−−−−−−−−−−→
a, a† - commute
(like numbers)
︷ ︸︸ ︷
a†a†aaa
Another simple illustration is the ordering of the product ak(a†)l which is in
the so called anti-normal form (i.e. all annihilation operators stand to the
left of creation operators). The double dot operation readily gives
: ak(a†)l : = (a†)lak,
while the normal ordering procedure N requires some exercise in the use of
Eq.(2.1) yielding (proof by induction)
ak(a†)l = N [ak(a†)l] ≡ k∑
p=0
(
k
p
)
lp (a†)l−pak−p. (2.10)
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These examples explicitly show that these two procedures furnish completely
different results (except for the operators which are already in normal form).
There is also a ’practical’ difference in their use. That is while the application
of the double dot operation : : is almost immediate, for the normal ordering
procedure N certain skill in commuting operators a and a† is needed.
A standard approach to the problem is by the Wick theorem. It reduces the
normal ordering procedure N to the double dot operation on the sum over
all possible contractions (contraction means removal of a pair of annihilation
and creation operators in the expression such that a precedes a†). Here is an
example
aa†aaa†aaa† =
∑
: { all contractions } :
= : aa†aaa†aaa† :
+ : aa†aaa†a 6a 6a† + aa†aaa† 6aa 6a† + aa†a 6aa†aa 6a† +
aa† 6aaa†aa 6a†+ 6aa†aaa†aa 6a† + aa†a 6a 6a†aaa† +
aa† 6aa 6a†aaa†+ 6aa†aa 6a†aaa†+ 6a 6a†aaa†aaa† :
+ : aa†a 6a 6a†a 6a 6a† + aa† 6aa 6a†a 6a 6a†+ 6aa†aa 6a†a 6a 6a† +
6a 6a†aaa†a 6a 6a† + aa†a 6a 6a† 6aa 6a† + aa† 6aa 6a† 6aa 6a† +
6aa†aa 6a† 6aa 6a†+ 6a 6a†aaa† 6aa 6a† + aa† 6a 6a 6a†aa 6a† +
6aa†a 6a 6a†aa 6a†+ 6a 6a†a 6aa†aa 6a† + aa† 6a 6a 6a†aa 6a† +
6aa† 6aa 6a†aa 6a†+ 6a 6a† 6aaa†aa 6a†+ 6aa†a 6a 6a†aa 6a† +
6aa† 6aa 6a†aa 6a†+ 6a 6a†a 6a 6a†aaa†+ 6a 6a† 6aa 6a†aaa† :
+ : 6a 6a†a 6a 6a†a 6a 6a†+ 6a 6a† 6aa 6a†a 6a 6a†+ 6a 6a†a 6a 6a† 6aa 6a† +
6a 6a† 6aa 6a† 6aa 6a†+ 6a 6a† 6a 6a 6a†aa 6a†+ 6a 6a† 6a 6a 6a†aa 6a† :
= (a†)3a5 + 9 (a†)2a4 + 18 a†a3 + 6 a2.
One can easily see that the number of contractions may be quite big. This
difficulty for polynomial expressions may be overcome by using modern com-
puter algebra systems. Nevertheless, for nontrivial functions (having infinite
expansions) the problem remains open. Also it does not provide the ana-
lytic formulas for the coefficients of the normally ordered terms in the final
expression. A systematic treatment of a large class of such problems is the
subject of this work.
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At the end of this Section we recall some formulas connected with operator
reordering. The first one is the exponential mapping formula, sometimes
called the Hausdorff transform, which for any well defined function F (a, a†)
yields
exaF (a, a†)e−xa = F (a, a† + x),
e−xa
†
F (a, a†)exa
†
= F (a+ x, a†).
(2.11)
It can be used to derive the following commutators
[a, F (a, a†)] = ∂
∂a†
F (a, a†),
[a†, F (a, a†)] = − ∂
∂a
F (a, a†).
(2.12)
The proofs may be found in any book on Quantum Mechanics, e.g. [Lou64].
Also a well known property of the Heisenberg-Weyl algebra of Eq.(2.1) is a
disentangling formula
eλ(a+a
†) = eλ
2/2eλa
†
eλa = e−λ
2/2eλaeλa
†
, (2.13)
which may serve as an example of the normal ordering procedure
eλ(a+a
†) = N
[
eλ(a+a
†)
]
≡ eλ2/2 : eλ(a+a†) : . (2.14)
This type of expressions exploits the Lie structure of the algebra and uses a
simplified form of Baker-Campbell-Hausdorff formula. For this and other dis-
entangling properties of the exponential operators, see [Wil67][Wit75][MSI93][Das96].
Finally, we must mention other ordering procedures also used in physics, like
the anti-normal or the Weyl (symmetric) ordered form. We note that there
exist translation formulas between these expressions, see e.g. [CG69][ST79].
2.4 X and D representation
The choice of the representation of the algebra may be used to simplify the
calculations. In the following we apply this, although, we note that with
some effort one could also manage using solely the operator properties of a
and a†.
There are some common choices of the Heisenberg-Weyl algebra representa-
tion in Quantum Mechanics. One may take e.g. a pair of hermitian operators
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X and P = i d
dx
acting on the dense subspace of square integrable functions
or the infinite matrix representation of Eq.(2.5) defined in the Fock space.
This choice is connected with a particular interpretation intimately connected
with the quantum mechanical problem to be solved.
Here we choose the simplest possible representation of the commutation re-
lation of Eq.(2.1) which acts in the space of (formal) polynomials. We make
the identification
a† ←→ X
a ←→ D, (2.15)
where X and D are formal multiplication and derivative (D = d
dx
) operators,
respectively. They are defined by their action on monomials
Xxn = xn+1,
Dxn = nxn−1.
(2.16)
(It also defines the action of these operators on the formal power series.)
Note that the commutation relation of Eq. (2.1) remains the same, i.e.
[D,X] = 1. (2.17)
For more details see Appendix B and Chapter 5.
This choice of representation is most appropriate, as we note that the prob-
lem we shall be concerned with has a purely algebraic background. We are
interested in the reordering of operators, and that only depends on the al-
gebraic properties of the commutator of Eqs.(2.1) or (2.17). We emphasize
that the conjugacy property of the operators or the scalar product do not
play any role in that problem. To get rid of these unnecessary constructions
we choose the representation of the commutator of Eq.(2.1) in the space of
polynomials defined by Eq.(2.16) where these properties do not play primary
role, however possible to implement (see the Bargmann-Segal representation
[Bar61][Seg63]). We benefit from this choice by the resulting increased sim-
plicity of the calculations.
Chapter 3
GENERIC EXAMPLE. STIRLING AND
BELL NUMBERS.
Abstract
We define Stirling and Bell numbers as solutions to the normal ordering problem
for powers and the exponential of the number operator N = a†a , where a and a†
are the annihilation and creation operators. All their combinatorial properties are
derived using only this definition. Coherent state matrix elements of Nn and eλN
are shown to be the Bell polynomials and their exponential generating function,
respectively.
This Chapter may be thought of as a simple introduction to some methods
and problems encountered later on in the text. We give a simple example
on which all the essential techniques of the proceeding sections are used.
Although Stirling and Bell numbers have a well established purely combina-
torial origin [Com74][Rio84][Wil94][GKP94] we choose here a more physical
approach. We define and investigate Stirling and Bell numbers as solutions
to the normal ordering problem [Kat74][Kat00][Kat02].
Consider the number operator N = a†a and search for the normally
ordered form of its n-th power (iteration). It can be written as
(
a†a
)n
=
n∑
k=1
S(n, k)(a†)kak (3.1)
where the integers S(n, k) are the so called Stirling numbers.
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One may also define the so called Bell polynomials
B(n, x) =
n∑
k=1
S(n, k)xk (3.2)
and Bell numbers
B(n) = B(n, 1) =
n∑
k=1
S(n, k) (3.3)
For convenience we apply the conventions
S(n, 0) = δn,0 and S(n, k) = 0 for k > n (3.4)
and
B(0) = B(0, x) = 1. (3.5)
(It makes the calculations easier, e.g. one may ignore the summation limits
when changing their order.)
In the following we are concerned with the properties of these Stirling and
Bell numbers.
First we state the recurrence relation for Stirling numbers
S(n+ 1, k) = kS(n, k) + S(n, k − 1), (3.6)
with initial conditions as in Eq.(3.4). The proof 9by induction) can be de-
duced from the equalities
n+1∑
k=1
S(n+ 1, k) (a†)kak =
(
a†a
)n+1
= a†a
(
a†a
)n
=
n∑
k=1
S(n, k) a†a(a†)kak
(2.10)
=
n∑
k=1
S(n, k) (a†)k(a†a+ k)ak
=
n+1∑
k=2
S(n, k − 1) (a†)kak +
n∑
k=1
k S(n, k) (a†)kak
(3.4)
=
n+1∑
k=1
(S(n, k − 1) + k S(n, k)) (a†)kak.
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We shall not make make use of this recurrence relation, preferring the sim-
pler analysis based on the Dobin´ski relation. To this end we proceed to the
essential step which we shall extensively use later on, i.e. change of represen-
tation. Eq.(3.1) rewritten in the X and D representation (see Section 2.4)
takes the form
(XD)n =
n∑
k=1
S(n, k) XkDk. (3.7)
With this trick we shall obtain all the properties of Stirling and Bell numbers.
We first act with this equation on the monomial xm. This gives for m integer
mn =
n∑
k=1
S(n, k)mk,
where xk = x · (x − 1) · ... · (x − k + 1) is the falling factorial (x0 = 1).
Observing that a (non zero) polynomial can have only a finite set of zeros
justifies the generalization
xn =
n∑
k=1
S(n, k)xk. (3.8)
This equation can be interpreted as a change of basis in the space of poly-
nomials. This gives an interpretation of Stirling numbers as the connection
coefficients between two bases {xn}∞n=0 and {xn}∞n=0.
Now we act with Eq.(3.7) on the exponential function ex. We obtain
∞∑
k=0
kn
xk
k!
= ex
n∑
k=1
S(n, k)xk.
Recalling the definition of the Bell polynomials Eq.(3.2) we get
B(n, x) = e−x
∞∑
k=0
kn
xk
k!
, (3.9)
which is a celebrated Dobin´ski formula [Wil94]. It is usually stated for Bell
numbers in the form
B(n) =
1
e
∞∑
k=1
kn
k!
. (3.10)
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Note that both series are convergent by the d’Alembert criterion.
The most striking property of the Dobin´ski formula is the fact that integer
numbers B(n) or polynomials B(n, x) can be represented as nontrivial infinite
sums. Here we only mention that this remarkable property provides also
solutions to the moment problem (see Section 6.2)
In the following we shall exploit the Dobin´ski formula Eq.(3.9) to investigate
further properties of Stirling and Bell numbers.
Applying the Cauchy multiplication rule Eq.(B.3) to Eq.(3.9) and comparing
coefficients we obtain explicit expression for S(n, k)
S(n, k) =
1
k!
k∑
j=1
(
k
j
)
(−1)k−jjn. (3.11)
Next, we define the exponential generating function of the polynomials B(n, x)
(see Appendix B) as
G(λ, x) =
∞∑
n=0
B(n, x)
λn
n!
, (3.12)
which contains all the information about the Bell polynomials. Substituting
Eq.(3.9) into Eq.(3.12), changing the summation order and then identifying
the expansions of the exponential functions we obtain
G(λ, x) = e−x
∞∑
n=0
∞∑
k=0
kn
xk
k!
λn
n!
= e−x
∞∑
k=0
xk
k!
∞∑
n=0
kn
λn
n!
= e−x
∞∑
k=0
xk
k!
eλk = e−xexe
λ
.
Finally we may write the exponential generating function G(λ, x) in the
compact form
G(λ, x) = ex(e
λ−1). (3.13)
Sometimes in applications the following exponential generating function of
the Stirling numbers S(n, k) is used
∞∑
n=k
S(n, k)
λn
n!
=
(eλ − 1)k
k!
. (3.14)
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It can be derived by comparing expansions in x of Eqs.(3.12) and (3.13)
G(λ, x) = 1 +
∞∑
n=1
(
n∑
k=1
S(n, k)xk
)
λn
n!
= 1 +
∞∑
k=1
( ∞∑
n=k
S(n, k)
λn
n!
)
xk,
G(λ, x) = ex(e
λ−1) = 1 +
∞∑
k=1
(eλ − 1)k
k!
xk.
Bell polynomials share an interesting property called the Sheffer identity
(note resemblance to the binomial identity)
B(n, x+ y) =
n∑
k=0
(
n
k
)
B(k, y)B(n− k, x) (3.15)
It is the consequence of the following equalities
∞∑
n=0
B(n, x+ y)
λn
n!
= e(x+y)(e
λ−1) = ex(e
λ−1)ey(e
λ−1)
=
∞∑
n=0
B(n, x)
λn
n!
·
∞∑
n=0
B(n, y)
λn
n!
(B.3)
=
∞∑
n=0
(
n∑
k=0
(
n
k
)
B(k, y)B(n− k, x)
)
λn
n!
.
By this identity and also by the characteristic exponential generating function
of Eq.(3.13) Bell polynomials B(n, x) are found to be of Sheffer-type (see
Appendix B).
Differentiating the exponential generating function of Eqs.(3.12) and (3.13)
we have (see Eq.(B.5))
∞∑
n=0
B(n+ 1, x)
λn
n!
=
∂
∂λ
G(λ, x) = eλex(e
λ−1) = eλ
∞∑
n=0
B(n, x)
λn
n!
which by the Cauchy product rule Eq.(B.3) yields the recurrence relation for
the Bell polynomials
B(n + 1, x) =
n∑
k=0
(
n
k
)
B(k, x). (3.16)
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And consequently for the Bell numbers we have B(n+ 1) =
∑n
k=0
(
n
k
)
B(k).
By the same token applied to the exponential generating function of Stirling
numbers S(n, k) of Eq.(3.14) the recurrence relation of Eq.(3.6) can be also
derived.
Finally, using any of the derived properties of Stirling or Bell numbers one
can easily calculate them explicitly. Here are some of them
S(n, k), 1 ≤ k ≤ n B(n)
n = 1 1 1
n = 2 1 1 2
n = 3 1 3 1 5
n = 4 1 7 6 1 15
n = 5 1 15 25 10 1 52
n = 6 1 31 90 65 15 1 203
n = 7 1 63 301 350 140 21 1 877
n = 8 1 127 966 1701 1050 266 28 1 4140
... ... ... ... ... ... ... ... ... ... ...
Now we come back to normal ordering. Using the properties of coherent
states (see Appendix A) we conclude from Eqs.(3.1) and (3.2) that diagonal
coherent state matrix elements generate Bell polynomials [Kat00]
〈z|(a†a)n|z〉 = B(n, |z|2). (3.17)
Moreover, expanding the exponential eλa
†a and taking the diagonal coherent
state matrix element we have
〈z|eλa†a|z〉 =
∞∑
n=0
〈z|(a†a)n|z〉λ
n
n!
=
∞∑
n=0
B(n, |z|2)λ
n
n!
.
We see that the diagonal coherent state matrix elements of eλa
†a yield the
exponential generating function of the Bell polynomials (see Eqs.(3.12) and
(3.13))
〈z|eλa†a|z〉 = e|z|2(eλ−1). (3.18)
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This result allows us to read off the normally ordered form of eλa
†a (see
Appendix A)
eλa
†a = N
[
eλa
†a
]
≡ : ea†a(eλ−1) : . (3.19)
These are more or less all properties of Stirling and Bell numbers. Note
that they were defined here as solutions to the normal ordering problem for
powers of the number operator N = a†a. The above analysis relied firmly on
this definition.
On the other hand these numbers are well known in combinatorial analysis
[Com74][Rio84][Wil94][GKP94] where are called Stirling numbers of the sec-
ond kind and are usually explored using only recurrence relation Eq.(3.6).
Here is their original interpretation is in terms of partitions of the set.
• Stirling numbers S(n, k) count the number of ways of putting n different
objects into k identical containers (none left empty).
• Bell numbers B(n) count the number of ways of putting n different
objects into n identical containers (some may be left empty).
Some other pictorial representations can be also given e.g. in terms of graphs
[MBP05] or rook numbers [Nav73][SDB+04][Var04].
Chapter 4
NORMAL ORDERING OF BOSON
EXPRESSIONS
Abstract
We solve the normal ordering problem for expressions in boson creation a† and
annihilation a operators in the form of a string (a†)rMasM . . . (a†)r2as2(a†)r1as1. We
are especially concerned with its powers (iterations). Next we extend the solution
to iterated homogeneous boson polynomials, i.e. powers of the operators which are
sums of boson strings of the same excess. The numbers obtained in the solutions
are generalizations of Stirling and Bell numbers. Recurrence relations, closed-
form expressions (including Dobin´ski-type relations) and generating formulas are
derived. Normal ordering of the exponentials of the the aforementioned operators
are also treated. Some special cases including Kerr-type hamiltonians are analyzed
in detail.
4.1 Introduction
In this chapter we consider expressions in boson creation a† and annihilation
a operators (see Section 2.2). We search for the normally ordered form and
show effective ways of finding combinatorial numbers arising in that problem.
These numbers generalize Stirling and Bell numbers (see Chapter 3).
The first class of expressions treated in this Chapter are so called boson
strings or boson monomials, see Section 4.2. Here is an example
a†aa†a†aaa†a†a†a†a†aa†a†aaaaaaa†aa†aaa†a†a†aa†,
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which we compactly denote as
(a†)rMasM . . . (a†)r2as2(a†)r1as1
with some nonnegative integers rm and sm. By an excess of a string we call
the difference between the number of creation and annihilation operators,
i.e. d =
∑M
m=1(rm − sm). In the following we assume that the boson strings
are of nonnegative excess (for negative excess see Section 4.6).
Boson strings (monomials) can be extended further to polynomials. We treat
homogeneous boson polynomials which are combinations of boson monomials
of the same excess (possibly with some coefficients). Here is an example
aaa†aa†a†aaa†a†a† + a†aa†a†a+ a†,
which using methods of Section 4.2 can be written in the form
(a†)d
N∑
k=N0
αk (a
†)kak,
with appropriate d, N , N0 and αk’s.
Next, in Sections 4.3 and 4.4 we give recipes on how to approach the prob-
lem of normal ordering of iterated boson strings and homogeneous boson
polynomials, i.e. their n-th powers, like(
a†aa†a†aaa†a†a†a†a†aa†a†aaaaaaa†aa†aaa†a†a†aa†
)n
and (
aaa†aa†a†aaa†a†a† + a†aa†a†a+ a†
)n
.
These considerations serve to calculate in Section 4.5 the exponential gener-
ating functions of generalized Stirling and Bell numbers. This in turn gives
the solution to the normal ordering problem of the exponential of the afore-
mentioned boson operators.
In Section 4.6 we comment on operators with negative excess.
Finally in the last Section 4.7 we work out some examples which include
generalized Kerr-type hamiltonian.
We refer to [MBP05][BPS+05][SDB+04][Var04] for interpretation of consid-
ered combinatorial structures in terms of graphs and rook polynomials.
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4.2 General boson strings
In this section we define the generalization of ordinary Bell and Stirling
numbers which arise in the solution of the general normal ordering problem
for a boson string (monomial) [MBP05][Wit05]. Given two sequences of
nonnegative integers r = (r1, r2, . . . , rM) and s = (s1, s2, . . . , sM) we define
the operator
Hr,s = (a
†)rMasM . . . (a†)r2as2(a†)r1as1. (4.1)
We let Sr,s(k) be the nonnegative integers appearing in the normally ordered
expansion
Hr,s = (a
†)dM
s1+s2+···+sM∑
k=s1
Sr,s(k)(a
†)kak, (4.2)
where dn =
∑n
m=1(rm−sm), n = 1, ...,M . Here we assume that the (overall)
excess of a string is nonnegative dM ≥ 0 (for negative excess see Section 4.6).
Observe that the r.h.s. of Eq.(4.2) is already normally ordered and consti-
tutes a homogeneous boson polynomial being the solution to the normal or-
dering problem. We shall provide explicit formulas for the coefficients Sr,s(k).
This is a step further than the Wick’s theorem which is nonconstructive in
that respect.
We call Sr,s(k) generalized Stirling number. The generalized Bell polynomial
is defined as
Br,s(x) =
s1+s2+···+sM∑
k=s1
Sr,s(k)x
k, (4.3)
and the generalized Bell number is the sum
Br,s = Br,s(1) =
s1+s2+···+sM∑
k=s1
Sr,s(k). (4.4)
Note that sequence of numbers Sr,s(k) is defined here for s1 ≤ k ≤ s1 +
s2 + · · · + sM . Initial terms may vanish (depending on the structure of r
and s), all the next are positive integers and the last one is equal to one,
Sr,s(s1 + s2 + · · ·+ sM) = 1.
For convenience we apply the convention
Sr,s(k) = 0 for k < s1 or k > s1 + s2 + · · ·+ sM . (4.5)
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We introduce the notation r ⊎ rM+1 = (r1, r2, . . . , rM , rM+1) and s ⊎ sM+1 =
(s1, s2, . . . , sM , sM+1) and state the recurrence relation satisfied by general-
ized Stirling numbers Sr,s(k)
Sr⊎rM+1,s⊎sM+1(k) =
sM+1∑
j=0
(
sM+1
j
)
(dM + k − j)sM+1−j Sr,s(k − j). (4.6)
One can deduce the derivation of Eq.(4.6) from the following equalities
(a†)dM+1
s1+···+sM+1∑
k=s1
Sr⊎rM+1,s⊎sM+1(k) (a
†)kak
(4.2)
= Hr⊎rM+1,s⊎sM+1
(4.1)
= (a†)rM+1asM+1Hr,s
(4.2)
= (a†)rM+1asM+1 (a†)dM
s1+···+sM∑
k=s1
Sr,s(k) (a
†)kak
= (a†)rM+1
s1+···+sM∑
k=s1
Sr,s(k) a
sM+1(a†)dM+kak
(2.10)
= (a†)rM+1
s1+···+sM∑
k=s1
Sr,s(k)
sM+1∑
j=0
(
sM+1
j
)
(dM + k)
j(a†)dM+k−jasM+1+k−j
= (a†)dM+1
s1+···+sM∑
k=s1
Sr,s(k)
sM+1∑
j=0
(
sM+1
j
)
(dM + k)
j(a†)sM+1+k−jasM+1+k−j
= (a†)dM+1
sM+1∑
j=0
(
sM+1
j
) s1+···+sM+1−j∑
k=s1+sM+1−j
Sr,s(k) (dM + k − sM+1 + j)j(a†)kak
(4.6)
= (a†)dM+1
s1···+sM∑
k=s1
sM+1∑
j=0
(
sM+1
j
)
Sr,s(k − sM+1 + j) (dM + k − sM+1 + j)j(a†)kak
= (a†)dM+1
s1+···+sM∑
k=s1
sM+1∑
j=0
(
sM+1
j
)
Sr,s(k − j) (dM + k − j)sM+1−j(a†)kak
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The problem stated in Eq.(4.2) can be also formulated in terms of multipli-
cation X and derivative D operators (see Section 2.4)
XrMDsM . . .Xr2Ds2Xr1Ds1 = XdM
s1+s2+···+sM∑
k=s1
Sr,s(k)X
kDk (4.7)
Acting with the r.h.s. of Eq.(4.7) on the monomial xl we get xl+dM
∑s1+s2+···+sM
k=s1
Sr,s(k)l
k.
On the other hand action of the l.h.s. on xl gives
∏M
m=1(dm−1 + l)
smxl+dM .
Equating these two results (see Eq.(4.7)) we have
M∏
m=1
(dm−1 + l)sm =
s1+s2+···+sM∑
k=s1
Sr,s(k)l
k
By invoking the fact that the only polynomial with an infinite number of
zeros is the zero polynomial we justify the generalization
M∏
m=1
(dm−1 + x)sm =
s1+s2+···+sM∑
k=s1
Sr,s(k)x
k. (4.8)
This allows us to interpret the numbers Sr,s(k) as the expansion coefficients
of the polynomial {∏Mm=1(dm−1 + x)sm} in the basis {xk}∞k=0.
Now, replacing monomials in the above considerations with the exponential
ex we conclude that
XrMDsM . . .Xr2Ds2Xr1Ds1 ex = xdM exBr,s(x)
XdM
s1+s2+···+sM∑
k=s1
Sr,s(k)X
kDk ex =
∞∑
k=s1
[
M∏
m=1
(dm−1 + k)sm
]
xk+dM
k!
With these two observations together and Eq.(4.7) we arrive at the Dobin´ski-
type relation for the generalized Bell polynomial
Br,s(x) = e
−x
∞∑
k=s1
[
M∏
m=1
(dm−1 + k)sm
]
xk
k!
(4.9)
Observe that the d’Alembert criterion assures the convergence of the series.
Direct multiplication of series in Eq.(4.9) using the Cauchy rule of Eq.(B.3)
gives the explicit formula for generalized Stirling numbers Sr,s(k)
Sr,s(k) =
1
k!
k∑
j=0
(
k
j
)
(−1)k−j
M∏
m=1
(dm−1 + j)sm . (4.10)
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We finally return to normal ordering and observe that the coherent state
matrix element (see Appendix A) of the boson string yields the generalized
Bell polynomial (see Eqs.(4.1) and (4.2))
〈z|Hr,s|z〉 = (z∗)dMBr,s(|z|2). (4.11)
4.3 Iterated homogeneous polynomials in boson operators
Consider an operator Hd
α
of the form
Hd
α
= (a†)d
N∑
k=N0
αk (a
†)kak, (4.12)
where the αk’s are constant coefficients (for convenience we take αN0 6= 0 and
αN 6= 0) and the nonnegative integer d is the excess of the polynomial. Note
that this is a homogeneous polynomial in boson operators. It is already in a
normal form. If the starting homogeneous boson polynomial is not normally
ordered then the methods of Section 4.2 provide proper tools to put it in the
shape of Eq.(4.12). For boson polynomials of negative degree see Section 4.6.
Suppose we want to calculate the normally ordered form of (Hd
α
)n. It can be
written as
(
Hd
α
)n
= (a†)nd
nN∑
k=N0
Sd
α
(n, k) (a†)kak, (4.13)
with Sα(n, k) to be determined. These coefficients generalize Stirling num-
bers (see Eq.(3.1)). In the same manner as in Eqs.(3.2) and (3.3) we define
generalized Bell polynomials
Bd
α
(n, x) =
nN∑
k=N0
Sd
α
(n, k) xk, (4.14)
and generalized Bell numbers
Bd
α
(n) = Bd
α
(n, 1) =
nN∑
k=N0
Sd
α
(n, k). (4.15)
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Note that Sdα(n, k), B
d
α(n, x) and B
d
α(n) depend on the set of αk’s defined in
Eq.(4.12). For convenience we make the conventions
Sd
α
(0, 0) = 1,
Sd
α
(n, k) = 0 for k > nN,
Sd
α
(n, k) = 0 for k < N0 and n > 0,
(4.16)
and
Bd
α
(0) = Bd
α
(0, x) = 1. (4.17)
In the following we show how to calculate generalized Stirling and Bell num-
bers explicitly. First we state the recurrence relation
Sd
α
(n+ 1, k) =
N∑
l=N0
αl
l∑
p=0
(
l
p
)
(nd+ k − l + p)p Sd
α
(n, k − l + p), (4.18)
with initial conditions as in Eq.(4.16).
It can be deduced from the following equalities
(a†)(n+1)d
(n+1)N∑
k=N0
Sd
α
(n+ 1, k) (a†)kak
(4.13)
= (Hd
α
)n+1 = Hα(H
d
α
)n
(4.13)
= (a†)d
N∑
l=N0
αl (a
†)lal (a†)nd
nN∑
k=N0
Sd
α
(n, k) (a†)kak
=
nN∑
k=N0
Sd
α
(n, k)
N∑
l=N0
αl (a
†)d+lal (a†)nd+kak
(2.10)
=
nN∑
k=N0
Sd
α
(n, k)
N∑
l=N0
αl (a
†)d+l
(
l∑
p=0
(
l
p
)
(nd+ k)p (a†)nd+k−pal−p
)
ak
= (a†)(n+1)d
nN∑
k=N0
Sd
α
(n, k)
N∑
l=N0
αl
l∑
p=0
(
l
p
)
(nd+ k)p (a†)l+k−pal+k−p
= (a†)(n+1)d
N∑
l=N0
αl
l∑
p=0
(
l
p
) nN+l−p∑
k=N0+l−p
(nd+ k − l + p)p Sd
α
(n, k − l + p)(a†)kak
(4.16)
= (a†)(n+1)d
nN∑
k=N0
N∑
l=N0
αl
l∑
p=0
(
l
p
)
(nd+ k − l + p)p Sd
α
(n, k − l + p)(a†)kak.
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Eq.(4.13) rewritten in the X and D representation takes the form
(
Hd
α
(D,X)
)n
= Xnd
nN∑
k=N0
Sd
α
(n, k) XkDk, (4.19)
where
Hd
α
(D,X) = Xd
N∑
k=N0
αk X
kDk. (4.20)
We shall act with both sides of the Eq.(4.19) on the monomials xl. The r.h.s.
yields
Xnd
nN∑
k=N0
Sd
α
(n, k) XkDk xl =
nN∑
k=N0
Sd
α
(n, k) lkxl+nd.
On the other hand iterating the action of Eq.(4.20) on monomials xl we have
(
Hd
α
(D,X)
)n
xl =
[
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k
]
xl+nd.
Then when substituted in Eq.(4.19) we get
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k =
nN∑
k=N0
Sd
α
(n, k) lk.
Recalling the fact that a nonzero polynomial can have only a finite set of
zeros we obtain
n∏
i=1
N∑
k=N0
αk (x+ (i− 1)d)k =
nN∑
k=N0
Sd
α
(n, k) xk. (4.21)
This provides interpretation of the generalized Stirling numbers Sd
α
(n, k)
as the connection coefficients between two sets of polynomials {xk}∞k=0 and
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{∏ni=1∑Nk=N0 αk (x+ (i− 1)d)k}∞n=0.
Now acting with both sides of Eq.(4.19) on the exponential function we get
(
Hd
α
(D,X)
)n
ex = exxnd
nN∑
k=N0
Sd
α
(n, k) Xk = exxnd Bd
α
(n, x)
(
Hd
α
(D,X)
)n
ex = xnd
∞∑
l=0
[
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k
]
xl
l!
Taking these equations together we arrive at the Dobin´ski-type relation
Bd
α
(n, x) = e−x
∞∑
l=0
[
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k
]
xl
l!
. (4.22)
Note that by the d’Alembert criterion this series is convergent.
Now multiplying the series in Eq.(4.22) and using the Cauchy multiplication
rule of Eq.(B.3) we get the explicit expression for generalized Stirling numbers
Sd
α
(n, k) =
1
k!
k∑
j=0
(
k
j
)
(−1)k−j
n∏
i=1
N∑
l=N0
αl (j + (i− 1)d)l. (4.23)
We end this section observing that the diagonal coherent state matrix ele-
ments (see Appendix A) of (Hα)
n generate generalized Bell polynomials (see
Eq.(4.13))
〈z| (Hd
α
)n |z〉 = (z∗)nd Bd
α
(n, |z|2). (4.24)
Other properties of generalized Stirling and Bell numbers will be investigated
in subsequent Sections.
4.4 Iterated boson string
In Section 4.2 it was indicated that every boson string can be put in normally
ordered form which is a homogeneous polynomial in a and a†. (Note, the
reverse statement is evidently not true, i.e. ’most’ homogeneous polynomials
in a and a† can not be written as a boson string.) This means that the results
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of Section 4.3 may be applied to calculate the normal form of iterated boson
string. We take an operator
Hr,s = (a
†)rMasM . . . (a†)r2as2(a†)r1as1 (4.25)
where r = (r1, r2, . . . , rM) and s = (s1, s2, . . . , sM) are fixed integer vectors
and search for its n-th power normal form
(Hr,s)
n = (a†)nd
n(s1+s2+···+sM )∑
k=s1
Sr,s(n, k)(a
†)kak, (4.26)
where d =
∑M
i=1(rm − sm).
Then the procedure is straightforward. In the first step we use results of
Section 4.2 to obtain
Hr,s = (a
†)d
s1+s2+···+sM∑
k=s1
Sr,s(k)(a
†)kak.
One can use any of the formulas in the Eqs.(4.6), (4.9) or (4.10).
Once the numbers Sr,s(k) are calculated they play the role of the coefficients
in the homogeneous polynomial in a† and a which was treated in preceding
Section. Taking αk = Sr,s(k), N0 = s1 and N = s1+s2+ ...+sM in Eq.(4.12)
we arrive at the normal form using methods of Section 4.3.
We note that analogous scheme can be applied to a homogeneous boson
polynomial which is not originally in the normally ordered form.
4.5 Generating functions
In the preceding Sections we have considered generalized Stirling numbers as
solutions to the normal ordering problem. We have given recurrence relations
and closed form expressions including Dobin´ski-type formulas. Another con-
venient way to describe them is through their generating functions. We define
exponential generating functions of generalized Bell polynomials Bd
α
(n, x) as
Gd
α
(λ, x) =
∞∑
n=0
Bd
α
(n, x)
λn
n!
(4.27)
They are usually formal power series. Because Bd
α
(n) grows too rapidly with
n these series are divergent (except in the case αk = 0 for k > 1 treated in
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Chapters 3 and 5). In Section 4.7 we give a detailed discussion and show
how to improve the convergence by the use of hypergeometric generating
functions.
In spite of this ’inconvenience’, knowing that formal power series can be
rigorously handled (see Appendix B), in the following we give some useful
(formal) expressions.
Substituting the Dobin´ski-type formula of Eq.(4.22) into definition Eq.(4.27)
Gd
α
(λ, x) = e−x
∞∑
n=0
∞∑
l=0
[
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k
]
xl
l!
λn
n!
which changing the summation order yields
Gd
α
(λ, x) = e−x
∞∑
l=0
xl
l!
∞∑
n=0
[
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k
]
λn
n!
. (4.28)
Using the Cauchy multiplication rule of Eq.(B.3) we get the expansion in x:
Gd
α
(λ, x) =
∞∑
j=0
xj
j!
j∑
l=0
(
j
l
)
(−1)j−l
∞∑
n=0
[
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k
]
λn
n!
,
(4.29)
which by comparison with
Gd
α
(λ, x) = 1 +
∞∑
n=1
(
n∑
k=1
Sd
α
(n, k)xk
)
λn
n!
= 1 +
∞∑
k=N0
( ∞∑
n=k
Sd
α
(n, k)
λn
n!
)
xk
gives the exponential generating function of the generalized Stirling numbers
Sd
α
(n, k) in the form (compare with Eq.(4.23))
∞∑
n=k
Sd
α
(n, k)
λn
n!
=
1
k!
k∑
l=0
(
k
l
)
(−1)k−l
∞∑
n=0
[
n∏
i=1
N∑
k=N0
αk (l + (i− 1)d)k
]
λn
n!
.
(4.30)
We note that for specific cases Eqs.(4.28), (4.29) and (4.30) simplify a lot,
see Section 4.7 for some examples.
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This kind of generating functions are connected with the diagonal coherent
state elements of the operator eλH
d
α . Using observation Eq.(4.24) we get
〈z|eλHdα |z〉 =
∞∑
n=0
〈z| (Hd
α
)n |z〉λn
n!
=
∞∑
n=0
Bd
α
(n, |z|2)
(
(z∗)dλ
)n
n!
(4.31)
which yields
〈z|eλHdα |z〉 = Gd
α
(
(z∗)dλ, |z|2) . (4.32)
This in turn lets us write (see Appendix A) the normally ordered expression
eλH
d
α = : Gd
α
((a†)dλ, a†a) : . (4.33)
Observe that the exponential generating functions Gd
α
(λ, x) in general are
not analytical around λ = 0 (they converge only in the case αk = 0 for
k > 1, see Chapters 3 and 5). Nevertheless, e.g. for negative values of λαN
and d = 0 the expressions in Eqs.(4.28) or (4.29) converge and may be used
for explicit calculations. The convergence properties can be handled with
the d’Alembert or Cauchy criterion.
We also note that the number state matrix elements of eλH
d
α are finite (the
operator is well defined on the dense subset generated by the number states).
It can be seen and explicitly calculated from Eqs.(4.33), (4.28) or (4.29).
4.6 Negative excess
We have considered so far the generalized Stirling and Bell numbers aris-
ing in the normal ordering problem of boson expressions and their powers
(iterations) with nonnegative excess. Actually when the excess is negative,
i.e. there are more annihilation a than creation a† operators in a string, the
problem is dual and does not lead to new integer sequences.
To see this we first take a string defined by two vectors r = (r1, r2, . . . , rM)
and s = (s1, s2, . . . , sM) with a negative (overall) excess dM =
∑M
m=1(rm −
sm) < 0. The normal ordering procedure extends the definition of the num-
bers Sr,s(k) for the case of negative excess through
Hr,s = (a
†)rMasM . . . (a†)r2as2(a†)r1as1 =
r1+r2+···+rM∑
k=rM
Sr,s(k)(a
†)kak a−dM .
(4.34)
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Definition of Br,s(x) and Br,s is analogous to Eqs.(4.3) and (4.4):
Br,s(x) =
r1+r2+···+rM∑
k=rM
Sr,s(k)x
k, (4.35)
and
Br,s = Br,s(1) =
r1+r2+···+rM∑
k=rM
Sr,s(k). (4.36)
Note that the limits in the above equations are different from those in Section
4.2.
By taking the hermitian conjugate we have
r1+r2+···+rM∑
k=rM
Sr,s(k)(a
†)kak a−dM
(4.34)
=
((
(a†)rMasM . . . (a†)r2as2(a†)r1as1
)†)†
=
(
(a†)s1ar1(a†)s2ar2 . . . (a†)sMarM
)† (4.2)
=
(
(a†)−dM
r1+r2+···+rM∑
k=rM
Ss,r(k)(a
†)kak
)†
=
r1+r2+···+rM∑
k=rM
Ss,r(k)(a
†)kak a−dM ,
where s = (sM , . . . , s2, s1) and r = (rM , . . . , r2, r1) correspond to the string
Hs,r with positive overall excess equal to −dM > 0.
This leads to the symmetry property
Sr,s(k) = Ss,r(k) (4.37)
as well as
Br,s(n, x) = Bs,r(n, x) and Br,s(n) = Bs,r(n) (4.38)
for any integer vectors r and s.
Formulas in Section 4.2 may be used to calculate the generalized Stirling and
Bell numbers in this case if the symmetry properties Eqs.(4.37) and (4.38)
are taken into account. We conclude by writing explicitly the coherent state
matrix element of a string for dM < 0:
〈z|(a†)rMasM . . . (a†)r2as2(a†)r1as1 |z〉 = Br,s(|z|2)z−dM . (4.39)
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Now we proceed to homogeneous polynomials of Section 4.3. In the case of
the negative excess we define
H−d
α
=
N∑
k=N0
αk (a
†)kak ad , (4.40)
with some constant coefficients αk’s (for convenience we take αN0 6= 0 and
αN 6= 0) and nonnegative integer d. The excess of this homogeneous boson
polynomial is −d. We search for the numbers S−d
α
(n, k) defined by the normal
form of the n-th power of Eq.(4.40) as(
H−d
α
)n
=
nN∑
k=N0
S−d
α
(n, k) (a†)kak and. (4.41)
Generalized Bell polynomials B−d
α
(n, x) and Bell numbers B−d
α
(n) are defined
in the usual manner.
In the same way, taking the hermitian conjugate, we have
nN∑
k=N0
S−d
α
(n, k) (a†)kak and
(4.40)
=
((
H−d
α
)n
)†)†
=
((
(H−d
α
)†
)n)†
=
((
(a†)d
N∑
k=N0
α∗k (a
†)kak
)n)†
(4.13)
=
((
Hd
α
∗
)n)†
=
nN∑
k=N0
Sd
α
(n, k) (a†)kak and
(Note that (Sd
α
∗)∗ = Sd
α
, see any formula of Section 4.3.)
Consequently the following symmetry property holds true
S−d
α
(n, k) = Sd
α
(n, k) (4.42)
and consequently
B−d
α
(n, x) = Bd
α
(n, x) and B−d
α
(n) = Bd
α
(n) (4.43)
for any vector α and integer d.
Again any of the formulas of Section 4.3 may be used in calculations for the
case of negative excess. Coherent state matrix element of Eq.(4.40) takes the
form
〈z| (H−d
α
)n |z〉 = B−d
α
(n, |z|2)zd. (4.44)
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4.7 Special cases
The purpose of this section is to illustrate the above formalism with some ex-
amples. First we consider iteration of a simple string of the form (a†)ras and
work out some special cases in detail. Next we proceed to expressions involv-
ing homogeneous boson polynomials with excess zero d = 0. This provides
the solution to the normal ordering of a generalized Kerr-type hamiltonian.
4.7.1 Case
(
(a†)ras
)n
Here we consider the boson string in the form
Hr,s = (a
†)ras (4.45)
for r ≥ s (the symmetry properties provide the opposite case, see Section
4.6).
It corresponds in the previous notation to Hr,s with (r, s) = (r, s) or H
d
α
with
d = r − s and αs = 1 (zero otherwise).
The n-th power in the normally ordered form defines generalized Stirling
numbers Sr,s(n, k) as
(
Hdr,s
)n
= (a†)n(r−s)
ns∑
k=s
Sr,s(n, k)(a
†)kak. (4.46)
Consequently we define the generalized Bell polynomials Br,s(n, x) and gen-
eralized Bell numbers Br,s(n) as
Br,s(n, x) =
ns∑
k=s
Sr,s(n, k)x
k (4.47)
and
Br,s(n) = Br,s(n, 1) =
ns∑
k=s
Sr,s(n, k). (4.48)
The following convention is assumed:
Sr,s(0, 0) = 1,
Sr,s(n, k) = 0 for k > ns,
Sr,s(n, k) = 0 for k < s and n > 0,
(4.49)
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and
Br,s(0) = Br,s(0, x) = 1. (4.50)
As pointed out these numbers and polynomials are special cases of those
considered in Section 4.3, i.e.
Sr,s(n, k) = S
(d)
α
(n, k)
Br,s(n, x) = B
(d)
α
(n, x)
Br,s(n) = S
(d)
α
(n)
for d = r − s and αs = 1 (zero otherwise).
In the following the formalism of Section 4.3 is applied to investigate the
numbers in this case. By this we demonstrate that the formulas simplify
considerably when the special case is considered. The discussion also raises
some new points concerning the connection with special functions.
Below we choose the way of increasing simplicity, i.e. we start with r > s
and then restrict our attention to r = s and s = 1. For r = 1 and s = 1 we
end up with conventional Stirling and Bell numbers (see Chapter 3). Where
possible we just state the results without comment.
Before proceeding to the program as sketched, we state the essential results
which are the same for each case. We define the exponential generating
function as
Gr,s(λ, x) =
∞∑
n=0
Br,s(n, x)
λn
n!
. (4.51)
The coherent state matrix elements can be read off as
〈z|(Hr,s)n|z〉 = Br,s(λ(z∗)r−s, |z|2) (4.52)
and
〈z|eλHr,s |z〉 = Gr,s(λ(z∗)r−s, |z|2). (4.53)
This provides the normally ordered forms
(Hr,s)
n = : Br,s(λ(a
†)r−s, a†a) : (4.54)
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and
eλHr,s = : Gr,s(λ(a
†)r−s, a†a) : . (4.55)
We shall see that usually the generating function of Eq.(4.51) is formal and
Eq.(4.53) is not analytical around λ = 0. No matter of the convergence sub-
tleties operator equations Eqs.(4.54) and (4.55) hold true in the occupation
number representation.
r>s
Recurrence relation
Sr,s(n+ 1, k) =
s∑
p=0
(
s
p
)
(n(r − s) + k − r + p)p Sr,s(n, k − s+ p) (4.56)
with initial conditions as in Eq.(4.49).
Connection property
n∏
j=1
(x+ (j − 1)(r − s))s =
ns∑
k=s
Sr,s(n, k)x
k. (4.57)
The Dobin´ski-type relation
Br,s(n, x) = e
−x
∞∑
k=s
n∏
j=1
[k + (j − 1)(r − s)]s x
k
k!
(4.58)
= (r − s)s(n−1)e−x
∞∑
k=0
[
s∏
j=1
Γ(n+ k+j
r−s )
Γ(1 + k+j
r−s)
]
xk
k!
. (4.59)
Explicit expression
Sr,s(n, k) =
(−1)k
k!
k∑
p=s
(−1)p
(
k
p
) n∏
j=1
(p + (j − 1)(r − s))s . (4.60)
The “non-diagonal” generalized Bell numbers Br,s(n) can always be expressed
as special values of generalized hypergeometric functions pFq , e.g. the se-
ries B2r,r(n) can be written down in a compact form using the confluent
hypergeometric function of Kummer:
B2r,r(n) =
(rn)!
e · r! 1F1(rn+ 1, r + 1; 1) (4.61)
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and still more general family of sequences has the form (p, r = 1, 2 . . .):
Bpr+p,pr(n) =
1
e
[
r∏
j=1
(p(n− 1) + j)!
(pj)!
]
·
·rFr(pn + 1, pn+ 1 + p, . . . , pn+ 1 + p(r − 1); 1 + p, 1 + 2p, . . . , 1 + rp; 1),
etc...
The exponential generating function takes the form
Gr,s(λ, x) = e
−x
∞∑
l=0
xl
l!
∞∑
n=0
[
n∏
i=1
(l + (i− 1)(r − s))s
]
λn
n!
= 1 +
∞∑
j=1
xj
j!
j∑
l=0
(
j
l
)
(−1)j−l
∞∑
n=1
[
n∏
i=1
(l + (i− 1)(r − s))s
]
λn
n!
.
For s > 1 it is purely formal series (not analytical around λ = 0).
A well-defined and convergent procedure for such sequences is to consider
what we call hypergeometric generating functions, which are the exponen-
tial generating function for the ratios Br,s/(n!)
t, where t is an appropriately
chosen integer. A case in point is the series B3,2(n) which may be written
explicitly from Eq.(4.58) as:
B3,2(n) =
1
e
∞∑
k=0
(n+ k)!(n + k + 1)!
k!(k + 1)!(k + 2)!
.
Its hypergeometric generating function G˜3,2(λ) is then:
G˜3,2(λ) =
∞∑
n=0
[
B3,2(n)
n!
]
λn
n!
=
1
e
∞∑
k=0
1
(k + 2)!
2F1(k + 2, k + 1; 1;λ).
Similarly for G4,2(λ) one obtains:
G˜4,2(λ) =
1
e
∞∑
k=0
1
(k + 2)!
2F1
(
k + 2
2
,
k
2
+ 1; 1; 4λ
)
.
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Eq.(4.61) implies more generally:
G˜2r,r(λ) =
∞∑
n=0
[
B2r,r(n)
(n!)r−1
]
λn
n!
=

1
1!e
∑∞
k=0
1
(k+1)! 2
F1
(
k+1
2
, k
2
+ 1; 1; 4λ
)
, r = 2,
1
2!e
∑∞
k=0
1
(k+2)! 3
F2
(
k+1
3
, k+2
3
, k+3
3
; 1, 1; 27λ
)
, r = 3,
1
3!e
∑∞
k=0
1
(k+3)! 4
F3
(
k+1
4
, . . . , k+4
4
; 1, 1, 1; 256λ
)
, r = 4 . . .
etc...
See [JPS01] for other instances where this type of hypergeometric generating
functions appear.
r=s
Recurrence relation
Sr,r(n+ 1, k) =
r∑
p=0
(
r
p
)
(k − r + p)p Sr,r(n, k − r + p) (4.62)
with initial conditions as in Eq.(4.49).
Connection property
[xr]n =
nr∑
k=r
Sr,r(n, k)x
k. (4.63)
The Dobin´ski-type relation has the form:
Br,r(n, x) = e
−x
∞∑
k=s
kr
xk
k!
(4.64)
= e−x
∞∑
k=0
[
(k + r)!
k!
]n−1
xk
k!
. (4.65)
Explicit expression
Sr,r(n, k) =
(−1)k
k!
k∑
p=r
(−1)p
(
k
p
)
[pr]n . (4.66)
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Using Eq.(4.66) we can find the following exponential generating function of
Sr,r(n, k):
∑
n=⌈k/r⌉
xn
n!
Sr,r(n, k) =
(−1)k
k!
k∑
p=r
(−1)p
(
k
p
)(
exp(p−1)...(p−r+1) − 1) , (4.67)
We refer to Section 4.7.2 for considerations of the exponential generating
functions.
s=1
Recurrence relation
Sr,1(n+ 1, k) = (n(r − 1) + k − r + 1)Sr,1(n, k) + Sr,1(n, k − 1) (4.68)
with initial conditions as in Eq.(4.49).
Connection property
n∏
j=1
(x+ (j − 1)(r − s)) =
ns∑
k=s
Sr,1(n, k)x
k. (4.69)
The Dobin´ski-type relation has the form:
Br,1(n, x) = e
−x
∞∑
k=1
n∏
j=1
[k + (j − 1)(r − 1)] x
k
k!
. (4.70)
Explicit expression
Sr,1(n, k) =
(−1)k
k!
k∑
p=s
(−1)p
(
k
p
) n∏
j=1
(p+ (j − 1)(r − 1)) . (4.71)
The generalized Bell numbers Br,1(n) can always be expressed as a combina-
tion of r− 1 different hypergeometric functions of type 1Fr−1(. . . ; x), each of
them evaluated at the same value of argument x = (r− 1)1−r; here are some
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lowest order cases:
B2,1(n) =
n!
e
1F1(n+ 1; 2; 1) = (n− 1)!L(1)n−1(−1), (4.72)
B3,1(n) =
2n−1
e
(
2Γ(n+ 1
2
)√
pi
1F2
(
n+
1
2
;
1
2
,
3
2
;
1
4
)
+ n!1F2
(
n + 1;
3
2
, 2;
1
4
))
,
B4,1(n) =
3n−1
2e
(
33/2Γ(2
3
)Γ(n + 1
3
)
pi
1F3
(
n+
1
3
;
1
3
,
2
3
,
4
3
;
1
27
)
+
3Γ(n+ 2
3
)
Γ(2
3
)
1F3
(
n +
2
3
;
2
3
,
4
3
,
5
3
;
1
27
)
+ n!1F3
(
n+ 1;
4
3
,
5
3
, 2;
1
27
))
,
etc...
In Eq.(4.72) L
(α)
m (y) is the associated Laguerre polynomial.
In this case the exponential generating function of Eq.(4.51) converges (see
also Chapter 5)
Gr,1(λ, x) = e
x
(
1
r−1
√
1−(r−1)λ
−1
)
. (4.73)
The exponential generating function of Sr,1(n, k) takes the form
∞∑
n=⌈k/r⌉
xn
n!
Sr,1(n, k) =
1
k!
[
(1− (r − 1)x)− 1r−1 − 1
]k
. (4.74)
See also Chapter 5 for detailed discussion of this case.
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We end this section by writing down some triangles of generalized Stirling
and Bell numbers, as defined by Eqs.(4.46) and (4.48).
r=1, s=1
S1,1(n, k), 1 ≤ k ≤ n B1,1(n)
n = 1 1 1
n = 2 1 1 2
n = 3 1 3 1 5
n = 4 1 7 6 1 15
n = 5 1 15 25 10 1 52
n = 6 1 31 90 65 15 1 203
r=2, s=1
S2,1(n, k), 1 ≤ k ≤ n B2,1(n)
n = 1 1 1
n = 2 2 1 3
n = 3 6 6 1 13
n = 4 24 36 12 1 73
n = 5 120 240 120 20 1 501
n = 6 720 1800 1200 300 30 1 4051
r=3, s=1
S3,1(n, k), 1 ≤ k ≤ n B3,1(n)
n = 1 1 1
n = 2 3 1 4
n = 3 15 9 1 25
n = 4 105 87 18 1 211
n = 5 945 975 285 30 1 2236
n = 6 10395 12645 4680 705 45 1 28471
C
h
a
p
ter
4
.
N
o
rm
a
l
O
rd
erin
g
o
f
B
o
so
n
E
x
p
ressio
n
s
40
r=2, s=2
S2,2(n, k), 2 ≤ k ≤ 2n B2,2(n)
n = 1 1 1
n = 2 2 4 1 7
n = 3 4 32 38 12 1 87
n = 4 8 208 652 576 188 24 1 1657
n = 5 16 1280 9080 16944 12052 3840 580 40 1 43833
n = 6 32 7744 116656 412800 540080 322848 98292 16000 1390 60 1 1515903
r=3, s=2
S3,2(n, k), 2 ≤ k ≤ 2n B3,2(n)
n = 1 1 1
n = 2 6 6 1 13
n = 3 72 168 96 18 1 355
n = 4 1440 5760 6120 2520 456 36 1 16333
n = 5 43200 259200 424800 285120 92520 15600 1380 60 1 1121881
n = 6 1814400 15120000 34776000 33566400 16304400 4379760 682200 62400 3270 90 1 106708921
r=3, s=3
S3,3(n, k), 3 ≤ k ≤ 3n B3,3(n)
n = 1 1 1
n = 2 6 18 9 1 34
n = 3 36 540 1242 882 243 27 1 2971
n = 4 216 13608 94284 186876 149580 56808 11025 1107 54 1 513559
n = 5 1296 330480 6148872 28245672 49658508 41392620 18428400 4691412 706833 63375 3285 90 1 149670844
Chapter 4. Normal Ordering of Boson Expressions 41
4.7.2 Generalized Kerr Hamiltonian
In this section we consider the case of the homogeneous boson polynomial
with excess zero (d = 0). This illustrates the formalism of Sections 4.3 and
4.5 on the example which constitutes the solution to the normal ordering
problem for the generalized Kerr medium.
The Kerr medium is described by the hamiltonian H = a†a†aa, [MW95]. By
generalization we mean the hamiltonian in the form
Hα =
N∑
k=N0
αk (a
†)kak. (4.75)
Observe that this is exactly the form of the operators (with excess d = 0)
considered in Section 4.3, i.e.
Hα ≡ H0α. (4.76)
To simplify the notation we skip the index d = 0 in Sd
α
(n, k), Bd
α
(n, x), Bd
α
(n)
and Gd
α
(λ, x).
We are now ready to write down the solution to the normal ordering problem
in terms of generalized Stirling numbers
(Hα)
n =
nN∑
k=N0
Sα(n, k) (a
†)kak, (4.77)
generalized Bell polynomials
Bα(n, x) =
nN∑
k=N0
Sα(n, k) x
k, (4.78)
and Bell numbers
Bα(n) = B
d
α
(n, 1) =
nN∑
k=N0
Sα(n, k). (4.79)
Recurrence relation
Sα(n + 1, k) =
N∑
l=N0
αl
l∑
p=0
(
l
p
)
(k − l + p)p Sα(n, k − l + p), (4.80)
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with initial conditions as in Eq.(4.16).
Connection property(
N∑
k=N0
αk x
k
)n
=
nN∑
k=N0
Sα(n, k) x
k. (4.81)
The Dobin´ski-type relation has the form:
Bα(n, x) = e
−x
∞∑
l=0
(
N∑
k=N0
αk l
k
)n
xl
l!
. (4.82)
Explicit expression
Sα(n, k) =
1
k!
k∑
j=0
(
k
j
)
(−1)k−j
(
N∑
l=N0
αl j
l
)n
. (4.83)
Exponential generating function
Gα(λ, x) =
∞∑
n=0
Bα(n, x)
λn
n!
(4.84)
= e−x
∞∑
n=0
eλ
∑N
r=N0
αrnr x
n
n!
(4.85)
=
∞∑
m=0
[
m∑
l=0
(
m
l
)
(−1)m−leλ
∑N
r=N0
αrlr
]
xm
m!
. (4.86)
Again, the exponential generating function of Eq.(4.84) is formal around
λ = 0 (for N > 1). Although we note that by the d’Alembert criterion for
λαN < 0 the the series of Eq.(4.85) converges.
The generating function of the Stirling numbers is
∞∑
n=k
Sα(n, k)
λn
n!
=
1
k!
k∑
l=0
(
k
l
)
(−1)k−leλ
∑N
k=N0
αk l
k
. (4.87)
Now, returning to the coherent state representation we have
〈z|eλHα |z〉 = Gα(λ, |z|2). (4.88)
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This provides the normally ordered form of the exponential
eλHα = : Gα(λ, a
†a) : . (4.89)
These considerations may serve as a tool in investigations in quantum optics
whenever the coherent state representation is needed, e.g. they allow one
to calculate the Husimi functions or other phase space pictures for thermal
states [BHPS05].
Chapter 5
MONOMIALITY PRINCIPLE AND
NORMAL ORDERING
Abstract
We solve the boson normal ordering problem for
(
q(a†)a + v(a†)
)n
with arbitrary
functions q(x) and v(x). This consequently provides the solution for the exponen-
tial eλ(q(a
†)a+v(a†)) generalizing the shift operator. In the course of these considera-
tions we define and explore the monomiality principle and find its representations.
We exploit the properties of Sheffer-type polynomials which constitute the inher-
ent structure of this problem. In the end we give some examples illustrating the
utility of the method.
5.1 Introduction
In Chapter 4 we treated the normal ordering problem of powers and exponen-
tials of boson strings and homogeneous polynomials. Here we shall extend
these results in a very particular direction. We consider operators linear in
the annihilation a or creation a† operators. More specifically, we consider
operators which, say for linearity in a, have the form
q(a†)a+ v(a†)
where q(x) and v(x) are arbitrary functions. Passage to operators linear in
a† is immediate through conjugacy operation.
We shall find the normally ordered form of the n-th power (iteration)
(q(a†)a+ v(a†))n
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and then the exponential
eλ(q(a
†)a+v(a†)).
This is a far reaching generalization of the results of [Mik83][Mik85][Kat83]
where a special case of the operator a†a+ ar was considered.
In this approach we use methods which are based on the monomiality prin-
ciple [BDHP05]. First, using the methods of umbral calculus, we find a wide
class of representations of the canonical commutation relation Eq.(2.17) in
the space of polynomials. This establishes the link with Sheffer-type polyno-
mials. Next the specific matrix elements of the above operators are derived
and then, with the help of coherent state theory, extended to the general
form. Finally we obtain the normally ordered expression for these operators.
It turns out that the exponential generating functions in the case of linear
dependence on the annihilation (or creation) operator are of Sheffer-type,
and that assures their convergence.
In the end we give some examples with special emphasis on their Sheffer-type
origin. We also refer to Section 6.3 for other application of derived formulas.
5.2 Monomiality principle
Here we introduce the concept of monomiality which arises from the action of
the multiplication and derivative operators on monomials. Next we provide
a wide class of representations of that property in the framework of Sheffer-
type polynomials. Finally we establish the correspondence to the occupation
number representation.
5.2.1 Definition and general properties
Let us consider the Heisenberg-Weyl algebra satisfying the commutation re-
lation
[P,M ] = 1. (5.1)
In Section 2.4 we have already mentioned that a convenient representation
of Eq.(5.1) is the derivative D and multiplication X representation defined
in the space of polynomials. Action of these operators on the monomials is
given by Eq.(2.16). Here we extend this framework.
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Suppose one wants to find the representations of Eq.(5.1) such that the action
of M and P on certain polynomials sn(x) is analogous to the action of X
and D on monomials. More specifically one searches for M and P and their
associated polynomials sn(x) (of degree n, n = 0, 1, 2, ...) which satisfy
Msn(x) = sn+1(x),
P sn(x) = n sn−1(x).
(5.2)
The rule embodied in Eq.(5.2) is called the monomiality principle. The poly-
nomials sn(x) are then called quasi-monomials with respect to operators M
and P . These operators can be immediately recognized as raising and low-
ering operators acting on the sn(x)’s.
The definition Eq.(5.2) implies some general properties. First the operators
M and P obviously satisfy Eq.(5.1). Further consequence of Eq.(5.2) is the
eigenproperty of MP , i.e.
MPsn(x) = nsn(x). (5.3)
The polynomials sn(x) may be obtained through the action of M
n on s0
sn(x) =M
ns0 (5.4)
and consequently the exponential generating function of sn(x)’s is
G(λ, x) ≡
∞∑
n=0
sn(x)
λn
n!
= eλMs0. (5.5)
Also, if we write the quasimonomial sn(x) explicitly as
sn(x) =
n∑
k=0
sn,k x
k, (5.6)
then
sn(x) =
(
n∑
k=0
sn,k X
k
)
1. (5.7)
Several types of such polynomial sequences were studied recently using this
monomiality principle [DOTV97][GDM97][Dat99][DSC01][Ces00].
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5.2.2 Monomiality principle representations: Sheffer-type
polynomials
Here we show that if sn(x) are of Sheffer-type then it is possible to give
explicit representations of M and P . Conversely, if M = M(X,D) and
P = P (D) then sn(x) of Eq.(5.2) are necessarily of Sheffer-type.
Properties of Sheffer-type polynomials are naturally handled within the so
called umbral calculus [Rom84][RR78][Buc98] (see Appendix B). Here we put
special emphasis on their ladder structure. Suppose we have a polynomial
sequence sn(x), n = 0, 1, 2, ... (sn(x) being a polynomial of degree n). It is
called of a Sheffer A-type zero [She39],[Rai65] (which we shall call Sheffer-
type) if there exists a function f(x) such that
f(D)sn(x) = nsn−1(x). (5.8)
Operator f(D) plays the role of the lowering operator. This characterization
is not unique, i.e. there are many Sheffer-type sequences sn(x) satisfying
Eq.(5.8) for given f(x). We can further classify them by postulating the ex-
istence of the associated raising operator. A general theorem [Rom84][Che03]
states that a polynomial sequence sn(x) satisfying the monomiality principle
Eq.(5.2) with an operator P given as a function of the derivative operator
only P = P (D) is uniquely determined by two functions f(x) and g(x) such
that f(0) = 0, f
′
(0) 6= 0 and g(0) 6= 0. The exponential generating function
of sn(x) is then equal to
G(λ, x) =
∞∑
n=0
sn(x)
λn
n!
=
1
g(f−1(λ))
exf
−1(λ), (5.9)
and their associated raising and lowering operators of Eq.(5.2) are given by
P = f(D),
M =
[
X − g′(D)
g(D)
]
1
f ′(D)
.
(5.10)
Observe the important fact that X enters M only linearly. Note also that
the order of X and D in M(X,D) matters.
The above also holds true for f(x) and g(x) which are formal power series.
By direct calculation one may check that any pairM , P from Eq.(5.10) auto-
matically satisfies Eq.(5.1). The detailed proof can be found in e.g. [Rom84],
[Che03].
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Here are some examples we have obtained of representations of the monomi-
ality principle Eq.(5.2) and their associated Sheffer-type polynomials:
a) M(X,D) = 2X −D, P (D) = 1
2
D,
sn(x) = Hn(x) - Hermite polynomials;
G(λ, x) = e2λx−λ
2
.
b) M(X,D) = −XD2 + (2X − 1)D −X − 1, P (D) = −∑∞n=1Dn,
sn(x) = n!Ln(x) - where Ln(x) are Laguerre polynomials;
G(λ, x) = 1
1−λe
x λ
λ−1 .
c) M(X,D) = X 1
1−D , P (D) = −12D2 +D,
sn(x) = Pn(x) - Bessel polynomials [Gro78];
G(λ, x) = ex(1−
√
1−2λ).
d) M(X,D) = X(1 +D), P (D) = ln(1 +D),
sn(x) = Bn(x) - Bell polynomials;
G(λ, x) = ex(e
λ−1).
e) M(X,D) = Xe−D, P (D) = eD − 1,
sn(x) = x
n - the lower factorial polynomials [TS95];
G(λ, x) = ex ln(1+λ).
f) M(X,D) = (X − tan(D)) cos2(D), P (D) = tan(D),
sn(x) = Rn(x) - Hahn polynomials [Ben91];
G(λ, x) = 1√
1+λ2
ex arctan(λ).
g) M(X,D) = X 1+WL(D)
WL(D)
D, P (D) =WL(D),
where WL(x) is the Lambert W function [CGH
+96];
sn(x) = In(x) - the idempotent polynomials [Com74];
G(λ, x) = exλe
λ
.
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5.2.3 Monomiality vs Fock space representations
We have already called operators M and P satisfying Eq.(5.2) the rising
and lowering operators. Indeed, their action rises and lowers index n of
the quasimonomial sn(x). This resembles the property of creation a
† and
annihilation a operators in the Fock space (see Section 2.2) given by
a|n〉 = √n |n− 1〉
a†|n〉 = √n+ 1 |n+ 1〉. (5.11)
These relations are almost the same as Eq.(5.2). There is a difference in
coefficients. To make them analogous it is convenient to redefine the number
states |n〉 as
|˜n〉 =
√
n! |n〉. (5.12)
(Note that |˜0〉 ≡ |0〉).
Then the creation and annihilation operators act as
a|˜n〉 = n ˜|n− 1〉
a† |˜n〉 = ˜|n+ 1〉.
(5.13)
Now this exactly mirrors the the relation in Eq.(5.2). So, we make the
correspondence
P ←→ a
M ←→ a†
sn(x) ←→ |˜n〉 , n = 0, 1, 2, ... .
(5.14)
We note that this identification is purely algebraic, i.e. we are concerned
here only with the commutation relation Eqs.(5.1), (2.17) or (2.1). We do
not impose the scalar product in the space of polynomials nor consider the
conjugacy properties of the operators. These properties are irrelevant for our
proceeding discussion. We note only that they may be rigorously introduced,
see e.g. [Rom84].
5.3 Normal ordering via monomiality
In this section we shall exploit the correspondence of Section 5.2.3 to obtain
the normally ordered expression of powers and exponential of the operators
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a†q(a)+v(a) and (by the conjugacy property) q(a†)a+v(a†). To this end shall
apply the results of Section 5.2.2 to calculate some specific coherent state
matrix elements of operators in question and then through the exponential
mapping property we will extend it to a general matrix element. In conclusion
we shall also comment on other forms of linear dependence on a or a†.
We use the correspondence of Section 5.2.3 cast in the simplest form for
M = X, P = D and sn(x) = x
n, i.e.
D ←→ a
X ←→ a†
xn ←→ |˜n〉 , n = 0, 1, 2, ... .
(5.15)
Then we recall the representation Eq.(5.10) of operators M and P in terms
of X and D. Applying the correspondence of Eq.(5.15) it takes the form
P (a) = f(a),
M(a, a†) =
[
a† − g′(a)
g(a)
]
1
f ′(a)
.
(5.16)
Recalling Eqs.(5.4),(5.6) and (5.7) we get
[
M(a, a†)
]n |0〉 = n∑
k=0
sn,k (a
†)k|0〉. (5.17)
In the coherent state representation it yields
〈z| [M(a, a†)]n |0〉 = sn(z∗)〈z|0〉. (5.18)
Exponentiating M(a, a†) and using Eq.(5.9) we obtain
〈z|eλM(a,a†)|0〉 = 1
g(f−1(λ))
ez
∗f−1(λ)〈z|0〉. (5.19)
By the same token one obtains closed form expressions for the following
matrix elements ( |l〉 is the l-th number state, l = 0, 1, 2, ...)
〈z| [M(a, a†)]n |l〉 = 1√
l!
sn+l(z
∗)〈z|0〉, (5.20)
and when property Eq.(B.5) is applied
〈z|eλM(a,a†)|l〉 = 1√
l!
dl
dλl
[
1
g(f−1(λ))
ez
∗f−1(λ)
]
〈z|0〉. (5.21)
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Observe that in both Eqs.(5.18) and (5.20) we obtain Sheffer-type polyno-
mials (modulus coherent states overlapping factor 〈z|0〉). Also Eqs.(5.19)
and (5.21) reveal that property through the Sheffer-type generating func-
tion. This connection will be explored in detail in Section 5.4.2.
The result of Eq.(5.19) can be further extended to the general matrix element
〈z|eλM(a,a†)|z′〉. To this end recall Eq.(A.5) and write
〈z|eλM(a,a†)|z′〉 = e− 12 |z′|2〈z|eλM(a,a†)ez′a† |0〉
= e−
1
2
|z′|2〈z|ez′a†e−z′a†eλM(a,a†)ez′a† |0〉
= ez
∗z′− 1
2
|z′|2〈z|e−z′a†eλM(a,a†)ez′a† |0〉.
Next, using the exponential mapping property Eq.(2.11) we arrive at
〈z|eλM(a,a†)|z′〉 = ez∗z′− 12 |z′|2〈z|eλM(a+z′,a†)|0〉
= ez
∗z′− 1
2
|z′|2〈z|eλ
(
a†− g′(a+z′)
g(a+z′)
)
1
f ′(a+z′) |0〉.
Now we are almost ready to apply Eq.(5.19) to evaluate the matrix element
on the r.h.s. of the above equation. Before doing so we have to appropriately
redefine functions f(x) and g(x) in the following way (z′ - fixed)
f(x) → f˜(x) = f(x+ z′)− f(z′),
g(x) → g˜(x) = g(x+ z′)/g(z′).
Then f˜(0) = 0, f˜ ′(0) 6= 0 and g˜(0) = 1 as required by Sheffer property for
f˜(x) and g˜(x). Observe that these conditions are not fulfilled by f(x + z′)
and g(x+ z′). This step imposes (analytical) constraints on z′, i.e. it is valid
whenever f˜ ′(z′) 6= 0 (although, we note that for formal power series approach
this does not present any difficulty). Now we can write
〈z|eλ
(
a†− g′(a+z′)
g(a+z′)
)
1
f ′(a+z′) |0〉 = 〈z|eλ
(
a†− g˜′(a)
g˜(a)
)
1
f˜ ′(a) |0〉
(5.19)
=
1
g˜(f˜−1(λ))
ez
∗f˜−1(λ)〈z|0〉.
By going back to the initial functions f(x) and g(x) this readily gives the
final result
〈z|eλM(a,a†)|z′〉 = g(z
′)
g(f−1(λ+ f(z′)))
ez
∗[f−1(λ+f(z′))−z′]〈z|z′〉, (5.22)
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where 〈z|z′〉 = ez∗z′− 12 |z′ |2− 12 |z|2 is the coherent states overlapping factor (see
Eq.(A.3)).
To obtain the normally ordered form of eλM(a,a
†) we apply the crucial property
of the coherent state representation of Eqs.(A.11) and (A.12). Then Eq.(5.22)
provides the central result
eλM(a,a
†) = : ea
†[f−1(λ+f(a))−a] g(a)
g(f−1(λ+ f(a)))
: . (5.23)
Let us point out again that a† appears linearly in M(a, a†), see Eq.(5.16).
We also note that the constraints for functions f(x) and g(x), i.e. f(0) = 0,
f ′(0) 6= 0 and g(0) 6= 0, play no important role. For convenience (simplicity)
we put
q(x) =
1
f ′(x)
,
v(x) =
g′(x)
g(x)
1
f ′(x)
,
and define
T (λ, x) = f−1(λ+ f(x)),
G(λ, x) =
g(x)
g(T (λ, x))
.
This allows us to rewrite the main normal ordering formula of Eq.(5.23) as
eλ(a
†q(a)+v(a)) = : ea
†[T (λ,a)−a] G(λ, a) : (5.24)
where the functions T (λ, x) and G(λ, x) fulfill the following differential equa-
tions
∂T (λ, x)
∂λ
= q(T (λ, x)) , T (0, x) = x , (5.25)
∂G(λ, x)
∂λ
= v(T (λ, x)) ·G(λ, x) , G(0, x) = 1 . (5.26)
In the coherent state representation it takes the form
〈z′|eλ(a†q(a)+v(a))|z〉 = 〈z′|z〉 ez′∗[T (λ,z)−z]G(λ, z). (5.27)
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We conclude by making a comment on other possible forms of linear depen-
dence on a or a†.
By hermitian conjugation of Eq.(5.24) we obtain the expression for the nor-
mal form of eλ(q(a
†)a+v(a)). This amounts to the formula
eλ(q(a
†)a+v(a)) = : G(λ, a†)e[T (λ,a
†)−a†]a : (5.28)
with the same differential equations Eqs.(5.25) and (5.26) for functions T (λ, x)
and G(λ, x). In the coherent state representation it yields
〈z′|eλ(q(a†)a+v(a))|z〉 = 〈z′|z〉 G(λ, z′∗)e[T (λ,z′∗)−z′∗]z (5.29)
We also note that all other operators linearly dependent on a or a† may
be written in just considered forms with the use of Eq.(2.12), i.e. aq(a†) +
v(a†) = q(a†)a+ q′(a†) + v(a†) and q(a)a† + v(a) = a†q(a) + q′(a) + v(a).
Observe that from the analytical point of view certain limitations on the
domains of z, z′ and λ should be put in some specific cases (locally around
zero all the formulas hold true). Also we point out the fact that functions
q(x) and v(x) (or equivalently f(x) and g(x)) may be taken as the formal
power series. Then one stays on the ground of formal power expansions.
In the end we refer to Section 6.3 where these results are applied to derive
the substitution formula. We note that the reverse process, i.e. derivation
of the normally ordered form from the substitution theorem, is also possible,
see [BHP+05].
5.4 Sheffer-type polynomials and normal ordering:
Examples
We now proceed to examples. We will put special emphasis on their Sheffer-
type origin.
5.4.1 Examples
We start with enumerating some examples of the evaluation of the coherent
state matrix elements of Eqs.(5.18) and (5.27). We choose the M(a, a†)’s as
in the list a) - g) in Section 5.2.2:
a) 〈z|(−a + 2a†)n|0〉 = Hn(z∗)〈z|0〉, Hermite polynomials;
〈z|eλ(−a+2a†)|z′〉 = eλ(2z∗−z′)−λ2〈z|z′〉.
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b) 〈z| [−a†a + (2a† − 1)a− a† + 1]n |0〉 = n!Ln−1(z∗)〈z|0〉,
Laguerre polynomials;
〈z|eλ[−a†a+(2a†−1)a−a†+1]|z′〉 = 1
1−λ(z′−1)e
z∗λ (1−z
′)2
λ(1−z′)−1 〈z|z′〉.
c) 〈z| (a† 1
1−a
)n |0〉 = Pn(z∗)〈z|0〉, Bessel polynomials;
〈z|eλ(a† 11−a)|z′〉 = ez∗[1−
√
1−2(λ+z′− 1
2
z′2)−z′]〈z|z′〉.
d) 〈z|(a†a + a†)n|0〉 = Bn(z∗)〈z|0〉, Bell polynomials;
〈z|eλ(a†a+a†)|z′〉 = ez∗(z′+1)(eλ−1)〈z|z′〉.
e) 〈z|(a†e−a)n|0〉 = (z∗)n〈z|0〉, the lower factorial polynomials;
〈z|eλ(a†e−a)|z′〉 = ez∗[ln(ez′+λ)−z′]〈z|z′〉.
f) 〈z| [(a† − tan(a)) cos2(a)]n |0〉 = Rn(z∗)〈z|0〉, Hahn polynomials;
〈z|eλ(a†−tan(a)) cos2(a)|z′〉 = cos[arctan(λ+tan(z′))]
cos(z′)
ez
∗[arctan(λ tan(z′))−z′]〈z|z′〉.
g) 〈z|
[
a† 1+WL(a)
WL(a)
a
]n
|0〉 = In(z∗)〈z|0〉, the idempotent polynomials;
〈z|eλa†
1+WL(a)
WL(a)
a|z′〉 = ez∗[λeλ+WL(z′)+z′(eλ−1)]〈z|z′〉.
Note that for z′ = 0 we obtain the exponential generating functions of ap-
propriate polynomials multiplied by the coherent states overlapping factor
〈z|0〉, see Eq.(5.22).
These examples show how the Sheffer-type polynomials and their exponential
generating functions arise in the coherent state representation. This generic
structure is the consequence of Eqs.(5.18) and (5.22) or in general Eqs.(5.27)
or (5.29) and it will be investigated in more detail now. Afterwords we shall
provide more examples of combinatorial origin.
5.4.2 Sheffer polynomials and normal ordering
First recall the definition of the family of Sheffer-type polynomials sn(z)
defined (see Section B) through the exponential generating function as
G(λ, x) =
∞∑
n=0
sn(z)
λn
n!
= A(λ) ezB(λ) (5.30)
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where functions A(λ) and B(λ) satisfy: A(0) 6= 0 and B(0) = 0, B′(0) 6= 0.
Returning to normal ordering, recall that the coherent state expectation value
of Eq.(5.28) is given by Eq.(5.29). When one fixes z′ and takes λ and z as
indeterminates, then the r.h.s. of Eq.(5.29) may be read off as an exponential
generating function of Sheffer-type polynomials defined by Eq.(5.30). The
correspondence is given by
A(λ) = g(λ, z′∗), (5.31)
B(λ) = [T (λ, z′∗)− z′∗] . (5.32)
This allows us to make the statement that the coherent state expectation
value 〈z′|...|z〉 of the operator exp [λ(q(a†)a+ v(a†))] for any fixed z′ yields
(up to the overlapping factor 〈z′|z〉) the exponential generating function of
a certain sequence of Sheffer-type polynomials in the variable z given by
Eqs.(5.31) and (5.32). The above construction establishes the connection be-
tween the coherent state representation of the operator exp
[
λ(q(a†)a+ v(a†))
]
and a family of Sheffer-type polynomials s
(q,v)
n (z) related to q and v through
〈z′|eλ[q(a†)a+v(a†)]|z〉 = 〈z′|z〉
(
1 +
∞∑
n=1
s(q,v)n (z)
λn
n!
)
, (5.33)
where explicitly (again for z′ fixed):
s
(q,v)
n (z) = 〈z′|z〉−1〈z′|
[
q(a†)a+ v(a†)
]n |z〉. (5.34)
We observe that Eq.(5.34) is an extension of the seminal formula of J. Katriel
[Kat74],[Kat00] where v(x) = 0 and q(x) = x. The Sheffer-type polynomials
are in this case Bell polynomials expressible through the Stirling numbers of
the second kind (see Section 3).
Having established relations leading from the normal ordering problem to
Sheffer-type polynomials we may consider the reverse approach. Indeed, it
turns out that for any Sheffer-type sequence generated by A(λ) and B(λ) one
can find functions q(x) and v(x) such that the coherent state expectation
value 〈z′| exp [λ(q(a†)a + v(a†))] |z〉 results in a corresponding exponential
generating function of Eq.(5.30) in indeterminates z and λ (up to the over-
lapping factor 〈z′|z〉 and z′ fixed). Appropriate formulas can be derived from
Eqs.(5.31) and (5.32) by substitution into Eqs.(5.25) and (5.26):
q(x) = B′(B−1(x− z′∗)), (5.35)
v(x) =
A′(B−1(x− z′∗))
A(B−1(x− z′∗)) . (5.36)
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One can check that this choice of q(x) and v(x), if inserted into Eqs. (5.25)
and (5.26), results in
T (λ, x) = B(λ +B−1(x− z′∗)) + z′∗, (5.37)
g(λ, x) =
A(λ +B−1(x− z′∗))
A(B−1(x− z′∗)) , (5.38)
which reproduce
〈z′|eλ[q(a†)a+v(a†)]|z〉 = 〈z′|z〉A(λ)ezB(λ). (5.39)
The result summarized in Eqs.(5.31) and (5.32) and in their ’dual’ forms
Eqs.(5.35)-(5.38) provide us with a considerable flexibility in conceiving and
analyzing a large number of examples.
5.4.3 Combinatorial examples
In this section we will work out examples illustrating how the exponential
generating function G(λ) =
∑∞
n=0 an
xn
n!
of certain combinatorial sequences
(an)
∞
n=0 appear naturally in the context of boson normal ordering. To this
end we shall assume specific forms of q(x) and v(x) thus specifying the oper-
ator that we exponentiate. We then give solutions to Eqs.(5.25) and (5.26)
and subsequently through Eqs.(5.31) and (5.32) we write the exponential
generating function of combinatorial sequences whose interpretation will be
given.
a) Choose q(x) = xr, r > 1 (integer), v(x) = 0 (which implies g(λ, x) = 1).
Then T (λ, x) = x [1− λ(r − 1)xr−1] 11−r . This gives
N
[
eλ(a
†)ra
]
≡ : exp
[(
a†
(1− λ(r − 1)(a†)r−1) 1r−1
− 1
)
a
]
:
as the normally ordered form. Now we take z
′
= 1 in Eqs.(5.31) and
(5.32) and from Eq.(5.39) we obtain
〈1|z〉−1〈1|eλ(a†)ra|z〉 = exp
[
z
(
1
(1− λ(r − 1)) 1r−1
− 1
)]
,
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which for z = 1 generates the following sequences:
r = 2 : an = 1, 1, 3, 13, 73, 501, 4051, ...
r = 3 : an = 1, 1, 4, 25, 211, 2236, 28471, ... , etc.
These sequences enumerate r-ary forests [Slo05][Sta99][FS05].
b) For q(x) = x ln(ex) and v(x) = 0 (implying g(λ, x) = 1) we have
T (λ, x) = ee
λ−1xe
λ
. This corresponds to
N
[
eλa
† ln(ea†)a
]
≡ : exp
[(
ee
λ−1(a†)e
λ − 1
)
a
]
: ,
whose coherent state matrix element with z
′
= 1 is equal to
〈1|z〉−1〈1|eλa† ln(ea†)a|z〉 = exp
[
z
(
ee
λ−1 − 1
)]
,
which for z = 1 generates an = 1, 1, 3, 12, 60, 385, 2471, ... enumerating
partitions of partitions [Sta99], [Slo05], [FS05].
The following two examples refer to the reverse procedure, see Eqs.(5.35)-
(5.38). We choose first a Sheffer-type exponential generating function and
deduce q(x) and v(x) associated with it.
c) A(λ) = 1
1−λ , B(λ) = λ, see Eq.(5.30). This exponential generating
function for z = 1 counts the number of arrangements an = n!
∑n
k=0
1
k!
=
1, 2, 5, 65, 326, 1957, ... of the set of n elements [Com74]. The solutions
of Eqs.(5.35) and (5.36) are: q(x) = 1 and v(x) = 1
2−x . In terms of
bosons it corresponds to
N
[
e
λ
(
a+ 1
2−a†
)]
≡ : 2− a
†
2− a† − λe
λa : =
2− a†
2− a† − λe
λa.
d) For A(λ) = 1 and B(λ) = 1 − √1− 2λ one gets the exponential gen-
erating function of the Bessel polynomials [Gro78]. For z = 1 they
enumerate special paths on a lattice [Pit99]. The corresponding se-
quence is an = 1, 1, 7, 37, 266, 2431, ... . The solutions of Eqs.(5.35) and
(5.36) are: q(x) = 1
2−x and v(x) = 0. It corresponds to
N
[
e
λ 1
2−a†
a
]
≡ : e
(
1−
√
(2−a†)−2λ
)
a
:
in the boson formalism.
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These examples show that any combinatorial structure which can be de-
scribed by a Sheffer-type exponential generating function can be cast in bo-
son language. This gives rise to a large number of formulas of the above type
which put them in a quantum mechanical setting.
Chapter 6
MISCELLANY: APPLICATIONS
Abstract
We give three possible extensions of the above formalism. First we show how
this approach is modified when one considers deformations of the canonical boson
algebra. Next we construct and analyze the generalized coherent states based on
some number series which arise in the ordering problems for which we also furnish
the solution to the moment problem. We end by using results of Chapter 5 to
derive a substitution formula.
6.1 Deformed bosons
We solve the normal ordering problem for (A†A)n where A and A† are one
mode deformed boson ladder operators ([A,A†] = [N + 1] − [N ]). The so-
lution generalizes results known for canonical bosons (see Chapter 3). It
involves combinatorial polynomials in the number operator N for which the
generating function and explicit expressions are found. Simple deformations
provide illustration of the method.
Introduction
We consider the general deformation of the boson algebra [Sol94] in the form
[A,N ] = A,
[A†, N ] = −A†,
[A,A†] = [N + 1]− [N ].
(6.1)
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In the above A and A† are the (deformed) annihilation and creation op-
erators, respectively, while the number operator N counts particles. It is
defined in the occupation number basis as N |n〉 = n|n〉 and commutes with
A†A (which is the consequence of the first two commutators in Eq.(6.1)).
Because of that in any representation of (6.1) N can be written in the form
A†A = [N ], where [N ] denotes an arbitrary function of N , usually called
the “box” function. Note that this is a generalization of the canonical boson
algebra of Eqs.(2.1) and (2.8) described in Section 2.2 (it is recovered for
[N ] = N + const).
For general considerations we do not assume any realization of the number
operator N and we treat it as an independent element of the algebra. More-
over, we do not assume any particular form of the “box” function [N ]. Special
cases, like the so(3) or so(2, 1) algebras, provide us with examples showing
how such a general approach simplifies if an algebra and its realization are
chosen.
In the following we give the solution to the problem of normal ordering of a
monomial (A†A)n in deformed annihilation and creation operators. It is an
extension of the problem for canonical pair [a, a†] = 1 described in Chapter
3 where we have considered Stirling numbers S(n, k) arising from
(a†a)n =
n∑
k=1
S(n, k)(a†)kak (for canonical bosons). (6.2)
In the case of deformed bosons we cannot express the monomial (A†A)n as
a combination of normally ordered expressions in A† and A only. This was
found for q-deformed bosons some time ago, [KK92][Kat02][KD95][Sch03],
and recently for the R-deformed Heisenberg algebra related to the Calogero
model, [BN05]. The number operator N occurs in the final formulae because
on commuting creation operators to the left we cannot get rid of N if it is
assumed to be an independent element of the algebra. In general we can look
for a solution of the form
(A†A)n =
n∑
k=1
Sn,k(N) (A†)kAk, (6.3)
where coefficients Sn,k(N) are functions of the number operator N and their
shape depend on the box function [N ]. Following [KK92] we will call them
operator-valued deformed Stirling numbers or just deformed Stirling numbers.
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In the sequel we give a comprehensive analysis of this generalization. We
shall give recurrences satisfied by Sn,k(N) of (6.3) and shall construct their
generating functions. This will enable us to write down Sn,k(N) explicitly
and to demonstrate how the method works on examples of simple Lie-type
deformations of the canonical case.
Recurrence relations
One checks by induction that for each k ≥ 1 the following relation holds
[Ak, A†] = ([N + k]− [N ])Ak−1. (6.4)
Using this relation it is easy to check by induction that deformed Stirling
numbers satisfy the recurrences1
Sn+1,k(N) = Sn,k−1(N) + ([N ]− [N − k])Sn,k(N) for 1 < k < n (6.5)
with initial values
Sn,1(N) = ([N ]− [N − 1])n−1, Sn,n(N) = 1. (6.6)
The proof can be deduced from the equalities
n+1∑
k=1
Sn+1,k(N) (A†)kAk = (A†A)n+1 = (A†A)n A†A
=
n∑
k=1
Sn,k(N) (A†)k AkA† A (6.4)=
n∑
k=1
Sn,k(N) (A†)k
(
A†A+ [N + k]− [N ])Ak
(6.1)
=
n+1∑
k=2
Sn,k−1(N) (A†)kAk +
n∑
k=1
([N ]− [N − k])Sn,k(N) (A†)kAk.
It can be shown that each Sn,k(N) is a homogeneous polynomial of order
n−k in variables [N ], ..., [N −k]. For a polynomial box function one obtains
Sn,k(N) as a polynomial in N . As we shall show, a simple example of the
latter is the deformation given by the so(3) or so(2, 1) Lie algebras.
Note that for the “box” function [N ] = N + const (i.e., for the canonical
algebra) we get the conventional Stirling numbers of Chapter 3.
1 The recurrence relation Eq.(6.5) holds for all n and k if one puts the following “bound-
ary conditions”: Si,j(N) = 0 for i = 0 or j = 0 or i < j, except S0,0(N) = 1.
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Generating functions and general expressions
We define the set of ordinary generating functions of polynomials Sn,k(N),
for k ≥ 1, in the form
Pk(x,N) :=
∞∑
n=k
Sn,k(N) xn. (6.7)
The initial conditions (6.6) for k = 1 give
P1(x,N) =
x
1− ([N ]− [N − 1]) x. (6.8)
Using the recurrencies (6.5) completed with (6.6) one finds the relation
Pk(x,N) =
x
1− ([N ]− [N − k]) x Pk−1(x,N), for k > 1, (6.9)
whose proof is provided by the equalities
Pk(x,N)
(6.5)
=
∞∑
n=k
(Sn−1,k−1(N) + ([N ]− [N − k]) Sn−1,k(N)) xn
= x
∞∑
n=k
Sn−1,k−1(N) xn−1 + ([N ]− [N − k]) x
∞∑
n=k
Sn−1,k(N) xn−1
= x Pk−1(x,N) + ([N ]− [N − k]) x Pk(x,N).
The expressions (6.8) and (6.9) give explicit formula for the ordinary gener-
ating function
Pk(x,N) =
k∏
j=1
x
1− ([N ]− [N − j]) x. (6.10)
For the canonical algebra it results in the ordinary generating function for
Stirling numbers S(n, k):
Pk(x) =
x
(1− x)(1− 2x) · ... · (1− kx) . (6.11)
Explicit knowledge of the ordinary generating functions (6.10) enables us to
find the Sn,k(N) in a compact form. As a rational function of x it can be
expressed as a sum of partial fractions
Pk(x,N) = x
k
k∑
r=1
αr
1− ([N ]− [N − r]) x, (6.12)
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where
αr =
1∏k
j=1,j 6=r
(
1− [N ]−[N−j]
[N ]−[N−r]
) . (6.13)
From the definition (6.7) we have that Sn,k(N) is the coefficient multiplying
xn in the formal Taylor expansion of Pk(x,N). Expanding the fractions in
above equations and collecting the terms we get Sn,k(N) =
∑k
r=1 αr([N ] −
[N − r])n−k. Finally, using (6.13), we arrive at
Sn,k(N) =
k∑
r=1
([N ]− [N − r])n−1∏k
j=1,j 6=r([N − j]− [N − r])
(6.14)
where monotonicity of [N ] was assumed.
For the canonical case it yields the conventional Stirling numbers S(n, k) =
1
k!
∑k
j=1
(
k
j
)
(−1)k−jjn, see Eq.(3.11).
The first four families of general deformed Stirling numbers (polynomials)
defined by (6.3) read
S1,1(N) = 1,
S2,1(N) = [N ]− [N − 1],
S2,2(N) = 1,
S3,1(N) = ([N ]− [N − 1])2,
S3,2(N) = 2[N ]− [N − 1]− [N − 2],
S3,3(N) = 1,
S4,1(N) = ([N ]− [N − 1])3,
S4,2(N) = 3[N ]2 − 3[N ][N − 1]− 3[N ][N − 2] + [N − 1]2 + [N − 2][N − 1] + [N − 2]2,
S4,3(N) = 3[N ]− [N − 1]− [N − 2]− [N − 3],
S4,4(N) = 1.
Examples of simple deformations
If we fix the ”box” function as [N ] = ∓N(N−1)
2
then (6.1) become structural
relations of so(3) and so(2, 1) algebras, respectively. The first four families
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of polynomials, satisfying Sso(2,1)n,k (N) = (−1)n−k Sso(3)n,k (N), are
so(3) so(2,1)
S1,1(N) = 1 S1,1(N) = 1
S2,1(N) = −N + 1 S2,1(N) = N − 1
S2,2(N) = 1 S2,2(N) = 1
S3,1(N) = (N − 1)2 S3,1(N) = (N − 1)2
S3,2(N) = −3N + 4 S3,2(N) = 3N − 4
S3,3(N) = 1 S3,3(N) = 1
S4,1(N) = −(N − 1)3 S4,1(N) = (N − 1)3
S4,2(N) = 7N2 − 19N + 13 S4,2(N) = 7N2 − 19N + 13
S4,3(N) = −6N + 10 S4,3(N) = 6N − 10
S4,4(N) = 1 S4,4(N) = 1
Up to now we have been considering A, A†, and N as independent elements
of the algebra. Choosing the representation and expressing N in terms of
A and A† we arrive at expressions like (6.3) which can be normally ordered
further. We may consider a realization of the so(2, 1) in terms of canonical
operators a and a†
A =
1
2
√
2
aa A† =
1
2
√
2
a†a† N =
1
2
(
a†a +
1
2
)
. (6.15)
The solution of the normal ordering problem for
(
(a†)2a2
)n
was already con-
sidered in Section 4.7.1, and leads to
(
(a†)2a2
)n
=
2n∑
k=2
S2,2(n, k)a
†kak, (6.16)
where S2,2(n, k) are generalized Stirling numbers for which we have (see
Eqs.(4.62) and (4.66))
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S2,2(n, k) =
(−1)k
k!
k∑
p=2
(−1)p
(
k
p
)
[p(p− 1)]n (6.17)
=
n∑
l=0
(−1)l
(
n
l
)
S(2n− l, k). (6.18)
Terms in (6.16) with k even are directly expressible by A and A†. If k is odd
then the factor a†a may be commuted to the left and we get (the convention
of Eq.(4.49) is used)
(
(a†)2a2
)n
=
n∑
k=1
(
S2,2(n, 2k) + S2,2(n, 2k + 1)(a
†a− 2k)) a†2ka2k.
Finally, we get
(A†A)n =
n∑
k=1
8k−n (S2,2(n, 2k) + S2,2(n, 2k + 1)(2N − 2k − 1/2))A†kAk.
This indicates that the general solution involving higher order polynomials in
N can be simplified when a particular realization of the algebra is postulated.
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6.2 Generalized coherent states
We construct and analyze a family of coherent states built on sequences of
integers originating from the solution of the boson normal ordering problem
investigated in Section 4.7.1. These sequences generalize the conventional
combinatorial Bell numbers and are shown to be moments of positive func-
tions. Consequently, the resulting coherent states automatically satisfy the
resolution of unity condition. In addition they display such non-classical
fluctuation properties as super-Poissonian statistics and squeezing.
Introduction
Since their introduction in quantum optics many generalizations of standard
coherent states have been proposed (see Appendix A). The main purpose of
such generalizations is to account for a full description of interacting quantum
systems. The conventional coherent states provide a correct description of a
typical non-interacting system, the harmonic oscillator. One formal approach
to this problem is to redefine the standard boson creation a† and annihilation
a operators, satisfying [a, a†] = 1, to A = af(a†a), where the function f(N),
N = a†a, is chosen to adequately describe the interacting problem. Any
deviation of f(x) from f(x) = const describes a non-linearity in the system.
This amounts to introducing the modified (deformed) commutation relations
[Sol94][MMSZ97][MM98] (see also Section 6.1)
[A,A†] = [N + 1]− [N ], (6.19)
where the “box” function [N ] is defined as [N ] = Nf 2(N) > 0. Such a way of
generalizing the boson commutator naturally leads to generalized ”nonlinear”
coherent states in the form ([n]! = [0][1] . . . [n], [0] = 1)
|z〉 = N−1/2(|z|2)
∞∑
n=0
zn√
[n]!
|n〉, (6.20)
which are eigenstates of the “deformed” boson annihilation operator A
A|z〉 = z|z〉. (6.21)
It is worth pointing out that such nonlinear coherent states have been suc-
cessfully applied to a large class of physical problems in quantum optics
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[MV96][KVD01]. The comprehensive treatment of coherent states of the
form of Eq. (6.20) can be found in [Sol94][MMSZ97][MM98].
An essential ingredient in the definition of coherent states is the completeness
property (or the resolution of unity condition) [KS85][Kla63a][Kla63b][KPS01].
A guideline for the construction of coherent states in general has been put
forward in [Kla63a] as a minimal set of conditions. Apart from the conditions
of normalizability and continuity in the complex label z, this set reduces to
satisfaction of the resolution of unity condition. This implies the existence
of a positive function W˜ (|z|2) satisfying [KPS01]∫
C
d2z |z〉W˜ (|z|2)〈z| = I =
∞∑
n=0
|n〉〈n|, (6.22)
which reflects the completeness of the set {|z〉}.
In Eq.(6.22) I is the unit operator and |n〉 is a complete set of orthonormal
eigenvectors. In a general approach one chooses strictly positive parameters
ρ(n), n = 0, 1, . . . such that the state |z〉 which is normalized, 〈z|z〉 = 1, is
given by
|z〉 = N−1/2(|z|2)
∞∑
n=0
zn√
ρ(n)
|n〉, (6.23)
with normalization
N (|z|2) =
∞∑
n=0
|z|2n
ρ(n)
> 0, (6.24)
which we assume here to be a convergent series in |z|2 for all z ∈ C. In view of
Eqs. (6.19) and (6.20) this corresponds to ρ(n) = [n]! or [n] = ρ(n)/ρ(n− 1)
for n = 1, 2, . . ..
Condition (6.22) can be shown to be equivalent to the following infinite set
of equations [KPS01]:∫ ∞
0
xn
[
pi
W˜ (x)
N (x)
]
dx = ρ(n), n = 0, 1, . . . , (6.25)
which is a Stieltjes moment problem for W (x) = pi W˜ (x)N (x) .
Recently considerable progress was made in finding explicit solutions of Eq.(6.25)
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for a large set of ρ(n)’s, generalizing the conventional choice |z〉c for which
ρc(n) = n! with Nc(x) = ex (see Refs. [KPS01][PS99][SPK01][SP00][Six01]
and references therein), thereby extending the known families of coherent
states. This progress was facilitated by the observation that when the mo-
ments form certain combinatorial sequences a solution of the associated
Stieltjes moment problem may be obtained explicitly [PS01][BPS03a][BPS04].
In the following we make contact with the combinatorial sequences ap-
pearing in the solution of the boson normal ordering problem considered in
Section 4.7.1. These sequences have the very desirable property of being mo-
ments of Stieltjes-type measures and so automatically fulfill the resolution of
unity requirement which is a consequence of the Dobin´ski-type relations. It is
therefore natural to use these sequences for the coherent states construction,
thereby providing a link between the quantum states and the combinatorial
structures.
Moment problem
We recall the definition of the generalized Stirling numbers Sr,1(n, k) of Sec-
tion 4.7.1, defined through (n, r > 0 integers):
[(a†)ra]n = (a†)n(r−1)
n∑
k=1
Sr,1(n, k)(a
†)kak, (6.26)
as well as generalized Bell numbers Br,1(n)
Br,1(n) =
n∑
k=1
Sr,1(n, k). (6.27)
For both Sr,1(n, k) and Br,1(n) exact and explicit formulas have been given
in Section 4.7.1.
For series Br,1(n) a convenient infinite series representation may be given by
the Dobin´ski-type relations (see Eqs.(4.70), (4.59) and (3.10) )
Br,1(n) =
(r − 1)n−1
e
∞∑
k=0
1
k!
Γ(n+ k+1
r−1 )
Γ(1 + k+1
r−1 )
, r > 1, (6.28)
and
B1,1(n) =
1
e
∞∑
k=0
kn
k!
. (6.29)
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From Eqs.(6.26) and (6.27) one directly sees that Br,1(n) are integers. Ex-
plicitly: B1,1(n) = 1, 2, 5, 15, 52, 203, . . .; B2,1(n) = 1, 3, 13, 73, 501, 4051 . . .;
B3,1(n) = 1, 4, 25, 211, 2236, 28471, . . .; B4,1(n) = 1, 5, 41, 465, 6721, 117941 . . .
etc.
It is essential for our purposes to observe that the integer Br,1(n + 1), n =
0, 1, . . . is the n-th moment of a positive functionWr,1(x) on the positive half-
axis. For r = 1 we see from Eq.(6.29) that B1,1(n+1) is the n-th moment of
a discrete distribution W1,1(x) located at positive integers, a so-called Dirac
comb:
B1,1(n+ 1) =
∫ ∞
0
xn
[
1
e
∞∑
k=1
δ(x− k)
(k − 1)!
]
dx. (6.30)
For every r > 1 a continuous distributionWr,1(x) will be obtained by excising
(r− 1)n Γ(n+ k+1
r−1 ) from Eq.(6.28), performing the inverse Mellin transform
on it and inserting the result back in the sum of Eq.(6.28), see [KPS01][Six01]
for details. (Note that Br,1(0) =
e−1
e
, r = 2, 3, . . . is no longer integral). In
this way we obtain
Br,1(n + 1) =
∫ ∞
0
xnWr,1(x) dx, (6.31)
which yields for r = 2, 3, 4:
W2,1(x) = e
−x−1√x I1(2
√
x), (6.32)
W3,1(x) =
1
2
√
x
2
e−
x
2
−1
(
2√
pi
0F2(
1
2
,
3
2
;
x
8
) +
x√
2
0F2(
3
2
, 2;
x
8
)
)
,(6.33)
W4,1(x) =
1
18piΓ(2
3
)
e−
x
2
−1
(
3
13
6 Γ2(
2
3
)x
1
3 0F3(
1
3
,
2
3
,
4
3
;
x
81
)+ (6.34)
3
4
3pix
2
3 0F3(
2
3
,
4
3
,
5
3
;
x
81
) + piΓ(
2
3
)x 0F3(
4
3
,
5
3
, 2;
x
81
)
)
.
In Eqs.(6.32), (6.33) and (6.34) Iν(y) and 0Fp(. . . ; y) are modified Bessel and
hypergeometric functions, respectively. Other Wr,1(x) > 0 for r > 4 can be
generated by essentially the same procedure.
In Figure 6.1 we display the weight functions Wr,1(x) for r = 1 . . . 4; all of
them are normalized to one. In the inset the height of the vertical line at
x = k symbolizes the strength of the delta function δ(x − k), see Eq.(6.30).
For further properties of W1,1(x) and more generally of Wr,r(x) associated
with Eq.(6.27), see [BPS04].
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Fig. 6.1: The weight functionsWr,1(x), (x = |z|2), in the resolution of unity
for r = 2, 3, 4 (continuous curves) and for r = 1, a Dirac’s comb
(in the inset), as a function of x.
Construction and properties
A comparison of Eqs.(6.23), (6.24) and (6.31) indicates that the normalized
states defined through ρ(n) = Br,1(n + 1) as
|z〉r = N−1/2r (|z|2)
∞∑
n=0
zn√
Br,1(n+ 1)
|n〉, (6.35)
with normalization
Nr(x) =
∞∑
n=0
xn
Br,1(n+ 1)
> 0, (6.36)
automatically satisfy the resolution of unity condition of Eq.(6.22), since for
Wr,1(x) = pi
W˜r,1(x)
Nr(x) :∫
C
d2z |z〉rW˜r,1(|z|2)r〈z| = I =
∞∑
n=0
|n〉〈n|. (6.37)
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Fig. 6.2: Mandel parameters Qr(x), for r = 1 . . . 4, as a function of x = |z|2,
see Eq.(6.38).
Note that Eq.(6.35) is equivalent to Eq.(6.20) with the definition [n]r =
Br,1(n+ 1)/Br,1(n), n = 0, 1, 2, . . ..
Having satisfied the completeness condition with the functions Wr,1(x), r =
1, 2, . . . we now proceed to examine the quantum-optical fluctuation proper-
ties of the states |z〉r. From now on we consider the |n〉’s to be eigenfunctions
of the boson number operator N = a†a, i.e. N |n〉 = n|n〉. The Mandel pa-
rameter [KPS01]
Qr(x) = x
(Nr ′′(x)
Nr′(x) −
Nr ′(x)
Nr(x)
)
, (6.38)
allows one to distinguish between the sub-Poissonian (antibunching effect,
Qr < 0) and super-Poissonian (bunching effect, Qr > 0) statistics of the
beam. In Figure 6.2 we display Qr(x) for r = 1 . . . 4. It can be seen that all
the states |z〉r in question are super-Poissonian in nature, with the deviation
from Qr = 0, which characterizes the conventional coherent states, diminish-
ing for r increasing.
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Fig. 6.3: The squeezing parameters of Eqs.(6.39) and (6.40) for the coor-
dinate Q (three upper curves) and for the momentum P (three
lower curves) for different r, as a function of Re(z), for r = 1, 2, 3.
In Figure 6.3 we show the behavior of
SQ,r(z) =
r〈z|(∆Q)2|z〉r
2
, (6.39)
and
SP,r(z) =
r〈z|(∆P )2|z〉r
2
, (6.40)
which are the measures of squeezing in the coordinate and momentum quadra-
tures respectively. In the display we have chosen the section along Re(z). All
the states |z〉r are squeezed in the momentum P and dilated in the coordinate
Q. The degree of squeezing and dilation diminishes with increasing r. By
introducing the imaginary part in z the curves of SQ(z) and SP (z) smoothly
transform into one another, with the identification SQ(iα) = SP (α) and
SP (iα) = SQ(α) for any positive α.
In Figure 6.4 we show the signal-to-quantum noise ratio [Yue76] relative to
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Fig. 6.4: The signal-to-quantum noise ratio relative to its value in the stan-
dard coherent states σ¯r, see Eq.(6.41), as a function of Re(z), for
r = 1 . . . 4.
4[c〈z|N |z〉c] = 4|z|2, its value in conventional coherent states; i.e the quantity
σ¯r = σr − 4[c〈z|N |z〉c], where
σr =
[r〈z|Q|z〉r]2
(∆Q)2
, (6.41)
with (∆Q)2 = r〈z|Q2|r〉r − (r〈z|Q|r〉r)2. Again only the section Re(z) is
shown. We conclude from Figure 6.4 that the states |z〉r are more “noisy”
than the standard coherent states with ρc(n) = n! .
In Figure 6.5 we give the metric factors
ωr(x) =
[
x
Nr ′(x)
Nr(x)
]′
, (6.42)
which describe the geometrical properties of embedding the surface of coher-
ent states in Hilbert space, or equivalently a measure of a distortion of the
complex plane induced by the coherent states [KPS01]. Here, as far as r is
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Fig. 6.5: Metric factor ωr(x), calculated with Eq.(6.42) as a function of
x = |z|2, for r = 1 . . . 4.
concerned, the state |z〉1 appears to be most distant from the |z〉c coherent
states for which ωc = 1.
Remarks
The use of sequences Br,1(n) to construct coherent states is not limited to the
case exemplified by Eq.(6.35). In fact, any sequence of the form Br,1(n+ p),
p = 0, 1, ... will also define a set of coherent states, as then their respective
weight functions will be V
(p)
r,1 (x) = x
p−1Wr,1(x) > 0. Will the physical prop-
erties of coherent states defined with ρp(n) = Br,1(n + p) depend sensitively
on p ? A case in point is that of p = 0 for which qualitative differences from
Figure 6.2 (p = 1) appear. In Figure 6.6 we present the Mandel parame-
ter for these states. Whereas for r = 1 the state is still super-Poissonian,
for r = 2, 3, 4 one observes novel behavior, namely a crossover from sub- to
super-Poissonian statistics for finite values of x. Also, as indicated in Fig-
ure 6.7, we note a cross-over between squeezing and dilating behavior for
different r. These curious features merit further investigation.
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Fig. 6.6: Mandel parameters Qr(x) for r = 1 . . . 4, as a function of x = |z|2,
for states with ρ(n) = Br,1(n).
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1, 2, 3, as a function of x = |z|2. The subscripts P and Q refer to
momentum and coordinate variables respectively.
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6.3 Substitution theorem
In Chapter 5 we have demonstrated how to find the normally ordered form
of the exponential of the operator linear in the annihilation or creation op-
erator. This representation is of fundamental meaning in the coherent state
representation used in physics.
As a demonstration of possible other utility of such formulas we show the di-
rect proof of the substitution theorem. More specifically we will demonstrate
that for any function F (x) the following equality holds
eλ(q(X)D+v(X))F (x) = G(λ, x) · F (T (λ, x)) (6.43)
where functions T (λ, x) and G(λ, x) may be found from the following equa-
tions
∂T (λ, x)
∂λ
= q(T (λ, x)) , T (0, x) = x , (6.44)
∂G(λ, x)
∂λ
= v(T (λ, x)) ·G(λ, x) , G(0, x) = 1 . (6.45)
First observe from Eq.(6.43) that the action of eλ(q(X)D+v(X)) on a function
F (x) amounts to:
a) change of argument x→ T (λ, x) in F (x) which is in fact a substitution;
b) multiplication by a prefactor G(λ, x) which we call a prefunction.
We also see from Eq.(6.45) that G(λ, x) = 1 for v(x) = 0. Finally, note
that eλ(q(X)D+v(X)) with λ real generates an abelian, one-parameter group,
implemented by Eq.(6.43); this gives the following group composition law for
T (λ, x) and G(λ, x):
T (λ+ θ, x) = T (θ, T (λ, x)),
G(λ+ θ, x) = G(λ, x) ·G(θ, T (λ, x)). (6.46)
Now we proceed to the proof of Eqs.(6.43)-(6.45). Using the multiplication
X and derivative D representation we may rewrite Eq.(5.28) as
eλ(q(X)D+v(X)) = : G(λ,X) · e[T (λ,X)−X]D : (6.47)
with accompanying differential Eqs.(5.25) and (5.26) for functions T (λ, x)
and G(λ, x) which are exactly the same as Eqs.(6.44) and (6.45).
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Now, recalling the Taylor formula eαDF (x) = F (x+ α) we may generalize it
to
: eα(X)D : F (x) = F (x+ α(x)). (6.48)
It can be seen from the power series expansion of the exponential.
This allows to write
eλ(q(X)D+v(X))F (x) = : G(λ,X) · e[T (λ,X)−X]D : F (x)
= G(λ,X) : e[T (λ,X)−X]D : F (x)
(6.48)
= G(λ,X) F (x+ [T (λ, x)− x])
= G(λ, x) · F (T (λ, x)).
This completes the proof.
Here we list several examples illustrating Eqs.(6.43)-(6.45) for some choices of
q(x) and v(x). Since Eqs.(6.44) and (6.45) are first order linear differential
equations we shall simply write down their solutions without dwelling on
details. First we treat the case of v(x) = 0, which implies g(λ, x) ≡ 1:
Ex.1:
q(x) = x, T (λ, x) = xeλ
which gives exp
(
λx d
dx
)
F (x) = F (xeλ), a well known illustration of the
Euler dilation operator exp
(
λx d
dx
)
.
Ex.2:
q(x) = xr, r > 1, T (λ, x) =
x(
1− λ (r − 1)xr−1) 1r−1
The above examples were considered in the literature [DOTV97][Lan00][BPS03b][BPS03c].
We shall go on to examples with v(x) 6= 0 leading to nontrivial prefunctions:
Ex.3:
q(x) = 1 and v(x) − arbitrary,
T (λ, x) = x+ λ,
g(λ, x) = e
λ∫
0
du v(x+u)
.
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Ex.4:
q(x) = x, and v(x) = x2
T (λ, x) = xeλ,
g(λ, x) = exp
[
x2
2
(
e2λ − 1)].
Ex.5:
q(x) = xr r > 1 and v(x) = xs
T (λ, x) =
x(
1− λ (r − 1) xr−1) 1r−1
g(λ, x) = exp
xs−r+1
1− r
 1(
1− λ (r − 1)xr−1) s−r+1r−1 − 1
.
Closer inspection of the above examples (or at any other example which
the reader may easily construct) indicates that from the analytical point of
view the substitution theorem should be supplemented by some additional
assumptions, like restrictions on λ. In general we can say that it can be
valid only locally [DPS+04]. However, we note that a formulation in the
language of formal power series does not require such detailed analysis and
the resulting restrictions may be checked afterwords.
We finally note that the substitution theorem can be used to find the normally
ordered form of an exponential operator linear in a or a† (as in Chapter 5).
This idea has been exploited in [BHP+05].
Chapter 7
CONCLUSIONS
In this work we have considered the boson normal ordering problem for pow-
ers and exponentials of two wide classes of operators. The first one consists of
boson strings and more generally homogenous polynomials, while the second
one treats operators linear in one of the creation or annihilation operators.
We have used the methods of advanced combinatorial analysis to obtain a
thorough understanding and efficient use of the proposed formalism. In all
cases we provided closed form expressions, generating functions, recurrences
etc. The analysis was based on the Dobin´ski-type relations and the umbral
calculus methods. In general, the combinatorial analysis is shown to be an
effective and flexible tool in this kind of problem.
We also provided a wealth of examples and pointed out possible applications.
The advantages may be neatly seen from the coherent state perspective (e.g.
we may use it for construction of the phase space pictures of quantum me-
chanics). We may also obtain solutions of the moment problem, enabling
us to construct new families of generalized coherent states. Moreover appli-
cation to the operator calculus is noted and exemplified in the substitution
theorem. We also observe that the normal ordering problems for deformed
algebras may be handled within that setting.
These few remarks on the possible applications and extensions of the meth-
ods used in this work (others may be found in the supplied references) yield
a potentially wide field of possible future research.
We would like to point out some other interesting features. We believe that
similar combinatorial methods may be used to find the normally ordered
forms of other classes of operators, such as the exponential of a general boson
polynomial. Moreover, the extension to the multi-mode boson and fermion
case should be susceptible to explicit analysis. This program would open a
wide arena for immediate application to variety of physical models.
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In conclusion, we would like to recall that the use of advanced combinatorics
provides a wealth of interpretative tools for the problems under consider-
ation. Combinatorial objects may be interpreted in terms of graphs, rook
polynomials, partitions, correlations etc. We have not touched upon this
aspect in this work but we consider it as a very promising one.
Appendix A
COHERENT STATES
Here we define and review some properties of coherent states [KS85][ZFR90].
We define coherent states |z〉 as the eigenstates of the annihilation operator
a|z〉 = z|z〉, (A.1)
where z ∈ C is a complex number. They can be written explicitly as
|z〉 = e− 12 |z|2
∞∑
n=0
zn√
n!
|n〉. (A.2)
These states are normalized but not orthogonal. The coherent states over-
lapping factor is
〈z|z′〉 = ez∗z′− 12 |z′ |2− 12 |z|2, (A.3)
The set of coherent states {|z〉 : z ∈ C} constitute an overcomplete basis in
the Hilbert space H. The following resolution of unity property holds
1
pi
∫
C
|z〉〈z| d2z = 1. (A.4)
Eq.(A.2) may be rewritten in the form (see Eqs.(2.6))
|z〉 = e− |z|
2
2 eza
† |0〉, (A.5)
or with the use of Eq.(2.13) as
|z〉 = eza†−z∗a|0〉. (A.6)
The operator D(z) = eza
†−z∗a is called a displacement operator and therefore
coherent states are sometimes called displaced vacuum. This group property
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may be taken as the definition of the coherent states also for other (than
Heisenberg-Weyl) groups, see [Per86].
Let us define two self-adjoint operators Q and P by
Q = a
† + a√
2
,
P = i a
† − a√
2
.
(A.7)
They satisfy the Heisenberg-Weyl commutation relation [Q,P ] = i. These
operators may be interpreted as the position and momentum operators for
the quantum particle in the harmonic oscillator potential, in quantum optics
they play the role of the field quadratures and are also used in the phase space
formulation of Quantum Mechanics. It can be shown that the coherent states
are the minimum uncertainty states for operators Q and P , i.e.
∆|z〉Q ·∆|z〉P = 1
2
, (A.8)
where ∆ψA =
√〈ψ|(A− 〈ψ|A|ψ〉)2|ψ〉 is the uncertainty of the operator A.
Moreover they are the only states if one additionally imposes the condition
∆|z〉Q = ∆|z〉P (otherwise the family of squeezed states is obtained) which
serves as another possible definition of coherent states.
Finally we mention that the resolution of unity of Eq.(A.4) together with
the continuity of the mapping z → |z〉 are sometimes taken as the mini-
mum requirements for the coherent states. However, this definition is not
unique and leads to other families of so called generalized coherent states
[Kla63a][Kla63b][KS85] (see also Section 6.2).
We note that, due to their special features, coherent states are widely used
in quantum optics [Gla63][KS68] as well as in other areas of physics [KS85].
In this text we especially exploit the property of Eq.(A.1). It is because for
an operator F (a, a†) which is in the normal form, F (a, a†) ≡ N [F (a, a†)] ≡
: F (a, a†) :, its coherent state matrix elements may be readily written as
〈z|F (a, a†)|z′〉 = 〈z|z′〉 F (z′, z∗). (A.9)
Also for the double dot operation it immediately yields
〈z| : G(a, a†) : |z′〉 = 〈z|z′〉 G(z′, z∗). (A.10)
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Unfortunately for the general operator none of these formulae hold. Never-
theless, there is a very useful property which is true; that is, if for an arbitrary
operator F (a, a†) we have
〈z|F (a, a†)|z′〉 = 〈z|z′〉 G(z∗, z′) (A.11)
then the normally ordered form of F (a, a†) is given by
N [F (a, a†)] = : G(a†, a) : . (A.12)
For other properties of coherent states we refer to [KS85][ZFR90].
Appendix B
FORMAL POWER SERIES. UMBRAL
CALCULUS
Here we recall the basic definitions and theorems concerning the formal power
series calculus. As an illustration some topics of the umbral calculus are re-
viewed. For a detailed discussion see [Niv69], [Com74], [Rio84], [Wil94],
[GKP94], [FS05], [Rom84], [Rai65], [RR78], [Buc98].
Formal power series
Suppose we are given a series of numbers (fn)
∞
n=0. We define a formal power
series in indeterminate x as
F (x) =
∞∑
n=0
fn
xn
n!
. (B.1)
The set of formal power series constitutes a ring when the following opera-
tions are imposed
• addition:
F (x) +G(x) =
∞∑
n=0
fn
xn
n!
+
∞∑
n=0
gn
xn
n!
=
∞∑
n=0
(fn + gn)
xn
n!
(B.2)
• multiplication (Cauchy product rule):
F (x) ·G(x) =
∞∑
n=0
fn
xn
n!
·
∞∑
n=0
gn
xn
n!
=
∞∑
n=0
n∑
k=0
(
n
k
)
fkgn−k
xn
n!
(B.3)
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Both operations have an inverses. The inverse of the series F (x) with respect
to addition is the series with negative coefficients −F (x) =∑∞n=0−fn xnn! . The
(unique) multiplicative inverse on the other hand is well defined only when
f0 6= 0 and may be given recursively, see e.g. [Wil94].
One can also define the substitution of formal power series by
F (G(x)) =
∞∑
n=0
fn
G(x)n
n!
(B.4)
when g0 = 0 in the expansion G(x) =
∑∞
n=0 gn
xn
n!
. Explicit expression for the
coefficients is given by the Faa` di Bruno formula [Com74][Ald01]. A series
F (x) may be shown to have a compositional inverse F−1(x) iff f0 = 0 and
f1 6= 0.
Other definitions and properties can be further given. Here is the example
of the derivative and integral of the formal power series (note that these
operators act like shift operators on the sequence (fn)
∞
n=0)
DF (x) = F ′(x) =
∞∑
n=1
fn
xn−1
(n− 1)! =
∞∑
n=0
fn+1
xn
n!
(B.5)
∫
F (x) dx =
∞∑
n=0
fn
xn+1
(n+ 1)!
=
∞∑
n=1
fn−1
xn
n!
(B.6)
Observe that these definitions mirror the corresponding operations on ana-
lytic functions. Nevertheless the limiting operations are not needed in these
definitions. The ring of formal power series can be also be given the structure
of a complete metric space (see e.g. [FS05], [Rom84]).
We note that (fn)
∞
n=0 may be also a sequence of polynomials, functions or
anything else.
The use of power series is well suited in the context of generating functions.
The series as in Eq.(B.1) is called the exponential generating function (be-
cause of the factor 1/n! in the expansion). Functions G(x) =
∑∞
n=0 gnx
n are
called ordinary generating functions. The use of generating functions is es-
pecially useful in solving recurrences and enumerating combinatorial objects,
see eg. [Wil94][GKP94][FS05].
All these definitions and properties may be naturally extended to the multi-
variable case.
For a systematic description of the formal power series and applications see
[Niv69], [Com74], [Rio84], [Wil94], [GKP94], [FS05], [Rom84].
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Umbral calculus. Sheffer-type polynomials
Subject of the umbral calculus is the study of a Sheffer A-type zero poly-
nomials, called here briefly Sheffer-type [She39], [Rai65]. Without going
into details we recall some basic theorems and definitions [Rom84], [RR78],
[Buc98].
Suppose we have a polynomial sequence sn(x), n = 0, 1, 2, ... (sn(x) being
the polynomial of degree n). It is called of a Sheffer-type if it possesses an
exponential generating function of the form
G(λ, x) =
∞∑
n=0
sn(x)
λn
n!
= A(λ)exB(λ). (B.7)
for some (possibly formal) functions A(λ) and B(λ) such that B(0) = 0,
B′(0) 6= 0 and A(0) 6= 0. When B(λ) = 1 it is called Apple sequence for
A(λ). For A(λ) = 1 it is known as associated sequence for B(λ).
Yet another definition of the Sheffer-type sequences can be given through
their lowering and rising operators, i.e. the polynomial sequence sn(x) is of
Sheffer-type iff there exist some functions f(x) and g(x) (possibly formal)
such that f(0) = 0, f
′
(0) 6= 0 and g(0) 6= 0 which satisfy
f(D)sn(x) = nsn−1(x), (B.8)[
X − g
′(D)
g(D)
]
1
f ′(D)
sn(x) = sn+1(x). (B.9)
These two definitions describe the Sheffer-type sequence uniquely and the
correspondence is given by
A(x) = f−1(x), (B.10)
B(x) =
1
g(f−1(x))
. (B.11)
Many curious properties of the Sheffer-type polynomials can be worked out.
We quote only one of them, called the Sheffer identity, to show the simplicity
of formal manipulations. Using definition Eq.(B.7) we have
∞∑
n=0
sn(x+ y)
λn
n!
= A(λ)e(x+y)B(λ) = A(λ)exB(λ)eyB(λ)
=
∞∑
n=0
sn(x)
λn
n!
·
∞∑
n=0
pn(y)
λn
n!
.
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By the Cauchy product rule Eq.(B.3) we obtain the Sheffer identity:
sn(x+ y) =
n∑
k=0
(
n
k
)
pk(y)sn−k(x) (B.12)
where pn(x) is the associated sequence for B(λ). Observe that for associated
sequences (A(λ) = 1) this property generalizes the binomial identity and
therefore sometimes they are called of binomial type.
The Sheffer-type polynomials constitute a basis in the space of polynomials
and through that property any formal power series can be developed in that
basis also. On the other hand, formal power series can be treated as func-
tionals on the space of polynomials. Investigation of this connection is also
the subject of umbral calculus in which the Sheffer-type polynomials play a
prominent role [Rom84].
We emphasize that all the functions and series here can be formal and then
the operations are meant in the sense of the previous Section.
Thorough discussion of the umbral calculus, Sheffer-type polynomials and
applications can be found in [Rom84][RR78][Buc98][Rai65].
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