To identify and categorize complex stimuli such as familiar objects or speech, the human brain integrates information that is abstracted at multiple levels from its sensory inputs. Using cross-modal priming for spoken words and sounds, this functional magnetic resonance imaging study identified 3 distinct classes of visuoauditory incongruency effects: visuoauditory incongruency effects were selective for 1) spoken words in the left superior temporal sulcus (STS), 2) environmental sounds in the left angular gyrus (AG), and 3) both words and sounds in the lateral and medial prefrontal cortices (IFS/mPFC). From a cognitive perspective, these incongruency effects suggest that prior visual information influences the neural processes underlying speech and sound recognition at multiple levels, with the STS being involved in phonological, AG in semantic, and mPFC/IFS in higher conceptual processing. In terms of neural mechanisms, effective connectivity analyses (dynamic causal modeling) suggest that these incongruency effects may emerge via greater bottom-up effects from early auditory regions to intermediate multisensory integration areas (i.e., STS and AG). This is consistent with a predictive coding perspective on hierarchical Bayesian inference in the cortex where the domain of the prediction error (phonological vs. semantic) determines its regional expression (middle temporal gyrus/STS vs. AG/intraparietal sulcus).
Introduction
To form a coherent and unified percept, the human brain combines information from multiple senses (Stein and Meredith 1993) . At the behavioral level, multisensory integration of congruent information facilitates detection, identification, and categorization of objects or novel events in our environment. Electrophysiological and functional magnetic resonance imaging (fMRI) studies in human and nonhuman primates have started investigating where, when, and how the human brain integrates different types of sensory information at multiple levels of the cortical hierarchy. Multisensory convergence effects have been found in a distributed subcortical and cortical neural system encompassing presumptive unimodal (or early) sensory areas (Calvert et al. 1999; Foxe et al. 2000; Molholm et al. 2002; Schroeder and Foxe 2002; Fu et al. 2003; Kayser et al. 2005 ) and higher order association areas such as the superior temporal sulcus and intraparietal sulcus (IPS), the anterior cingulate (AC), and the prefrontal cortex (for review, see Calvert and Lewis 2004; Amedi et al. 2005; Schroeder and Foxe 2005; Ghazanfar and Schroeder 2006) . It has been proposed that these various integration sites may support the integration of different stimulus features or parameters that are abstracted at multiple levels from the sensory inputs. In particular, recognition of complex audiovisual stimuli such as familiar objects (Gottfried and Dolan 2003; Laurienti et al. 2003 Laurienti et al. , 2004 Molholm et al. 2004; Beauchamp, Lee, et al. 2004) , actions (Barraclough et al. 2005) , or speech (Calvert et al. 2000; Raij et al. 2000; Olson et al. 2002; Wright et al. 2003; Callan et al. 2004; Macaluso et al. 2004; van Atteveldt et al. 2004; Ghazanfar et al. 2005; Saito et al. 2005 ) may involve audiovisual integration at multiple processing stages ranging from early sensory to phonological, semantic, and higher conceptual (or decisional) processes.
Multiple different experimental paradigms and analyses have been used to characterize audiovisual interactions. Classically, multisensory integration areas have been identified by superimposition of auditory and visual activations (e.g., using implicit masking or conjunction analyses, Friston et al. 2005) , audiovisual interaction effects, and congruency manipulations (Calvert 2001; Calvert et al. 2001 ). Complementary insights into the variety of audiovisual interactions have been obtained from visuoauditory matching (Taylor et al. 2006) , recognition (Nyberg et al. 2000; Gottfried et al. 2004; Lehmann and Murray 2005; Murray et al. 2005) , association learning (Gibson and Maunsell 1997; Fuster et al. 2000; Gonzalo and Bu¨chel 2003; Tanabe et al. 2005) , and priming (Badgaiyan et al. 1999 ) paradigms: Despite a degree of convergence in the results, these diverse paradigms are likely to highlight distinct aspects of multisensory processes: Thus, visuoauditory matching tasks require explicit access to unimodal percepts, multisensory interactions involve the integration of sensory features into a unified percept, and recognition paradigms invoke additional memory components.
In the current study, we employed immediate visuoauditory priming (for review, see Henson 2003; Henson and Rugg 2003; Grill-Spector et al. 2006) to investigate the effect of prior visual information on categorization of complex stimuli such as environmental sounds and spoken words in terms of behavioral interference/facilitation and associated activation changes.
Categorization of spoken words and environmental sounds (=source sounds, e.g., cat's meowing) both engage phonological, semantic, and higher conceptual processes. However, they do so to different degrees: recognition and categorization of spoken words or speech (i.e., verbal stimuli) relies primarily on the interaction between perceptual and phonological processes, that is, processing of speech sounds (Potter and Faulconer 1975; Plaut et al. 1996; Binder et al. 2000 Binder et al. , 2004 . By contrast, recognition and categorization of environmental sounds (i.e., nonverbal stimuli) is accomplished primarily through interaction of perceptual and semantic processes (Humphreys and Forde 2001; Lewis et al. 2004; Rogers et al. 2004; Ikeda et al. 2006) . However, this is a continuous rather than categorical distinction. For instance, auditory word recognition may also activate semantic representations related to the meaning of the word. Conversely, sound object recognition may involve implicit name retrieval. Furthermore, categorization of sounds or words will involve higher level conceptual or decisional processes that do not depend on the particular stimulus format but are elicited irrespective of stimulus material (verbal, nonverbal) or modality (auditory, visual, etc.) .
Incongruent prior visual information will interfere with and thus place more demands on the processes involved in sound and speech recognition. Hence, categorization of auditory stimuli that are preceded by incongruent visual stimuli may be associated primarily with phonological incongruency for spoken words (e.g., the spoken word cat) and semantic incongruency for sounds (e.g., the meowing sound of a cat). Both, incongruent spoken words and sounds may elicit higher level conceptual (or decisional) incongruency effects.
Combining visuoauditory priming for environmental sounds and spoken words may thus enable us to dissociate visuoauditory incongruency effects that may emerge at the phonological, semantic, and higher conceptual level. At the neuronal level, these incongruency effects are thought to be associated with activation increases for incongruent trials-possibly reflecting a prediction error signal (Rao and Ballard 1999; Friston and Price 2001 )-in regions sustaining phonological, semantic, or higher conceptual processes.
These differential contributions of phonology, semantics, and conceptual (or decision) elements to categorization of sounds and spoken words provide the rationale for our visuoauditory priming paradigm (see Fig. 1 ): subjects were presented with a brief (100 ms) visual prime (i.e., a picture or a written word) that was followed by a congruent or incongruent auditory target (i.e., a sound or a spoken word) after an additional 100 ms. Both, visual primes and auditory targets could either be verbal (i.e., written words and spoken words) or nonverbal (i.e., sounds and pictures). Subjects passively attended the visual prime and categorized the auditory targets, that is, the spoken words and sounds according to their weight (heavier than 4 kg?).
Using this fully balanced multifactorial design, we first identified regions that were influenced by visuoauditory (in)-congruency. Within these regions, we investigated whether the (in)congruency effects depended on the target material and were different for spoken words and sounds. This allowed us to segregate incongruency effects into 3 classes: visuoauditory incongruency effects that were 1) selective for spoken words, 2) selective for sounds, or 3) common to spoken words and sounds. Following our initial rationale, we related these 3 types of visuoauditory incongruency effects to multisensory interactions at the 1) phonological, 2) semantic, and 3) conceptual/ decisional level.
Using dynamic causal modeling (DCM; Friston et al. 2003) with Bayesian model selection (Penny et al. 2004) , we then investigated the neural mechanisms underlying these visuoauditory incongruency effects. In particular, we asked whether the incongruency effects can be better understood as a bottomup error signal or as top-down effects from a general ''cognitive control device.'' Hence, we compared 2 alternative models that implemented these 2 competing neural mechanisms in a 3-level cortical hierarchy: In the first bottom-up model, the incongruency effects emerge in a material-dependent fashion (i.e., selective for sounds or spoken words) via changes in forward connections from early auditory to intermediate multisensory areas. This model embodies the idea of predictive coding, whereby the human brain learns to predict stimulus attributes on successive exposures to congruent stimuli (=priming) and fails to suppress prediction error in the context of unpredictable or incongruent bottom-up visuoauditory input which is manifest in an increase in forward connectivity. In the second top-down model, the incongruency effects emerge irrespective of stimulus material through interactions among higher cognitive control regions and propogate down the cortical hierarchy to lower areas. Here, higher cognitive control regions such as the AC/medial prefrontal cortex (mPFC) and the lateral prefrontal cortex (IFS) may act as a general ''conflict monitoring and cognitive control device'' (Duncan and Owen 2000; Botvinick et al. 2001; Paus 2001; Kerns et al. 2004; Brown and Braver 2005) that modulates activation in intermediate multisensory convergence areas.
Mateirals and Methods

Subjects
Seventeen healthy right-handed English native speakers (5 females, median age 25) gave informed consent to participate in the study. The study was approved by the joint ethics committee of the Institute of Neurology and University College London Hospital, London, UK.
Experimental Design
The paradigm was a 2-choice forced semantic categorization of auditory stimuli that were preceded by visual stimuli. The activation conditions conformed to a 3 3 2 3 2 factorial design manipulating 1. Congruency: (C) congruent identity and response (e.g., cat paired with meow), (I I ) incongruent identity and congruent response (e.g., razor paired with bee, both items \ 4 kg), (I IþR ) incongruent identity and incongruent response (e.g., car paired with owl, only one item \ 4 kg), 1. Congruency (3 levels): 1) congruent identity and response (=congruent), 2) incongruent identity and congruent response (=incongruency I ), 3) incongruent identity and incongruent response (=incongruency I+R ), 2. Prime material (2 levels): written words, pictures (i.e., verbal vs. nonverbal), and 3. Target material (2 levels): spoken words, sounds (i.e., verbal vs. nonverbal).
At the beginning of each trial, a visual prime (i.e., written word or color picture) was presented for 100 ms followed by the auditory target (i.e., spoken word or sound) after additional 100 ms. A very short prime--target asynchrony (200 ms) was selected because we were interested in automatic priming and aimed to reduce any strategic components (see Neely 1977) . This rapid subsequent presentation was perceived as ''nearly synchronous'' by subjects. The trial onset asynchrony was 3.25 s. Subjects passively attended to the visual primes and performed a semantic decision on the auditory targets (Is the target stimulus heavier than 4 kg?). Fifty percent of the stimuli weighed more than 4 kg and 50% weighed less. Altogether, there were 64 stimuli: 32 animals and 32 tools (length, mean + standard deviation, of sounds: 0.8 ± 0.2 s; spoken words: 0.76 ± 0.2 s). These 2 distinct categories were selected to enable incongruent pairings between categories and thus induce strong and reliable incongruency effects. Therefore, category-selective activations that have been characterized by numerous previous studies (Chao et al. 1999; Lewis et al. 2004 Lewis et al. , 2005 Noppeney et al. 2006 ) are difficult to evaluate (i.e., half of the compound trials are mixtures of both categories) and not the focus of this communication.
Fifty percent of the trials were identity congruent, that is, prime and target referred to the same object (e.g., a picture of a dog followed by the barking sound of a dog). The remaining 50% of trials were identity incongruent (i.e., visual prime and auditory target referred to different stimuli). In half of the identity incongruent trials (i.e., 25% of the total trials), both, prime and target, weighed less than 4 kg or both weighed more than 4 kg (e.g., a picture of an elephant followed by the sound of a car). In the other half of the identity incongruent trials (i.e., 25% of the total trials), only one of the objects weighed more (or less) than 4 kg (e.g., a picture of a fly followed by the sound of a car). In summary, 50% of the trials were identity congruent, 25% identity incongruent and response congruent, and 25% identity incongruent and response incongruent. This allowed us to dissociate the effect of identity incongruency from response incongruency.
Each stimulus (e.g., bear, see Appendix) was presented 16 times, 8 times as prime (i.e., 4 times as picture and 4 times as written word) and 8 times as target (i.e., 4 times as sound and 4 times as spoken word), amounting to 512 cross-modal trials (i.e., 64 3 8 = 512 trials). In the congruent trials, each stimulus was presented once in each of the following pairings: 1) written word--spoken word, 2) written word--sound, 3) picture--spoken word, and 4) picture--sound. Similarly, in the incongruent trials, each stimulus was equally often presented in each modality pairing. However, here a target stimulus (e.g., bear) was presented with 4 different primes (see Appendix). Presenting the stimuli only once in each pairing and thus changing the surface features ensured that subjects did not engage in prime--target association learning. Furthermore, it ensured that the stimuli were rotated and fully counterbalanced across conditions within and between subjects.
Additionally, 48 intramodal visual trials (i.e., picture--picture, picture--written word, written word--picture, written word--written word) were included to maintain subjects' attention to the visual primes that were response irrelevant.
Fifty percent of the trials required a yes response. Yes/no responses to all conditions were indicated (as quickly and as accurately as possible) by a 2-choice key press. The activation conditions were interleaved with 6 s fixation. The stimuli and order of conditions were randomized.
Functional Magnetic Resonance Imaging
A 3-T Siemens Allegra system was used to acquire both T 1 anatomical volume images and T 2 *-weighted axial echo-planar images with blood oxygenation level--dependent contrast gradient-echo echoplanar imaging, Cartesian k-space sampling, echo time = 30 ms, time repetition = 2.47 s, 38 axial slices, acquired sequentially in descending direction, matrix 64 3 64, spatial resolution 3 3 3 3 3.4 mm 3 voxels, interslice gap 1.4 mm, slice thickness 2.0 mm). To minimize Nyquist ghost artifacts, a generalized reconstruction algorithm was used for data processing (Josephs et al. 2000) . There were 2 sessions with a total of 473 volume images per session. The first 6 volumes were discarded to allow for T 1 equilibration effects (Table 1) .
Conventional SPM Analysis
The data were analyzed with statistical parametric mapping (using SPM2 software from the Wellcome Department of Imaging Neuroscience, London; www.fil.ion.ucl.ac.uk/spm (Friston et al. 1995) . Scans from each subject were realigned using the first as a reference, spatially normalized into Montreal Neurological Institute standard space (Talairach and Tournoux 1988; Evans et al. 1992 ), resampled to 3 3 3 3 3 mm 3 voxels, and spatially smoothed with a Gaussian kernel of 8 mm full-width half-maxium. The time series in each voxel was high-pass filtered to 1/128 Hz and globally normalized with proportional scaling. The fMRI experiment was modeled in an eventrelated fashion using regressors obtained by convolving each eventrelated unit impulse with a canonical hemodynamic response function and its first temporal derivative. In addition to modeling the 12 conditions in our 2 3 2 3 3 factorial design (only correct trials included), the statistical model included intramodal trials, errors, and non-responses. Nuisance covariates included the realignment parameters (to account for residual motion artifacts). Condition-specific effects for each subject were estimated according to the general linear model and passed to a second-level analysis as contrasts. This involved creating contrast images averaged over all cross-modal conditions > fixation (averaged over the 2 sessions) for each subject and entering them into a second-level one-sample t-test. In addition, the response for each of the 12 conditions (summed over the 2 sessions) was estimated and entered into a second-level analysis of variance (ANOVA). This ANOVA modeled the 12 effects in our 2 3 2 3 3 factorial design.
Inferences were made at the second level to allow a random effects analysis and inferences at the population level (Friston et al. 1999) .
The random effects ANOVA analysis tested for the effects of incongruency. Pooling over picture and written word primes, we tested for incongruency effects that were selective for 1) spoken words, 2) sounds (i.e., the interaction between congruent vs. incongruent and sounds vs. spoken words), or 3) common to sounds and spoken words. 
Search Volume Constraints
The search space (i.e., volume of interest) was constrained using orthogonal contrasts: the search space for the main and simple main effects of (in)congruency was limited to voxels that were activated for cross-modal stimuli > fixation at a threshold of P < 0.01 uncorrected (extent threshold > 15 voxels). The search space for the interaction effects was limited to voxels that were activated for cross-modal stimuli > fixation at P < 0.01 uncorrected (extent threshold > 15 voxels) and exhibited a main effect of congruency (i.e., incongruent > congruent stimuli at P < 0.001, uncorrected; extent threshold > 15 voxels). To identify conceptual (or decisional) congruency effects that were common for sounds and spoken word targets, each effect was tested within a search volume mutually constrained by the other contrast (see Friston et al. 2005 ). This approach is equivalent to a (conjunction-null) conjunction analysis (i.e., a logical AND). Unless otherwise stated, we only report activations that are significant (P < 0.05) corrected for the search volume.
Effective Connectivity Analysis: DCM DCM treats the brain as a dynamic input-state-output system. The inputs correspond to conventional stimulus functions encoding experimental manipulations. The state variables are neuronal activities, and the outputs are the regional hemodynamic responses measured with fMRI. The idea is to model changes in the states, which cannot be observed directly, using the known inputs and outputs. Critically, changes in the states of one region depend on the states (i.e., activity) of others. This dependency is parameterized by effective connectivity. There are 3 types of parameters in a DCM: 1) input parameters which describe how much brain regions respond to experimental stimuli, 2) intrinsic parameters that characterize effective connectivity among regions, and 3) modulatory parameters that characterize changes in effective connectivity caused by experimental manipulation. This third set of parameters, the modulatory effects, allows us to explain fMRI incongruency effects by changes in coupling among brain areas. Importantly, this coupling (effective connectivity) is expressed at the level of neuronal states. DCM employs a forward model, relating neuronal activity to fMRI data that can be inverted during the model fitting process. Put simply, the forward model is used to predict outputs using the inputs. The parameters are adjusted (using gradient descent) so that the predicted and observed outputs match. This adjustment corresponds to the model fitting. For each subject, 2 DCMs (Friston et al. 2003) were constructed that entailed our 2 alternative hypotheses. In the first ''bottom-up model,'' the incongruency effects emerge in a material-dependent fashion (i.e., selective for sounds or spoken words) via changes in forward connections from early auditory to intermediate multisensory areas. In the second ''top-down model,'' they emerge irrespective of stimulus material through interactions among higher cognitive control regions and propagate down the cortical hierarchy to lower areas. Here, higher cognitive control regions such as the AC/mPFC and the lateral prefrontal cortex (IFS) may act as a general conflict monitoring and cognitive control device (Duncan and Owen 2000; Botvinick et al. 2001; Paus 2001; Kerns et al. 2004; Brown and Braver 2005) that modulates activation in intermediate multisensory convergence areas.
Each DCM (Fig. 5 ) included 6 regions that formed a 3-level cortical hierarchy: 1) a left superior temporal area that was activated by crossmodal stimuli relative to fixation (superior temporal gyrus [STG]; x = -63, y = -24, z = 9), 2) a left fusiform region that was activated by cross-modal stimuli relative to fixation (fusiform gyrus [FG] ; x = -45, y = -60, z = -21), 3) a region in the left superior temporal sulcus (STS) exhibiting an incongruency effect that was selective for spoken words (STS/middle temporal gyrus [MTG]; x = -66, y = -27, z = -3), 4) a region in the left angular gyrus (AG)/IPS exhibiting an incongruency effect selective for sounds (AG/IPS; x = -30, y = -75, z = 42), 5) the AC/mPFC (x = 0, y = 18, z = 48), and 6) left inferior frontal sulcus (IFS; x = -42, y = 12, z = 24) showing non-selective incongruency effects. The effects of stimuli entered as extrinsic input to STG and FG separately for picture--sound, picture--word, word--sound, word--word stimuli to account for material-selective activation differences. Holding the number of parameters, the intrinsic and extrinsic connectivity structure constant, the 2 DCMs differed in where congruency effects were exerted: In the bottom-up DCM, the incongruency factor increased the forward connections from STG and FG to AG/IPS and STS/MTG in a material-dependent fashion. In the top-down DCM, they increased the connections between AC and IFS in a material-independent manner. Thus, these models encode either a greater sensitivity of AG/IPS and STS/MTG to incongruent bottom-up inputs or incongruent top-down inputs. Comparing these models allowed us to distinguish between a bottom-up and top-down mediation of incongruency effects.
The regions were selected using the maxima of the relevant contrasts from our random effects analysis. Region-specific time series (concatenated over the 2 sessions and adjusted for confounds) comprised the first eigenvariate of all voxels within a 4-mm radius centered on each peak identified in the random effects analysis.
For each model, the subject-specific modulatory effects were entered into t-tests at the group level (see Fig. 4 ). This allowed us to summarize the consistent findings from the subject-specific DCMs using classical statistics.
Bayes factors (=the ratio of the model evidences, Kass and Raftery 1995) were used for model comparison, that is, to decide whether the bottom-up or top-down DCM was the better model (Penny et al. 2004 ). In brief, given the measured data y and 2 competing models, Bayes factors are the ratio of the evidences of the 2 models. A Bayes factor of one presents equal evidence for the 2 models. A Bayes factor above 3 is considered positive evidence for one of the 2 models. The model evidence depends not only on model fit but also on model complexity. Here, we have limited ourselves to the bottom-up and top-down models that were equated for the number of parameters, that is model complexity, and did not design a third more complex model endowed with bottom-up and top-down effects.
Finally, a group analysis was implemented by taking the product of the subject-specific Bayes factors over subjects (this is equivalent to the exponentiated sum of the log model evidences of each subject-specific DCM). However, we also report the Bayes factors for each individual subject (see Fig. 5 , right column) to provide an intuition of consistency over subjects. As the Bayes factors for some subjects were very large, we have selected a cutoff of 8 to focus on the consistency across subjects in Figure 5 .
Results
In the following, we report 1) the behavioral results, 2) the fMRI results of the conventional analysis focussing on regionally selective activations, and 3) the DCM results providing insight into potential neural mechanisms that mediate the observed regional activations.
Behavioral Results
For performance accuracy, a 3-way ANOVA with congruency (congruent vs. incongruent I vs. incongruent I+R ), prime material (picture vs. written word), and target material (sound vs. spoken word) identified a significant main effect of congruency (F 1.4,21.7 = 10.5, P < 0.01) and of target material (F 1,16 = 32, P < 0.001) after Greenhouse--Geisser correction. In addition, there was a significant interaction effect between congruency and target material (F 2,31 = 9.2, P = 0.001). For reaction times (RTs) (limited to correct trials only), a 3-way ANOVA identified main effects of congruency (F 1.8, 28.6 = 129.1, P < 0.001) and target material (F 1,16 = 11.8, P < 0.01) following Greenhouse--Geisser correction. RTs were shorter for spoken words than sounds. The absence of any significant interactions of congruency with prime (written words vs. pictures) or target material (spoken words vs. sounds) suggests that the prime duration (100 ms) allowed pictures and written words to elicit comparable priming effects irrespective of the target material (sounds or spoken words; see Table 1 ).
Post hoc comparisons (Bonferroni corrected) for accuracy and RTs revealed a significant incongruency effect of identity but not of response. Overall, these behavioral results suggest that incongruency may affect processes of stimulus recognition and categorization.
Conventional SPM Analysis
The conventional SPM analysis was performed in 2 steps: First, we identified regions that showed increased activation for incongruent > congruent stimuli (within the system of regions activated relative to fixation, see Materials and Methods). Second, within this system, pooling over prime, we tested for incongruency effects that were 1) common to sounds and spoken words, 2) selective for spoken words, or 3) selective for sounds (i.e., the interaction between congruent vs. incongruent and sounds vs. spoken words). For completeness, pooling over target, we tested for incongruency effects that were selective for pictures or written words (i.e., the interaction between congruent vs. incongruent and pictures vs. written words). In other words, we used the factorial character of our experimental design and pooled over one factor to increase the power when investigating the effect of the other factor.
Main Effect of Identity and Response Incongruency
Incongruent stimuli increased activations relative to congruent stimuli, in the AC/mPFC, bilateral IFS, left insula, IPS/the AG and MTG/STS, and the right cerebellum. None of the regions showed an effect of response incongruency (P > 0.05 uncorrected at peak coordinates). In other words, the activation in those areas did not depend on whether prime and target object required the same response but was primarily driven by whether visual prime and auditory target referred to the same object. This suggests that the activation increases might at least in part be due to incongruencies at the level of object processing and categorization rather than only response selection and preparation.
No increased activation was observed for congruent relative to incongruent trials within the system of regions activated relative to fixation (see Materials and Methods) ( Table 2) .
Modulatory Effect of Target Material: Incongruency Effects
Selective for Spoken Words, Sounds, or Both Within the incongruency system identified above, the medial prefrontal region and the left IFS exhibited incongruency effects common for sounds and spoken words. Critically, pooling over primes, we observed a significant interaction between incongruency and target material: the left MTG/STS showed an enhanced incongruency effect for spoken words relative to sounds. In contrast, the left AG (extending into IPS) showed an increased incongruency effect for sounds relative to spoken words. Following the rationale of this experiment, the incongruency effects in mPFC/IFS may relate to higher conceptual/decisional processes, in AG/IPS to semantic processes, and in STS/MTG to phonological processes. In addition, we observed an incongruency effect selective for sounds in a more dorsal medial prefrontal region. Although only correct trials were included in our fMRI analysis, we note sound trials were still associated with greater error probability. Hence, the increased mPFC activation for incongruent sound trials may be related to their inherent ambiguity (cf., recent studies associating mPFC/AC with error probability prediction rather than error detection per se, Brown and Braver 2005) (Tables 3  and 4 
, Figs 2 and 3).
Modulatory Effect of Prime Material (Written Words vs. Pictures) For completeness, pooling over target material, we tested for incongruency effects that were modulated by prime material (i.e., the interaction between incongruent vs. congruent and pictures vs. written words). However, no regions exhibited a significant interaction effect between congruency and prime material. The absence of a significant modulatory effect of prime material may be related to several factors. 1) The prime was presented very briefly (100 ms). 2) It was task and response irrelevant. 3) At the time of target presentation (i.e., 200 ms post-prime presentation), both phonological and semantic information may be available irrespective of target material (cf., Rahman et al. 2003; Schiller et al. 2003; Moscoso del Prado et al. 2006) . 
Effect of Performance on fMRI Incongruency Effects
To further characterize the common incongruency effects in the mPFC/AC and left IFS, we investigated their relationship to subject's performance measures. For this, we performed a second-level multiregression analysis, where we used subjectspecific behavioral interference effects (i.e., RT and accuracy differences for incongruent > congruent) as predictors for the fMRI incongruency effects, expressed physiologically, in the mPFC/AC and left IFS (i.e., increased activation for incongruent > congruent stimuli). As RT and accuracy differences for incongruent relative to congruent trials were strongly negatively correlated over subjects (correlation coefficient = -0.7), we orthogonalized the accuracy with respect to the RT regressors. Given our a priori interests in the role of AC/ mPFC and left IFS in incongruency effects, the results of this analysis are reported corrected for multiple comparisons within spheres (10 mm radius) centered on the peaks identified in the previous conjunction analysis (this does not bias our inference because the effects of RT and accuracy are orthogonal to the incongruency effects). RT interference positively predicted fMRI incongruency effects in the mPFC/AC (x = 0, y = 24, z = 48; z-score = 3.51; P small volume correction [svc] = 0.04) and in the lateral prefrontal cortex (x = -45, y = 6, z = 24; z-score = 3.5; P(svc) = 0.04). In addition, incongruency effects on accuracy negatively predicted fMRI incongruency effects in the lateral prefrontal cortex (x = -51, y = 9, z = 24; z-score = 3.9; P(svc) = 0.01). In other words, strong fMRI incongruency effects are associated with relatively longer RTs and lower accuracy for incongruent relative to congruent trials. Thus, consistent with current theories that implicate the mPFC/AC, IFS circuitry in conflict monitoring and cognitive control processes, mPFC/AC and IFS activation may be associated with stronger interference as indicated by longer processing times and less accurate performance on incongruent trials (Fig. 4) .
Summary of the Results from the Conventional SPM Analysis
In summary, our results demonstrate that 1) the left MTG/STS shows an increased incongruency effect for spoken words relative to sounds, 2) the left AG/IPS exhibits an increased incongruency effect for sounds relative to spoken words, and 3) a medial prefrontal region and the left IFS are activated for incongruent relative to congruent stimuli for sounds as well as spoken words. Furthermore, the incongruency effects in mPFC/ AC and left IFS were predicted by the behavioral interference effects across subjects.
DCM Analysis
At the group level, strong evidence was provided for the bottom-up relative to the top-down model suggesting that the incongruency effects may emerge in a material-dependent fashion (i.e., selective for spoken words or sounds) via modulation of forward connections from early auditory regions to STS/MTG and AG/IPS. In other words, the STS/MTG and AG/IPS showed a greater response to bottom-up inputs when they were incongruent. Figure 5 (right column) shows the Bayes factors (relative likelihood of the bottom-up model, relative to the top-down model) for each subject, to provide an intuition of consistency over subjects. A cutoff of 8 was used to focus on the fact that-despite intersubject variability in the magnitude of the Bayes factors-the bottom-up model provided a better explanation of the data than the top-down model in all subjects (apart from one showing equal model evidences). As the 2 DCMs were equated for the number of modulatory effects and intrinsic as well as extrinsic connectivity structure, the difference in model evidence is only due to model fit but not model complexity.
The numbers by the connections are the change in coupling (i.e., responsiveness of the target region) induced by incongruency or material (sounds vs. spoken words) effects averaged across subjects. Note that in both models, 3 modulatory effects are significant across subjects (Fig. 5) .
Discussion
This visuoauditory priming study demonstrates the effect of prior visual information on recognition and categorization of environmental sounds and spoken words at the neural and behavioral level. Subjects spent more time and were less accurate for incongruent relative to congruent trials. Consistent with the behavioral interference effect, incongruent relative to congruent visuoauditory trials increased activation in a large distributed neural system encompassing the AC/ mPFC, IFS, AG/IPS, and MTG/STS. These effects were observed for incongruent trials irrespective of additional response incongruency. Critically, while the behavioral interferenceas measured by longer RTs-was equivalent for sounds and spoken words, our functional imaging results revealed that they were mediated by distinct neural systems. Combining visuoauditory priming for spoken words and environmental sounds enabled us to test for the interaction between congruency and target material (i.e., sounds vs. spoken words) and segregate the incongruency effects into 3 classes: visuoauditory incongruency effects were enhanced for 1) spoken words in the left anterior MTG/STS, 2) sounds in the left AG/IPS, and 3) both words and sounds, in the mPFC/AC and left IFS.
From a cognitive perspective, these distinct classes suggest that prior visual information modulates categorization of complex auditory stimuli at multiple stages. Based on our initial rationale that processing auditory-visual stimuli relies more on phonology for spoken words and semantics for environmental sounds, these regionally selective responses may implicate 1) the MTG/STS in phonological, 2) the AG/IPS in semantic and associated recognition processes, and 3) mPFCm/IFS in higher conceptual or ''conflict monitoring'' processes. In terms of neural mechanisms, our DCM results suggest that these incongruency effects may emerge in a material-dependent fashion, that is, selective for spoken words and environmental sounds via a greater influence of forwards connections from early auditory regions to MTG/STS and AG/IPS.
The selective response enhancement in STS/MTG for incongruent spoken words is consistent with its established role in auditory speech processing (Mummery et al. 1999; Binder et al. 2000; Scott et al. 2000; Giraud and Price 2001; Price et al. 2003; Scott and Johnsrude 2003) . Furthermore, activation in multiple STS regions has been shown for visuoauditory integration and congruency of 1) seen mouth movements and heard speech during speech reading (Calvert et al. 2000; Macaluso et al. 2004 ) as well as 2) spoken and written letters (van Atteveldt et al. 2004) . Interestingly, when presenting written and spoken phonemes synchronously during passive listening and viewing, only congruent auditory-visual speech that allows successful binding is associated with increased STS activation relative to unimodal speech (Calvert et al. 2000; van Atteveldt et al. 2004) . In contrast, in our visuoauditory priming paradigm, the task-irrelevant but incongruent visual prime induces behavioral interference and increases STS activation for categorization of the subsequent spoken word. This demonstrates that different multisensory paradigms can point to the same anatomical locus, but nevertheless be very distinct in their multisensory interaction. During a passive viewing--listening task, both stimulus components are task relevant enabling integration into a coherent percept. In contrast, visuoauditory priming can be considered a selective attention task, where task-irrelevant incongruent visual information needs to be suppressed or overcome by amplification of the task-relevant auditory information. Collectively, both types of visuoauditory interaction effects suggest that the anterior MTG/ STS region may be the locus of neuronal processes that underpin visuoauditory interactions or incongruency effects that are conveyed phonologically.
In the AG/IPS, the incongruency effect was selective for categorization of environmental sounds. As recognition and categorization of environmental sounds is accomplished through interactions between perceptual and semantic processing, this speaks to a role in congruency primarily at the level of semantic representations and converges with recent functional imaging results implicating the IPS in semantic rather than response conflict (van Veen and Carter 2005) . Furthermore, the AG/IPS is part of a frontotemporoparietal semantic retrieval system that is generally activated for semantic relative to perceptual or phonological tasks (Vandenberghe et al. 1996; Price 2003, 2004; Binder et al. 2005; Sabsevitz et al. 2005) . However, its role in semantic processing has been elusive. Thus, only large but not focal parietal lesions are associated with semantic retrieval deficits as measured by standard neuropsychological tests (e.g., Pyramids and Palm Tree test, Alexander et al. 1989) . One interesting possibility that arises from our findings is that the AG/IPS is involved in controlling, accessing, and combining semantic information from multiple senses. This hypothesis needs to be investigated further by 1) comparing visuoauditory priming to unimodal (the limited number of unimodal trials in our experiment did not allow that comparison) and audiovisual (i.e., auditory prime and visual target) priming using fMRI and 2) testing patients with left-lateralized parietal lesions on nonverbal cross-modal (e.g., sound--picture) matching or priming tasks.
In contrast to STS/MTG and AG/IPS, activation in mPFC/AC and left IFS was increased for both, incongruent sounds and spoken words. The behavioral relevance of these effects was highlighted by their significant correlations with subjects' increases in RT and decreases in accuracy for incongruent relative to congruent trials. In other words, subjects spending relatively more time on and showing more accuracy reductions for incongruent trials, exhibit strong mPFC/AC and IFS incongruency effects. These results extend the role of the mPFC/ AC-IFS circuitry in cognitive control processes such as conflict monitoring or predicting error probability to the multisensory Figure 4 . Effects of subject's behavioral interference effects (RT and accuracy) on fMRI incongruency effects in AC/mPFC and left IFS. Left: Regional incongruency effects that were predicted by RT and accuracy (proportion correct) differences between incongruent and congruent trials across subjects on coronal and axial slices of a mean EPI image created by averaging the subjects' normalized EPI images. Height threshold: P \ 0.001 uncorrected for illustration purposes (see Materials and Methods for further details). Extent threshold: [40 voxels. Right: Scatter plots depict the regression of the regional (adjusted) fMRI signal to RT (ms) and accuracy (proportion correct) interference (see Results for further details). The ordinate represents (adjusted) fMRI signal, the abscissa represents subject's mean interference effect (after mean correction), that is, RT and accuracy differences for incongruent versus congruent stimuli averaged over all types of compound stimuli.
domain (Duncan and Owen 2000; Botvinick et al. 2001; Paus 2001; Noppeney and Price 2002; Laurienti et al. 2003; Kerns et al. 2004; Brown and Braver 2005) . Thus, the AC/mPFC and IFS may be engaged in evaluating and integrating higher level conceptual information abstracted from different stimulus materials (i.e., verbal vs. nonverbal) and modalities (auditory vs. visual).
The multiple incongruency effects raise the question at which level of the cortical hierarchy they emerge (Mesulam 1990; McIntosh 2000; Horwitz 2003 ). More specifically, are the incongruency effects mediated via sensitization to forward connections from early auditory regions to STS/MTG and AG/ IPS, or do they emerge through greater top-down influences from the AC--IFS circuitry indicating increased cognitive control? Bayesian model comparison provided strong evidence for the bottom-up model where the influence of early auditory regions on STS and AG/IPS is increased during incongruent trials. Critically, the forward connectivity is selectively modulated by the different classes of incongruency: phonological incongruency increases the forward connections to STS/MTG, semantic incongruency to AG/IPS. The proposed bottom-up mechanism converges with recent electroencephalography results demonstrating auditory-visual incongruency and categoryspecific effects for tools and animals as early as 100 ms poststimulus (Molholm et al. 2004; Hauk et al. 2006; Murray et al. 2006) . Hence, the human brain may be able to distinguish rapidly between tools and animals and detect higher level incongruencies between auditory and visual stimulus components. Collectively, these results are consistent with predictive coding hypotheses, in which prediction errors at all levels of a cortical hierarchy guide perceptual inference (Rao and Ballard 1999) . In our case, the failure to suppress prediction error, in the context of unpredictable or incongruent bottom-up cross-modal inputs, is manifest as an increase in forward connectivity. Furthermore, the nature of the prediction error (phonological vs. semantic) determines where it is expressed (MTG/STS vs. AG/IPS).
Our findings suggest that prior visual information influences the neural processes underlying speech and sound recognition at multiple levels with the left anterior MTG/STS being involved in phonological, the AG/IPS in semantic, and the mPFC/IFS in higher conceptual processes. In terms of neural mechanisms, effective connectivity analyses indicate that the incongruency effects emerge via a failure to suppress incongruent, bottom-up inputs from early auditory regions to MTG/STS or AG/IPS. This is consistent with a predictive coding perspective on hierarchical Bayesian inference in the cortex where the domain of the prediction error (phonological vs. semantic) determines its regional expression (MTG/STS vs. AG/IPS).
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The Deutsche Forschungsgemeinschaft; the Max-Planck Society; and the Wellcome Trust. Figure 5 . Dynamic causal models-Left: bottom-up DCM, incongruency effects are mediated via forward connections selective for verbal (spoken words) and nonverbal (sounds) material. Middle: top-down DCM, incongruency effects are mediated by interactions between mPFC/AC and IFS. Values are the across subject mean (standard deviation) of changes in connection strength (at P \ 0.05 in bold). These parameters quantify how experimental manipulations change the values of intrinsic connections. In dynamic systems, the strength of a coupling can be thought of as a rate constant or the reciprocal of the time constant. Typically, regional activity has a time constant on the order of 1--2 s (rate of 1--0.5 s
À1
). Therefore, a modulatory effect of 0.05 s
corresponds to a 5--10% increase in coupling. AC 5 anterior cingulate/medial prefrontal cortex; IFS 5 inferior frontal sulcus, STS 5 superior temporal sulcus, AG 5 angular gyrus; STG 5 superior temporal gyrus; FG 5 fusiform gyrus. Black: intrinsic connections; Purple: extrinsic input; Green: modulatory effects. I Stimuli 5 all incongruent stimuli, I Words 5 incongruent spoken words, I Sounds 5 incongruent sounds. Right: Bar chart of Bayes factors for bottom-up relative to topdown model for each subject. A cutoff of 8 was selected to focus on the fact that despite intersubject variability, all subjects (apart from one) consistently showed Bayes factors in favor of the bottom-up model.
