Introduction
According to the Lorentz model, the refractive index n of a homogeneous non-polar medium is related to the polarizability U and the density p by the Lorentz-Lorenz function (LL) : n2-1 1 h N 0 u n a + 2 p
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where M is the molecular weight and N o is Avogadro's number. Equation (1) applies only to a homogeneous medium in which the correlation length associated with fluctuations is much smaller than the wavelength of the incident radiation ( W 5 x cm). This equation has been used to derive density and compressibility data for non-polar fluids in the neighbourhood of the critical point from measurements of the refractive index (Edwards and Woodbury 1963). T h e procedure is of doubtful validity should the LL function vary significantly in the region studied. It is thus important to establish the magnitude of any deviations from equation (1) both from a practical and a theoretical viewpoint.
Experimental investigations (Michels and Botzen 1949, Michels et al. 195 1, Eatwell and Jones 1964) have shown that, although the LL function is nearly constant over a limited density range, small but significant changes ( N 1-5%) do occur as the density changes radically, for example, from a low-pressure gas to a liquid. This behaviour is moderately well understood qualitatively (Brown 1956). However, more experimental data are required before the changes may be evaluated quantitatively in terms of the appropriate intermolecular forces and correlation functions.
Recent studies on argon by Abbiss et al. (1965 suggest that an anomalously large deviation from the LL function may occur near the critical point. T h e deviation could be due to the long-range density fluctuations that are known to exist in the critical region and that give rise to phenomena such as critical opalescence. However, theoretical estimates of the size of these fluctuations (Larsen et al. 1965) tend to be smaller than those implied by refractive index measurements.
I n an attempt to resolve this problem we have measured the refractive index of xenon over a wide range of temperature and pressure, with special reference to the critical region. Xenon was chosen for the study because its significant physical parameters, polarizability and density, are larger relative to argon, and hence the magnitude of any deviations from equation (1) a number of measurements were made at temperatures above the critical point corresponding to thermodynamic states for which density data are available (Habgood and Schneider 1954) . A preliminary report of the results for the coexistence curve has already been made by Lucas and Smith (1965) .
Experimental details
The refractive index was measured by the spectrometric method of minimum deviation, using an improved version of a cryostat previously described by Smith (1963) . The apparatus is shown schematically in figure l. A hollow prism P was half filled with liquid xenon and allowed to reach thermal equilibrium. The angles of minimum deviation corresponding to the liquid and vapour layers close to the interface were measured to 0.03% at temperatures between -59.0 OC and 16.5 OC. The refractive index n was deduced from
where A is the effective prism angle and D is the angle of minimum deviation.
The prism consisted of a hollow stainless-steel block, in which were sealed two sapphire windows set at an angle to each other. The sapphires were cut with the C axis perpendicular to the faces and polished to 0.000 05 cm flatness and 30 seconds of arc parallelism. They were sealed to the block with A.T.I. Araldite epoxy resin and tested prior to the experiment by thermal cycling between -70 O c and 20 O c at a pressure of 100 atm.
T h e prism angle was determined by filling the prism with water and measuring the angle of minimum deviation as a function of pressure up to 80 atm. Experimental data for the pressure dependence of the refractive index of water by Rosen (1947) were used to deduce the effective prism angle and to investigate the possibility of prism distortion under pressure. The prism angle was found to be 47" 23' 50"+ l', and no significant deviation from this value was found for the measurements on water under pressure. Since the cryostat jacket was under continuous evacuation during the experiment, the measurements yield absolute values of refractive index. The temperature of the sample was established from readings of copper-constantan thermocouples mounted at the top and bottom of the prism block (X and Y in figure l), and calibrated against a platinum resistance thermometer which had previously been standardized at the National Physical Laboratory. Temperatures were measured to i 0.2 pv ( i 0.005 degc at 0 "c). The absolute accuracy was better than k 0.01 degc near the critical point, but increased to 5 0.1 degc at -59 "c. Pressures were measured with an absolute accuracy of k 0.01 atm by means of a dead-weight tester.
The gas was supplied by the British Oxygen Company and was stated to be 99.99%
xenon, the principle impurities being 50 volumes per million nitrogen and 2.5 volumes per million krypton.
Results: coexistence curve
A total of 364 sets of measurements were made of minimum deviation at 5893 b for the liquid and vapour in coexistence. In each region studied the temperature was allowed to drift slowly (drift rate < 0.25 degc h-l) while optical measurements were recorded. The values of refractive index and temperature were then plotted and used to check the thermal and density equilibrium of the sample and to detect evidence of thermal lag.
Within 0.1 degc of the critical point the compressibility increased rapidly as T -+ T, and the density gradient due to the gravitational field became increasingly evident. When Tc-T < 0.5 degc, increase in light scatter was observed and the vapour-liquid interface became diffuse, until at T = 16.60 F 0.02 O c complete opalescence took place and the interface disappeared. This value is in good agreement with Tc = 16*590"c, the critical temperature reported by Weinberger and Schneider (1952) . Because of the indistinct meniscus and evidence of non-equilibrium in some measurements, we have not used points corresponding to Tc-T < 0.05 degc in the following analysis. The results for the coexistence curve are shown in figure 2. In view of the large number of data points recorded, these were analysed using a computer. Refractive index values n for the vapour and the liquid were fitted independently to functions of the form
n -n c = A(T,-T ) + B ( T c -T)C+D(Tc-T ) 2
(3) figure 3 . This was obtained by a least-squares fit of the available data to functions of the form of equation (3), with the experimental points weighted according to their accuracy, thus giving most weight to the measurements of Weinberger and Schneider (1952) and least to those of Patterson et al. (1912) . T h e coefficients are given in table 1.
The variation of the LL function with density is shown in figure4 and values for integral temperatures are given in table 2. (1) Temperature ("c); (2) refractive index n ; (3) density mol cm-3); (4) LL function (cm3 mol-').
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4. Discussion
Vapour
Measurements on the vapour corresponding to pv < 0.002 mol cm-3 have been evaluated individually and are plotted as single points in figure 3 . The major contribution to the possible error of the LL function in this region is the uncertainty in D and hence n.
The error in n2 -1 increases rapidly as n decreases, until at -57 O c the possible error in the LL function is i 10%. 01%) by equation (3) . The major error in computing the LL function for this region is due to the uncertainty in density (Patterson et al. 1912) , and it seems almost certain that the apparent maximum observed at pv = 0.0022 mol cm-3 (-10 "c) is spurious and due to the inadequacy of these data.
Extrapolation of the virial coefficient data of Michels et al. (1954) , Whalley et al. (1955) and Beattie et al. (1951) to this region, using the law of corresponding states, leads to lower values for the LL function, represented by the broken curve in figure 4.
At temperatures approaching the critical point the density is based on the more accurate data of Weinberger and Schneider, and the LL function tends to a nearly constant value of 10.5 cm3 molb1.
Liquid
T h e LL function for the liquid near the critical point appears to have a value higher than that observed for the vapour (figure4). A similar increase has been reported for argon (Abbiss et al. 1965) . There are theoretical grounds for expecting an increase in this region, but estimates tend to be smaller than the value of approximately 4% indicated in figure 4 (Taylor 1963 , Larsen et al. 1965 .
At higher densities the LL function for the liquid decreases with increasing density.
This behaviour is similar to that observed for other non-polar fluids, for example argon (Michels and Botzen 1949) . The change may be described in terms of reduced polarizability (ten Seldam and de Groot 1952) and may presumably be estimated by the shell model (Doniach and Huggins 1965, Sinnock and Smith 1967) . The hump in the LL function at about 0.017 mol cm-3 is again probably spurious and due to unreliable density data.
It should be noted that the data shown in figure4 are consistent with the dielectric constant measurements on the liquid and low-pressure gas by Amey and Cole (1964) .
These measurements were reduced to 5893 A using the Cauchy dispersion formula, with constants suggested by Dalgarno and Kingston (1960) for xenon gas. The behaviour of the LL function near the critical point is qualitatively similar to that observed by Abbiss et al. change sign as T --f T,. Yaris and Kirtman (1962) have computed the effect of many-body forces on the effective polarizability, and predict that the LL function should increase on going from the vapour to the liquid (3.5% at triple point). A recent calculation by Mazo (1964) predicts a small increase in the LI, function of a single two-energy level model system on sublimation. One might expect a qualitatively similar result for an isothermal vapour-liquid transition.
The results are subject to large errors, mainly due to the high compressibility in the critical region. It is not possible to represent the uncertainties in figure 7 by conventional error bars because an error in density produces a shift in both the density and the LL function. Figures 6 and 7 I n addition to the above measurements, a number of readings were taken which did not correspond exactly to isotherms for which density data are available. These were processed as follows. A sixth-order polynomial was fitted to each isotherm by a leastsquares technique to represent the dependence of density on pressure. For each refractive index determination the density corresponding to the pressure at which the measurement was made was evaluated for each isotherm. The densities were then fitted, also by the least-squares technique, to a sixth-order polynomial in temperature. T h e density corresponding to the temperature at which this measurement was made was evaluated from the polynomial and hence the LL function determined.
The results are also shown in figure 7. The scatter is again large, particularly near the critical density, but the LL function is still 10.5 cm3 mo1-I within experimental error.
Conclusion
We thus conclude that the variation of the LL function for fluid xenon is not greater than 3% in the range studied. There are indications of a rise in the LL function on going from the vapour to the liquid phase near the critical point, greater in magnitude than that predicted theoretically, but there is no evidence of a large anomaly of any kind. Much of the uncertainty in the dielectric behaviour is due to the lack of accurate density data, and measurements are in progress to provide this information (Smith 1967 ).
We are also carrying out refractive index measurements on xenon isochores near the critical point in an attempt to reduce the uncertainty of our data in this region and also to establish the specific influence of temperature on the behaviour of the LL function.
