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Tag der mündlichen Prüfung: 07.04.2021
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The discovery of the Higgs Boson in 2012 confirms the Standard Model as the most
successful theory describing the fundamental interactions of elemental particles. One of the
important properties of the Higgs boson is its Yukawa coupling to the top quark, which in
the Standard Model is the strongest due to the high mass of the quark.
This thesis reports on a measurement of the top-Yukawa coupling with data collected
by the ATLAS detector from 2015 to 2018 at 13 TeV center of mass energy. The coupling
is studied in tt̄H(bb̄) events, a final state containing decay products of two top quarks
with additional emission of a Higgs boson, where the Higgs decays into a pair of bottom
quarks. This decay channel of the Higgs Boson has the largest branching ratio, but is
systematically limited by the description of the dominant background process tt̄bb̄, a tt̄
with additional two b quarks in the final state.
The measurement takes advantage of the ability of the ATLAS detector to identify
jets coming from a b quarks to construct analysis regions with various compositions of
the signal and the background. To further separate the signal, a series of multi-variate
algorithms is employed and the tt̄H process is then extracted using a profile likelihood fit.
The results are shown for the channel with a single lepton in the final state and for a
combination with the dilepton channel. The background performance is studied in detail,
where large mis-modeling is found. The measured ratio of the tt̄H production compared
to the Standard Model prediction is found to be µtt̄H = 0.84
+0.45
−0.39(syst.)± 0.21(stat.). The
result is in agreement with the Standard Model prediction and corresponds to an observed
(expected) significance of 1.9σ (2.3σ), an improvement compared to the previous ATLAS




Die Entdeckung des Higgs-Bosons im Jahr 2012 bestätigt das Standardmodell als die
erfolgreichste Theorie, die die grundlegenden Wechselwirkungen von Elementarteilchen
beschreibt. Eine der wichtigen Eigenschaften des Higgs-Bosons ist seine Yukawa-Kopplung
an das Top-Quark, die aufgrund der hohen Masse des Quarks im Standardmodell am
stärksten ist.
Diese Arbeit berichtet über eine Messung der Top-Yukawa-Kopplung mit Daten, die vom
ATLAS-Detektor von 2015 bis 2018 bei einem Massenschwerpunkt von 13 TeV aufgezeichnet
wurden. Die Kopplung wird in tt̄H(bb̄)-Ereignissen untersucht, einem Endzustand, der
die Zerfälls-produkte von zwei Top-Quarks enthält und in dem zusätzlich ein Higgs-Boson
emittiert wird, welches in Bottom-Quark-Paar zerfällt. Dieser Zerfallskanal des Higgs-
Bosons hat das größte Verzweigungsverhältnis, wird jedoch durch die Beschreibung des
dominanten Untergrundprozesses tt̄bb̄, ein Top-Quark-Paar mit zwei zusätzlichen b-Quarks
im Endzustand systematisch beschränkt.
Die Messung nutzt die Fähigkeit des ATLAS-Detektors, Jets von einem b-Quark zu
identifizieren, um Analysebereiche mit verschiedenen Zusammensetzungen von Signal und
Untergrund zu konstruieren. Um das Signal weiter zu separieren, wird eine Reihe von
multivariaten Algorithmen verwendet und der tt̄H-Prozess wird unter Verwendung eines
Profile-Likelihood-Fits extrahiert.
Die Ergebnisse werden für den Kanal mit einem einzelnen Lepton im Endzustand
und für eine Kombination mit dem Dilepton-Kanal gezeigt. Die Untergrundgenauigkeit
wird im Detail untersucht, wobei große Fehlmodellierungen festgestellt werden. Das
gemessene Verhältnis der tt̄H-Produktion zur Standardmodell-Vorhersage beträgt µtt̄H =
0, 84+0,45−0,39(syst.)±0, 21(stat.). Das Ergebnis stimmt mit der Vorhersage des Standardmodells
überein und entspricht einer beobachteten (erwarteten) Signifikanz von 1,9σ (2,3σ), eine
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The discovery of the Higgs Boson in 2012[1, 2] marks an important milestone in the
confirmation of the Standard Model (SM). The story of the Higgs is, however, far from
over. Though numerous main properties of this fundamental particle were determined
since 2012 and were found to be in agreement with the theory[3], there is still a significant
number of parameters which are yet to be measured. Will they agree with the Standard
Model? Or will they finally give us clues into the physics that lies beyond it? These are
the important questions physicist are facing today.
One of the big unknowns was, until recently, the strongest coupling related to the Higgs
Boson: its coupling to the top quark. Why is measurement of the strongest coupling more
difficult than of some other, weaker modes? The early measurements of the Higgs Boson
were done in channels which have a relatively clear background, for example a decay to
pair of Z bosons measured in a clear four lepton channel.
The challenge of a measurement of the coupling is the high mass of the top quark. The
Higgs boson cannot decay into a pair of top quarks on mass shell and the cross-section
of such process is strongly suppressed. That leaves only two possibilities to measure it.
The first is through a process, which involves a quark loop. For example decay of the
Higgs boson into a pair of photons. However, such measurement provides only an indirect
evidence, since one does not know all the contributors to the loop and the result is strongly
model dependent. Nevertheless, such measurement was performed and found to be in
agreement with the prediction of the Standard Model[4].
That leaves only a single option for a direct measurement: a production mode. This
is done in processes involving at least one top quark, which then radiates a Higgs boson.
Example of such process would be the tt̄H , a tt̄ process with a Higgs radiating from one of
the top quarks. It has the largest cross-section of all the potential processes used to study
the top-Higgs Yukawa coupling and was successfully measured in 2018[5, 6]. Its properties
were found to be in agreement with the standard model.
This thesis reports on a measurement of the tt̄H process where the Higgs boson further
decays into a pair of b quarks. It was measured by the ATLAS experiment at center-of-mass
energy 13 TeV. While the Higgs to bb̄ is the primary decay channel of the Higgs with a
58% branching ratio[7], its contribution to the combined measurement is small. Though
large in yield, the tt̄H(bb̄) suffers from low precision of the background estimation. The
background is dominated by the tt̄bb̄, a tt̄ process with an additional gluon in the final




The tt̄H(bb̄) process is further split into additional channels based on the number of
prompt leptons measured by the detector (either e or µ) coming from decays of the top
quarks in the event. Single-lepton events are the primary focus of this thesis, though the
combination with other channels is also discussed. Current iteration of the analysis is a
continuation of previous analysis[8] with an extended data statistics.
The thesis starts with a general description of the theory behind the standard model
and its simulation in chapters 2 and 3. The Large Hadron Collider (LHC), and ATLAS
experiment are explored in the chapter 4 with more detailed description of particle the
reconstruction and identification found in following chapter 5.
The tt̄H(bb̄) analysis in the single lepton channel is introduced in chapter 6 where
general principles of the measurement are discussed. Background modeling, being the main
challenge of the analysis, is presented as well. The analysis regions are defined, together
with various techniques used in the preparation of input distributions. The chapter closes
with a short introduction of the dominant systematic uncertainties.
The statistical analysis of the single lepton channel is then presented in chapter 7, large
part of the chapter is dedicated to an investigation of impact of the limited statistics of
Monte Carlo samples.
Since a major part of the analysis is done in combination with other channels, the
chapter 8 is dedicated to their introduction and to description of various studies performed
in the combination. Afterwards, interpretation of the results is presented.
Finally, chapter 9 summarizes and concludes the thesis. Possibilities of further extensions
which could improve the tt̄H(bb̄) measurement are also discussed.
2
CHAPTER 2
The Standard model of particle physics
The goal of the measurement presented in this thesis is to study the tt̄H(bb̄) process and
to provide a comparison to the Standard Model prediction. This chapter describes the
fundamental properties of the SM, starting with the elementary particles in section 2.1.
The theoretical framework responsible for the fundamental forces is described next in
section 2.2, where the Higgs mechanism and Yukawa couplings responsible for the masses
of SM particles are introduced.
Sections 2.5 and 2.6 focus on the theoretical description of properties of the top quark
and the Higgs boson in the context of the SM, with some information specific to an LHC
measurements. A short discussion on the production and decay channels used to study
their coupling can be found in section 2.7.
2.1 Overview of the standard model
The SM currently represents the best understanding of the properties and interactions
of elementary particles, in spite of several shortcomings discussed later in the chapter.
It successfully describes three out of the four fundamental forces. The electromagnetic
force was described historically first in the framework of the Quantum Electrodynamics
(QED)[9], a result of several decades long effort to precisely describe interactions of
fermions and photons. Later, QED was unified with the weak force under the electroweak
(EW) theory[10–13]. The strong force was described latest in the framework of the
Quantum Chromodynamics (QCD). Only the gravitational force is not included in the
SM, since currently there is no proper unification of the SM and of the General Theory
of Relativity (GTR). However, in the context of particle physics, the interaction strength
of the gravitational force is significantly smaller than of the other forces and its possible
impact is negligible.
The Standard Model itself is a quantum field theory, combining the EW and QCD in a
single theory with the following non-abelian symmetry:
SU(3)C ⊗ SU(2)L ⊗ U(1)Y , (2.1)
where the C refers to the color charge, L is the left-handed coupling of the weak isospin
doublet and Y denotes the weak hypercharge Y = Q− T3, where Q is the EM charge in
natural units and the T3 is the third component of weak isospin
1. The SU(2)L ⊗ U(1)Y
1The weak isospin operator is defined as T̂i = τi/2 where τi are the Pauli matrices.
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Figure 2.1: Particles of the Standard Model, and their main properties. Fermions are
divided between quarks and leptons, and into three generations. The figure further specifies
the type of the force they interact through (the large black box) and the carrier of the
force (the gauge boson)[17].
symmetry of the group is broken through the Higgs mechanism to produce the particle
masses[14–16].
The Lagrangian density of the Standard Model is:
LSM = LEW + LQCD, (2.2)
where Lagrangian densities of the EW (LEW ) and QCD (LQCD) will be described through-
out the chapter.
Particles of the standard model and their main properties are summarized in figure 2.1.
They can be divided into fermions and bosons. Fermions have a half-integer spin and are
divided into three generations of particles. The first generation contains particles of which
the stable observable matter, like atoms, is made up. Particles in the other generations
except for neutrinos are heavier and less stable.
Fermions can be further divided between leptons and quarks. Leptons interact only
through the electroweak force and are divided into charged particles and their corresponding
neutrinos. The former have a charge of -1 and the particles of the three generations are
called electron e, muon µ and tau τ , respectively. Neutrinos in the SM are massless and
since they do not carry a charge, they do not interact electromagnetically. They are named
based on the corresponding charged lepton, e.g. electron neutrino νe.
The second type of fermions are quarks. Compared to the leptons they carry the color
charge and as such they interact through all three forces of the SM. There are six flavors
of quarks in total, two for each generation. They can be divided into two groups based
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on their charge Q, up (u), charm (c) and top (t) with Q = 2/3 and down (d), strange (s)
and bottom (b) with Q = −1/3. Quarks naturally form bound states called hadrons. Pairs
of quarks and anti-quarks create mesons, while three (anti-)quarks form (anti-)baryons.
Bound states of four and five quarks also exist, called tetraquarks and pentaquarks.
The first category of bosons are force carriers and have a spin of size one. There is the
massless photon γ, the carrier of the electromagnetic force. It interacts only with charged
particles but does not have an electric charge itself. Similarly, the carrier of the strong
force, the gluon g, is massless. Compared to the photon it holds a color charge and can
self-interact. Finally, there are three heavy bosons W± and Z responsible for the weak
interaction. The W± boson carries a charge of ±1 while the Z is neutral.
The final particle of the SM is the Higgs Boson H, a scalar and an excitation of the
Higgs field as a consequence of the broken symmetry. It interacts with massive particles:
all particles with the exception of the photon, gluon and the neutrinos.
2.2 Electroweak theory
The electroweak theory is a result of unification of the QED and theory of weak interactions.
This section offers a short summary of its historical development (for a more detailed
overview see [18]). A large part of the section is dedicated to the electroweak symmetry
breaking and introduction of the Higgs boson.
2.2.1 Quantum Electrodynamics
The Quantum Electrodynamics (QED)[9] is the first quantum field theory successfully
describing electromagnetic interactions between charged fermions Ψ(x) and photons, where
photons are represented by a vector field Aµ(x). The QED is based on an Abelian gauge






where γµ are the Dirac matrices, Dµ is a covariant derivate Dµ = ∂µ + ieAµ and finally
Fµν = ∂µAν − ∂νAµ is the electromagnetic field tensor. Introduction of the vector field is
a direct result of the requirement on invariance under local gauge transformations of the
U(1)Q symmetry. This principle of using local invariance to introduce vector fields into the
model is one of the the fundamental principles behind the SM quantum field theories[18].
2.2.2 Weak interaction
Weak interactions were first observed in beta decays and first described by Fermi as a
point-like interaction of the hadrons and leptons. In contrast to the QED, weak interaction





µ(1− γ5)Ψd][Ψ̄eγµ(1− γ5)Ψν ], (2.4)
where Ψx are the fermion fields of the interacting particles andGF ≈ 1.12×10−5GeV−2 is the
Fermi constant. The parity violation is manifested in the Lagrangian in the (1−γ5)Ψ = ΨL
terms, which only propagate to the left-handed fields ΨL.
The important milestone in the development of the electroweak theory was the idea
to abandon the point-like structure of the interaction and instead have it mediated via
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a heavy charged particle, the weak boson W±. The introduction of the mediator was
motivated by the fact that the point-like interaction violated the unitarity and lead to
divergent cross-sections e.g. in e − ν scattering. Even though the W boson solved this
issue, the model still had problems with other divergences and was eventually replaced by
the united electroweak theory.
2.2.3 Electroweak unification
The electroweak theory successfully unifies the electromagnetic and weak interactions
under a single SU(2)L ⊗U(1)Y gauge theory. The left-handed lepton fields form a SU(2)L





, where the l is either e, µ or τ and the L subscript refers to the
left-handed component ΨL mentioned previously (Ψ can be either l or ν
l). On the other
hand the right-handed fields lR = (1 + γ5)l form SU(2)L singlets.
A requirement on a local invariance of the non-abelian SU(2) symmetry introduces a
Yang-Mills field Aa (a=1,2,3) with a coupling g. Additional field B and coupling g′ is a
consequence of the abelian U(1)Y symmetry connected to the aforementioned hypercharge
Y . The combination of the two fields introduces a new covariant derivative:
DEWµ = ∂µ − (igAaµTa)− ig′YxBµ, (2.5)
where the second term only concerns the SU(2) doublets. The value of Yx depends on the









The first two components of the field A can be associated with the W boson through
the following relation: W±µ =
1√
2
(A1µ ∓ A2µ). Neither of the remaining fields A3 and B
corresponds directly to the electromagnetic field. Instead, it can be matched to a linear
combination of the two fields by requirement on a purely vectorial interaction with the
leptons and no interaction with the neutrinos. The complementary combination introduces
a new neutral current field Z:
Aµ = sin θWA
3
µ + cos θWBµ
Zµ = cos θWA
3
µ − sin θWBµ,
where θW is the Weinberg angle related to the coupling constants of the two fields:
tan θW =
g′
g . The EM coupling constant is then e = g sin θW and the Fermi constant can
be matched with the coupling in the following way: GF√
2
= g2/8m2W . The theory also relates
the masses of the bosons through the Weinberg angle: mW = mZ cos θW .





















µν + interactions between the bosons, (2.7)
where Bµν = ∂µBν − ∂νBµ (similarly to QED) and F aµν = ∂µAaν − ∂νAaµ + gϵabcAbµAcµ.
The non-abelian nature of the SU(2) is manifested in the last term. The ϵabc is three
dimensional Levi-Civita symbol, which describes comutation relations between the isospin
operators [Ta, Tb] = iϵabcTc. The terms W




The eventual discovery of the neutral weak boson Z[19, 20] marked a huge success of
the unified electroweak theory. In addition to describing interactions of bosons with leptons,
it also introduces interactions between the bosons themselves. The γ naturally couples to
the W± due to its charge, but in addition there is another three-point interaction ZWW .
Finally, the theory introduced number of quartic couplings: ZZWW , ZγWW , γγWW
and WWWW .
However, the theory still remains incomplete: there are still divergent amplitudes and
it is not possible to introduce masses of the bosons and the fermions without breaking the
gauge invariance.
2.2.4 Electroweak spontaneous symmetry breaking
The masses of the weak bosons are introduced through the Brout-Englert-Higgs mechanism.
It is based on introduction of new degrees of freedom and subsequent spontaneous breaking
of the SU(2)L ⊗ U(1)Y symmetry. The extra degrees of freedom are introduced as a







†(iDµEWΦ) + µ2Φ†Φ− λ(Φ†Φ)2 (2.8)
where the covariant derivative DEWµ is the same as in equation 2.5 with the hypercharge
corresponding to the Higgs field is YΦ = 1/2. The shape of the Higgs potential results
in a degenerate minimum at Φ†0Φ0 = −µ2/2λ = v
2
2 , if µ
2 > 0. The symmetry is broken






and shifting the Φ potential appropriately.
After removing extra degrees of freedom by an appropriate choice of the gauge (U-gauge









where H(x) is the remaining degree of freedom, the Higgs scalar field. With the new field




































where the gauge fields Aa, B are once again interpreted as the W±, and Z as described
previously in section 2.2.3. The EM field A completely disappears, meaning that the








This in turn means that the value of v can be related to the Fermi constant v =
(GF
√
2)−1/2 ≈ 246 GeV. The value of the λ is, however, a priori unknown and the
model does not predict the mass of the new particle.
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2.2.5 Yukawa couplings and quarks in the EW theory
Lepton masses can be naturally included in the electroweak theory by introducing an SU(2)



















where beside the mass terms, interaction of leptons with the Higgs boson arises as well,
with Yukawa coupling yl =
√
2ml/v proportional to the lepton mass.














where q = u, d, c, s, t, b. The important difference with respect to the leptons is that for
the down-type quarks the mass eigenstates q do not correspond to the weak eigenstates q0






















The matrix can have a complex phase, resulting in CP violation. The weak eigenstates



































. The corresponding hypercharges are Y
(q)
L = −1/2, Y
(q,up)




This distinction between mass and weak eigenstates mainly modifies decays of the weak
boson. If they were the same, there would be only three possible couplings with quarks:
W+ → ud̄/cs̄/tb̄. The mixing of the flavors leads to the possibility of all combinations of
the up and down quark states. The amplitude of the coupling depends on the corresponding
element of the CKM matrix Vij . The largest mixing is between the d and the s quark
(ratio of approx. 20:1), while for example the top decays almost exclusively to the bottom
quark.
2.2.6 Complete electroweak Lagrangian














Quantum Chromodynamics, the theory of the strong interaction, introduces a new SU(3)C
color symmetry into the SM, represented by three color states a: red r, blue b and green
g. To maintain the local symmetry, a new massless vector field is introduced in form of
gluons. There are eight gluon fields Gi, related to the eight generators ti of the SU(3)
group. The commutation relation of the generators [ti, tj ] = ifijkt
k is defined through a
structure constant fijk[21].
The covariant derivative of the QCD is defined as
DQCDµ,ab = ∂µ − igsGiµtiab, (2.15)
where gs is the strong coupling constant and the a, b indices refer to the color charge. The









The non-abelian nature of the group symmetry gives a rise to three- and four-point
self-interactions of the gluon field, since Giµν = ∂µG
i
ν − ∂νGiµ + gf ijkGjµGkµ.
Running coupling in the QCD
Modern computations of the SM rely on a perturbative expansion to produce predictions.
This a priori produces infinities for finite order of the perturbation, which are removed
through renormalization procedure. This introduces a dependence of the coupling αs =
g2s/4π on the renormalization scale µR, a running coupling[21]. Looking at the value of
αs(µ
2
R) at energies close to the transferred energy Q (so µR = Q) provides an effective





, Λ ≈ 200 MeV, (2.17)
where the b0 = (11nC − 2nf ) = 21 constant relies purely on the number of colors nC = 3
and the number of quark flavors nf = 6
2. The Λ parameter refers to a scale where the
perturbative theory in the QCD breaks down.
The behavior of the αs(Q
2), displayed in figure 2.2, shows two main features of the
strong coupling, the asymptotic freedom and confinement.
For large values of the interaction energy (Q2 → ∞), the strong coupling gets weaker
and colored particles start to behave as if they were free. This is the principle of asymptotic
freedom and it allows for better application of the perturbative theory at greater transfered
energies Q2, since the higher order terms have a smaller impact.
On the other side of the energy scale (Q2 → 0) the strong coupling increases significantly.
This leads to a confinement at low energies and quarks start to form bound states: hadrons.
During the formation of the hadron (hadronization), additional particles are produced.
Because of this, high energetic quarks and gluons, produced for example in colliders, are
manifested in the detector as collimated showers of hadrons, called jets. Because the values
of the αs in the low energy region are comparable to or larger than one, the perturbative
expansion is no longer feasible.
Similarly to the QCD, one can also introduce running coupling of the EM coupling
αem = e/4π. Because of the differences of the underlying theories, αem decreases with
2For energies higher than mass of the top quark.
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Figure 2.2: Dependence of coupling constant of the strong interaction αs on Q
2. Taken
from [22].
increasing distance and increases with energy. The strong and electromagnetic coupling
will eventually become comparable at energies of order 1015 − 1017 GeV.
2.4 Limitations of the Standard Model
The Standard Model theory has been continuously tested in the past decades in numerous
collider experiments, showing no deviation from predictions. Despite the tremendous
success of the SM, measurements from cosmology and neutrino physics expose the theory
to be incomplete, for example[21]:
• Observation of neutrino oscillations revealed that neutrinos are not massless. Though
their mass can be introduced into the SM through the Higgs field, alternative
mechanisms exist and the correct method and properties have to be yet established.
• There is a large asymmetry of the baryonic matter and anti-matter in the universe.
However, the current level of CP violation present in the standard model is not large
enough to explain the observed imbalance.
• The SM does not account for gravity, nor there is a successful theory merging it with
the general relativity.
• Observations in cosmology reveal that large portion of the matter in the universe is
represented by so called dark matter, which cannot be described in the SM.
2.5 Top quark
The heaviest particle of the Standard Model is the top quark. Its existence was theorized
since the discovery of the τ lepton[23] and subsequent observation of b quark[24] to complete
the third generation of quarks3. Observation of top quarks took some time because of










Figure 2.3: Tree-level Feynman diagrams of the three dominant tt̄ production channels at
the LHC, (a) and (b) with gluons in the initial state and (c) with quarks. Drawn using a
JaxoDraw software package[28].
its high mass. Only after the masses of Z and W bosons were measured was the search
narrowed to 170-180 GeV and the top was finally observed in 1995 at the Tevatron[26, 27].
Its high mass, at approximately 173.3 GeV[21], lends the top unique properties among
the quarks. Since it is significantly heavier, it can decay into a real W boson, resulting
in a short lifetime. Hence, it is the only quark which does not form bound states and
decays immediately into bW final state (relevant CKM term |Vtb| ≈ 1). Furthermore, the
Yukawa coupling of the top quark to the Higgs boson is almost one yt =
√
2mt/v ≈ 1, far
greater than for any other quark. It makes it the primary contributor in e.g. quark loops
connected to the Higgs.
At the LHC, the primary production channel of the top quark is top-pair production,
also called tt̄, with the three main production diagrams displayed in figure 2.3, where the
diagram initiated by gluons generally dominates the production.
The top quarks decay almost always into bW , so the top-pair final state is divided
mainly based on the products of the W decay. Either both W s decay into leptons (≈10%),
or one of them decays hadronicaly (≈45%), or both of them are hadronic (≈45%)[21].
2.6 Higgs boson
The most elusive particle of the Standard Model was, until, recently the Higgs boson,
discovered only in 2012[1, 2] with a mass at around 125 GeV. The measurements performed
so far determined that it is a neutral C-even particle with spin 0, consistent with the SM
Higgs boson. All decay and production channels measured so far also show no deviation
from the theory[3].
The major decay channels of the Higgs boson are displayed in figure 2.4(a), where the
decay into a pair of b quarks is the dominant final state (BR ≈ 58%). Though both the W
and Z bosons have much larger masses, their production is suppressed since one of them
has to be produced off-shell. Suppression is even larger for the top-pair final state, where
neither of the quarks can be produced on-shell and the BR is negligible.
Various other particles contribute to the possible final states, where their cross-section
reduces with a lower mass: τ, c, µ. Gluon and photons also appear among the dominant
decay products, though they do not couple to Higgs directly. The decay is driven by a
quark loop for gluons and a fermion-W loop for photons.
At the LHC, the Higgs boson is produced in several production channels. Their
cross-section as a function of the center-of-mass energy
√
s is displayed in figure 2.4(b).
The dominant channel is gluon fusion induced through a quark loop, as displayed in the
tree-level Feynman diagram in figure 2.5a). The top quark is the primary contributor in
the loop.
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Figure 2.4: (a) Branching ratios of the dominant Higgs decays as a function of the Higgs
mass mH . (b) Main production channels of the Higgs boson as a function of the collision
energy
√












Figure 2.5: Tree-level Feynman diagrams of the three dominant Higgs boson production
channels at the LHC: (a) gluon fusion, (b) vector boson fusion and (c) WH/ZH associated
production (Higgs-strahlung)[28].
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The second leading process is the vector-boson fusion (VBF), where the Higgs is
emitted from an intermediate W or Z boson of two quarks scattering in u or t channel (see
figure 2.5b). A characteristic feature of this process is two forward jets4 associated with
the Higgs boson and particle activity in the central rapidity is suppressed. That allows to
distinguish the VBF signal from the background, providing a method to measure Higgs
coupling to the weak bosons. Higgs boson can be also produced in associated production
with W and Z as shown if figure 2.5c).
Finally, the Higgs can also be studied in tt̄ events where one of the top quarks emits
the boson, a tt̄H process. As the subject of this thesis, it is discussed in more detail in the
next section and generally throughout the document. Its cross-section is comparable to
bb̄H, but due to its clearer signature it is much easier to study.
2.7 Coupling of a top quark to Higgs boson
As the heaviest quark, the top has the largest Yukawa coupling to the Higgs boson. This
makes it the dominant contributor in quark/fermion loops and its good understanding is
critical to properly interpret some of the properties of the Higgs.
A priori, one can study any Higgs coupling in three major ways: Higgs decay, Higgs
emission and from top quark’s contribution to loops involving the Higgs. As was already
discussed, the top quark is too heavy to be a product of Higgs decay. One can study it
from the loops, where especially the gluon fusion production is convenient for this purpose
due to its high cross-section. However, any such measurement has to make assumptions
about the underlying theory. Particles not predicted by the SM can also contribute to the
Higgs modes involving a loop or they can even modify the coupling of other particles to
the Higgs.
This means that only Higgs emission from a top quark can offer a direct measurement
of the top Yukawa coupling. The highest cross-section of such process comes from tt̄H.
Due to numerous decay channels of both the top quarks and the Higgs boson, the tt̄H
process cannot be easily analyzed in a single analysis. In the ATLAS experiment the
process is divided into several measurements, which are later combined.
There are four major channels in which tt̄H is measured. Currently, the most sensitive
channel is tt̄H(γγ) [29], where the two photons in the final state allow measure of the
invariant mass of the Higgs with a good resolution, which makes it easier to measure. The
analysis is, however, limited by low statistics. The tt̄H(ZZ) four lepton channel has similar
properties but lower cross-section and is currently statistically limited[30]. If the Higgs
produces at least one lepton (but excluding the four lepton channel), it is included in the
tt̄H multi-lepton analysis[31, 32]. The biggest disadvantage of the multi-lepton channels
is that not all decay products are detected, making it difficult to reconstruct the event
kinematics.
Finally, if the Higgs boson decays into a pair of b-quarks, it is studied in the tt̄H(bb̄)
analysis. It has the highest branching ratio and therefore highest statistics, but has
other experimental shortcomings. The main challenge of the measurement comes from
its dominant background: a tt̄ process with additional two b-quarks in the final state.
Modeling of events with additional heavy flavor quarks in the final state generally has large
modeling uncertainties, which decreases the sensitivity of the measurement.
All four channels were combined into a single measurement[6], leading to an observation
of the tt̄H process with 6.3σ significance. Similar analysis was performed by the CMS
collaboration[5].




In order to compare the data to predictions of the Standard Model (or of some other
theory), samples are simulated using the Monte Carlo (MC) method to represent the
stochastic effects and the probabilistic nature of the underlying theory[21]. For this reason
the simulated samples are often called Monte Carlo samples and the tools used to produce
them are MC generators.
Their production is a complicated process, divided into two major steps. First, the
underlying collision needs to be described, starting with the two protons in the initial state
and their interaction and ending with stable particles in the final state. In the second stage,
the propagation of particles from through the detector and simulation of detector response
needs to be performed. The latter, being a detector specific process, is presented in the
next chapter in the context of the ATLAS detector. Each collision and its subsequent
products constitute a single event and the production of the MC samples can be called an
event simulation or generation.
The simulation starts at small distances, where the colliding protons can be viewed as
collections of partons (quarks and gluons). This is described in section 3.1. An interaction
of these partons can lead to a hard-scattering, represented by a matrix element of the
process presented in section 3.2. Higher orders of the QCD not present in the matrix
element are approximated using parton shower models, introducing additional particles in
the final state. For larger distances, colored particles are always bound: the bare partons
have to undergo hadronization into color-less states. The parton shower and hadronization
are described in section 3.3 and 3.4, respectively.
Finally, additional interactions between other partons of the two protons (underlying
event) are possible and need to be simulated. This is discussed in section 3.5
3.1 Proton collisions and parton distribution functions
Protons are built out of two up and one down quarks, called valence quarks and accompanied
by a sea of virtual quarks and gluons. Their contribution increases with increasing energy
of the interaction. Proton collisions at high energies are then expressed as interactions of
the constituent valence and sea partons.
To describe their interaction, only the parton type (quark or gluon) and its momentum
is important. Since the transverse component of the momentum with respect to the
incoming proton p is usually negligible, each parton is primarily described by the fraction of
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the momentum of the proton it carries x = ppartonz /p
proton
z , assuming the incoming proton
travels in the z direction. The probability to find a parton with a fraction x is represented
by a parton distribution function (PDF) f(x,Q2), where Q2 is the energy scale of the
interaction.
Currently, PDFs cannot be derived theoretically, since they involve low energy transfers
which cannot be computed perturbatively due to high values of αs (as described in
section 2.3). Instead, they are measured in collisions of protons with various other particles
in deep inelastic scattering.
Nevertheless, QCD allows to extrapolation of the PDFs from one energy scale to another
through DGLAP1 evolution equations[33–35] for quarks qi(x,Q
2) = fi(x,Q
2) (where i
refers to a quark flavor) and gluons g(x,Q2) = fg(x,Q



























where Pab are Altarelli-Parisi splitting functions[35], which represent a probability of a
parton b splitting to a parton a in the QCD computed at the leading order.
When describing a final state X in proton-proton collisions, its cross-section σX can
be parameterized through a combination of the PDFs and cross-section σi,j→X of a hard










where p1, p2 are the momenta of the colliding protons and the formula sums over all possible
production modes of the final state. The energy scale Q in the equation is usually referred
to as the factorization scale µF .
An example of a PDF can be found in figure 3.1, derived in a combined measurement[36].
There are several notable features. The valence quarks dominate large values of the x,
with contribution of the u twice as large as of the d. The sea partons diverge towards low
values of x, with the gluon contribution an order of magnitude higher than that of quarks.
3.2 Hard interaction and matrix element
Usually, the goal of measurements at the ATLAS experiment[37] is to study properties
of a specific process or group of processes, defined by their final state X. Due to the
composite structure of the proton multiple production modes are possible. For example,
as described in section 2.7, the tt̄H process can be produced from both pairs of gluons
or quarks (gg → tt̄H and qq̄ → tt̄H). Thanks to the factorization introduced previously,
the description of the hard scattering can exclude the protons and be modeled only as an
interaction of the component partons. The cross-section is then computed from the matrix
element of the process.
Particles sensitive to the strong interaction tend to emit additional particles, either
through gluon emissions, or gluons splitting into qq̄ pairs. Hence, instead of producing
exclusively a specific final state X, it is necessary to generalize it to X + n, where the n
refers to extra partons in the final state. The inclusive matrix element is then simply a
sum over the matrix elements of the possible final states.
1The acronym DGLAP refers to the names of its authors: Dokshitzer-Gribov-Lipatov-Altarelli-Parisi.
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Figure 3.1: Examples of proton PDFs for several types of partons, shown for two factor-
ization scales (a) µ2 = 10 GeV2 and (b) 104 GeV2[21]. Each curve represents xf(x, µ2),












Figure 3.2: Feynman diagrams of the tt̄ process in (a) the LO of QCD , (b) the next-to-
leading order contribution with an additional emission (red) and (c) the virtual correction
in the next-to-leading order involving a loop (green)[28].
Usually, the leading order (LO) describes the process of interest, as e.g. in figure 3.2(a).
An additional radiation can be generally described by higher orders of the QCD (as in
figure 3.2(b)). The radiation diagram is usually divergent and has to be accompanied
by processes involving loops to cancel them out, as e.g. the one in figure 3.2(c). Matrix
elements corresponding to higher orders of αs(µ
2
R), introduced in section 2.3, which for
large energies has values smaller than one. This leads to their suppression and also results
in a dependence on the renormalization scale µ2R.
3.3 Parton shower
Additional radiation can be described by the perturbative QCD framework up to the QCD
scale Λ, where the value of αs becomes larger than one. However, due to an increasing
number of contributing processes, current generators usually provide only a matrix element
at the leading order or the NLO. Parton showers offer a way to generate the additional soft
(small momentum) and collinear (small angle) emissions, which dominate the production
of additional particles. They are divided into the Initial State Radiation (ISR), connected
to the initial parton from the proton before the matrix element, and Final State Radiation
(FSR), which describes emission of the intermediate and final state particles, as illustrated
in figure 3.3.
An example of Final State Radiation would be a gluon g emitted from a final state














where z is the fraction of energy carried by the quark after the emission (z = Eq/(Eq +Eg),
where the Eq and Eg are energies of the quark and gluon after the splitting). ϕ describes
the angle of the emission plane (plane defined by the two particles). Finally, Pq,qg is the
Altarelli-Parisi splitting function introduced already in section 3.1.
The energy scale of the splitting, usually called hardness t, can be defined simply as
the virtuality of the splitting parton t = p2 ≈ z(1− z)E2θ2 or based on the angle between
the splitted partons θ t = E2θ2, where E is the energy of the parton.
Additional emissions can be iteratively added in the same way as in equation 3.3,
sequentially decreasing the hardness down to a cut-off value Λ, where the perturbative
approximation breaks down. Since this results in a shower ordered by the hardness, one
can have for example a virtuality ordered shower, which is used in the Pythia8 [38], or
angular ordered shower[39], which is implemented in the Herwig generator[40].
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Figure 3.3: An example of a possible final state of the tt̄ process, the blue color representing
the underlying matrix element. The initial state radiation, displayed in pink, is connected




As mentioned in section 3.2, the amplitudes describing additional emissions are divergent
and virtual loop corrections need to be included in the matrix element to compensate.
These are, however, not part of the parton shower algorithms. Instead, the cut-off value Λ
removes the collinear divergence θ → 0 and soft emissions z → 0, 1. Similar precautions are
applied to avoid soft emissions for the angular ordering E2θ2, where one needs to introduce
cut off values z1, z2 for emissions carrying a small fraction of the momentum, defining a
selection z1 < z < z2.
Parton showers based on equation 3.3 modify the cross-section through the splitting
functions and through the arbitrary value of the various parameters of the model (e.g.
Λ, z1, z2). This dependence is removed by scaling the cross-section such that inclusively
(when all possible final states are summed up) it maintains its original value σq. This is

















which also describes a probability that particle i will undergo no emission between the two
scales t, t′.
The parton shower is generated in the following way: for each particle i at a scale t, a
uniform random number r between 0 and 1 is generated. One then finds a new scale t′ by
solving an equation r = ∆i(t, t
′). If t′ > Λ, a new emission is introduced at the scale t′,
otherwise the particle is considered to be a final state parton. This procedure is repeated
until all partons are final state, producing new particles with a lower virtuality down to Λ.
A similar method is used for the Initial State Radiation[41], with a caveat that the
initial partons have to be connected to the proton PDF. The cross-section is then modified
in the following way:









where the PDF changes based on the fraction of momentum z carried by the ISR. This






















which, compared to equation 3.4, includes the parton distribution function further modifying
the emision probability.
Another alternative approach to the parton shower generation is so-called dipole
shower[42], used by default in Sherpa [43]. It focuses on the soft emissions and considers
quark pairs as dipoles instead of focusing on a single particle. It shares similarities to the
hadronization models discussed in the next section, just in higher energy scales.
The methods for generation of parton showers introduced so far assumed zero mass
of the quarks, which is reasonable for the u, d and s quarks, since mq ≪ Λ and therefore
their impact is negligible. That does not hold for the c, b and t quark, which due to their
mass have lower probability of a collinear radiation[21]. This can be approximated through
modification of the cut-off parameter Λ for heavy quarks[44], or more precisely through
advanced methods described e.g. in references [44, 45].
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NLO matching
Parton shower generators present only an approximation of the collinear and soft emissions
and their description of hard emissions is inaccurate. Though numerous techniques to
increase their precision exist, it is often advantageous to generate the hardest emission as
a part of the matrix element.
The diagram with an NLO emission of a particle is, however, the same as an LO matrix
element with additional emissions from the parton shower. There is an overlap between
emission from the matrix element and the parton shower, which has to be removed to
avoid double counting. Several methods exists, the most popular being Powheg [46] and
MC@NLO [47].
3.4 Hadronization
The event generation presented so far described the event evolution up to the energy
scale Λ, where the perturbative QCD breaks down. However, the event still contains bare
quarks and gluons, which need to be confined in hadrons. In the current paradigm, the
hadronization is described by phenomenological models, which rely on some of the basic
properties of the QCD.
String model
One of the most popular models, used for example in the Pythia8 generator, is the Lund
string model[48, 49]. It is based on the fact that the potential energy between two quarks
increases linearly with distance2: V (r) = κr, where κ ≈ 0.2 GeV2.
Hence, the model pairs quarks of opposite color (based on the evolution of the parton
shower) and connects them by one-dimensional strings representing the potential. As the
event evolves, distances between the quarks grow, increasing the potential energy. Once
the energy in the string is large enough, it breaks, creating a quark/anti-quark pair. This
process is shown in figure 3.4.
Figure 3.4: Evolution of a quark pair and subsequent breaking of the connecting string,
leading to creation of a new quark pair[21].
Gluons are presented as ”kinks” in the string connecting two quarks, introducing a
transverse component to the originally one-dimensional object.
The strings break repeatedly until the energy of the quark pair is low enough to create
a pair of mesons. To introduce baryons, the string can also break into a pair of diquarks,
though the probability with respect to a pair of quarks is lower.
2This holds for distances larger than 1 fm, at shorter scales there is a Coulomb element ∝ 1/r as well.
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Cluster model
Another popular hadronization scheme is the cluster model[50], used for example in Herwig
and Sherpa generators. It relies on the preconfinement [51], where the color structure of
an event leads to creation of color singlet states from pairs of quarks.
First, gluons are forced to split into quark/anti-quark pairs (in contrast to the string
model where they are part of the string). Pairs of quarks are then combined into color-less
clusters. Clusters with a large energy (E > 3 GeV) are repeatedly broken into multiple
clusters until all clusters have energy lower than 3 GeV.
Low mass clusters then form a single on-shell meson, where any excess momentum
is distributed between nearby clusters to satisfy the conservation of momentum. The
remaining clusters are treated as excited mesons, which subsequently isotropically decay
into pairs of mesons or baryons.
Subsequent decays
The final state after the hadronization contains hadrons from the hadronization and leptons
from the hard interaction. Some are unstable and their decay has to be evaluated. What
constitutes ”unstable” often depends on the measuring device, where the distinction mainly
depends on whether the particle is able to reach the detector. For the ATLAS detector,
described in the next chapter, hadrons are considered stable if cτ > 10 mm and among
leptons only the tau is considered unstable.
3.5 Underlying event and additional interactions
Beside the primary hard interaction which involves a large transfer of momentum and
is modeled by the matrix element, additional interactions between other partons in the
collision can take place. These extra processes, called an underlying event (UE), are softer
but still produce new particles in the final state.
The UE is usually described as multiple parton interactions (MPI)[52]. They are
dominated by QCD t-channel 2 → 2 exchanges of partons, with a differential cross-section





, where pT is the transverse momentum of a final state parton
(both partons have the same transverse momentum due to its conservation in head-on
collisions). There is a divergence for soft pT → 0 production, which is constrained by
an introduction of a cut-off parameter pminT . It is motivated by the fact that for low pT
values the wavelength of the produced partons becomes larger than the distance of strong
interaction, effectively leading to a screening[21]. It is usually set to a value close to the
size of the QCD perturbative cut-off Λ ≈ 0.2 GeV.
The average number of 2 → 2 interactions ⟨n⟩ in a proton-proton collision is then
described by the following equation[21]:
σ2→2 = ⟨n⟩ · σtot, (3.7)
where σtot is the total cross-section of proton-proton interactions.
The actual number of generated MPIs in an event is then based on the Poisson
distribution with a mean value set to ⟨n⟩. An additional suppression of the MPI is based on
the available momentum in the parent proton: the sum of the fractions of the momentum
carried by the partons cannot exceed 1.
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3.6 Overview of Monte Carlo generators
Several MC event generators are used in the analysis presented in this thesis. Some gener-
ators mainly provide the NLO matrix element and perform the necessary matching of the
parton shower. The primary generator of this type used in the analysis is PowhegBox [46,
53], which uses Powheg for the matching. As an alternative, MadGraph5 aMC@NLO
[47] generator is utilized. It uses MC@NLO to match the shower.
To produce the parton shower and perform the subsequent hadronization, two mul-
tipurpose3 generators are used. The default generator used in the ATLAS experiment
is Pythia8 [38]. It uses a virtuality ordered shower and the Lund string model for the
hadronization. The multipurpose generator Herwig [40] is used as an alternative model.
It has an angle-ordered shower and depends on the cluster model for the hadronization.
The last generator used in the analysis is Sherpa [43], which provides an NLO matrix
element and also produces the parton shower and performs the hadronization. It contains an
NLO matrix element while providing the subsequent parton shower in the dipole formalism.
By default, it uses the cluster model for hadronization.
All generators contain several parameters which affect the generated events. These
parameters are often derived, or tuned, from data. Specific set of parameters is then called
a tune.
3Multipurpose generators are able to simulate the whole event, including the matrix element, parton




The analysis presented in this thesis was performed using the ATLAS detector[37], one of
the main experiments at the Large Hadron Collider (LHC)[54], an accelerator colliding
protons and heavy ions at record energies and luminosity. The experiment is used to study
long predicted physics phenomena and to search for completely unknown processes.
This chapter starts with a description of the LHC in section 4.1, followed by section 4.2
with a presentation of the ATLAS experiment, including aspects like the trigger and
data-taking. Section 4.3 then closes with the simulation of the detector.
4.1 The Large Hadron Collider
The LHC[54] is located at CERN[55], a laboratory for particle physics situated near Geneva
on the border between France and Switzerland. It is a part of the CERN accelerator
complex[56], a series of accelerators producing particles of various energies to numerous
experiments. Though both protons and heavy ions are collided at the LHC, most of the
following discussion focuses on the former as this thesis reports on a measurement in
proton-proton collisions.
The whole accelerator complex, displayed in figure 4.1, starts with a simple hydrogen
bottle. By stripping electrons of the atoms, protons are produced and sped up to kinetic
energy of 50 MeV through the first accelerator Linac 2. The Proton Synchrotron Booster
(PSB) and the Proton Synchrotron (PS) accelerate the particles further up to 1.4 GeV and
25 GeV respectively. Right before the LHC is the Super Proton Synchrotron (SPS), where
the protons reach energies of 450 GeV.
Finally, the LHC itself can accelerate protons up to the design energy of 7 TeV, though
at the time of the writing of this thesis only 6.5 GeV energy has been achieved. The collider
itself is situated in a circular tunnel with circumference of 27 km, buried deep underground
in order to minimize the background from the cosmic radiation.
Protons at the LHC are accelerated by radiofrequency cavities through a pair of
vacuum tubes, particles in each going in the opposite direction. They are not accelerated
individually, but in bunches of around 1011 protons. During collisions there are over 2000
bunches in the LHC, separated by 25 ns and bended by a strong 8T magnetic field, created
by a series of superconducting magnets cooled down to almost 0K.
Bunches at the LHC intersect in four interaction points, where the four large experiments
are situated. Beside ATLAS, it is ALICE [58], which primarily studies heavy ion collision,
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Figure 4.1: Graphic showing the series of accelerators and colliders which are part of the
CERN accelerator complex and the path the protons or ions take through it (displayed
through the grey arrowheads). Adapted from [57].
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LHCb[59], focusing mainly on B-hadron physics, and finally CMS[60]. Both the ATLAS
and the CMS experiments are general purpose detectors, built to study the variety of
interactions produced in the collisions of the LHC.
4.1.1 Luminosity
Bunches of protons at the LHC collide with a frequency of 40MHz at the four interaction
points. The rate of interactions and of various proton-proton processes is, however, not
trivially related to the collision rate.
For any given process X, its rate RX in collisions at the LHC is simply a product of
two variables, the cross-section of the process σX (already introduced in chapter 3) and
the instantaneous luminosity L:
RX = LσX . (4.1)
The cross-section represents the underlying physics and depends only on the center-
of-mass energy of the collisions, while the luminosity encompasses all the factors coming
from the properties of the collider. By integrating over the data-taking time, one gets




Ldt is simply called
integrated luminosity.





where fr is the LHC revolution frequency (40MHz) and n1, n2 refer to the number of
particles in the two colliding bunches (around 1011). The two parameters Σx,Σy represent
the convoluted beam sizes in the vertical and horizontal direction. They are not easily
related to a single property, but are convolutions of various factors like the shape of the
bunches and their collision angle. In practice, the properties necessary to measure luminosity
are determined using a van der Meer scan technique[62], performed in specialized LHC data-
taking runs. More details about luminosity measurement can be found in references [61,
63].
The design luminosity of the LHC in proton-proton collisions for the purpose of the
ATLAS and CMS experiments was L = 1 · 1034cm−2s−1[54], but due to the excellent
performance and various improvements to the machine this value was surpassed, reaching
peak luminosity of 1.9×1034cm−2s−1 during 2018[61].
Luminosity provided by the LHC is not constant. As the bunches collide repeatedly,
the number of protons in each bunch decreases and with that also the luminosity (see
formula 4.2). Furthermore, the beam parameters can change during the year.
Pile-up
Larger luminosity means larger statistics to analyze, but it also comes with difficulties.
Since the LHC is not colliding individual protons but bunches, more than one collision
per bunch crossing can take place. The actual number of interactions is a random Poisson
variable with a mean value µ. It can be determined through formula[63]:
µ = Lσinel/fr (4.3)
where σinel ≈ 80mb is the combined inelastic cross-section[61].
From equation 4.3 it simply follows that with a larger luminosity directly comes a
larger number of protons interacting per bunch crossing. This leads to larger noise and
background in the detector, and to a more difficult reconstruction of particles.
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Figure 4.2: (a) Evolution of the integrated luminosity over the Run-2 data taking period,
shown for the luminosity provided by the LHC, the luminosity actually recorded by the
experiment and finally the integrated luminosity usable for most physics measurements.
(b) Distribution of the average number of interactions in different years of the Run-2[64].
Generally, there is one hard-scatter event per bunch crossing, producing an event
interesting for a physics analysis. The other interacting protons usually result in a soft
(low-energy) scattering. Only hard-scatter events are considered as a signal and the
additional interaction in the same bunch crossing is considered as background1, which
plays a significant role in the reconstruction of objects. Henceforth, they will be called
pile-up interactions.
4.1.2 LHC and ATLAS data-taking
The data taken by the ATLAS experiment so far can be classified into two main periods.
First, there is the Run-1, a data-taking period from between years 2009-2012, where
the center of mass energy was up to 8 TeV. After that, there was the Long Shutdown 1
(2012-2015), a period during which no collisions took place and several upgrades where
added to both the accelerator and the detectors.
The analysis presented in this thesis relies on the Run-2 data, a sample provided by
the LHC at
√
s = 13 TeV in years 2015-2018, with an integrated luminosity at around
156fb−1. Due to various factors, for example the availability and the performance of the
detector, the actual luminosity usable for most physics analyses is lower: 139fb−1with an
uncertainty of 1.7%[61]. The evolution of the integrated luminosity over the years can be
seen in Figure 4.2(a). Currently, the LHC has another down period (Long Shutdown 2),
which will continue at least until 2021.
The mean number of interactions during the Run-2 can be found in figure 4.2(b),
showing an increase over the first few years as the collider was ramping up. The average
number of interactions over the whole 4 years is found to be 33.7[64].
1It is important to note, that there are analyses which specifically study soft-interactions.
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Figure 4.3: Cut-away of the ATLAS experiment showing the major parts of the detector[37].
4.2 The ATLAS detector
The ATLAS detector is one of the two general purpose detectors at the LHC. Its goal is to
measure and search for diverse SM and BSM physics processes in the high energy and high
luminosity proton-proton and heavy ion collisions.
The detector itself is positioned in the Insertion Point 1 of the LHC. Symmetric around
the interaction point, the ATLAS is 25m high and 44m long cylindrical detector weighing
approximately 7000 tonnes. It is a collection of sub-detectors, magnets and supporting
infrastructure designed to reconstruct products of the collisions while withstanding the
harsh radiation environment of the LHC.
The whole detector is displayed in figure 4.3, showing the main parts and features of the
detector. The innermost part of the ATLAS is the Inner Detector (ID), a combination of
three tracking detectors used to reconstruct tracks of charged particles and their interaction
vertices. The entire ID is submerged in an approximately 2T solenoid magnetic field which
bends the tracks and thus allows measurement of their transverse momentum and charge.
Around the ID is the calorimeter system. Closest to the ID is the electromagnetic (EM)
calorimeter, which primarily measures photons and electrons, while hadrons are mainly
measured in the hadronic calorimeters, which stop all the remaining particles except for
muons and neutrinos. Those, due to their low interaction rate, pass through the whole
detector. The outermost tracking detector, the Muon Spectometer (MS), is surrounded by
a toroidal magnetic field and allows an extension of the measurement of muon tracks.
The various components of the detector are generally divided into two main categories
based on their geometry. First, there is the barrel part, which has cylindrical structure
centered around the beam-pipe close to the interaction point. In larger distances from the
interaction point are the end-caps, which have a planar circular geometry perpendicular to
the beam-pipe.
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4.2.1 ATLAS coordinates and variables
The center point of the detector, where the collisions take place, is also the center of
all major coordinate systems. The z direction of the Cartesian coordinate system then
corresponds to the direction of the beam-pipe and the x-y plane is transverse to it, with
the x axis pointing towards the center of the LHC and the y axis pointing upwards.
Variables computed in the transverse plane play a large role in the ATLAS measurements.





y of all particles produced in the proton-proton interaction has
to sum up to zero. Second, the solenoidal magnetic field of the inner detector allows to
measure the pT of charged particles directly from the curvature of the track.
Aside from the pT, two other properties defined in the transverse plane are used: the
transverse energy Et =
√






The latter uses the requirement on the zero-sum of p⃗T = p⃗x + p⃗y and is based on the sum
of the pT of all measured particles in a given interaction vertex. The missing momentum
then corresponds to particles not detected by the detector, mainly neutrinos.
In the polar coordinate system, the azimuthal angle ϕ is computed in the transverse
plane, while the polar angle θ is computed with respect to the beam axis. However, in
context of HEP using θ is not always practical due to large dependence of the number of
produced particles on the angle, where most of them are produced closer to the beam-line.
The pseudorapidity η, defined as η = − log tan(θ/2), is often used instead. Based on
the detector geometry discussed later, one refers to small |η| values as the central region
and large values of |η| as forward. The actual border value strongly depends on the context,
but for purpose of this thesis it will be mainly based on the coverage of the Inner Detector
where the central region refers to values of |η| < 2.5.
The pseudorapidity is a low mass approximation of the rapidity y = 1/2 log[(E +





∆y2 +∆ϕ2) is used when talking about distances between various objects.
Due to the shape of the detector a cylindrical coordinate system is used as well. It
is defined using the ϕ, z mentioned previously and r, which simply denotes the distance
from the center in the transverse plane. Another important set of variables is defined in
the context of the particle tracks. Due to a finite resolution of the detector, the particle
originating in the collision vertex are reconstructed with some finite distance from it. This
distance is parameterized through impact parameters (IPs). To define them, a point of the
closest approach of the track to the vertex in the transverse plane is found. The distance
between this point and a vertex in the (r−ϕ) plane is called a transverse impact parameter
d0 and the longitudinal distance is denoted simply z0. Their graphical representation can
be found in figure 4.4.
4.2.2 The Inner Detector
The main purpose of the ID is to reconstruct tracks of charged particles produced in the
collisions of the LHC. Up to thousands are produced in every collision[37], and since the
ID sits closest to the interaction point, it has to have a good granularity and a great
resistance to radiation damage. It is around 6 meters long and 2 meters high and covers
a pseudorapidity range up to 2.5. It consists of three sub-systems. The innermost parts
are the pixel and the Semiconductor Tracker (SCT), silicon based detectors with a high
granularity and radiation resistance. In larger radii, where the conditions are less harsh, is
the Transition Radiation Tracker (TRT). All three systems are divided into the barrel and
end-cap parts. The overall structure of the ID can be seen in figure 4.5.
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Figure 4.4: Definition of the track impact parameters[65]. First, the point of the closest
approach of the track to associated vertex in the transverse plane is found. Then, its
distance in transverse plane (a) is denoted d0 while its longitudinal distance is called z0
(b).
Figure 4.5: Cut-away of the ATLAS Inner Detector showing the major parts except for
the IBL, which was added to the device during the Long Shutdown 1[37].
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Figure 4.6: Amount of the material of the Inner Detector in units of radiation length as a
function of pseudorapidity, divided between detector’s components[66].
The reconstruction of the momentum of charged particles relies on their behavior
in a magnetic field. Unobstructed, they would follow a helical path, but can change
their trajectory due to interactions with the detector. In order to minimize effects of the
scattering, the amount of material in the tracking detector has to be as low as possible.
The amount is usually represented using a radiation length X0, which describes a distance
over which electron loses 1/e of its energy. For the ID the material is found to be below
0.5 radiation lengths for the center of the detector (|η| <0.5) and goes up almost 2.5 for
larger values of |η|. The amount of material as a function of η can be found in figure 4.6.
Pixel detector
The pixel detector is the first of the two silicon semiconductor detectors. These rely on a
creation of electron-hole pairs in the volume of the semiconductor by the passing charged
particle. The created charge is then collected and measured.
The pixel detector itself consists of two parts, the original three layer system[37], present
in the ATLAS experiment from the beginning of the data-taking, and the Insertable B-layer
(IBL), an extension of the original system placed closer to the beam-pipe[66]. It was added
to the detector during the Long Shutdown 1 to improve its granularity and to mitigate
negative effects of the radiation damage in the other layers of the Pixel detector. It also
leads to a better performance of the identification of jets from B hadrons.
The IBL has only the barrel geometry and is placed approximately 3.3 cm from the
center of the beam-pipe. It consists of modules, each covered by pixels only 50x250 µm2
large. The spatial resolution of the IBL is found to be 10 µm in the r − ϕ plane and
66.5 µm in the z direction[67].
The original three layer system of the pixel detector has both a barrel and end-caps,
each divided into three layers. The barrel sits between 50 and 122 mm from the beam-pipe,
while the discs are between 495 to 650 mm from the center on each side of the detector.
Both parts are covered by the same sensors with pixels of minimal size 50x400µm2, almost
twice as big in the z direction as those in the IBL. For this reason the resolution in barrel
is basically the same in the r − ϕ plane (10 µm) but worse in the z direction (115 µm)[68].
The whole pixel system covers pseudorapidity |η| < 2.5 and has 80 milion readout
channels, majority of the total readout channels in the ATLAS detector.
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Semiconductor Tracker
The second silicon semiconductor detector, the SCT, is placed around the pixel system. Its
barrel part is situated between 30 and 51 cm away from the beam-pipe while the end-caps
sit at 84 < z < 274cm. The barrel has only 4 layers, while the end-caps have 9 discs on
each side of the detector. Covering this area with pixels would increase the number of
read-out channels significantly, complicating the data collection. To maintain the number
of chanels to a reasonable value without notably degrading the resolution, a strip layout is
used instead.
Each layer of the SCT is covered with strips 80 µm wide and 12 cm long. To determine
the exact position of a particle, two back-to-back stereo layers of sensors are placed together
with a small 40 mrad angle between the strips. It determines the position of a track with a
resolution of 17 µm perpendicular to the strip and 580 µm in the parallel direction[68].
The SCT, though larger than the pixel, ends up with only around 6 million channels, while
covering the same region of pseudorapidity |η| < 2.5.
Transition Radiation Tracker
The outermost part of the ID, the TRT, does not rely on a silicon technology as the
previous two sub-detectors. Instead, it is a gaseous detector constructed out of 4mm wide
straw tubes filled by default with a mixture of gases (70% Xe, 27% CO2, 3% O2)[37]. A
wire goes through the middle of the tube and a constant voltage is applied between it
and the outer wall. A particle passing through the mixture ionizes the gas, generating a
current.
The TRT is divided into a barrel and end-caps, with straws 144 and 37 cm long
respectively. Unlike the silicon sub-detectors, it only covers |η| < 2 and it only allows
identification of the position in the r − ϕ (barrel) or r − z (end-cap) direction with a
resolution of 130 µm. On the other hand, it offers 73 (160) layers of straws in the barrel
(end-cap). It has around 350 thousand read-out channels.
In addition to a simple detection of a passing particle, the TRT allows for an electron
identification through transition radiation, generated in a polypropylene mixture placed
between the straws. The emission of the transition radiation depends on the relativistic
factor γ, which for given energy of the particle is high for the electron due to its low mass.
However, due to leakage of the gas mixture, some tubes had to be refilled. Due to
budget constraints, this was done with an Argon instead of Xenon dominated mixture. As
a result, the electron-discriminating properties of the TRT are suppressed.
4.2.3 Calorimeters
The philosophy behind calorimeters is almost an opposite to that of tracking detectors
like the ID. Instead of simply measuring points along the particle trajectory with as little
material as possible, calorimeters simply stop the particle in a large chunk of material. The
energy deposited by the particle and by the products of its interaction with the material
is collected and measured. This allows determination of the position and energy of the
original particle.
Calorimeters used in the ATLAS are composed of two alternating parts, an absorber
which stops the particle and a sampling material in which its energy is measured. Each
calorimeter unit then consists of numerous layers of absorbers and samplers. The calorimeter
system is further divided between two main parts, the electromagnetic (EM) calorimeter,
which stops and detects mainly electrons and photons, and the hadronic calorimeter, which
measures the energy of hadrons. In contrast to the ID, the calorimeters are able to also
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Figure 4.7: Cut-away of the ATLAS calorimeter system[37].
detect neutral particles. Out of all SM particles, only the neutrinos and muons have the
interaction rate small enough to pass the calorimeters, though muons still deposit a small
amount of energy.
The ATLAS calorimeter system is displayed in figure 4.7, showing its further division
beyond the simple EM and hadronic components. This complex system covers a large
|η| < 4.9 range, far beyond the range of the ID. Large coverage and ability to stop most of
the particles allows measurement of the missing energy EmissT with a good precision[37].
Electromagnetic calorimeter
Out of the two calorimeters, the EM calorimeter is the one closer to the beam-pipe and has
a higher granularity to better measure photon and electron showers. It is divided between
a barrel and end-caps and overall covers absolute pseudorapidity up to 3.2. This coverage
is assured by a large number of cells with a high granularity in the η − ϕ plane, with size
as low as 0.025×0.025. The detector has an accordion geometry, which provides a full ϕ
coverage. The EM calorimeter uses lead as the absorber and liquid argon (LAr) as the
active material. Electrodes then collect the charge generated in the LAr by the particle
shower. The whole sub-detector has over 173 thousand read-out channels.
Electrons and photons generally produce additional electrons and photons in interactions
with a material, resulting in an EM shower, displayed in figure 4.8. Most commonly,
electrons emit a photon via bremsstrahlung, while photons split into an electron-positron
pair (photon conversion), which can in turn undergo bremsstrahlung. The distance in
which an electron looses 1/e of its energy due to bremsstrahlung is called a radiation length
X0. It strongly depends on the type of material the electron is traversing and is a practical
unit to measure absorption properties of an EM calorimeter. The thickness of the EM
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Figure 4.8: An illustration of an electromagnetic shower in an absorber[69].
calorimeter is over 22X0 in the barrel and over 24X0 in the end-caps, large enough to
contain most of the EM shower.
Hadronic calorimeter
Figure 4.9: An illustration of a hadronic shower in an absorber[69].
The hadronic calorimeter aims to stop all the remaining particles (with exception of
muons and neutrinos) within its volume. This means mainly hadrons, which in the first
step lose energy mainly through nuclear interactions with the absorber though charged
particles also lose energy by ionizing the detector material. This produces photons and
electron, resulting eventually in EM showers. This is illustrated in figure 4.9. The distance
over which hadrons lose on average 1/e of their energy due to nuclear interactions is called
a nuclear interaction length λI . It offers a good description of absorption properties of the
detector. The hadronic calorimeter is divided between three sub-detectors:
TheTile calorimeter forms an outer cylindrical envelope around the other calorimeters
with combined coverage of the barrel and end-cap up to |η| = 1.7, segmented into 64
parts in the azimuthal direction. It has a granularity of 0.1 × 0.1 in the η − ϕ plane, a
significantly larger cell compared to the EM calorimeter. It uses steel as the absorber and
plastic scintillators for the sampling, both forming several layers (tiles) with a thickness
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ratio between the steel and plastic around 4.7:1. Together they form a volume with an
average length of 7.4λI , covering most of the particle shower. The light in the scintillator
is collected and measured using wave-shifters and photomultipliers located at the edges of
the tiles.
The first extension of the hadronic calorimeter to higher |η| is the LAr hadronic end-
cap calorimeter (HEC), covering region of 1.5 < |η| < 3.2, overlapping slightly with the
Tile calorimeter. Both end-caps are further divided into four layers, each constructed out
of 32 wedge-shape modules. The absorber is made out of copper of thickness 25-50 mm,
interlaced with 8 mm gaps filled with LAr. The granularity of the HEC in the η − ϕ plane
is the same as that of the Tile calorimeter for low pseudorapidity (0.1× 0.1) and slightly
larger (0.2× 0.2) for the forward parts of the detector.
The highest values of the |η| are covered by the LAr forward calorimeter (FCal),
placed at 3.1 < |η| < 4.9. It has a lower granularity then the other hadronic calorimeters
with cells of size between 3.0× 2.6 and 5.4× 4.7 in η − ϕ . It is constructed out of three
layers, the first using copper as the absorber while the latter two use tungsten. It uses LAr
as the active medium. Overall the FCal has depth of 10 λI .
All three sub-detectors of the hadronic calorimeter together have around 19 thousand
read-out channels.
4.2.4 Muon spectrometer
The outermost part of the ATLAS detector, the Muon spectrometer, is responsible for
a detection and precise measurement of muons. This is ensured by a system of tracking
detectors embedded in a magnetic field generated by three toroidal magnets. One is
responsible for the field in the barrel while the other two provide it in the end-caps.
The tracking systems itself is composed out of four sub-systems, two of which are
responsible for high precision tracking, while the other two function as triggers (described
later in section 4.2.6). An overview of the muons system can be found in figure 4.10.
Monitored Drift Tube
The Monitored Drift Tube (MDT) chambers form the largest part of the muon system
and cover range of |η| < 2.7, similar to that of the ID. Their main purpose is a precision
tracking, achieved with use of three to eight layers of drift tubes 3 cm in diameter, leading
to an average resolution of 80µm per tube and 35 µm per chamber. They are filled with a
gas mixture of Ar/CO3 (93/7) maintained at a pressure of 3 bar[37]. The voltage between
the wire and the outer wall is set to around 3000 volts.
The MDT chambers are divided between a barrel and end-caps but, in contrast to
e.g. the TRT, the drift tubes are oriented in the ϕ direction, in both the barrel and the
end-caps.
Cathode Strip Chambers
The expected particle multiplicity at high |η| is too high for the MDT. For this reason it
is substituted with Cathode Strip Chambers (CSC), a multiwire proportional chamber
detector with cathodes divided into strips, each side perpendicular to the other. This leads
to a good spacial resolution of 40 µm.
The CSC has an end-cap geometry with eight segments covering the whole ϕ range
and 2 < |η| < 2.5, with wires of the chamber being perpendicular to the beam-pipe. Each
chamber has four layers, thus giving four independent measurements of the track trajectory.
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Figure 4.10: Cut-away of the ATLAS muon system[37].
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Trigger chambers
The main purpose of the remaining sub-detectors, the Resistive Plate Chambers (RPC)
and the Thin Gap Chambers (TGC), is to provide a fast (15-25 ns) information about the
presence of muons to the trigger system. They also provide additional measured coordinates
for a track reconstruction. They cover the whole ϕ range and |η| < 2.4.
The barrel is covered by the RPC, implemented within the barrel of the MDT in three
layers covering up to |η| = 2.5. It is a gaseous detector built of two parallel resistive plates
2 mm apart under high voltage. Particles traversing the detector produce avalanches in
the volume of the detector and the charge is then collected on the plates. The plates are
segmented into strips to allow for a position measurement.
Larger values of |η| are covered by the TGC. It complements the MDT end-caps and is
used for the muon triggers in a pseudorapidity range 1.05 < |η| < 2.4. It is a proportional
multi-wire chamber, the radial coordinate determined by the wires and the azimuthal by
radial strips.
4.2.5 Forwards detectors
The detector systems covered so far could be also called central detectors, which measure
relatively small values of |η|. They are used for most of the ATLAS analyses. There is,
however, an extensive program focusing on forward (high |η|) physics. Example would be
measurement of dissociation in photon-induced processes[70] or luminosity measurements[61,
63].
There were three forward detectors in operation during the Run 1, the LUCID[71], the
ALFA[72] and the ZDC[73], situated in various positions along the beam-pipe as displayed
in figure 4.11. During the LS1, additional forward detector, the AFP[74] was added at
around 200 meters away from the interaction point.
Figure 4.11: Placement and visualization of the ATLAS forward detectors in function
during the Run-1 of the ATLAS data taking[37].
The LUCID is the first of the forward detectors and the one closest to the interaction
point. It is a Cherenkov detector which measures part of the products of inelastic p− p
scattering. Its main primary purpose is luminosity measurement, which works under
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(a) (b)
Figure 4.12: (a) A scheme showing the main components of the AFP detector and (b) its
position along the beam-pipe (in meters)[75].
assumption that the number of charged particles going through the detector is proportional
to number of interactions per bunch crossing, as was already discussed in section 4.1.1
The luminosity can be also measured through elastic scattering, but such scattering
results in end products (protons) being deflected in a smaller angle on average (3µrad)[37].
A detector measuring these products has to be as close to the beam-pipe and as far from the
interaction point as possible. The detector designed for this purpose is ALFA, a Roman-pot
detector which puts the measuring element at 1 mm distance from the beam[72].
Between the LUCID and ALFA sits the ZDC. It is a calorimeter, whose main purpose
is to measure forward neutrons in heavy-ion collisions. This is important in order to
determine a centrality2, a critical variable of the heavy ion physics program.
The ATLAS Forward Proton (AFP) detector offers a possibility for a more detailed
measurement of the forward protons. This allows study of elastic and diffractive scattering
or dissociative components of photon-induced processes[74]. The detector itself, displayed
in figure 4.12, is a combination of a silicon tracker (similar to the IBL), used to reconstruct
proton tracks, and a time-of-flight detector, important to reject background from pile-up.
4.2.6 Trigger system and data acquisition
The amount of data produced in collisions of the LHC would be practically impossible to
record3. Furthermore, most of these events would be irrelevant to the main physics goals of
the Large Hadron Collider (LHC). For this reason, a series of requirements, called triggers,
is placed on individual events in order to determine whether a given event is recorded.
The trigger system of the ATLAS detector is divided into multiple levels[77]. First,
there is the Level-1 (L1), a hardware trigger which reduces the event rate from 40MHz down
to 100kHz. It predominantly decides based on the information from the muon triggers and
the calorimeters, though other devices can be used to trigger, like the ZDC or the LUCID
detector. The measured signal is processed by the Central Trigger Processer (CTP), which
then decides whether the event is collected or not. It also applies a preventive dead time
to avoid overlapping read out or to keep the front-end buffer from overflowing.
The L1 is followed up by the high-level trigger (HLT)[78], a software based trigger
which reduces the rate down to 1kHz. Its decision is based on a Region-of-Interest (ROI)
information from the L1 triggers, though compared to it some basic reconstruction is
2Centrality describes the impact parameter between the centers of the colliding ions.
3The average size of ATLAS events usable for physics is 1MB[76]. If all events were to be recorded, the
output rate would be 40TB per second.
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performed as well. This includes a reconstruction of tracks of charged particles or a
first rough computation of the missing ET. Even b-jet (jets from a decay of B hadron)
identification is performed in this step. It is, however, important to note that this is only a
crude fast reconstruction and more precise algorithms are used in the offline step, which
will be discussed more in the next chapter.
Both levels of the trigger can be summarized by the Trigger menu, which defines all
the different configurations of the L1 and HLT objects which determine whether a given
event is selected or not.
The selection on objects is often accompanied by requirements on the quality of the
reconstructions, which together with the kinematic requirements determine the average
event rate. In case the event rate turns out to be too high, a pre-scale n can be applied,
where only one in n events is recorded. This allows recording of events with a looser
selection but most of them are discarded randomly.
In addition to the triggers, other requirements are put on each event to assure quality
events for data analysis. For example, the detector has to be fully functional and there
usually has to be a reconstructed primary vertex (explained later in section 5.2.2).
4.3 ATLAS simulation
The previous chapter provided a description of Monte Carlo simulation, which generates
events expected in the collisions at the LHC. In order to compare the data to the theory,
one then has two options. One can try to compensate for the effects of the detector, like
resolution and efficiencies. This is called unfolding and it comes with numerous caveats,
which do not allow for straightforward application for any distribution of interest.
An easier way is to directly compare the data to the theory. It requires a simulation of
the propagation of the event through the detector and then uses the same procedure to
select events as for the data. This is the purpose of the ATLAS simulation[79], a framework
based on the Geant software package[80]. It requires a good understanding of the detector
response and geometry in order to properly model the events.
The ATLAS simulation itself is divided into three main steps. First is the aforementioned
generation of a Monte Carlo event together with all the decays and hadronization. The
second step is the simulation of the interaction with the detector. Finally, the digitization
simulates the read-out of the detector and recording of the event, performed individually
for each detector[79].
The nominal ATLAS simulation provides a precise description but has large computing
requirements. This is mainly because of the generation of particle showers in the calorime-
ters. In order to reduce the usage of resources for analysis where a high precision is not
required, an alternative fast algorithm is used. It is called ATLFAST (AFII)[81] and it
uses a parametrization of the hadron showers instead of simulating them fully in order to
reduce the computing power needed.
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Particle reconstruction and identification
In order to perform an analysis of the data recorded by the ATLAS detector, the raw
information from the detector has to be interpreted to correspond to real physical objects,
like muons and electrons. Their reconstruction consists of several steps combining infor-
mation from the sub-detectors. Furthermore, other objects produced either in the hard
scattering or coming from pile up can overlap with the reconstructed object, complicating
the reconstruction. After the reconstruction, particles have to be properly selected, since
some objects can have a similar response in the detector, making their identification more
difficult. Finally, differences in detector response between the data and the Monte Carlo
have to be corrected.
The chapter starts with a short overview of the particle signature in section 5.1, followed
by a description of the track and vertex reconstruction in section 5.2. Then, section 5.3
presents the reconstruction and identification of the muons and electrons, the only leptons
directly detectable by the ATLAS. Then, reconstruction of jets is discussed in section 5.4,
with a large focus put on the B hadron jets and their identification through b-tagging in
section 5.5. Section 5.6 gives a short description of the reconstruction of tau leptons, which
only play a minor role in the measurement. Possible overlap between the reconstructed
objects and how it is resolved is summarized in section 5.7.
5.1 Overview
Different particles leave diverse signatures in the detector. This is illustrated for a set of
important particles in figure 5.1. As mentioned in section 4.2.2, trajectories of charged
particles, also called simply tracks, are reconstructed from the hits in the Inner Detector.
If the charged particle is a muon, it usually transverses the whole detector and leaves an
additional signature in the Muon Spectometer. On the other hand electrons and photons
are both stopped by the EM calorimeter; they can be distinguished from each other by
trying to find a track in the ID, which would be left only by an electron. Finally, gluons
and quarks produce showers of collimated particles called jets, which are detected by the
hadronic calorimeter.
For electrons and muons, it is necessary to distinguish between prompt particles, coming
directly from the interaction point or from decays of short-living particles: Z,W bosons,
top quarks and tau leptons, and leptons produced in subsequent decays of long-living
particles or, especially in case of electrons, produced for example in photon conversions.
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Figure 5.1: Sketch of the response of the ATLAS detector to various particles. Taken
from[82], original from[83].
There are also several derived objects, which are constructed from the basic object like
tracks or leptons. These are for example b-jets, where their identification takes advantage
of the tracking information to distinguish between jets coming from a B hadron decay and
other particles. Similar approach is taken for the tau leptons when decaying into hadrons.
Finally, the EmissT , described previously in section 4.2.1, relies on a summation of the p⃗T
of all objects in the event.
5.2 Tracks and vertices
One of the most fundamental objects are tracks of charged particles reconstructed in the
Inner Detector. Their trajectory, bent by the magnetic field can be used to derive their
momentum. Tracks reconstructed in the ID have a good resolution, which often allows
reconstruction of the vertex they originate from. That can be either a vertex of the primary
interaction of protons, of a subsequent decay or of an interaction with the detector material.
5.2.1 Tracks of charged particles
The whole process of the track reconstruction is called tracking. The specific algorithm
used for tracking in the ATLAS is called the ATLAS New Tracking (NEWT)[84]. Its basic
unit is a SpacePoint, a 3D information about the place where the particle hit the detector.
All the sensors of the pixel and SCT, where the deposited energy surpasses certain
predefined thresholds, are grouped together into clusters. If clusters pass certain quality
criteria, they are further used in the reconstruction of particles. In case of the pixel detector,
a cluster already provides a 3D information about a transition of a particle. However, the
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Figure 5.2: Sketch showing the ba-
sic unit of the track reconstruc-
tion in the context of the SCT sub-
detector[83]. Hits can either be a
sensor hit or a module hit, where
the latter corresponds to the case
where both sensors on an SCT mod-
ule were hit. If the hit corresponds
to more than one track, it is called
an ambiguous hit.
SCT only specifies a 2D position and stereo information of two modules glued together is
required to create a SpacePoint.
The cluster of deposited energy is also colloquially called a hit (as in the place where
the particle hit the detector). A point where a hit is expected from the trajectory of the
particle but none is found is called a hole, which is an important track property when
judging the quality of the reconstruction. An illustration of these concepts can be found in
figure 5.2.
The tracks themselves are constructed using an inside-out algorithm[84], which starts
by creating track candidates in the innermost layers of the detector and then extrapolates
them outwards. In the first stage, a track seed is created out of sets of three SpacePoints in
the pixel and SCT detectors. Three measurements offer a compromise between maximizing
the number of track candidates while still allowing a first rough estimation of the track
momentum and impact parameters. These properties can be used to increase purity of the
seed sample[85].
In the next step, track candidates are constructed using a Kalman filter[86], extrapolat-
ing the tracks and incorporating more SpacePoints from the detector. Good understanding
of the magnetic field in the Inner Detector is necessary in this stage to correctly predict the
shape of the trajectory. Multiple track candidates can be constructed from a seed when
more compatible SpacePoints are available.
The tracks are then assigned a score based on the number of hits and holes in the path
of the track or on its χ2. A large score is also assigned to tracks with a higher momentum,
since low pT tracks have a larger probability of incorrectly assigned SpacePoint. The track
score is used to solve an ambiguity between overlapping tracks, a problem especially in
high multiplicity events. This is done by assigning shared hits to tracks with a higher score.
Tracks loosing one or more hits are then refitted. Additional selection criteria are then
imposed on the tracks, which include e.g. number of hits and holes, pT > 400 MeV and
|η| < 2.5 or requirements on the impact parameters. The whole procedure is described in
more detail in reference [85].
The final step of the tracking is an extension into the TRT detector after which a track
fit is carried out, giving the final high-resolution version of the track. Performing the track
fit in the last step minimizes the CPU requirements of the track reconstructions.
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5.2.2 Vertices
An important step when building an event is the reconstruction of vertices corresponding
to the primary proton-proton interactions in the bunch crossing. They can be distinguished
from vertices from decays of particles, such as B hadrons, or from interactions with the
material where additional particles are produced.
The construction of vertices relies on the tracks already described in the previous
section, done through an iterative method[87]:
1. Seed a position of a vertex from available tracks, where two and more tracks can
form a seed.
2. A vertex is fitted from tracks in the vicinity of the seed through an iterative method,
where less compatible tracks are removed from the fit.
3. After the vertex is found, the tracks associated with the vertex are removed from the
event and the whole procedure is repeated to find the next vertex.






called the primary vertex (PV) and corresponds to the hard scattering. In general, each
physics analysis requires the presence of a PV in each event.
5.3 Leptons
Only two leptons can be detected by the ATLAS directly: electrons and muons. Since
they are both charged, they leave a track in the ID. In addition, electrons rely on the EM
calorimeter while the muon mainly relies on the muon spectrometer. The difficulty of their
treatment does not come only from a proper reconstruction of the leptons, but also from
the distinction between prompt leptons and background, composed of decays of long-living
particle and of misidentified particles (e.g. charged pions).
5.3.1 Electrons
Electrons in the ATLAS detector are identified as tracks pointing to an electromagnetic
cluster. They are prone to bremsstrahlung when passing the detector volume, producing
an EM shower in the calorimeter as described in section 4.2.3. Because of this, multiple
tracks, originating from the same primary electron, can be associated with a single energy
deposition in the calorimeter. The particle showers produced this way are usually collimated.
The path of an electron through the relevant sub-detectors is depicted in figure 5.3 and
a detailed description of the electron reconstruction and identification is in reference [88].
Reconstruction
The reconstruction of an electron starts in the EM calorimeter with a formation of clusters
from the electromagnetic shower, taking advantage of the high granularity of the calorimeter
cells (∆η ×∆ϕ =0.025×0.025). A sliding window of a size 3× 5 cells is used to create seed
clusters, if the summed energy of the cluster exceeds 2.5 GeV. In case of two overlapping
seeds, only the one with a higher energy is kept if the difference in energy is higher than
10%.
The second component of the electron reconstruction are ID tracks, previously described
in section 5.2.1. However, by default the tracking is performed under a pion hypothesis,






















Figure 5.3: Graphic showing the path of an electron through the Inner Detector and the
electromagnetic calorimeter (red solid line) and emission of an additional photon due to
interaction with the detector (red dashed lines)[88].
have a larger interaction rate with the material and undergo bremsstrahlung, producing
additional photons along their path. This complicates the reconstruction of their tracks.
For this reason, tracks with at least four silicon hits, which would normally not pass
the track quality requirement, are refitted if they are matched to an EM cluster: the
pseudorapidity is required to be |ηcluster − ηtrack| < 0.05, while the azimuthal selection
depends on the charge q of the particle −0.10 < −q · (φcluster − φtrack) < 0.05 . The
asymmetric selection helps to account for effects of tracks being bent more by the magnetic
field due to energy loss by bremsstrahlung.
Matched tracks are refitted using the Gaussian-sum filter (GSF), which better accounts
for energy losses in the material. The curvature of the track trajectory determines the
momentum of the electron, and the direction of the track defines its charge.
In case several tracks are being associated with a single seed cluster, for example due to
an interaction with the material, a primary track is selected by an algorithm which takes
into account track-quality criteria, distance to the cluster barycenter or association with a
vertex from a photon conversion.
After associating a primary track with a seed cluster, a reconstructed cluster is formed
with an extended window of size 3× 7 or 5× 5 for the barrel or the end-caps respectively.
The calibrated energy from the reconstructed cluster then gives the energy of the electron
candidate.
The reconstruction of electrons is limited to |η| < 2.47. This is partially done to reduce
noise, which would come from cells from |η| > 2.5 with a coarser granularity[89], but also
due to a bad description of material in the ID, which leads to bad simulation of the electron
response (this especially affects electrons because they are more prone to interaction with
material).
Furthermore, the overlap region between the barrel and the end-caps (1.37< |η| < 1.52)
is excluded in most physics analyses due to extra material and the difficulty of matching
and calibrating energy from cells of different geometries and orientation[90].
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Identification
The main purpose of the identification step is to further distinguish the prompt electrons
from the background. To achieve this, a likelihood (LH) discriminant1 is constructed,
taking advantage of both the tracking and calorimeter information. Numerous variables
are used, including the shape and the size of the EM shower, the number of hits in the
various layers of the Inner Detector or the matching of tracks to the cluster. Information
from the TRT is used as well, since the transition radiation can be used to differentiate
between electrons and pions.
The full list of variables used in the likelihood discriminant and the technical implemen-
tation can be found in reference [88]. Several working points, defined through selection on
the LH discriminant, are then used to create samples of reconstructed electrons. Tighter
selection means less background but also a lower selection efficiency for electrons. Whether
it is more desirable to reject more background or to select more electrons highly depends
on the analysis strategy.
In the Run-2 of the ATLAS data collecting, three main WPs are defined, based on the
identification efficiency of an electron at Et = 40 GeV. Starting with the highest efficiency
there is the Loose (93%), the Medium (88%) and the Tight (80%) working point. It is
important to note that the efficiency depends slightly on |η| and strongly on the Et of the
electron.
Isolation
The next step in the treatment of electrons is the isolation. Its main purpose is to further
discriminate the prompt leptons from various backgrounds (non-prompt electrons and
misidentification) which typically have a larger activity in the proximity of the electron.
For example, in case of an electron from a B hadron decay there will be either a jet or
at least additional tracks in the vicinity. Hence, an isolated electron is more likely to be
a prompt lepton. Unlike the identification, which takes into account properties of the
reconstructed electron, the isolation relies on its relation to other objects. In practice, this
means looking at a certain radius ∆R around the electron and summing the transverse
energy (in case of the calorimeter) or the momentum (in case of tracks), excluding the
energy/momentum of the electron itself.
In case of the former, there is some ambiguity to what energy is deposited by the electron
and which by other particles. The subtraction of an electron energy is therefore simplified
by removing cells within a rectangle of size ∆η × ∆ϕ =0.125×0.175. In addition, the
average energy leaking outside this area is estimated from the Monte Carlo and subtracted
as well.
The energy deposited by the pile-up has to be calculated as well. This is done by
measuring the overall density of energy deposition in the detector in each event. The area
considered in the isolation is defined by ∆R = 0.2 from the electron candidate. Lower
values are not practically accessible due to the granularity of the EM calorimeter.
The track-based isolation only considers tracks with peT > 5 GeV, passing additional
requirements on the longitudinal IP z0 (|z0 sin θ| < 3 mm), suppressing tracks from the
pile-up significantly. Then, particle tracks within ∆η ×∆ϕ =0.05×0.1 around the electron
candidate are removed under the assumption that they are mostly coming from the electron
and its radiation. The selected area used in the isolation selection can be more flexible
1The likelihood is described later in section 7.1.1 in the context of maximum likelihood fits. For now, its
sufficient to note that a likelihood is constructed out of probability functions to quantify the compatibility
between a prediction and the observed data. Likelihood is, however, not a probability distribution in itself.
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compared to the calorimeter due to the higher granularity of the ID. It is defined through








There are several isolation working points used in the ATLAS, based on the isolation
efficiency. The whole set of WPs can be found in [88], but in the context of the tt̄H(bb̄)
analysis only two are important. The Loose isolation, which simply requires 99% isolation
efficiency2 for both the tracking and calorimeter component, and the Gradient isolation,
which has a pT dependent requirement on the efficiency ϵiso = 0.057× pT[GeV ] + 95.7% up
to 99% at pT =60 GeV. Above 60 GeV the efficiency requirement is kept constant at 99%.
Calibration
The simulation of the detector used in the Monte Carlo is not perfect and the differences
in electron response between the data and the MC have to be corrected. This is done by
studying Z and J/Ψ decays into a pair of electrons. By focusing on a narrow peak in the
invariant mass of the two leptons, a pure sample of electrons can be obtained. One can
then can be selected with a tighter requirement and used to select, or in other words tag,
the event. The second electron with a looser selection is then used to probe the properties
of the electron reconstruction and identification. The method is then called tag&probe
method. The differences in the efficiency of the reconstruction, identification and isolation
between the data and the Monte Carlo are studied and corrected using an event weight[91].
5.3.2 Muons
Muons have a low interaction rate with the material and usually travel through, and even
leave, the whole volume of the detector. As such, they are the only particle detected by
the Muon Spectometer3. The MS is used both to identify the muons and to improve the
precision of the track reconstruction in comparison to using the ID. The whole procedure
of muon reconstruction and selection is described in more detail in reference [92].
Reconstruction
The reconstruction of muons relies mainly on combining an ID track with information from
the Muon Spectometer. Several types of muons are defined. The ID track can be combined
either with a full track from the Muon Spectometer (Combined muon), or a segment of
a track (Segment-tagged muon). In addition, a track is identified as a calorimeter-tagged
muon if it can be connected with an energy deposition in the calorimeter system which
matches a minimum ionizing particle (MIP)[21]. The final type is the extrapolated muon,
which matches an MS track to the interaction point. It is mainly used in the forward
2.5 < |η| < 2.7 region not covered by the ID. The tt̄H(bb̄) analysis uses only the Combined
(CB) muons.
Tracks in the Muon Spectometer are reconstructed in a similar way as tracks in the
ID. The main difference is that instead of starting in the inner layers and performing an
inside-out extrapolation, the muon tracking starts in the middle layers of the MS and is
extrapolated both inwards and outwards. A global χ2 fit is performed on the associated
hits, where hits with a large contribution to the χ2 are iteratively removed.
2Here, isolation efficiency means selection efficiency of a prompt lepton coming from a Z decay.
3In some cases particle with high energy can reach the spectrometer, but the rate is small.
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For the combined muons, independent tracks in the ID and MS are constructed. Then,
the latter is extrapolated into the ID and a matching track is found. A complimentary
inside-out extrapolation is subsequently used, though it only contributes to a minority of
reconstructed muons.
Identification
The identification step is used to suppress the background from pion and kaon decays,
containing a non-prompt muon, and to ensure a good momentum resolution. Decays
producing the non-prompt muon are identified by a kink in the muon trajectory and can be
excluded by a tighter requirements on the fit quality. The momentum defined individually
from the ID and MS track segments is also compared, where a decay will affect the pT in
the Inner Detector.
Several working points are defined to offer a flexibility of the muon identification
efficiency on one side and the background rejection on the other. First, there are Loose,
Medium and Tight WPs, which have a muon identification efficiency of approximately 98%,
96% and 92% for muons with 20 < pT < 100 GeV[92]. In addition, a High-pT identification
is defined for muons above 100 GeV, where the emphasis is on a good momentum resolution
in exchange for a lower identification efficiency (80%).
Isolation
To further distinguish prompt muons from those originating from e.g. semileptonic decays,
additional requirements on a low activity of particles around the lepton is used. Similarly to
the electrons, these isolation requirements are divided between the tracks and calorimeter
clusters.
The calorimeter activity is defined by the energy deposited in a ∆R = 0.2 distance
around the muon, from which the energy of the muon and contribution from the pile-up
have to be subtracted. Since muons are minimum ionizing particle, they do not contribute
as much to the calorimeter deposition (in contrast to the electrons).
The track-based isolation is formed through a more flexible ∆R definition with respect








where the pT of all tracks is summed (defined as p
vc30
T ), excluding only the muon track.
The isolation working points are presented in detail in reference [92]. Only two are
relevant to the tt̄H(bb̄) measurement, the Gradient WP, which requires a pT dependent
isolation efficiency, starting 90% at 5 GeV and going up to 99% for muons with pT > 60 GeV,
and the FixedCutTightTrackOnly, which relies only on the track component of the activity






Similarly to the electrons, the muon performance is studied in decays of Zs and J/Ψs,
where a pure sample of muons can be studied using the tag&probe method. Differences in
the efficiency between the data and the Monte Carlo are then corrected for all stages of




As was already established in the context of the QCD in section 2.3, color-charged particles
like quarks and gluons cannot be observed directly. Instead, additional particles are
produced through fragmentation and hadronization until a stable color-less final state is
achieved. The resulting shower of collimated particles is called a jet.
5.4.1 Jet definition and algorithms
A jet is a practical way to measure and quantify the plethora of collimated particles
produced in processes involving gluons and quarks. The reconstructed jet ideally describes
the main properties of the original parton, its direction and energy.
Jets are defined through jet algorithms. More detailed description can be found for
example in reference [93], here only their main properties and the primary algorithm used
in ATLAS, the anti-kT algorithm[94], are discussed.
The first important property of a jet algorithm is that it gives a good description on
both theoretical level (particle jets) and on experimental level (reconstructed jets), allowing
a direct comparison between them.
The next two important attributes have to do with an additional radiation. A good
jet algorithm has to be collinear and infrared safe, meaning that additional emissions of
collinear and soft particles should not affect the number and properties of reconstructed
jets. The former can be a problem of jets defined around the most energetic particles in the
event. Particles undergoing a collinear splitting can lose a significant part of their energy
and instead of seeding a new jet can get absorbed into an another nearby jet (or no jet get
reconstructed at all e.g. due to an energy threshold). The infrared safety is connected to
low energy emissions in larger angles. This for example concerns nearby jets, where a soft
radiation in the phase-space between them can lead to the jet algorithm merging the jets.
Both concepts are illustrated in figure 5.4
1a) 1b) 2a) 2b)
Figure 5.4: Sketch illustrating (1) an infrared and (2) a collinear radiation and its possible
undesired impact on the jet reconstruction. The arrows represent particles and the grey
cones the reconstructed jets. 1a) shows two individual jets which become merged in 1b)
when additional soft radiation in-between them takes place. 2a) shows a jet centered
around the most energetic particle, which in case of collinear splitting 2b) has much smaller
energy and the second most energetic particle becomes the center of the jet, significantly
shifting the direction of the jet while also excluding one of the particles.
Though numerous jet algorithms exist, only the anti-kT algorithm, discussed in the
next section, is used in the ATLAS. For more examples one can once again consult the
reference [93].
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Anti-kT algorithm
The anti-kT algorithm[94] clusters nearby objects until a certain condition is met. The









where pT,i is the transverse momentum of the given object, ∆
2
ij = (yi − yj)2 + (ϕi − ϕj)2 is
simply the distance in y− ϕ plane, and R is a parameter of the algorithm. In addition, the
distance to the beam, defined simply as diB = p
−2
T,i, serves as a cut-off value.
These distances are computed for each object in the event and the smallest one is found.
If it is the diB , the entity i is removed from the event and is defined as a jet. Otherwise, if
it is the dij , the two objects are merged. The algorithm continues until there are either no
other particles in the event or some cut-off value on the distance is reached.
The anti-kT algorithm is collinear and infrared safe. Collinear particles have by definition
a small distance to the other particle and will be merged among the first, creating the
same object as if the splitting never took place. On the other hand, soft particles are just
assigned to the nearest hard jet (as long as they are within R distance in the y − ϕ plane)
and do not affect the merging or seeding of jets.
5.4.2 Energy clusters
In the context of the ATLAS reconstruction, the objects used by the anti-kT algorithm are
topological clusters (or topo-clusters), constructed from individual hadronic calorimeter
cells. Since each cell produces at least some signal due to the detector noise, they are first
assigned a signal significance ξcell = Ecell/σ
noise
E,cell, where Ecell is simply the energy measured
in a given cell and σnoiseE,cell is the average noise.
The topo-clusters are then seeded in each cell with ξcell ≥ 4. All neighbouring cells
are then added to the cluster. The procedure is then repeated for all cells included in the
cluster with ξcell ≥ 2 until there are no more cells left to add. If a cell could be assigned to
two clusters, the clusters are merged. The cell energies are measured at EM scale, which
assumes that the energy was deposited by an electro-magnetically interacting particles.
5.4.3 Small-R jets
Small-R jets, usually referred to simply as jets, are reconstructed from the topo-clusters
using the previously mentioned anti-kT algorithm implemented in the FastJet 2.4.3 software
package[95] with the value of the radius parameter set to R = 0.4.
Calibration
Reconstructed jets are subject to numerous corrections to better match the theoretical
prediction and to improve the agreement between the data and the Monte Carlo[96]. In the
first step, the jet direction is changed to point to the primary vertex, affecting its direction
but keeping the same energy.
The measured hard-scatter event is accompanied by particles from pile-up, which may
overlap with the jet and increase its energy. To estimate their contribution, the median
pT density of jets
4 in the detector volume within |η| < 2 is measured. Subsequently pT
is subtracted from the jet based on its area in the y − ϕ and the average density. This
4pT density is defined as pT of the jet over its area.
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procedure is accompanied by a residual pile-up correction which is derived as a function of
µ and nthe umber of primary vertices Nvtx.
In the next step, the four-vector of the jet is corrected to match the particle level
jet using an MC-driven calibration. This correction is called jet energy scale (JES) and
corrects the energy and direction of the jet to match their particle level values.
Jet properties are sensitive to the type of the initial particle. For example, a jet initiated
by a gluon has on average a larger number of softer particles, leading to a lower calorimeter
response. The impact of this dependency is fixed through a global sequential calibration
(GSC), which identifies variables sensitive to the initial state and corrects them sequentially.
Finally, differences between the data and the Monte Carlo due to imperfect detector
modeling have to be resolved. This is done using an in situ calibration method, which
takes advantage of the momentum conservation: the pT of a jet has to be balanced with
other objects in the event so the total transverse momentum is zero. A well calibrated
object is used as a reference. This can be for example a Z boson (identified as a pair of
muons or electrons with an invariant mass Z) or a photon. Forward jets (with |η| > 2.5)
are also calibrated in dijet events where the other jet is central. There are two categories
of in situ corrections[96, 97]: in situ jet energy scale and in situ jet energy resolution
(JER) calibration. The first further corrects the energy in the data (in the MC it is already
calibrated to match the particle level) and the second smears jets in the Monte Carlo so
their resolution better matches one of the jets in the data.
5.4.4 Jet Vertex Tagger
The goal of the jet vertex tagger (JVT)[98] is to suppress jets originating from the pile-up
interactions. It takes an advantage of tracks associated with the jet to create a discriminant
which determines whether a given jet is more likely to come from the primary vertex or a
pile-up interaction.
It uses two main variables. One is connected to the fraction of the transverse momentum
carried by tracks associated with the PV compared to the transverse momentum of all
tracks. In case of jets from the pile-up this fraction should approach zero. The second
variable describes the fraction of pT of the jet carried by the tracks associated with the
primary vertex.
5.4.5 Additional jet types
The jets described so far are part of a group called EMTopo jets (EM for the EM calibration
and Topo since the topo-clusters are the basic units used in the algorithm). In addition,
there are particle flow (PFlow) jets[99].
The basic object of the PFlow jet is not a cluster. Instead, it combines tracks with
clusters in the calorimeter to create more complex objects to better distinguish between the
charged and neutral particles. The matching to the primary vertex also allows to subtract
part of the pile-up already before the jet reconstruction, compared to the EMTopo jets
where pile-up subtraction and suppression takes place after the reconstruction. PFlow jets
are described in detail in reference [99].
5.5 B-tagging
There are four b quarks in the final state of the tt̄H(bb̄) process. However, jets described
in the previous section do not differentiate the particle which produced the jet, making the
selection of the process of interest practically impossible. For this reason, a flavor tagging
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procedure tries to determine the primary particle of the jet. Its main purpose is to identify
B hadron jets (or b-jets) and for that reason it is called b-tagging. It also differentiates
between jets originating from a D hadron (or c-jets) and the remaining jets, simply called
light jets. More details about the ATLAS b-tagging can be found in references [100, 101].
B hadrons have one significant property, which allows their differentiation from other
jets. They have a relatively long lifetime (1.5ps), large enough to travel few millimeters
from the primary vertex, but usually not long enough to actually reach the detector. This
unique signature manifests itself through a number of properties in the reconstructed event.
Primarily, the ID tracks associated with the b-jet are usually further from the primary
vertex, since the secondary decay vertex which is their origin is few mm away from it.
This results in larger impact parameters d0 and z0. Furthermore, the tracks will usually
intersect the jet axis in the transverse plane on one side of the primary vertex in direction
of the jet. Finally, it is often possible to reconstruct the secondary vertex of the B hadron
decay.
Tracks are associated with a jet if they can be found within a certain ∆R distance
from the jet axis. This requirement is dependent on the jet pT, since boosted jets usually
have more collimated particles, resulting in a narrower jet. The impact parameter used for
b-tagging is then signed based on the point where they cross the jet axis with respect to
the primary vertex: it is positive if it is in direction of the jet and negative otherwise.
All the main properties of a B hadron jet and its associated tracks are displayed in the
figure 5.5.
5.5.1 B-tagging algorithms
Algorithms responsible for the b-jet identification are divided into two parts. The low
level algorithms are trying to either distinguish between b/c/light jets based on impact
parameters of their tracks, or they attempt to reconstruct the jet properties, like the
secondary vertex or the whole decay chain. The high level algorithms then combine the
low-level outputs to create a high-performance b-tagging discriminant.
Low-level algorithms
Two low-level algorithms, working based on the distance between tracks and vertices, are
the IP2D and IP3D algorithms[100]. The former constructs a likelihood based on the signed
transverse impact parameters of tracks associated with the jet. The ratio of logarithmic
likelihoods (LLR) between each of the three jet flavors then provides the first low-level
discriminant. The IP3D then further incorporates the transverse impact parameter z0 and
its correlation to d0.
The SV1 algorithm[102] aims to reconstruct the secondary vertices within the jet. They
are seeded by combining pairs of tracks, excluding tracks and vertices compatible with
long-living particles (e.g. Ks), or those from photon conversions or material interactions.
All nearby tracks are fitted to form a vertex candidate, iteratively removing tracks with
a high χ2 until a single stable vertex is created. Several techniques are implemented to
reduce the impact of pile-up tracks, for example limiting the number of tracks used in the
reconstruction to 25 tracks with the highest pT. Properties of the secondary vertex, like for
example its invariant mass or number of associated tracks, are then used in the high-level
algorithms.
Finally, the topological multi-vertex algorithm JetFitter[103] aims to reconstruct
the decay chain of B and D hadrons, the former giving two displaced vertices (one for




































Figure 5.5: Sketch displaying the main properties of a jet originating from a decay of a B
hadron, shown in the transverse plane with respect to the beam-pipe. The main properties
are the presence of the secondary vertex due to relatively long flight path and larger positive
impact parameters of the associated tracks. The impact parameter is positive when the
track crosses the jet axis on the side of the primary vertex in direction of the jet (when
projected in the transverse plane).
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Table 5.1: b-jet efficiency at the four working points of the b-tagging and the corresponding
rejection of background from c jets and light jets[101].
only one. Properties of the resulting vertices serve as additional inputs of the high-level
discriminators.
High-level algorithms
Two high-level algorithms are currently implemented in the ATLAS experiment, both based
on multi-variate algorithms. First, there is the older MV2, based on Boosted Decission
Tree (BDT) (described in appendix A). It assumes events with b-jets as signal while the
background is composed of a certain fraction of c and light jets. In the case of the tt̄H(bb̄)
analysis, specific MV2c10 version is used, which assumes 7% of the background coming
from c-jets[101], the rest coming from light jets.
The second high-level algorithm, called DL1r, is based on Deep Neural Network (DNN)
(for more information see reference [104]) based on an older algorithm DL1 [105] with an
improved performance compared to the MV2 algorithm[106]. It has a higher discriminating
power, but because its calibration was not available at the time of the analysis presented
in this thesis, it is not considered. Both algorithms provide a single output, a b-tagging
discriminant. Higher values of the discriminant represent a higher chance of a given jet
being a product of a B hadron decay. The remainder of this section will focus on the
performance of the MV2c10 algorithm.
5.5.2 Working points
Similarly to the identification of electrons and muons, several working points are constructed
for the b-jet selection. They are based on the efficiency of correctly ascribing the b-jet
label with four working point: 85%,77%,70% and 60%. The rejection of the c and light
jet background can be found in table 5.1. It clearly demonstrates the trade-off between
a lower efficiency and a higher rejection rate. This is especially important for analyses
incorporating multiple b-jets, which is the case of the tt̄H(bb̄) analysis with four b-jets in
the final state. Selecting four b-jets at 60% WP will yield a relatively clean b-jets sample




The response of the b-tagging algorithm in the Monte Carlo is calibrated so it agrees with
the data. This is done separately in tt̄ events for b-jets [107] and c-jets [108], where c-jets
are investigated in a final state where one of the W decays into cs, and for light jets
in di-jet events[109]. These calibrations are generally done with a specific Monte Carlo,
however, the response can vary greatly between generators. For this reason additional




5.6.1 Leptonic and hadronic decays of tau lepton and top quark
In order to discuss tau leptons in this chapter and top decays later on, it is important to
define the concept of leptonic and hadronic decays in context of an ATLAS measurements.
It is not based on the direct products of the associated W decay, but rather on the resulting
signature in the detector. If the W decays into e, µ (+their neutrinos), the decay is
considered to be leptonic, while for quarks it is hadronic.
When a W from a top quark decays into a tau lepton (and its neutrino), the situation
is slightly more complicated. Tau leptons decay too quickly to be detected by the detector.
Therefore, when a tau is concerned, the W decay is classified based on the classification of
the subsequent tau decay.
5.6.2 Leptonic tau lepton
Tau lepton decaying into electrons and muons cannot be directly distinguished from other
prompt leptons, since the only other particle produced in their decay, the neutrino, is
not detected by the detector. For this reason, there is normally no special treatment for
leptonic tau leptons.
5.6.3 Hadronic tau lepton
The hadronic final state represents 65% of the decay modes of the tau leptons and typically
has one or three charged pions in the final state. For the former, an electron misidentification
is the main background, since it similarly has only a single track in the ID. For the latter,
the background is dominated by gluon and quark jets.
Tau leptons are seeded from small-R jets. The seed with the largest fraction of
momentum carried by tracks with pT > 1 GeV and within ∆R < 0.2 from the center of
the jet is considered to be a tau lepton candidate. All candidates are then calibrated for a
presence of a pile-up and to match the true value of energy from the Monte Carlo.
A BDT is then used to create an identification discriminant to reject background from
quark and gluon jets, based mainly on properties of the associated tracks. Additional
electron discrimination is applied on tau lepton candidates with a single associated track.
The tau leptons are further calibrated using Z → ττ events to mitigate differences
between the data and the Monte Carlo simulation. More information on the tau lepton
reconstruction and calibration can be found in reference [111].
5.7 Overlap removal
A single detector signature can be associated with multiple objects. To avoid double
counting of the signatures, an overlap removal procedure is applied for each event. First,
jets within ∆Ry = 0.2 distance from an electron are removed, reducing the number of
jets reconstructed from electron energy depositions in the calorimeter. Then, electrons
and muons within ∆Ry = 0.4 from any remaining jet are also removed. This reduces
the background of non-prompt electrons from heavy flavor decays. For muons there is an
exception in case the associated jet has less than three tracks where the jet is removed
instead. Such jet often comes from energy deposition of a high pT muon. Finally, a hadronic
tau lepton candidate is removed if it is within ∆Ry = 0.2 from an electron or muon.
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Search for tt̄H(bb̄) in the single lepton channel
The H → bb̂ decay channel dominates among the tt̄H final states, accounting for almost
60% of the production. Its measurement is difficult due to the presence of an irreducible
background from a top quark pair production with two additional b quarks in the final state
coming from a splitting of a gluon emission (tt̄bb̄). This process is difficult to model due to
a high number of jets in the final state and presence of heavy particles with significantly
different masses.
The tt̄H(bb̄) measurement is divided into multiple channels based on the number of
leptons in the final state. In this chapter the general properties of the tt̄H(bb̄) analysis in a
single lepton final state are introduced. Chapter 7 then discusses the statistical analysis of
this channel, which consists mainly of the signal extraction through a profile likelihood fit.
Properties of the other channels and specifically of the dilepton final state will be discussed
in chapter 8 in the context of a combined measurement.
This chapter starts with a short summary of the previous ATLAS analysis of the tt̄H(bb̄)
process in section 6.1. The new measurement and its prospect are presented afterwards
in section 6.2. Introduction and discussion of the analyzed dataset is given in section 6.3,
section 6.4 then presents the Monte Carlo modeling, with an emphasis on the dominant
tt̄bb̄ background. Then, the analysis regions are defined and the main properties of the
tt̄H(bb̄) final state and the background composition are discussed in section 6.5. Variables
used in the fit are also introduced in section 6.6. Section 6.7 is reserved for a discussion
of various techniques used to treat the input distributions and the systematic variations
used in the statistical analysis. Finally, the agreement between the data and the nominal
theoretical prediction is discussed in section 6.9.
6.1 Previous ATLAS tt̄H(bb̄) measurement at 13 TeV
The first ATLAS tt̄H(bb̄) analysis at 13 TeV[8] was performed on the data collected in
2015 and 2016 corresponding to an integrated luminosity of 36 fb−1, studied in the single
lepton and dilepton channels. The signal strength µtt̄H , defined as a ratio between the
measured and predicted cross-section, was extracted from the data using a profile-likelihood
fit, leading to the result shown in figure 6.1. The µtt̄H is displayed separately for the two
leptonic channels and for their combination. The result is in agreement with the Standard
Model and gives an upper limit of µtt̄H < 1.2 in absence of the tt̄H signal at 95% confidence
level[8].
54
6.1. Previous ATLAS tt̄H(bb̄) measurement at 13 TeV
SM
Httσ/Httσ = µBest fit 
1− 0 1 2 3 4 5 6
Combined
 combined fit)µ(two-
         Single Lepton
 combined fit)µ(two-




















-1 = 13 TeV, 36.1 fbs
 = 125 GeVHm
tot.
stat.
tot ( stat syst )
Figure 6.1: Comparison of signal strength µ, designated as µtt̄H in the text, measured
in the two channels separately (but with correlated systematic uncertainties) and their
combination in the 2018 tt̄H(bb̄) measurement[8].
The two largest sources of systematic uncertainties limiting the sensitivity of the
measurement were the modeling of the tt̄ with additional heavy flavor jets, discussed later
in section 6.4.3, and the limited size of the Monte Carlo samples, which are used to estimate
the background and its systematic uncertainties. The contribution of different systematic
sources to the uncertainty of µtt̄H can be seen in table 6.1.
Uncertainty source ∆µ
tt̄+≥1b modeling +0.46 −0.46
Background-model stat. unc. +0.29 −0.31
b-tagging efficiency and mis-tag rates +0.16 −0.16
Jet energy scale and resolution +0.14 −0.14
tt̄H modeling +0.22 −0.05
tt̄+≥1c modeling +0.09 −0.11
JVT, pileup modeling +0.03 −0.05
Other background modeling +0.08 −0.08
tt̄+ light modeling +0.06 −0.03
Luminosity +0.03 −0.02
Light lepton (e, µ) id., isolation, trigger +0.03 −0.04
Total systematic uncertainty +0.57 −0.54
tt̄+≥1b normalization +0.09 −0.10
tt̄+≥1c normalization +0.02 −0.03
Intrinsic statistical uncertainty +0.21 −0.20
Total statistical uncertainty +0.29 −0.29
Total uncertainty +0.64 −0.61
Table 6.1: Summary of main sources of systematic uncertainties in the 2018 tt̄H(bb̄)
measurement [8].
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6.2 Full Run-2 analysis of tt̄H(bb̄)
At the end of the LHC Run-2 data-taking (see section 4.1.2), a 139fb−1dataset of proton-
proton collisions was available for an analysis at 13 TeV center-of-mass energy. For
the tt̄H(bb̄) channel, the benefit from the increase of the data statistics is limited, since
the analysis has large systematic uncertainties. There are, however, several areas of
improvement:
• Alongside the larger data sample size, more Monte Carlo events were produced,
leading to increased statistics of the simulated samples not only for better
estimation of the nominal background, but also of its systematic uncertainties.
• Due to better understanding of the detector and of the reconstruction, smaller
instrumental uncertainties are expected. Their improved performance implies
that more effort can be committed to investigation of the background modeling.
• A new nominal generator for the tt̄bb̄ process, which contains the two b quarks
directly in the matrix elements. This is discussed in more detail in section 6.4.3.
The aim of the Run-2 analysis is to produce a result with a full Run-2 dataset with an
improved precision of the measured signal strength.
This thesis shares many aspects with a measurement presented in reference[112], which
uses a modified strategy to focus on differential properties of the tt̄H process.
6.3 Dataset and trigger requirements
The data collected by the ATLAS experiment are selected by triggers (see section 4.2.6).
In the tt̄H(bb̄) analysis, they have been specifically collected using single electron[113] and
single muon[114] triggers. Each trigger is defined by a pT threshold of the lepton and by
identification and isolation requirements (described in chapter 5). All triggers used in the
analysis are listed in table 6.2. Due to the different conditions in the first year of the Run-2
data-taking, mainly a lower instantaneous luminosity which allows for lower thresholds,
the triggers are different from those used after 2015.
6.4 Modeling and Monte Carlo generators
The analysis uses numerous MC samples to construct the nominal model of the signal
and the background and to estimate the systematic variations. In this section, common
properties among them are discussed, before presenting specific generators and their purpose.
Heavy flavor classification, which classifies jets based on the particle they originate from, is
also defined. Detailed description of the main properties and principles of MC generators
was already presented in the context of the event generation throughout chapter 3.
6.4.1 Common treatment of the MC samples
The pile-up (see section 4.1.1) is simulated the same way in all samples using the Pythia8
generator[115]. Parameters of the model were tuned using minimum-bias data collected
during 2015[116], resulting in a tune called A3[117].
Pythia8 is also the nominal parton shower and hadronization generator for the samples
used in the analysis. A specific A14 tune[118] was developed by ATLAS to better describe
showers of hard scattering events. The alternative showering generator is Herwig7[40,
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e60 lhmedium ≥60 medium -
e120 lhloose ≥120 loose -
HLT mu20 iloose L1MU15
Muon
≥20 loose -
HLT mu50 ≥50 - -
e26 lhtight nod0 ivarloose
Electron
≥26 tight loose
2016 e60 lhmedium nod0 ≥60 medium -
- e140 lhloose nod0 ≥140 loose -
2018 HLT mu26 ivarmedium
Muon
≥26 medium gradient
HLT mu50 ≥50 - -
Table 6.2: Single lepton triggers used to select events in the leptonic channels, showing the
selected object, its pT threshold, the identification and isolation working points (previously
described in chapter 5), divided into two periods - 2015 and 2016-2018. The triggers are
explained in more detail in references [113] and [114] for electrons and muons, respectively.
An event is considered passing the trigger if it passes any of the listed triggers.
119] using the H7UE tune[40]. For both showering generators, the B and D hadron decays
are simulated using EvtGen [120]. For all samples, the mass of the top quark (mtop) is
set to 172.5 GeV.
6.4.2 Heavy flavor classification
The dominant background of the tt̄H(bb̄) analysis is tt̄bb̄: a tt̄ process with two additional
b quarks coming e.g. from an emission of a gluon which further splits into two b-quarks.
When tt̄ is generated inclusively with additional jets from the parton shower, the tt̄bb̄
component has to be subsequently filtered.
The heavy flavor classification[121] finds the parton of origin for jets in the MC samples.
First, particle level1 jets of the MC are reconstructed using an anti-kt algorithm, described
in section 5.4.1, with a radius R=0.4. Only particle jets with pT >15 GeV and |η| <2.5
are considered further. Hadrons are then matched to the particle jet if they are within
a distance of ∆R < 0.4. In case of an ambiguity between multiple jets the closest one is
matched.
When the hadrons of the truth level jets are identified, tt̄ events are categorized based
on the flavor of additional jets, excluding jets from decays of the top quarks:
• tt̄+≥ 1b - at least one additional jet containing a B hadron
• tt̄+≥ 1c - no additional jet containing a B hadron and at least one containing a D
hadron
• tt̄+light - remaining events
With this classification, the tt̄bb̄ process falls under the tt̄+≥ 1b category. Events with only
one jet containg a B hadron come mostly from the tt̄bb̄ with either one of the jets outside
the selected phase-space or with the two B hadrons ending up in a single jet.
1Particle level refers to a state where all final state particles of the event after the parton shower and
the haodronization are defined, but before the decays and propagation through the detector. Individual
stages of the event generation were described in chapter 3, details on the particle level definition can found
in reference [122].
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Figure 6.2: Comparison of the data to the standard model prediction in the region with at
least 5 jets and 2 b-jets at the 85% working point (a) for number of jets njet and (b) for pT
of the jet with highest pT in the event (p
jet 1
T ). Only statistical uncertainties are included.
The actual contribution of the different tt̄ categories depends on the selection and for
the analysis regions it will be shown later in section 6.5.3. As was mentioned in chapter 3,
production of c and b in a parton shower is suppressed due to their mass. Since light jets
include u, d and s induced jets, the tt̄+light component dominates unless a strict selection
on the number of b-jets is introduced. This can be seen in figure 6.2, showing events with
at least five jets and two b-jets selected at the 85% b-tagging working point. Since tt̄ events
contain at least two b-jets from the decays of the two top quarks, there is effectively no
selection on the flavor of the additional jets.
Another thing to note in figure 6.2(a) is the increasingly worse agreement between the
data and the MC with larger jet multiplicity. Even though the disagreement is quite large,
it is still covered by the modeling uncertainties.
6.4.3 Modeling of the tt̄bb̄ process
The modeling of the tt̄bb̄ process is the primary source of uncertainties in the measurement.
This section introduces in more detail the nominal sample used in the analysis and the
different variations used as systematic uncertainties.
Nominal tt̄bb̄ Monte Carlo
There are multiple ways to approach the generation of tt̄bb̄ events. The analysis considers
two main options:
1. Generate the tt̄bb̄ as a Matrix element.
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2. Generate the tt̄ process at the tree level2 with the two b quarks coming exclusively
from the parton shower. This will be referred to as tt̄+jets.
The nominal tt̄bb̄ sample, based on the first option with the two b quarks in the matrix
element, is generated with PowhegBoxRes [123] and OpenLoops [124, 125] with the
PDF set NNPDF3.0nlonf4 [126] with the mass of the two b-quarks set to mb = 4.95 GeV.
The factorization scale (for definition see section 3.1) is set to µf =
∑
i=t.t̄,b,b̄,j mT,i/2, the
renormalization scale (see section 2.3) to µr = 4
√
mT,t ·mT,t̄ ·mT,b ·mT,b̄ and the hdamp
parameter3 to hdamp =
∑
i=t.t̄,b,b̄,j ET,i/2.
The nominal tt̄+jets sample with additional b quarks coming from the parton shower
only is generated as tt̄ at the NLO using PowhegBox [46, 53]. Its hdamp parameter is




T . Both generators use
Pythia8 [115] as the shower generator.
One additional difference between the two samples is the implementation of the PDFs.
The tt̄+jets sample uses a 5-flavor scheme (5FS), which included all quarks with exception
of the top quark in the PDF. On the other hand, the tt̄bb̄ sample includes massive b-quarks
and as such they are excluded from the PDF in a 4-flavor scheme (4FS)[126].
Given that the tt̄+jets sample does not account properly for mass of the b quarks and
the fact that the parton shower is only an approximation of the additional emission. the
tt̄bb̄ sample should provide more accurate predictions. However, for both samples a better
agreement with the data can be achieved by tuning the parameters of the model and the
performance of both samples was studied in comparison with the measured data. This is
summarized in appendix B, and it was found that the tt̄bb̄ sample shows a better agreement
with the data.
The tt̄bb̄ sample will be designated as Powheg +Pythia8 tt̄bb̄ (Pow+Py8 tt̄bb̄),
while the tt̄+jets sample is called PowhegBox+Pythia8 tt̄+jets (Pow+Py8 tt̄+jets).
The next two section introduce sources of uncertainties coming from variations of model
parameters and from comparison to alternative generators. The systematic uncertainties
of the tt̄+≥ 1b component are also summarized in table 6.3.
Parameter variations
In order to determine uncertainties from tuning of the various parameters of the nominal
model, their variations are produced, divided based on their physics interpretation:
Initial State Radiation (ISR): The initial state radiation systematic uncertainty
comes from two sources. First, there is a variation of the factorization and renormalization
scales (µf and µr, respectively) of the matrix element, parameters described previously
in sections 2.3 and 3.1. They, among other things, affect properties of the additional
gluon emission included in the matrix element. One variation corresponds to a half of the
nominal scale and the other to a double of the nominal value. The other component of the
systematic comes from a variation of the αPSs parameter of the ISR in the Pythia8 A14
Tune[118].
Final State Radiation (FSR): The final state radiation systematic uncertainty
comes from a variation of the αPSs parameter of the FSR Pythia parton shower[118].
2Quite often the tt̄ process is generated at NLO, so e.g. additional gluon emission can be part of the
matrix element at LO, but not the subsequent splitting into a pair of (b-)quarks
3hdamp is a parameter of the Powheg NLO matching model, which controls the momentum of the first
additional gluon emission.
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Sample Variation Generator Comments
nominal Pow+Py8 tt̄bb̄
ISR Pow+Py8 tt̄bb̄ µr, µf and α
ISR
s parameter variation
tt̄+≥ 1b FSR Pow+Py8 tt̄bb̄ αFSRs parameter variation
PS&had Pow+Her7 tt̄+jets with respect to Pow+Py8 tt̄+jets
NLO match MG+Py8 tt̄+jets with respect to Pow+Py8 tt̄+jets
nominal Pow+Py8 tt̄H
ISR Pow+Py8 tt̄H µr, µf and α
ISR
s parameter variation
tt̄H FSR Pow+Py8 tt̄H αFSRs parameter variation
PS&had Pow+Her7 tt̄H
NLO match MG+Py8 tt̄H
nominal Pow+Py8 tt̄+jets
tt̄+≥ 1c ISR Pow+Py8 tt̄+jets µr, µf and αISRs parameter variation
+ FSR Pow+Py8 tt̄+jets αFSRs parameter variation
tt̄+light PS&had Pow+Her7 tt̄+jets
NLO match MG+Py8 tt̄+jets
Table 6.3: Generators used for the nominal and systematic variations of the tt̄H signal and
tt̄ backgrounds. When two generators are listed, the first one is responsible for the Matrix
element and NLO matching and the second one for the parton shower and hadronization.
The reason why variation of the matrix element is only a part of the ISR and not the
FSR is because gluon emission from a top-quark is suppressed due to the large mass of the
quark and in PowhegBox it is not a part of the matrix element. Due to this the impact
of the ISR variation is larger than the FSR.
Parameter variations are internally provided as event weights of the nominal sample.
This means that they are statistically correlated to the nominal sample, a fact which
becomes important later on when studying impact of statistical fluctuations.
In addition, variations of the PDFs (see section 3.1) in the matrix element were studied
but their impact was found to be negligible and is omitted.
Alternative generators
Aside from variations of parameters in the chosen nominal model, it is important to consider
alternative models as well. Currently available alternative samples are only produced as
the tt̄+jets samples (with the additional b quarks produced in the parton shower).
Comparing these variations to our nominal tt̄bb̄ would lead to a double counting of
the difference between the tt̄bb̄ coming from Matrix element and Parton shower. Instead,
these variations are computed with respect to the tt̄+≥ 1b sub-component of the Powheg-
Box+Pythia8 tt̄+jets sample and then applied as a systematic variation to the nominal
PowhegBoxRes+Pythia8 tt̄bb̄ sample.
Systematic variations derived through a comparison of two samples are often called
two-point systematics. In the case of the tt̄H(bb̄) analysis, two such uncertainties are
considered:
Parton shower & hadronization (PS&had): The nominal sample uses Pythia8
for the parton shower and hadronization. The systematic on this model is assessed by
comparing the nominal sample to an alternative which uses Herwig7 [40, 119] instead,
designated as Powheg +Herwig7 (Pow+Her7) tt̄+jets. The difference in the parton
shower between the two samples is mainly in the choice of the ordering variable of the
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shower (see section 3.3). The hadronization also relies on a different approach (string vs.
cluster model), described previously in section 3.4.
NLO matching: As was mentioned before in section 3.3, there is an overlap between
the NLO matrix element and the PS, which needs to be removed to avoid double counting,
which is done through an NLO matching. The analysis compares two generators: Powheg-
Box and MadGraph5 aMC@NLO[127], which use the Powheg[46] and MC@NLO [47]
models, respectively, to match the shower to the NLO matrix element. The alternative
sample is called MadGraph5 aMC@NLO+Pythia8 (MG+Py8) tt̄+jets.
Using systematic variations derived with the tt̄+jets samples means that the two
additional b quarks are generated in the parton shower and their production is thus directly
affected by these systematics. This means these uncertainties are overestimated compared
to the case where the two b quarks are directly part of the matrix element at the NLO.
In addition to the samples used to derive the systematic variations, another tt̄bb̄ sample
is used, produced with Sherpa 2.2.1[43] interfaced with OpenLoops, with the two b
quarks directly in the matrix element. It uses parton shower and hadronization models
implemented directly in the Sherpa generator. This sample is used for some tests of the
nominal model, but sufficient statistics was not available and fluctuations were too large to
derive systematic variations in part of the analyzed phase-space.
6.4.4 Signal modeling
The nominal tt̄H sample is PowhegBox+Pythia8[46, 53, 128, 129] generated at NLO
with NNPDF3.0nlo PDF[130] and with hdamp set to 3
√
mT,t ·mT,t̄ ·mT,H . It uses Pythia8
for the parton shower and hadronization.
There are four modeling uncertainties, which are similar to those of the tt̄bb̄ process,
the first two being variations of internal parameters:
• ISR: The initial state radiation systematic uncertainty comes from two sources,
variation of the scale of the matrix element (µf , µr) and of α
PS
s of the ISR in the
parton shower[118].
• FSR: The final state radiation systematic comes from variation of the αPSs parameter
of the QCD emission in the FSR[118].
These variations are also produced through internal weights of the nominal sample. The
other two are based on a comparison to alternative generators:
• PS&had: Comparison of the nominal PowhegBox+Pythia8 sample to a sample
showered with PowhegBox+Herwig7.
• NLO match: Comparison of the nominal PowhegBox+Pythia8 sample to a
MadGraph5 aMC@NLO+Pythia8 alternative with a different NLO matching.
All systematic variations can be also found in table 6.3.
6.4.5 Remaining tt̄+jets subcomponents
Though the tt̄+≥ 1b component of the tt̄+jets process is the primary background, there is
still a non-negligible contribution of the other tt̄+jets components (tt̄+≥ 1c and tt̄+light).
They are generated as part of the tt̄+jets PowhegBox+Pythia8 sample described in
section 6.4.3 with the tt̄+≥ 1c and tt̄+light heavy flavor selection.
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The systematics, summarized in table 6.3, are then similar to the signal setup, where
the ISR and FSR systematic uncertainties are again variations of internal weights. The
PS&had systematic is defined through a comparison to Herwig7 and the NLO match to
MadGraph5 aMC@NLO.
6.4.6 Small backgrounds
Remaining backgrounds are listed in table 6.4, divided into several categories. Their
contribution and impact is small, so a detailed description of the samples is omitted, but
their implementation did not change significantly from reference[8].
The first category is designated as tt̄+light,tt̄tt̄,tH, which in addition to the tt̄+light
mentioned previously contains also events with 4 top quarks or tH in the final state. The
three processes are joined together to avoid empty bins in the measured distributions.
The second group of background processes are tt̄V , which refer to tt̄ final state with
one additional W or Z boson in the final state. Due to their low cross-section they have
only a small yield in the analyzed regions.
The last category, called simply other, combines the remaining samples which individu-
ally contributed a negligible amount to the total yield. It contains final states with a single
top quark in the final state (single top), which can be further associated with weak bosons
and jets (tZq, tWZ). It also contains events with no top quarks in the final states, mainly
weak bosons produced together with jets (V+jets) and production of two boson (diboson).
Category Sample Generator Comments
tt̄+light,tt̄tt̄,tH tt̄tt̄ MadGraph5 aMC@NLO+Pythia8
tH MadGraph5 aMC@NLO+Pythia8 -
tt̄V tt̄Z MadGraph5 aMC@NLO+Pythia8 -
tt̄W MadGraph5 aMC@NLO+Pythia8 -
Single top PowhegBox+Pythia8 s/t-channel and Wt
tZq MadGraph5 aMC@NLO+Pythia8 -
Other tWZ MadGraph5 aMC@NLO+Pythia8 -
V+jets Sherpa W+jets and Z+jets
Diboson Sherpa -
Table 6.4: Smaller backgrounds and their nominal generator, divided in several categories
used later on in the profile likelihood fit. When two generators are listed, the first one is
responsible for the Matrix element and NLO matching and the second one for the parton
shower and hadronization.
6.5 Event selection
An example of a Feynman diagram of the single lepton tt̄H(bb̄) final state, displayed in
figure 6.3, contains four b-quarks (2 from the top decays and 2 from the Higgs boson), two
additional quarks from a decay of the hadronic W and a single charged lepton. The six
quarks in the final state produce jets, four of which can be tagged as b-jets. This section
describes how events with these properties are selected.
6.5.1 Reconstructed object definition
Reconstructed electrons, presented in section 5.3.1, are required to have a pT larger than 10


















Figure 6.3: An example of a Feynman diagram of the tt̄H(bb̄) single lepton channel[28].
(1.37 < |η| < 1.52) excluded. To ensure that only prompt electrons are selected, they
have to satisfy the Tight identification criteria and the Gradient isolation (described in
section 5.3.1). The track of the electron has to be in proximity of the primary vertex,
which is ensured by a requirement on the longitudinal impact parameter |z0| < 0.5 mm
and on the significance of the transverse impact parameter |d0|/σd0 < 5.
Muon candidates (see section 5.3.2) have the same pT requirement of 10 GeV but
a slightly larger η acceptance with |η| < 2.5. The longitudinal requirement is also the
same (|z0| < 0.5 mm) but the transverse is slightly tighter (|d0|/σd0 < 3). Muons have to
further pass the Medium identification and the FixedCutTightTrackOnly isolation (described
previously in section 5.3.2).
The kinematic selection of the hadronically decaying tau lepton candidates requires
pT > 25 GeV and |η| <2.5. Further, they have to pass the Medium τ -identification working
point (see section 5.6). Tau leptons decaying leptonically produce electrons and muons
which are not distinguished from other prompt leptons.
The analysis uses jets reconstructed using the anti-kt algorithm with a radius 0.4 (as
described previously in 5.4) and with kinematic requirements pT > 25 GeV and |η| < 2.5.
Additional quality criteria described in reference [131] are used to remove jets from non-
collision sources and calorimeter noise. A selection on the jet vertex tagger (described
in section 5.4.4) is applied for jets satisfying pT < 60 GeV and |η| < 2.4 to reduce the
contribution from pile-up jets.
Since a final state with a large number of b quarks is studied, b-tagging and b-jets
identification (see section 5.5) are an essential part of the analysis. The analysis mainly
considers the 60% and 70% b-tagging efficiency working points. This allows definition of
more varied analysis regions, either with a higher contribution of signal or control regions
which help to constrain the backgrounds.
Finally, an overlap removal, as described in section 5.7, is applied to each event.
6.5.2 Single lepton region definition
All events in the tt̄H(bb̄) analysis are required to pass the triggers shown in table 6.2
and have to have all relevant detector systems operational. Furthermore, they have to
contain a reconstructed primary vertex as described in section 5.2.2. In the single lepton
channel, the events are further required to have exactly one electron or muon with pT
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>27 GeV4 and no additional lepton with pT > 10 GeV. Additionally, to remove overlap
with other tt̄H analyses, a veto on two or more tau leptons with hadronic decay is used.
This mainly concers overlap with the multi-lepton final state[31, 32] which considers region
with hadronic tau leptons in the final state.
Based on the final state of the tt̄H(bb̄), the signal and the tt̄bb̄ background is expected
to contain at least six jets. However, one can also get a relatively clean tt̄H(bb̄) +tt̄bb̄
sample with only five jets in the final state with a sufficient selection on the number of
b-jets, which slightly increases the available statistics (as will be shown in section 6.5.3).
This creates two jet-multiplicity classes, one with exactly 5 jets and one with at least 6 jets.
They form separate regions and help to mitigate the mis-modeling of the variable number
of jets (njet, shown previously in figure 6.2(a)). The 5-jets option contributes only slightly
to the sensitivity due to lower number of events and is considered for control regions to
better constrain the background model.
Furthermore, there are several working points of the b-tagging algorithm (described
in section 5.5), which can be used to separate the signal and the different backgrounds.
Starting with the tightest working point, one can derive relatively pure tt̄H/tt̄bb̄ regions
by selecting at least 4 b-jets at the 60% working point. Such regions are labeled ≥ 4b hi.
However, they still contain a small amount of tt̄+≥ 1c and tt̄+light. To get a better handle
on these additional backgrounds and to get better statistics for the tt̄+≥ 1b final state,
looser regions in the b-tagging are defined. They require 4 b-jets at the 70% working
point (but veto the previously defined region with the 60% working point), resulting in
events with a label ≥ 4b lo. By combining the two jet multiplicity categories and the two
b-tagging categories one arrives to four analysis regions, summarized in table 6.5.




≥ 6 ≥ 4
≥ 4SR
≥6j
≥4b lo < 4
CR5j≥4b hi = 5
≥ 4
CR5j≥4b lo < 4
Table 6.5: The definitions of the single lepton analysis regions, based on the number of
jets njet, and the number of b-tagged jets nb-jet using the 60% and 70% working points.
SR refers to signal regions and CR to control regions.
6.5.3 Region composition
The background composition of the four analysis regions can be found in figure 6.4(a), where
different fractions of the tt̄+jets components between the regions with different b-tagging
requirements can be observed. The difference due to the number of jets is minimal, since
the 5 jet regions are dominated by the tt̄+jets process where one of the jets from the W is
not reconstructed in the acceptance of the detector. Since all tt̄+jets components contain
a W from the top, the missing jet does not affect the relative contribution of the different
tt̄+jets components.
The signal to background ratio (S/B), where S and B are number of signal and
background events, respectively, and the approximation of a statistical significance of the
4The 27 GeV threshold is chosen to reflect the trigger which has a 26 GeV ⁀selection. The 1 GeV
difference is there to remove a region where the efficiency of the trigger is not well measured, resulting in
large uncertainties.
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Figure 6.4: The background composition (a) and signal over background ratio and statistical
significance (b) of the four analysis regions.
signal (S/
√
B) is displayed in figure 6.4(b). There, one can see a larger significance in
the six jet regions compared to their five jet counterparts. In the region with the tighter
b-tagging requirement (SR≥6j≥4b hi ) the statistical significance is almost 4σ.
6.6 Multi variate algorithms and variables used in the fit
The analysis takes advantage of several multi-variate algorithms (MVA) to connect the
reconstructed objects to the underlying particles and to better distinguish between the
signal and background events. A short description of the main multivariate technique
used in the analysis, the Boosted Decission Tree (BDT), can be found in appendix A.
To separate the signal from the background, the analysis uses an MVA designated as
Classification BDT, which is described in more detail in the appendix A.3. The output
values of the BDT lie between -1 and 1, larger values being more signal like.
The analysis uses a profile likelihood template fit to extract the signal (see chapter 7).
The Classification BDT is used in the fit of the 6-jet regions. One of the inputs of the
Classification BDT is the average ∆R for all pairs of b-tagged jets (∆Ravgbb ). This variable
is used in the 5-jet regions and helps to constrain the background modeling. Both variables
are displayed for different Monte Carlo generators in figure 6.5. Several properties can be
observed:
• Both variables provide a signal to background discrimination, which is larger for the
Classification BDT as per design
• The nominal Pow+Py8 tt̄bb̄ sample is the most signal-like among the tt̄+≥ 1b Monte
Carlo samples
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Figure 6.5: Distributions of the nominal tt̄H and tt̄bb̄ sample, and alternative generators
falling under the tt̄+≥ 1b classification as function of (a) ∆Ravgbb and (b) the Classification
BDT. The generators follow designation introduced in section 6.4.5. All distributions are
normalized to unity.
• ∆Ravgbb provides slightly larger discrimination between the tt̄+≥ 1b samples than the
BDT, especially for the nominal and the Sherpa 2.2.1 tt̄bb̄ sample
6.7 Techniques for input preparation
The statistical model uses Monte Carlo distribution to build templates, which are further
used in the profile likelihood fit. Important step in the construction of the fit model
is the choice of the binning of these templates. Its definition is crucial since it affects
the sensitivity and impact of the statistical fluctuations. Another important point is
the practical implementation of the systematic uncertainties, where various smoothing
techniques are used to minimize impact of statistical fluctuations of the variations.
6.7.1 Binning
The binning is an important part of the construction of the analysis regions for the
likelihood fits. Fewer bins means larger statistics in each, but the trade-off is usually a
lower control over the backgrounds when the systematic uncertainties are large, leading
to a lower sensitivity. The binning in the analysis was optimized and chosen based on a
method described in detail in reference [132]. In the tt̄H(bb̄) analysis, the number of bins
for the 5-jet regions is Nbins = 6, while for the 6-jet regions it is set to Nbins = 8.
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6.7.2 Smoothing
In the previous tt̄H(bb̄) measurement, statistical uncertainties of the Monte Carlo samples
were one of the dominant factors impacting the significance. Their effect will be studied
later in section 7.8. Here, the focus is on techniques used to minimize the impact of
statistical fluctuations on the systematic uncertainties.
In principle, an unmodified distribution of the uncertainty can be used in the fit.
However, statistical fluctuations of systematic variations can match (simply by chance)
a fluctuation in the data, which can lead to a large impact on the fit result. One way to
minimize this issue is to introduce statistical uncertainties on the systematic. However,
the model then becomes significantly more complicated. Furthermore, derivation of these
statistical uncertainties is not straightforward for systematic uncertainties which are
correlated to the nominal sample5.
Instead, a smoothing is applied on the templates used to derive systematics to average
out the fluctuations. This can introduce a bias into the analysis which needs to be
investigated to make sure its impact on the result of the analysis is not large.
Smoothing algorithms
Several smoothing methods are used in the analysis, all implemented in an ATLAS internal
smoothing software package. These used in the analysis preserve the effect on normalization
due to the systematic uncertainty. They are based on merging of bins and subsequent
smoothing of the shape. The binning of the nominal distribution remains unchanged.
Though a larger number of methods was tested, three methods were studied in more
detail as they better captured the shape of the systematic. Here, the algorithms are
introduced, their performance is then described in the next section.
The first method is called Parabolic, which is implemented as described in figure 6.6.
It first merges pairs of bins based on their χ2 compatibility until the number of slope changes
Combined statistical 
uncertainty >5%?
Find two neighbouring 
bins with lowest chi2
Number of slope 
changes larger than 1?




Merge it with the bin 
to its left














Figure 6.6: Flowchart describing the process of the Parabolic smoothing on a binned
systematic.
in the distribution is smaller than two. Then bins with a large statistical uncertainty are
merged to the left and the whole distribution is smoothed by a running average6.
Two other smoothing algorithms are considered. They both use the TH1::Smooth
algorithm at some stage, an internal function of the data analysis software ROOT[133]
5More information on how to derive statistical uncertainty of a correlated systematic is given in
section 7.8.
6Running average means that each bin i is updated as binnewi = (bini−1 + 2bini + bini+1)/4 with the
exception of the first and the last bin.
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based on the 353QH twice smoothing algorithm[134]. First, there is the MaxVar
algorithm, described in figure 6.7. This method merges bins with a large statistical
Any bin with statistical 
uncertainty >X?
(starting from right)
Number of slope 
changes >2?










Figure 6.7: Flowchart describing the process of the MaxVar smoothing on a binned
systematic.
uncertainty until there are no more than 2 changes of slope. The TH1::Smooth algorithm
is then used to smooth out the shape.
The final algorithm is called TTRes, shown in figure 6.8. It has the simplest imple-
mentation, merging neighboring bins until all pairs have χ2 larger than one. Then, the
TH1:Smooth algorithm is applied.
Performance and application of the smoothing algorithms
The differences in performance between the three algorithms can be seen in figure 6.9, in
which their impact on two different systematics are shown: a small systematic with a large
statistical uncertainty (one of the b-tagging uncertainties) and a larger uncertainty from
modeling (the tt̄bb̄ NLO matching systematic). Two important features can be observed:
1. The Parabolic smoothing introduces a shape for the small systematic due to a
fluctuation in one bin. Given the large statistical uncertainties of the underlying
distribution, a flat shape, which is produced by MaxVar and partially also TTRes,
seems more reasonable as an approximation.
2. Both MaxVar and TTRes fail to capture the last bin of the large systematic.
Because of the first feature it was decided to use the MaxVar smoothing for systematic
uncertainties, where the difference between bins is comparable to statistical uncertainties.
This choice avoids artificial shapes and mainly concerns experimental uncertainties and
modeling of small backgrounds.
The second feature was found to be related to the 353QH twice smoothing imple-
mented in TH1::Smooth as part of the MaxVar and TTRes, which leads to smoothed
shapes which often fail to capture the first and the last bins of the distributions. This
is due to a floating median (described in reference [134]) applied in the first step, which
ignores content of the border bins if they differ significantly from the two bins closest to
them. Since the analysis uses a classification discriminant for the fitting, the last bin is the
one most sensitive to the signal and its bad modeling would have a significant impact on
the result of the analysis. This is the main reason why algorithms using the TH1::Smooth
are not applied on systematics with a large variation in the first and the last bins.
To summarize, the MaxVar algorithm is used for all experimental uncertainties and
modeling systematics of the small backgrounds (all backgrounds except for the three tt̄+jets
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Figure 6.8: Flowchart describing the process of the TTRes smoothing on a binned
systematic.
components). The smoothed distributions were checked to see that they capture the shape
of the original distribution within the uncertainties. The remaining systematics (modeling
of the tt̄+jets components and of the signal) have much larger shape and because of that a
larger impact on the result and the Parabolic algorithm was found to perform the best
in capturing of their shape and is used as a default smoothing. For three of the modeling
systematics, tt̄+≥ 1b NLO matching (NLO match), tt̄H NLO match and tt̄H PS, only the
Parabolic is able to capture the shape properly and is therefore used exclusively (one
can see it back in the figure 6.9 for tt̄+≥ 1b NLO matching). Using the other smoothing
methods would mean underestimating this systematic variation significantly. For the
remaining modeling systematics, the TTRes is used as an alternative to study the impact
of the smoothing on the fit. This is shown later in section 8.3.3.
6.7.3 Symmetrization of two-sided systematic uncertanties
A systematic uncertainty can either increase or decrease the yield, designated with an up
and a down label. However, in many cases the direction of the systematic changes for
different values of an observable7. While the up and down label is arbitrary it is important
to keep the proper correlation between the bins.
Even if the systematic uncertainty is symmetric, the input distribution does not have to
necessarily reflect that because of statistical fluctuations. To minimize the statistical impact,
one can calculate new variation as an average of absolute variations, creating symmetric
uncertainties. This reduces the impact of statistical fluctuations without changing the
underlying systematic. In case of e.g. two-point systematics, only one side of the variation
is available. Such variations are symmetrized.
6.7.4 Factorization of the normalization
The fraction of tt̄+≥ 1b events in the tt̄+jets process is a badly modeled property. For
this reason, the normalization of tt̄bb̄ is left free-floating in the fit and is designated as
k(tt̄+≥ 1b). Because of that the normalization effect of tt̄bb̄ systematic variations does not
impact the results of the fit. However, if their normalization effect is large, these systematics
will be highly correlated to the k(tt̄+≥ 1b), which makes it difficult to disentangle their
effects in the fit. For this reason, the tt̄+≥ 1b systematic variations are renormalized to
not change the normalization inclusively across all analysis regions (including both the
single lepton regions and the dilepton regions explored in chapter 8). This means that they
can have a normalization effect when used in only one of the channels and in individual
regions. The procedure is used on all tt̄+≥ 1b systematics mentioned hereafter.
7Several examples of this will be presented in the rest of the chapter.
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Figure 6.9: The effect of various smoothing methods on a tt̄+≥ 1b b-tagging systematic in
the CR5j≥4b hi region (left) and on the tt̄+≥ 1b NLO match in the SR
≥6j
≥4b hi region (right).
Each figure shows the original distribution used as an input and the modified distribution
with the smoothing and symmetrization applied. The two systematics are described in
more detail in section 6.8.
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Figure 6.10: Distributions of the tt̄+≥ 1b ISR systematic in two analysis regions: CR5j≥4b hi
(a) and SR≥6j≥4b hi (b). Original refers to the raw input distribution, modified is the
distribution after symmetrization and smoothing.
6.8 Shapes of major systematic uncertainties
The various sources of systematic uncertainties used in the analysis were introduced in
previous chapters, coming from the modeling of different processes or from the various
objects reconstructed and identified by the detector. This section presents a selection of
systematic uncertainties, which play a large role in the analysis.
6.8.1 tt̄bb̄ modeling systematics
The modeling of the tt̄bb̄ process is the main limiting factor of the tt̄H(bb̄) analysis. All
sources of the tt̄bb̄ modeling systematic uncertainties were described in section 6.4.3. They
all use the symmetrization and the Parabolic smoothing described previously. A few
examples of their distributions will be shown in this section, all of them can be found in
appendix C.
The Initial State Radiation (ISR) systematic is displayed in figure 6.10. There is a
slight asymmetry between the up and down component in the original distributions before
the application of the smoothing and symmetrization. This raises a question whether the
symmetrization should be used in such case and its effect was studied in the single lepton
channel, where the statistics is high enough not to deem symmetrization necessary. The
effect on the fit result was found to be negligible and therefore the smoothing is applied
anyway to improve precision of the systematic in the dilepton channel, where the statistical
fluctuations are higher.
As was described in section 6.4.3, the ISR systematic represents variation in the
production of additional jets in both the matrix element and the parton showers. This
means it significantly affects the jet multiplicity, which can be seen by an opposite direction
of the systematic in the 5-jet and the 6-jet regions. Otherwise the shape of the systematic
is relatively flat.
The Final State Radiation (FSR) variations, displayed in figure 6.11, have the
largest statistical fluctuations. This is due to large variations of the weights used to derive
this uncertainty. The impact of these fluctuations on the result of the fit was tested using
Monte Carlo toys and was found to be negligible, as will be described later in section 7.8.
The first two-point systematic tt̄+≥ 1b Parton shower & hadronization (PS&had)
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Figure 6.11: Distributions of the tt̄+≥ 1b FSR systematic in two analysis regions: CR5j≥4b hi
(a) and SR≥6j≥4b hi (b). Original refers to the raw input distribution, modified is the
distribution after symmetrization and smoothing.


























 (+2.9 %)σ+ 1 
 (-2.9 %)σ - 1 
Original Modified




















































 (-10.7 %)σ+ 1 
 (+10.7 %)σ - 1 
Original Modified



























Figure 6.12: Distributions of the tt̄+≥ 1b parton shower systematic in two analysis regions:
CR5j≥4b hi (a) and SR
≥6j
≥4b hi (b). Original refers to the raw input distribution, modified is
the distribution after symmetrization and smoothing.
is displayed in figure 6.12. It shows a large dependence on the ∆Ravgbb variable, while it is
relatively flat in the BDT.
Finally, the NLO matching (NLO match) systematic is shown in figure 6.13. It
has a large shape with difference up to 20% in the SR≥6j≥4b hi between the first and the
last bin. It will be shown later that this systematic is strongly correlated to the signal
normalization, making it a limiting factor of the analysis.
6.8.2 tt̄H modeling uncertainties
Distributions of the four tt̄H modeling systematics, described previously in section 6.4.4,
are displayed in figure 6.14 for the tightest region (SR≥6j≥4b hi ) where they will have the
largest effect. All variations in all regions can be found in appendix C. The fluctuations
of the FSR systematic are not as high as in the case of tt̄bb̄, though smoothing is still
necessary. The PS&had systematic has the largest normalization effect.
In addition to the modeling systematic variations, there are uncertainties on the
predicted cross-section, one coming from a variation of the QCD scale with +5.8%−9.2% and one
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Figure 6.13: Distributions of the tt̄+≥ 1b NLO matching systematic in two analysis regions:
CR5j≥4b hi (a) and SR
≥6j
≥4b hi (b). Original refers to the raw input distribution, modified is
the distribution after symmetrization and smoothing.
from a variation of the PDF and αS , which gives 3.6% uncertainty[3, 135]. In addition,
there is a 2.2% uncertainty on the branching fraction of the decay of a Higgs to a pair of b
quarks[3].
6.8.3 Other tt̄+jets uncertainties
The modeling uncertainties of the other tt̄+jets sub-components were described in 6.4.5.
On top of these, there are two normalization uncertainties. Similarly to the tt̄+≥ 1b, the
fraction of tt̄+≥ 1c events is a badly modeled property. The previous iteration of the
analysis reported a normalization factor of around 1.6[8]. To cover this value, a 100%
uncertainty is put on the tt̄+≥ 1c normalization. For the tt̄+light, which dominates
the tt̄+jets production, the cross-section is better understood and its uncertainty is only
6%[136].
6.8.4 Experimental systematic uncertainties
Unlike the modeling uncertainties, which only affect a single sample, the experimental
uncertainties, which describe the performance of the detector and of the reconstruction
and calibration procedures (see chapter 5), are correlated across all samples.
Since the properties of the colliding bunches are not understood perfectly, an 1.7%
uncertainty on the luminosity[61] and additional uncertainty on the pile-up modeling[137]
are included in the analysis. There are also several uncertainties related to the muon and
electron reconstruction and identification but their impact was found negligible.
For jets, there are several components, related to the jet energy scale and jet energy
resolution, correcting the jet four-momentum. Furthermore, there are uncertainties on the
jet vertex tagger and the EmissT reconstruction.
B-tagging uncertainties are divided into three categories based on the type of the jet:
• bTag b-jets: uncertainty on the efficiency of jets coming from the decay of a B
hadron.
• bTag c-jets: uncertainty on the mis-tag rate of jets coming from the decay of a D
hadron.
• bTag light-jets: uncertainty on the mis-tag rate of jets coming from other sources.
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Figure 6.14: Distributions of the tt̄H modeling systematics - ISR (a), FSR (b), Parton
Shower (c) and NLO matching (d) - in the SR≥6j≥4b hi region. Original refers to the raw
input distribution, modified is thedistribution after symmetrization and smoothing.
These categories do not correspond to the tt̄+jets categories introduced previously: the
tt̄+≥ 1b sub-component can still contain jets from decays of D hadrons (e.g. from W → cs̄
decays), while both tt̄+≥ 1c and tt̄+light still include b-jets coming from decays of the top
quarks. Thus, all three systematic categories contribute to all three components.
The b-tagging systematics are further divided into a large number of components,
designated by EV X, with X starting at 0. The components are ordered based on the size
of their impact in the phase-space they were derived in, so the order to a certain degree
depends on the analyzed phase-space.
6.9 Comparison to the data
With a complete set of systematic variations, all components of the nominal model are
available for the statistical analysis. For the regions later used in the fit, a comparison of
the data and the prediction can be found in figure 6.15. More distributions can be found
in appendix D.
The prediction underestimates the data, which is mainly connected to the bad modeling
of the tt̄+≥ 1b and tt̄+≥ 1c fractions. In the previous iteration of the analysis the normal-
izations were found to be underestimated by 24% and 63% , respectively[8]. Furthermore,
there is a normalization difference between the 5 jet and the 6 jet regions, which suggests
that the ISR systematic, discussed previously in section 6.8.1, will play an important role
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to compensate for this discrepancy. Beside the normalization effects there does not seem
to be a significant difference in shape between the data and the Monte Carlo.




























































































































































































































Figure 6.15: Pre-fit modeling of the four analysis regions, (a) SR≥6j≥4b lo , (b) SR
≥6j
≥4b hi ,
(c) SR5j≥4b lo and (d) SR
5j
≥4b hi , displayed as a function of the discriminating variable used
later on in the fit, ∆Ravgbb for the 5-jet regions and the classification BDT for 6-jet regions.
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CHAPTER 7
Statistical analysis of the single lepton channel
The tt̄H(bb̄) analysis uses a profile likelihood fit to extract the signal strength from the
data. Various studies are performed to validate the input distributions and the performance
of the fit. It is important to note that most of the studies were also done in combination
with a second selection channel using dilepton events, which is shown in the next chapter.
It will be shown that the combination of the two channels provides additional information
and can be used to better control the background .
Still, it is useful to study the single lepton channel in detail to understand the important
ingredients of the analysis in a simpler environment. Furthermore, some challenges
encountered in the previous analysis, like the impact of limited MC sample statistics, are
studied only for the single lepton channel.
This chapter opens with a theoretical description of the profile likelihood fit method
in section 7.1. Then, some of the studies performed to test the nominal model of the
signal and the background, which was introduced in the previous chapter, are presented in
sections 7.3 to 7.7.
Section 7.8 is dedicated to studies of the limited statistics of the Monte Carlo samples
and their impact on the results. This is of special importance, since these effects were the
second largest source of systematic uncertainties in the previous iteration of the analysis.
Finally, results of a fit to the data are shown and compared to expectations from various
studies in section 7.9.
7.1 Profile likelihood fit
The goal of the analysis is to measure the tt̄H(bb̄) process. This is done by extracting from
the data the signal strength, defined as a ratio between the measured cross-section and the
SM prediction: µtt̄H =
σmeasured
σSM
. To achieve this goal, a profile likelihood fit is used. The
main principles behind this parameter-estimation method are introduced in the following
sections.
7.1.1 Likelihood function
Any kind of data analysis works with a dataset or a sample x of measured properties,
which one tries to connect to some theoretical quantities θ⃗ (usually parameters of a model).
Scientific models have to give a probability to observe some data for given values of its
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parameters P (x|θ⃗). A likelihood function is then this probability defined for given observed
data xobs:
L(θ⃗) = P (xobs|θ⃗). (7.1)
The likelihood can be used in a parameter estimation. It can be shown, that by finding
its global maximum over all parameters the resulting values of the parameters
ˆ⃗
θ are good
estimators of their true value θ⃗true[138, 139]. The estimated parameters may be biased,
but the bias disappears in the large sample limit. This method of parameter estimation is
called the Maximum Likelihood method. One of its features is that it is invariant under a
variable transformation. Since it looks for an extreme of the function, the derivation at






In general, it is not possible to express the estimator
ˆ⃗
θ from the equation 7.2 directly and
computational methods are used to scan the parameter phase-space to find the maximum
value of the likelihood.
In practical implementations, a logarithm of the likelihood (or log-likelihood, LL) is
used instead. Since the logarithm is a monotonic function, it does not affect the parameter
estimation and equation 7.2 holds even if one replaces the likelihood with the log-likelihood.
7.1.2 Variance of the parameter estimator
Knowing the value of an estimator is useless without knowledge of its uncertainty. There
are several approaches how it can be determined. One approach is based on the second
derivative of the likelihood, which gives an estimator of variance Vij of two parameters

















This method requires only computation of the second derivative at a single point, but gives
a strictly symmetrical uncertainty and uses a quadratic approximation in the maximum of
the log-likelihood. Such approximation only holds exactly in the large sample limit, but
for a small number of events neither usually holds.
A more precise way to estimate the error is through a graphical method[138], which








) = logL(θ̂i −∆θ̂i
down
) = logL(θ̂)− 1/2 (7.5)
This is illustrated with an example in figure 7.1. The analytical solution of this equation
is usually not possible and one needs to scan the likelihood to find the values of the
uncertainties. This makes this approach much slower compared to the previous method,
where one only has to evaluate the second derivative in a single point, but more precise. In
the context of the tt̄H(bb̄) measurement, the graphical method is only used to determine
uncertainties of important parameters and the former method is used otherwise.
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Figure 7.1: Visual depiction of the graphical method for an estimation of a parameter
uncertainty, taken from [138].
7.1.3 Binned maximum likelihood
Quite often the measured data are analyzed using a binned distributions: histograms. This
means that each bin i has a certain number of data events ni and the theoretical prediction
gives a mean number of events in each of the bins νi(θ⃗), which again depends on some
underlying parameters of the model θ⃗.
The data in each bin then follow a Poisson distribution PPoisson(n, νi) and the total
probability of observing given data is just a multiplication of the probability in each bin.





−νi(θ⃗) + ni log νi(θ⃗) + ...
]
, (7.6)
where Nbins is the number of bins in the distribution and the terms not depending on θ⃗ are
dropped. This is done to simplify the computation, as the absolute value of the likelihood
does not hold any information: only the derivation or the relative difference with respect
to the maximum have to be known.
7.1.4 Parameter of interest and profile likelihood
The tt̄H(bb̄) model contains numerous parameters, the signal strength µtt̄H is, however,
the most important since it defines the amount of measured signal. Such parameter is
generally called a parameter of interest (POI). The remaining parameters are then called
nuisance parameters (NPs), since their value is not necessarily important.
The maximum likelihood procedure ascertains the value of the POI. However, it cannot
be directly used to make definitive statements when it comes to e.g. the significance or the
limits of the measurement due to an interference of the POI with other parameters. This
dependence on the other parameters can be minimized through profiling, which removes
the dependence on the nuisance parameters in the large sample limit[21].
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The likelihood is first redefined as L(µ, θ⃗), where µ is the POI and θ⃗ represents the NPs.
The profile likelihood [21], which depends only on the parameter of interest µ, is defined in
the following form:








where one maximizes the likelihood for each value of µ. With a likelihood depending only
on µ, one can construct a test statistic:













which approaches a χ2 distribution in the limit of large sample size, with µ̂ maximizing
the profile likelihood.
Since the tt̄H(bb̄) process was not yet observed, the eventual goal of the analysis is its
discovery. To simplify the discussion, from this point on the µ represents a signal strength
or a signal yield. This means that µ = 0 is the absence of a signal and any positive value
means its presence. The true value of µ cannot be negative, though the measured value
can.
The statistical significance of the measured µ, assuming it is positive, can be directly





2[logLP (µ̂)− logLP (0)], (7.9)
defined in units of number of standard deviations σ. The value can be also related to
the difference between the log-likelihood at µ =0 (or in the absence of a signal) and the
measured value µ̂. The ATLAS experiment would report a discovery if Z0 ≥ 5, which
corresponds to a probability of a false positive of approximately 3× 10−7.
7.1.5 Asimov dataset and median significance
In order to estimate the expected significance and other properties based on the prediction
of the nominal model, an Asimov dataset can be used: a pseudodata constructed such that
all estimators correspond to their true value[139], but reflecting the statistics of the real
data. In the case of a histogram based analysis, as is the tt̄H(bb̄), its construction is easy.
One simply takes the predicted distribution and assigns each bin an uncertainty based on
its yield (corresponding to the Poisson distribution).
The likelihood is constructed as for any other data. The profile likelihood fit performed
to such dataset will then, by definition, give the true values for all parameters and it can
be shown that the median significance of the model is simply the significance given by the
formula 7.9[139], where now the measured value of µ̂ corresponds to the true value of the
nominal model. It also provides an approximation of how much the data should be able to
constrain various nuisance parameters.
7.1.6 Implementation of additional uncertainties
The approach described in the previous sections only takes into account statistical fluc-
tuations of the data and assumes a precise prediction. However, in reality there are also
systematic uncertainties that modify the yield in each bin.
Systematic uncertainties are usually computed for each Monte Carlo sample individually.
To simplify the discussion, the following assumes that the prediction ν represents a single
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sample and the uncertainties are computed relative to it. A generalization to multiple
samples then requires to sum together the modified predictions νnew for each sample.
The analysis works under the assumption that the source of each uncertainty follows a
Gaussian distribution. The systematic variations then change the theoretical prediction νi
to a modified version νnewi . To implement the systematic variations, a nuisance parameter
αj , following a Gaussian distribution with a mean at 0 and a width set to 1, is defined for
each systematic j. Assuming that for each bin i the relative size of the uncertainty is Sji ,
the predicted value gets shifted by νi(µ, θ⃗)S
j
i αj :




where Nsyst is the total number of systematic uncertainties
1.
Additional Gaussian terms ∝ exp (−α2j/2) are then added to the likelihood, expressing
a penalty on the possible values of the αj . This expands the log-likelihood in equation 7.6
in the following way:




−νnewi (µ, θ⃗, α⃗) + ni log
(






where the last term is simply a logarithm of the Gaussian terms apart from constants.
The post-fit value of αj describes by how many standard deviations the systematic was
shifted, or pulled, with respect to its default value. The uncertainty on the αj value then
informs how much smaller (or larger) the size of the systematic is after the fit, 1 being the
pre-fit value. The uncertainties are usually either not affected or reduced (constrained) by
the fit.
7.1.7 Pruning of systematics
As summarized later in section 7.2, a large number of systematic uncertainties (over 200)
is considered in the analysis. Some of them have a significant impact on the result of the
fit, as for example the tt̄bb̄ modeling discussed previously, but most of them are negligible.
If all of them were included in the fit, the minimization procedure would become very
time-consuming. To avoid this, systematics which would have a negligible effect are omitted.
This is done independently for each analysis region.
First, systematic variations are split into their normalization and shape components2.
The former is dropped, if the normalization difference with respect to the nominal distribu-
tion is smaller than 0.5%. Similarly, a shape of a systematic is dropped when no bin of
the shape component in the given region has a relative difference bigger than 0.5%. In
order to assure that the choice of the pruning threshold does not have a significant effect
on the fit result, a lower cut-off value of 0.1% for both the shape and the normalization
component was tested, and no notable difference was found.
1In theory, one could combine the Sjiαj factors and have a Gaussian with corresponding width, but the
separation allows for a better interpretation of the fit results: αj = 0 corresponds to the nominal value,
while αj = ±1 means that the parameter was shifted by ±1 of its pre-fit uncertainty.
2Normalization component simply describes effect on the yield in a given region. Shape component is
then the systematic modified such that it does not affect the normalization in given region.
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7.1.8 Goodness of fit
The goodness of fit in the analysis is evaluated using a saturated model. The saturated model
has one extra free parameter per bin of the distribution, thus being able to perfectly fit the
data. The ratio between the likelihood of the nominal model and of the saturated model
then follows a χ2 distribution asymptotically[140] and the corresponding χ2 probability[138]
is taken as a goodness of fit value.
7.1.9 Software implementation
The analysis relies on an internal ATLAS fitting framework called TRExFitter, which
builds histograms from the input data and provides them to the tools for statistical analysis.
The fit itself is done using the HistFactory package[141], a tool specifically designed for
profile likelihood fits in form of histograms. HistFactory is built on the RooFit[142]
and RooStats[143] packages, which provide necessary tools for the performance of the fit.
The minimization of the likelihood is done using theMinuit algorithm[144] implemented
in ROOT, a C++ based framework for data analysis [133]. Uncertainties on the parameters
are by default described using the quadratic approximation, while for more interesting
parameters the more precise graphical method is used. Both methods were described
previously in section 7.1.2.
7.2 Summary of the nominal statistical model
The nominal statistical model of the tt̄H(bb̄) analysis, used in the profile likelihood fit, was
described in chapter 6. It contains two free-floating parameters with no prior uncertainty:
the signal strength µtt̄H , which represents normalization of the signal, and k(tt̄+≥ 1b), the
normalization of the tt̄+≥ 1b component.
Among the systematic uncertainties, two groups are the most important: the tt̄H and
tt̄+≥ 1b modeling uncertainties, which are divided into the following four groups: ISR,
FSR, PS&had and NLO match, as described in sections 6.8.1 and 6.8.2 respectively.
All systematic uncertainties are summarized in table 7.1, which lists the main systematic
categories and the number of their components. Furthermore, whether the systematic
uncertainty affects only the normalization or also the shape is specified.
The actual list of systematic variations used in the fit is smaller due to the pruning
procedure described in section 7.1.7. Most of the uncertainties have a negligible impact
and are removed to improve the convergence of the fit.
The combined statistical uncertainty of the nominal Monte Carlo samples is added as
an additional systematic uncertainty for each bin of the analyzed distribution.
7.3 Fit to the Asimov pseudodata
The first test performed with the complete tt̄H(bb̄) model is a fit to the Asimov dataset.
This is done to estimate the significance and to see how the expectation will get constrained
by the fit. Furthermore, it determines which systematics will have a sizable effect on the
sensitivity.
The fit results in a signal strength µtt̄H = 1.00
+0.53
−0.49, corresponding to a median
significance 2.0σ, derived as described in section 7.1.4. The free floating normalization
of the tt̄+≥ 1b is k(tt̄+ ≥ 1b) = 1.00+0.09−0.08. The contribution of the data statistical
uncertainties to the result is estimated by repeating the fit with all systematic parameters
81
Chapter 7. Statistical analysis of the single lepton channel
Systematic uncertainty Type Comp.
Experimental uncertainties
Luminosity N 1




Jet energy scale SN 31
Jet energy resolution SN 9




Mis-tag rate (c) SN 20
Mis-tag rate (light) SN 20
Signal and background modeling
Signal
tt̄H cross-section N 2
H branching fractions N 3
tt̄H modeling SN 4
tt̄+jets Background
tt̄ cross-section N 1
tt̄+≥ 1c normalisation N 1
tt̄+≥ 1b normalisation N (free floating) 1
tt̄+light modeling SN 4
tt̄+≥ 1c modeling SN 4




Table 7.1: List of systematic uncertainties included in the analysis. An ”N” means that the
uncertainty is taken as normalisation-only for all processes and channels affected, whereas
”SN” means that the uncertainty is taken on both the shapes and the normalisation.
Some of the systematic uncertainties are split into several components for a more accurate
treatment: the number of such components is indicated in the column labeled as ”Comp.”.
Courtesy of the tt̄H(bb̄) analysis team.
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Figure 7.2: Resulting pulls and constraints of the tt̄H (a) and tt̄+jets (b) uncertainties for
fit to the Asimov dataset.
except for the free-floating parameters µtt̄H and k(tt̄+≥ 1b) fixed to their estimated value
(in the case of the Asimov fit this mean the true values of all parameters). The tt̄+≥ 1b
normalization is basically unaffected by the statistics with only 2% uncertainty. For the
µtt̄H the effect is relatively large (22%), but still much smaller than the overall uncertainty:
the analysis is limited by the systematic uncertainties.
The tt̄+jets and the tt̄H modeling systematic uncertainties and their constraints are
displayed in figure 7.2. The modeling systematics of the tt̄H are not constrained at all,
indicating low sensitivity to the tt̄H modeling with the given precision.
Since there is only a small tt̄+light contribution in the analysis regions, its systematic
variations also remain unconstrained. For the tt̄+≥ 1c there is a slight effect on the shape
through the modeling uncertainties, but more importantly there is a significant constraint
of the tt̄+≥ 1c normalization uncertainty. The most crucial aspect is the tt̄+≥ 1b modeling,
where the constraints are large. That is especially the case of the two-point systematic
variations: the PS&had and the NLO match.
The likelihood fit also provides correlations between the various parameters of the model,
based on the variance shown in formula 7.3. Large correlations can point to unnecessary
degrees of freedom which are covered by other parameters, or to some variables being
too correlated to the signal, making the analysis less sensitive. Those parameters can be
further investigated to find out if their impact can be reduced.
The correlation matrix for the Asimov fit can be found in figure 7.3. The tt̄+≥ 1b
normalization is correlated to the tt̄+≥ 1b ISR and PS systematics. This correlation will
be reduced in the combination with the dilepton channel, because the systematics are
normalized such that they do not change normalization in the combined phase-space (as
discussed in section 6.7.4). The signal is strongly correlated to the tt̄+≥ 1b NLO match
systematic. This implies that the systematic has similar features as the signal, which can
lead to a lower sensitivity. To estimate the actual effect of the systematics on µtt̄H , a
ranking plot is constructed, which ranks nuisance parameters based on their impact on
the signal. This impact can be derived by fixing the nuisance parameter αi of the given
systematic to:
• ±1 (the pre-fit value) for the pre-fit impact
• its post-fit value for the post-fit impact
and by repeating the fit. The displayed impact is then the difference in µtt̄H between the
nominal fit and the variation.
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1b ISR≥tt+





bTag light-jets EV 0
bTag c-jets EV 0
Figure 7.3: Correlation matrix for the fit to the Asimov dataset, showing all parameters
which have at least one correlation larger than 20%.
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Figure 7.4: Ranking plot for the 20 nuisance parameters with the largest impact on the
parameter of interest µtt̄H . It is shown for the pre-fit uncertainty by the empty box and
post-fit by the filled box. The post-fit shifts and constraints of the systematics is displayed
by the black markers and the horizontal line respectively. Vertical dashed lines correspond
to ±1 values of the nuisance parameters.
For the Asimov fit the ranking plot is displayed in figure 7.4. The nuisance parameters
are ordered by the size of their post-fit effect on µtt̄H . The first 20 are shown, though only
a handful have a large impact on the result. In addition, the plot also shows the constraints
and pulls of the systematics variations, similarly to the plots in figure 7.2.
The impact on µtt̄H for both the pre-fit and post-fit is dominated by the tt̄+≥ 1b NLO
match systematic uncertainty. By shifting the systematic by 1σ of its post-fit uncertainty,
the µtt̄H is shifted by around 30%.
The tt̄+≥ 1b NLO match uncertainty has approximately twice the impact of the next
two systematics with largest impact: the k(tt̄+≥ 1b) normalization and the tt̄+≥ 1b ISR.
The effect of the next few systematic variations, coming from tt̄H and tt̄+≥ 1b
modeling, is relatively similar, though with a slowly decreasing effect. The first experimental
systematic uncertainty in the ranking is the first eigenvalue of the b-tagging efficiency of
b-jets (bTag b-jets EV0) at the eighth place, confirming the low impact of experiemental
uncertainties on the result of the measurement.
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Figure 7.5: The signal over background composition of the four analysis regions. The
horizontal lines display the 5% and 7.7% threshold used for the blinding in the analysis,
where the bins with S/B above the lines are removed from the fit.
7.4 Blinding strategy
Fits to the Asimov pseudodata give the expected performance of the nominal model.
However, especially in the case of an analysis with a large mis-modeling, the real sensitivity
and performance will differ significantly in the fit to the data.
Simply performing the nominal fit to the data without excluding the signal and
optimizing the model based on its results could lead to a bias, whether conscious or
unconscious, modifying the model to acquire a desired result. In order to avoid this, a
blinding procedure is implemented: bins with a large expected contribution of the signal are
removed from the fit and the data are not displayed in the plots. This is an intermediate
step made to validate the nominal model.
In this thesis most of the results prior to the unblinding will be with a 7.7% blinding
threshold on the signal over background ratio3. Distributions of the signal over background
ratio in the four analysis regions can be found in figure 7.5. The following will therefore
distinguish between fits in the full range and with the blinded data with a limited phase-
space.
3The blinding threshold used to be 5% of the expected signal over background ratio, providing regions
with a low sensitivity to the signal. This was later increased to 7.7%, which corresponds to 1 extra unblinded
bin per region on average. This was done in order to test if the results of the tests done in the revealed
bins does not change in the few extra bins before unblinding fully. This proved be the case.
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Figure 7.6: Expected background composition (a) and the expected signal over background
ratio and the statistical significance (b) in the four analysis regions in the revealed bins.
The expected background composition of the revealed bins under the 7.7% threshold
can be found in figure 7.6(a), which show similar fractions of background as the full model
(shown previously in figure 6.4(a)). The amount of signal is displayed in figure 7.6(b),
giving around 3-4% on average per region.
7.5 Background-only fits to blinded data
Background-only fits, or fits omitting the tt̄H signal and its modeling uncertainties in the
likelihood, are performed in the revealed (not blinded) bins in order to test the background
model and to get a better idea about its expected performance. This comes with several
caveats: the distributions of the model can be similar in the revealed bins but differ in the
blinded bins, leading to different correlation and thus different post-fit values.
The background-only fit also completely ignores the signal. Even though its contribution
in the revealed bins is low (as was shown in the previous section), its absence in the model
can still slightly bias the fit. These effects are explored later in the context of the pseudodata
fits.
Since the signal is omitted, k(tt̄+≥ 1b) is the only free-floating factor. Its post-fit value
is found to be 1.16+0.10−0.09, with 2% statistical uncertainty. The nuisance parameters are now
shifted with respect to their nominal value, as can be seen in figure 7.7.
Experimental systematics are only slightly pulled and constrained as are the systematics
of the non-tt̄+jets backgrounds. For the tt̄+jets systematics both the pulls and the
constraints are larger. Most of them are still compatible with the nominal value 0 within
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Figure 7.7: Resulting pulls and constraints of the tt̄+jets modeling (a), modeling of other
backgrounds (b) and instrumental (experimental) systematic uncertainties (c) for the
background-only fit in the revealed bins.
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one standard deviation. There are only two exceptions where the pulls are large: the
tt̄+≥ 1b and tt̄+≥ 1c normalization, and the tt̄+≥ 1b ISR systematic. The latter mainly
affects the njets distribution, as is further explored in the next chapter in section 8.3.1.
The measured values of the tt̄+≥ 1b and tt̄+≥ 1c normalizations (approx. 1.2±0.1 and
1.8±0.6) are in agreement with the previous ATLAS measurement of the tt̄H(bb̄) (1.24
and 1.63)[8] and an independent ATLAS measurement of the tt̄bb̄ (1.1 and 1.6)[122]. The
estimation of the normalization will be more precise in the combination with the dilepton
channel, where the contribution of the tt̄+≥ 1c is larger.
Post-fit distributions of the analysis regions can be found in figure 7.8. They show
good agreement, with χ2 probability4 larger than 90% in most of the regions. Only the
CR5j≥4b lo region shows a a slightly lower probability due to a single bin further from the
fitted distribution, most probably just due to a statistical fluctuation, especially since a
similar feature is not present in the tighter CR5j≥4b hi region.
7.6 Data-driven expectation
The Asimov fit naively assumes correctness of the nominal background model, and as such
the significance derived through it may not reflect the result of the fit to the data in the
full phase-space, especially given the large mis-modeling. However, the background-only fit
provides a good first approximation of the background modeling, which can be used to
derive a more realistic estimation of the expected significance.
One way to do such estimation is to propagate the post-fit values of the model pa-
rameters, derived in the fit to the blinded data, to the full range. This can be done by
constructing pseudodata from the nominal model, similarly to Asimov pseudodata, but
shifting values of the model parameters to correspond to the background-only fit to the
blinded data.
Since the signal was not included in this fit, it is added to these pseudodata unchanged.
The pseudodata constructed this way will be referred to as data-driven pseudodata, a simple
extrapolation of the measured values in the revealed bins to the inclusive distribution.
This model carries some caveats. The first caveat is the absence of the signal in the
background-only fit. To estimate the impact of this, the background-only fit is repeated
with a fixed amount of signal, specifically µtt̄H = 1 and µtt̄H = 2 and additional pseudodata
are constructed from the post-fit values of these fits. This way, three pseudodata are




= 1 and µfixed
tt̄H
= 2 which
refers to the type of fit they are derived from. The pseudodata itself, however, contain the
nominal amount of signal (µtt̄H = 1), as this value is expected in the full range.
Another caveat of this approach is the difference in correlations between the full range
and the blinded range, which will lead to slightly different behavior of the background model.
Nevertheless, the data-driven pseudodata still provide a better estimation of parameters
than a simple fit to the Asimov pseudodata.





= 1 and µfixed
tt̄H
= 2 background-only fit, are shown in figure 7.9. They have a slight
dependency on the type of the pseudodata (approx. 17%), as does the normalization of
tt̄+≥ 1b as displayed in figure 7.10, though there the shift is only 6%.
Finally, nuisance parameters of the tt̄+jets background, shown in figure 7.11(a), are
generally similar, showing a small dependence on the amount of signal in the revealed bins.
The biggest change is for tt̄+≥ 1b NLO match.
4The χ2 probability is computed with both statistical and systematic components of the uncertainty[138].
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Figure 7.8: The post-fit distributions of the Monte Carlo compared to the data in the
four analysis regions, (a) SR≥6j≥4b lo , (b) SR
≥6j
≥4b hi , (c) SR
5j
≥4b lo and (d) SR
5j
≥4b hi , after
performing the background-only fit, displayed as a function of the discriminating variable
used: ∆Ravgbb for the 5jet regions and the classification BDT for the 6-jet regions. The gray
shaded bands designate the blinded bins.
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Figure 7.9: Resulting values and uncertainties of the µtt̄H normalization factor, comparing
data-driven pseudodata created based on a background-only fit with three values of µfixed
tt̄H
(0, 1 and 2), which has to be distinguished from µtt̄H derived from the subsequent fit to
the psedudodata.


















Figure 7.10: Resulting values and uncertainties of the tt̄+≥ 1b normalization factor,
comparing data-driven pseudodata created based on a background-only fit with three
values of µfixed
tt̄H
(0, 1 and 2).
Parameters of the tt̄H modeling, displayed in figure 7.11(b), are centered at 0 and
correspond to the model used to generate the pseudodata.
The fit with µfixed
tt̄H
=0 gives a median significance of 1.8σ, only marginally smaller than
the expected value from the Asimov fit (2.0σ). This is a simple consequence of the larger
background measured in the data, since both the tt̄+≥ 1b and the tt̄+≥ 1c have larger
normalization with respect to the nominal prediction. In comparison, the fit with µfixed
tt̄H
=2
gives a significance of 1.9, meaning that the amount of the signal in the revealed bins does
not have a large impact on the estimation.
To summarize, in the full fit to data a slightly lower significance and a small bias on
the µtt̄H can be expected, based on the performance of the background-only fit and its
extrapolation to the full phase-space. This bias is reduced in the combination with the
dilepton channel as discussed in the next chapter.
7.7 Pseudodata based on alternative models
One way to estimate the robustness of a model is to create pseudodata with different
generators and performing the various types of fits mentioned in previous sections. For the
tt̄H(bb̄) process, testing the tt̄bb̄ modeling is the most important so alternative tt̄+≥ 1b
models should be tested.
Two Monte Carlo samples are available: Sherpa tt̄bb̄, which is the most similar to the
nominal as it has the tt̄bb̄ generated as part of the matrix element, and the inclusive tt̄+jets
PowhegBox+Pythia8 generator, which has significantly different modeling (mainly
b quarks coming from the parton shower). Both samples were described previously in
section 6.4.3.
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Figure 7.11: Resulting pulls and constraints of the tt̄H (b) and tt̄+jets (a) uncertainties,
comparing data-driven pseudodata created based on a background-only fit with three
values of µfixed
tt̄H
(0, 1 and 2).
In comparison to the data-driven pseudodata shown in the previous section, this
approach has several advantages. The modeling is known in the full phase-space before
unblinding, so one can test how the fit is able to correct the tt̄+≥ 1b modeling or see how
it affects the performance of other backgrounds or the signal in the fit. Furthermore, one
can compare the nominal fit in the full phase-space to the background-only fit in revealed
bins, and the data-driven pseudo-dataset extracted from it.
These three types of fits are presented for the Sherpa pseudodata, where the data-
driven extrapolation is studied only for the extrapolation from µtt̄H =0. Resulting values of
the tt̄+≥ 1b normalization and tt̄+jets modeling systematics can be found in figures 7.12(b)
and 7.12(c) respectively, where the lower tt̄+≥ 1b normalization is the result of a different
cross-section of the Sherpa generator. The post-fit values of the background modeling
uncertainties differ only slightly between the three fits, with the largest difference in the
tt̄+≥ 1b NLO match modeling systematic. That is not surprising, since the systematic has
a larger impact in the blinded bins, which will drive more its post-fit value.
The value of the POI is shown in figure 7.12(a). The results differ by approximately
20% between the full fit to the data and the fit to data-driven pseudodata, a difference
smaller than 0.5σ of their uncertainties. Both are compatible with the Standard Model
value of µtt̄H = 1.
The same fits were also done for the tt̄+jets sample replacing the tt̄+≥ 1b component.
The tt̄+≥ 1b normalization and tt̄+jets systematic variations are shown in figures 7.13(b)
and 7.13(c), respectively. They have similar features as the previous fit: only the tt̄+≥ 1b
NLO match systematic varies significantly between the different types of fit. The measured
value of µtt̄H , shown in figure 7.13(a), though covered by uncertainties is still 35% lower
than one, or by approximately 2/3σ. This is the result of the fact that the tt̄+jets sample
is less signal-like than the nominal tt̄bb̄ sample and part of the signal is used to compensate
for the difference.
The result also shows a small effect on the tt̄+≥ 1c modeling in the resulting fit, even
though the underlying tt̄+≥ 1c model did not change. This suggests that the parameters of
the tt̄+≥ 1c modeling are not well controlled in the single lepton fit, especially the tt̄+≥ 1c
normalization which changed by almost 20%. This is one of the factors which improves
in the combination with the dilepton channel, which has regions with a higher tt̄+≥ 1c
contribution. Finally, the tt̄+≥ 1b NLO changes between the background-only and full fit,
similarly as for the Sherpa pseudodata fit.
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Figure 7.12: Summarizing plots of the three fits to the Sherpa pseudodata: the nominal
fit to the data (S+B), background-only fit in the revealed bins (BONLY) and a fit to the
data-driven pseudodata based on the results of the background-only fit (PSEUDO). (a)
shows values of the parameter of interest µtt̄H , (c) of the tt̄+≥ 1b normalization k(tt̄+≥ 1b)
and finally (b) pulls and constraints of the tt̄+jets modeling.
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Figure 7.13: Summarizing plots of the three fits to the Powheg +Pythia8 tt̄+jets
pseudodata: the nominal fit to the data (S+B), background-only fit in the revealed bins
(BONLY) and a fit to the data-driven pseudodata based on the results of the background-
only fit (PSEUDO). (a) shows values of the parameter of interest µtt̄H , (c) of the tt̄+≥ 1b
normalization k(tt̄+≥ 1b) and finally (b) pulls and constraints of the tt̄+jets modeling.
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Beside the lower value of the µtt̄H for the second pseudodata, another general take-away
from these tests is that the background-only fit does not constrain the value of the tt̄+≥ 1b
NLO match systematic, since its effect comes mainly from the most signal-like bins. Also
the tt̄+≥ 1c has a degeneracy in the single lepton regions because it contributes only
slightly to the overall yield. Both effects seem to be partially mitigated in the combination
with the dilepton channel, as discussed in chapter 8.
7.8 Impact of statistical fluctuations in the Monte Carlo
For the statistical nominal model, the combined impact of Monte Carlo fluctuations used
for the nominal prediction is included in the fit as an additional systematic. This is not
the case for the fluctuations of the alternative predictions used to derive the systematic
uncertainties, which are smoothed instead to mitigate such effects. While the smoothing
should reduce the impact of the statistical fluctuations, it will not completely erase it.
This was especially an issue of the previous iteration of the analysis, where the statistics
of the Monte Carlo samples was one of the main uncertainties on the measurement (see
section 6.1). It is therefore important to study the effect, and to show that the smoothing
does not bias the result.
If histograms used in the fit were simply filled with events without any weight, estimating
the statistical effects would be simple. Since the content of the histograms follows a Poisson
distribution, one can create a toy dataset by varying each bin based on a Poisson distribution
with a mean value equal to the bin content. One can easily produce a large number of such
datasets and study how the values measured in the fit change.
However, in the case of the Monte Carlo samples used in the tt̄H(bb̄) analysis various
event weights are used to compensate for detector effects or to increase the precision of the
simulation. Their distribution is a priori unknown and their relatively large number would
make it difficult to evaluate the statistical effect directly. Hence, it is easiest to treat the
input as an unknown distribution.
7.8.1 Bootstrap method
When estimating statistical effects of an unknown distribution, a well established tool
is the bootstrap method[145]. Its advantage is that it assumes complete ignorance of
the underlying distribution. For n observed events, one first constructs a probability
distribution function, a bootstrap PDF, by assigning a probability 1/n on each event (or
wi/
∑
j wj for weighted distribution, assuming wi is the weight of an event i). Then, a
bootstrap sample is constructed by randomly sampling events from the bootstrap PDF.
This means that some events will be used multiple times while others will not enter the
histogram at all. The total number of events depends on the context, it can be either
the same as the original distribution, or it can be for example smeared by a Poisson
distribution.
One of the important properties of the nominal tt̄H(bb̄) model is that some systematic
variations are correlated to the nominal sample, e.g. by using the same events with different
event weights. This is for example the case of the tt̄+≥ 1b ISR and FSR systematic
uncertainties. Producing bootstrap samples for both the nominal and the systematic
variation independently would lead to an inflation of the statistical fluctuations. To
avoid this, the construction of the bootstrap samples is redefined using event bootstrap
weights, where equivalent weights are used to smear both the nominal sample and the
systematic variation simultaneously. The bootstrap weight bi is then sampled from a
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Poisson distribution with a mean value of 1, which produces the same type of bootstrap
sample as the PDF construction by weighting each event by wibi. Then for a correlated
sample, e.g. sample with an alternative event weight w′i, one uses the same bootstrap
weight, resulting in a new weight w′ibi. Beside accounting for the correlated samples, this
approach is also practically easier to implement.
In the following sections, the impact of the fluctuations is studied by producing the
boostrap samples for a Monte Carlo samples of interest and repeating the fit. The impact
on various measured properties, e.g. signal strength or pull and constraint of a systematic
uncertainty, is then studied. The statistical impact is then expressed in standard deviations
of the measured statistical fluctuations in units of the pre-fit values.
7.8.2 Statistical fluctuations of the tt̄+≥ 1b two-point systematics
(a) (b)
Figure 7.14: Distributions of the ratio between the baseline tt̄+≥ 1b Mad-
Graph5 aMC@NLO +Pythia8 sample and the bootstrap samples, displayed as a




To investigate the effect of statistical fluctuations on the shapes of the tt̄+≥ 1b NLO
matching and Parton shower & hadronization systematic uncertainties, the two MC samples
used to derive them are smeared using the bootstrap method: MadGraph5 aMC@NLO
+Pythia8 tt̄+jets sample (shortened as MG+Py8) for the tt̄+≥ 1b NLO match and
the Powheg +Herwig7 tt̄+jets (or simply Pow+Her7) for the tt̄+≥ 1b PS&had. 500
alternative MC toy samples are produced. How the different datasets vary from the
unsmeared baseline distribution can be seen in figures 7.14 and 7.15 for MG+Py8 and
Pow+Her7, respectively. It can be noted that the fluctuations of the MG+Py8 sample
are slightly larger than for the Pow+Her7.
For each of the 500 variations, a fit is performed and distributions of important
variables are studied. In an Asimov fit the main question is how the fluctuations impact
the uncertainty on µtt̄H . This can be see in figure 7.16 for the MG+Py8 sample, where
the effect on µtt̄H is small and the standard deviation is around 0.03. One can notice that
the peak is slightly asymmetric though the effect is small enough to validate the use of a
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(a) (b)
Figure 7.15: Distributions of ratio between the baseline tt̄+≥ 1b Powheg +Herwig7
sample and the bootstrap samples, displayed as a function of the Classification BDT for
the two signal regions, (a) SR≥6j≥4b lo and (b) SR
≥6j
≥4b hi .
Gaussian distribution to estimate the uncertainties.
Another important feature in the figure is that the baseline, or the value from the
fit of the nominal unsmeared model, is approximately in the center of the peak. During
the optimization of this analysis, when the TTRes smoothing was used instead of the
Parabolic for the modeling systematic uncertainties (see section 6.7.2), the smoothing
introduced a bias in the shape and lead to the baseline being several standard deviations
away from the center of the peak. This can be seen in figure 7.17, which shows the same
distribution as figure 7.16 but with the older smoothing algorithm used on the tt̄+≥ 1b NLO
match systematic. This further strengthens the confidence in the Parabolic smoothing.
The effect of the smearing on other variables can be found in table 7.2 for the MG+Py8
sample and in table 7.3 for Pow+Her7. For both samples it shows that their impact on
the constraint of the systematic they are used to derive (Up and down values in the table)
is around 0.04. Since the tt̄+≥ 1b PS is not correlated to µtt̄H , the impact of Pow+Her7
is negligible, while for th MG+Py8 it is around 3% as mentioned previously.
The impact on the pulls and constraints of the systematic variations and the effect on
the normalization of tt̄+≥ 1b is further studied in the background-only fit to the blinded
data. The results can be found in tables 7.2 and 7.3 for the MG+Py8 and the Pow+Her7
sample, respectively. For the former, the impact on the k(tt̄+≥ 1b) is negligible. The
tt̄+≥ 1b NLO match systematic itself has relatively large fluctuations and the central value
shifts by around 0.11 and constraint by 0.04. Since the systematic is strongly correlated to
the signal, the effect of MG+Py8 is later investigated in the full fit to the data.
The tt̄+≥ 1b Parton shower & hadronization systematic is more correlated to the
tt̄+≥ 1b normalization, but effects of the smearing are still smaller than 0.01. Fluctuations
of the central value of the systematic uncertainty are of order 0.11, where the constraint
varies within 0.04, similar values to the tt̄+≥ 1b NLO match. This is not surprising as the
two samples have comparable statistics.
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Figure 7.16: Distribution of the up (left) and down (right) uncertainty on µtt̄H for different
MC bootstrap samples of the tt̄+≥ 1b MadGraph5 aMC@NLO+Pythia8 sample. The
distribution, representing the impact of the statistical fluctuations of the sample, is fitted
by a Gaussian function (in red) to estimate the standard deviation σ of the statistical
fluctuations. The baseline (in blue) represents the value given by the nominal unsmeared
sample. The gray shading represents statistical uncertainties.
Figure 7.17: Distributions of the up (left) and down (right) uncertainty on µ for different
MC bootstrap samples of the tt̄+≥ 1b MadGraph5 aMC@NLO+Pythia8 sample with
an older smoothing. The distribution, representing the impact of the statistical fluctuations
of the sample, is fitted by a Gaussian function (in red) to estimate the standard deviation
σ of the statistical fluctuations. The baseline (in blue) represents the value given by the
nominal unsmeared sample. The gray shading represents statistical uncertainties.
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Fit type Parameter Statistical impact
Central val. Up value Down value
µtt̄H - 0.027 0.030
ASIMOV k(tt̄+≥ 1b) - < 0.01 < 0.01
(full) tt̄+≥ 1b NLO match. - 0.044 0.044
k(tt̄+≥ 1b) < 0.01 < 0.01 < 0.01
BONLY k(tt̄+≥ 1c) 0.014 < 0.01 < 0.01
(blinded) tt̄+≥ 1b NLO match. 0.112 0.039 0.039
Table 7.2: Statistical impact of the MadGraph5 aMC@NLO+Pythia8 tt̄+≥ 1b sub-
component on various parameters of the fit model, specifically for their central value and
the up and down uncertainties. Values are shown for the Asimov and background-only
(BONLY) type fit. The up and down values refer to the absolute uncertainties for the free-
floating normalization parameters µtt̄H and tt̄+≥ 1b and for the other Nuisance parameters
they refer to the constraints expressed in units of the pre-fit systematic uncertainty.
Fit type Parameter Statistical impact
Central val. Up value Down value
µtt̄H - < 0.01 < 0.01
ASIMOV k(tt̄+≥ 1b) - < 0.01 < 0.01
(full) tt̄+≥ 1b PS - 0.021 0.021
k(tt̄+≥ 1b) < 0.01 < 0.01 < 0.01
BONLY k(tt̄+≥ 1c) 0.024 0.015 0.08
(blinded) tt̄+≥ 1b PS 0.113 0.036 0.036
Table 7.3: Statistical impact of the Powheg+Herwig7 tt̄+≥ 1b sub-component on
various parameters of the fit model, specifically for their central value and the up and
down uncertainties. Values are shown for the Asimov and background-only (BONLY)
type fit. The up and down values refer to the absolute uncertainties for the free-floating
normalization parameters µtt̄H and tt̄+≥ 1b and for the other Nuisance parameters they
refer to the constraints expressed in units of the pre-fit systematic uncertainty.
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Fit type Parameter Statistical impact
Central val. Up value Down value
µtt̄H - < 0.01 < 0.01
k(tt̄+≥ 1b) - < 0.01 < 0.01
k(tt̄+≥ 1c) - < 0.01 < 0.01
ASIMOV tt̄+≥ 1b NLO match - 0.02 0.02
(full) tt̄+≥ 1b PS&had - 0.02 0.02
tt̄+≥ 1b ISR - 0.02 0.02
tt̄+≥ 1b FSR - 0.09 0.09
b-tag B0 - < 0.01 < 0.01
k(tt̄+≥ 1b) 0.02 < 0.01 < 0.01
k(tt̄+≥ 1c) 0.08 0.02 0.04
tt̄+≥ 1b NLO match 0.10 0.04 0.04
BONLY tt̄+≥ 1b PS&had 0.10 0.04 0.04
(blinded) tt̄+≥ 1b ISR 0.10 0.03 0.03
tt̄+≥ 1b FSR 0.33 0.13 0.13
b-tag B0 0.01 < 0.01 < 0.01
Table 7.4: Statistical impact of the nominal Powheg+Pythia8 tt̄bb̄ sample on various
parameters of the fit model, specifically for their central value and the up and down
uncertainties. Values are shown for the Asimov and background-only (BONLY) type
fit. The up and down values refer to the absolute uncertainties for the free-floating
normalization parameters µtt̄H and tt̄+≥ 1b and for the other Nuisance parameters they
refer to the constraints expressed in units of the pre-fit systematic uncertainty.
7.8.3 Statistical fluctuations of the nominal tt̄bb̄ sample
Since the tt̄+≥ 1b ISR and FSR systematics are derived from the nominal tt̄bb̄ sample
through application of additional weights, the statistical fluctiations cannot be investigated
separately from the nominal. Instead, the nominal PowhegBox+Pythia8 tt̄bb̄ sample
and all its correlated systematics are smeared in a correlated manner, all of them using the
same bootstrap weight per event. To evaluate the statistical fluctuations, one therefore
has to produce bootstrap samples for all the correlated systematic variations, leading to
larger computational requirements. For this reason only 100 alternative toy samples were
produced for each.
The results are summarized in table 7.4. For the Asimov fit, the impact on µtt̄H is again
found to be less than 1%. The impact on the tt̄+≥ 1b normalization in the background-only
fit is around 2%, where the distribution of the values for different bootstrap samples can
be found in figure 7.18.
The central value of the tt̄+≥ 1b ISR systematic is biased by up to 10% and the
constraint by 3%, a comparable performance to the tt̄+≥ 1b parton shower. The FSR has
large fluctuations of the systematic weights and is therefore much more impacted by the
statistics of the nominal sample. The systematic pull is fluctuating by around 33% and
the constraint by 13%. Despite the worse performance of the FSR systematic, the overall
impact on the measured tt̄H and tt̄+≥ 1b normalizations is small.
7.8.4 Statistical fluctuations of the signal samples
The same study of statistical effects was done for the tt̄H signal and its systematics. The
impact was found to be minimal, for most of the distributions are smaller than 0.1%.
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Figure 7.18: Distributions of the tt̄+≥ 1b normalization k(tt̄+≥ 1b) (top) and its uncertainty
(bottom) for different MC toys of the nominal PowhegBox+Pythia8 tt̄bb̄ sample. The
distribution is fitted by a Gaussian to estimate the standard deviation of the statistical
fluctuations. The gray shading represents statistical uncertainties.
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Fit type Parameter Statistical impact
Central val. Up value Down value
µtt̄H - < 0.01 < 0.01
ASIMOV k(tt̄+≥ 1c) - 0.01 < 0.01
(full) tt̄+≥ 1c PS&had - 0.01 0.01
k(tt̄+≥ 1b) < 0.01 < 0.01 < 0.01
BONLY k(tt̄+≥ 1c) 0.14 0.10 0.10
(blinded) tt̄+≥ 1c PS&had 0.18 0.05 0.05
Table 7.5: Statistical impact of the Powheg+Herwig7 tt̄+≥ 1c sub-component on
various parameters of the fit model, specifically for their central value and the up and
down uncertainties. Values are shown for the Asimov and background-only (BONLY)
type fit. The up and down values refer to the absolute uncertainties for the free-floating
normalization parameters µtt̄H and tt̄+≥ 1b and for the other Nuisance parameters they
refer to the constraints expressed in units of the pre-fit systematic uncertainty.
Fit type Parameter Statistical impact
Central val. Up value Down value
µtt̄H - < 0.01 < 0.01
ASIMOV k(tt̄+≥ 1c) - < 0.01 < 0.01
(full) tt̄+≥ 1c NLO match - 0.04 0.04
k(tt̄+≥ 1b) < 0.01 < 0.01 < 0.01
BONLY k(tt̄+≥ 1c) 0.03 0.02 0.01
(blinded) tt̄+≥ 1c NLO match 0.34 0.06 0.06
Table 7.6: Statistical impact of the MadGraph5 aMC@NLO+Pythia8 tt̄+≥ 1c sub-
component on various parameters of the fit model, specifically for their central value and
the up and down uncertainties. Values are shown for the Asimov and background-only
(BONLY) type fit. The up and down values refer to the absolute uncertainties for the free-
floating normalization parameters µtt̄H and tt̄+≥ 1b and for the other Nuisance parameters
they refer to the constraints expressed in units of the pre-fit systematic uncertainty.
The biggest effect is on the uncertainty of the signal strength µtt̄H when the nominal tt̄H
sample is smeared, where it is 0.2%. Hence, it is safe to assume that finite statistics of the
tt̄H samples will not have any impact on the result of the measurement.
7.8.5 Statistical fluctuations of other tt̄+jets components
Statistical effects of the tt̄+≥ 1c component of the MadGraph5 aMC@NLO+Pythia8
and Powheg+Herwig7 samples can be found in tables 7.5 and 7.6, respectively. The
former has a small impact in general except for the central value of the tt̄+≥ 1c NLO match
systematic, which fluctuates by about 0.34. This partially shows that the pull on this
systematic does not have a large impact on the fit result. The impact of the Pow+Her7
sample is the most importantly on the tt̄+≥ 1c normalization, where it is almost 0.15, with
a 0.10 variation of the constraints.
Variations of the nominal sample can be found in table 7.7. The impact shown there is
minimal, the largest fluctuations being the NLO match and FSR systematic. The tt̄+light
component was tested as well, but the impact is generally small. Only a 0.12 effect on the
tt̄+≥ 1c normalization is noteworthy.
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Fit type Parameter Statistical impact
Central val. Up value Down value
µtt̄H - < 0.01 < 0.01
k(tt̄+≥ 1b) - < 0.01 < 0.01
k(tt̄+≥ 1c) - < 0.01 < 0.01
ASIMOV tt̄+≥ 1c NLO match - 0.02 0.02
(full) tt̄+≥ 1c PS&had - 0.01 0.01
tt̄+≥ 1c ISR - < 0.01 < 0.01
tt̄+≥ 1c FSR - 0.05 0.05
b-tag C0 - < 0.01 < 0.01
k(tt̄+≥ 1b) 0.01 < 0.01 < 0.01
k(tt̄+≥ 1c) 0.09 0.04 0.07
tt̄+≥ 1c NLO match 0.25 0.04 0.04
BONLY tt̄+≥ 1c PS&had 0.14 0.05 0.05
(blinded) tt̄+≥ 1c ISR 0.09 0.01 0.01
tt̄+≥ 1c FSR 0.25 0.08 0.08
b-tag C0 0.05 0.04 0.04
Table 7.7: Statistical impact of the nominal Powheg+Pythia8 tt̄+≥ 1c sub-component
on various parameters of the fit model, specifically for their central value and the up and
down uncertainties. Values are shown for the Asimov and background-only (BONLY)
type fit. The up and down values refer to the absolute uncertainties for the free-floating
normalization parameters µtt̄H and tt̄+≥ 1b and for the other Nuisance parameters they
refer to the constraints expressed in units of the pre-fit systematic uncertainty.
7.9 Results
Finally, results of the fit to the data in the full single lepton phase-space are presented
here. The resulting value of the signal strength is:
µsingle lepton
tt̄H





corresponding to a measured significance of 0.9σ. The significance is lower than the expected
value of 1.8σ due to the low measured value of µtt̄H . The value of the tt̄+≥ 1b normalization
is measured as k(tt̄+ ≥ 1b) = 1.17+0.10−0.10, in agreement with the background-only value of
1.16 as described in section 7.5.
The value of µtt̄H , though low, is still in agreement with the Standard Model prediction.
Whether this is only a statistical fluctuation or a consequence of background mis-modeling
is studied more in the next chapter in the context of a combination with the dilepton
channel, where the additional regions help to mitigate some of the shortcomings of the
single-lepton channel.
The nuisance parameters of the tt̄+jets and tt̄H systematic uncertainties and their
constraints are displayed in figure 7.19 for the full fit, where they are directly contrasted
to the background-only fit in the blinded data. Overall, the differences between the two
fits are small. This seems to suggest that the accuracy of the background modeling does
not differ significantly in the previously blinded bins. That is not surprising, since they
contribute only a small part of the overall statistics. It is, however, possible that the
remaining differences are absorbed by the signal rather than the modeling systematics.
The post-fit comparison of the data and the Monte Carlo prediction can be found in
figure 7.20. It does not show any significant mis-modeling. Both 5 jet regions have a bin
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Figure 7.19: Resulting pulls and constraints of the tt̄H (a) and tt̄+jets (b) uncertainties,
comparing the background-only fit to the blinded data (BONLY) and signal+background
fit to the whole phase-space (S+B).
Fit type Parameter Statistical impact
Central val. Up value Down value
µtt̄H 0.121 0.039 0.043
S+B k(tt̄+≥ 1b) < 0.01 < 0.01 < 0.01
(full) k(tt̄+≥ 1c) 0.013 < 0.01 < 0.01
tt̄+≥ 1b NLO match. 0.198 0.052 0.052
Table 7.8: Statistical impact of the MG+Py8 tt̄+≥ 1b sub-component on various parame-
ters of the fit model, specifically for their central value and the up and down uncertainties.
Values are shown for the full fit to the data.
where the prediction still differs from the measured data, which, however, does not point
at any trend and can be attributed to larger statistical fluctuations. The goodness of fit
probability, evaluated using the saturated model[140], is 69%.
As was described in section 7.1.4, the significance is derived by comparing post-fit
values of the likelihood between a fit with and without the signal, the latter corresponding
to a background-only fit in the full range. The post-fit values of the tt̄+jets nuisance
parameters of the two fits are displayed in figure 7.21, showing that the disparity between
the two fits is driven mainly by a pull on the tt̄+≥ 1b NLO match systematic variation.
The difference between the other parameters is small.
Finally, the impact of the limited statistics of the MG+Py8 tt̄+≥ 1b sample , discussed
previously in section 7.8, is revisited for the full fit. The results can be found in table 7.8,
showing a 20% variation of the tt̄+≥ 1b NLO match systematic and 12% effect on the signal
strength µtt̄H , a small effect compared to the overall 60% uncertainty. This represents a
significant improvement compared to the previous analysis where the statistical fluctuations
played a larger role (see section 6.1).
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Figure 7.20: Post-fit modeling of the four analysis regions, (a) SR≥6j≥4b lo , (b) SR
≥6j
≥4b hi ,
(c) SR5j≥4b lo and (d) SR
5j
≥4b hi , after performing the full signal+background fit, displayed






















S+B (full) BONLY (full)
Figure 7.21: Resulting pulls and constraints of the tt̄+jets uncertainties, comparing a




Combination of the leptonic tt̄H(bb̄) channels
The results measured in the single lepton channel show a lower, though still statistically
compatible, value of the signal strength with respect to the SM expectation. Both the
background modeling and estimation of the signal can be improved by including additional
tt̄H(bb̄) regions, rich in tt̄bb̄ and tt̄H(bb̄) respectively.
Additional tt̄H(bb̄) channels are discussed in the beginning of the chapter in section 8.1.
Sections 8.1.2 to 8.4 are dedicated to the combination with the dilepton channel, where some
additional studies performed on the combined model before the unblinding are discussed
as well. Finally, results of the combined fit are introduced in section 8.5. Its interpretation
and comparison to previous measurement is provided in section 8.6.
8.1 Additional analysis channels
Besides the single lepton channel, two other final states of the tt̄H(bb̄) production are
possible, the dilepton and the all-hadronic containing two or no lepton, respectively. In
terms of most of the main properties, the dilepton channel is the most similar to the single
lepton channel. It has comparable background composition, making the combination quite
straightforward.
The leptonic channels can be pre-selected by using leptonic triggers. In contrast, the
all-hadronic channel has only jets in the final state and can be triggered only by the
presence of jets, leading to a large multi-jet background. Such background is difficult to
model with the generated samples and data-driven methods are used to estimate it instead.
The resulting model has still significant uncertainties.
The single lepton channel is further divided between resolved channel, where the jets
from the Higgs decay are well separated, and boosted channel, where the Higgs boson
has a higher pT and the decay products of different primary jets start to overlap and it
becomes more practical to consider them as a single object: a large jet [146]. The boosted
signature is not studied in the dilepton channel due to a much smaller expected yield.
The boosted channel uses looser requirements on the b-tagging to increase the statistics,
leading to a higher contribution of the tt̄+≥ 1c and tt̄+light components. Furthermore, it
has a higher contribution of non-tt̄+jets background, especially from W + t and W+jet
production. Finally, the boosted frame leads to different kinematics compared to the
resolved channels.
Neither the boosted nor the all-hadronic channel are included in the combination since
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Variable Single lepton Dilepton
Leading lepton pT > 27 GeV
NpT>10 GeVlepton = 1 = 2
Njet >= 5 >= 3
N70% WPb-jet >= 4
Nhadr. tau = 0 <= 1
Other mee/µµ > 15 GeV
Veto 83 < mee/µµ < 99 GeV
Table 8.1: Preselection of the single lepton and dilepton channel, based on objects defined
in section 6.5.1: number of leptons with pT > 10 GeV N
pT>10GeV
lepton , number of jets Njet,
number of b-jets N70% WPb-jet and number of hadronic tau leptons Nhadr. tau.
they were still in processes of development at the time of writing of this thesis. The dilepton
channel is being summarized in an another thesis[147] and the combination presented in
this chapter is a result of a collaboration with its author. The single lepton channel will
from now on refer exclusively to the resolved channel, which was presented in the previous
chapters.
8.1.1 Dilepton channel
The dilepton channel has some small differences in the nominal model compared to the single
lepton channel, mainly some additional uncertainties on the tt̄Z background. Furthermore,
the dilepton channel has a larger contribution of a background from misidentified lepton,
because of a lower pT threshold of the second lepton. However, neither has a significant
impact on the measurement. The dilepton channel uses the same definition of reconstructed
objects as the single lepton channel, previously described in section 6.5.1.
As for the constitution of the final state, the only difference with respect to the single
lepton channel is that both W bosons from the top quark decay leptonically. Hence, there
are two leptons in the final state but only 4 jets, all containing B hadrons. The event
selection requires the two leptons to have an opposite charge, one with pT > 27 GeV and
the second lepton with pT > 10 GeV. In the case where both leptons have the same flavor,
there is a veto on events with invariant dilepton mass under 15 GeV and within 83-99
GeV to suppress background from low-mass (e.g. J/Ψ or Υ) and Z resonances. To avoid
overlap with other tt̄H analyses, events with at least one hadronic tau lepton candidate
are removed. The preselection is summarized and compared to the single lepton channel in
table 8.1.
Analysis regions
The dilepton analysis has two signal regions modeled similarly to the single lepton channel
(see section 6.5.2). They require at least four jets in the final state, the first region having a
tight b-tagging requirement ≥ 4b@60% and the second having a loose ≥ 4b@70% selection
excluding the tighter events. They are designated SR≥4j≥4b hi and SR
≥4j
≥4b lo respectively.
Two additional regions are defined for events with four or more jets, one with exactly
3 b-jets at the 60% working point (CR≥4j3b hi ) and one with exactly 3 b-jets at the 70%
(CR≥4j3b lo ) with events from the tighter region excluded.
Finally, one more region is defined in events with exactly 3 jets in the final states, all
of them tagged as b-jets at the 60% working point (CR3j3b hi ). The regions are summarized
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in table 8.2.





≥ 4 ≥ 4
SR≥4j≥4b lo < 4
CR≥4j3b hi ≥ 3
≥ 3CR≥4j3b lo < 3
CR3j3b hi = 3 ≥ 3
Table 8.2: The definitions of the dilepton analysis regions, based on the number of jets
njet, and the number of b-tagged jets nb-jet using the 60% and 70% working points. SR
refers to signal regions and CR to control regions.
The background composition of the dilepton channels can be found in figure 8.1(a).
As was already mentioned, the composition is not very different from that for the single
lepton channel. Only the CR≥4j3b lo has a larger contribution of the tt̄+≥ 1c, which provides
a better handle of this background.
The signal contribution and the statistical significance can be found in figure 8.1(b),
which shows a similar fraction of the tt̄H in the tightest region (around 7%) but the
statistical significance S/
√
B is much lower due to an overall lower number of events.
Variables used in the fit
The dilepton analysis also uses a Boosted Decission Tree to increase the signal to background
separation. A short description can be found in the MVA dedicated appendix A. This
discriminant is also called a Classification BDT and is used in the signal regions.
In contrast to the single lepton channel, the control regions do not use any differential
distribution and only the yield is fitted instead. The goal is to only obtain a better control
over the fractions of the tt̄+jets sub-components.
The pre-fit modeling of the signal regions can be found in figure 8.2, showing that the
disagreement between the data and the Monte Carlo is mainly in normalization.
Results in the dilepton channel
In the Asimov fit, the dilepton channel measures µtt̄H = 1.00
+0.59
−0.54 which has a 5% larger
uncertainty with respect to the single lepton channel, showing a slightly smaller sensitivity





a value larger than the Standard Model expectation µtt̄H = 1 but still compatible within the
uncertainties. The dilepton channel also measures the value of the tt̄+≥ 1b normalization:
k(tt̄+ ≥ 1b) = 1.22+0.09−0.08,
which is comparable to the single lepton result, but with a smaller uncertainty. Comparison
of the k(tt̄+≥ 1b) and of the tt̄+jets nuisance parameters between the single lepton and
dilepton channel can be found in figure 8.3. It shows large differences, especially for the
tt̄+≥ 1b modeling. These are discussed in more detail in context of the background-only
fit in section 8.3.
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Figure 8.1: Background composition (a), and the signal over background ratio and the
statistical significance (b) of the four analysis regions in the dilepton channel[147].
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Figure 8.2: Pre-fit modeling of the dilepton signal regions (a) SR≥4j≥4b lo and (b) SR
≥4j
≥4b hi ,
displayed as a function of the discriminant of the classification BDT[147].




























Figure 8.3: Resulting value and uncertainty on the tt̄+≥ 1b normalization (a) and pulls
and constraints of the tt̄+jets uncertainties (b) for a fit to the data comparing the single
lepton and dilepton channel.
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8.1.2 Combined analysis model
The two resolved leptonic channels, the single lepton and the dilepton, are combined
in a single measurement. This increases the number of analyzed regions, leading to a
better control over the various backgrounds. The definition of the analysis region of both
channels is summarized in figure 8.4. All common systematic uncertainties are treated as
correlated across the two channels. The nuisance parameters were previously summarized
in section 7.2.
Ne/μ = 2
Njets = 3 Njets ≥ 4
Nbjets = 3























































































Figure 8.4: The analysis flow, showing the definition of channels, their regions and variables
used in the fit. The number of bins in each region is shown as well. Courtesy of Timothée
Theveneaux-Pelzer.
8.2 Asimov fit
The fit to the Asimov pseudodata was performed in the combination of the two channels,
resulting in a signal strength µtt̄H = 1.00
+0.44
−0.40 with a statistical uncertainty of 20%. This
corresponds to a significance of 2.6σ compared to the 2σ coming only from the single lepton
channel. The uncertainty on the tt̄+≥ 1b normalization is around 7% with 1% statistical
uncertainty.
The tt̄H and tt̄+jets nuisance parameters are shown in figure 8.5. The tt̄+≥ 1c
normalization uncertainty is reduced, as are the tt̄+≥ 1b modeling systematics. The
tt̄+≥ 1c and tt̄+light modeling uncertainties remain unconstrained.
The correlation matrix shows features similar to the single lepton channel, with the
tt̄+≥ 1b NLO match being strongly correlated to the signal strength µtt̄H . There are small
changes in correlation of the tt̄+≥ 1b ISR systematic and k(tt̄+≥ 1b) to µtt̄H and tt̄+≥ 1b
PS still remains highly correlated to the tt̄+≥ 1b NLO match.
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Figure 8.5: Resulting pulls and constraints of the tt̄H (a) and tt̄+jets (b) uncertainties for
fit to the Asimov dataset.
5.2 7.1 -29.3 -22.1 7.0 -23.1 -26.0 22.9 -13.8 20.2 3.4 0.2 11.2 -17.0 100.0
1.2 9.1 -8.9 -3.8 -0.7 -4.7 -4.5 -69.0 13.3 -40.7 -4.7 12.6 -8.2 100.0 -17.0
10.9 -3.1 -0.5 -4.8 -8.0 -5.1 -0.3 -4.5 24.7 7.0 2.4 -27.4 100.0 -8.2 11.2
19.0 51.5 -3.7 -5.5 -6.9 -5.5 -10.0 12.4 -53.3 -5.4 36.2 100.0 -27.4 12.6 0.2
24.0 -20.9 1.8 3.3 5.4 3.4 0.3 5.1 14.6 8.6 100.0 36.2 2.4 -4.7 3.4
6.1 -8.2 -2.1 -12.7 -37.9 -12.6 0.2 41.0 21.0 100.0 8.6 -5.4 7.0 -40.7 20.2
7.5 -25.7 13.2 7.4 1.2 8.4 1.8 -44.7 100.0 21.0 14.6 -53.3 24.7 13.3 -13.8
-2.9 5.1 -1.8 -0.5 -2.6 -0.4 -0.5 100.0 -44.7 41.0 5.1 12.4 -4.5 -69.0 22.9
0.9 1.0 -0.2 0.3 0.9 0.4 100.0 -0.5 1.8 0.2 0.3 -10.0 -0.3 -4.5 -26.0
-0.3 0.4 0.6 -10.3 -17.9 100.0 0.4 -0.4 8.4 -12.6 3.4 -5.5 -5.1 -4.7 -23.1
0.9 -1.7 4.9 -17.2 100.0 -17.9 0.9 -2.6 1.2 -37.9 5.4 -6.9 -8.0 -0.7 7.0
-0.0 0.4 0.4 100.0 -17.2 -10.3 0.3 -0.5 7.4 -12.7 3.3 -5.5 -4.8 -3.8 -22.1
-2.9 2.6 100.0 0.4 4.9 0.6 -0.2 -1.8 13.2 -2.1 1.8 -3.7 -0.5 -8.9 -29.3
44.5 100.0 2.6 0.4 -1.7 0.4 1.0 5.1 -25.7 -8.2 -20.9 51.5 -3.1 9.1 7.1










































































































































































tt+light PS & had.
1c norm unc≥tt+
1c PS & had.≥tt+
1b ISR≥tt+





JES effective NP modelling 1
JES BJES
bTag light-jets EV 0
bTag c-jets EV 0
Figure 8.6: Correlation matrix for the fit to the Asimov dataset, showing all parameters
which have at least one correlation larger than 20%.
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Figure 8.7: Ranking plot for 20 nuisance parameters with the largest impact on the
parameter of interest µtt̄H in combination of both channels. It is shown for the pre-fit
uncertainty by the empty box and post-fit by the filled box. The post-fit shifts and
constraints of the systematics are displayed as the black markers and the horizontal line
respectively. Vertical dashed line correspond to ±1 values of the nuisance parameters.
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Figure 8.8: Resulting value and uncertainty on the tt̄+≥ 1b normalization (a) and pulls
and constraints of the tt̄+jets uncertainties (b) for a fit to the data in the revealed bins,
comparing the single lepton and dilepton channel and the combination. In addition, the
result of a fit in the single lepton channel with the dilepton control regions is shown.
The ranking plot in figure 8.7 reflects the correlation matrix, with the tt̄+≥ 1b NLO
match and ISR systematic uncertainties, which are highly correlated to the µtt̄H , having
significantly larger impact than any other systematic. Their understanding will be the
most important for the resulting significance of the measurement.
8.3 Background-only fits to blinded data
The tt̄+≥ 1b normalization in the background-only fit, shown in figure 8.8(a), has around
one sigma deviation in the combination with respect to the single lepton result. The
tt̄+≥ 1b modeling uncertainties, displayed in figure 8.8(b), seem to be driven by the
dilepton channel, in which they differ only slightly from the combination. On the other
hand, the tt̄+≥ 1c modeling, with the exception of the tt̄+≥ 1c normalization discussed
later on, is mainly driven by the single lepton channel. This is mainly because the dilepton
control regions, which contain higher contribution of the tt̄+≥ 1c component, are not fitted
differentially and thus only the normalization is measured precisely.
The difference in the resulting nuisance parameters between the two channels is probably
caused by a badly measured tt̄+≥ 1c normalization in the single lepton channel and its
connection to the k(tt̄+≥ 1b) and tt̄+≥ 1b ISR systematic. This is discussed more in the
next section.The figure 8.8 also shows the single lepton channel combined with dilepton
control regions. This is done to increase the contribution of the tt̄+≥ 1c component,
which helps to constrain its normalization. The fit in such combination shows an excellent
agreement with the full combination. This shows that the dilepton signal regions have a
small effect on the measurement of tt̄+≥ 1b and tt̄+≥ 1c modeling.
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Figure 8.9: Distributions of the b-tagging category of the 4th b-jet (as in jet with 4th
highest b-tagging discriminant) in an event selected in the single lepton channel with six
jets and 3 b-jets at the 70% working point. The distributions are shown for a fit (a) in
single lepton channel only and (b) for the combined result.
8.3.1 Validation of large parameter pulls
Two systematic uncertainties are shifted significantly from their nominal value in the
combined fit while being constrained and thus should be investigated in more detail.
tt̄+≥ 1c normalization
An advantage of the inclusion of the dilepton channel is a region with a relatively large
contribution of the tt̄+≥ 1c background process, which results in a better estimation of the
tt̄+≥ 1c normalization. However, it is possible that the tt̄+≥ 1c process behaves differently
in the single lepton channel and it is important to confirm that the fraction of tt̄+≥ 1c
events in the single lepton channel is well-defined.
For this reason, tt̄+≥ 1c validation regions were investigated in a 3 b-jet phase-space.
However, it contains a large fraction of tt̄+light events, so a more complex selection is
needed. Figure 8.9 shows distributions of the b-tagging working point of the fourth b-jet.
The second and the third bin of the distribution, corresponding to the 85% and 77%
working points of the b-tagging, have a larger fraction of the tt̄+≥ 1c component while
containing almost no contribution from the tt̄+light process. The figure compares the fit in
the single lepton and for the combination of the two channels and though the difference is
not large, it still suggests that modeling of the tt̄+≥ 1c fraction is better in the combined
fit. The resulting value of the tt̄+≥ 1c normalization parameter is 1.5, close to the value
1.6 measured in the tt̄bb̄ analysis[122]. This is an improvement with respect to the single
lepton channel which measured a value of 1.85.
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Figure 8.10: Distributions of the number of jets in a phase-space combining all single
lepton regions. The distributions are shown for a fit (a) in single lepton channel only and
(b) for the combined result.
tt̄+≥ 1b Initial State Radiation pull
A larger change in the combined fit is seen for the pull on the tt̄+≥ 1b ISR nuisance
parameter. This systematic has a large impact on the jet multiplicity modeling. In
the single lepton channel only two bins in the multiplicity are considered (the 5 and
6 jet regions). The fit then correct the multiplicity through the tt̄+≥ 1c and tt̄+≥ 1b
normalization parameters, since the penalty in the likelihood is much small than a large
pull on the tt̄+≥ 1b ISR systematic.
In the combined fit, the three and four jet dilepton regions are included in the phase-
space, so modeling of the jet multiplicity has a larger impact. The improvement in the
combination can be seen in figure 8.10 showing the jet multiplicity in the SR≥6j≥4b lo region.
To demonstrate the effect more directly, figure 8.11 shows the same distribution, but
comparing a situation where only post-fit values of the tt̄+≥ 1c and tt̄+≥ 1b normalizations
are applied, compared to a case where the measured tt̄+≥ 1b ISR shift is applied as well.
By contrasting these two plots, and comparing them back to the figure 8.10, it can be
concluded that not only the tt̄+≥ 1b ISR systematic improves the agreement significantly.
This result points to a potential improvement in the nominal modeling of the tt̄bb̄
sample. The ISR systematic is dominated by a variation of the renormalization and
factorization scale. Specifically, the +1σ variation, which agrees with the data better than
the central value in the observation, corresponds to a variation at a half of the nominal
renormalization and factorization scales. Producing a sample with the central value at this
lower scale should improve the agreement of the nominal sample with the data.
8.3.2 Data-driven expectation
A fit to the data-driven pseudodata, constructed as described in section 7.6, was performed
in the combination to provide a more accurate prediction compared to the Asimov model.
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Figure 8.11: Distributions of the number of jets in a phase-space combining all single lepton
regions. The distributions are shown (a) with application of only the tt̄+≥ 1c and tt̄+≥ 1b
normalization factors and (b) with a tt̄+≥ 1b ISR systematic shift applied on top.
It results at a measured value µtt̄H =1.02
+0.50
−0.45 with a significance 2.3σ, a value slightly lower
than the 2.6σ predicted by the Asimov fit due to higher normalization of the backgrounds.
8.3.3 Impact of different smoothing methods
One of the tools of the analysis is the smoothing used in preparation of the histograms,
described in detail in section 6.7. Since different smoothing methods lead to slightly
different shapes in the histograms, it is important to check that choice of the algorithm in
the tt̄H(bb̄) analysis does not significantly impact the results.
Two different models are compared to get an indication of a bias due to a choice of
smoothing algorithm:
• Nominal: MaxVar is used for all systematics with the exception of the tt̄+jets and
the tt̄H modeling uncertainties, where Parabolic is used
• Alternative: MaxVar is used for all systematics with exception of the tt̄+jets and
the tt̄H modeling uncertainties. For the tt̄+≥ 1b NLO match, the tt̄H NLO match
and the tt̄H PS&had systematic uncertainties the Parabolic smoothing is used.
For the remainder of the systematics the TTRes method is used.
The motivation for the two schemes was given previously in section 6.7.
The background-only fit in the revealed bins is performed for the two smoothing schemes.
The normalization factor of the tt̄+≥ 1b, displayed in figure 8.12(a), shows a negligible
difference between the two schemes.
A comparison of the pulls and the constraints of the tt̄+jets modeling between the two
schemes can be found in figure 8.12(b). It shows that differences between the two schemes
are always much smaller than uncertainty of a given parameter. Hence, the choice of the
smoothing algorithm seems to have a small impact on the measurement.
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Figure 8.12: Resulting value and uncertainty on the tt̄+≥ 1b normalization (a) and pulls
and constraints of the tt̄+jets uncertainties (b) for a fit to the data in the revealed bins,
comparing two smoothing stategies.
8.4 Pseudodata based on Sherpa generator
Similarly to the single lepton channel in section 7.7, the nominal model was tested in the
combination on pseudodata created by replacement of the nominal Powheg +Pythia8
tt̄bb̄ sample with the Sherpa alternative. The results, summarized in figure 8.13, show
similar features as in the single lepton only measurement.
The value of µtt̄H measured in the data-driven pseudodata is biased by around 15%,
while in the fit in the full range only by 5%. This discrepancy is driven by a different
shift in the tt̄+≥ 1b NLO match systematic, which is pulled by around -0.5σ and strongly
correlated to the signal. There is also a slight difference in the k(tt̄+≥ 1b), which is caused
by its correlation to the NLO match systematic. In all cases the measured µtt̄H values are
compatible with the SM prediction.
8.5 Results of the measurement in the combined channel
A full fit of the nominal model to the data was performed for the combination of the two




k(tt̄+ ≥ 1b) = 1.27± 0.08,
with a measured significance of 1.9σ, smaller than the expected value of 2.3σ due to the
lower value of µtt̄H . The measured value is still close to the SM expectation of µtt̄H =1
than the fit in the single lepton channel only.
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Figure 8.13: Summarizing plots of the three fits to Sherpa pseudodata: nominal fit,
background-only fit in revealed bins and fit to data-driven pseudodata based on the results
of the background-only fit. (a) shows values of the parameter of interest, (c) of the tt̄+≥ 1b
normalization and finally (b) pulls and constraints of the tt̄+jets modeling.
The measured k(tt̄+≥ 1b) is in an agreement with the expectation from the background-
only fit, which gives k(tt̄+ ≥ 1b) = 1.28. The post-fit values of the nuisance parameters,
compared to the background-only value, can be found in figure 8.14.
The tt̄+jets modeling does not change significantly for the tt̄+≥ 1c and tt̄+light
backgrounds between the two fits. In the tt̄+≥ 1b category, two differences can be observed.
The ISR post-fit value is almost exactly at its +1σ variation in the full fit while being slightly
larger in the background-only fit. Similarly to the behavior observed in the pseudodata
fits, the tt̄+≥ 1b NLO match systematic is also pulled towards larger negative values in
the nominal fit.
The nuisance parameters of the experimental systematics show an excellent agreement
between the two fits and no significant pull on the modeling of the tt̄H and non-tt̄+≥ 1b
backgrounds is observed.
Post-fit modeling
The post-fit distributions of the single lepton regions can be found in figure 8.15, showing
a good agreement between the data and the Monte Carlo prediction, especially in the 6 jet
regions. More distributions for the single lepton channel can be found in appendix D.
Figure 8.16 shows the two signal regions of the dilepton channel. The post-fit agreement
is not as good as in the single lepton channel: while the tighter region shows a deficit
in the most signal like bins (which is why the measured value of µtt̄H is higher in this
channel), the looser region has a slightly opposite tendency, more in line with the single
lepton channel. Which can be consequence of statistical fluctuations of the data in the last
two bins of the tighter region. Nevertheless, the data and the MC distribution still agree
within the uncertainties.
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Figure 8.14: Resulting pulls and constraints of the tt̄+jets modeling (a), the modeling
the tt̄H (b), the modeling of other backgrounds (c) and instrumental (d) systematic
uncertainties for full fit to data.
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Figure 8.15: Post-fit modeling of the four single lepton analysis regions, (a) SR≥6j≥4b lo ,
(b) SR≥6j≥4b hi , (c) SR
5j
≥4b lo and (d) SR
5j
≥4b hi , after performing the full signal+background
fit, displayed as a function of the variable used, the ∆Ravgbb for the 5 jet regions and the
classification BDT for 6 jet regions.
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Figure 8.16: Post-fit modeling of the two dilepton signal regions, (a) SR≥4j≥4b lo and
(b) SR≥4j≥4b hi , after performing the full signal+background fit, displayed as a function of
the classification BDT.
Impact of systematic uncertainties
The ranking plot of the combined fit is shown in figure 8.17, displaying features similar to
the results of the Asimov expectation (see figure 8.7). The impact on the µtt̄H is dominated
by the tt̄+≥ 1b NLO match systematic, followed closely by the tt̄+≥ 1b ISR. The fact
that they are both significantly shifted compared to their nominal value and have a large
constraint demonstrates their importance to the background modeling. This was already
clear for the ISR because of its impact on the jet multiplicity. This pull could be avoided in
the future by shifting of the renormalization and factorization scale in the nominal sample.
The large variation of the tt̄+≥ 1b NLO match points to a tension in the model
which cannot be easily interpreted for two reasons. First, the systematic variation is
defined between two tt̄+jets models and as such is probably overestimated and does not
precisely describe NLO matching of the tt̄bb̄ in the matrix element. Second, the systematic
uncertainty is defined by a comparison of two models and the negative value of the nuisance
parameter does not directly correspond to a specific model.
The next few systematics in the ranking, coming mainly from tt̄+≥ 1b and tt̄H modeling,
have a similar impact and display only a small change in their order with respect to the
Asimov fit. Neither of them is significantly pulled, meaning their actual importance to the
modeling is not as large. The first experimental systematic is the first eigenvalue of the
efficiency of b-jets in the b-tagging (bTag b-jets EV0) in the seventh place.
The impact of the systematics was also assessed according to their contribution to the
total uncertainty. The estimation is done by fixing given group of systematics to their
optimal value and performing the fit again. The difference between the nominal fit and this
variation (subtracted in quadrature) estimates the contribution of the given group to the
error of the tt̄H. This was performed in groups of parameters instead of individually. The
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Figure 8.17: Ranking plot for 20 nuisance parameters with the largest impact on the
parameter of interest µtt̄H in the full fit to the data.. It is shown for the pre-fit uncertainty
by the empty box and post-fit by the filled box. The post-fit shifts and constraints of the
systematics are displayed as the black markers and the horizontal line respectively.
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Group +∆µtt̄H -∆µtt̄H
tt̄H syst. +0.215 -0.085
tt̄+≥ 1b norm. +0.077 -0.095
tt̄+≥ 1b NLO match +0.343 -0.316
tt̄+≥ 1b ISR +0.211 -0.190
other tt̄+≥ 1b syst. +0.108 -0.110
other tt̄+jets +0.102 -0.085
other bkg. +0.037 -0.030
Experimental +0.151 -0.113
MC stat. uncertainty +0.049 -0.051
Total +0.469 -0.416
Table 8.3: Contribution of various group of systematic uncertainties on the measured µtt̄H
uncertainty.
two dominant systematic tt̄+≥ 1b NLO match and tt̄+≥ 1b ISR are still shown individually,
but the two remaining tt̄+≥ 1b systematics are grouped under other tt̄+≥ 1b label. The
tt̄H systematics are grouped under tt̄H label and the other tt̄+jets systematics are under
other tt̄+jets. Finally, modeling systematics of the small backgrounds are grouped under
other bkg. The remaining two groups are the experimental systematics and the grouped
impact of Monte Carlo statistics of the nominal samples.
The results can be found in table 8.3. It generally confirms what was already apparent
from the ranking plot. Interestingly, combined impact of the tt̄H systematic variations has
a much larger impact on the positive variation of the µtt̄H than the negative. This was
already the case in the previous iteration of the analysis[8].
Signal performance in individual channels
The two analysis channels give quite different values of the µtt̄H when fitted independently.
Its value in the single lepton channel is lower than the SM prediction with µsingle lepton
tt̄H
=
0.54+0.61−0.58 while in the dilepton channel it is higher with µ
dilepton
tt̄H
= 1.43+0.69−0.62. The combina-
tion then reconvenes the two channels at value of µtt̄H = 0.84
+0.45
−0.39(syst.)± 0.21(stat.).
In order to estimate how the signal in the individual channels would perform if the
background were constrained by both, the value of the µtt̄H normalization is decorrelated






= 1.20+0.59−0.53. While the former does not change much compared to
the fit in a single channel, the dilepton signal gets smaller by approximately 20%. This
suggests, that even though the values of modeling nuisance parameters differ quite a lot
between the single lepton and combined measurement, as discussed in section 8.3, the
impact of the different measured NPs on the measured value of µtt̄H in the single lepton
channel is negligible.
A comparison of the nuisance parameters between the fits with a single and decorrelated
µtt̄H can be found in figure 8.18. It shows that adding additional degree of freedom on the
signal does not change the background modeling.
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Figure 8.18: Resulting pulls and constraints of the tt̄+jets modeling (a), the modeling
the tt̄H (b) , the modeling of other backgrounds (c) and instrumental (d) systematic
uncertainties for full fit to data with a single µtt̄H and one decorrelated across the two
analysis channels. 125
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8.6 Interpretation of the results
The analysis reports a signal strength µtt̄H = 0.84
+0.45
−0.39(syst.)± 0.21(stat.), which can be
directly compared to the result of the previous measurement µtt̄H = 0.84
+0.57
−0.54(syst.) ±
0.29(stat.)[8]. The statistical uncertainties are reduced from 29% to 21%, which is a smaller
effect than expected out of the four-fold increase in statistics. This is probably caused by
the tighter selection introduced to simplify the analysis. The systematic uncertainties are
reduced to a similar degree by approximately 10%.
The new analysis has a 2.3σ expected significance, compared to the 1.6σ of the previous
ATLAS mesasurement. The observed significance is then slightly lower in both cases: 1.9σ
for the newer measurement and 1.4σ for the previous measurement.
The main limitation of the analysis is the modeling of the tt̄bb̄ background. The
tt̄+≥ 1b ISR systematic variation is understood, as it improves the modeling of the jet
multiplicity by introducing lower renormalization and factorization scales in the matrix
element. Currently, the systematic has to be pulled by approximately 1σ from its central
value. Producing a new nominal sample with such scale would be preferable to a large pull
which has a penalty in the likelihood.
The interpretation of the tt̄+≥ 1b NLO match systematic is not so straightforward,
though it points at a possible mis-modeling of the matching of the NLO matrix element to
the parton shower. Furthermore, the systematic is determined in the tt̄+jets sample, which
does not accurately describe the tt̄bb̄ process. Producing proper variation of the NLO
matching, and generally having more alternatives to the tt̄bb̄ with the b quarks included in
the matrix element, could be used to assess this effect in more detail, however, at the time
of writing of this thesis no alternatives with sufficient statistics was available.
Though the values of the µtt̄H when decorrelated between the single lepton and dilepton
channel show a discrepancy, it is smaller than what was reported in the previous measure-
ment, where they were µsingle lepton
tt̄H
= 0.95+0.65−0.65 and µ
dilepton
tt̄H
= −0.24+1.02−1.05. The difference
between the two values is larger but it is also covered by bigger uncertainties (especially
in the dilepton channel). Interestingly, the discrepancy between the two channel has the
opposite direction. Currently, the reason is not understood, since it does not seem to
come only from the increase in statistics. The detector reconstruction changed significantly
between the two measurements, making the investigation difficult.
Nevertheless, the results of the two measurements are compatible and the new mea-





The coupling of the Higgs boson to the heaviest quark, the top quark, was until recently
known only through indirect measurements[4]. The recent analysis of the Higgs production
associated with pair of top quarks (tt̄H)[5, 6] provided a first estimation of this coupling in
a combined measurement of several channels, defined by the decay products of the Higgs
boson. The result showed an agreement with the Standard Model prediction, however,
the uncertainty is still quite large and more precise measurement can find a discrepancy.
Furthermore, a differential measurement would probe the CP properties of the coupling,
which are not yet established. Both aspects provide a strong motivation to improve and
advance the tt̄H measurement.
One of the channels where the tt̄H cross-section was measured is a final state where
the Higgs decays into a pair of b quarks. Though it has the highest branching ratio, the
precision of the measurement in this channel is strongly limited by a low precision of the
background modeling.
The background is dominated by tt̄bb̄, a tt̄ process with additional b quarks introduced
into the event from a splitting of radiated gluon. A large number of heavy flavor jets in
the final state is currently not well modeled. Numerous systematic uncertainties were
accounted for, decreasing the sensitivity of the measurement.
In order to maximize the separation of the signal from the background, a multi-variate
algorithm is employed in the signal rich regions. In addition, various control regions are
used to better constrain modeling of the backgrounds. This dissertation presents in detail
an updated measurement of the tt̄H(bb̄) at 13 TeV in the single lepton channel, reporting
a signal strength µsingle lepton
tt̄H
= 0.54+0.61−0.58, a value compatible with the Standard Model
prediction.
In the previous iteration of the analysis[8], low statistics of the Monte Carlo samples
had a large impact on the result. In the analysis presented in this thesis, the statistics was
significantly increased and its effects on the measurement were assessed in detail through a
bootstrap method. The impact on the results of the fit was found to be negligible.
The single lepton channel was also combined with a measurement in the dilepton
channel. The combined analysis reports a measured signal strength µtt̄H = 0.84
+0.45
−0.39(syst.)±
0.21(stat.), providing a tt̄H(bb̄) measurement with significance 1.9σ (2.3σ expected), a
small improvement compared to the previous iteration with 1.4σ (1.6σ expected).
One of the difficulties of the tt̄H(bb̄) measurement is its inaccurate modeling of tt̄+≥ 1c
and tt̄+≥ 1b fractions in the tt̄+jets process. This analysis reports approximately 1.6
times higher contribution of the former and 1.3 times larger of the latter compared to the
127
Chapter 9. Conclusions and outlook
MC expectation, a result in agreement with the previous tt̄H(bb̄) measurement[8] and a
dedicated analysis of the tt̄bb̄ process[122].
The tt̄H(bb̄) analysis is still limited by systematic uncertainties on the tt̄bb̄ final
state. One of the limitations could be mitigated by lowering of the renormalization and
factorization scale of the nominal tt̄bb̄ sample, as explained in section 8.3.1. There is,
however, still a remaining mis-modeling covered by two point systematic uncertainties
which are not so easily interpreted. Detailed study of alternative models, possibly in a
dedicated tt̄bb̄ measurement, is needed to improve the modeling of the tt̄bb̄ sample. Better
understanding of the background would significantly improve the sensitivity of the tt̄H(bb̄)
measurement.
However, improved tt̄bb̄ estimation requires good Monte Carlo generators to properly
define the model, instead of using extrapolation from the inclusive tt̄ sample as used in this
analysis. This for example means alternatives to the NLO matching and to the PS and
hadronization models of the nominal tt̄bb̄ sample. Good candidates are other generators
using the same tt̄bb̄ matrix element but alternative models for the other parts of the event
generation.
Furthermore, including matrix elements with different numbers of jets in the final state
can lead to a better description of the jet kinematic properties, while dedicated generators
with massive b-quarks can be used to improve the description of b-jets. To provide a
full picture, these matrix elements need to be properly merged, which can be done with
dedicated algorithms[148–150] to merge NLO matrix elements or methods to properly
merge matrix elements with and without massive quarks[151].
The future analysis can also take advantage of the newest reconstruction techniques to
improve the background rejection. This means for example using the PFlow jets[99] and
DL1r b-tagging algorithms[106], described previously in chapter 5.
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APPENDIX A
Multivariate algorithms and their application
This appendix offers a short overview of the Boosted Decission Tree (BDT) and its
implementation throughout the analysis presented in this thesis. Most of the information
presented in this appendix is based on the lectures presented in references [152, 153].
A.1 Boosted decision trees
Decision tress (DT) offer a way for classification of events. They are based on binary trees,
where in each node events are separated into two groups corresponding to each of the
classification categories. This division is done by selection on one of the input variables.
The best selection criteria are determined by a separation function and in each node the
best separating variable is chosen.
The events are further divided until a stopping criterion is reached - it can be a minimal
number of events to avoid statistical fluctuations, number of divisions or simply reaching
desired separation (e.g. when more than 90% of events in given node fall into one of the
categories).
In a simple example, one can imagine classification between the signal and background.
In the first node, the variable which best separates between the two is chosen, separating
the input events into two groups, one more signal-like and one more background-like. Then
the process is repeated on each of the groups, ideally separating events into groups of
mostly signal or mostly background. In each node a new variable is chosen in order to get
the best separation. An example of a DT can be found in figure A.1.
Boosted decision trees (BDT) are decision trees with ”boosting”, where a large number
of trees is created iteratively, the next trees created by putting larger weight on events
wrongly classified. All the trees created are then combined into a single and better classifier.
Implementation of the BDTs used in the tt̄H(bb̄) analysis is based on the TMVA
package[104] implemented in the ROOT data analysis framework[133].
A.2 Reconstruction BDT
The reconstruction BDT used in the tt̄H(bb̄) analysis aims to find the best match between
the partons of the tt̄H(bb̄) process and the reconstructed objects. First, candidates for
each parton are built based on their expected decay products. This means for example
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Figure A.1: An example of a boosted decision tree[104]. In each node the events are divided
using some feature x based on whether they are more signal-like or background-like, until
some stopping condition is reached.
combination of two b-jets as a Higgs candidate, or two jets as a hadronic W candidate.
The BDT is then trained to distinguish between the wrong and correct combinations.
As an input, particle properties of the reconstructed candidates are used, e.g. Higgs
pT or mass of a reconstructed top quark. In case of the resolved channels, two categories
are trained, one assuming the presence of a Higgs boson in the event and one not. This is
necessary since the tt̄bb̄ final state does not contain any and the assumption that there is
one could lead to larger probability of wrong parton assignment.
The implementation of this BDT did not change since the previous iteration of the
analysis[8], where a more detailed description can be found in reference [153] for the single
lepton regions and in reference [154] for the dilepton regions.
A.3 Classification BDT
The goal of the classification BDT is to separate the signal (tt̄H) from the background,
which is dominated by the tt̄bb̄ process but contains also small contributions of the tt̄+≥ 1c
and tt̄+light final states. It is trained separately in different analysis regions and channels.
For the single lepton channel a detailed description can be found in reference [153]. It
uses several kinematic variables and outputs of other MVAs, e.g. the reconstruction BDT.
The results shown in this thesis are performed using the classification BDT as used in
the previous analysis[8]. This means it is trained on the tt̄+jets sample as described in
section 6.4.3 and not on the nominal tt̄bb̄ sample. A retraining was attempted but the new
BDT showed a mis-modeling with respect to the data which was never resolved.
In the dilepton channel the classification BDT was retrained using the tt̄bb̄ sample,
improving its performance. The implementation, despite the different background sample,




Choice of the nominal tt̄bb̄ model
The choice of the nominal sample is an important part of any analysis. In the case of the
tt̄H(bb̄) analysis presented in this thesis, two samples were considered: the tt̄bb̄ and the
tt̄+jets sample. Both were generated using PowhegBox +Pythia8, with more details
given in section 6.4.3.
The choice of the nominal sample was based on a study made by Ryunosuke Iguchi.
First, a special MVA was trained to discriminate between the two samples.
The background-only fit, as described in section 7.5, was then performed with both
samples as the nominal tt̄+≥ 1b background. The post-fit values of the nuisance parameter
were applied in two validation regions: VR5j,mH veto≥4b which requires exactly 5 jets and
VR6j,mH veto≥4b which requires at least 6 jets. Both selections require 4 b-jets at the 70%
working point and events with reconstructed Higgs mass between 85 and 145 GeV are
removed to reduce contribution of the signal. The Higgs mass was determined using the
reconstruction BDT described in appendix A.
Both regions for both candidates for the nominal sample are displayed in figure B.1,
showing that the tt̄bb̄ sample provides a better agreement with the data.
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Figure B.1: Distributions of the two validation region used to determined the nominal
tt̄+≥ 1b sample, (a) the VR5j,mH veto≥4b region and (b) the VR
6j,mH veto
≥4b region. On the left
is the tt̄bb̄ sample while on the right the tt̄+jets sample, all shown as post-fit plots of a




Distributions of modeling systematic variations
In this appendix, shapes of the modeling systematic uncertainties of the signal tt̄H and
the dominant background tt̄bb̄ (see sections 6.4.4 and 6.4.3 respectively) are presented
in the four analysis regions described in section 6.5.2. Sources of the uncertainties were
discussed in section 6.4.4 for the tt̄H process and in section 6.4.3 for the tt̄bb̄ sample.
The variations are modified by the Parabolic smoothing and symmetrization procedure
described previously in section 6.7.
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C.1 Variations of the tt̄bb̄ modeling
tt̄+≥ 1b ISR systematic
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Figure C.1: Distributions of the tt̄+≥ 1b ISR systematic in all analysis regions, at the
top CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom SR
≥6j
≥4b lo (left) and SR
≥6j
≥4b hi
(right). Original refers to the raw input distribution, modified is the distribution after the
symmetrization and the smoothing.
154
C.1. Variations of the tt̄bb̄ modeling
tt̄+≥ 1b FSR systematic
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Figure C.2: Distributions of the tt̄+≥ 1b FSR systematic in all the analysis regions, at the
top CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom SR
≥6j
≥4b lo (left) and SR
≥6j
≥4b hi
(right). Original refers to the raw input distribution, modified is the distribution after the
symmetrization and smoothing.
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tt̄+≥ 1b PS&had systematic



























 (+4.3 %)σ+ 1 
 (-4.3 %)σ - 1 
Original Modified

















































 (+2.9 %)σ+ 1 
 (-2.9 %)σ - 1 
Original Modified


















































 (-7.3 %)σ+ 1 
 (+7.3 %)σ - 1 
Original Modified


















































 (-10.7 %)σ+ 1 
 (+10.7 %)σ - 1 
Original Modified


























Figure C.3: Distributions of the tt̄+≥ 1b Parton shower & hadronization systematic in all
the analysis regions, at the top CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom
SR≥6j≥4b lo (left) and SR
≥6j
≥4b hi (right). Original refers to the raw input distribution, modified
is the distribution after the symmetrization and smoothing.
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tt̄+≥ 1b NLO match systematic
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Figure C.4: Distributions of the tt̄+≥ 1b NLO matching systematic in all the analysis
regions, at the top CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom SR
≥6j
≥4b lo
(left) and SR≥6j≥4b hi (right). Original refers to the raw input distribution, modified is the
distribution after the symmetrization and smoothing.
157
Appendix C. Distributions of modeling systematic variations
C.2 Variations of the tt̄H modeling
tt̄H ISR systematic
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Figure C.5: Distributions of the tt̄H ISR systematic in all analysis regions, at the top
CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom SR
≥6j
≥4b lo (left) and SR
≥6j
≥4b hi
(right). Original refers to the raw input distribution, modified is the distribution after the
symmetrization and the smoothing.
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tt̄H FSR systematic
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Figure C.6: Distributions of the tt̄H FSR systematic in all the analysis regions, at the
top CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom SR
≥6j
≥4b lo (left) and SR
≥6j
≥4b hi
(right). Original refers to the raw input distribution, modified is the distribution after the
symmetrization and smoothing.
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tt̄H PS&had systematic
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Figure C.7: Distributions of the tt̄H Parton shower & hadronization systematic in all
the analysis regions, at the top CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom
SR≥6j≥4b lo (left) and SR
≥6j
≥4b hi (right). Original refers to the raw input distribution, modified
is the distribution after the symmetrization and smoothing.
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tt̄H NLO match systematic
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Figure C.8: Distributions of the tt̄H NLO matching systematic in all the analysis regions,
at the top CR5j≥4b lo (left) and CR
5j
≥4b hi (right) and at the bottom SR
≥6j
≥4b lo (left) and
SR≥6j≥4b hi (right). Original refers to the raw input distribution, modified is the distribution
after the symmetrization and smoothing.
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APPENDIXD
Modeling of other variables
This appendix presents comparisons of the data and the MC in the four analysis regions
of the single lepton channel. It is done for a series of variables not used in the fit. Two
of them are angular variables ∆Ravgbb (which is used in the fit only in the control regions)
and ∆ηmaxjj which gives the distance in η between the two most distant jets. In addition, a
Higgs mass mreco BDTH , determined using the reconstruction BDT (see section A), is shown.
None of these variable shows a significant post-fit mis-modeling, with a possible slope in
the mreco BDTH variable for both signal regions (shown in figure D.5). Figure compare the
pre-fit distribution and post-fit distribution for the combined measurement.
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Distributions of the ∆Ravgbb variable






























































































































































































































Figure D.1: Distributions of ∆Ravgbb pre-fit (left) and post-fit (right) in the (a) SR
≥6j
≥4b lo
and the (b) SR≥6j≥4b hi regions.
163
Appendix D. Modeling of other variables
Distributions of the ∆ηmaxjj variable
































































































































































































































Figure D.2: Distributions of ∆ηmaxjj pre-fit (left) and post-fit (right) in the (a) CR
5j
≥4b lo
and the (b) CR5j≥4b hi regions.
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Figure D.3: Distributions of ∆ηmaxjj pre-fit (left) and post-fit (right) in the (a) SR
≥6j
≥4b lo
and the (b) SR≥6j≥4b hi regions.
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Distributions of the mreco BDTH variable






















































































































































































































Figure D.4: Distributions of mreco BDTH pre-fit (left) and post-fit (right) in the (a) CR
5j
≥4b lo
and the (b) CR5j≥4b hi regions.
166






















































































































































































































Figure D.5: Distributions of mreco BDTH pre-fit (left) and post-fit (right) in the (a) SR
≥6j
≥4b lo
and the (b) SR≥6j≥4b hi regions.
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