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New models and methods have been designed to estimate the influence of the context, the 
drivers' activity and behavioural information to the driving style in usual automotive 
environment in natural driving and to investigate stress based on smartphone sensors data 
considering the current activity. For these purposes, an experiment was conducted using 
three types of validation metrics: (i) the stress recognition metric, considering the current 
activity based on data collected before driving; (ii) the metric based on a self-assessment of 
driving style; (iii) and the metric based on an objective driving data. 67 hours of driving were 
collected for further analysis in pilot study. Ten drivers were involved in the experiment. 
Algorithms for detecting stress right before driving (based on analysis contextual and 
behavioural data) achieved 71.4% of accuracy for the true positive rate using questionnaire 
analysis for validation, established by psychologists. The possibility of applying driving style 
self-assessments as second validation metric was evaluated as not precise enough. In the 
last third metric a new approach was suggested to estimate the driving style based on data 
collected before and during the driving tasks including new parameters for data analysis as a 
car door opening and closing manner and application for a type activity recognition based on 
Google activity recognition API. Further analysis, in which metric of driving style from 
objective driving data was correlated with the data collected before driving and with the 
data collected before and during the first 1 min of driving, showed significant correlation 
results, from 72.7% to 90.9% of true positive rate. 
Results of the pilot study for the driving style estimation system showed a success in 
recognizing driving style based on the data collected before and during the driving. In cases 
when maximal non-invasiveness should be reached, only smartphone and car door as data 
sources can be used to estimate the driving style. Considering these demands we were able 
to achieve 72.7% of true positive rate of driving style recognition. It is less compared to the 
analysis with using the first 1 min of the driving data, but the results are obtained completely 
before the driving, so they could be used in advance as feedbacks to the drivers about the 





hypothesis that contextual, behavioural and activity data could be used for the driving style 
estimation. 






V doktorski disertaciji smo predstavili razvoj, izvedbo in vrednotenje sistema za oceno sloga 
vožnje, ki temelji na kontekstualnih, vedenjskih in podatkih o aktivnosti uporabnika. V tem 
delu smo naleteli na nova znanstvena in raziskovalna vprašanja, o katerih smo predstavili 
naslednje izvirne prispevke k znanosti. 
Prispevki k znanosti 
 Oblikovanje modela za prepoznavo uporabnikove ravni stresa glede na trenutne 
aktivnosti, s pomočjo senzorjev vgrajenih v pametni telefon, ki zagotavlja maksimalno 
neinvazivnost. 
Preučevali smo korelacije točkovanj STAI vprašalnikov (ang. State-Trait Anxiety 
Inventory), ki predstavljajo stres, s podatki, pametnih senzorji glede trenutnih 
aktivnosti. Medsebojne korelacije med njimi nismo uspeli dokazati. 
 
 Ocena vpliva konteksta, dejavnosti in podatkov o vedenju uporabnikov na stil vožnje. 
Predlagali smo model in postopek za oceno sloga vožnje, ki temelji na podatkih, 
zbranih tik pred vožnjo in s podatki, zbranih v prvi minuti vožnje, in predstavili 
rezultate tega ocenjevanja. S tem sistemom smo sposobni napovedati slog vožnje z 
uporabo kontekstualnih in vedenjskih podatkov ter podatkov o aktivnosti 
uporabnikov in podatkov odpiranja/zapirana avtomobilskih vrat. 
 
 Ocena možnosti in zadostnosti, uporabe podatkov konteksta, prejetih od pametnega 
telefona kot edinega vira podatkov za napovedovanje sloga vožnje. 
Preučevali smo možnost uporabe podatkov, zbranih samo s pomočjo pametnega 
telefona, brez podatkov z avtomobilskih vrat, za napoved sloga vožnje. 
Objavljeno v: 
Sysoev, M., Kos, A., & Pogačnik, M. (2015). Noninvasive stress recognition considering the 






Sysoev, M., Kos, A., & Pogačnik, M. (2016, September). Smart Driving: Influence of Context 
and Behavioral Data on Driving Style. In International Conference on Next Generation 
Wired/Wireless Networking (pp. 141-151). Springer International Publishing. DOI: 
10.1007/978-3-319-46301-8_12. 
Sysoev, M., Kos, A., Sedlar, U., & Pogacnik, M. (2014, October). Sensors classification for 
stress analysis: Toward automatic stress recognition. In Identification, Information and 
Knowledge in the Internet of Things (IIKI), 2014 International Conference on (pp. 117-121). 
IEEE. Beijing, China. 
Sysoev, M., Kos, A., & Pogačnik, M. (2016). Methodology of estimation of driving style based 
on contextual data. In 24th International Symposium on Electronics in Transport (number of 
contribution: P08). ISEP 2016, March 29-30, 2016, Ljubljana, Slovenia. - Ljubljana : 
Electrotechnical Association of Slovenia : ITS Slovenia, 2016. - ISBN 978-961-6187-63-3. - [5] 
f. 
M. Sysoev, A. Kos, U. Sedlar, M. Pogačnik (2015). Behavioral and contextual data for stress 
analysis. ICT Innovations Conference Web Proceedings (Skopje), ISSN 1857-7288. 
1. Uvod 
Raziskava v tem delu dela je pokazala nove pristope k problemu ocenjevanja sloga vožnje, ki 
kažejo obetajoče rezultate. Razvit je bil nov prototip sistema za zbiranje kontekstualnih in 
vedenjskih podatkov, podatkov o dejavnosti srčnega utripa in podatkov o odpiranju in 
zapiranju avtomobilskih vrat. Rezultati kažejo na uspeh na področju ocenjevanja oz. 
napovedovanja sloga vožnje. 
Trenutno stanje varnosti v cestnem prometu po celem svetu ostaja stalna skrb. Globalno 
Poročilo o varnosti v cestnem prometu z leta 2015, ki odraža podatke iz 180 držav [WHO, 
2015], Svetovne zdravstvene organizacije Združenih narodov (WHO) kaže, da: 
• Skupno število smrtnih žrtev v cestnem prometu ostaja še vedno nesprejemljivo 
visoko - 1,25 milijona žrtev na leto; 
• Več kot polovica smrtnih žrtev v cestnem prometu v Evropi, so potniki v avtomobilih; 
• Poleg smrtnih žrtev na cestah do 50 milijonov ljudi utrpi ne-usodne poškodbe vsako 
leto zaradi cestno prometnih nesreč; 
• Globalna ocena škode znaša 3% BDP (bruto domačega proizvoda), zaradi smrtnih 





Poškodbe v cestnem prometu, so vodilni vzrok smrti med mladimi, starimi od 15 do 29 let 
[WHO, 2015]. Menimo, da je to primerna populacija za uporabo različnih vrst aplikacij, 
vključno s takimi kot je v naših raziskavah uporabljena aplikacija "Sensoric". Dandanes, 
aplikacije za trening, pomoč, samo-izboljšanje, nadzor, priporočila in druge "pametne" 
aplikacije predstavljajo velik trend. 
Med vožnjo, ko vozniki doživljajo visoko raven stresa v različnih situacijah ali je njihova 
vožnja lahko agresivna, je lahko avtomatsko upravljanje različnih aplikacij zaželjeno (npr. 
klici, SMS, navigacija). Za to nalogo, vožnja predstavlja dobro osnovo za dolgoročno merjenje 
sprememb v voznikovem vedenju od dneva do dneva, ki temeljijo na različnih vrstah 
podatkov, zbranih pred in med vožnjo. 
Težišče dela je študija hipoteze, da je mogoče oceniti slog vožnje, z analizo voznikovih 
dejavnosti, vedenja in kontekstualnih podatkov (ki lahko vključujejo fiziološke parametre 
voznika) pred in med vožnjo. 
Kolikor nam je znano, ni raziskav, ki uporabljajo podatke o načinu odpiranja in zapiranja 
avtomobilskih vrat za oceno za sloga vožnje ali ravni stresa voznikov. 
2. Obstoječe raziskave 
Številne metode, ki temeljijo na različnih pristopih v zvezi z oceno sloga vožnje že obstajajo. 
Najpogostejši načini za ocenjevanje sloga vožnje so opisani spodaj. 
2.1 Vprašalniki in samoevalvacije voznikov 
V praksi je bilo uporabljenih več vrst vprašalnikov: (i) Vprašalnik obnašanja med vožnjo (DBQ) 
je bil razvit leta 1990, za merjenje abnormalnega voznega sloga [Reason, 1990]; (Ii) DBQ bila 
uporabljena za oceno voznikove jeze, impulzivnosti in agresivnosti [Berdoulat, 2013]; (Iii) 
samo-evalvacija za merjenje nevarnih voznih navad [Houston, 2003]; (iv) uporaba samo-
evalvacijskega poročila za identifikacijo voznikov, ki lahko delujejo nevarno na cesti 
[Martinussen, 2014]; in drugih [Dahlen 2012; Wiesenthal, 2000; De Winter, 2010; Chu, 
2017]. Obstajajo tudi slabosti te metode, zaradi katere je težko dobiti zanesljive informacije 
o slogu vožnje. Čas, potreben za zapolnitev vprašalnik je približno 30 minut (npr. pri 
[Berdoulat, 2013]), kar je lahko moteče. Izpolnjevanje vprašalnika po končani vožnji lahko 
povzroči ne-objektivnost, saj so rezultati odvisni tudi od spomina, pozornosti in razpoloženja 
voznika, kakor tudi kognitivnih obremenitev voznikov ali želje, da bi olepšali opis svojega 





Možnost za zmanjšanje ali celo izognitvi časovnemu zamiku med nastankom dogodka in 
njegovo oceno, se pojavi, ko vozniki lahko izvajajo govorjene ocene situacij [Pentland, 1999], 
[Munoz, 2015]. Prav to omogoča opisati / oceniti posebne razmere na cesti na naraven način 
med samo vožnjo, vendar pa to ne more popolnoma nadomestiti vprašalnikov. Izpolnjevanje 
vprašalnikov med samo vožnjo ali predložitev ocene položaja med vožnjo z uporabo govora, 
bi lahko pripeljalo do premika voznikove pozornosti od razmer na cesti, kot posledica 
kognitivne obremenitve. 
2.2 Simulacije scenarija vožnje 
Vrednotenje sloga vožnje v simuliranih scenarijih v nadzorovanem okolju [Sodnik, 2008; Kee, 
2009; Bellet 2011; Bifulco 2012; Stojmenova, 2016] je ena izmed najbolj razširjenih metod za 
preučevanje voznikovega vedenja. Simulacija vožnje omogoča, oblikovanje različnih voznih 
situacij, vključno z nevarnimi: pogovor dveh sopotnikov med vožnjo [Kun, 2013], uporabo 
telefona [Strayer, 2001], voznikovo utrujenost in avtocestne vožnje [Ting, 2008], izboljšanje 
varnosti na nivojskih železniških prehodih [ Larue, 2015], itd. Vožnja v simulatorju je zelo 
primerna za varno preizkušanje različnih hipotez in predpostavk, katerih testiranje pri vožnji 
v resničnem življenju je lahko nevarna. Pomembno je omeniti, da je lahko stil vožnje in 
manevriranje v scenarijih simulacije v nadzorovanem okolju, različen od tistih v realnem 
svetu in voznem okolju [Angkititrakul, 2009]. 
2.3 Strokovno ocenjevanje voznikovega sloga 
Inštruktorji vožnje, ki sedijo v avtu med preskusi ali gledajo video posnetke iz s sprednjega 
dela vozila, lahko dobro ocenijo slog vožnje in voznikovo čustveno stanje [Katsis, 2008] in 
nato podajo povratne informacije voznikom. Slabosti te metode so relativno visoki stroški 
dela strokovnjakov in subjektivnih ocen, ki se lahko razlikujejo od enega strokovnjaka do 
drugega. Ta kategorija vključuje tudi bolj neobičajne metode za oceno voznikovega sloga, kot 
je analiza vozniških sposobnosti, ki temeljijo na oceni potnikovega udobja [Suryawanshi, 
2015]. 
2.4 Analiza podatkov o vožnji 
Zaradi napredka na področju tehnologije mobilnih zaznav in povečevanja tehničnih 
zmogljivosti teh naprav, je mogoče zbrati različne objektivne informacije o avtomobilu in 
načinu vožnje (hitrost, pospeševanje, zaviranje, prestava, vrtljaji motorja, poraba goriva, 
manevri, nadmorska višina, dolžina, širina itd). Taki primeri naprav za zaznavanje, ki se 
uporabljajo za prepoznavo sloga vožnje, so: Naprave OBD (ang. On-Board Diagnostic) [Lee, 





identifikacijo aktivnosti med vožnjo in nevarne vožnje [Karatas, 2016], GPS sprejemniki 
[Castignani, 2015], merilci pospeška (ACC) [Johnson, 2011], žiroskopi [Johnson, 2011], 
pametni telefoni [Castignani, 2017; You, 2012], kamere [Polders, 2015], magnetometri 
[Castignani 2015] itd. 
Glede na študijo [Igarashi, 2004], je mogoče določiti voznika skozi analizo vožnje in 
vedenjskih znakov, kot so pritiski na pedala za plin in zavoro. Prav tako lahko tovrstne 
informacije pridobimo, ne le od pritiskov pedal, temveč tudi iz analize GPS in podatkov o 
pospešku. V nadaljevanju so opisane metode za napovedovanje voznikovega vedenja. 
2.5 Metode napovedovanja voznikovega vedenja 
Veliko raziskav je bilo narejenih na področju ocene razmer različnih voznikov, kot so 
pozornost, stres, vinjenost, utrujenost voznikov, distrakcije uporabnikov itd. z uporabo 
različnih nosljivih tipal za meritve spremenljivosti srčnega utripa (HRV), 
elektroencefalograma (EEG), elektrodermalnih aktivnosti (EDA), elektromiografije (EMG), 
fotopletizmogramov (PPG), dihanja in drugih fizioloških parametrov [Katsis, 2008; Healey, 
2005; Rigas 2012; Wang, 2015]. Potrebno je opozoriti, da je nošenje senzorjev za zbiranje 
fizioloških podatkov ni najbolj primerno za voznike. Da bi se meritve naredile bolj 
neinvazivne, so bile uporabljene druge metode za ugotavljanje fizioloških parametrov 
voznikov, vključno z analizo videa zajetega iz kamere nameščene v notranjosti vozila 
[Rongbed, 2004; Qi, 2015; Zhang, 2015]. Utrujenost in pozornost voznikov so tudi ocenjevani 
na podlagi spremljanja smeri pogleda, trajanja zaprtja oči, frekvence mežikanja, položaja 
obraza, vrtenja glave, gibanja rok, ipd. [Bergasa, 2006; Kim, 2015]. 
V pričujočem delu smo analizirali možnosti ocenjevanja sloga vožnje, ki temelji na 
kontekstualnih in vedenjskih podatkih, zbranih pred in med vožnjo, pri čemer je najbolj 
zanimiva ocena korelacije med podatki zbranimi pred vožnjo in slogom vožnje. Podoben 
pristop, uporaba kontekstualnih in vedenjskih podatkov, je bila uspešno uporabljena na 
področju prepoznavanja stresa [Sysoev, 2015; Bauer 2012; Bogomolov, 2014; Wang, 2014]. 
3. Metode in pristop 
Eden od ciljev tega dela je identifikacija sprememb v stilu vožnje, ki temelji na analizi 
kontekstualnih, vedenjskih podatkov in podatkov o aktivnosti uporabnika. Novi parametri za 
merjenje sprememb v obnašanju voznikov, kot je odklon načina odpiranja in zapiranja 
avtomobilskih vrat (različne hitrosti / intenzivnosti odpiranja in zapiranja vrat avtomobila, 
čas med odpiranjem vrat avtomobila in začetkom vožnje) in druge vrste pred in med vožnjo 






Informacije o slogu vožnje se lahko uporabljajo v varnostnih sistemih za avtomobile, za 
starševski nadzor mladih voznikov, za udejstvovanje in šolanje voznikov, itd. 
V nadaljevanju opisujemo metode za zbiranje različnih vrst podatkov, ki so bili uporabljeni za 
oceno in napovedovanje sloga vožnje v tej disertaciji. 
3.1 Kontektualno zbiranje podatkov s pomočjo pametnega telefona 
Z uporabo pametnih telefonov so bili zbirani naslednji podatki za nadaljnjo analizo: stanje 
zaslona (prižgan/ugasnjen), zvočni podatki, avdio podatki, žiroskop in pospeški, klici in SMS 
sporočila, tip aktivnosti s pomočjo prepoznave skozi GAR (ang. Google activity recognition), 
vpisi v koledar, itd. 
Predstavljeni podatki so bili izbrani za analizo sloga vožnje, ki temelji na predhodnih 
raziskavah in temelji na pogoju, da lahko pametni telefon med vožnjo zdrži brez polnjenja 
vsaj en cel dan. Predstavljeni podatki sicer niso vsi parametri, ki so bile kasneje uporabljeni v 
postopkih strojnega učenja. 
Ko so bili vsi podatki zbrani, so bili uvoženi v podatkovno bazo MySQL. Vsaka vrsta podatkov 
je bila postavljena v posebni tabeli s ključnim poljem "Čas" (čas v formatu Unix), kar ustreza 
času dogodka. Po predhodni predelavi, so bili vsi podatki zbrani v eni tabeli v podatkovni bazi 
in bili pripravljeni za analizo. 
3.2 Vprašalnik in samoocenjevanje 
Pred samo vožnjo so vozniki izpolnjevali vprašalnik STAI, omenjen v prejšnjih poglavjih, z 
namenom oceniti stanje tesnobe ali anksioznosti pred vožnjo. Poleg tega smo uporabili 
preprosto 7-točkovno Likertovo lestvico za samoocenjevanje po vožnji, da bi dobili 
samooceno voznikov o njihovem slogu vožnje in stanju v prometu. Ta pristop je zelo pogost 
za označevanje podatkov in oceno uporabnikove izkušnje. 
Ker je vprašalnik STAI namenjen oceni trenutnega stanja tesnobe in stresa v danem trenutku 
[Aguiar, 2013], smo uporabili dobljene vrednosti za oceno vpliva podatkov, zbranih s 
senzorji, vgrajenimi v pametni telefon za oceno stresa voznika pred samo vožnjo. 
3.3 Zbiranje in obdelava podatkov o srčnem utripu 
Za zbiranje podatkov o intervalih med srčnimi utripi (RR-presledkih) in utripih na minuto, 





povezavo s pametnim telefonom. Za sprejemanje in shranjevanje teh podatkov smo 
uporabili aplikacijo SelfLoops [SelfLoops, 2017]. V tej raziskavi smo uporabili druge podatke 
dobljene iz spremenljivosti srčnega utripa kot so SDNN (metode časovne domene): 
standardni odklon NN intervalov ali "RR variabilnost". Pristop z uporabo SDNN je bil izbran, 
ker se vrednosti SDNN opazno zmanjšajo ko je uporabnik pod stresom ali naporom [Kang, 
2004]. V [Camm, 1996], so avtorji opazili, da je treba posebno pozornost nameniti oceni 
SDNN, ki je pomemben indikator, saj označuje spremenljivost srčnega utripa v celotnem 
obdobju zajema podatkov in je odvisen od simpatičnega in parasimpatičnega živčnega 
sistema. SDNN je koreliran s potenco variance srčnega utripa. Ugotovljeno je bilo, da nizka 
varianca srčnega utripa vodi k povečanju občutka "utrujenosti«, in se jo povezuje s stresom 
[QMedical, 2017]. Ko so bili vsi podatki variance utripa zbrani, so bili zglajeni (konice in 
odstopanja odstranjeni), nato pa smo SDNN izračunali po formuli 1, kjer je N skupno število 
srčnih utripov v obdobju merjenja. 
SDNN= ∑ ( − )  (1) 
Za oceno variance smo uporabili 30 in 60-sekundne intervale, oba intervala sta bila izbrana 
za uporabo kot atributa v algoritmih strojnega učenja. Opozoriti je treba, da so priporočene 
dolžine, ki se uporabljajo v analizah variance 5 minut za kratkoročno analizo in 24 ur za 
dolgoročno. 
3.4 GPS podatki  
Z uporabo GPS NMEA (ang. National Marine Electronics Association) podatkov, kot smo jih 
dobili s sprejemnikom GPS U-Blox smo zbirali podatke z nižjo ločljivostjo 1 Hz. V našem 
poskusu je bila uporaba pametnega telefona za zbiranje GPS podatkov manj moteča za 
voznike, saj se jim ni bilo potrebno ukvarjati z zunanjo anteno, polnjenjem in uporabo 
sprejemnika GPS. 
Za prepoznavo agresivne vožnje smo tudi primerjali pospešek izračunan na podlagi podatkov 
GPS s podatki, prejetimi od pospeškometra v pametnem telefonu in ugotovili zelo močno 
korelacijo. 
3.5 Podatki uporabe avtomobilskih vrat 
Vrata avtomobila so prvi "sistem", s katerim voznik interaktira. V ta namen je bil v 
avtomobilska vrata vstavljen pametni telefon, z namenom zaznave njihovega odpiranja in 





lahko analizirali in izboljšali natančnost ocene oz. napovedi stila vožnje. 
Stopnja vzorčenja pospeškov na vratih avtomobila je bila 40 Hz, kar je bilo dovolj, da smo 
dobili določene informacije iz pospeškometra v vratih avtomobila: 
• Čas med odpiranjem in zapiranjem vrata; 
• Čas med odpiranjem vrat in zagonom motorja; 
• Intenzivnost gibanja vrat  
4. Rezultati 
Tri metrike so bile uporabljene za napoved vedenja voznikov: na podlagi vprašalnika, 
samoocenjevanja in metrike, ki temelji na objektivnih podatkih vožnje. Vprašalnik je bil 
osnovan na principu STAI, z namenom pridobitve stopnje anksioznosti voznika pred vožnjo in 
drugi vprašalnik za samooceno vožnje, po končani vožnji. Tretja metrika, ki temelji na stopnji 
agresivnega pospeševanja, zaviranja in obračanja, normaliziranih po času vožnje, je bil razvit 
za oceno vpliva konteksta, aktivnosti voznikov in informacij o obnašanju na kasnejši slog 
vožnje. Izkazalo se je, da smo zadovoljivo uspešno uspeli napovedati agresivno vožnjo, še 
pred njenim začetkom. 
4.1 STAI vprašalnik pred vožnjo 
Za prvo metriko, ki temelji na vprašalniku STAI, izpolnjenim pred vožnjo in z uporabo 
kontekstualnih podatkov ter podatkov o aktivnosti voznika, zbranih pred vožnjo ter prvo 
minuto vožnje, smo z uporabo regresijske analize dobili slabe rezultate. Za ženske voznice, 
brez uporabe podatkov o prvi 1 minuti vožnje, smo dosegli koeficient korelacije 0,44. F-mera 
agresivnega sloga vožnje s pomočjo algoritma Naivni Bayes (NB) je znašala 0,64 le za ženske 
voznice, brez uporabe podatkov o vožnji. Uporabljene metode so za ženske delovale bolje 
kot za vse voznike ali samo za moške voznike. Vrednost deleža identificiranih agresivnih 
voženj od vseh agresivnih voženj (»recall«) za vse voznike, s podatki, zbranimi pred vožnjo je 
0,714, vendar je natančnost (»precission«) v tem primeru le 0,417 (z uporabo algoritma KNN 
oz. K-najbližjih sosedov). To pomeni, da imamo visoko stopnjo lažno pozitivnih (FP) napovedi. 
Tako lahko zaključimo, da nismo uspešno napovedali stresa uporabnikov s pomočjo 
vprašalnikov, kar pripisujemo subjektivnosti pri samoocenjevanju testnih voznikov. Ta vidik 






4.2 Samoocenjevanje po vožnji z uporabo 7-točkovne Likertove lestvice 
Za drugo metriko, ki temelji na 7-stopenjski lestvici samoocenjevanja izpolnjeni po sami 
vožnji, z uporabo regresijske analize, je koeficient korelacije samo za ženske 0.58. Za moške 
in vse voznike je koeficient korelacije še nižji. To pripisujemo nezanesljivosti vprašalnika za 
samooceno sloga vožnje zaradi subjektivnosti voznikov ali pretiranega podcenjevanja svojih 
dejanj (vožnje v našem primeru). 
Izpolnjevanje vprašalnika po vožnji lahko povzroči ne-objektivnost, saj so rezultati odvisni od 
voznikovega spomina, pozornosti in razpoloženja, kot tudi kognitivnih motenj med vožnjo ali 
želje, da bi olepšali resnico o dejanskem stilu lastne vožnje. Zaključimo lahko, da 
samoocenjevanje ni bil uspešen pristop v naši raziskavi. 
4.3 Objektivni podatki o vožnji 
S tretjo metriko za napoved sloga vožnje, ocenjeno iz objektivnih podatkov o vožnji, kot so 
kontekstualni, vedenjski, fiziološki in podatki o aktivnosti voznikov, zbranih pred vožnjo (brez 
prve 1 min vožnje podatkov in senzorjem v vratih), smo dosegli vrednost F-mere 0.727 
(0,727 natančnost, 0,727 delež najdenih). Če je tudi prva 1 minuta podatkov same vožnje 
dodatno vključena v analizo, se vrednost F-mere poveča do 0.833 (0,769 natančnosti, 0,909 
delež najdenih). To pomeni, da lahko uspešno uporabljamo podatke, zbrane pred vožnjo za 
oceno sloga vožnje in vključitev podatkov iz prve 1 minute vožnje še izboljša rezultate. 
Potrebno je poudariti, da samo z uporabo podatkov iz prve 1 min vožnje za napoved sloga 
vožnje, vodi do slabših rezultatov, F-mera 0,667 (0,615 natančnost, 0,727 delež najdenih) v 
primerjavi z rezultati, pridobljenimi samo iz podatkov, zbranih pred vožnjo. To nas pripelje 
do zaključka, da so vsebinski podatki, zbrani pred vožnjo pomembni in izboljšajo napoved 
sloga vožnje. Ta del raziskav sodi v drugi znanstveni prispevek, ki je potrjen. 
4.4 Pametni telefon kot edini vir podatkov 
Na koncu smo ocenili možnost in zadostnost uporabe le kontekstualnih podatkov, zajetih na 
pametnem telefonu kot edinem viru podatkov za napoved voznikovega sloga vožnje brez 
podatkov uporabe vrat avtomobila. Vrednosti deleža najdenih so v tem primeru dosegli 
raven vrednosti, ko so bili uporabljeni tudi podatki z vrat avtomobila, hkrati pa so vrednosti 
za natančnost napovedi nižje. Področja ROC so tudi nekoliko nižja, če se ne uporabljajo 
podatki uporabe avtomobilskih vrat. Zato je natančnost prepoznave "agresivne" vožnje brez 
podatkov avto vrat manjša, vendar ne bistveno. Za napovedi brez teh podatkov je bilo več 
voženj napačno razvrščenih (napovedanih) kot agresivna vožnja. Zato se zdi mogoče oceniti 





pametnimi telefoni, ki jih večina ljudi dnevno nosi s seboj. Podatki avtomobilskih vrat 
prinašajo še večjo natančnost rezultatov in so dober dodatek v oceni sloga vožnje. 
Rezultati analize podatkov kažejo, da se kontekstualni podatki, aktivnost voznikov in 
vedenjski podatki lahko uspešno uporabljajo za napoved sloga vožnje. 
Tretji znanstveni prispevek: Ocena možnosti in zadostnosti, uporabe podatkov konteksta, 
prejetih od pametnega telefona kot edinega vira podatkov za napovedovanje sloga vožnje, je 
tako potrjena. 
5. Sklep 
Novi modeli in metode so bili zasnovani za oceno vpliva konteksta, aktivnosti in vedenjskih 
informacij na slog vožnje v običajnem avtomobilskem okolju, ter da razišče možnost 
identifikacije stresa, ki temelji na pametnem telefonu kot izvoru podatkov glede na trenutne 
aktivnosti.  
To je prednost te raziskave, ker je bil poskus izveden v realnih scenarijih in ne simulacijah ali 
vnaprej določenih okoljih. Dobljeni rezultati dajejo podporo hipotezi, da se kontekstualni, 
vedenjski in podatki o aktivnosti uporabnikov lahko uporabljajo za napovedovanje sloga 
vožnje, še preden je bila dejanska vožnja izvedena. 
V prvem poskusu smo oblikovali model za prepoznavanje stresa uporabnika z uporabo 
trenutne aktivnosti zajete s senzorjev vgrajenih v pametni telefon, kar zagotavlja 
maksimalno ne-invazivnost.  
Značilke aktivnosti, povezane s kontekstualnimi in vedenjskimi podatki, zbrane prek 
pametnega telefona, so sicer rezultirale v sprejemljive rezultate deleža prepoznanih (recall), 
vendar je bila stopnja natančnosti pri prepoznavi stresa nizka. To pomeni, da smo prepoznali 
več kot 70% dejanskih stresnih stanj in napačno označili veliko nestresnih stanj kot stresna. 
Nadalje je bil razvit sistem za napovedovanje sloga vožnje. Jedro poskusa je bilo zasnovano 
na objektivnih podatkih o vožnji zgrajena na ugotovitvah obeh samoocenjevanja vožnja slog 
eksperimenta je in poskusa za oceno stilu vožnje, ki temelji na objektivnih podatkih vožnje 
zajetih s pametim telefonom. Sistem uporablja kontekstualne in vedenjske podatke, kot tudi 
podatke o aktivnosti voznika zajete s številnimi pametnimi telefoni, eden od njih je bil 
postavljen v avtomobilska vrata. Ta analiza vključuje nekaj predhodno razvitih funkcij, kot 





trenutne vrste dejavnosti pred samo vožnjo ocenjene preko Googlovega prepoznavalnika 
aktivnosti 
Analiza ocene sloga vožnje, ki temelji na samoocenjevanju voznikov je pokazala nizek 
koeficient korelacije - 0,51. To pripisujemo dejstvu, da so ljudje subjektivni v 
samoocenjevanju sloga vožnje. 
Pri napovedovanju sloga vožnje, ki temelji na objektivnih meritvah, smo opravili več meritev. 
Rezultati kažejo, da se s prvo 1 minuto podatkov o vožnji (ki vključuje tudi podatke srčnega 
utripa), agresivno vožnjo lahko napove z visoko natančnostjo (90,9% delež najdenih in 76,9% 
natančnost). V tem primeru je vrednost deleža najdenih bolj pomembna, saj le-ta prikazuje 
delež pravilno identificirane agresivne vožnje, kar je zaželena lastnost, ki omogoča zgodnje 
opozarjanje voznika, itd. Z uporabo podatkov, zbranih pred vožnjo in podatkov o načinu 
odpiranja/zapiranja avtomobilskih vrat, lahko napoved agresivne vožnje doseže več kot 70% 
stopnjo za delež najdenih in natančnost. Ko so podatki o uporabi vrat izključeni iz analize je 
natančnost rezultatov padla za 6%, kar pomeni, da ti podatki prinašajo večjo natančnost pri 
napovedovanju. Vključitev podatkov o prvi 1 minuti vožnje še izboljša napovedi. 
Tako lahko zaključimo, da, kljub dejstvu, da s predlaganim pristopom nismo bili uspešni pri 
napovedovanju stresa voznikov, smo z uporabo podatkov pametnih telefonov uspešno 
napovedovali slog vožnje.  
Kot je bilo predlagano, bi pristop za napovedovanje sloga vožnje lahko uporabljali v ne-
kritičnih aplikacijah, kot so samodejno upravljanje s klici, SMS in drugimi sporočili, 
navigacijskimi pripomočki, itd. ali pa kot evalvacijsko orodje za tiste, ki želijo izboljšati svoj 
stil vožnje, porabo goriva in emisije. Dejstvo namreč je, da imajo prirastki porabe goriva in 
emisij CO2 močno povezavo s pospeševanjem, oz. z agresivno vožnjo [Kim, 2013]. 
Kljub obetavnim rezultatom pilotne študije, mora nadaljnje delo po našem mnenju 
vsebovati: standardizacijo definicije agresivne vožnje, zbiranje več podatkov o samih vožnjah 
za preizkus pridobljenih modelov na širšem vzorcu voznikov, zagotavljanje povratnih 
informacij za voznike pred vožnjo, in preverjanje vpliva teh povratnih informacij na 
spremembo v slogu vožnje. S širšega vzorca podatkov o voznikih, bi bilo mogoče zgraditi 
splošen model napovedovanja sloga vožnje, kot tudi posamezne modele za različne voznike. 
Prav tako bi bilo zanimivo oceniti uporabniško izkušnjo pri uporabi predlaganega sistema. Po 
našem mnenju bo mogoče prepoznati voznika z analizo njegovega / njenega odpiranja 
avtomobilskih vrat kot osnova za prilagoditev sedežev, volana, ogledala, multimedijskih 





analizo podatkov, zbranih pred vožnjo na neinvaziven način, že mogoče. Ugotovljeni 
prispevki bodo lahko v pomoč pri približevanju takim rešitvam v sistemih avtomobilov, ki se 
lahko inteligentno odzovejo na voznikovo vedenje. 






Contributions to science 
In doctoral dissertation we introduced the development, realization and evaluation of the 
system for estimation of driving style based on contextual, behavioural and activity data. 
During this work, we faced new scientific and research issues on which we present the 
following original contributions to science. 
 Design of a model for recognition of user's perceived stress level considering the 
current activity with sensors embedded into a smartphone ensuring maximal non-
invasiveness. 
We investigated correlations of the STAI scores, which present the stress, with 
smartphone sensors data considering the current activities. We were not able to 
prove the correlation between them. 
 
 Estimation of the influence of the context, the user's activity and behaviour 
information to the driving style. 
We proposed a model and a method for the estimation of the driving style, based on 
the data collected just before driving and with the data collected at the first 1 min of 
the driving, and presented the results for this estimation. With this system we were 
able to estimate the driving style in advance (prediction) using the contextual, 
behavioural, users’ activity and car door data for analysis. 
 
 Estimation of the possibility and sufficiency of using a context data received from a 
smartphone as the only data source for prediction of a driver's driving style. 
We investigated the possibility of using only data collected via smartphone, even 
without car door data, to predict the driving style. 
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There is a movement in the IoT (Internet of Things) and the computer science toward 
designing and developing systems that learn what their users do and that try to model and 
predict user's behaviour and respond in a more adaptive way or provide feedbacks to their 
users. Those smart services are becoming more popular and important as computers, as well 
as smartphones become ubiquitous. A lot of such services were realized and continue to be 
realized as applications on smartphones. Nowadays, such coaching, assisting, self-
improvement, controlling, recommendation and other "smart" applications present a big 
trend. 
The research of this thesis demonstrated new approaches to the problem of perceived stress 
recognition and to the estimation of the driving style, showing promising results. New 
prototype system for collecting contextual, behavioural, heart rate activity and car door 
opening and closing data was developed, and results show the range of success in the 
estimation field of the driving style. 
The most common stress recognition methods are connected with the determination of 
physical and physiological responses of the body to stress. Rapid growth of the smartphone 
usage, development of its technical capabilities, and an increasing number of sensors built 
into them allow us to analyse situations in various fields (e.g. stress recognition, driving 
estimation etc.) using the data received from smartphones as the only and sufficient source 
(behavioural pattern and contextual data). 
Smartphone is a device that we always carry with us. Smartphone data analysis method for 
stress recognition can replace the physical and physiological data analysis method and 
consequently reach maximal non-invasiveness and unobtrusiveness in the cases where it is 
necessary. In addition, smartphone’s data analysis method for the driving style estimation 





Stress can also influence our driving style. Also, because of this, we wanted to transfer 
suggested perceived stress recognition approach (based on smartphone data) to the driving 
style domain and assumed that data, collected via smartphone sensors, could be used as 
marker for the estimation of the driving style. It should be noted, that the current status of 
the world road safety remains an ongoing concern. The Global Status Report on Road Safety 
2013 [WHO, 2013], the UN World Health Organization (WHO) declares that: 
 The total number of road traffic deaths remains unacceptably high at 1.24 million per 
year; 
 20 million drivers and 50 million passengers have been injured in the accidents; 
 $518 billion globally can be estimated losses from the accidents. 
The main causes of accidents, in addition to drunk driving, running of red lights, speeding, 
reckless driving and weather conditions, is aggressive driving styles, like intensive 
acceleration and braking. One approach to reducing the number of accidents is the 
identification of potentially unsafe driving before it actually takes place. To solve this issue 
we have to estimate the driving style in advance, in ideal case even before the driving. 
Determination of reasons for changes in the driving style (e.g. from calm to aggressive) 
typically requires collection of the driver's context related data before and during the 
journey, such as the driver's activity, the smartphone usage pattern, the driver's behaviour 
and contextual data, physiological parameters of drivers, the initial interaction with a car, for 
example, with the car door. 
Information about the driving style can be used in the car safety systems, corporate systems 
of the driving safety assessment, parental control systems for young drivers, driver 
engagement and coaching, eco-driving system. Aggressive driving also leads to the higher 
fuel consumption and emissions of the entire cycle [Pelkmans, 2001]. 
During driving when drivers are experiencing a high level of stress situations or his/her 
possible driving could be an aggressive the automatic management of different applications 
may be desired (e.g. calls, SMS, messengers, navigation aids). For this task, driving provides a 
good platform for a long term measuring changes in a driver's behaviour from day to day 
based on a different kind of data collected before and during the driving. 
Focus of the dissertation is the study of the hypothesis that it is possible to estimate the 
driving style based on the driver's activities, behaviour, and contextual data (which can 





To the best of our knowledge, there are no researches, which used car door opening and 
closing manner data in the driving style estimation or in the drivers' stress level recognition 
research fields. 
1.1 Research hypothesis 
During the research of doctoral thesis we set up and investigated the following two 
hypotheses: 
Hypothesis 1: 
"The context, user's activity, behavioural, car door opening and closing pattern as a new 
parameter in driving style research domain, are very promising and reliable data sources for 
driving style estimation. Using car door data in analysis leads to improvement of results 
precision. Also using the first 1 min of driving data during analysis could improve the 
estimation rate of the driving style significantly." 
Hypothesis 2: 
"Using data received from a users' smartphone as the only data source could be sufficient 






























2 Related work 
2.1 Description 
A current state of the driver's behaviour/style studies are described below. Also, there is a 
description of the main methods for assessing of the driving behaviour and the driving style. 
2.2 Driving style evaluation methods 
A number of methods based on different approaches regarding the evaluation of the driving 
style exist. The most common methods for the estimation of the driving style are described 
below. 
2.2.1 Drivers’ self-reports and questionnaires 
Several types of questionnaires have been used: (i) in 1990, to measure abnormal driving 
behaviour, Driving Behaviour Questionnaire (DBQ) was developed [Reason, 1990]; (ii) DBQ 
was applied for the driver's anger assessment, impulsiveness and aggressiveness [Berdoulat, 
2013]; (iii) self-report for measuring of unsafe driving practices [Houston, 2003]; (iv) use self-
reports to identify drivers who potentially acts dangerously on the road [Martinussen, 2014]; 
and others [Dahlen, 2012; Wiesenthal, 2000; De Winter, 2010; Chu, 2017]. There are also 
disadvantages of this method, which make it difficult to obtain reliable information of the 
driving style. The time required to fill the questionnaire is approximately 30 min (e.g., in 
[Berdoulat, 2013]), which could be inconvenient. Filling the questionnaire after driving can 
cause non-objectivity because the results depend on the memory, attention and mood of 
the driver as well as the cognitive distortions of drivers or the desire to embellish their true 
driving style. 
The ability to reduce or even avoid the time gap between the occurrence of the event and its 
assessment appears when drivers provide voice assessments of the situations [Pentland, 
1999], [Munoz, 2015]. It makes this possible to describe/assess the specific situation on the 





could be unsafe to ask the driver to fill out the questionnaire or provide the voice 
assessment of the situation during the driving and could lead to the shift of driver's attention 
from the road conditions as a result of the cognitive load. 
2.2.2 Simulation scenarios 
The driving style evaluation in the simulation scenarios in controlled environment [Sodnik, 
2008; Kee, 2009; Bellet, 2011; Bifulco, 2012; Stojmenova, 2016] is one of the most common 
methods for studying the driver’s behaviour. Driving simulation allows to design various 
traffic situations during the driving, including dangerous ones: human-human dialogues 
[Kun, 2013], talking by phone [Strayer, 2001], driver's fatigue and highway driving [Ting, 
2008], improving safety at railway level crossings [Larue, 2015], etc. Driving simulation is well 
suited for the safe testing of various hypotheses and assumptions, testing of which in the 
real-life driving may be unsafe. It is important to note, that the driving style and manoeuvres 
in the simulation scenarios in controlled environment may be different from ones in real-
world driving environment [Angkititrakul, 2009]. 
2.2.3 Expert’s assessment of the driver’s style 
Driving instructors, sitting in the car during tests or watching videos from the front car 
camera, can evaluate the driving style and driver’s emotional state [Katsis, 2008] and then 
provide a feedback to the drivers. The disadvantages of this method are relatively high fees 
of the experts’ work and their subjective evaluations, which may vary from one expert to 
another. This category also includes more unusual methods for the driver's style assessment, 
such as: analysis of driver's skills based on the evaluation of the passenger's comfort 
[Suryawanshi, 2015]. 
2.2.4 Driving data analysis 
Due to progress in the field of the mobile sensing technologies and growing technical 
capabilities of these devices, it is possible to collect a variety of the objective information 
about the car and the driving style (speed, acceleration, braking, speed gear, engine RPM, 
fuel consumption, manoeuvres, altitude, longitude, latitude and etc.). Such examples of 
sensing devices, which are used for drivers' style recognition, are: On-Board Diagnostic 
(OBD) [Lee, 2015], inertial sensors on head-mounted devices (HMDs) such as Google Glass, 
and mobile devices to identify driving activities and unsafe driving [Karatas, 2016], GPS 
receivers [Castignani, 2015], accelerometers (ACC) [Johnson, 2011], gyroscopes [Johnson, 
2011], smartphones [Castignani, 2017; You, 2012], cameras [Polders, 2015], magnetometers 





According to the study [Igarashi, 2004], it is possible to identify drivers analysing their driving 
behavioural signals such as accelerator and brake pedal pressures. Also, such information 
could be received not only from pedal pressures but also from the analysis of the GPS and 
the accelerometer data. Next methods for driver's behaviour prediction were described. 
2.3 Methods of the driver's behaviour prediction 
A lot of researches have been done in the field of the estimation of different drivers’ 
conditions such as vigilance, stress, drunkenness, fatigue, driver distraction, etc. by using 
different wearable sensors for measurements of the heart rate variability (HRV), 
electroencephalogram (EEG), electrodermal activity (EDA), electromyography (EMG), 
photoplethysmogram (PPG), respiration rate and other physiological parameters [Katsis, 
2008; Healey, 2005; Rigas, 2012; Wang, 2015]. It should be noted that wearing sensors for 
collecting physiological data on the body could be not convenient for the drivers. In order to 
make the measurements more non-invasive, methods for determining physiological 
parameters of drivers were applied including analysis of video captured from the camera 
installed inside the vehicle [Rongbed, 2004; Qi, 2015; Zhang, 2015]. In addition, by using 
cameras inside the car. Fatigue and vigilance of drivers were also estimated based on the 
monitoring of the glance direction, eye closure duration, blink frequency, face position, head 
rotation, movement of hands etc. [Bergasa, 2006; Kim, 2015]. 
It is also important for driving safety systems, adaptive systems of the drivers-car interaction 
(cruise control, advisory systems) [Nishiwaki, 2007] to predict the driver’s manoeuvres and 
determination of the driving characteristics in advance based on the vehicle speed, sharp 
acceleration and braking, changing lanes, etc. 
In the study [Pentland, 1999], authors analysed the steering wheel and acceleration data as 
preparation movements that are able to predict which actions the driver would make in 2 
sec (stopping, turn left, turn right, lane change, car passing). There are researches [Hong, 
2014; Oguchi, 2008; Liu, 2015; Schmidt, 2014], in which the drivers' behaviour prediction 
was based on the analysis of the speed, acceleration, braking, engine revolutions per minute 
(RPM), throttle position, changing lanes, overtaking, steering wheel angle etc. Digital video 
of the drivers face was analysed to predict the glance location based on the head-rotation 
data [Munoz, 2015]. These techniques are used to predict the behaviour of drivers during 
driving tasks, while none of them include the data collected before the actual driving took 





Driving is a complex process, which is influenced by various factors both from the driver and 
the environment. Driving takes place in a dynamic, ever-changing environment, so the 
contextual data, in which the driving is going, is also very important to make reliable 
conclusions. Context is any information that can be used to assess the situation where the 
chosen entity is in [Abowd, 1999]. In the driving field, the context could include information 
about the state of the driver, the vehicle environment, traffic, road surface, weather 
[Sathyanarayana, 2011; Sun, 2010; Rigoll, 2007], ambient light, noise, etc. The context 
identification can be accomplished by various methods. For example, it is possible to get the 
road traffic data by analysing the video from a camera in the car focused on the road; by 
estimating observers’ travel video recordings; by reports from drivers; by getting the traffic 
information from providers of such data or simple estimation of traffic condition by setting 
traffic jam hours (high traffic in the morning and in the evening) together with drivers' 
assessments. 
Besides the collection of the contextual information during the driving, it is interesting to 
analyse the physiological activity, behavioural and contextual data of the drivers before the 
driving tasks. Such approach is used, for example, to assess the readiness of public transport 
drivers to work (level of fatigue, general condition, sleep quality, alcohol level in blood, body 
temperature, blood pressure, etc.). In addition to these assessment methods of the 
professional driver's, readiness to the journey for ordinary drivers in real-life scenarios, 
activity analysis with a context-behaviour awareness before the driving, could be good 
criteria to estimate the driving style. 
In this dissertation we have analysed the possibility of driving style estimation based on the 
contextual and behavioural data collected before and during the driving, of course, the most 
interesting is the estimation of the correlations between the data collected before driving 
with the driving style. Similar approach: usage of the contextual and behavioural data - was 
successfully applied, for example, in the stress recognition field [Bauer, 2012; Bogomolov, 
2014; Wang, 2014]. According to the research [Blanchard, 2000], the driver's stress profile 
pretends to be a measure of aggression while driving or aggressive driving. Because of these, 
results of the previous research we anticipated that there are some correlations between 
the contextual and behavioural data, collected before and during the driving tasks, with the 





2.4 Using a mobile phone for stress recognition 
According to previous researches, authors of many studies evaluated changes in physical and 
physiological parameters of a human body depending on the stress impact [Sysoev, 2015]. 
ECG, EMG, skin conduction (SC) and respiration data were used for determination of the 
driver stress level [Healey, 2005]. The stress detection system based on BVP, PD, GSR and ST 
data was developed [Zhai, 2006] to recognize the stress level among computer users. It 
should be noted that high accuracy of classifications was achieved in these studies: 97.4% in 
the first and 90.01% in the second study respectively. 
When smartphones gained popularity in the world, an issue of whether stress leads to 
changes in our behaviour arose, that is possible to be detected by means of a mobile phone, 
and whether there are correlations between the stress level with the contextual and 
behavioural data collected via smartphone. The researches [Sano, 2013] classified whether 
participants were stressed or not with 75% of accuracy through the analysis of the data 
combination received from wearable sensors (accelerometer (ACC) and SC), and from a 
smartphone (call log, short message service (SMS), location and screen mode (on/off)). 
Other study offered a solution for the stress assessment of people based on the data derived 
from a chest belt (collected HRV data during sleep) and from a smartphone (collected audio, 
physical activity and communication data during a working day) with 61% of accuracy 
[Muaremi, 2013]. Nevertheless, it should be noted, that continuous stress monitoring, by 
analysis of physical and physiological parameters of the body, means the same continuous 
wearing/carrying wearable sensors, which can be uncomfortable for participants. There is 
one interesting fact, according to the report [Endeavour, 2014], that 1/3 of the wearable 
fitness tracker owners stop wearing them after about six months. However, there is one 
device we cannot live without in a modern life; device we always take with us - a mobile 
phone. With the smartphone it is possible to collect behavioural and contextual data 
unobtrusive in non-invasive manner when necessary. In the last few years, researchers have 
put a lot of effort to achieve successful results by means of the presented above methods. 
Changes in our behaviour caused by stress can be determined through analysis of the data 
received from a smartphone. Authors [Bauer, 2012] detected behavioural changes among 
students during an exam period (considered as a stress-full time) and after an exam period 
(considered as a stress-less time) by using a mobile phone. They were able to detect an 
average behaviour modification of 53 percent for each participant during the exam time. 





2-class classification, showed that humans’ behaviour metrics derived from the mobile 
phone activity that can reliably recognize the daily stress [Bogomolov, 2014]. A short 
comparison of various stress recognition techniques applied in the usage of a smartphone 
for these purposes is presented in Table 1. 
 




of activity type 
Accuracy of 
classification 
[Bauer, 2012] GPS, WiFi, social interaction 
(Bluetooth), call and SMS log  





Call and SMS log, social 
interaction (Bluetooth), daily 
self-reports. From public 
sources: weather conditions 
No No 72.39% 
[Wang, 2014] ACC, microphone, light 









ACC, call log, PC keys pressed, 
PC mouse clicks, self-reports 
(every hour), ambient audio 
features, location 
EDA No No 
[Sano, 2013] Call and SMS log, location, 
screen on/off, surveys (sleep, 
mood, stress, tiredness etc.) 
ACC, SC No 75% 
[Muaremi, 
2013] 
Call log, GPS, ACC, 
microphone, calendar events, 



















not on a smartphone 
ECG, EDA No 84% 
Table 1: Overview of stress recognition solutions using a mobile phone 
We applied and designed a similar approach to collect the behavioural and contextual data 
using a smartphone in the stress recognition and driving style estimation metrics considering 

























3 Materials and methods 
Below we describe the driving style estimation system designed during our research. This 
includes data collection methods, description of the system, procedure and research kit. 
3.1 Description 
To determine the driving style, a variety of methods are used including the preparation 
movements before manoeuvres, the identification of the steering wheel angle, the 
accelerator and brake pedals pressure, glance locations, facial expressions, speed, medical 
examinations before driving as well as filling out of the questionnaires after the journey. 
Other kinds of the data for analysis collected before the driving include: the driver’s activity 
and the behaviour data before the journey, his/her car door opening and closing manners, 
the contextual data, etc. Those data types we have used in the dissertation to estimate the 
driving style and will describe them later in this chapter. 
One of the goals of this dissertation is the identification of the changes in the driving style 
based on the analysis of contextual, behavioural and activity data. New parameters for 
measuring changes in the drivers' behaviour such as deviation in the manner of opening and 
closing car door (different speed/intensity of opening and closing the car door, time 
between opening the car door and starting driving) and collecting other kinds of data before 
and during the driving were applied. 
Information about the driving style can be used in the car safety systems, parental control 
systems for young drivers, driver's engagement and coaching systems, etc. Next, we describe 
some methods for collecting different data types, which were used for the estimation of the 
driving style in this dissertation. 
3.2 Contextual data collection using smartphone 
In the chapter "Related work", we presented researches, which concluded successful usage 





recognition field and in the driving domain research field. Based on these scientific results, 
we also applied the contextual and behavioural data, collected via smartphone, to estimate 
the driving style. 
3.2.1 Existing possibilities of data collection with smartphone 
In our previous research [Sysoev, 2014], we made a classification of sensors (including 
sensors for collecting physiological and physical parameters of the body), which can be used 
in stress and emotion recognition systems, and figured out that the behavioural and 
contextual data are very interesting data types because they could be collected non-
invasively in most cases by using a smartphone only. To collect such kind of data, there are 
solutions that provide low-level access to sensors built-in a smartphone. The most popular of 
them are Funf framework [Funf, 2017], Sensor Data Collection Framework for Android 
(SCDF) [SCDF, 2017], MyExperience platform [MyE, 2017], Androsensor [AS, 2017] etc. 
Framework of Funf is a complete, but at the same time, scalable solution, which can collect 
the data from the smartphone sensors and has more than 30 built in data probe sensors. 
Also, there is a possibility to make a new custom probes to collect the data we want or 
extend existing probes of the data [Sysoev-IIKI, 2014]. Probe in Funf is a range of data signals 
accessible via mobile phones (audio, call log, light etc.). Framework of Funf was chosen 
because it is a flexible, scalable and open sensing framework provided low-level access to 
the smartphone sensors’ data. An Android application called Sensoric based on the 
framework of Funf was developed to collect the behavioural and contextual data. Also, the 
Google activity recognition (GAR) [GAR, 2017] and calendar entries recorder were added to 
record the current type of users’ activity (walking, standing still, in car, tilting) as the custom 






Figure 1: Java-code to catch current type of activity 
Java code, responsible for recording activity states, is depicted in Figure 1. Activities are 
detected by periodically waking up the device and reading short bursts of the sensor data 
[GAR, 2017]. Each activity has a confidence, which indicates how likely the detected activity 
is. The definition of detected activities is presented in Figure 2. 
 





3.2.2 Description of collected data sets 
Table 2 presents the collected smartphone data via developed Sensoric application and time 
intervals when it was done. The frequency and duration of the data collected were defined 
based on the following requirements and assumptions: (i) minimization of the battery 
consumption, so that the phone can work without recharging for at least one day; (ii) 
minimization of the intervals between the data collection to get more data; (iii) time 
intervals and duration were chosen based on a successful state of the art approaches 
[Sysoev, 2015; Sano, 2013; Bogomolov, 2014] and preliminary tests. Time interval is a time 
between consecutive starts of the data collection, and duration is a duration of the data 
collection after every start. 
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 Self-assessment of driving and traffic 
self-assessment 
Table 2: Gathering data from smartphone with time intervals 






A) Screen: General mobile phone usage pattern. Every case of changing the screen state (on 
or off) was recorded with the time of the event and the duration of the screen on or off 
states. 
B) Audio: Ambient noise data was collected every 90 sec for the period of 30 sec. A time 
interval between measuring of ambient noise (and other parameters below) was chosen 
based on the condition that the smartphone could run without charging for at least one full 
day, as the smartphone was planned to be simultaneously used for usual daily activities. 
More frequent data collection leads to fast battery consumption. Also, using such period and 
time interval for the data collection, produced more data compared to the initial setting of 
Funf journal application [Funf, 2017], which has the time interval between the start of the 
audio probe = 1 hour, which is too long in our opinion. In addition, our previous researches 
[Sysoev, 2015; Sysoev-ICT, 2015] also confirmed usability of choosing of such time setting to 
collect the smartphone data. The audio data includes (i) MFCC (mel-frequency cepstral 
coefficients), which characterizes the signal based on its spectrum and amplitude; (ii) l1norm 
(least absolute deviations) and l2norm (least squares); (iii) frequencybands, i.e. power 
spectral density across frequency bands, and (iiii) diffSecs, i.e. difference in seconds between 
records up to the twelfth decimal place; last parameter was not involved in the computation, 
but was used to test the accuracy of the event detection. 
C) Light: Values of the ambient light in lux were detected every 90 seconds for 30 seconds. 
D) Gyro: Gyroscope values on X, Y and Z axes were recorded every 90 seconds for 30 
seconds. 
E) Call log: Time, duration, number and type (incoming, outcoming and unavailable) were 
collected. Numbers were coded to the hash code to avoid a private data collecting. 
F) SMS log: Time, number, content, type (incoming, outcoming and undelivered) were 
collected. Message content and numbers were coded to the hash code not to get a private 
users’ data. 
F) ActivityProbe: Values, based on thresholds on variance sum of accelerometer axes (these 
are the activity levels none, low or high), were collected every 20 seconds for 10 seconds. 
G) Google activity recognition (GAR): This function was added to our Android Sensoric 
application for the classification of the current activity (walking, standing still, in car, tilting), 





activity corresponds to the sedentary or standing state of the user. The description of every 
activity type is presented in Figure 2. GAR shows the type of the activity, confidence, date 
and time in which the event was detected. The current activity was recorded every 5 sec for 
the purpose of receiving more detailed information. The detected activity was recognized as 
the true detected if the confidence was more than 50%. The data was stored in a MySQL 
database. 
The Google activity recognition was chosen as more contextual data source for several 
reasons. First, our previous study [Sysoev, 2015] showed that behavioural pattern, caught 
via smartphone, changes under different activities. Secondly, using GAR is a non-obtrusive 
data collection method, which does not require wearing any additional sensors by the user 
or any other interference due to the fact, that only the data from a smartphone ACC is used 
for the activity recognition. Thirdly, there is no need for Internet and GPS access for the 
determination of the current activity, so it significantly reduces battery consumption. 
Fourthly, the preliminary tests showed that the determination precision of the mentioned 
activity types using GAR is sufficiently high. Considering the current type of human’s daily 
activity, we are able to create a more precise data analysis system. In Figure 3, there are 
images of the main screen and settings’ screen of the activity recognition app. 
 





Nevertheless, it was necessary to interpret the GAR resulting data in the proper way. It has 
been observed that in the process of the data collection, several activities can appear 
different from the activities’ block of one or the same type, not being a result of an error of 
the activity determination algorithm. For example, if a group of “car” blocks is followed by 
1–2 units of “standing” and then the group of “car” blocks resumes the chain, it was a result 
of the stopping due to a traffic light or a traffic jam. Consequently, we could replace those 1–
2 units of “standing” activity with “car” activity units, because, while waiting for the enabling 
signal to turn on, the person is still in the car, and then continues movement. An example of 
such a situation is illustrated in Figure 4 in row 999, where the fragment of the activity 
recognition application log is presented. We need to have it in mind, because the driver can 
use his/her smartphone when a car is still and there is a difference from the safety point 
between the usage of the mobile phone during the driving and when the car is still. It could 






Figure 4: Imported CSV file from the activity recognition application 
Thus, we assumed that the “car” activity ends if there are at least 3 units with activities 
other than the “car” at the moment of its last detection. However, “standing”, “tilting” (the 
device angle relative to gravity changed significantly. This often occurs when a device is 
picked up from a desk or a user who is sitting stands up [Gdd, 2017]) and “walking” activities 
are able to have blocks of 1 and 2 units of an activity. An example of this can be a case of 
working on a computer followed by a short coffee break. To avoid motion artefacts that 





important to understand whether the user was in a fixed position, which corresponds to the 
“standing” type of activity or moving [Sysoev, 2015]. 
The described data was selected for the driving style analysis based on previous researches 
(according to the Table 1) and those are not all of the parameters that were later used in the 
machine learning procedures. List of all features used in the data analysis is presented in an 
Appendix B. 
Once all data was collected, it was imported to the MySQL database. Each data type was put 
in a separate table with the key field "Time" (time in Unix format), which corresponds to the 
time of the event. Then, after pre-processing, all data was put into one table in DB and was 
prepared for analysis - we will describe this in a chapter 4 - data analysis. 
3.2.3 Questionnaire and self-assessment  
We applied one questionnaire before driving, it was Spielberger State-Trait Anxiety 
Inventory (STAI) to assess the anxiety before the driving and another simple 7-point Likert 
scale self-assessment after the driving to get users’ self-assessment about his/her driving 
style and traffic jams. Using questionnaires or self-assessments is very common way to label 
data, to assess the user’s experience or to use them as ground-truth. Next, we describe 
which questionnaires we used and why they were chosen. The STAI [Spielberger, 1983] is a 
method for assessment of an anxiety level as an anxiety in a given moment (reactive anxiety 
as a state) and a personal anxiety (as a stable characteristic of the person or a trait). An 
increase in STAI score may reflect mental stress-induced sympathetic excitation [Noto, 
2005]. The state anxiety (this form of questionnaire we used in the dissertation) fluctuates 
and is a function of stressors on an individual. The state anxiety should be low in non-
stressful situations [Barnes, 2002], so that higher STAI score the individual feels more stress 
it has at this moment. Full STAI questionnaire includes 20 questions. Due to the time limit of 
people and our unwillingness to spend a lot of participants' time on the filling out the 
questionnaire, we used the short version of the STAI questionnaire (6 questions instead of 
20). This short version of questionnaire is supposed to provide results with the correlation 
coefficient 0.9 compared to the full form of STAI [Marteau, 1992]. 
Description of the short STAI questionnaire: for each statement in the questionnaire, a 
participant chooses the appropriate value to indicate how he/she feels right at that moment. 
There are no right or wrong answers, just what seems best to describe his/her present 
feelings. Participant should not spend too much time on any statement and should answer 





Because the STAI questionnaire assesses current anxiety and stress at this moment [Aguiar, 
2013], we used its values to estimate the influence of the data collected with sensors 
embedded into a smartphone to the driver's stress before the driving (Chapter 5 Results). 
      
Figure 5: 6-items STAI questionnaire 
After the driving, to get a driver's self-assessment of his/her driving and traffic conditions, 
we asked participants to fill out a simple 7-scale questionnaire similar to the NASA Task Load 
Index [Hart, 1988], which is presented in Figure 6. 
 





3.3 Car door collecting data 
The car door is the first “system”, with which the driver interacts. Our assumption, according 
to our previous research [Sysoev, 2016], was that the contextual data indicating the manner 
of opening and closing of the car door is able to provide the useful information about the 
drivers' anxiety level and might help to predict the driving style. 
The sampling rate of the accelerometer on a car door is 40 Hz. This is not enough for building 
a detailed pattern of opening and closing the car door, but it is enough to get certain 
features from the car door accelerometer: 
 Time between opening and closing car door; 
 Time between opening car door and starting the engine; 
 Intensity of car door movement (how fast one opens/closes the car door). 
 
Figure 7: Car door opening and closing data, 10 Hz (X, Y, Z axis) 
In Figure 7, a raw data of the car door opening and closing is depicted; there are opening and 
closing actions, the time between the opening and closing the car door. And these features 





3.4 HRV data 
We decided to use the heart rate data, actually, for analysis we applied derivatives from the 
heart rate variability (HRV) with special time windows - 30 and 60 sec, they will be explained 
below. The HRV is influenced by the autonomic nervous system (ANS). The ANS consists of 
sympathetic (leads to increase the heart rate) and parasympathetic (leads to decrease the 
heart rate) systems. By monitoring the HRV, the status of the ANS can be found, which is 
correlated with the stress condition, which could influence the driving style [Healey, 2005]. 
We added features, extracted from the HR, to the analysis’ model to have physiological 
responses of the body on the driving process in our model. 
3.4.1  Existing equipment  
There are many different sensors to collect the HR data on the market. In Table 3 we present 
a short overview of them. 






The updated version of Withing, a 
blood pressure monitor. The new 





Smart T-shirt, which allows the 
measurement of various parameters of 
the heart and breathing to help 
athletes with better physical 
preparation 
Samsung Gear Fit 
[Samsung, 2017] 
 
Bracelet, which measures the HR 










Smart Activity Tracker with Wrist-
based Heart Rate plus GPS 




Monitor real-time accurate heart rate. 
Bluetooth 4.0 




The bracelet is a cheaper version of 
Alpha hours. Also continuously 
measured HR 
Apple Watch Series 
2 [Apple, 2017] 
 
Built-in GPS, Heart rate sensor, 
accelerometer, and gyroscope 
Fitbit Charge 2 
[Fitbit, 2017] 
 
Continuously heart rate tracking + 
fitness tracking 
Table 3: Short overview of existing devices for collecting HR data 
In addition to the above presented devices, there are, of course, a lot of others such as: 
Adidas miCoach [Adidas, 2017], Nanowear SimpliECG [Nanowear, 2017], which has received 
The Food and Drug Administration (FDA) clearance as a "remote cardiac-monitoring 
undergarment", Wahoo heart rate monitors [Wahoo, 2017], Withings Pulse O2 [Pulse, 2017], 
medical heart rate monitors as Holter monitor [Holter, 2017], but it is expensive. We chose 
the Polar H7 chest belt for several reasons. It is not expensive; it provides the real-time RR-
intervals (inter-beat intervals) data, without approximation; it has a long battery life, 
because chest belt does not have a display; it provides a reliable data and in most cases does 





instead of optical sensor (photoplethysmogram measurement) is more reliable. There are 
also disadvantages connected with wearing a strap, as it is more disturbing and inconvenient 
for users than the wristband. 
3.4.2  HR data collection and processing 
To collect RR-intervals and beats per minute (bpm), the Polar H7 chest belt was used. This 
heart rate sensor needs Bluetooth 4.0 to connect to the smartphone. To receive and store 
the HR data, the app SelfLoops [SelfLoops, 2017] was used. The main screen of the Selfloops 
app is presented in Figure 8. 
 
Figure 8: Main screen of application for recording HR 
The most widely used methods for the HRV analysis can be grouped under a time-domain 
and a frequency-domain. Also, there are other methods such as non-linear methods for the 
HRV analysis [HRV, 2017]. 
Frequency domain methods assign bands of frequency and then count the number of NN 
intervals that match each band. The term "NN" is used in place of the RR to emphasize the 
fact that processed beats belong to "normal" beats, without artefacts due to arrhythmic 
events or faulty sensors, for example. The RR-interval is a time (Ti) between two R-peak of a 





frequency (HF) from 0.15 to 0.4 Hz, low frequency (LF) from 0.04 to 0.15 Hz, and the very 
low frequency (VLF) from 0.0033 to 0.04 Hz [HRV, 2017]. 
 
Figure 9: RR interval on an ECG heart-beat waveform 
In this research, we used derivatives from the HRV data - SDNN (time domain methods): the 
standard deviation of NN intervals or "RR variability". The SDNN approach was chosen 
because SDNN values decrease significantly in the high-strain/stress group [Kang, 2004]. The 
sharp decrease in the SDNN causes significant tension of regulatory systems of the body, 
which leads to the suppression of the activity of an independent contour to the stress [Shlyk, 
2009]. In [Camm, 1996], authors noticed that special attention should be paid to the 
evaluation of the SDNN, which is an integral indicator characterizing the HRV as a whole for 
the recording period, and depending on the impact of both sympathetic and parasimpathic 
nervous systems. The SDNN correlates to the total HRV power. It has been established by 
physicians, that the low HRV leads to feelings’ increase of fatigue, and it associates with the 
stress [QMedical, 2017]. After all HR data were collected, for smoothing data, spikes 
(outliers) were deleted and the HRV was calculated according to the Formula 1. 
SDNN= ∑ ( − )  (2) 
For variance we used 30 and 60 seconds intervals. It should be noted that the recommended 
lengths used in HRV analyses are 5 minutes for short-term analysis and 24 hours for long-
term. Nevertheless, in the research [Nussinovitch, 2012], authors notice that a good 
correlation was found between the 1 minute and the 5 minute parameters for the maximal-
RR (maximal inter-beat interval), the minimal-RR (minimal inter-beat interval), the average-
RR (average inter-beat interval), SDNN, RMSSD (root mean square of successive differences), 





ms), and for the total power. Actually, the ICC = intraclass correlation between 1 and 5 min 
of SDNN was 0.896. Authors in [Thong, 2003] concluded that the SDNN10 (SDNN calculated 
for 10-seconds segments) and the SDNN300 (SDNN calculated for 300-seconds segments) 
have a low rate of the correlation. Both the SDNN30 and the SDNN60 were chosen to use as 
attributes in machine learning algorithms. These features are derivatives from the HRV. 
Nevertheless, they present the HR data. And, to estimate the driving style, we used the data 
including the first 1 min of the driving, in this case, we could not calculate the HRV for the 5 
min window, but needed HR features in data analysis. Because of this, the SDNN30 and the 
SDNN60 were added to the feature set. 
3.5 GPS data 
The GPS data is an objective data and could be used for the classification of the driving style. 
To collect the GPS data, two sensors were used: one is a built in smartphone sensor 
(smartphone was placed on the dashboard inside the car) and the second one is a U-blox 
GPS receiver with external active GPS/GLONASS antenna on the car roof. We used GPS to get 
the speed and to calculate acceleration values. These parameters were used for data 
analysis in a self-assessment validation metric, for labelling data in a validation metric based 
on an objective driving data and for validation of the data received from the smartphone 
accelerometer. 
3.5.1  U-blox and smartphone GPS data 
The U-blox GSP receiver, depicted in Figure 10, with the external antenna were used to 
collect the GPS NMEA data. The U-blox receiver is supposed to provide 18Hz sampling. 
Actually, during the real-life testing, the U-blox was able to provide the data with a 
frequency of only 10 Hz. So, it means that it is advisable to check all sensors in real-life 
scenarios and not rely only on documentation. Also, it is important to note that most 
smartphones provide only 1Hz sampling of the GPS data, because of hardware limitations. 
The format of the GPS data collected via smartphone or GPS receiver is the same (NMEA), 






Figure 10: U-blox evaluation kit, GPS receiver and external antenna 
In Figure 11, the U-center GNSS evaluation software for automotive, mobile terminal and 
infrastructure applications [Ucenter, 2017] are presented. It provides a powerful tool for the 
evaluation, performance analysis and configuration of U-blox GNSS receivers, the real-time 
display with a log in a text console from a GNSS receiver via the RS232 and the USB interface. 
 
Figure 11: U-center software for analysis GPS data and GPS NMEA log 
At the same time, we collected the GPS NMEA data by a smartphone with the resolution of 
1Hz. For this purpose, AndroSensor application [AS, 2017] was used on a smartphone. On 





GPS NMEA Tool [GPSNMEA, 2017], the GNSS Commander [Commander, 2017], the Ultra GPS 
Logger [Ultra GPS Logger, 2017]. 
AndroSensor was chosen because it provides a lot of smartphone sensor data. The GPS 
NMEA data is displayed on a screen, so, there was a possibility to check if the data was 
collected correctly, and the data was written into the CSV (lines delimited with double colon 
"::") file format that is easy for importing the data to the database and for analysis of the log 
file. In Figure 12, the main screen of the AndroSensor app is presented. 
 
Figure 12: The main screen of AndroSensor app with GPS NMEA data 
On the main screen of the application there are such data as location, location provider, 
accuracy, altitude, speed, satellites in range and the GPS NMEA data. 
The data collection should be done in a maximal non-invasive way, and the GPS receiver 
with the antenna, in our case the U-blox, was not convenient for real-life scenarios. For this 
reason, we compared the speed received from the U-blox and from the smartphone to be 
sure that we are able to use the usual smartphone instead of the real receiver to collect the 
GPS data. The sample of the graph with both speeds, received from the smartphone and the 






Figure 13: Speed derived from U-blox and smartphone 
Of course, the U-blox receiver has a higher data sampling resolution, but the GPS data 
collected with a smartphone is suitable for our experiment. Using the smartphone, we got 
the GPS NMEA data as we got with the U-blox GPS receiver just with lower resolution of 1 
Hz. In our experiment, usage smartphone for GPS data collection was less disturbing for 
drivers, because they do not need to have a deal with an external antenna, charging and 
using the GPS receiver. As a log of the GPS data for both the smartphone and the receiver, 






Figure 14: The part of GPS NMEA log 
The speed and the time data were extracted from the $GPRMC (recommended minimum 
specific GPS/transit data) sentence. In the log, a value 101148.0 is a time of fix (UTC) and 
18.5 is a speed over ground in Knots; both are highlighted "yellow" in Figure 14. In the 
$GPRMC line, the first element is a time and an element after symbol E is a speed value. 
And, to extract the time and the speed from the NMEA data, we applied the python script, 
part of which is depicted in Figure 15. 
 
Figure 15: Part of the python script for extraction time and speed values from GPS NMEA log file 
We also compared acceleration calculated based on the GPS data to the data received from 
the accelerometer in the smartphone and found a very strong correlation. In Figure 16, we 
present the acceleration data that is gathered from the accelerometer built-in smartphone 






Figure 16: Acceleration calculated from GPS data and Y axis values from smartphone accelerometer 
3.6 Description of the experiment 
3.6.1  Participants 
The experiment was designed to test a driving style in general for all drivers and also, 
dependence from validation metrics, for some groups of drivers. For this purpose, 10 
participants were involved in the experiment, 5 male and 5 female aged from 30 to 45 years. 
All are employed, meaning they drive every morning to work and back home in the evening 
in most cases during 1 week. Each participant made in average 14 trips. The data from one 
participant was not acceptable due to a big amount of missing days. In total, 123 driving trips 
were made by 9 drivers. It should be noted that it was difficult to involve more drivers to the 
study, because of the difficulties in data collection and wearing the chest belt was also 
inconvenient for drivers. Note that for the pilot study, around 10 participants were 
suggested [Issac, 1995] to hold the study, others researches [Hill, 1998] also suggested from 
10 to 30 participants in a survey research, in the medical field 12 participants were 
suggested [Julious, 2005; Wiley, 2002]. We collected information from 123 trips from 10 
users. Also, in the study [Healey, 2000], authors got only 27 driving trips to recognize the 





3.6.2  Research kit, data, conditions 
The research kit includes:  
 An android smartphone for collecting car door data. A handmade holder with a 
mobile phone is depicted in Figure 17 (phone was always on a car door); 
 Another smartphone in the experiment was always the person’s private mobile 
phone in order to be able to collect the data with sensors embedded into a 
smartphone, and to avoid using additional unknown for users smartphones; 
 A car – a private participant car; 
 The Polar H7 chest belt. The Polar H7 used as a reliable sensor for collecting the HR in 
many researches [Mila, 2013], [Stahl, 2016] as a ground truth [Hwang, 2016] and has 
a high agreement with the electrocardiogram [Wang, 2016] and also because of two 
straps were available in the laboratory to collect the data for two drivers 
simultaneously. 
 
Figure 17: Android smartphone for collecting of car door data  
We asked participants to use their regular routes and habits, and not to record the driving 
during a heavy rain to avoid driving in adverse weather conditions, which could lead to 
unusual driving [Hoogendoorn, 2010]. Trip durations should be more than 10 minutes. The 
average trip duration was 34 min (median is 26 minutes). 
3.6.3  Procedure 
The experimental scenario, which was used for data collection among the 10 participants, is 
presented below. The participation was voluntary and the participation agreement of using 
their driving and the smartphone data was signed. This experiment was designed to capture 
naturally driver's style, activity, behaviour and contextual data in real-life scenarios before 





were able to use their usual routes. Most of the routes included city and highway parts, and 
participants were asked to drive only on asphalted roads. 
Before the driving, the Sensoric application [Sysoev, 2016] started to collect contextual, 
behavioural and activity data approximately 1 hour before the driving, while it was also 
possible to switch it on manually, if necessary. The participant was asked to put on the heart 
rate the chest belt and start recording the HR data 10-20 minutes before the driving to get 
adapted to the chest belt. Just before the driving (leaving work/home/etc.), the participant 
was asked to take the first survey (the Spielberger State-Trait Anxiety Inventory), while the 
system was switched on the accelerometer at the car door through sending an SMS. In a car, 
we used a smartphone on the dashboard to collect the GPS NMEA, the HR and the Sensoric 
data. After the driving, participants took the second survey and also assessed the traffic and 
his/her driving style, which led to the automatic switch off of the collecting data from 
accelerometer at the car door by sending another SMS and also stopped collection of all 
Sensoric data. 
It should be noted that all participants were very diligent and followed the instructions 





4 Data processing and analysis 
4.1 Processing and uploading data to the DB 
Once we collected all data, we uploaded it to the MySQL database for further processing and 
storage. The structure of the MySQL database is presented in Figure 18. All tables have a key 
field "Time", which corresponds to the time of the event and the key field increases the 
performance of queries to the database. 
4.1.1 Processing data in the DB 
We collected 67 hours of driving for 10 participants, 123 journeys, which resulted in more 
than 2.6 million rows of data in the database. 
For some types of the data, pre-processing was needed: 
 For the GPS data - converting time from the GPS format to the Unix time format was 
needed; 
 For the car door data - deleting spikes and smoothing the data by the moving average 
filter (MA) was applied; 
Spikes with values above +/-0.5g (to achieve such values, car should accelerate from 0 to 180 
km/h in 10 sec) from the basis line were deleted as noise/extreme values. Also, according to 
an eco-driving system [Gurtam, 2015] for the satellite monitoring of transport, the 
acceleration and the deceleration of more than 0.5g in absolute values belong to the 
extreme/unusual braking, and should not be taken into account in the system, because it is 
difficult to achieve such values in the usual driving. In our case, it was confirmed also by 
visual data analysis. For example, Bugatti claims maximum deceleration of 1.3g on road 
tyres, and its prototype was able to achieve 1g, these being extreme values for a super-sport 







Figure 18: The structure of the MySQL database 
After we deleted all spikes, for the smoothing accelerometer data, the MA filter with a 
period of 16 was chosen. The MA is a function that displays the average values of the original 
(initial) function over a set period of values (in our case period of values = 16). The MA with a 
longer period (also called long MA) filters out more noise, but it is less sensitive to changes in 
series. It was not appropriate for us, because we want to catch changes in a driving style as 
soon as possible in order to restrain the driver from the further “aggressive“ driving. It 
should be noted, that there is no optimal period for the MA: it depends on issues and data 
for filtering. We tried the short and long MA, and have chosen the MA period = 16 because it 









The MA values were calculated according to the Formula 2, where n is a period of the MA, 
pt-i - the value of the original function in the point t-i.  
 
Figure 19: Data from X and Y accelerometer axes with spikes 
 Calculating the G-Force for the accelerometer and the gyroscope data. The MySQL 
query for this calculation is depicted in Figure 20. 
 
Figure 20: MySQL query for G-force calculation 
This formula presents the square root of the sum of squares where dx, dy and dz are 
acceleration values in x, y and z directions, and dg is a G-force of these three values. 
Next, we will describe the features’ extraction from the DB. We extracted from the DB, 






4.1.2 Feature extraction from the DB 
The database consists of 2.6 million rows of the data. Because of this, to reduce the 
processing time, we divided the features’ extraction to two parts:  
 Extract features, which present the data collected before the driving; 
 Extract features, which present the data collected during the driving. 
The code for extracting features from the database during the driving is presented in Figure 
21. We will explain the most important features next. "StartTime" and "StopTime" = engine 
start and stop times, "basis(dx)" and "basis(dy)" = basis values of the accelerometer axes in 
the car door smartphone, "id" corresponds to the specific driver, "sdnn60" is a standard 
deviation of NN-intervals for 60 seconds windows. Description of all features is presented in 
Appendix B. 
 
Figure 21: MySQl query for extracting features during the driving 
After script deployment, we got the CSV-Comma Separated Values (*.csv) format file, which 





4.2 Data analysis 
In the following subchapters, the data preparation for the further analysis, the general 
explanation of the various analysis algorithms and the identification of an aggressive driving 
style are presented. There are various platforms/software solutions for data analysis, for 
example the Orange Data Mining [Orange, 2017], the Weka (Waikato Environment for 
Knowledge Analysis) [Weka, 2017], the Machine Learning in the R programming language 
(MLR) package [MLR, 2017], the SciPy library in the python programming language is a 
fundamental library for a scientific computing [Py, 2017]. The Weka platform was chosen for 
further analysis, because it supports a large number of machine learning algorithms, has 
instruments for attributes selection, visualization and evaluation of the algorithms. 
4.2.1 Data preparation for machine learning 
The Weka is a collection of machine learning algorithms for data mining tasks. The Weka 
applied the Attribute-Relation File Format (ARFF) for the data. This format has two sections:  
 Header, which contains name, attributes list, types of the attributes; 
 Data, which contains values of the attributes and class labelling.  
Example of the part of our data in ARFF format is presented in Figure 22. There are names 












Actually, it is possible to load the CSV file directly from the WEKA Explorer GUI (Graphical 
User Interface), but to do it the CSV file needs column headers and in order to determine 
whether a column is numeric or nominal, all the rows first need to be inspected. 
Once the data was uploaded to the WEKA software, we will be able to start the data analysis 
in a number of ways. 
4.2.2 Analysis with different algorithms and classes 
A number of machine learning methods and approaches were used for analysis of different 
issues. Analysis techniques like machine learning automatized of the complex processes of 
data analysis and help identification of implicit correlations. The most commonly used 
algorithms are the support vector machine (SVM), hidden Markov models (HMM), k-nearest 
neighbours (KNN), the Decision Trees (DT), Bayesian networks (BN), regressions and their 
modifications. The general descriptions of these algorithms are described next. 
The SVM is one of the fastest classification methods for finding the decision function. The 
method finds the maximum width separating the hyper planes between two classes, which 
allows for further implementation of the more confident classification and reduces the 
empirical classification error [Hastie, 2009]. In case of the multi-class decision, the rule based 
on a binary decomposition by scheme "One-vs-Rest" is often used in practice. Unlike most 
other methods, the advantage of the SVM is the small data set which is sufficient because in 
classifying a multiple samples they all are not used, but only a small portion of them located 
at the boundaries. The method is sensitive to the noise. In practice, the normalization of the 
input data is desired. This classifier is well suited for linearly separable samples. If samples 
are not linearly separable, the data get lost. Examples of the software implementations are 
the SVMLight [SVMLight, 2017], the LIBSVM [LIBSVM, 2017] and the LIBLINEAR [Liblinear, 
2017], all are in C++ programming language. 
The Decision Trees is a way of representing the hierarchical structure of classification rules 
such as "IF ... THEN ...», having the form of a tree. The larger the tree, the more it is exposed 
to overfitting. The tree that takes into account all possible features, especially if there are a 
lot of features, is usually prone to overfitting. Classification is performed by a simple but fast 
enough movement through the tree, based on the values of the classified sample. The 
algorithm is simple to understand and results can be directly interpreted by people. 





Bayesian Classifiers are used to classify objects based on the likelihood function of each 
class. An object belongs to a class for which the posterior probability is maximised. The 
advantage of the Bayesian classifier is a small amount of the training data needed to 
estimate the parameters required for the classification. The classifier contains a trained data 
set for each class, and each input sequence is compared with these sets by a particular 
algorithm; and the most likely class is then selected. To build a classifier, it is necessary to 
restore the density distribution by a trained data set (there are three main approaches to 
the recovery likelihood function: parametric, non-parametric distributions, and combined). 
An example of the software implementations is the jBNC - Bayesian Network Classifier 
Toolbox [Jbnc, 2017].  
The nearest-neighbour algorithm is a metric classification algorithm based on the 
assessment of the similarity of the objects. It is easy to implement. An object is classified by 
majority votes of its neighbours. The method of the k-nearest neighbours is based on the 
explicit storage of the data set, objects for which are already known. The neighbours are 
taken on the basis of a set of objects, classes of which are already known. Excluding the 
noise and uninformative objects from the data set provides several advantages: the 
improvement of the classification quality, the reduce in the amount of the stored data and 
the decrease of the classification time. One of the main disadvantages of the KNN algorithm 
is the computational complexity, which increases doubly with the increasing number of 
records in the dataset. An example of the software implementation is the FNN [FNN, 2017] 
package in the R programming language. 
Beside the above presented algorithms, the following are also often used for the data 
analysis in different fields: neural networks [Fukuoka, 2000], fuzzy techniques [Kumar, 2007], 
linear discriminate analysis (LDA) [Cinaz, 2013] and [Healey, 2005], Hidden Conditional 
Random Fields (HCRF) [Hoque, 2012]. Also there are modifications or combinations of these 
algorithms: 
 The relevance vector machine (RVM) method [RVM, 2017] is a method that unlike 
the SVM determines the probability with which an object belongs to certain class. If 
the SVM says "x belongs to class A", then the RVM says "x belongs to class A with 
probability p and belongs to class B with the probability 1 -p". 
 The Dynamic Bayesian network (DBN) [Liao, 2005] method is an extension of the 
usual BN method. It exams and models the finite sequence of sets of random 






Table 4: Description of regression algorithms used for data analysis 
Short description of regression algorithms used for the data analysis in the WEKA software is 
presented in Table 4. Results of the data analysis with different algorithms and features sets 






















This chapter presents different algorithms, metrics, feature selection methods, data 
evaluation techniques and results. 
Three metrics were used to assess the drivers' behaviour: a questionnaire, self-assessment 
based metrics, and a metric based on an objective driving data. The questionnaire metric 
based on the STAI questionnaire to get the anxiety scores before driving and the self-
assessment metric to get the self-assessment of the driving style after driving were designed 
in the experiment. The third metric based on the amount of the aggressive acceleration, 
braking and turning, normalized by the driving time, was developed to estimate the 
influence of the context, the drivers' activity and the behaviour information to the driving 
style and, in addition, tried to recognize an aggressive driving before it actually takes place. 
In Figure 23, the part of our dataset imported to the WEKA software is depicted. It includes 
70 attributes and 123 instances of the data. Description of all attributes used for a feature 
selection is presented in Appendix B. 
Regression and classification machine learning algorithms were applied for data analysis. The 
use of regression and classification algorithms was interesting for us to compare different 
analysis’ techniques and find the better for our data. The output variable in regression takes 






Figure 23: The fragment of dataset in WEKA software 
In the machine learning procedure, the feature selection is a very important step. It is a 
selection of the subset of features, which are more effective for certain datasets and 
algorithms in the machine learning. For feature selection, various methods built in the Weka 
software were used to test the different subsets of features and find the best of them. For 
the regression, both the CfsSubsetEval attribute evaluator with the BestFirst search method 
and the ReliefFAttributeEval attribute evaluator with the Ranker search method were 
applied. Description of attribute evaluators and search methods applied for the feature 






Table 5: Description of attribute evaluators and search methods applied for feature selection in WEKA [Weka, 
2017] 
For the classification, both the CorrelationAttributeEval attribute evaluator with the Ranker 
search method and the CfsSubsetEval attribute evaluator with the BestFirst search method 
were applied. 
The tenfold cross-validation was applied for all algorithms. All data were divided into 10 





procedure was repeated while every fold was used for the test. The average classification 
accuracy of all folds was calculated. 
5.1 Results of questionnaire and self-assessment 
To build the questionnaire and self-assessment metrics, we made a separate analysis for 
men, women and for all drivers. Few datasets with different features were used, one dataset 
included the data collected just before the driving (used for STAI metric), another one 
included only the data collected during the driving together with the car door accelerometer 
data (used for 7-scale self-assessment metric). 
5.1.1 STAI questionnaire before driving 
We tried both regression and classification methods. Firstly, we applied the regression with 
the Best First search method for the feature selection. 
 
Figure 24: Correlation coefficient of STAI scores with data collected before driving and with data collected 



























With 1 min of driving All
Without driving data All
With 1 min of driving Women
Without driving data Women
With 1 min of driving Men





In Figure 24, the correlation coefficient of STAI scores (values from 8 to 21) with the data 
collected before the driving and for the data collected before and during the first 1 min of 
driving for different driver’s groups is presented. We decided to add the first 1 min of driving 
in the analysis model to confirm the results from smartphone and car door data analysis, 
collected before driving. It opens the possibility to provide feedback to the driver one more 
time in the very beginning of driving to prevent the aggressive driving as soon as possible. 
The time window of 1 min was chosen after preliminary analysis and because of data 
collected in first 1 min correlates with further driving style. Note that result for all drivers is 
weak, for this reason we wanted to check the correlation of questionnaire scores with 
smartphone and first 1 min of driving data, but results for men and women were also poor. 
Table 6 presents various feature sets for different drivers' groups. 
 Datasets Selected features 
All 
participants 
Include 1 min of 
driving 
yclose, med10_lux, std_15gg, screen30_count, 
abs_xclose, 1count(dxy) 
Only data collected 
before driving 
yclose, med10_lux, std_15gg, screen30_count, 
abs_xclose 
Women 
Include 1 min of 
driving 
xy-force, screen30_count, lux1, 1STDsdnn30, 
1count(dxy) 
Only data collected 
before driving 
y-close, xy-force, std_5gg, screen30_count, 
dur300_count 
Men Include 1 min of 
driving 
yclose, med_15gg, screen30_count, dur300_count, 
abs_yclose, l1norm1, lux1 
Table 6: Feature sets for different drivers groups 
The SMoreg algorithm implements the support vector machine for the regression. Also, for 
the regression, we tried another feature selection method – the Ranker, nevertheless, the 
Best First method provided better results, and results only for it were presented. 
Secondly, we applied a classification with the Ranker search method for the feature 
selection. For the classification, the data were divided into 3 classes: the anxiety ("a" class) 
where STAI scores were 16 or more, and the relax ("r" class) where STAI scores were 13 or 
less. STAI scores from 14 to 15 were labelled as the moderate anxiety ("m" class) to delimit 





main classes was applied for the classification. The rate of STAI scores were from 8 to 21 
with a middle value = 14.5. 
For the classification, the Ranker search method was applied for the feature selection as the 
better one for our data compared to others feature selection methods. Figure 25 presents 
the F-measure for the "a" class for different algorithms (KNN – k-nearest neighbours, NB- 
Naïve Bayes), groups of drivers and datasets (with and without driving data). The F-measure 
is a combined measure for precision and recall; it is a balanced mean of precision and recall. 
The values only for recall are presented in Figure 26. The Recall is a measure of how many 
truly relevant results are returned. 
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The Recall value for the estimation anxiety and the stress among drivers as well as for the 
driving style estimation is more important than the precision. Because the recall is a 
measure, of how many truly drivers under the stress or aggressive drivers are detected and 
could be warned through the application. 
 














F-Measure of the "a" class
With 1min of driving data
All
With 1min of driving data
Men
With 1min of driving data
Women
Without driving data All








Figure 25: F-Measure of “a” class classification (based on STAI) with data collected before driving and with data 
collected before and during first 1 min of driving. For all participants, only for women and only for men.  
Based on the obtained results there is no real correlation between questionnaires before the 
driving and the smartphone data collected before the driving, even if we include the first 1 
min of the driving. There is more discussion on it in the next chapter. 
 
Figure 26: The values of recall for "a" class classification (based on STAI) with data collected before driving and 
with data collected before and during first 1 min of driving. For all participants, only for women and only for 
men. 
Next, we present the detailed accuracy by classes together with the confusion matrix for the 
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All
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TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.839 0.706 0.591 0.839 0.693 0.159 0.647 r 
0.25 0.176 0.318 0.25 0.28 0.08 0.655 a 
0 0.033 0 0 0 -0.083 0.455 m 
0.522 0.438 0.403 0.522 0.45 0.09 0.61 Weighted Avg. 
Table 7: Detailed accuracy by classes for the NB classifier for all participants with the first 1 min of driving 
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.767 0.37 0.697 0.767 0.73 0.401 0.701 r 
0.75 0.178 0.529 0.75 0.621 0.51 0.815 a 
0.2 0.095 0.429 0.2 0.273 0.141 0.519 m 
0.614 0.257 0.591 0.614 0.587 0.355 0.677 Weighted Avg. 
 Table 8: Detailed accuracy by classes for the NB classifier only for men with the first 1 min of driving 
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.516 0.353 0.64 0.516 0.571 0.163 0.511 r 
0.714 0.329 0.417 0.714 0.526 0.336 0.707 a 
0.217 0.111 0.333 0.217 0.263 0.126 0.591 m 
0.504 0.298 0.522 0.504 0.498 0.199 0.576 Weighted Avg. 
Table 9: Detailed accuracy by classes for the KNN classifier for all participants for the data, collected before 
driving 
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.781 0.375 0.735 0.781 0.758 0.412 0.74 r 
0.5 0.13 0.455 0.5 0.476 0.356 0.738 m 
0.571 0.071 0.727 0.571 0.64 0.545 0.85 a 
0.679 0.255 0.683 0.679 0.678 0.435 0.767 Weighted Avg. 





The true positive (TP) rate is a number of examples predicted positive that are actually 
positive and it indicates the recall value. The false positive (FP) rate is a number of examples 
predicted positive that are actually negative. The precision is a proportion of the examples, 
which truly have the class X divided by the total, classified, as the class X. The ROC Area is an 
area under the ROC (receiver operating characteristic) curve, the higher it is, the better. 
Confusion matrix is a summary of prediction results. Each column of the matrix represents 
the instances in a predicted class while each row represents the instances in an actual, true 
value of the class. In the confusion matrix in Table 12 of the 30 actual “r” class, the system 
predicted that 3 were predicted as “a” class, and 4 were predicted as “m” class. Also of the 
12 actual “a” class values, it was predicted that 3 were from “r” class. Confusion matrix 
therefore gives insights about the errors being made by classifier. 
a b c Classes 
52 10 0 a = r 
18 7 3 b = a 
18 5 0 c = m 
Table 11: Confusion matrix for the NB classifier for 
all participants with 1 min of the driving data 
a b c Classes 
23 3 4 a = r 
3 9 0 b = a 
7 5 3 c = m 
Table 12: Confusion matrix for the NB classifier only 
for men with 1 min of the driving data 
a b c Classes 
32 21 9 a = r 
7 20 1 b = a 
11 7 5 c = m 
Table 13: Confusion matrix for the KNN classifier 
for all participants without the driving data 
a b C Classes 
25 5 2 a = r 
4 5 1 b = m 
5 1 8 c = a 
Table 14: Confusion matrix for the BN classifier only 
for women without the driving data
There is another option to assess the driving style - using a subjective self-report after the 
driving about how the driver was satisfied with his/her driving. 
5.1.2 Self-assessment after driving 
After driving, the participant filled out a simple 7-scale questionnaire and answered the 
question: "How calm was your driving?" on the scale from 1 to 7, where 7 was the 





evaluation metric, finding correlation between the driving data and self-assessment scores 
was interesting. We applied regression with the Best First search method for the feature 
selection because it provided better results compared to other feature selection methods. In 
Figure 27, correlation coefficients for the self-assessment with different regression 
algorithms and drivers' groups are depicted. 
 
Figure 27: Correlation coefficient of Calm scores with the data collected during the driving. For all participants, 
only for women and only for men. 
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Table 15 presents various feature sets, which were used to analyse different drivers' groups. 
5.2 Results for the driving style 
Next, the results for the estimation of the influence of the context, the drivers' activity and 
the behaviour information to the driving style are presented. Also, we tried to recognize 
aggressive driving in advance, before it actually takes place, with the regression model and 
by building a classifier. 
5.2.1  Definition of an aggressive driving style 
As it was established in our previous research [Sysoev, 2016], there are several definitions of 
an aggressive driving style [Bergasa, 2006; Kim, 2015; Pentland, 1999]. Most of them are 
described in terms of speed, acceleration, braking, lane changes. One of the approaches uses 
the GPS data or the accelerometer data providing features such as speed, acceleration and 
braking manner, aggressive turning left and right [Son, 2008; Fitzpatrick, 2000; Han, 2007; 
Aljaafreh, 2012]. In research [Son, 2008], the acceleration values above 2 m/s2 were set as 
critical values considering the safety aspect. In another study [Han, 2007], derived 
acceleration and deceleration from the speed model and defined critical values from 1.27 
m/s2 to 2.16 m/s2. So, in this case there is a possibility to define aggressive driving style as 
compared to average driving. Still, there is no well-established threshold about what should 
be counted as an aggressive driving and what should not - there are no strict limits. Based on 
visual data analysis and successful previous researches [Aljaafreh, 2012; Sysoev, 2016], we 
chose 2.5 m/s2 as a threshold for aggressive manoeuvres. 
 





In Figure 28 and in Figure 29, a sample of more calm driving and a sample of more aggressive 
driving are presented (speed, acceleration from GPS and values of X, Y axes from 
accelerometer in the car). In Figure 29, the higher acceleration and braking peaks (Y-axis) 
and higher peaks during turning to the left or to the right (X-axis) are depicted. The last 
features is an interesting parameter for the estimation of the aggressive driving, as also the 
largest Slovenian insurance company Triglav uses similar features in their application "Drive" 
[Drajv, 2017] to assess the safety driving and to provide special discounts for good (»non-
aggressive«) drivers. Also, Russian insurance companies, like the AlfaStrakhovanieGroup 
[ASG], use the similar approach to promote new insurance products based on a safe driving. 
 
Figure 29: More aggressive driving (speed, acceleration, value of X, Y axes) 
5.2.2  Results for different algorithms 
We tried both regression and classification methods using contextual data including car door 
data with and without first 1 min of driving, looking for correlations between the data and 
aggressive driving. Additionally we tried to predict the driving style without using the car 
door data and investigated the prediction using only the data gathered during the first 
minute of driving. 
Firstly, we applied the regression with the Best First search method for the feature selection. 
In Figure 30, correlation coefficients for the driving style with different regression algorithms 






Figure 30: Correlation coefficient of the driving style with the data collected before and during the driving for all 
participants 
Table 16 presents various feature sets for different drivers' groups. 
  Selected features 
All 
participants 
With 1 min of 
driving 
yclose, cnt20_none, stAND30, ring300_count, abs_yclose, 
stdspeed1, 1count(dx25), 1sdnn30 
Without 
driving data 
yclose, cnt20_low, cnt20_none, med10_lux, stAND30, 
ring300_count 
Table 16: Feature sets for the data collected before the driving and for the data collected before and during the 


































Secondly, we applied a classification with the Ranker search method for the feature 
selection. For classification, the data was divided into 3 classes: the aggressive driving ("a" 
class), the normal driving ("r" class), and the moderate driving “m” class. The "m" class was 
used to delimit two main classes "a" and "r". 11 trips belong to "a" class, 10 trips belong to 
"m" class and 94 trips belong to "r" class. In Figure 31, the F-measure for the "a" class for 
different algorithms and datasets is presented, and values only for a recall are presented in 
Figure 32. 
 
Figure 31: The F-Measure of the classification "a" class for the data collected before the driving and for the data 
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Figure 32: The values of recall for "a" class for different data sets and algorithms 
Additionally, we made the data analysis with only driving data collected in first 1 min of 
driving to confirm the hypothesis that accuracy of the estimation of the driving style without 
contextual data does not provide good enough results. For the classification, the Best First 
search method was applied for the feature selection as a method, which provided better 
results. Next, detailed accuracy by classes together with confusion matrices for BN and SMO 
algorithms, as the most precise in our case, are presented. 
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.947 0.286 0.937 0.947 0.942 0.674 0.8 r 
0.818 0.029 0.75 0.818 0.783 0.759 0.982 a 
0.1 0.067 0.125 0.1 0.111 0.037 0.765 m 
0.861 0.242 0.848 0.861 0.854 0.627 0.815 Weighted Avg. 
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TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
1 0.381 0.922 1 0.959 0.755 0.724 r 
0.909 0.029 0.769 0.909 0.833 0.818 0.941 a 
0 0 0 0 0 0 0.394 m 
0.904 0.314 0.827 0.904 0.864 0.696 0.716 Weighted Avg. 
Table 18: Detailed accuracy by classes for the SMO classifier with the first 1 min of driving data  
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.989 0.381 0.921 0.989 0.954 0.719 0.811 r 
0.727 0.029 0.727 0.727 0.727 0.698 0.978 a 
0.1 0.019 0.333 0.1 0.154 0.143 0.762 m 
0.887 0.316 0.851 0.887 0.863 0.667 0.822 Weighted Avg. 
Table 19: Detailed accuracy by classes for the BN classifier for the data collected before driving 
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
1 0.619 0.879 1 0.935 0.579 0.638 r 
0.636 0.01 0.875 0.636 0.737 0.725 0.892 a 
0 0 0 0 0 0 0.358 m 
0.878 0.507 0.802 0.878 0.835 0.542 0.638 Weighted Avg. 
Table 20: Detailed accuracy by classes for the SMO classifier for the data collected before driving 
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.957 0.571 0.882 0.957 0.918 0.471 0.685 r 
0.727 0.048 0.615 0.727 0.667 0.631 0.857 a 
0 0 0 0 0 0 0.584 m 
0.852 0.472 0.78 0.852 0.814 0.445 0.693 Weighted Avg. 







TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.989 0.857 0.838 0.989 0.907 0.279 0.546 r 
0.273 0.01 0.75 0.273 0.4 0.422 0.838 a 
0 0 0 0 0 0 0.458 m 
0.835 0.702 0.757 0.835 0.78 0.268 0.567 Weighted Avg. 
Table 22: Detailed accuracy by classes for the SMO classifier for the data collected in first 1 min of driving
a b c Classes 
89 0 5 a = r 
0 9 2 b = a 
6 3 1 c = m 
Table 23: Confusion matrix for the BN classifier 
with the first 1 min of driving data 
a b c Classes 
94 0 0 a = r 
1 10 0 b = a 
7 3 0 c = m 
Table 24: The confusion matrix for the SMO 
classifier with the first 1 min of driving data 
a b c Classes 
93 0 1 a = r 
2 8 1 b = a 
6 3 1 c = m 
Table 25: Confusion matrix for the BN classifier 
with the data collected before the driving 
a b c Classes 
94 0 0 a = r 
4 7 0 b = a 
9 1 0 c = m 
Table 26: The confusion matrix for the SMO 
classifier with the data collected before the driving 
a b c Classes 
90 4 0 a = r 
3 8 0 b = a 
9 1 0 c = m 
Table 27: Confusion matrix for the BN classifier for 
the data collected in first 1 min of driving 
a b c Classes 
91 1 0 a = r 
8 3 0 b = a 
10 0 0 c = m 
Table 28: The confusion matrix for the SMO 






Also, to investigate the third contribution to a science: "Estimation of the possibility and 
sufficiency of using context data received from a smartphone as the only data source for 
prediction of a driver's driving style" an analysis based on the data collected only with the 
smartphone before the driving and without a car door data was made. Results of the F-
Measure rate for the "a" class are presented in Figure 33. 
 
Figure 33: F-Measure of classification "a" class for the data collected with only smartphone before the driving, 
without a car door data 
Next, we presented the detailed accuracy by classes together with confusion matrices for BN 
and RF algorithms, as the most precise in our case. 
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
0.979 0.381 0.92 0.979 0.948 0.686 0.661 r 
0.727 0.038 0.667 0.727 0.696 0.663 0.961 a 
0 0.029 0 0 0 -0.051 0.449 m 
0.87 0.318 0.816 0.87 0.842 0.62 0.671 Weighted Avg. 






















TP Rate FP Rate Precision Recall F-Measure MCC ROC Area Class 
1 0.571 0.887 1 0.94 0.616 0.576 r 
0.636 0.019 0.778 0.636 0.7 0.676 0.965 a 
0 0 0 0 0 0 0.278 m 
0.878 0.469 0.799 0.878 0.835 0.569 0.588 Weighted Avg. 
Table 30: Detailed accuracy by classes for the RF classifier for the smartphone data 
a b c Classes 
92 1 1 a = r 
1 8 2 b = a 
7 3 0 c = m 
Table 31: Confusion matrix for the BN classifier for 
the smartphone data 
a B c Classes 
94 0 0 a = r 
4 7 0 b = a 
8 2 0 c = m 
Table 32: Confusion matrix for the BN classifier for 
the smartphone data 
Next, the limitation and discussion of the results are presented. 
5.3 The limitation of using the results 
Determination whether someone’s driving is aggressive or not should be done in a 
standardized way. It could be determined together with experts from various fields, 
including the field of the road safety, bases on tests and a large number of kilometres 
travelled by the polygon safe and an aggressive driving as well as in regular traffic in 
different situations. 
Experiment was conducted in natural, uncontrolled environment, which usually leads to 
unexpected events. It should be noted, that during the experiment we have faced some 
difficulties connected to the collection of the heart rate data with the chest belt: 
 Losing the BT connection between the HR chest belt and the smartphone before 
driving due to physical activity (in most cases for women). So, we asked participants 
to check the connection to the chest belt once again inside the car, just before 
driving, to be sure that the HR data is collected correctly. Because of such weak BT 






 One participant used the hands free BT connection to the smartphone inside the car, 
for this reason, it was not possible to get the HR data via BT with his private 
smartphone. The data from this participant was excluded from the experiment. 
It should be noted that, unfortunately, during the test only one driver filled out the calendar 
in his phone. For this reason, we were not be able to use entire calendar features in the 
machine learning part. Parts of the trips were not used due to the loss of the data and other 
general difficulties existed like forgetting to start the data collection or filling out the 
questionnaire. 
More gathered data would undoubtedly improve our research in order to improve the 
reliability of results and conclusions related to estimation of the driving style for individual 
drivers or groups. However, we believe that this research represents a valuable contribution 



















Discussion of the results in terms of using different validation metrics (STAI questionnaire, 7-
scale self-assessment, and objective driving data), algorithms, groups of drivers (all 
participants, men, and women) and data sets are presented below. 
Two new types of features, together with other kinds of data, were used in the data analysis 
in the driving style estimation domain. Features of the car door opening and closing manner 
and the recognition of the current type of the GAR. These features were found to be very 
useful in the estimation of the driving style based on promising feature selection methods 
and machine learning results. 
There is one interesting moment in these results. Namely, according to the questionnaire, 
women rarely say that they drove aggressively when compared to men, but according to the 
objective driving style estimation metric, women drove more aggressively when compared 
to men. 
Comparing two components of accuracy, the recall and the precision, in both fields, the 
perceived stress recognition and the driving style estimation recall rate, also known as the 
true positive recognition rate, is more important for us. This is due to the fact, that the recall 
shows the percentage of the predicted aggressive driving/stress, which is correctly identified 
as aggressive. If we warn some non-aggressive drivers it is not much damage done, while not 
detecting the aggressive drivers is more of a problem. 
6.1 STAI questionnaire before driving 
For the first metric, based on the STAI questionnaire, filled out before the driving, with the 
contextual and behaviour data collected before driving and together with the first 1 min of 
the driving, the regression analysis provided poor accuracy results. Only for women without 
the driving data, we got 0.44 correlation coefficient for the SMOreg algorithm. The F-





for women without the driving data. Regression and classification for women works better 
than for all drivers and only for men. Recall for all drivers with the data collected before the 
driving is 0.714, but precision in this case is 0.417 using KNN classifier. It means that we got a 
high rate of false positive (FP) detections. We were unable to predict the stress using 
questionnaires as ground truth in this thesis, which we contribute to subjectivity in self-
assessment of the test drivers. This aspect is even more present in the post-driving self-
assessment of own driving style presented in the next section. 
6.2 7-point Likert scale self-assessment after driving 
For the second metric, based on the 7-scale self-assessment filled out after driving, with only 
driving data for regression analysis, the correlation coefficient only for women was 0.58. For 
men and all drivers the correlation coefficient is even lower. We are attributing this to the 
unreliability of the questionnaire for the self-assessment of the driving style. People could be 
subjective and can over- or underestimate their actions (driving in our case). 
Filling the questionnaire after driving can cause non-objectivity because results depend on 
the drivers’ memory, attention and mood of the driver as well as the cognitive distortions of 
drivers or the desire to embellish their true driving style. We can conclude that the self-
assessment was not a successful approach in our study. 
6.3 Objective driving data 
For the third metric for prediction of the driving style, estimated from the objective driving 
data, the prediction of the driving style with contextual, behavioural, physiological and 
drivers activity data collected before driving (without the first 1 min of driving data and with 
car door data), resulted in the F-measure value of 0.727 (0.727 precision, 0.727 recall). If the 
first 1 min of the driving data is included in the analysis, the F-measure value increases to 
0.833 (0.769 precision, 0.909 recall). It means that we can successfully use the data collected 
before driving to estimate the driving style and the inclusion of data from the first 1 min of 
driving improves the results. It should be noted however, that using only the data from the 
first 1 min of driving to estimate the driving style, leads to weaker results, F-measure 0.667 
(0.615 precision, 0.727 recall) compared to results obtained only from data collected before 
the driving. This leads us to the conclusion that the contextual data, collected before driving, 
is relevant and improves the prediction of the driving style. It belongs to the second scientific 





6.4 Smartphone as the only data source 
Finally, the possibility and sufficiency of estimation of using the contextual data received 
from a smartphone as the only data source to predict the driver's driving style without the 
car door data were evaluated. The recall values without car door data achieved the level of 
recall values when the car door data were used for the classification, while at the same time 
the precision values are lower with value = 66.7%. ROC area values are also slightly lower 
when car door data are not used. Therefore the precision of identification of the 
"aggressive" class without the car door data is reduced, but not dramatically. For predictions 
without the car door data more trips were falsely classified (predicted) as aggressive driving. 
Therefore it seems possible to estimate the driving style in advance even before driving, 
using only contextual smartphone data, due to smartphone which most people carry with 
them. The car door data though bring more accuracy to the results and are a good addition 
in the assessment of the driving style. 
Results of data analyses show that context, the drivers' activity and behavioural data can be 
successfully used for the estimation of the driving style. 
The third scientific contribution: estimation of the possibility and sufficiency of using the 
context data received from a smartphone as the only data source for prediction of a driver's 




















New models and methods were designed to estimate the influence of the context, the 
drivers' activity and the behavioural information to the driving style in a usual automotive 
environment during the natural driving and to investigate the stress based on a smartphone 
sensors’ data considering the current activity. This is an advantage of this research, because 
the experiment was conducted in real-life scenarios, not in a simulation or pre-described 
environment. The obtained results lend support to the hypothesis, that contextual, 
behavioural and users’ activity data could be used for the prediction of driving style, getting 
us an estimation, before the actual driving takes place. 
In the first experiment we designed a model for user's perceived stress recognition 
considering the current activity with sensors embedded into a smartphone ensuring maximal 
non-invasiveness. Features of an activity type combined with contextual and behavioural 
data collected via smartphone with acceptable true positive recognition rate (recall), but, at 
the same time, the precision rate for stress recognition was low. It means that we 
recognized more than 70% of actual stress states and falsely classified a lot of states as 
stress. 
Secondly, an automotive system was developed for prediction of the driving style. The 
design of the driving style estimation experiment was built upon the findings of both self-
assessment of the driving style experiment and the experiment for estimation of the driving 
style based on the objective driving data. The automotive system uses the contextual and 
behavioural information as well as the activity data of the drivers captured by multiple 
smartphones, one of them placed in the car door. This analysis incorporates several 
previously developed features as well as two new types of features: a car door opening and 





The analysis of the estimation of the driving style based on drivers' self-assessments showed 
a low correlation coefficient equal to 0.51. We attribute this to the fact that people can be 
subjective in their self-assessments and can over- or underestimate the situations.  
In the driving style estimation based on the objective validation metric a number of tests 
were conducted. Results show that with the first 1 min of the driving data (also including a 
HR data) an aggressive driving among three driving classes could be recognized with high 
accuracy (90.9% recall and 76.9% precision). In this case, the recall value is more important, 
because the recall shows the share of truly aggressive driving styles recognised, which a 
desirable feature is allowing for early warnings, etc. Using only the data collected before 
driving and including the car door opening and closing manners, the 3-class prediction of 
aggressive driving could be predicted with more than 70% of recall and precision rates for 
the “aggressive” class. When the car door data was excluded from analysis, the precision of 
the results dropped by 6%, it means that car door data brings more accuracy in data analysis. 
Therefore, the inclusion of the first minute of the driving data further improves the 
prediction, as does the inclusion of the car door data. 
It should be noted, that even though the detection of stress, using the smartphone data, was 
not achieved in our research, we, nevertheless, were able to estimate the driving style, to 
predict an aggressive driving style, based on the analysis of the smartphone data. 
As suggested in this thesis, the approach for the driving style prediction could be applied in 
non-critical applications such as automatic management of different applications, e.g. calls, 
SMS, messengers, navigation aids, or as an evaluation tool for the road or as the application 
for those who want to improve their driving style, fuel consumption and CO2 emission. This 
is based on the fact that the increments of the fuel consumption and CO2 emissions have a 
strong positive correlation with the acceleration as well as with the aggressive driving, 
+0.856 [Kim, 2013]. 
Despite the promising results of the pilot study, the future work, in our opinion, should 
include: the standardization of what aggressive driving actually means, gathering of more 
driving data to test obtained conclusions on a wider sample of drivers, providing feedback to 
the drivers before the driving, in advance, and check the influence of these feedbacks to the 
changing in the driving style. With a wider sample of the driving data it could be possible to 
build a general model of the driving style prediction as well as individual models for different 
drivers. Also it would be interesting to assess the user experience of using suggested system 





recognize the driver by analysis of his/her car door opening and closing pattern to adapt the 
seat, wheel, mirrors, multimedia system etc. to the individual driver. The current work 
shows that the driving style prediction through the analysis of the data collected before 
driving in a non-invasive way is beginning to be possible. The identified contributions should 
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1) Approximately 1 hour before going home (work) switch on app "Sensoric" --- press 
"Enable data mining" 
 
2) 5-10 min Before going to the car put on heart rate chest belt and switch on application 
"Selfloops" and start recording. When you put on Chest Belt then follow by screenshot (first 






3) Just before you are going to leave the working place/home fill out "First survey", than 
go/enter to the car 
 





4) Switch on app "Androsensor" ----- put phone on dashboard (forward direction) - start 
driving 
        
Then just drive 
5) When you arrived (home, work, shop ...): 
- stop engine           then switch off Androsensor, Selfloops (the same way as we did switch 
on), fill out Second survey. 
 















STAI score Scores from STAI questionnaire, fill out before driving 
calm 
assessment 7 scale self-assessment of driving style after driving 
traffic Self-assessment of driving after driving 
timeopen Time of opening car door before driving 
timeclose Time of closing car door 
startcar Start engine time 
stopcar Stop engine time 
drivingtime Time between start and stop the engine 
xclose Intensity of closing car door (the highest value on X axis) 
yclose Intensity of closing car door (the highest value on Y axis) 
zclose Intensity of closing car door (the highest value on Z axis) 
xy-force G-force of XYZ axes 
ocdoor 
Time between opening and closing car door (time between first peak and 
last peak during car door opening-closing pattern) 
osdoor Time between opening car door and starting the engine 
cnt20_high 
Count of high activity detections before starting the engine based on 
accelerometer vector sum 
cnt20_low 
Count of low activity detections before starting the engine based on 
accelerometer vector sum 
cnt20_none 
Count of none activity detections before starting the engine based on 





med10_lux Median of light sensor values in 10 min before the start engine 
med_5gg 
Median of G-force gyroscope values in 5 min before start the engine 
(before driving) 
std_5gg 
Standard deviation of G-force gyroscope values in 5 min before start the 
engine 
med_15gg 
Median of G-force gyroscope values in period from15 to 5 min before 
start the engine 
std_15gg 
Standard deviation of G-force gyroscope values in period from 15 to 5 min 
before start the engine 
med_10l1norm 
Median of l1norm values in 10 min before start the engine. It is a least 
absolute deviations and presents a sound level. 
walk30 
Count of walk activity type detections by Google activity recognition in 30 
min before start the engine 
stAND30 
Count of standing still activity type detections by Google activity 
recognition in 30 min before start the engine 
run30 
Count of run activity type detections by Google activity recognition in 30 
min before start the engine 
screen30_count Count all changes in screen on/off states in 30 min before start engine 
ring300_count Amount of calls in 300 min before start the engine 
dur300_count Duration of all calls in 300 min before start the engine, in seconds 
sms300_count Amount of SMS in 300 min before start the engine 
MAX(speedms) The maximum speed during driving 
median(speedm
s) The median value of speed during driving 
STD(speedms) Standard deviation of speed during driving 
median(l1norm) Median of l1norm values during driving 
STD(l1norm) Standard deviation of l1norm values during driving 
median(lux) Median of light sensor values during driving period 






Count of acceleration values more than 2.5 m/s2, from GPS data during 
driving 
dec25 
Count of deceleration values less than 2.5 m/s2, from GPS data during 
driving 
count(dx25) 
Count of abs(values) more than 2.5 m/s2 on X axis of accelerometer during 
driving 
count(dy25) 
Count of abs(values) more than 2.5 m/s2 on Y axis of accelerometer during 
driving 
screen Count all changes in screen on/off states during driving 
sms Amount of SMS during driving 
ring Amount of calls during driving 
count_sdnn30 
Count of sdnn values less than 30 calculated for 30 sec time windows 
during driving 
count_sdnn60 
Count of sdnn values less than 30 calculated for 60 sec time windows 
during driving 
STD(5sdnn30) Standard deviation of sdnn30 in 5 min before start the engine 
STD(10sdnn30) 
Standard deviation of sdnn30 in the period from 10 to 5 min before start 
the engine 
STD(15sdnn30) 
Standard deviation of sdnn30 in the period from 15 to 10 min before start 
the engine 
abs_xclose 
Values of X axis with respect of initial position of smartphone inside the 
car 
abs_yclose 
Values of Y axis with respect of initial position of smartphone inside the 
car 
count(dxy) Sum of count(dx25) and count(dy25) during driving 
maxspeed1 The maximum speed in first 1 min of driving 
stdspeed1 Standard deviation of speed in first 1 min of driving 
l1norm1 Median of l1norm values in first 1 min of driving 






Count of abs(values) more than 2.5 m/s2 on X axis of accelerometer in first 
1 min of driving 
1count(dy25) 
Count of abs(values) more than 2.5 m/s2 on Y axis of accelerometer in first 
1 min of driving 
1count(dxy) Sum of the 1count(dx25) and 1count(dy25) 
1sdnn30 
Count of sdnn values less than 30 calculated for 30 sec time windows in 
first 1 min of driving 
1STDsdnn30 
Standard deviation of sdnn values less than 30 calculated for 30 sec time 
windows in first 1 min of driving 
maxspeed3 The maximum speed in first 3 min of driving 
stdspeed3 Standard deviation of speed in first 3 min of driving 
l1norm3 Median of l1norm values in first 3 min of driving 
lux3 Median of light sensor values in first 3 min of driving 
3count(dx25) 
Count of abs(values) more than 2.5 m/s2 on X axis of accelerometer in first 
3 min of driving 
3count(dy25) 
Count of abs(values) more than 2.5 m/s2 on Y axis of accelerometer in first 
3 min of driving 
3count(dxy) Sum of the 3count(dx25) and 3count(dy25) 
3sdnn30 
Count of sdnn values less than 30 calculated for 30 sec time windows in 
first 3 min of driving 
3STDsdnn30) 
Standard deviation of sdnn values less than 30 calculated for 30 sec time 
windows in first 3 min of driving 
 
