Recent work with Factor-Augmented Vector Autoregression (FAVAR) suggests that standard VAR analysis can be improved by incorporating the information in a large number of macroeco- 
Introduction
Factor models have gained prominence in recent years in a wide range of macroeconometric and forecasting applications. Principal components analysis (PCA) and its cousin, dynamic principal components, are natural ways to reduce the dimensionality of hundreds of macroeconomic or financial timeseries while preserving, practitioners hope, much of the information contained in those series. The computational convenience of PCA, in particular, has led to an explosion of applications summarizing large sets of macroeconomic timeseries data with relatively few extracted factors.
Among these methods, factor-augmented vector autoregression (FAVAR), introduced by Bernanke, Boivin and Eliasz (2005) , has gained particular popularity. The Bernanke, Boivin and Eliasz (BBE from now on) method proposes estimating a vector autoregression (VAR) directly on principal components-estimated factors. Impulse responses are then generated by projecting variables onto the space spanned by the estimated factors. Despite its many advantages (increased degrees of freedom, estimable impulse responses for a huge set of variables), a major drawback of FAVAR methodology is that the factors, and by extension the estimated system, have no clear economic interpretation. Additionally, little research has examined the nature of the "new information" incorporated by FAVARs. While FAVARs give macroeconomists theoretically plausible results, why they do so is an open question.
In this paper, I argue that the "extra" information captured by the principal components factors used in FAVAR is effectively spanned by small set of observable timeseries. To do this, I use a modification of standard principal components with two key features: 1) it generates loadings equal to zero for a substantial proportion of variables, and 2) it incorporates prior information about variable groupings. This procedure makes use of a growing statistics literature on lasso estimators, which constrain the L 1 norm of linear coefficients. I call this method Grouped Sparse Principal Components, or GPCA. This method is based on the Sparse Principal Components estimator of Zou, Hastie and Tibshirani (2006) .
Because of 1), GPCA-estimated factors capture a smaller portion of variance in the data than do standard PCA factors. Because of 2), each factor is estimated as a linear combination of variables from only one or very few of the a priori groups. If the effect of 2) is strong enough and 1) does not eliminate relevant variation in the factors, the factors used in FAVAR can be associated with particular economic concepts, thereby lending interpretation to the system estimated in a FAVAR.
To further my primary claim, I show that, from the perspective of dynamics, GPCA-generated factors are essentially identical to PCA-based factors. Furthermore, I show that factors estimated by GPCA are indeed readily interpreted -as production, price, unemployment, and stock factors.
I interpret an additional factor, which corresponds to the NAPM purchasing managers index as well a aggregate housing starts, as a factor of "leading indicators." I show how to use the GPCA factors as a guide to specifying a standard VAR. This specification generates monetary impulse response that are remarkably close to those generated by a FAVAR estimated from standard PCA factors. Combined, these results lead to my conclusion that the variance captured by PCA factors is easily summarized by very few series.
In this paper, I take as given the "correctness" of previous FAVAR studies. I do not argue that the method used here gives better results in any econometric sense, only that it can produce the same results without some of the drawbacks of FAVAR. In may be possible to find cases, theoretical or practical, where this procedure does dominate standard PCA estimation for FAVAR, but I leave this question to future research. This paper proceeds as follows. Section 2 summarizes important related literature. In section 3, I describe the FAVAR methodology, along with arguments in its favor and some of its drawbacks. Section 4 summarizes the estimation procedure. Section 5 describes the data used in the paper. In section 6, I show that monetary impulse responses generated using GPCA-generated factors are nearly identical to those generated from PCA factors. I show that factors estimated by GPCA correspond very well to standard economic concepts, and use the factor-variable correspondences to select a standard small-scale VAR. I support my claim that GPCA factors capture the key dynamic information with a forecasting exercise and robustness analysis. In section 7, I discuss possible extensions to this work and conclude.
Literature
This paper builds on the recent FAVAR literature. This area is nicely surveyed by Stock and Watson (2005) ; recent examples include Boivin et al. (2009) . Few papers, however, examine the questions I do here. An exception is Belviso and Milani (2006) . They are also motivated by the question of factor interpretation and they also include a priori variable groupings in their estimation. Methodologically, they focus on Bayesian techniques. From an economic perspective, their exercise is different than the one here because they use theory to determine which economic concepts to include in the VAR. This means they miss important factors according to my results (notably, housing), while including factors (money, consumer sentiment) that appear less important. Additionally, their estimates of factor loadings do not have the sparse feature I emphasize and they therefore cannot provide the tight link between the information contained in the factors and particular observed series.
Methodologically, this paper is motivated by recent work in the macroeconomic forecasting literature, which emphasizes the importance of carefully selecting variables to be included in forecasting models. Boivin and Ng (2006) show that, in small samples, adding variables with large, cross-correlated idiosyncratic errors to the factor-estimation step can reduce the accuracy of the resulting forecasts. Bai and Ng (2008) use lasso-based thresholding rules to improve forecasts by selecting "targeted predictors," which are specific to forecasts of each individual series. Armah and Swanson (2008) used the test statistics of Bai and Ng (2006) to select proxies for estimated factors, and also find improved forecasting. Despite methodological similarities, the goal of this paper is quite distinct: I hope to reveal the economic meaning of these factors and explore the implications for VAR analysis.
FAVAR Methodology
Here I briefly review the econometric model, emphasizing the advantages of FAVAR along with some of the challenges that it presents. Let x t be an n × 1 vector of observed timeseries data. Suppose that observations x t are generated by a factor model, such that
where f t is a k × 1, k << n, vector of (potentially unobservable) factors. Let t be an n × 1 vector of series-specific idiosyncratic shocks. Let X be the T × n matrix of stacked row vectors,
.., x t and define the matrix F in a similar manner. I assumed that X is transformed to be mean-zero, stationery and with columns of equal variance. Finally, suppose that the dynamics of f t are given by a structural VAR
Estimation of equations 1 and 2 typically follows a two step process. In the first step, estimates of the factors,f t are generated using principal components or a modification thereof. Equation 2 is then estimated usingf t in place of f t . A variety of techniques (discussed below) can then be used to identify the structural matrix A and the corresponding impulse responses.
Proponents of FAVAR argue that its ability to incorporate a larger information set (for example, of the scale used by monetary policy makers) improves its ability to identify a monetary policy shock. In particular, a robust finding is that FAVAR impulse responses demonstrate a significantly reduced price puzzle, the counter-intuitive response, common in standard VARs, of an increase in prices in response to a contractionary monetary policy shock.
FAVARs are also believed to be more easily accorded with theory because they bypass the need to commit to a particular correspondence between theoretical variables and observed series.
Furthermore, it is possible to extract an impulse response for any variables in X by projecting it on the driving factorsF . For these reasons, FAVAR has been widely adopt in applied work.
Approaches to Identification
When latent factors must be estimated, identification of A is rarely straightforward and there does not appear to be a consensus on how to proceed. One strategy, described most generally by Stock and Watson (2005) , combines equations 1 and 2 to consider restrictions on the movingaverage representation for the observed series
The main advantage of this approach is that it requires no economic assumptions be made on the factors themselves. The main disadvantage is that it requires the analyst to define restriction assumptions for each of the series in the large dataset. In the typical case, this requires a large number of (potentially testable) over-identifying restrictions. Generating such restrictions may be daunting, but it is feasible in some cases (e.g. the fast and slow-moving partition of x t that BBE consider). Doing so, however, requires the analyst to ascribe concrete theoretical interpretations to the individual "informational" series. Yet, each of these series could in principle depend on any combination of the underlying factors in economy. This approach to identification, therefore, seems to negate the FAVAR's advantage in avoiding tight linkages between observed variables and underlying theoretical concepts.
The alternative approach to identification is to make assumptions on the dynamics of the factors themselves. Of course, doing this requires that at least some factors be identified with economic concepts. Boivin et al. (2009) , for example, assume that the stance of monetary policy is measured perfectly by the federal funds rate, F F R t , and impose it as an element of f t . They then identify A with the assumption that all other (unspecified) factors in the economy respond with a lag to monetary shocks. This approach avoids the need to link variables and their economic concepts (for all but F F R t ), but the validity of the identifying assumptions clearly depend on the economic content embodied in the remaining factors, an issue which is difficult to address without specific interpretations for the factors.
Factor Estimation
When the researcher has no interest in the economic content of factors, factor estimation typically proceeds via standard principle component analysis (PCA), which is consistent under standard assumptions (Chamberlain and Rothschild, 1983; Stock and Watson, 2002a) . Other methods are also typically based on PCA. In particular, Boivin et al. (2008) use an iterative approach that allows them to impose that particular factors correspond to given observed series, while the remaining factors are estimated by PCA on the space of x t not spanned by the observed factors.
Principal components estimates F as a set of linear combinations of the data, so thatF = Xβ, and the columns ofF are mutually orthogonal. In the iterative principal components case of Boivin et al. (2008) , only the unobserved columns of F are mutually orthogonal. The procedure I suggest relaxes the orthogonality restriction onF and replaces it with a particular constraint on the L 1 norm of the columns ofβ.
A disadvantage of standard PCA analysis is that PCA loadings, the columns ofβ, are typically nonzero for every series in X. Therefore, though the extracted factors have convenient properties for estimation, they are difficult or impossible to interpret. As discussed above, this poses particular challenges for the researcher seeking to identify structural shocks. Furthermore, because they are designed to capture maximal variance, factors estimated via PCA may contain excessive noise. A sparse representation of the factors may help economists hone in on the key series driving the FAVAR results and better understand the system they are estimating.
To foreshadow, my results suggest that FAVAR factors generated using sparse methods, and GPCA in particular, are easily related to theoretical concepts. On the other hand, my results cast doubt on the claim that the information introduced by factor is widely dispersed among many different observed series. Instead, I argue that a very sparse factor representation can generate impulse responses virtually identical to those generated by standard FAVAR with PCA.
Indeed, it is possible to achieve these results with factors that "load" on a single series -that is, with a reasonably-specified small-scale VAR.
Grouped Principal Components Estimator
The estimator that I propose here, which I call Grouped Principal Components, is a modification of the Sparse Principal Components estimator proposed by Efron et al. (2004) . In general, standard principal components analysis finds matrices (F ,β) so thatF = Xβ, whereF captures maximal variance of the matrix X and the covariance matrix ofF is equal to the identity. I refer to the matrixβ as the matrix of factor loadings. Efron et al. (2004) show that standard principal components loadings can be derived as the solution to a particular constrained least squares problem. Sparse principal components replaces the orthogonality restriction onF with a lasso-type penalty on the L 1 norm of the loadings in each column ofβ. In the regression context, the lasso penalty induces many coefficient estimates to be exactly zero, and the case is the same here. Incorporating the L 1 norm penalty into the PCA problem generates factors which load on relatively few variables.
When data have natural groupings, I argue the Efron et al. (2004) procedure may be improved by incorporating the grouping information in factor estimation. In particular, I propose using a two-stage procedure. First, I estimate factor loadings via PCA and generate weights w g,k , which are proportional to the average (absolute) PCA loading for that group and factor. In the second step, I solve an SPCA-type problem, but where the penalty for the loading on variable i, in group g, for factor k, is scaled by w
This idea is a generalization of the adaptive lasso, proposed by
The logic of this approach is as follows: if variables of the same group are known to have similar economic content, then variation in a particular variable from that group is likely to correspond to variation in the factor(s) that most heavily influence that group as a whole. The PCA step gives an initial estimate of this influence. In the second step, variables from groups with high loadings in the first stage face a smaller penalty, and are therefore more likely to be selected. Importantly, this argument implicitly assumes that the underlying factors correspond to economic concepts. Note that while I do find factors that load on only one or very few groups of variables, nothing prevents factors from loading on variables in many or even all groups. Such a case will only occur, however, if broadly-based loadings are necessary to capture a significant portion of the variance in the panel. It is hoped that this procedure will generate factors that preserve the information contained in the the standard PCA factors, while facilitating factor interpretation.
Recently, Leng and Wang (2009) have independently developed a similar modification of principal components they call "General Adaptive Sparse Principal Components." The estimator I derive here can be seen as a special case of the estimator in their paper, although they do not consider the implications for data grouping. They do consider the theoretical properties of the estimator in some detail, and I refer the reader to their paper for certain asymptotic results. In this applied case, however, I am concerned with the finite sample performance of the estimator.
If grouping is a crucial element of the data, in particular, it seems plausible that the standard conditions for these asymptotic results fail to hold.
Another issue is the selection of the size of the lasso-penalty: if it is small, then the resulting factors will be very close to PCA, if the penalty is too large, then they will exclude crucial information from the estimated factors. In appendix A, I describe a procedure for parameterizing the sparsity of this estimator using a single parameter, which I call κ. Details on the construction and implementation of the estimator can also be found in the appendix. There, I also show how to extend the procedure to impose the loadings of a particular factor to take certain values. This allows me to more closely match the iterative PCA approach discussed above.
Data
The results in this paper are based on an updated and slightly expanded version of the BBE In particular, variables could be grouped by the type of transformation that has been performed.
Appendix B gives the variable names and groupings. Where they intersect, my data differ slightly from the BBE data because of substitutions for discontinued variables and revisions to data since their paper was published. 
Results
As a baseline, figure 1 shows responses to a .25-point surprise increase in the federal funds rate (FFR) for a standard VAR estimated on Industrial Production (IP), Consumer Prices (CPI), and FFR along with the FAVAR responses and 90% confidence bounds generated using the iterative principal components strategy of Boivin et al. (2008) and Boivin et al. (2009) . The 3-variable VAR responses are significantly different for unemployment, CPI and the federal funds rate. In particular, the CPI response lies above the confidence interval for nearly the entire response 1 I have excluded the BBE's credit spread variables because they are linear combinations of other variables in the dataset, leading to an indeterminacy in PCA factor loadings. In a finite sample, adding these series "overweights" credit variables by "double-counting" the variance contribution of factors who's span includes the these series.
period, demonstrating a clear price puzzle. 2
As an aside, it may be surprising that the 3-variable VAR shown in figure 1 displays responses for variables besides IP, CPI, and FFR. Note, however, that estimating this standard VAR is equivalent to a FAVAR, with the restriction that the factorsF span the space given by [IP, CPI] .
This interpretation makes clear that the procedure for estimating numerous responses in FAVAR is also feasible for standard VAR specifications. Table 1 displays results for the cumulative percent of explained variance (PEV) for factors estimated via PCA, SPCA, and my alternative procedure. In all cases, I impose that the sixth factor is equal to the federal fund rate.
GPCA Factors and Estimated Responses
A few observations are worthwhile. First, when κ = 0, the GPCA estimator is nearly identical to the iterative PCA. In fact, the total variance captured by the GPCA version is strictly greater than in the iterative PCA case because it does not impose that factors one through five are mutually orthogonal. If the sixth factor were also estimated in an unrestricted manner, the two methods would coincide exactly. Second, the the table shows that, while the first five (standard) principal components explain 47% of the variation in the BBE dataset, PEV for GPCA falls with κ (the parameter which governs the tradeoff between sparse factor loadings and capturing variance) but only a very small amount, to around 45% when κ is 8. Finally, note that total variance captured by the SPCA and GPCA factors is roughly the same in all cases. Table 2 gives the number of non-zero loadings for each factor for the same values of κ. While PCA loads positively (in absolute value) on all series for all factors, the number of non-zero loadings per-factor is greatly reduced using the sparse methods. Note, however, that the number of series with positive loadings for at least one of the 5 factors could be relatively large. Although each factor loads on 20 or fewer variables for GPCA with κ = 8, among all factors there are 59 series with positive loadings; no series is repeated in two factors. Thus, in principle, FAVAR could still be incorporating information on far more variables than typically incorporated in a standard VAR.
Despite the changes in factor loadings, however, estimated impulse responses are largely unaffected. Figure 2 compares the responses generated by the standard BBE procedure to those generated by the GPCA factors, with dashed-dot lines giving the 90% confidence interval for the iterative PCA-based responses using a two-step bootstrap 3 . The responses are strikingly close to those generated by the original procedure. Indeed, no GPCA-based response crosses out of the bootstrapped confidence interval. In particular, the much-studied CPI response is essentially unchanged. For other variables (e.g. consumption) responses deviate somewhat more, however, the qualitative implications do not change for any of the variables I have studied. The impulse responses generated using the GPCA-based factors are economically indistinguishable from those generated using PCA factors.
Interpreting Factors
Can the GPCA factors be interpreted? Figure 3 shows group-by-group PCA loadings in terms of the fraction of the L 1 norm of total loadings contained in that group for all five factors. As usual, PCA loads on all groups, making it difficult to derive a correspondence with any particular economic concept(s). Figure 4 shows the much more sparse group loadings for GPCA. Factor one is clearly related to measures of real output. Factors two and three relate to prices (with some dependence on interest rates) and unemployment respectively. Factor five is clearly an asset price factor. Factor four remains somewhat ambiguous, with loadings on variables in the housing, prices, employment and real output groups. factor four, the maximum correlation is greater than .9. For reference, the average maximum correlation for the standard PCA factors is .70. Not surprisingly, the most correlated variable in each case but factor four comes from the most heavily loaded variable grouping. This figure suggests that most of the information in the GPCA factors is available in the five proxy variables.
As noted above, however, factor four will require some special attention.
These particular interpretations of the factors are consistent with previous work in both the VAR and factor model literature. Three of the factors, namely production, CPI and unemployment (although not always this measure), have long been included in VARs designed to identify monetary policy shocks. Today, stock prices (alternatively, a commodity price) are also a commonplace addition to many specifications. One interpretation of factor four is that it consists of leading indicators: the two most correlated variables are PMI and Housing Starts (HS). In their forecasting exercises, both Bai and Ng (2008) and Armah and Swanson (2008) consistently find PMI and HS to be a key ingredient in their forecasting models. These results could be interpreted as further support for an "emerging consensus" on the key series for standard VAR analysis and forecasting using US data.
With an economic interpretation for our factors, it becomes interesting to examine their impulse responses directly. The red line in figure 6 shows the factor impulse responses to a quarter point interest rate shock. Since these factors represent linear combinations of variables with potentially different natural scales, I give the responses in terms of standard deviation units.
The responses appear consistent with macroeconomic theory. Output falls, prices fall (with a very moderate delay), unemployment rises and housing falls.
The factor responses are consistent with theory, but they are also remarkably similar to responses estimated by BBE for prominent variables in each group. For example, the output response in figure 6 falls with a slightly delay, reaches its lowest point around 14 to 16 months, and then begins to recover, just as IP is estimated to do in the dashed line in figure 1 . Factor two corresponds to the CPI impulse response, factor three to the response of unemployment, factor four to housing starts and factor five to the S&P index. The estimated system has direct economic meaning.
With an interpretation for the factors, it becomes clear that identification assumptions in the FAVAR (recall the sparse factors span essentially the same space as the PCA-based factors)
are not likely to hold. In particular, stock and the housing/PMI factor may respond contemporaneously to interest rate shocks. The blue line in figure 6 shows impulse responses under this alternative ordering, with factors 4 and 5 ordered after the policy variable. This has essentially no impact on the impulse responses.
Other identification schemes are possible as well. The magenta line in figure 6 show impulse responses when the interest rate may respond contemporaneously to shocks to the leading indicator factor, and the leading indicator factor may respond contemporaneously to stock shocks. In order to achieve identification, I instead impose two long-run restrictions, namely that monetary policy cannot affect output, and stocks cannot affect employment, in the long run. Responses are only modestly affected, with prices demonstrating a somewhat reduced price puzzle. It appears that although the standard choleski ordering used in other research is unlikely to hold, falsely imposing this restriction does not greatly affect impulse responses.
How Important is Grouping?
In principle, the interpretability of factors could be achieved by any sufficiently sparse modification of PCA. A natural question, then, is how important is the addition of grouping to the results? Table 3 shows the number of nonzero loading for the various estimation methods. Without imposing the groups (simple SPCA), the factors often but not always load on more groups ex post. This is especially true for low values of κ. Still, the standard SPCA factors are clearly far more sparse than PCA, while spanning essentially the same space.
In practice, I find that my primary result -that impulse responses based on are sparsely-estimated factors closely replicate PCA-based responses -is significantly more robust when the groups are imposed. For small κ, both SPCA and GPCA closely match the standard FAVAR results, although factor interpretation for SPCA is somewhat more difficult. As κ increases, the SPCA factors begin to correspond to very few groups as well, but the performance vis-a-vis GPCA in reproducing the original FAVAR results deteriorates. Without grouping, the main points of this paper still stand, although the results are less stark. I take this as evidence that the role of variable grouping in factor estimation warrants further attention at both theoretical and applied levels.
Small-Scale VARs
Given the close association of each factor with a distinct economic concept, it may be possible to proxy for the unobserved factors with a single observed variable. 4 The correlations in figure   5 suggest a six variable VAR in [IP, CPI, LHU14, PMI, S&P, FFR]. The GPCA procedure, however, suggests that factor four contains important variation that cannot be captured by any single series. To address this issue, I append most highly correlated variables each of the groups with positive loadings for the factor: PMI, HS, and LP (total private employment). Combined, these three variables explain 97% of the variation in the fourth factor, although individually they have r-squares of less than .9.
The impulse responses for the eight-variable specification are shown in figure 7 . Once again, the responses are quite similar to those in BBE. Notably, the price response remains quite similar to the original FAVAR results. The production response is remarkably similar as well. Using the GPCA factors, we have found a small-scale VAR with essentially identical properties to the original PCA-based FAVAR.
Robustness
I perform the same exercises on a dataset based on the two subsamples described in the data section. Figure 8 reproduces FAVAR impulse responses for the same series over the early sample period, where the baseline is now a standard FAVAR estimated on the new dataset. Once again, impulse responses are theoretically reasonable and quite similar to those estimated by standard FAVAR. Table 4 shows that factor proxies are identical to the full sample, and figure 8 shows that impulse responses are also little changed. Figure 9 shows that the identical specification, [IP, CPI, LHU14, PMI, HS, LP, S&P, FFR], for the small-scale VAR is also quite close to the standard FAVAR results.
For the latter subsample, responses are again quite similar. Table 4 shows that factor three now corresponds most closely the BAA corporate bond spread (although it still loads heavily on the unemployment group). This is the only case where factor interpretation appears to be significantly different than in the full sample case. in BBE, for example), but the impact of using GPCA-estimated factors is uniformly small, and 2) as the number of GPCA estimated factors reaches 7, each factor generally loads on a single group of variables, greatly facilitating the identification of factors with economic concepts.
Forecasting
In this section, I consider out-of-sample forecasting as an alternative metric for the performance of the GPCA-based FAVAR and the small-scale VAR suggested above. As shown by Stock and Watson (2002b), among others, VAR is typically dominated by other forecasting models.
However, a comparison of forecast errors may still yield useful information on the relative performance of these approaches. Table 5 shows the ratio of mean-squared errors of a GPCA-based out-of-sample forecast relative to the same forecast for the PCA-based forecast, for 1 to 18 periods ahead. 5 Neither method clearly dominates by this measure. For most variables, mean-squarred errors are roughly equal. One exception is the LHU14 measure of unemployment, where the PCA version does much better. In contrast, the GPCA forecasts of production and the unemployment rate (LHUR) appear to be substantially better than those from the PCA VAR. Table 6 shows similar results from the small-scale VAR. Variables not included in the VAR are projected on the space spanned by the included variables. Surprisingly, this approach improves on both GPCA and FAVAR in most cases, with the unemployment rate (LHUR) a notable exception. The peculiar results regarding unemployment reinforce the point (which is perhaps well recognized by now) that different measures of unemployment contain substantial distinct variation; unemployment is a particularly difficult concept to capture with only one series. Even so, the forecasting exercise raises the possibility that GPCA -which excludes roughly two-thirds of the variance in PCA -still includes noise that is not helpful for forecasting purposes. This is just one of many possible forecasting exercises. As described in Boivin and Ng (2006) and Bai and Ng (2008) , application of sparse methods, such as SPCA, may improve forecasting in a variety of contexts. GPCA may offer similar improvements. I leave this possibility to future work.
5 In this exercise, I begin with a training sample from 1959:M1 through 1975:M12. Fixing κ = .3, I estimate the VAR exactly as described in section 3 with six PCA or six GPCA-based factors, and use the resulting estimates to simulate data 18 months hence, comparing to the realized values. For subsequent forecasts, I expand the data window period by period, establish new lasso-penalty parameters as described in the appendix, generate new factor loadings, and finally reestimate the VAR.
Conclusions
To facilitate exposition in this paper, I have set aside a number of common issues that are important in FAVAR and factor analysis, but which I assume are unrelated to my basic point. In particular, I have made no attempt to estimate the number of factors in my dataset, and instead rely on the work of previous authors using similar datasets to motivate my choice of five factors.
Finally, in this paper, I have suggested that natural variable groupings are an important feature of macroeconomic data. My results suggest that further study of this issue is warranted.
My estimator is one approach to incorporating this information. Close study of the asymptotic and small-sample properties of this estimator would make my results more convincing, with the previously cited work of Leng and Wang (2009) already making progress in that direction.
A rigorous method for selecting the value of the penalty on the L 1 norm, or a justification of the procedure used here (described in the appendix), is also called for. More generally, future research could examine other approaches to incorporating this grouping information.
I draw two main conclusions from the exercises above. First, sparsely estimated factors can provide economic meaning to the FAVAR system given in (2). GPCA furthers that interpretation by incorporating natural variable groups in the factor-estimation step. In US data, the GPCAbased factors correspond quite well to production, price, unemployment, PMI, housing and stock prices.
Second, the informational benefits of incorporating estimated factors in VAR estimation is moderate, at least for the purposes of identifying a monetary policy shock. Identical responses can be achieved even when factors are quite sparsely estimated. To the extent that FAVAR does incorporate new information with respect to traditional VARs, this addition depends on a relatively small subset of the data series used in the classic FAVAR implementation. In particular, in US data, it appears that the addition of the purchasing managers' index, housing starts, and a measure of total employment, to an otherwise standard VAR specification closely and robustly replicates the canonical FAVAR results. Table 3 : Number of groups with non-zero loadings inβ.
Iter. PCA SPCA GPCA SPCA GPCA SPCA GPCAA A Grouped Sparse PCA
The factor estimate used in this paper is a straightforward extension of the sparse principal components estimator proposed by Zou et al. (2006) . The sparse principal components estimator of the factor loadings is given by theβ which satisfies:
The key feature of this estimator is that, as λ 1,k grows, an increasing proportion of the k'th factor loadings, given by the columnsβ k ofβ, are exactly equal to zero.
In addition to being sparse, SPCA has features which distinguish it from standard PCA.
First, the estimated factors are generally not orthogonal. This complicates the calculation of the percent of explained variance (PEV), a common summary statistic for PCA. Zou et al. (2006) offer one metric that corresponds to PCA in the unrestricted case. However, their suggestion depends on the scaling of factors; I suggest an alternative scale-invariant statistic below. Because of this non-orthogonality, the computation of SPCA loadings depends on the number of principal components being computed; including additional components allows the estimator to "spread out" its non-zero loadings over more factors. Choice of penalty parameters and the computation of SPCA and are discussed below.
A.1 Proposed Estimator
Imagine the econometrician has priors that separates the data matrix X into G non-intersecting groups indexed by g, so that X = {X 1 , X 2 , ..., X G }, where
and so on. Letβ be the matrix of standard PCA loadings used to generate the K extracted "factors." Note that the loadings for each factor,β k , can be decomposed by group, so that
For each factor k, and each group g, gen-erate the weightsŵ
Thus,ŵ k,g is the mean of the L 1 -normedβ k 's within group g. This is a measure of the cumulative importance of group g in factor k. Using these weights, I propose the following estimator which I call grouped principal components or GPCA:
GPCA is therefore a two-step estimation procedure very similar to other "weighted" procedures. Weights are generated from simple PCA loadings, and used in the second-step weighted elastic net estimation problem. The desired result is more easily interpreted factors that (potentially) exclude noise from series that are not importantly related to the factors. Note that SPCA is a special case of GPCA where all variables are assumed to be part of a single group. Similarly, the leading version of Adaptive SPCA suggested by Leng and Wang (2009) corresponds to the special case where each variable corresponds to its own group.
A.2 Computing GPCA factors
Estimation of the GPCA loadings is a rather simple modification of the algorithm used by Zou, Hastie and Tibshirani (2006) to solve for their SPCA loadings. An implementation of the Elastic-EN algorithm for solving elastic net problems is a pre-requisite for this algorithm. As for SPCA, estimating loadings for K factors is not equivalent to estimating K + 1 factors and retaining only the first K of those factors.
GPCA Algorithm:
1. Solve for the standard PCA loadings and generate the weights as given above. 
4. Given β 0 = [β 0 1 , ..., β 0 K ], compute A 1 = U V where (U, V ) are from the SVD of X Xβ = U DV .
5. (Optional) Update group weights using A 1 .
6. Repeat steps 3-5 until convergence.
A few comments are in order.
Step 3 requires solving an "adaptive" elastic net problem.
Since every elastic net problem can be written as a lasso problem (Zou and Hastie, 2005) , this is just an application of the adaptive lasso. Zou et al. (2006) note that only the covariance matrix (or correlation matrix, for standardized data) is needed to solve the SPCA problem. This modification applies here as well. In simulations I find that step 5, the optional updating of weights, can greatly increase the group-wise sparsity ofβ. Since PCA recovers asymptotically only the span of the factors (and not the individual factors themselves), the first-stage weights may be large for many groups, even if the series in each group load on only one factor. The results in this paper always include this step, although they are only slightly affected by its inclusion.
As a final comment, note that it is possible to fix particular columns of β and proceed with the above procedure. In this manner, one can impose (for example) that a particular factor corresponds to a particular observed series, which is how the estimator is implemented in this paper.
A.3 Tuning
In order to implement the above algorithm we must select a single value for λ 2 as well as a vector λ 1 of length K, the number of factors to be estimated. The choice of λ 2 affects the numerical performance of the algorithm, but this is its only role. The choice of lasso penalties λ 1,k , however, governs the tradeoff the between sparsity and capturing maximum variance. This will have an important effect on the performance of the estimated factors. As noted by Zou and Hastie (2005) , these tuning parameters are not the only possible ones: we could tune by λ 2 and the L-1 norm of the estimated coefficients (t), the fraction of the L 1 norm (s) , or the number of non-zero loadings (η).
A conclusive criterion for picking λ 1,k is difficult to develop, and indeed none is suggested
by Zou et al. (2006) . The task is made somewhat easier, however, by the fact that the initial iteration of the the Elastic-EN algorithm provides the entire solution path for all λ 1,k . Zou et al.
(2006) refers to this step as the direct sparse approximation (DSPCA) of principal component k, because it is equivalent to a lasso-type regression of the factors on the dataset X. In order to achieve some discipline on the choice of λ 1,k , I adopt a version of the bayesian information criterion proposed by Leng and Wang (2009) .
For each k, the LARS-EN algorithm generates a the piecewise-linear function β k (λ 1,k ) of sparse approximations. I then choose λ 1,k according the criterion
whereΣ x is the sample variance-covariance matrix of the data and n z (λ 1,k ) is the number of nonzero elements in β k (λ 1,k ). The piece-wise linear nature of the problem, means this is a discrete optimization over a finite number of values.
In previous drafts of this paper, I used another simple criterion that, though inspired by Bayesian information type criteria, represents an arbitrary, but explicit, stance on the relative importance of sparsity and capturing more variance.
Suppose I have estimated the k − 1 factor loadings. For factor k, the elastic net problem in the initial iteration of step 3) above generates a series of possible loadings { 1 β k , ..., i β k , ..., I β k } (where I β k represents the unconstrained solution), and corresponding values of λ i 1,k , the penalty multiplier. For each of these solutions, I can measure the percent of total variance explained 
In words, λ 1,k is selected so as to maximize the log of the fraction of the unconstrained variance contribution minus a constant times the proportion of variables with non-zero loadings.
The functional form in (8) captures the idea that the information captured in the first few steps of the estimation is "more impotant" than marginal contributions later on. It also precludes choosing a degenerate factor with all zero loadings.
For both criterion, the constant κ represents the econometrician's choice regarding the priority of capturing variance versus maintaining the sparsity of the of the solution. When κ is zero, the solution to the GPCA problem is given by standard PCA; when κ is very large, the estimation will yield factors which load on only one variable.
Finally, the measure of PEV used here is very intuitive. LetF be the set of estimated factors, and letP be the matrix projecting the data X onto the space spanned by the factors. Then the percent of explained variance is equal to
tr(X Xβ(β X Xβ) −1β X X) tr(X X)
B Data
Modified from Bernanke, Boivin, and Eliasz (2005) . 
