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摘 要 本文主要研究解对称正定矩阵的多级迭代法，并对其收敛性进行证明，最后用数值实验验证此方法 
的有效性．多级迭代法特别 适用于并行计算，并且可以被理解为古典迭代法的扩展，或共轭梯度法的预处理 
子． 
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Abstract In this paper a multistage iterative method for solving the symmetric positive definite linear systems is es。 
tablished and the convergence of the method is proved．A numerical example is ven to ilustrate the efectiveness of 
our method．The method is especially suitable for parallel computation，and can be viewed as a extension of the clas‘ 
sical iterative method Or as a preconditioner for the co．jugate gradient method． 
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1 引言 
考虑大型线性方程组 
Ax = b 
的迭代解法，其中系数矩阵A∈R 为实对称正定矩阵． 
(1) 
Supported by the National Natural Science Foundation of China under Grant No．10771022，by FEDER Funds through“Pro。 
granla Operacional Faetores de Competitividade—COMPETE”and by Portuguese Funds through “Funda~~o para a Cigneia e a 
Teenologia”，within the Project PEst—C／MAT／U10013／201 1 and PTDC／MAT／1 12273／2009，Portugal 
收稿日期：2013年2月26日 
8 数学理论与应用 
令 A的一个分裂为A=M 一Ⅳ．那么用古典迭代法来求解线性方程组(1)的形式为 
Mx =Nx +b， k=0，1，⋯． (2) 
易知，对于任意给定的初始值‰，当且仅当p(M Ⅳ)<1时，由(2)所产生的迭代序列 是收 
敛的，这里 Ⅳ称为迭代矩阵． 
在另一方面，二级迭代法[2，3，4，5，7]，也称为内外迭代法，包括求解线性方程组(2)中的 
迭代，即继续作分裂 M =F—G且对于 第 k次外迭代，进行P 次内迭代．迭代算法如下， 
算法 1(两级迭代法) 
nction twostage(A，b， 0) 
如r k=0，1，⋯， 
y0 = ， 
，or =1，⋯，P ， 
=  
一 l+(Nx +6)， 
Xk+l · 
其中k是外迭代数，而P 是内迭代数．若对每一步外迭代，其内迭代次数P 都是固定不变的， 
我们称之为定常二级迭代法；若内迭代次数p 随着外迭代指标k的不同而不同，则我们称之 
为非定常二级迭代法． 
在本文中，我们首先利用“分合方法”的思想对对称正定矩阵进行多级分裂，并以此为基 
础构建多级迭代算法求解线性方程组(1)，其中系数矩阵的最里层的内迭代是块对角，所以求 
它的逆是比较容易的．最后，我们证明了这种迭代方法是收敛的． 
2 多级迭代法 
在这一节中，我们将讨论对称正定矩阵A的多级迭代法的分裂构造． 
对A进行分块A：fAl1 A1 ，其中，若 ：2m，4 ∈RmX~, ：1，2；若n：2m+1，A。 
＼A21 A22／ 
∈ R ．A，，∈ R( ’) ( ．¨ 
设 F㈩ = 
0
“ 
A：，]，G(1)=[一。A．， 一0 】，我们可以得到矩阵A的第一级分裂，即A L J L J 
的2 X 2的块 Jacobi分裂． 
同样的对 Fu 进行分块 
F( )= 
A(2) 
’ A 
Ai 
A5 
Ai 
A： 
． 
F( )= A 
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就得到A的二级分裂A：F( 一G‘ 一G ¨． 
以此类推，对于t=1，2，3，⋯，我们可以对矩阵进行下面的分块， 
F(‘一 ) 
厂 I
= I L_
F(‘)： 
I= 
(^t一1) l 1
"
12t一1
．
2t一1-I 
A』 ’ ￡ 
)2 )2。 
A 
，
G‘ ’= F‘ 一F‘“
， (3) 
最后就得到了A的t级分裂A=F。 一∑G ’． 
= l 
根据上面的多级分裂，现可以得到求解线性方程组(1)的多级迭代算法，为简化算法，设 
= 2q． 
算法2(多级迭代法) 
function multistage(A， ，b0) 
r k = 0，1，⋯ ， 
r i= 1，2 
y0。i= ． 
s = 1 
，．t= ：一l：0 
M‘ (n／2 +1：n／2 一 ，n／2‘+1：n／2 一 )=A(n／2‘+1：n／2 ～，n／2 +1：n／2 一 ) 
Ⅳ( )= M ( 一A 
厂0r t=2s：一I：0 
F‘ (n／2‘+1：n／2 _。，n／2 +1：n／2‘一 )= (n／2 +1：n／2 一，n／2 +1：n／2 一 ) 
G( )： F(” 一 ( ) 
ij S=q 
， =twos—tage(F~ ¨ ，G 一1， +Ⅳ‘ +6， ’) 
elseforj=1，⋯， 
， =multistage(F~ ¨ ，G 一l， +Ⅳ‘ +6， 6 ’) 
S= S+1 
Xk+1
．
j ypl s—1)． · 
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3 收敛性证明 
我们先回顾一下后面将要使用的定义和定理． 
定义1 分裂 A=M—N称为： 
· 对称分裂，若 是对称且非奇异的； 
· P一正则分裂，若 。+Ⅳ是正定的； 
· 收敛分裂，若P(M N)<1． 
定理1[9] 矩阵A∈R ，且A是对称阵，若分裂A=M—N是一 P一正则分裂，A是对 
称正定的当且仅当P(M Ⅳ)<1． 
定理2[6] 矩阵A∈R ，且A是正定阵，若分裂A=M—N是一个P一正则分裂，则 
正定． 
定理 3[8，3] 矩阵A∈R ，且A是对称正定阵，若分裂A=M —N和M =F—G为对 
称收敛分裂，则对于任意的迭代初始向量‰和任意非负偶数P ，算法 1是收敛的． 
基于以上结论，得到以下定理． 
定理4 矩阵A∈R“ ，且A是对称正定阵，则按照(3)方式分裂得到的 F“ )=F“)一 
G“’
，都是收敛的，且 Fn’，t=0，1，2，⋯，都是正定的． 
证明 因为每一个分裂都是类似的，我们只证明第一个分裂，其他分裂的证明用同样的方 
法就可以了． 
令A=【三 三2I】，则其分裂为A=M-N,其中M=【 0 A￡，】，Ⅳ=【一。A，一0 】． LA21A J L2 J  21 J
令Q=[A：。 ：】，s=A 一Az A A z．记A =A刍，贝0有A=Q【 兰】Q ，那么A。 ①s 
和A是合同的．因为A是对称正定的，所以A。①S也是对称正定的． 
同时，令P=【一A A ：】，则P[ 三]P = +Ⅳ，那么A。①．s和 +Ⅳ是合同的， 
所以 +Ⅳ也是对称正定的． 
根据定义，分裂A=M一，、，是 P一正则分裂．根据定理 1，p(M N)<1，那么关于A的分 
裂A=M一Ⅳ是收敛的．依照定理2，M正定的．也就是说A。 和A： 都是正定的，那么我们可以 
用同样的方法来证明分裂 F‘ ’=F‘“一G‘’是收敛的且 F( 是正定的． 
定理5 矩阵A∈R ，且A是对称正定阵，则对于任意的迭代初始向量 。和任意内迭代 
次数是非负偶数序列P ≥；后=1，2，⋯，多级迭代算法2是收敛的． 
证明 设矩阵分裂了s次，则 分裂 F‘ =F‘”¨ 一G‘ (内分裂)和分裂 F( )=F(”一 
G ’(外分裂)构成了一个二级迭代，根据定理4，我们知道 当内迭代数是固定的时候，这两个 
分裂都是P一正则分裂．因此，当内迭代数是偶数时最里面的二级迭代是收敛的．接着与上一 
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级分裂 F“ (同样是 P一正则分裂)结合可以得到一个新的二级迭代，同样当内迭代数是偶 
数时这个新的二级迭代也是收敛的．不断重复这一过程，那么最后得到一个收敛的多级迭代 
法． 
4 数值实验 
在这一节内，我们将通过一个数值例子来展示多级迭代算法2的几个特性，并将之与古典 
Jacobi迭代法和 Ssor迭代法相比较．这个数值实验结果是使用 Matlab 7．2．0．232(R2006a)在 
Pentium M1．6GHz的计算机上运算出来的． 
数值例子是椭圆方程离散后得到的线性方程组，其生成的矩阵是对称正定的，我们采用阶 
数是n=1024，其中b为元素全为 1的向量，初始值‰是零向量，终止条件是 + 一 l ≤ 
10～．根据前面的分裂构造方法，对于同一层的内迭代，其矩阵的分裂构造和迭代 矩阵均相 
同，因此，我们可以知道收敛速度只与迭代矩阵相关，因此我们只考虑定常的多级迭代． 
表 1 迭代数值实验结果 
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从最后的实验结果来看，我们发现分裂次数和内迭代次数对于全局运算速度有很大的影 
响，但是对于最终误差基本没影响．我们知道迭代矩阵的谱半径会随着内迭代次数的增加而 
减少[3]．谱半径越小，那么收敛速度越快．在一定程度上，内迭代次数的增加可减少运行时 
间，但太多的内部循环，将会增加运算的时间．例如，在分裂次数是3，内迭代次数是4时运算 
结果要优于其他迭代．全局收敛速度主要依赖于外迭代次数．因此，无论是分裂次数还是内迭 
代次数都应控制在一个较小的正整数[1，3]这个结论也曾在二级迭代法有过论述． 
众所周知，对于对称正定方程组，Jacobi(block Jacobi)有可能不收敛，例如，在我们的数值 
试验中并行 Jacobi迭代是不收敛的．但是，多级迭代算法是收敛的．多级迭代算法的另一个优 
越性是特别适用于并行计算．即使在个人计算机上进行并行计算 ，也能缩短50％的运算时间． 
最后，我们想指出的是，依然存在几个有意义的问题有待今后的研究，例如如何寻找最优 
内迭代数以及多级分裂的预处理子的讨论。 
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