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Abstract
The theory of cascade solutions to the Navier-Stokes equations was introduced
by Le Jan and Sznitman and later elaborated by Bhattacharya et al. They relied on
a pointwise smallness condition of the initial data in the Fourier domain to construct
cascade solutions from a branching process. We show how smallness of initial data
in some global sense can be sufficient to define cascade solutions. We also show a
connection between cascade solutions and mild solutions constructed by fixed point
method.
Keywords. Navier-Stokes equations, Le Jan-Sznitman cascade, mild solutions, domi-
nation principles.
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1 Introduction
For d ≥ 1, we consider the Cauchy problem for the d-dimensional incompressible Navier-
Stokes equations:
(NSE) :


∂tu−∆u+ u · ∇u+∇p = 0 in Rd × (0,∞),
div u = 0 in Rd × (0,∞),
u(·, 0) = u0 in Rd.
The system has a well-known scaling property: if the triple (u0, u, p) satisfies (NSE) then
so does (u0λ, uλ, pλ), where λ ∈ R and
uλ(x, t) = λu(λx, λ
2t), pλ(x, t) = λ
2p(λx, λ2t), u0λ(x) = λu0(λx).
One can combine the three equations of (NSE) to obtain the integral equation:
u(t) = et∆u0 −
∫ t
0
e(t−s)∆Pdiv(u⊗ u)ds (1.1)
where P is the Leray projection onto divergence-free vector fields. The class of solutions
to (1.1) obtained by fixed point method is known as mild solutions. Regularity theory of
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mild solutions traces back to the pioneering work of Leray [24]. It is helpful to mention
a few highlights here. First, local existence and uniqueness of mild solutions are known
for various subcritical settings of u0 such as L
p (p > d) [24, 17], Hs (s ≥ d/2− 1) [15, 8]
and critical settings such as Ld [17, 13], H˙d/2−1 [22, Thm. 15.2], [2, Thm. 5.6], Morrey
spaces M˙p,λ [18, 23], Besov spaces B˙
−1+d/p
p,∞ (d < p < ∞) [6, 28] and VMO−1 [19].
Secondly, global existence is known in a number of critical settings provided that the
initial condition is sufficiently small. Key to defining mild solutions is to find the right
spaces for the initial condition and solutions so that fixed point method is applicable.
The space BMO−1 coined by Koch and Tataru is in a reasonable sense the largest
critical setting in which (NSE) is globally well-posed for small initial data [19, 1, 16].
Regardless of function spaces one may choose for initial conditions and solutions, mild
solutions issuing from the same initial datum coincide with one another because they
are constructed upon the same Picard’s iteration. For settings in which the norm of
u0 is naturally expressed in terms of its Fourier transform, for example H
s or H˙s, it is
usually more convenient to apply fixed point method to the Fourier transform of (1.1):
uˆ(ξ, t) = e−|ξ|
2tuˆ0(ξ) + c0
∫ t
0
e−|ξ|
2s|ξ|
∫
Rd
uˆ(η, t− s)⊙ξuˆ(ξ − η, t− s)dηds (1.2)
where a ⊙ξ b is a non-commutative non-associative product satisfying |a ⊙ξ b| ≤ |a||b|.
Various suitable settings of this kind have been found and studied, for example [3, 21],
[22, Sec. 16.3].
The symbiotic relation between stochastic processes and the analysis of partial differ-
ential equations has a long and rich history clearly illustrated, for example, by the role of
Brownian motion and general diffusions in the study of properties of harmonic functions
and parabolic differential equations [14, 4]. The seminal work of McKean in 1975 [25], is
perhaps the first example of the use of branching processes in the analysis of semilinear
parabolic equations. In his analysis of the Kolmogorov, Petrovskii, Puskinov (KPP)
equation, McKean obtains a solution of the initial value problem as the expectation of a
stochastic multiplicative functional. Central in the idea of McKean is the role of a time
clock determining the rate at which ‘particles’ branch and the fundamentally intrinsic
connection between Brownian motion and the heat equation. Using a similar method
for the Navier-Stokes equations in R3, Le Jan and Sznitman [20] obtained a solution to
the integral equation corresponding to the Fourier transformed Navier-Stokes equations
as an expected value of a stochastic multiplicative functional. Bhattacharya et al [3]
simplified and generalized Le Jan and Sznitman’s treatment for any dimension d ≥ 3.
The salient feature of this construction is as follows. First, uˆ is normalized to χ = c0uˆ/h,
where h = h(ξ) > 0 is a function such that
H(η|ξ) = h(η)h(ξ − η)|ξ|h(ξ)
defines a probability density function with respect to η. Such a function h is called a
standardized majorizing kernel in [3]. Then (1.2) can be written as
(FNS) : χ(ξ, t) = e−t|ξ|
2
χ0(ξ)+
∫ t
0
e−s|ξ|
2|ξ|2
∫
Rd
χ(η, t− s)⊙ξ χ(ξ − η, t− s)H(η|ξ)dηds
For each ξ ∈ Rd\{0} and t > 0, define a stochastic functionalXFNS recursively as follows:
XFNS(ξ, t) =
{
χ0(ξ) if T0 > t,
X
(1)
FNS(W1, t− T0)⊙ξX(2)FNS(ξ −W1, t− T0) if T0 ≤ t.
(1.3)
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Here T0 is an exponentially distributed random variable with mean |ξ|−2, W1 is an Rd-
random variable, independent of T0, with probability density H(η|ξ), and X(1)FNS and
X
(2)
FNS are independent copies of XFNS. The recursion (1.3) naturally leads to a binary
tree V ≡ {0}∪(∪∞n=1{1, 2}n) with vertices indexed by s ∈ V , on which random variables
{Ts}s∈V and {Ws}s∈V are defined as follows:
(i) W0 = ξ.
(ii) Given Ws, Ws1 has distribution H(η|Ws), and Ws2 =Ws −Ws1.
(iii) With {T¯s}s∈V iid exponentials with parameter 1 and independent of {Ws}s∈V ,
Ts = T¯s/|Ws|2.
The construction ofXFNS needs three ingredients: the clocks, the branching process, and
the product ⊙ξ. We will refer to the combination of the clocks and branching process
as cascade structure. Intuitively, by conditioning on the first time of branching, one can
check that χ(ξ, t) = Eξ,tXFNS satisfies (FNS). However, as pointed out in [11, 10], there
are two major issues underlying this construction. The first issue is stochastic explosion:
the branching process might keep going indefinitely, potentially making the stochastic
functional XFNS not well-defined. Le Jan and Sznitman [20] overcame this obstacle by
a somewhat artificial thinning procedure: they incorporated a force term even in the
case of no-forcing into the multiplicative functional XFNS as a means to terminate the
cascade. The explosion problem was further investigated in [11, 10]. The authors in
these references pointed out that the cascade structure of (FNS) is associated with the
following scalar pseudo-differential equation:
(gNSE):
{
∂tu−∆u =
√−∆(u2) in Rd × (0,∞),
u(·, 0) = c1hˇ in Rd.
This equation is known as the genealogical Navier-Stokes equation, [11], because it is
determined by the cascade structure of (FNS) and not the product ⊙ξ. This equation
is satisfied by the probability of non-explosion. It was shown in [10] that the cascade is
non-explosive if and only if (gNSE) has a unique solution in the class {u : |uˆ(ξ, t)| ≤
c1h(ξ) ∀ ξ, t}. In this paper, we overcome the explosion issue by restricting our con-
sideration on the event where the cascade is finite. The idea of defining the stochastic
multiplicative functional only on the event of no-explosion was already used in [12] for
the α-Riccati equation. On the tree rooted at wave number ξ, the event of no-explosion
by time t corresponds to the event {S > t}, where S is the length of the shortest path
[10, Def. 2.1]:
S = Sξ = lim
n→∞ min|s|=n
n∑
j=0
T¯s|j
|Ws|j|2
,
where for s = (0, s1, . . . , sn) ∈ V , |s| = n and s|j = (0, s1, . . . , sj). Since explosion is an
inherited property of the branching process, the function χ(ξ, t) = Eξ,t[XFNSIS>t] would
define a solution to (FNS) provided that the expectation exists (see Proposition 2.1).
Here IA stands for the indicator function of event A. This solution will be referred to as
the cascade solution following the terminology in [11].
In this paper, we address the second issue in the construction of cascade solutions,
namely the existence of expectation. A priori, it may happen that Eξ,t[|XFNS|IS>t] =∞.
Le Jan–Sznitman overcame this issue by imposing a simple condition |χ0| ≤ 1, which
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guarantees that |XFNS| ≤ 1. Under this smallness condition, the cascade solution is
well-defined and global [20, 3, 27]. Moreover, it is equal to the mild solution obtained by
fixed point method, as shown in [3]. To see the role of condition |χ0| ≤ 1 from scaling
symmetry perspective, let us take h to be the self-similar kernel, i.e. h(ξ) = Cd|ξ|1−d.
In this case, (FNS) has a scaling property:
χλ(ξ, t) = χ(λ
−1ξ, λ2t), χ0λ(ξ) = χ0(λ−1ξ).
In the terminology of Caffarelli-Kohn-Nirenberg [5], χ0 and χ are dimensionless quanti-
ties (with respect to scaling). L∞ is the only critical space for χ0 and χ in Lp scale. The
result by Le Jan–Sznitman mentioned above is consistent with a rule of thumb that if
the initial condition is small in a critical space then a global mild solution exists. Note
that the smallness of χ0 is pointwise.
On the other hand, it is known from the theory of mild solutions that smallness of
u0 in H˙
d/2−1 also implies a global mild solution. Its norm can be expressed in terms of
χ0 as
‖u0‖H˙d/2−1 = Cd
{∫
Rd
|ξ|d−2h2(ξ)|χ0(ξ)|2dξ
}1/2
.
Thus, smallness of u0 in H˙
d/2−1 amounts to smallness of χ0 in a global (integral) sense.
Such a condition allows χ0 to be large in certain regions. It is not clear from the
branching process whether Eξ,t[|XFNS|IS>t] is finite because little information is known
about where each branch gets attached to the initial datum χ0.
Motivated by these considerations, in this paper we address the following questions:
1. Can the smallness of χ0 in some integral sense guarantee that the cascade solution
is well-defined, at least for almost every (ξ, t) for a short time?
2. What are some natural settings for χ0 and χ other than L
∞?
3. In what case can one achieve local (or global) existence and uniqueness of solutions?
Do cascade solutions coincide with mild solutions of (FNS)?
Similar to [20, 3], we use a “majorizing” equation, which has the same cascade struc-
ture as the Navier-Stokes equations, to simplify the estimates of cascade solutions. We
introduce admissible functionals to control the cascade solutions in spaces other than
L∞. These are functionals defined in an integral sense with some control over pointwise
values. By an iterative procedure illustrated in [11, 12, 9], we show a connection between
cascade solutions and mild solutions of (FNS). Roughly speaking, in settings where a
mild solution to (FNS) can be constructed by the fixed point method, the cascade solu-
tion is well-defined almost everywhere up to the time where mild solution ceases to exist,
and coincides with the mild solution. We show that mild solutions to the majorizing
equation satisfy a domination principle that can be easily seen from the cascade but not
obvious from fixed point method (Proposition 2.5).
The paper is structured as follows. In Section 2, we show domination principles
related to the domination principle introduced in [20] and further developed in [11].
In Section 3, we define admissible functionals and give two sufficient conditions for the
finiteness of the expectation. In Section 4, we show that in Kato’s settings, the cascade
solutions and mild solutions coincide. In Section 5, we give some examples of spaces for
initial data where cascade solutions can be defined.
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2 Domination principles
Following ideas in [20] and [11], it is possible to control the size of the cascade solution
of (FNS) by the cascade solution of a scalar equation whose representation in physical
domain is:
(mNSE) :
{
∂tu−∆u =
√−∆(u2) in Rd × (0,∞),
u(·, 0) = u0 in Rd.
We will refer to it as majorizing Navier-Stokes equation. Here u and u0 are scalar
complex-valued functions. The majorizing Navier-Stokes equation was introduced by
Montgomery-Smith [26], called “cheap Navier-Stokes equation”, as a toy model for the
Navier-Stokes equations to study the blowup phenomenon. The right hand side is non-
local and nonlinear, imitating the pressure and the advection term of the Navier-Stokes
equations. One can see that (mNSE) has the same scaling property as (NSE). Although
it is not known if a smooth, rapidly decaying initial datum could produce a blowup solu-
tion to (NSE), Montgomery-Smith showed that it is the case for (mNSE). The similarity
between (NSE) and (mNSE) is much clearer on the Fourier domain.
Put χ = uˆc1h where c1 = (2pi)
d/2. Let h = h(ξ) > 0 be a standardized majorizing
kernel, i.e. a function satisfying the identity h ∗ h(ξ) = |ξ|h(ξ). The Fourier transform
of (mNSE) is
(mFNS) : χ(ξ, t) = e−t|ξ|
2
χ0(ξ)+
∫ t
0
e−s|ξ|
2|ξ|2
∫
Rd
χ(η, t− s)χ(ξ − η, t− s)H(η|ξ)dηds.
Here we are using the following definition of Fourier transform
fˆ(ξ) = (2pi)−d/2
∫
Rd
f(x)e−ix·ξdx.
(mFNS) differs from (FNS) in that χ0 is scalar-valued instead of vector-valued, and that
regular product of numbers replaces product ⊙ξ of vectors. Known majorizing kernels
include (see e.g. [27, p. 18-19]):
(i) In dimension 1, for any α ∈ R,
h(ξ) = e−αξIξ≥0,
(ii) In dimension 3, for any β > 0,
h(ξ) =
β
2pi
e−β|ξ|
|ξ| ,
(iii) In dimension d ≥ 3,
h(ξ) =
Γ
(
d−1
2
)2
Γ
(
d−2
2
)
pi(d+2)/2
1
|ξ|d−1 .
(mFNS) is associated with a stochastic multiplicative functional X defined recursively
as
X(ξ, t) =
{
χ0(ξ) if T0 > t,
X(1)(W1, t− T0)X(2)(ξ −W1, t− T0) if T0 ≤ t. (2.1)
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(FNS) and (mFNS) have the same cascade structure, which makes the majorizing Navier-
Stokes equation a natural model to study cascade solutions. On the event {S > t}, the
functionals XFNS and X are equal to a finite product of the initial data evaluated at
various locations. The ⊙ξ product is given by a⊙ξ b = −i(eξ ·b)(piξ⊥a). The first factor is
the projection of vector b on the direction of ξ, and the second factor is the projection of
vector a on the plane perpendicular to ξ. The geometry of the product is not exploited in
(mFNS). It was noted in [11] that the branching process on the no-explosion event yields
a solution to (FNS) and (mFNS). For exposition purposes, we include the following.
Proposition 2.1. LetY be the stochastic multiplicative functional associated with (FNS)
(respectively (mFNS)). Suppose that for some 0 < T ≤ ∞, Eξ,t[|Y|IS>t] < ∞ for a.e.
(ξ, t) ∈ Rd × (0, T ). Then χ(ξ, t) = Eξ,t[YIS>t] satisfies (FNS) (respectively (mFNS))
for a.e. (ξ, t) ∈ Rd × (0, T ).
Proof. We only deal with the case Y is associated with (FNS). The other case is done
exactly the same. With the finiteness of Eξ,t[|Y|IS>t],
Eξ,t[YIS>t] = Eξ,t[YIS>tIT0>t]︸ ︷︷ ︸
{1}
+Eξ,t[YIS>tIT0≤t]︸ ︷︷ ︸
{2}
.
Since {T0 > t} ⊂ {S > t},
{1} = Eξ,t[YIT0>t] = Eξ,t[χ0(ξ)IT0>t] = χ0(ξ)Pξ,t(T0 > t) = χ0(ξ)e−|ξ|
2t.
By conditioning on the first branching, we have
{2} = Eξ,t[E[YIS>tIT0≤t|T0,W1]]
= Eξ,t[E[Y
(1)(W1, t− T0)⊙ξ Y(2)(ξ −W1, t− T0)IS>t|T0,W1]]
= Eξ,t[E[Y
(1)(W1, t− T0)⊙ξ Y(2)(ξ −W1, t− T0)ISW1>t−T0ISξ−W1>t−T0 |T0,W1]]
= Eξ,t[E[Y
(1)(W1, t− T0)ISW1>t−T |T0,W1]︸ ︷︷ ︸
χ(W1,t−T0)
⊙ξ E[Y(2)(ξ −W1, t− T0)ISξ−W1>t−T0 |T0,W1]︸ ︷︷ ︸
χ(ξ−W1,t−T0)
]
= Eξ,t[χ(W1, t− T0)⊙ξ χ(ξ −W1, t− T0)]]
=
∫ t
0
|ξ|2e−|ξ|2s
∫
Rd
χ(η, t− s)⊙ξ χ(ξ − η, t− s)H(η|ξ)dηds.
With the same proof as Proposition 2.1, one obtains:
Proposition 2.2. Suppose χ0(ξ) ≥ 0 for a.e. ξ ∈ Rd. Then χ(ξ, t) = Eξ,t[XIS>t] ∈
[0,∞] satisfies (mFNS) for a.e. (ξ, t) ∈ Rd × (0,∞).
The cascade solutions to (FNS) and (mFNS) satisfy a domination principle first
noted in [20].
Proposition 2.3 ([20, Thm. 2.2]). Let χ0 be a measurable function from R
d to Cd.
Suppose (mFNS) with initial datum |χ0| has a cascade solution χ that is finite almost
everywhere on Rd × (0, T ). Then (FNS) with initial datum χ0 has a cascade solution
χFNS on R
d × (0, T ). Moreover, |χFNS| ≤ χ a.e.
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Thanks to this property, the problem of proving existence of cascade solutions to
(FNS) can be reduced to the problem of proving finiteness of cascade solutions to (mFNS)
with nonnegative initial data. As first noted in [11], cascade solutions to (mFNS) satisfy
a similar version of this domination principle:
Proposition 2.4. Let χ0 and ψ0 be measurable functions from R
d to C with |χ0(ξ)| ≤
ψ0(ξ) a.e. Let X and Y be the stochastic multiplicative functionals of (mFNS) with
initial data χ0 and ψ0 respectively. Let ψ be the cascade solution corresponding to Y.
Suppose ψ < ∞ almost everywhere in Rd × (0, T ). Then χ(ξ, t) = Eξ,t[XIS>t] defines
a cascade solution to (mFNS) on Rd × (0, T ) with initial datum χ0. Moreover, |χ| ≤ ψ
a.e.
Proof. For ξ ∈ Rd\{0} and t > 0, denote by V0 the set of all vertices at which the
branches cross time horizon t. Specifically,
V0(ξ, t) =

s ∈ V :
|s|−1∑
j=0
T¯s|j
|Ws|j|2
≤ t <
|s|∑
j=0
T¯s|j
|Ws|j|2

 .
Then
X(ξ, t)IS>t =
∏
s∈V0(ξ,t)
χ0(Ws). (2.2)
Thus,
|X(ξ, t)|IS>t ≤
∏
s∈V0(ξ,t)
ψ0(Ws) = Y(ξ, t)IS>t.
Therefore, Eξ,t[|X|IS>t] ≤ Eξ,t[YIS>t] = ψ(ξ, t) < ∞. By Proposition 2.1, χ solves
(mFNS).
Next, we exploit the structure (2.2) of cascade solutions and Jensen’s inequality to
establish the validity of these solutions for a class of initial data. This is reminiscent of
the use of Jensen’s inequality by the authors in [7] to prove a maximum principle for
solutions of the quasi-geostrophic equations.
For 0 < α < ∞, let us denote by |X|α(ξ, t) the stochastic multiplicative functional
of (mFNS) with initial datum |χ0|α. By the representation (2.2), clearly |X|α(ξ, t) =
|X(ξ, t)|α. This leads to the next domination principle.
Proposition 2.5. Let χ0 be a measurable function from R
d to C. For 1 ≤ α < ∞,
let χ and ψ be cascade solutions to (mFNS) on Rd × (0, T ) initial data χ0 and |χ0|α
respectively. Then |χ|α ≤ ψ a.e.
Proof. Let X and Y be the stochastic multiplicative functionals of (mFNS) with initial
data χ0 and |χ0|α respectively. As remarked earlier, Y = |X|α. The conclusion follows
by Jensen’s inequality. Indeed,
ψ(ξ, t) = Eξ,t[YIS>t] = Eξ,t[|X|αIS>t] ≥ {Eξ,t[|X|IS>t]}α ≥ |χ(ξ, t)|α.
In Proposition 4.11, we will give another proof of Proposition 2.5 by fixed point
method. Combining Proposition 2.3 and Proposition 2.5, we obtain another condition
for the finiteness of the cascade solution to the (FNS) as follows.
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Corollary 2.6. Let χ0 be a measurable function from R
d to Cd. For 1 ≤ α < ∞, let
ψ be a cascade solution to (mFNS) with initial datum |χ0|α. Suppose ψ < ∞ a.e. on
R
d × (0, T ). Then (FNS) has a cascade solution χFNS on Rd × (0, T ) with initial datum
χ0. Moreover, |χFNS|α ≤ ψ a.e.
An application of this result will be illustrated in Proposition 5.2, where we consider
an initial condition χ0 that is not in some appropriate settings where cascade solution
to (FNS) can be constructed. It is shown there that for some α > 1, |χ0|α does belong
to a good space. Thus, the corresponding cascade solution to (FNS) with initial datum
χ0 is well-defined.
3 Existence of cascade solutions - sufficient conditions
We now give sufficient conditions for the existence of cascade solutions to (mFNS) with-
out requiring pointwise smallness of initial datum. This is done by using suitable func-
tionals defined in global (integral) sense that have some control over the pointwise func-
tion values. For 0 < T ≤ ∞, let us denote by MT the space of all Borel measurable
functions from Rd × (0, T ) to [0,∞].
Definition 3.1. A map NT : MT → [0,∞] is said to be an admissible functional if it
has the following properties:
(i) If NT [f ] <∞ then |f(ξ, t)| <∞ for a.e. (ξ, t) ∈ Rd × (0, T ).
(ii) If f, fn ∈ MT and f ≤ lim inf fn a.e. then NT [f ] ≤ lim inf NT [fn].
Remark 3.2. Examples of admissible functionals include the Lebesgue weighted mixed-
norms:
NT [f ] = ‖fρ‖LrtLqξ =
∥∥∥‖f(·, t)ρ(·, t)‖Lqξ(Rd)
∥∥∥
Lrt (0,T )
where 0 < r, q ≤ ∞ and ρ : Rd× (0, T )→ [0,∞] is a measurable function which vanishes
only on a set of measure zero. One can easily verify Condition (ii) by applying Fatou’s
lemma successively to each variable.
Remark 3.3. Condition (ii) implies that an admissible functional preserves order: if
f, g ∈ MT and f ≤ g a.e. then NT [f ] ≤ NT [g]. The proof follows by taking fn = g for
every n.
Remark 3.4. The sum of finitely many admissible functionals is also an admissible func-
tional.
Le Jan and Sznitman used an iteration of stochastic multiplicative functionals to
show uniqueness of cascade solutions in the set {χ : ‖χ‖L∞t,ξ ≤ 1}. The same idea
was used in [3, 11, 9] to study the existence and uniqueness of cascade solutions of the
Navier-Stokes equations and complex Burgers equation in the some subset of L∞t,ξ. The
idea was also used in [12] to show nonuniqueness of cascade solutions for the α-Riccati
equations. We use this iterative procedure together with the admissible functionals to
estimate cascade solutions in spaces other than L∞. Let X be given by (2.1). Define
the following sequence of stochastic multiplicative functionals.
X0(ξ, t) ≡ 0,
Xn(ξ, t) =
{
χ0(ξ) if T0 > t,
X
(1)
n−1(W1, t− T0)X(2)n−1(ξ −W1, t− T0) if T0 ≤ t.
(3.1)
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On the explosion event {S ≤ t}, Xn(ξ, t) = 0 for every n because at least one branch
does not reach the initial datum and is therefore terminated by the “ground state” X0.
Proposition 3.5. For 0 < T ≤ ∞, let NT be an admissible functional. Let X and Xn
be the stochastic functionals defined by (2.1) and (3.1) respectively. Suppose there exists
M <∞ such that
NT [Eξ,t|Xn|] ≤M ∀n ∈ N. (3.2)
Then we have the following statements.
(i) Eξ,t[|X|IS>t] <∞ for a.e. (ξ, t) ∈ Rd × (0, T ).
(ii) χ(ξ, t) = Eξ,t[XIS>t] is well-defined for a.e. (ξ, t) ∈ Rd×(0, T ) and solves (mFNS).
(iii) NT [|χ|] ≤M .
Proof. Put φn(ξ, t) = Eξ,t|Xn| ≥ 0. By the definition of |Xn|, for each (ξ, t) we have
|Xn|(ξ, t)→ |X|(ξ, t)IS>t as n→∞. By Fatou’s lemma,
φ(ξ, t) := Eξ,t[|X|IS>t] ≤ lim inf
n→∞ Eξ,t|Xn| = lim infn→∞ φn(ξ, t).
Since NT is an admissible functional, NT [φ] ≤ lim inf NT [φn] ≤ M . Then φ(ξ, t) < ∞
for a.e. (ξ, t) ∈ Rd × (0, T ). By Proposition 2.4, χ is well-defined and solves (mFNS).
Since |χ(ξ, t)| ≤ φ(ξ, t), by Remark 3.3 we conclude that NT [|χ|] ≤ NT [φ] ≤M .
By the domination principle (Proposition 2.3), we obtain the following consequence
of Proposition 3.5 for the Navier-Stokes equations.
Corollary 3.6. Let χ0 be a measurable function from R
d to Cd. For 0 < T ≤ ∞, let
NT be an admissible functional. Let XFNS be the stochastic multiplicative functional of
(FNS) with initial datum χ0, X the stochastic multiplicative functional of (mFNS) with
initial datum |χ0|, and Xn the truncations of X. Suppose Condition (3.2) is satisfied.
Then we have the following statements.
(i) Eξ,t[|XFNS|IS>t] <∞ for a.e. (ξ, t) ∈ Rd × (0, T ).
(ii) χFNS(ξ, t) = Eξ,t[XFNSIS>t] is well-defined for a.e. (ξ, t) ∈ Rd × (0, T ) and solves
(FNS).
(iii) NT [|χFNS|] ≤M .
In Proposition 3.5, a priori it is not known if Eξ,tXn converges to χ(ξ, t) almost
everywhere. Proposition 3.7 and Proposition 3.9 are concerned with situations when
this convergence holds.
Proposition 3.7. Suppose χ0(ξ) ≥ 0 for a.e. ξ. Then Eξ,tXn → Eξ,t[XIS>t] ∈ [0,∞]
for a.e. (ξ, t) ∈ Rd× (0,∞). Moreover, for any 0 < T ≤ ∞, χ is the solution to (mFNS)
in the class of nonnegative measurable functions on Rd × (0, T ).
Proof. Put χ(ξ, t) = Eξ,t[XIS>t]. For each n, put φn(ξ, t) = Eξ,tXn ≥ 0 and define
ζ(ξ, t) = lim inf φn(ξ, t). We show that χ = ζ. Because Xn → XIS>t pointwise, by
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Fatou’s lemma lim inf φn(ξ, t) ≥ Eξ,t[XIS>t] = χ(ξ, t). Thus, ζ ≥ χ. Consider a random
sequence similar to Xn but with ground state equal to χ:
Z0(ξ, t) = χ(ξ, t),
Zn(ξ, t) =
{
χ0(ξ) if T0 > t,
Z
(1)
n−1(W1, t− T0)Z(2)n−1(ξ −W1, t− T0) if T0 ≤ t,
Since Z0 ≥ 0 = X0, we have Zn ≥ Xn for all n. Then Eξ,tZn ≥ Eξ,tXn for all n. By
conditioning on the first clock (as in the proof of Proposition 2.1), we have
Eξ,tZn = e
−t|ξ|2χ0(ξ) +
∫ t
0
e−s|ξ|
2 |ξ|2
∫
Rd
(Eη,t−sZn−1)(Eξ−η,t−sZn−1)H(η|ξ)dη.
Since Eξ,tZ0 = χ and χ solves (mFNS), one can show by induction that Eξ,tZn = χ for
all n. Therefore,
χ = Eξ,tZ0 = lim inf
n→∞ Eξ,tZn ≥ lim infn→∞ Eξ,tXn = ζ.
Therefore, χ = ζ. Next, we show that χ is a minimal solution. Let ψ ≥ 0 be a measurable
function on Rd× (0, T ) which satisfies (mFNS). Suppose that ψ ≥ φn−1 for some n ≥ 1.
Then
ψ(ξ, t) = e−t|ξ|
2
χ0(ξ) +
∫ t
0
e−s|ξ|
2 |ξ|2
∫
Rd
ψ(η, t− s)ψ(ξ − η, t− s)H(η|ξ)dη
≥ · · ·+
∫ t
0
· · ·
∫
Rd
φn−1(η, t − s)φn−1(ξ − η, t− s) · · · dη
= φn(ξ, t). (3.3)
Therefore, ψ ≥ φn for all n. Hence, ψ ≥ lim inf φn = ζ = χ.
Remark 3.8. One can use the equality (3.3) and induction by n to show that φn is an
increasing sequence for every (ξ, t).
Proposition 3.9. With the same hypotheses as Proposition 2.5, suppose further that
α > 1 and that ψ <∞ a.e. on Rd × (0, T ). Then χ(ξ, t) = limEξ,tXn a.e.
Proof. By Proposition 3.7 and Remark 3.8, we know that ψ(ξ, t) = lim inf Eξ,t|Xn|α =
supn Eξ,t|Xn|α. Hence,
sup
n
Eξ,t|Xn|α <∞ for a.e. (ξ, t) ∈ Rd × (0, T ). (3.4)
Fix (ξ, t) such that (3.4) holds. Because Xn → XIS>t, we conclude that Eξ,tXn →
Eξ,t[XIS>t] = χ(ξ, t).
By the domination principle Proposition 2.3, one obtains a similar result for the
Navier-Stokes equations as follows. Denote by XFNS,n be truncations of the stochastic
multiplicative functional XFNS.
Proposition 3.10. With the same hypotheses as Corollary 2.6, suppose further that
α > 1. Then χFNS(ξ, t) = limEξ,t[XFNS,n] a.e.
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4 Connection to mild solutions
In this section, we compare cascade solutions with mild solutions. By using an iteration
of stochastic multiplicative functionals, the authors in [3, 11] showed that in a suitable
subset of L∞t,ξ the cascade solutions are equal to mild solutions. We will use a similar
idea together with admissible functionals to show that in quite natural settings other
than L∞, the two types of solutions coincide. Our method works for both (FNS) and
(mFNS). Put
F1[φ] = e
−t|ξ|2φ(ξ),
F2[f, g] =
∫ t
0
|ξ|2e−s|ξ|2
∫
Rd
f(η, t− s)g(ξ − η, t− s)H(η|ξ)dηds,
F [χ, χ0] = F1[χ0] + F2[χ, χ].
(mFNS) can be written as χ = F [χ, χ0]. Let X be the multiplicative functional given
by (2.1), and Xn given by (3.1). We know that the sequence φn(ξ, t) = Eξ,tXn satisfies
Picard’s iteration φ0 ≡ 0 and φn = F [φn−1, χ0]. From a fixed-point theory perspective,
one can hope that φn has a limit in some space. This limit would be a mild solution
to (mFNS). We have already seen in Proposition 3.7 and Proposition 3.9 sufficient con-
ditions that guarantee φn converges pointwise to the cascade solution. Therefore, it is
natural to expect that cascade solutions and mild solutions coincide with each other in a
more general setting. A reasonable setting to compare the two solutions is when (1) cas-
cade solution is well-defined (Proposition 3.5), and (2) fixed point method is applicable.
We will look for cascade solutions in settings called “admissible spaces”.
Definition 4.1. Let m ∈ {1, d}. For 0 < T ≤ ∞, a set ET of measurable functions
from Rd × (0, T ) to Cm is said to be an admissible space if two following conditions are
satisfied:
• ET is a normed space.
• There exists an admissible functional NT such that ‖f‖ET = NT [|f |] for all f ∈ ET .
If ET is also a Banach space, we call it an admissible Banach space.
Remark 4.2. The value of m will be easily understood in context: m = 1 is used for
(mFNS), and m = d for (FNS).
Remark 4.3. Examples of admissible Banach spaces include Lebesgue weighted mixed-
norm spaces:
ET = ρ
−1LrtL
q
ξ :=
{
f : Rd × (0, T )→ Cm : fρ ∈ LrtLqξ(Rd × (0, T ))
}
where 1 ≤ r, q ≤ ∞ and ρ : Rd× (0, T )→ [0,∞] is a measurable function which vanishes
only on a set of measure zero. The norm is defined by ‖f‖ET = ‖fρ‖LrtLqξ .
Remark 4.4. By Remark 3.4, the intersection of finitely many admissible spaces is also
an admissible space.
An basic question with fixed point method is: for what spaces E and ET does an
initial datum χ0 ∈ E, with smallness condition if necessary, yield a sequence φn ∈ ET
that has a limit in ET ? Kato addressed this question for the Navier-Stokes equations
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[17], in which he found E = Ld(Rd) and ET = L
d+2(Rd × (0, T )). These spaces yield
local existence for any initial condition, global existence for small initial conditions, and
uniqueness of small solutions. Kato’s method has been generalized for abstract setting
(see e.g. [22, Sec. 15.1]). Roughly speaking, simple choices of E and ET are ones such
that F1 is a bounded linear operator from E to ET , and F2 a bounded bilinear operator
from ET × ET to ET . In connection with Proposition 3.5, these choices provide a way
to control χ0 so that Condition (3.2) is satisfied. In general, φn converges only in ET ,
not pointwise (unless ET = L
∞). We will look for mild solutions in Kato’s settings.
Specifically, consider a list of properties a normed space E and a family of normed
spaces ET may satisfy:
(D1) For each φ ∈ E, ‖F1[φ]‖ET → 0 as T → 0+.
(D2) There exists γ1 = γ1(T ) > 0 such that ‖F1(φ)‖ET ≤ γ1‖φ‖E for all φ ∈ E.
(D3.a) There exists γ2 = γ2(T ) > 0 such that ‖F2[f, g]‖ET ≤ γ2‖f‖ET ‖g‖ET for all
f, g ∈ ET .
(D3.b) lim supT→0+ γ2(T ) <∞.
Definition 4.5. We call (E,ET ) a
• Kato’s local setting for (χ0, χ) of (mFNS) if (D1), (D3.a), (D3.b) are satisfied,
• Kato’s global setting for (χ0, χ) of (mFNS) if (D2) and (D3.a) are satisfied,
• Kato’s setting for (χ0, χ) of (mFNS) if it is either a Kato’s local or Kato’s global
setting.
Likewise, we call (X,XT ) a Kato’s local/global setting for (u0, u) of (mNSE) if the
respective combination of (D1)–(D3.b), with F1 and F2 replaced by the corresponding
linear and bilinear form of (mNSE), are satisfied. We use similar terminology for (NSE).
Remark 4.6. In the terminology of [22, Ch. 1], if a pair (X,XT ) is a Kato’s setting of
(NSE) then X is called an adapted value space and XT an admissible path space. We
will also use these terminologies for (FNS) and (mFNS).
Proposition 4.7 (Kato’s local setting–mFNS). Let E be a Banach space of measurable
functions from Rd to C. Let {ET }0<T≤τ , for some τ ≤ ∞, be a family of admissible
Banach spaces such that (E,ET ) forms a Kato’s local setting. Suppose χ0 ∈ E is such
that ‖F1[χ0]‖ET < 14γ2(T ) for some 0 < T ≤ τ . We have the following statements.
(i) G[χ] = F [χ, χ0] is a contraction mapping from B¯RT to itself. Here B¯RT denotes
the closed ball centered at the origin with radius RT in ET , where
RT =
2‖F1[χ0]‖ET
1 +
√
1− 4γ2(T )‖F1[χ0]‖ET
.
(ii) χ(ξ, t) = Eξ,t[XIS>t] is a cascade solution to (mFNS) on R
d × (0, T ). Moreover,
χ ∈ B¯RT and is the only solution to (mFNS) in this ball.
(iii) χ is the limit of φn in ET , where φn(ξ, t) = Eξ,tXn.
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Proof. The proof of Part (i) is standard. By Contraction Mapping Theorem, φn has a
limit in B¯RT , which we denote by φ. This is the only fixed point of G in B¯RT . Put
ψn(ξ, t) = Eξ,t|Xn| ≥ 0. By conditioning on the first time of branching, we have
ψn(ξ, t) = F1[|χ0|] + F2[ψn−1, ψn−1].
By taking ET -norm of both side, we get ‖ψn‖ET ≤ λT + γ2(T )‖ψn−1‖2ET where
λT = ‖F1[|χ0|]‖ET = ‖F1[χ0]‖ET <
1
4γ2(T )
.
Since ‖ψ0‖ET = 0 < RT , one can show by induction in n that ‖ψn‖ET < RT for all n.
By Proposition 3.5, χ is well-defined solution to (mFNS) for a.e. (ξ, t) ∈ Rd × (0, T ).
Moreover, ‖χ‖ET ≤ RT . By the uniqueness of fixed point, χ = φ.
Corollary 4.8 (Kato’s local setting–FNS). Under the hypotheses of Proposition 4.7,
with the adjustment that E is now a Banach space of measurable functions from Rd to
C
d, we obtain the same conclusions (i), (ii), (iii) with slight adjustments as follows:
• Part (ii) adjusted to: χFNS(ξ, t) = Eξ,t[XFNSIS>t] is a cascade solution to (FNS)
on Rd × (0, T ). Moreover, χFNS ∈ B¯RT and is the only solution to (FNS) in this
ball.
• Part (iii) adjusted to: χFNS is the limit of φn in ET , where φn(ξ, t) = Eξ,tXFNS,n.
Proposition 4.9 (Kato’s global setting–mFNS). Let E be a Banach space of measurable
functions from Rd to C. Let E∞ an admissible Banach space such that (E,E∞) forms a
Kato’s global setting. Put γ∗1 = γ1(∞) and γ∗2 = γ2(∞). Suppose ‖χ0‖E < 14γ∗
1
γ∗
2
. Then
(i) G[χ] = F [χ, χ0] is a contraction mapping from B¯R to itself, where
R =
2γ∗1‖χ0‖E
1 +
√
1− 4γ∗1γ∗2‖χ0‖E
.
(ii) χ(ξ, t) = Eξ,t[XIS>t] is a cascade solution to (mFNS) on R
d × (0,∞). Moreover,
χ ∈ B¯R and is the only solution to (mFNS) in this ball.
(iii) χ is the limit of φn in E∞, where φn(ξ, t) = Eξ,tXn.
Proof. With the same notation as in the proof of Proposition 4.7, we have
‖ψn‖E∞ ≤ ‖F1[χ0]‖E∞ + γ∗2 ‖ψn−1‖2E∞ ≤ γ∗1‖χ0‖E + γ∗2 ‖ψn−1‖2E∞ .
By induction on n, one can show that ‖ψn‖E∞ < R for all n. The proof is completed by
applying Proposition 3.5.
Corollary 4.10 (Kato’s global setting–FNS). Under the hypotheses of Proposition 4.9,
with the adjustment that E is now a Banach space of measurable functions from Rd to
C
d, we obtain the same conclusions (i), (ii), (iii) with slight adjustments as mentioned
in Corollary 4.8.
Now let us revisit Proposition 2.5. It is a domination principle stated for cascade so-
lutions. We have seen that cascade solutions are essentially mild solutions. Thus, it is
reasonable to restate the domination principle in terms of mild solutions as follows.
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Proposition 4.11. Let χ0 ≥ 0. For 1 ≤ α <∞, let χ and ψ be mild solutions, obtained
by pointwise limit of corresponding Picard’s iterations, to (mFNS) on Rd × (0, T ) with
initial data χ0 and χ
α
0 respectively. Then χ
α ≤ ψ a.e.
We give a proof based on fixed point method. It follows from Jensen’s inequality
although not as obviously as the probabilistic proof of Proposition 2.5.
Proof. Consider two Picard’s iterations
φ0 ≡ 0, φn = F [φn−1, χ0],
ψ0 ≡ 0, ψn = F [ψn−1, χα0 ].
Note that φn and ψn are increasing sequences (Remark 3.8). We show by induction in
n ≥ 0 that ψn ≥ φαn. This is the case when n = 0. Suppose that ψn−1 ≥ φαn−1 for some
n ≥ 1. Because ∫ H(η|ξ)dη = 1,
ψn(ξ, t) = e
−t|ξ|2χ0(ξ)α +
∫ t
0
|ξ|2e−s|ξ|2
∫
Rd
ψn−1(η, t− s)ψn−1(ξ − η, t− s)H(η|ξ)dηds
=
∫ ∞
0
∫
Rd
g(η, s) {|χ0(ξ)|αIs>t + ψn−1(η, t− s)ψn−1(ξ − η, t− s)Is≤t} dηds.
where g(η, s) = |ξ|2e−s|ξ|2H(η|ξ). By the induction hypothesis,
ψn(ξ, t) ≥
∫ ∞
0
∫
Rd
g(η, s)
{
χ0(ξ)
αIs>t + φ
α
n−1(η, t− s)φαn−1(ξ − η, t− s)Is≤t
}
dηds
=
∫ ∞
0
∫
Rd
g(η, s){χ0(ξ)Is>t + φn−1(η, t− s)φn−1(ξ − η, t− s)Is≤t}αdηds.
Because g(η, s)dηds is a probability measure, one can apply Jensen’s inequality:
ψn(ξ, t) ≥
{∫ ∞
0
∫
Rd
g(η, s)(χ0(ξ)Is>t + φn−1(η, t− s)φn−1(ξ − η, t− s)Is≤t)dηds
}α
= φn(ξ, t)
α.
Therefore, ψn ≥ φαn for all n. By taking the limit as n→∞, we get ψ ≥ φα.
5 Some examples
In this section, we give some examples of settings (E,ET ) such that an initial datum
χ0 ∈ E produces a cascade solution (to (FNS) or (mFNS)) χ ∈ ET . A non-comprehensive
list of known Kato’s settings (X,XT ) for (u0, u) of (NSE) is as follows:
(P1): (L
p, L∞t L
p
x) with p > d [17], [22, Thm. 15.3],
(P2): (H
s, L∞t Hsx) with s > d/2− 1 [15], [22, Thm. 15.3],
(P3): (H
s, L∞t Hsx ∩ L2tHs+1x ) with s = d/2− 1 [15], [22, Thm. 15.3],
(P4): (L
d, Ld+2t,x ) [17], [22, Thm. 15.3],
(P5): (H˙
d/2−1, L4t H˙
(d−1)/2
x ) [22, Thm. 15.3], [2, Cor. 5.11],
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(P6): (VMO
−1
, WT ∩ t−1/2L∞t,x) [19],
(P7): (BMO
−1, WT ∩ t−1/2L∞t,x) [19],
(P8): (X
−1, L∞t X−1 ∩ L1tX1) [21],
(P9): (B˙
−α,∞
q , L∞t B˙
−α,∞
q ∩ t−α/2L∞t Lqx) [6] where d < q <∞ and α = 1− d/q.
Here BMO−1 ≡ BMO−1∞ and VMO−1 = {u ∈ BMO−1 : ‖u‖BMO−1R → 0 as R → 0}.
The norms on BMO−1R , B˙
−α,∞
q , W , X1, X−1 are given by
‖u0‖BMO−1R = sup
x∈Rd, 0<ρ<R
(
1
Bρ(x)
∫ ρ2
0
∫
Bρ(x)
|et∆u0|2dydt
)1/2
,
‖u0‖B˙−α,∞q = supt>0 t
α/2‖et∆u0‖Lqx , ‖f‖X−1 =
∫
Rd
|ξ|−1|fˆ |dξ,
‖f‖
WT
= sup
0<R<
√
T , x∈Rd
(
1
BR(x)
∫ R2
0
∫
BR(x)
|f |2dydt
)1/2
, ‖f‖X1 =
∫
Rd
|ξ||fˆ |dξ.
Subscript T , which we drop from the above pairs for convenience, indicates restriction
of functions on Rd× (0, T ). Kato’s local setting are (P1)–(P6). Kato’s global settings are
(P4)–(P9). The nonlocal operator
√−∆ can be written as √−∆ = ∇·R = R ·∇, where
R = (R1, . . . , Rd) is the vector of Riesz transforms on R
d. Recall that Riesz transforms
are bounded operators from Lp(Rd) to itself for any p ∈ (1,∞). Thus,∥∥∥√−∆(u2)∥∥∥
Lp
≤ Cp,d
∥∥∇(u2)∥∥
Lp
,∫
Rd
√
−∆(u2)vdx = −
∫
Rd
R(u2) · ∇vdx ≤ ∥∥R(u2)∥∥
Lp
‖∇v‖Lq ≤ Cp,d
∥∥u2∥∥
Lp
‖∇v‖Lq
for all 1 < p <∞, 1/p+1/q = 1. These estimates are sufficient to show that (P1)–(P5),
(P8) are also Kato’s settings for (u0, u) of the (mNSE). The norms in settings (P2), (P3),
(P5), (P8) are naturally expressed in Fourier domain. Therefore, these Kato’s settings
for (u0, u) can be easily transformed into Kato’s settings for (χ0, χ) through the relation
χ = c0uˆ/h. Indeed, for each function f : R
d → Cm, where m = 1 for (mFNS) and m = d
for (FNS), denote χf = c0fˆ/h. Then
‖f‖Hs = c1‖χf‖Ks , ‖f‖H˙s = c1‖χf‖K˙s
‖f‖X−1 = c1‖χf‖Y−1 , ‖f‖X1 = c1‖χf‖Y1
where c1 = c
−1
0 and
Ks =
{
g : Rd → Cm, ‖g‖Ks =
{∫
Rd
(1 + |ξ|2)sh2(ξ)|g(ξ)|2dξ
}1/2
<∞
}
,
K˙s =
{
g : Rd → Cm, ‖g‖K˙s =
{∫
Rd
|ξ|2sh2(ξ)|g(ξ)|2dξ
}1/2
<∞
}
,
Y−1 =
{
g : Rd → Cm, ‖g‖Y−1 =
∫
Rd
|ξ|−1h(ξ)|g(ξ)|dξ <∞
}
,
Y1 =
{
g : Rd → Cm, ‖g‖Y1 =
∫
Rd
|ξ|h(ξ)|g(ξ)|dξ <∞
}
.
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The settings (P2), (P3), (P5), (P8) of (u0, u) are transformed into the following settings
of (χ0, χ):
(P ′2): (K
s, L∞t Ksξ ) with s > d/2 − 1,
(P ′3): (K
s, L∞t Ksξ ∩ L2tKs+1ξ ) with s = d/2 − 1,
(P ′5): (K˙
d/2−1, L4t K˙
(d−1)/2
ξ ),
(P ′8): (Y
−1, L∞t Y−1 ∩ L1tY1).
Proposition 5.1. For (FNS) and (mFNS), we have the following statements:
(i) The space ET of each pair (E,ET ) in (P
′
2), (P
′
3), (P
′
5), (P
′
8) is an admissible Banach
space.
(ii) (P ′2), (P
′
3), (P
′
5) are Kato’s local settings for (χ0, χ). Consequently, each initial
datum χ0 ∈ E gives a local cascade solution. This solution coincides the mild
solution.
(iii) (P ′5) and (P
′
8) are Kato’s global settings for (χ0, χ). Consequently, each small
initial datum χ0 ∈ E gives a global cascade solution. This solution coincides the
mild solution.
Proof. From the definition of Ks, K˙s, Y1, Y−1, we see that LrtKs, LrtK˙s, LrtY1, LrtY−1
are weighted Lebesgue mixed-norm spaces. Also, the intersection of two admissible
spaces is an admissible space. Hence, Part (i) is proved.
Let us denote by F˜1 and F˜2 the linear and bilinear operators in the formulation of
mild solution of (NSE) (or (mNSE)). The inequalities
‖F˜1[f ]‖XT . ‖f‖X , ‖F˜2[f, g]‖XT . ‖f‖XT ‖g‖XT
are respectively equivalent to
‖F1[χf ]‖ET . ‖χf‖E , ‖F2[χf , χg]‖ET . ‖χf‖ET ‖χg‖ET .
Therefore, (b’), (c’), (e’), (h’) are Kato’s settings for (χ0, χ). The rest of Part (ii) follows
from Proposition 4.7. The rest of Part (iii) follows from Proposition 4.9.
Next, we give an example of χ0 which does not belong to several adapted value spaces
of (FNS), but χ20 does. In this example, u0 = c1F
−1{hχ0} belongs to VMO−1, an
adapted value space for (NSE). It is known that a local mild solution u exists and
belongs to WT ∩ t−1/2L∞t,x. Thanks to Corollary 2.6, we will show that this solution
satisfies uˆ ∈ |ξ|3(d−1)/4L8tL4ξ , or equivalently χ ∈ ET = |ξ|(d−1)/4L8tL4ξ . It is not clear to
us whether ET is an admissible path space for (FNS).
Proposition 5.2. For d = 1 or d ≥ 3, consider the self-similar kernel h(ξ) = Cd|ξ|1−d
and function χ0 : R
d → Cd satisfying
χ0(ξ) =
C√
1 + | log r|
where r = |ξ| and C > 0 is some constant. Then
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(i) χ0 does not belong to K
s (s ≥ 0), K˙d/2−1, Y−1.
(ii) (FNS) with initial datum χ0 has a local cascade solution χ, which is also a mild
solution, satisfying |χ|2 ∈ L4t K˙(d−1)/2ξ . Consequently, χ ∈ |ξ|(d−1)/4L8tL4ξ .
(iii) For d ≥ 3, u0 ∈ VMO−1 ∩ B˙−α,∞q for all d < q <∞.
Proof. (i) The observation is that χ0 does not decay fast enough at the origin or at
infinity, but χ20 does. Indeed,
‖χ0‖2Ks &
∫
Rd
(1 + |ξ|2)s|ξ|2(1−d) 1
1 + | log |ξ||dξ &
∫ ∞
0
r1−d
1 + | log r|dr =∞ ∀ s ≥ 0.
‖χ0‖2K˙d/2−1 &
∫
Rd
|ξ|2(d/2−1)|ξ|2(1−d) 1
1 + | log |ξ||dξ &
∫ ∞
0
1
r(1 + | log r|)dr =∞.
‖χ0‖2Y−1 &
∫
Rd
|ξ|−1|ξ|1−d 1√
1 + | log |ξ||dξ &
∫ ∞
0
1
r
√
1 + | log r|dr &
∫ ∞
0
1√
1 + τ
dτ =∞.
(ii) ∥∥|χ0|2∥∥2K˙d/2−1 .
∫ ∞
0
1
r(1 + | log r|)2dr .
∫ ∞
0
1
(1 + τ)2
dτ <∞.
Hence, |χ0|2 ∈ K˙d/2−1. By Proposition 5.1, (mFNS) with initial datum |χ0|2 has a
cascade solution ψ, which is also a mild solution, in L4t K˙
(d−1)/2
ξ (R
d × (0, T )) for some
T > 0. By Proposition 4.11, (FNS) with initial datum χ0 has a cascade solution χ,
which is also a mild solution, such that |χ|2 ≤ ψ.
(iii) Let φ1 : R
d → R be a smooth function, compactly supported on the ball B2(0),
equal to 1 on the ball B1(0), and satisfying 0 ≤ φ ≤ 1. For any ρ > 0, denote φρ(x) =
φ1(x/ρ). One sees that φˆρ(ξ) = ρ
dφˆ1(ρξ). By Plancherel’s identity,∫
Bρ(x)
|et∆u0|2dy ≤
∫
Rd
|φρet∆u0|2dy
= Cd
∫
Rd
|φˆρ ∗F (et∆u0)|2dξ
= ρ2dCd
∫
Rd
{∫
Rd
|φˆ1(ρξ − ρη)|e−t|η|2 |uˆ0(η)|dη
}2
dξ
= ρ2dCd
∫
Rd
{∫
Rd
|φˆ1(ρξ − ρη)|e−t|η|2 |η|1−d dη√
1 + | log |η||
}2
dξ.
Changing variables ξ → ρξ and η → ρη, we get∫
Bρ(x)
|et∆u0|2dy ≤ ρd−2Cd
∫
Rd
ψρ(ξ, tρ
−2)2dξ,
where
ψρ(ξ, t) =
∫
Rd
|φˆ1(ξ − η)|e−t|η|2 |η|1−d dη√
1 +
∣∣∣log |η|ρ ∣∣∣
. (5.1)
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Then
1
Bρ(x)
∫ ρ2
0
∫
Bρ(x)
|et∆u0|2dydt ≤ ρ−2Cd
∫ ρ2
0
∫
Rd
ψ2ρ(ξ, tρ
−2)dξdt
= Cd
∫ 1
0
∫
Rd
ψ2ρ(ξ, t)dξdt. (5.2)
Note that the integrand of RHS(5.1) is bounded by Cd‖φˆ1‖L∞e−t|η|2 |η|1−d which is an L1-
function with respect to η. By Lebesgue’s Dominated Convergence theorem, ψρ(ξ, t)→ 0
as ρ→ 0. From (5.1),
ψρ(ξ, t) ≤
∫
Rd
|φˆ1(ξ − η)||η|1−ddη =
∫
Rd
|φˆ1(η)|
|ξ − η|d−1 dη.
By Hardy-Littlewood-Sobolev inequality, ‖ψρ(·, t)‖L2ξ ≤ Cd‖φˆ1‖Lp where 1/p = 1/2 +
1/d. By Lebesgue’s Dominated Convergence theorem, ψρ → 0 in L2(Rd × (0, 1)). Then
(5.2) implies ‖u0‖BMO−1R → 0 as R→ 0. Therefore u0 ∈ VMO
−1
.
Now we show that u0 belongs to Besov space B˙
−α,∞
q . By Hausdorff–Young inequality,∥∥et∆u0∥∥Lqx . ∥∥F{et∆u0}∥∥Lpξ =
∥∥∥e−t|ξ|2 uˆ0∥∥∥
Lpξ
.
∥∥∥e−t|ξ|2 |ξ|1−d∥∥∥
Lpξ
= Cd,qt
−α/2.
6 Conclusion
The introduction of admissible functionals allows us to show that cascade solutions
are well-defined in appropriate spaces other than L∞. The norm of an admissible path
space naturally becomes an admissible functional. When χ0 belongs to an adapted value
space, the cascade solution can be realized as the limit of the expectations of “truncated”
stochastic multiplicative functionals. Therefore, cascade solution is the limit of a Picard
iteration and coincides with the mild solution. This observation is consistent with [3, 11].
Consequently, local existence is obtained when χ0 belongs to an adapted value space.
Global existence is obtained when χ0 is small in a critical adapted value space.
The majorizing Fourier transformed Navier-Stokes equation satisfies a domination
principle in Proposition 2.5. It follows from Jensen inequality and the fact that the
stochastic multiplicative functional has a symmetry property X→ |X|α, χ0 → |χ0|α for
any α > 0. This domination principle puts the cascade solution into spaces that might
not be easily seen from fixed point method (e.g. Proposition 5.2).
In our analysis, we have not exploited the geometric structure of the product a⊙ξ b =
−i(eξ · b)(piξ⊥a). This product has cancellation properties that are applicable to the
Navier-Stokes equations but not to the majorizing Navier-Stokes equation. For large |χ0|,
such cancellation properties could potentially prevent the size of XFNS from exploding
after finite time. On this regard, it is natural to conjecture that there exists ε > 0 such
that if |χ0| ≤ 1 + ε then Eξ,t[|XFNS|IS>t] <∞ for almost every (ξ, t) ∈ Rd × (0,∞).
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