Abstract
Introduction
Optical technologies can be used to build the high bandwidth, low latency interconnection networks required by high performance computing applications. Since it is impractical to build large networks by directly connecting all the attached nodes to each other, suitable network architectures and control techniques must also be developed to realize the full optical potential. The following two approaches have been used for designing networks.
Reducing direct connectiviQ. Packet switching techniques send messages through the network to their final destinations via intermediate nodes. Routing information added to each message is processed by electronic circuitry, requiring optical signals to be converted to electronic signals (and possibly buffered) at each routing step. This leads to under-utilization of the full capability of an optical interconnection.
*This work is supported in part by NSF award MIP-9633729 and by AFOSR award F49620-93-1-0023DEF to the University of Pittsburgh is shared via a sequence of sets of interconnections. The network automatically cycles through this sequence without intervention by the program, establishing each set of connections for a small time interval called a time slot. The length of a slot is chosen to be long enough to transmit a single message. For example, at 10 Gb/s a 30 ns time slot can be used to transmit four words of 64 bits. Each processor may communicate with another processor during the time slot when the network provides the connection it needs, The cycle can be short enough so that the path is again available when the processor has additional data to transmit. TDM requires the use of a global clock to synchronize the time slots for all the transmitters and receivers connected to the network. The actual data transmission, however, does not require a global clock as self-clocking can be used at the bit level [2] .
The set of paths provided by a network is determined by the state of the various network components, such as switches, registers, frequency assignments, etc. The collective state of the components is referred to as the network state. The required network state can be determined as soon as the application's communication requests are known. Depending on the network design and application requirements, this network state may need to change dur-ing program execution. Both determining and changing the network state are potential sources of communication delay. Techniques that determine the application's communication pattern and the required network states prior to program execution are called compiled communication, or static techniques [2, 101. Techniques that use information gathered at program execution time to determine which paths the program needs are called dynamic techniques.
To develop a control strategy for a circuit switched optical network, we can apply the well known concepts of locality of reference and working set. Managing the set of paths in use is similar to managing pages of virtual memory [3] . Circuit switched interprocessor communication networks will have different locality characteristics than LAN communications [8] or memories [7, 111. In section 2 of this paper we present a model-of the communication pattern of a parallel application. In section 3, we model the cost to communicate over a circuit switched network. The model is developed for compiled communication where the application's requirements are known prior to program execution. We show when TDM can reduce communication costs in terrps of network and application characteristics. To investigab the application factors that influence communication cost, in section 4 we quantify the concept of communication locality of reference and show how to identify the working set of communication paths used by an application. In section 5, we give particular attention to applications that consist of parallel loops. We show that communication cost and locality of reference are related in section 6.
The application model
To the interconnection network, an application appears as a sequence of requests for a network connection. These requests can originate on any node attached to the network. Each request can be characterized by its source, destination, message length, and arrival time. We model the requests using fixed length messages and represent arrival times by ordering messages in the sequence in which they are presented to the network. The network processes each request by providing a path connecting the message source and destination. We will represent the sequence of communication connection requests by 7 = P I , P2, . . ., where P; represent the source/destination pair ( s i , U!;) for the ith communication request.
We refine the model to express the looping structure common to parallel applications by letting 7 be the concatenation of the requests from a sequence of loops. Let P;, be the path required by the j t h communication request in the ith loop. Let L; be the sequence of requests generated by one iteration of loop i, so that L; = Pi,, P;z, Pi3, . . .. Let the number of iterations of loop i be Ti. We can describe the sequence of requests generated by this loop as LF, indicating that the sequence L; is concatenated to itself T;
times. The requests from an application with p loops can then be described by:
We will often be interested in the number of different paths used in loop i, and define this number to be Zi. We will also find it useful to deal with looping structures that have disjoint loops or distinct paths, as defined below. 
Cost of TDM compiled communication
When the communication requirements of an application are known at compile time, a compiler can determine the needs of different sections of the program and insert instructions for the hardware to establish the required circuits [lo] . This is called compiled communication, and can be more efficient than having the hardware establish a circuit for each individual connection request while the program is running. The term communication cost refers to the delays a program will encounter when communicating in a circuit switched network.
A network that uses time division multiplexing will automatically cycle through a sequence of network states. Each state provides a set of paths over which messages can be sent. The number of states in the cycle is referred to as the multiplexing degree which we will represent by K . Additional states are then created for successive groups of m different paths. We will call this algorithm the "m-path" method. If the number of paths in the application's working set is greater than m, this method will require frequent establishment of new network states.
Another method to satisfy the application's requirements is to use multiplexing to provide complete interconnection by dividing all possible paths into sets of size m, and then cycling through all these sets. This simulates a completely connected network, but may not perform well when the application requires only a small subset of these paths.
A third alternative is to combine the m path method with multiplexing by having the compiler establish K network states at once, and letting the network cycle through these states without further direction from the program. Network performance will be affected by our choice of the value of K. If K is too small, communication requests will be delayed often while a network state with the required connection is being established. If K is too large, communication requests may be delayed while the network provides connections that are not needed during a particular phase of program execution. The optimal choice of K will reflect a balance between the network's performance characteristics and the application's path requirements. We will assume that the network can alter the value of K during program execution.
We next develop a model of communication cost for an application with 1) an arbitrary sequence of requests, 2) a single loop, and finally 3) a sequence of loops.
The communication cost model
Establishing a network state during program execution requires only processor synchronization (to avoid inconsistent states) and loading the network state. We consider the time to load the state of the network components to be constant regardless of the multiplexing degree, and that, over time, all processors will encounter the same amount of delay at synchronization points. Thus the delay caused by the establishment of a new network state is modeled as a fixed value, Er.
When time division multiplexing is used, a program will be delayed when it attempts to use a path that is in the multiplexed state but is not established at the time of the request. On average, the length of the delay will be proportional to the degree of multiplexing. In the worst case, we could apply this delay to every communication request. Each request would have to wait for the network to move through the cycle before the required path became available. However, in a parallel system it is reasonable to assume that m requests will be generated and processed together, and thus the average total access cost required to handle q requests with multiplexing degree K is A, f 9 where A, is the length of a time slot.
To compute the cost of a sequence of communication Ti are multiplexed together with degree K, the cost for the partition is
Note that the degree of multiplexing(K) may be different from the number of states that are multiplexed together (U). This may occur when the multiplexed states share common paths, since a given path has to appear in a multiplexed state only once.
In general, if N I , . . . , Nu are network states that are to be combined into one multiplexed state, N', then the required multiplexing degree K is ' 2 j' . We can find the total cost of providing ' T in a multiplexed network by determining the value of X for each partition and summing the costs from expression (1) for all s/u partitions. The total cost of 7 in the multiplexed network is r 1
We can compare this expression to the cost in the nonmultiplexed network to determine when multiplexing reduces the total cost of communication. We rearrange the inequality to place all the network parameters on one side, and call the resulting term CY. We find that multiplexing all of 7 in groups of U states reduces cost when:
The right side of inequality (3) is determined by the way the sequence of communication requests can be grouped into network states of size m. Since the left hand side is constant for a given network, CY provides a threshold by which we can judge the application to determine when multiplexing 7 by combining groups of U states reduces cost.
In the special case where the degree of multiplexing is large enough to multiplex together all the states required by 7, there will be just one partition. If t is the number of different paths used in 7, this occurs when K = [Al.
We will refer to this as one-partition multiplexing, and to this value of K as the one-partition multiplexing degree.
We know that in this case the establishment costs will be minimized and inequality (3) can be reduced to:
To make further statements about the benefit of multiplexing we must know more about the structure of T. We begin the analysis in the following section by considering the communication pattern that arises from a single loop.
Communication cost in a single loop
Assume a single loop, L' , with 1 5 I L I different paths and a network where m < 1. Because the communication pattern repeats itself, we can restate inequality (4) in terms of the characteristics of a single loop iteration. We find that for one-partition multiplexing to reduce costs below the non-multiplexed case, it is sufficient that:
Since T >_ 2 and 1 > m, one-partition multiplexing will reduce costs whenever a > 4(LI.
We can determine the optimal degree of multiplexing for a loop that has distinct paths. In this case, the multiplexing degree is equal to the number of network states, U , that are combined. We can substitute values for a , s, and K into expression (2) to find the total cost:
we require only one network state. Assuming that 1 is a multiple of m and letting U = s, 1 7 1 = ~l , and K = A, we find:
Most of the reduction in establishment costs occurs with the first few degrees of multiplexing. Thus, the optimal degree of multiplexing may be less than the onepartition multiplexing degree. We can see how network characteristics and multiplexing degree affect cost with the example in Figure 1 . We consider the cost of a single loop with a fixed number of distinct paths, I , running on a network with fixed values of a and m. In the figure, we assume T is very large, = 8, and consider three networks with values of a / m equal to 8,20, and 32. When a / m = 8, the minimum cost occurs at K = 3 independent of the value of T . When a / m = 20, the optimal choice depends on the number of iterations as we have just seen.
When a / m = 32, one-partition multiplexing reduces cost even when T = 2. Thus, to determine the optimal multiplexing degree we must consider the relationship between network and application characteristics. The following Theorem whose proof is provided in [ 141 formalizes the conclusions.
Theorem 1: For a loop with 1 distinct paths and a network with 2 > 4, one-partition multiplexing is always optimal (has the lowest communication cost) when
5
E( 1 + &) and is never optimal when 2 2 E . If multiplexing the entire loop isn't optimal, then the optimal multiplexing degree is &&. 0
Combining loops with multiplexing
When an application has several loops, we can continue to increase the degree of multiplexing beyond that required by a single loop. When a single network state provides the total number of paths required by two adjacent loops, we can again reduce state establishment costs. The increased multiplexing degree will increase path access costs for both loops, however. When all the loops have the same number of paths and the loops are disjoint, we can show [14] that multiplexing will reduce cost when a > 1 7 1 rA1. Unlike inequality (5), this threshold for combining loops is affected by the number of iterations of each loop. Hence it can be much larger than the threshold developed for a single loop.
Application characteristics and cost
In the same sense that a provides a characterization of the network independent of the application, we would like to characterize the application independently from the network. To understand how applications might be characterized, consider the cost of the following two loops with distinct paths. Loop 1 has m + 1 paths and T iterations. Let q be any integer and let loop 2 have q(m + 1) paths and ~/ q iterations. Both loops require s = r(m+l) network states and, without multiplexing, have the same cost. However, the one-partition multiplexing degree and cost of loop 1 are less than the one-partition multiplexing degree and cost of loop 2. We would like to define a metric that encapsulates this characteristic of an application.
When the application consists of a single loop, the number of different paths used may be a reasonable measure of communication locality. However, this may not be an appropriate measure for applications that consist of a series of loops, or for a non-repeating sequence of communication requests. In the next section we develop a more general metric that incorporates the notions of temporal and spatial locality of reference and show how it is related to communication cost.
Modeling application locality
A communication pattern that is highly local is desirable for two reasons. First, high locality suggests that only a "small" number of different paths are required so that the application doesn't use many network resources at any one time. This loosely corresponds to the notion of high spatial locality. Thus, the basis of our locality metric is a logical grouping of communication requests into partitions that can be created in any arbitrary manner. Second, good locality also suggests that path utilization should be high, which means the paths provided should be reused often. This loosely corresponds to the notion of temporal locality. We combine these concepts of spatial and temporal locality in our locality metric. Small partition sizes coupled with high reuse of the paths in a partition means high locality. The choice of metric will necessarily reflect a balance between these two. That is, a reduction of spatial locality due to an increase in partition size can be offset by a gain in temporal locality due to an increase in the amount of reuse.
Recall that the sequence 7 can be broken into n sub-sequences such that 7 = TI, T2, . . . Tn. Each subsequence Ti is a partition of 7. The set of these partitions forms a partitioning of 7, denoted P ( 7 ) . Let M; be the set of all the different paths used in the partition Zl. Since a path may be used more than once in Ti, then IT;J 2 IM; I, where I Z I and [Mil are the number of paths in Ti and Mi, respectively. We define spatial locality of a partitioning to be inversely proportional to the average number of different paths used in its partitions. Fewer paths per partition means greater spatial locality. That is, Temporal locality is expressed in terms of the reuse of paths withinapartition. For partitionTi, the path reuse is EL ,M'i,. To encourage the formation of partitions with high path reuse, we use the root-sum-of-squares of this reuse to weight the temporal locality measure strongly toward such partitions. Thus, the temporal locality of a partitioning is defined as:
Temporal Locality ( P ( 7 ) ) = -n The communication locality of reference is defined as the product of these two measures.
There are many ways of forming partitions. For example, all communications can be placed in a single partition, the m-path algorithm can be used, or the partitions can be completely arbitrary. In our notation we will represent a sequence of communications requests as a sequence of numbers where each number represents a single use of a particular path. For clarity, the examples given in this paper will use small sequences and small values of m. It should be clear, however, that the concepts presented apply as well to arbitrarily large sequences and values of m.
Example 1: The sequence 7 = 1,2,2,1 represents the use of path 1, followed by path 2, followed by the reuse of paths 2 and 1. A partitioning of this sequence could be TI = 1,2,2 and T 2 = 1. In this case, M I = {1,2) and M2 = { 1). Using m-path partitioning with m = 1, we would have TI = 1, T2 = 2,2, T 3 = 1, and MI = {l}, M2 = {2}, M3 = (1). 0 We define the locality of a sequence to be the greatest locality attainable from any partitioning of the sequence.
Each of the partitions from the optimal partitioning contains a working set of communication paths. In the following lemma, we show that we can always increase the locality of a partitioning if we can divide one of the partitions into two pieces which have no paths in common. Lemma 2 then describes when locality is increased by joining adjacent partitions. The proofs of these lemmas are straightforward from the definition of locality.
Let P ( 7 ) be a partitioning of 7 with partitions T I , . . . , Z, . . . , Tn and let P ' ( 7 ) be a partitioning formed from T by splitting partition Ti into Till T i 2 so that P ' ( 7 ) = Tl, . . . ,Til, 2'2,. , . , T,. Let Mil and Mi2 be the set of paths corresponding to T ; 1 and Ti2, respectively. If Mil n Mi2 = 0 then Locality(P'(T)) > Locality(P(I)).
Let P ( 7 ) be a partitioning which has adjacent partitions Ti and Ti+l. Let Mi and Mi+l be the corresponding sets of paths. Let P ' ( 7 ) be a partitioning identical to P ( 7 ) except that Ti and Ti+] are joined into a single partition. If Mi M,+l, then Locality(P'(7)) > Locality(P(7)) whenever In the next section we again focus on looping applications, beginning with loops that are disjoint. We will determine when the greatest locality is obtained by placing all requests from each loop into a single partition. This partitioning corresponds to our intuitive notion that each loop forms a working set of paths. We will then consider loops that are not disjoint, first looking at two loops and then extending the discussion to any number of loops. We define the partitioning that places all requests from each loop into a separate partition to be the natural partitioning of the application and refer to it as PJJ. Intuitively, we expect this to be the partitioning with the greatest locality as long as the number of iterations of each loop is sufficiently large and the loops are sufficiently disjoint. To quantify these two conditions for general loop structures is rather complicated, if at all possible. Thus, in the next sections we will consider only special loop structures.
Locality of looping sequences

Sequences from disjoint loops
We can place an upper bound on the number of loop iterations needed to ensure that the natural partitioning of a sequence of disjoint loops has the maximum locality. The bound is presented in the following theorem whose proof is provided in [ 141. Table 1 shows several looping sequences, the sets of paths required by the natural and one-path partitionings, and the resulting locality. For these sequences, the number of iterations is large enough to ensure that the natural partitioning has the greatest locality. The locality of the one path partitioningis very low because there is littleor no path reuse, so that temporal locality is low. The large number of partitions means that the sum of the partition sizes will be large, making spatial locality low as well.
Locality of two non-disjoint loops
Lemma 2 can be applied when the paths used by one loop are a subset of paths used by an adjacent loop. In this section we show how overlap between adjacent loops can be handled.
The locality when the paths from two adjacent loops are combined into a single partition is determined by the sequence length 1 7 1 , the number of distinct paths in each loop (11 and lz), and the amount of overlap between these sets of paths. We define the overlap v to be the number of times paths reappear in different partitions. The overlap between L1 and LZ is thus 3 = I I + 12 -IM1 U M 4 . Note that when the total number of requests is fixed the locality of the natural partitioning still depends on T~ and r2, while the locality of the combined partitioning depends only on the total sequence length. We define ~1 ,~;~ to be the value of T I which gives the minimum locality value possible for the natural partitioning.
We can most easily investigate the relationship between the locality of a combined partitioning and the natural partitioning by considering two loops with the same number of distinct paths, so that I = 11 = 12 = ILI I = IL21. We assume the loops have I ' paths in common, so v = 1'. Since lLll = IL21, the length of the sequence is constant when the total number of iterations is constant. We can compute the ratio of the locality of a combined partitioning to the locality of the natural partitioning to be: This ratio is plotted in Figure 2 . The graph is symmetric because of the assumption that IL1J = 1,521. When lLll # IL21 the graph becomes skewed, with the peak moving toward the left when JL11 < IL2). The amount of overlap required for the combined partitioning to have the greatest locality is stated in the following Lemma. The proof is given in [ 141.
Lemma 3:
Consider an application consisting of two loops which use an equal number of different paths, so that 11 = 12. Assume the loops have I ' paths in common.
The natural partitioning of this application will always have locality greater than the combined partitioning when (l'/Z) 5 0.318. The combined partitioning of this application will always have locality greater than the natural partitioning when (Z'/Z) 2 0.586.
Locality of multiple non-disjoint loops
We can investigate the effect of combining more than two non-disjoint loops if we assume that all loops have the same number of distinct paths and the same number of iterations. Consider an application with p such loops with r iterations and I paths. Let Mi be the set of paths used by loop i. The locality of the natural partitioning of thep loops is 6 . Create a new partitioning by combining U adjacent loops together into a single partition. We can generalize the definition of overlap v used in the last section and note that the number of times paths are reused among the U loops is U = Z ; -1 U; ==, Mil. If we further assume that the overlap is the same for each group of U loops, we find the locality of the new partitioning to be: Table 2 . Partitioning overlapping loops.
One application with the same overlap in each group of U loops has 1' paths common to all loops, and 1 -I ' paths in each loop which are disjoint. In this case, we find U = (U -1)Z'. For this application, the locality of the combined partitioning relative to the natural partitioning is shown in Figure 3 . When there is little or no overlap, the natural partitioning always has the greatest locality. As the amount of overlap increases, locality is increased by combining loops into a single partition. For a given amount of overlap, we can determine the number of loops to be combined to attain the optimal locality. For example, if the application is (1,2,3,4)r( 1,2,5,6)'( 1,2,7,8)' then 1'/1= .5. From Figure 3 we can see that we get the greatest locality when all three loops are combined into a single partition. Table 2 shows examples of partitionings for loops that overlap.
In this section we have argued that for sufficiently disjoint loops and a sufficiently large number of repetitions, the natural partitioning of an application provides the greatest locality of any partitioning, so that the communication working set is defined by loop boundaries. From the cost model, we found that communication costs can often be minimized by multiplexing to the degree that provides all the paths required by a loop. This similarity suggests that locality is an application characteristic that can be useful in determining the working set of paths that a network must provide in order to minimize communication costs. In the next section, we develop similar properties that partially order applications by cost and by locality, and look at some example sequences.
Locality and the cost of communication
From the definitions of cost and locality we can develop properties for partially ordering applications, assuming the natural partitioning and one-partition multiplexing is used in each loop. The properties show that similar sequences of equal length will often be ordered in a corresponding way by cost and locality. Equality or inequality in the cost properties is determined by the network's value of m. For an equal number of requests, a loop with fewer paths will have greater locality and may cost less than a loop with more paths.
Property 3:
Given two sequences, L1 and L2, and iteration values r l 1 ~2~ T ; , and T ; where T I < T ; , 11 < 12, andr1IL1I +T21L21 = T{IL11 +T;IL2I:
When loops have a different number of paths, the distribution of requests between two loops affects cost and locality. As the proportion of requests in the loop with fewer paths increases, cost may decrease. Above a threshold value, locality increases. The need for the threshold is shown by an example. Note that (1, 2)14(3, 4,5, 6)28 has less locality than (1,2)'0 (3, 4, 5, 6 )", and it also costs less.
In general, looping sequences with disjoint sets of paths and a sufficient number of iterations will be placed in the same partial order by both locality and cost. Request Sequence (1,2,3,4,. . . , 9)'"   (1,2,3,4 Table 3 shows the locality, non-multiplexed cost, and multiplexed cost for several example communication patterns. The ordering obtained from the locality measure in expression (10) follows the intuitive notion of locality. For computing costs, a was set at 10. Since very little of the multiplexing cost is state establishment cost, changing the value of a has very little effect on the total multiplexed costs. Decreasing LY reduces the non-multiplexed costs, so that multiplexing reduces cost only for the most local sequences. Increasing a increases the non-multiplexed costs and the advantage of multiplexing.
Although the non-multiplexed cost can be low for some sequences with good locality, other sequences with good locality incur a large non-multiplexed cost. Additionally, sequences with equivalent non-multiplexed costs can have very different locality characteristics. There is a much stronger relationship between locality and cost when mul-tiplexing is used. Multiplexing provides lower cost for sequences with greater locality. This ability to exploit locality is true for any value of a. This means that high locality is associated with low multiplexed cost regardless of the network characteristics.
Conclusions
The cost of controlling a interconnection network is a major concern in circuit switched optical networks since this cost can be very high relative to the cost of data transmission. Time division multiplexing is a technique that can be used to reduce the cost of establishing the required circuits. We analyzed the cost of circuit switched communications when the communication pattern can be determined by the compiler. A similar technique can be applied to dynamically controlled networks. We considered applications that contain parallel loops and quantified the cost reduction possible with multiplexing in terms of network and application characteristics. This information can be used by a compiler to determine the optimal degree of multiplexing. Costs can often be reduced by multiplexing together all the network states that provide the paths used in a loop.
Locality is a characteristic of the application that, in some cases, can be understood before the application is executed. While the locality measure provides an objective basis for determining the working set of communication paths, the real significance is the correspondence between locality and cost. Locality can be used as a tool to predict communication performance of an application without regard to the network on which the application will be implemented. The programmer can take expected communication performance into consideration when choosing the most appropriate algorithm to solve a specific problem.
The exact relationship between locality and communication cost depends on many factors such as the network parameters, the order of the communication requests and the number of paths used. The communication cost in a multiplexed network generally corresponds better to the locality of the application than does the cost in a non-multiplexed network. Thus multiplexing can be a valuable tool to exploit the locality of references and reduce communication costs in optical networks.
