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Abstract
Superregular matrices are a type of lower triangular Toeplitz matrix that arises in the context of con-
structing convolutional codes having a maximum distance proﬁle. These matrices are characterized by the
property that the only submatrices having a zero determinant are those whose determinants are trivially zero
due to the lower triangular structure. In this paper, we discuss how superregular matrices may be used to
construct codes having a maximum distance proﬁle. We also present an upper bound on the minimum size a
ﬁnite ﬁeld must have in order that a superregular matrix of a given size can exist over that ﬁeld. This, in turn,
gives an upper bound on the smallest ﬁeld size over which an MDP (n,k,δ) convolutional code can exist.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Convolutionalcodesareaclassoferror-correctingcodesthathaveenjoyedwideuseinpractical
applications due to the existence of efﬁcient non-algebraic decoding algorithms. From a mathe-
matical standpoint, however, the situation is still rather unsatisfying, as there are relatively few
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algebraic constructions of convolutional codes having provably good distance properties or an
accompanying algebraic decoding algorithm. Recent years have seen interesting developments in
the algebraic theory of convolutional codes: the papers [5,7,8,12] extend the notion of cyclicity
familiar from block code theory to convolutional codes; the papers [3,9] investigate weight enu-
meratorsandtheexistenceofaMacWilliamsIdentityforconvolutionalcodes;thepaper[15]uses
methods from systems theory to construct convolutional codes having a designed distance; and
the papers [4,6,11,14,17] contain results concerning convolutional codes having certain maximal
distance properties. Motivated by existence results proved in this last set of papers, we decided to
investigateso-calledsuperregularmatrices.Thesematricesarisewhenoneconsiderstheproblem
of constructing convolutional codes having a maximum distance proﬁle.
The remainder of this paper is structured as follows. The rest of this section contains a brief
introduction to convolutional codes, the maximum distance proﬁle property, and the superregu-
larityproperty.InSection2,wediscusshowsuperregularmatricesmaybeusedtoconstructcodes
having a maximum distance proﬁle. In Section 3, we present an upper bound on the minimum
ﬁeld size required for a superregular matrix of a given order to exist. In Section 4, we give some
possible directions for future research in this area.
We ﬁrst recall material from the theory of convolutional codes relevant to the presented work.
Let F be a ﬁnite ﬁeld. A convolutional code C of rate k/n is a rank-k direct summand of the
polynomial module F[z]n. The elements of C are called codewords; when convenient, we will
also view codewords as elements of Fn[z]. As a summand of F[z]n, C may be viewed as the
column space of a basic generator matrix G(z) ∈ F[z]n×k; any other generator matrix of C may
be obtained through multiplying G(z) by some unimodular matrix U(z)∈ F[z]k×k. It is well-
known (see, for example [2]) that we may assume G(z) to be minimal, which means that its
high-order coefﬁcient matrix has full rank. The jth column degree of G(z), δj, is the maximum
degree possessed by an entry of the jth column of G(z). The degree of C is the maximum degree
of a polynomial determinant of a k × k submatrix of G(z). A code of rate k/n and degree δ will
be referred to as an (n,k,δ)-code.
We will be looking at convolutional codes from the point of view of linear systems theory, and
we next describe brieﬂy how this viewpoint is connected to the definition above. Throughout,
0 will be understood to be the zero matrix or vector of the appropriate size. Given matrices
A ∈ Fδ×δ,B ∈ Fδ×k,C ∈ F(n−k)×δ, and D ∈ F(n−k)×k, with (A,B) a controllable pair and
(A,C)anobservablepair,onecanuseasequence{ut}t0 ofk-vectorsoverFtoproducesequences
{xt}t0 of δ-vectors and {yt}t0 of (n − k)-vectors via the equations
xt+1 = Axt + But,
yt = Cxt + Dut, (1.1)
x0 = 0.
Ifthereexistsad ∈ N0 suchthatxd+1 = 0andut = 0fort  d + 1,wecall{vt}d
t=0 =
  
yt
ut
  d
t=0
a ﬁnite-weight sequence for (A, B, C, D).
As explained in [15], the set of ﬁnite-weight sequences for (A,B,C,D)corresponds with
an (n,k,δ)-code C. More specifically, {v0,v 1,...,v d−1,v d} is a ﬁnite-weight sequence for
(A,B,C,D) if and only if vd + vd−1z +···+v1zd−1 + v0zd ∈ C. Let G(z) be a minimal
generator matrix for C. We form the matrix G(z) by replacing the entry gij(z) of G(z) by
zδjgij(z−1). G(z) is also a minimal generator matrix of an (n,k,δ)-code C, and the codes C
and C are related by the fact that vd + vd−1z +···+v1zd−1 + v0zd ∈ C if and only if v0 +R. Hutchinson et al. / Linear Algebra and its Applications 428 (2008) 2585–2596 2587
v1z +···+vd−1zd−1 + vdzd ∈ C [10]. To summarize, then, {v0,v 1,...,v d−1,v d} is a ﬁnite-
weight sequence for (A,B,C,D)if and only if v0 + v1z +···+vd−1zd−1 + vdzd ∈ C. In light
ofthis,wewillalsorefertothesetofﬁnite-weightsequencesfor(A,B,C,D)asan(n,k,δ)-code,
the sequences themselves as codewords, and C as the code represented by (A,B,C,D).
In considering the potential performance of a code, one is often interested in the question of
how many errors may be introduced to a codeword without jeopardizing the ability of a decoder
to correct them. This leads to measures of distance for convolutional codes, which are deﬁned via
the Hamming weight. More precisely, if v := {vt}d
t=0 is a codeword, then the weight of v, wt(v),
is given by
wt(v) :=
d  
i=0
wt(vi).
The distance measure to which the results presented in this work are related is called the column
distance. Column distances are relevant to the performance of sequential decoding algorithms
(see, for example [13]) and are deﬁned as follows:
Deﬁnition 1.1. Let C be a convolutional code. The jth column distance of C, dc
j(C), is deﬁned
by
dc
j(C) := min
v∈C
⎧
⎨
⎩
j  
i=0
wt(vi)| v0 / = 0
⎫
⎬
⎭
(where if v ={ vt}d
t=0 and j>d , then vi = 0 for d<i j).
In [6], the following results concerning column distances are proved.
Proposition 1.2. Let C be an (n,k,δ)-code, and set L :=
 δ
k
 
+
 
δ
n−k
 
. Then
1. dc
j(C)  (j + 1)(n − k)+ 1 ∀j ∈ N0.
2. If dc
j(C) = (j + 1)(n − k)+ 1 for some j, then dc
i (C) = (i + 1)(n − k)+ 1 ∀ i ∈
{0,1,...,j}.
3. If dc
j(C) = (j + 1)(n − k)+ 1, then j  L.
An (n,k,δ)-code C is said to be maximum distance proﬁle (MDP)i fdc
L(C) = (L + 1)(n −
k)+ 1. If C is MDP, then it follows from statement 2 of Proposition 1.2 that dc
j(C) = (j +
1)(n − k)+ 1 for all j ∈{ 0,1,...,L}. In other words, the column distances of an MDP code are
maximal for as long as possible.
We end this section with two definitions.
Deﬁnition 1.3. Consider a lower triangular block Toeplitz matrix
T :=
⎡
⎢
⎢
⎢
⎢
⎣
T1 0 ··· 0
T2 T1
...
. . .
. . .
...
... 0
Tγ ··· T2 T1
⎤
⎥
⎥
⎥
⎥
⎦
∈ Fγ(n−k)×γk,2588 R. Hutchinson et al. / Linear Algebra and its Applications 428 (2008) 2585–2596
whereeachblockhassize(n − k)× k.Letm ∈{ 1,2,...,min{γ(n− k),γk}}.LetI := {i1,...,
im}, with i1 < ···<i m, be a set of row indices of T and J := {j1,...,j m}, with j1 < ···<j m,
a set of column indices of T. We denote by T
i1,...,im
j1,...,jm the m × m submatrix of T formed by
intersecting the rows indexed by the members of I with the columns indexed by the members of
J. T
i1,...,im
j1,...,jm is said to be proper if, for each ν ∈{ 1,2,...,m}, the inequality jν 
 
iν
n−k
 
k holds.
Setting n = 2 and k = 1 gives a lower triangular Toeplitz matrix, and we have
Deﬁnition 1.4. A lower triangular Toeplitz matrix
T :=
⎡
⎢
⎢
⎢
⎢
⎣
t1 0 ··· 0
t2 t1
...
. . .
. . .
...
... 0
tγ ··· t2 t1
⎤
⎥
⎥
⎥
⎥
⎦
∈ Fγ×γ
is said to be superregular if every proper submatrix of T has a nonzero determinant.
One can see that, for any γ ∈ N, there exists a ﬁnite ﬁeld over which a superregular matrix of
order γ exists (see Section 4). This leads to the problem of determining the smallest such ﬁeld
for a given γ. As we will see, a solution to this problem would give an upper bound on the size of
the smallest ﬁnite ﬁeld over which an MDP (n,k,δ)-code can exist. In Section 3, we take a ﬁrst
step toward solving this problem.
2. Using a superregular matrix to construct an MDP convolutional code
By iterating the equations of (1.1), we see that, if a sequence {vt}
j
t=0 =
  
yt
ut
  j
t=0
consists of
the ﬁrst j + 1 vectors of a codeword, then it must satisfy the matrix equation
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
D 0 ··· ··· 0
CB D
...
. . .
−I(j+1)(n−k) CAB CB
...
...
. . .
. . .
. . .
...
... 0
CAj−1BC A j−2B ··· CB D
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
y0
y1
. . .
yj
u0
u1
. . .
uj
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
= 0. (2.2)
Consider the matrix
TL :=
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
D 0 ··· ··· 0
CB D
...
. . .
−I(L+1)(n−k) CAB CB
...
...
. . .
. . .
. . .
...
... 0
CAL−1BC A L−2B ··· CB D
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
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If C is to be an MDP code, then the right-hand side of the matrix TL must have the property that
all of its proper submatrices have a nonzero determinant [11]. This property will be referred to as
the MDP property for the matrix TL.
In [6], it is shown that, for parameters (n,k,δ)such that (n − k)|δ, there exist MDP (n,k,δ)-
codesoverﬁniteﬁeldsofarbitrarycharacteristic.Theideaisthatonecanuseasuperregularmatrix
of order (L + 1)(n − 1) to form a matrix having the shape of TL and having the MDP property.
One then uses this matrix to ﬁnd a parity check matrix for an MDP (n,k,δ)-code. We should note
that the work in [6] makes use of the polynomial module representation of a convolutional code
instead of the (A,B,C,D)-representation considered in this paper.
As it turns out, one can do something similar if (n − k)δ. The approach is derived from [10]
and works for all parameters (n,k,δ). Let r be the remainder of δ on division by n − k. Let T be
a superregular matrix of order (L + 1)(n − 1) if r = 0 and (L + 1)(n − 1) + k + r − 1i fr/ = 0.
The ﬁrst “cutting out” step is done as in [6]: for l ∈{ 0,...,L}, set
Fl := T
l(n−1)+k,l(n−1)+k+1,...,(l+1)(n−1)
1,2,...,k . (2.4)
If r/ = 0, partially deﬁne the (n − k)× k matrix FL+1 through
FL+1 :=
 
T
(L+1)(n−1)+k,...,(L+1)(n−1)+k+r−1
1,...,k
∗
 
,
where the bottom n − k − r rows, denoted by ∗, are to be determined so that the sequence of
matrices {F1,F 2,...,F L+1} has a minimal partial realization (A,B,C)with A of order δ (for
(A,B,C)to be a partial realization means that CAi−1B = Fi for i ∈{ 1,2,...,L+ 1}); that we
can do this follows from [10][Theorem 4.3]. Setting D := F0, we may then form a matrix TL
as in (2.3). By construction, this matrix has the MDP property. In other words, the (n,k,δ)-code
represented by (A,B,C,D)is MDP.
We next consider an example to illustrate how one can ﬁnd an MDP code using a superregular
matrix. Consider the matrix
T :=
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
100000 0 0
ω 10000 0 0
ω9 ω 1000 0 0
ω33 ω9 ω 100 0 0
ω33 ω33 ω9 ω 10 0 0
ω9 ω33 ω33 ω9 ω 10 0
ωω 9 ω33 ω33 ω9 ω 10
1 ωω 9 ω33 ω33 ω9 ω 1
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
deﬁned over F64, where ω is a root of the primitive polynomial x6 + x + 1 ∈ F2[x] and thus a
primitive ﬁeld element. One may check that T is superregular. We set (n,k,δ) = (3,2,2) for
this example, which means that r = 0, L = 3 and (L + 1)(n − 1) = 8. We may thus use T to
ﬁnd an MDP (3,2,2)-code. Using (2.4), we form the matrices
F0 := [ω 1],F 1 := [ω33 ω9],F 2 := [ω9 ω33],F 3 := [1 ω].
We then compute a minimal partial realization
A :=
 
ω62 ω3
ω15 ω56
 
,B :=
 
10
01
 
,C :=
 
ω33 ω9 2590 R. Hutchinson et al. / Linear Algebra and its Applications 428 (2008) 2585–2596
for the matrix sequence {F1,F 2,F 3} and set D := F0. Since the matrix
⎡
⎢
⎢
⎣
1000 ω 10000 0 0
0100ω33 ω9 ω 100 0 0
0010ω9 ω33 ω33 ω9 ω 10 0
0001 1 ωω 9 ω33 ω33 ω9 ω 1
⎤
⎥
⎥
⎦
has the MDP property, the code generated by (A,B,C,D)is an MDP (3,2,2)-code. A minimal
generator matrix for this code is
G(z) =
⎡
⎣
ω36 + ω54zω 49 + ω6z
ω56 + ω62zω 48 + ω47z
ω15 z
⎤
⎦
and one can verify that
H(z)=
 
1 + ω57z + ω62z2 ω + ω44z + ω54z2 1 + ω17z + ω21z2 
is a parity check matrix. We observe that H(z)is the parity check matrix that one would have
obtained by following [6, Appendix C].
3. An upper bound for the required ﬁeld size
A fundamental question to consider in trying to better understand superregular matrices is that
of how large a ﬁnite ﬁeld must be so that a superregular matrix of a given order can exist over
that ﬁeld. For example, no 3 × 3 superregular matrix exists over the ﬁeld F2. By definition, all
entries in the lower triangular part of a superregular matrix must be nonzero, which leaves only
the matrix ⎡
⎣
100
110
111
⎤
⎦;
thismatrixisclearlynotsuperregular,sincethelowerleft2 × 2submatrixhasazerodeterminant.
In this section, we give an upper bound on the required ﬁeld size by using a counting argument.
We begin with two lemmas.
Lemma 3.1. Let i ∈ N0 and γ ∈ N. Deﬁne
Si,γ :=
 
{sl}i+1
l=0 ∈ Ni+2
0 |0 = s0 <s 1 < ···<s i+1 = γ, sj + si−j+1  γ
for j ∈
 
0,1,...,
 
i
2
   
and
Ti,γ :=
 
{tl}i+1
l=0 ∈ Ni+2
0 |0 = t0 <t 1 < ···<t i+1 = γ,
m  
l=0
(−1)l(tl+1 − tl)  0
for m ∈{ 0,1,...,i}
 
.
Then |Si,γ|=| Ti,γ|.R. Hutchinson et al. / Linear Algebra and its Applications 428 (2008) 2585–2596 2591
Proof. We construct injective functions f : Si,γ → Ti,γ and g : Ti,γ → Si,γ. Throughout the
proof, t−1 and s−1 are deﬁned to be 0.
Let {sl}i+1
l=0 ∈ Si,γ. Starting with j = 0, form the sequence {tl}i+1
l=0 using the recursive formulae
t2j+1 := t2j + si−j+1 − si−j, (3.5)
t2j := t2j−1 + sj − sj−1. (3.6)
It follows immediately that {tl}i+1
l=0 is a strictly increasing sequence and that t0 = 0. Rewriting
these formulae gives the identities
tl+1 − tl = si− l
2+1 − si− l
2
l even (3.7)
tl+1 − tl = sl+1
2
− s l+1
2 −1 l odd. (3.8)
Recalling the definition of the set Si,γ and using the identities (3.7) and (3.8), one sees that, for
m ∈{ 0,1,...,i}
m  
l=0
(−1)l(tl+1 − tl)= si+1 + s0 −
 
s  m
2   + si− m
2  
 
= γ −
 
s m
2   + si− m
2  
 
 γ −
 
s  m
2   + si− m
2  +1
 
 0.
Using the identities (3.7) and (3.8) again and recalling that t0 = s0 = 0, one also sees that
ti+1 = ti+1 − t0 =
i  
l=0
(tl+1 − tl) = si+1 − s0 = si+1 = γ.
Itfollowsthat{tl}i+1
l=0 ∈ Ti,γ.Wemaythusdeﬁneafunctionf : Si,γ → Ti,γ throughf({sl}i+1
l=0) =
{tl}i+1
l=0, where {tl}i+1
l=0 is deﬁned via (3.5) and (3.6). It follows immediately from these formulae
that f is injective.
Wenextdeﬁneafunctiong : Ti,γ → Si,γ byrewriting(3.5)and(3.6).Let{tl}i+1
l=0 ∈ Ti,γ.Form
the sequence {sl}i+1
l=0 using ﬁrst the recursive formula
sj := sj−1 + t2j − t2j−1 (3.9)
for j ∈
 
0,...,
  i
2
  
and then
si−j+1 := si−j + t2j+1 − t2j (3.10)
forj ∈
 
0,...,
  i
2
   
starting with j =
  i
2
  
.Itisagainimmediatethat{sl}i+1
l=0 isstrictlyincreas-
ing and that s0 = 0. Noting that the identities (3.7) and (3.8) again apply, we see that
si+1 = si+1 − s0 =
i  
l=0
(tl+1 − tl) = ti+1 − t0 = ti+1 = γ.
As m ranges over the odd numbers of the set {1,...,i},
 m
2
 
ranges over the set
 
1,...,
  i
2
  
.
Since s0 = 0 and s0 + si+1 = γ,w eh a v e2592 R. Hutchinson et al. / Linear Algebra and its Applications 428 (2008) 2585–2596
γ −
 
s  m
2   + si−  m
2  
 
= γ −
 
s  m
2   + si− m
2  +1
 
= si+1 + s0 − (s  m
2   + si−  m
2  +1)
=
m  
l=0
(−1)l(tl+1 − tl)
 0
for these odd values of m. We thus see that sj + si−j+1  γ for j ∈
 
0,1,...,
  i
2
  
. It follows
that {sl}i+1
l=0 ∈ Si,γ. Just as in the ﬁrst part of the proof, we obtain a function g : Ti,γ → Si,γ
through g({tl}i+1
l=0) ={ sl}i+1
l=0, which is clearly injective. We conclude that |Si,γ|=| Ti,γ|. 
Lemma 3.2. Consider the lower triangular Toeplitz matrix of indeterminates
X :=
⎡
⎢
⎢
⎢
⎢
⎣
x1 0 ··· 0
x2 x1
...
. . .
. . .
...
... 0
xγ ··· x2 x1
⎤
⎥
⎥
⎥
⎥
⎦
∈ F[x1,x 2,...,x γ]γ×γ.
Let P denote the set of polynomials in which xγ appears that arise as the determinant of at least
one proper submatrix of X. Then
|P| 
1
2
 
1
γ
 
2(γ − 1)
γ − 1
 
+
 
γ − 1  
γ−1
2
 
  
.
Proof. Throughout the proof, we take {1,2,...,s− 1} to be the empty set if s = 1. Similarly,
we take {2,...,γ − 1} to be the empty set if γ = 1o r2 .
Sinceweareconcernedonlywithdeterminantsinwhichxγ appears,werestrictourattentionto
thesubmatrixX
γ
1 andthesubmatricesX
i1,i2,...,is−1,γ
1,j1,...,js−1 withs ∈{ 2,...,γ − 1}.Bydoingacofactor
expansion along the ﬁrst column of X
i1,i2,...,is−1,γ
1,j1,...,js−1 , we see that xγ appears in det
 
X
i1,i2,...,is−1,γ
1,j1,...,js−1
 
if and only if det
 
X
i1,i2,...,is−1
j1,j2,...,js−1
 
/ = 0. This is the case if and only if X
i1,i2,...,is−1
j1,j2,...,js−1 is a proper
submatrix of X [11], in other words if and only if jν  iν for all ν ∈{ 1,2,...,s− 1}. Thus, we
are interested in the set of pairs of sequences ({2  i1 < ···<i s−1  γ − 1},{2  j1 < ···<
js−1  γ − 1}), where jν  iν for all ν ∈{ 1,2,...,s− 1} and s ∈{ 2,...,γ − 1} Denote this
set by Nγ.
We next observe that jν  iν if and only if γ − iν + 1  γ − jν + 1. We also observe that
X
γ−js−1+1,γ−js−2+1,...,γ
1,γ−is−1+1,...,γ−i1+1 is the transpose of X
i1,i2,...,is−1,γ
1,j1,...,js−1 about the antidiagonal of X.I n
fact, since X is symmetric about its antidiagonal, X
γ−js−1+1,γ−js−2+1,...,γ
1,γ−is−1+1,...,γ−i1+1 is the transpose of
X
i1,i2,...,is−1,γ
1,j1,...,js−1 abouttheantidiagonalofX
i1,i2,...,is−1,γ
1,j1,...,js−1 .Sincetransposeabouttheantidiagonaldoes
not affect the determinant, it follows that det
 
X
i1,i2,...,is−1,γ
1,j1,...,js−1
 
= det
 
X
γ−js−1+1,γ−js−2+1,...,γ
1,γ−is−1+1,...,γ−i1+1
 
.
LetN 
γ denotethesubsetofNγ consistingofthosepairsofsequencessatisfying({2  i1 < ···<
is−1  γ − 1},{2  j1 < ···<j s−1  γ − 1}) = ({2  γ − js−1 + 1 < ···<γ− j1 + 1,
γ − 1},{2  γ − is−1 + 1 < ···<γ− i1 + 1  γ − 1}). From the preceding observations, it
follows that |P|  1
2(|Nγ|+| N 
γ|).R. Hutchinson et al. / Linear Algebra and its Applications 428 (2008) 2585–2596 2593
By observing that the members of Nγ are in bijective correspondence with the members of
the set considered in problem (j5) of [18][page 11] (with n = γ − 1), one sees that |Nγ|=
1
γ
 
2(γ − 1)
γ − 1
 
, and it thus remains to compute |N 
γ|. To do this, we ﬁrst observe that, if ({2 
i1 < ···<i s−1  γ − 1},{2  j1 < ···<j s−1  γ − 1}) ∈ N 
γ, then γ − iν = js−ν − 1 for
all ν ∈{ 1,2,...,s− 1}. It follows that this pair of sequences is completely determined by
the s − 1 integers w1 := j1 − 1,w 2 := j2 − 1,...,w s−1 := js−1 − 1. Since ({2  i1 < ···<
is−1  γ − 1},{2  j1 < ···<j s−1  γ − 1}) ∈ Nγ,w eh a v ejν = wν + 1  γ − ws−ν = iν
for all ν ∈
 
1,...,
 
s−1
2
  
. These inequalities may be rewritten as wν + ws−ν  γ − 1. In
other words, {0,w 1,...,w s−1,γ − 1}∈Ss−1,γ−1. Thus, each member of N 
γ may be associated
with a unique member of Ss−1,γ−1. Similarly, each member of Ss−1,γ−1 may be associated
with a unique member of N 
γ. We therefore have that |N 
γ|=
 γ−2
y=0 |Sy,γ−1|. From Lemma
3.1, we know that
 γ−2
y=0 |Sy,γ−1|=
 γ−2
y=0 |Ty,γ−1|, and so it is sufﬁcient to compute
 γ−2
y=0 |Ty,γ−1|.
Suppose {tl}s
l=0 ∈ Ts−1,γ−1. To this sequence, we may associate a nonnegative planar walk
of length γ − 1 with s + 1 vertices. The walk begins at the origin, and steps are given by
the vectors (1,1) and (1,−1). The vertices of the walk are the origin, the endpoint of the
walk, and the points where the direction of the walk changes from up to down or from down
to up. We make the association by letting ti be the x-coordinate of the ith vertex. The non-
negativity of the walk is guaranteed by the condition deﬁning membership in Ts−1,γ−1. Con-
versely, the x-coordinates of the s + 1 vertices in a nonnegative planar walk of length γ − 1
may be used to form a sequence in Ts−1,γ−1. Therefore, this association gives a bijective cor-
respondence between sequences in ∪
γ−2
y=0Ty,γ−1 and nonnegative planar walks of length γ −
1. It is a fact (see, for example [1]) that the number of nonnegative planar walks of length
γ − 1i sg i v e nb y
 
γ − 1  
γ−1
2
 
 
. This means that
 γ−2
y=0 |Ty,γ−1|=
 
γ − 1  
γ−1
2
 
 
. Consequently, |N 
γ|=
 
γ − 1  
γ−1
2
 
 
. 
Set Bγ := 1
2
 
1
γ
 
2(γ − 1)
γ − 1
 
+
 
γ − 1  
γ−1
2
 
  
. We then have the following theorem.
Theorem 3.3. Let F be a ﬁnite ﬁeld such that |F| >B γ. Then, there exists a superregular matrix
of order γ over F.
Proof. The proof is by induction. The claim is clearly true if γ = 1. Suppose that the claim holds
for γ = k, and let F be a ﬁnite ﬁeld such that |F| >B k+1. Since Bk+1  Bk, we may assume that
a superregular matrix
Tk :=
⎡
⎢
⎢
⎢
⎢
⎣
t1 0 ··· 0
t2 t1
...
. . .
. . .
...
... 0
tk ··· t2 t1
⎤
⎥
⎥
⎥
⎥
⎦
of order k exists over F. We want to see that we may substitute an element of F for x in the
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Tk+1 :=
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
t1 0 ··· ··· 0
t2 t1
...
. . .
. . .
...
...
...
. . .
tk
...
... 0
xt k ··· t2 t1
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
,
sothatitisalsosuperregular.ThiswillbethecaseifandonlyifwemaysubstituteanelementofF
forx sothatallofthedeterminantsofsubmatricesinwhichx appearsarenonzero(thedeterminants
of all other proper submatrices are already nonzero, since Tk is assumed to be superregular).
By Lemma 3.2, there are at most Bk+1 such determinants. Noting that these determinants are all
linear in x, it follows that, since |F| >B k+1, we may ﬁnd such an element of F. This completes
the proof. 
Recalling how a superregular matrix can be used to construct an MDP (n,k,δ)-code, we have
Corollary 3.4. Let r be the remainder of δ on division by n − k. Let F be a ﬁnite ﬁeld satisfying
|F| >B (L+1)(n−1) or |F| >B (L+1)(n−1)+k+r−1 as r = 0 or r/ = 0, respectively. Then, an MDP
(n,k,δ)-code exists over F.
For small values of γ, we were able to determine the exact minimum ﬁeld size required for
the existence of a superregular matrix of order γ. The results may be seen in Table 1. Note that
we do not claim that each ﬁeld having a size larger than the minimum required size admits the
existence of a superregular matrix, though computer searches have led us to believe that this is in
fact the case. Looking at Table 1, it is apparent that the upper bound Bγ + 1 grows much more
quickly than the minimum required ﬁeld size.
It is still an open problem as to how this bound may be reﬁned. Based on examples in [6], we
performed computer searches that led us to make the following conjecture; if true, it would offer
a significant improvement to the bound given above:
Conjecture 3.5. For γ  5, there exists a superregular matrix of order γ over the ﬁeld F2γ−2.
4. For future research: ﬁnding a construction
At this point, little is understood about how to construct superregular matrices. The problem
of ﬁnding constructions appears to be a very hard one. One must ﬁnd a way of guaranteeing that
Table 1
Comparison of minimum required ﬁeld size and Bγ + 1
γ Minimum required ﬁeld size Bγ + 1
33 3
45 5
57 1 1
61 1 2 7
71 7 7 7
8 31 233
9 59 751
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all proper submatrices with any number of zeroes above the diagonal have a nonzero determinant
and do so with additional constraints coming from the Toeplitz structure. In [16], a method is
given for constructing, for any prime number p, a triangular Toeplitz array of order p over Fp
having the property that all full square submatrices (submatrices with no zero entries) have a
nonzero determinant. Unfortunately, there seems to be no way to extend this construction to the
much more general situation considered in this paper.
In [6], the following result is proved:
Theorem 4.1. For all γ ∈ N, the matrix
Xγ :=
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
10 ··· ··· ··· 0  
γ − 1
1
 
1
...
. . .
 
γ − 1
2
  
γ − 1
1
 
1
...
. . .
. . .
. . .
...
...
...
. . .  
γ − 1
γ − 2
  
γ − 1
γ − 3
 
···
 
γ − 1
1
 
10
1
 
γ − 1
γ − 2
 
··· ···
 
γ − 1
1
 
1
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
∈ Zγ×γ
has the property that the determinants of all of its proper submatrices are positive.
Thus,forasufﬁcientlylargeprimenumberp,takingtheentriesofthismatrixmodulop results
inasuperregularmatrix.Thisgivesaconstructioninsofarasoneknowsthat,moduloalargeenough
prime number, the matrix Xγ is superregular. It is not clear, however, how one may give a good
bound as to how large p must be for a given γ, and this must also be left for future research.
5. Conclusions
In this paper, we investigated superregular matrices in connection with convolutional codes.
In particular, we discussed how superregular matrices may be used to construct codes having a
maximum distance proﬁle. The main result of this paper is an upper bound on the minimum size
a ﬁnite ﬁeld must have in order that a superregular matrix of a given order can exist over it.
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