Abstract. We exhibit a class of singularly perturbed parabolic problems which the asymptotic behavior can be described by a system of ordinary differential equation. We estimate the convergence of attractors in the Hausdorff metric by rate of convergence of resolvent operators. Application to spatial homogenization and large diffusion except in a neighborhood of a point will be considered.
Introduction
There are many parabolic problems whose asymptotic behavior is dictated by a system of Morse-Smale ordinary differential equations, for example, reaction diffusion equation where the diffusion coefficient become very large in all domain and reaction diffusion equation where the diffusion coefficient is very large except in a neighborhood of a finite number of points where it becomes small. These kind of problems was considered in the works [9, 11, 12, 13, 14] and [16] , where well-posedness, functional setting and convergence of attractors was studied. In general it is considered a family of parabolic problems depending on a positive parameter ε and when ε converges to zero, it is obtained a limiting ordinary differential equation that contains all dynamic of the problem. Therefore the partial differential equation that generated an abstract parabolic problem in an infinite dimensional phase space can be considered in large time behavior as an ordinary differential equation in a finite dimensional space.
One of the most important part in these works is the study of an eigenvalue problem to determine that the first eigenvalues converge to matching eigenvalues of the limiting ODE, whereas all the others blow up, establishing the existence of a large gap between the eigenvalues as the parameter ε goes to zero. The large gap between the eigenvalues is known as gap condition. It is the main property that enable us construct an invariant manifold given as graph of certain Lipschitz map defined in a finite dimensional space that becomes flat, as the parameter varies. These manifolds are differentiable and since they are invariant we can restrict the flow to them and project the flow in a finite dimensional space. The theory of invariant manifold is well developed in many works, see [6, 12, 18] and [23] .
The main property about Morse-Smale problems is structural stability under small C 1 perturbation, thus, it is interesting treat the problems described above as singular perturbation of a Morse-Smale limiting ODE, therefore there is an isomorphism between the attractors in the sense that all equilibrium points and connection between them are preserved, see [7] .
We are interested in knowing how fast the dynamic above approach each other, more precisely, we want to estimate the convergence of attractors when the parameter ε converges to zero. In this direction we follow the works [1, 5] and [22] , where a rate of convergence for the attractors was obtained assuming a rate of convergence for the resolvent operators. However the rates obtained in these works always show a loss with respect to rate of resolvent operators considered. In this paper we will show that for a class of parabolic problem that can be regarded as an ordinary differential equation we do not have loss in the process to pass the convergence of the resolvent operators to convergence of attractors. This paper is organized as follows. In the Section 2 we developed an abstract functional framework to treat the parabolic problem whose asymptotic behavior is described by a system of ordinary differential equation, we introduce the usual notation and define some notions of theory of attractor for semigroups. In the Section 3 we introduce the important notion of compact convergence and prove the convergence of eigenvalues and eigenfunctions, we also obtain the gap condition and estimates a priori on linear semigroups that is essential to construct the invariant manifold. In the Sections 4, 5 and 6 we show that the rate of convergence of resolvent operators is the same rate of convergence of invariant manifolds and attractors, for that end, some aspects of Shadowing Theory will be presented. The Section 7 is devoted to comments about more general situations that can be considered. Finally, in the Sections 8 and 9 we consider the examples of spatial homogenization and large diffusion except in a neighborhood of a point where it becomes small.
Functional Setting
In this section we introduce the general framework that we use to treat parabolic problems whose asymptotic behavior is dictated by a system of Morse-Smale ordinary differential equations. Some notion about the theory of attractors for semigroups is presented. We consider here only positive self-adjoint operator with compact resolvent. More general situation will be addressed in the Section 7.
Let X 0 be a finite dimensional Hilbert space with dim(X 0 ) = n, for some positive integer n, and let A 0 : X 0 → X 0 be an invertible bounded linear operator whose spectrum set σ(A 0 ) is given by σ(A 0 ) = {λ where f 0 : X 0 → X 0 is continuously differentiable. Let {X ε } ε∈(0,ε 0 ] , ε 0 > 0, be a family of separable Hilbert spaces and let {A ε } ε∈(0,ε 0 ] be a family of invertible linear operators such that, for each ε ∈ (0, ε 0 ], A ε : D(A ε ) ⊂ X ε → X ε is self-adjoint, positive and has compact resolvent, hence its spectrum σ(A ε ) is discrete, real and consists only eigenvalues with finite multiplicity. We denote σ(A ε ) = {λ Consider the following abstract parabolic problem,
where f ε : X α ε → X ε is continuously differentiable such that sup
and
ε , where C is a constant independent of ε.
Well-posedness for abstract parabolic problem type (2.2) is developed in [10] and for ordinary differential equations type (2.1) in [15] . Basically, with some growth, signal and dissipativeness conditions, we can assume that the solution u 0 (·) of (2.1) and u ε (·) of (2.2) are uniquely determined and defined for all t ≥ 0. The super index ε makes reference to the elliptic operator A ε and in order to treat the problems (2.1) and (2.2) in a coupled form we will consider ε ∈ [0, ε 0 ] with the convention
Moreover T ε (·) satisfies the variation constants formula,
where {e −Aεt : t ≥ 0} is the linear semigroup generated by −A ε . Since A 0 is a bounded operator in finite dimensional space, e −A 0 t is an uniformly continuous semigroup and for ε ∈ (0, ε 0 ], e −Aεt is a strongly continuous semigroup given by
where Γ is the boundary of the set {λ ∈ C : |arg(λ)| ≤ φ} \ {λ ∈ C : |λ| ≤ r}, for some φ ∈ (π/2, π) and r > 0, oriented in such a way that the imaginary part is increasing.
We are interested in dynamical system that are dissipative, that is, the systems that have a compact set such that all solutions through each initial data are attracted by this set. To give meaning to the notion of attraction, we denote by dist ε (A, B) the Hausdorff semidistance between A, B ⊂ X
and the symmetric Hausdorff metric
We assume that the nonlinear semigroups T ε (·), ε ∈ [0, ε 0 ], satisfying (2.3) have a global attractor A ε uniformly bounded, that is,
, is a global solution for T ε (·) if it satisfies the equality T ε (t)ξ ε (τ ) = ξ ε (t + τ ), for all τ ∈ R and t ≥ 0. If ξ ε (0) = u ε 0 we say that ξ ε is a global solution through u ε 0 and its orbit is given by {ξ ε (t) : t ∈ R}. Note that if a set M ε ⊂ X α ε is invariant (T ε (t)M ε = M ε , ∀ t ≥ 0) then any solution that starts in M ε is essential for understanding the asymptotic dynamics. In fact, it is well known that any invariant set must be a union of the orbits of global solutions.
Finally we also assume that the system (2.1) generated a Morse-Smale semigroup in X 0 . Thus, if we denote E 0 the set of equilibrium points of T 0 (·), then it is composed of p hyperbolic points, that is,
where W u (u 0, * i ) is the unstable manifold associated to the equilibrium point u 0, * i ∈ E 0 and for i = j the unstable manifold W u (u 0, * i ) and the local stable manifold W s loc (u 0, * j ) has tranversal intersection, see [7] .
Compact Convergence
In this section we introduce the notion of compact convergence and we assert the necessary assumptions for estimate the convergence of attractors of (2.1) and (2.2). In fact, we assume that the resolvent operators and the nonlinearities have a rate of convergence and we used it to estimate the convergence of the first eigenvalues and associated eigenfunctions, consequently we also estimate the convergence of spectral projections. All necessary conditions to construct the invariant manifold in the next section will be made here.
Assume that there are two families of bounded linear operators E ε : X 0 → X α ε and M ε : X ε → X 0 , ε ∈ (0, ε], satisfying the following properties,
In what follows {A ε } ε∈[0,ε 0 ] is the family of operators defined in the previous section. 
for some constant C independent of ε. Moreover (λ + A ε )
Proof: If there are sequences ε k → 0 and u
For the proof of (ii), if K ∩ σ(−A ε ) = ∅, then we can take sequences
(ii) in the Definition 3.3 we can assume u
−→ λu 0 , for some u 0 ∈ X 0 , and by
It follows from uniqueness of the limit that A 0 u 0 = λu 0 , that is, λ ∈ σ(−A 0 ) ∩ K which is an absurd. Hence K ⊂ ρ(−A ε ). Now, assume that (3.1) fails. We claim that for ε sufficiently small,
In fact, we have (λ + A ε ) = A ε (I + λA 
Assume that (3.3) is false. With the same argument above we can obtain u 0 ∈ X 0 such that (I + λA 
. Finally, we prove that (λ + A ε ) −1 converges compactly to (λ + A 0 ) −1 , for all λ ∈ K. We denote w ε = (I + λA
and w ε is uniformly bounded. Hence we can assume (λ + A ε )
In what follows we assume A
0 . Moreover, we assume that there are two positive increasing function τ, ρ :
5) where C is a constant independent of ε.
1 | ≤ r} for some small r > 0, and it is valid the following estimate,
where C is a positive constant independent of ε and λ. Moreover, if a compact set K ⊂ ρ(−A ε ) ∩ ρ(−A 0 ) then (3.6) is valid for some constant C independent of ε and λ ∈ K.
Proof: We have the following identity
and the result follows from (3.4) by noting that
Now we will see how the convergence of the resolvent operators (3.6) implies the convergence of the eigenvalues, eigenfunctions and spectral projections. (i) Given δ > 0 sufficiently small, for j = 1, · · · , n, the operators
Moreover it is valid the following estimate,
for each j = 1, · · · , n, where C is a constant independent of ε.
ε is compact we have Q ε (λ 0 j ) compact projection with finite rank (see [19] ).
and since M ε E ε = I X 0 , using (3.6) we obtain (3.7). (ii) If v 1 , . . . , v l is a basis for W 0 (λ 0 j ), then for suitably small ε, the set
To prove the equality, suppose that for some sequence
As a consequence of Proposition 3.6 we have the following result.
Corollary 3.8. It is valid the following convergences,
where C is a constant independent of ε. Proof: We start asserting that λ ε j → λ 0 j as ε → 0 for j = 1, . . . , n. If this is not the case then there are ε > 0 and sequence ε k → 0 such that
which is an absurd because since λ
If (i) fails, we can take R > 0 and sequences ε k → ∞ and {λ
j , for some j = 1, . . . , n, and λ
The result follows from (3.4) and (3.7).
Since we have the gap condition λ ε j → ∞, as ε → 0 for j ≥ n + 1 proved in Corollary 3.8, we can take δ > 0 and construct, for ε sufficiently small (we still denote ε ∈ (0, ε 0 ]), the curveΓ = Γ 1 + Γ 2 + Γ 3 + Γ 4 ⊂ ρ(−A ε ), where
we define the spectral projection
Note that Q 0 = I X 0 and Q ε coincides with the spectral projection Q ε n previously considered and thus, the eigenspace
Similarly the proof of Lemma 3.6 we obtain the following result.
Lemma 3.9. Let Q ε be the spectral projection defined in (3.8). There is a constant C independent of ε such that the following properties are valid,
The next result play an important role in the existence of invariant manifold proved in the next section. 
(ii) The function f (µ) = e −µt µ α attains its maximum at µ = α/t, t > 0. Then,
n + δ, thus we can take ε sufficiently small such that e
, t < 0, where we have used that E ε and M ε are uniformly bounded. (vi) Since A + ε is a bounded operator in the finite dimensional space, for z ∈ Y ε and t < 0, we have
where we have used X α ε ⊂ X ε uniformly. (vii) Analogous to item (vi) using thatΓ is compact and e µt is continuous.
Invariant Manifold
In this section we use the gap condition in the Corollary 3.8 and the estimates in the Lemma 3.10 to construct an invariant manifolds for the problems (2.2). We prove that these manifolds converge to X 0 as ε → 0 and this convergence can be estimate by τ (ε) + ρ(ε). Theorem 4.1. For ε sufficiently small there is an invariant manifold M ε for (2.2), which is given by graph of a certain Lipschitz continuous map s
The map s ε * : Y ε → Z ε satisfies the condition |||s
for some positive constant C independent of ε. The invariant manifold M ε is exponentially attracting and the global attractor A ε of the problem (2.2) lying in M ε and the flow on A ε is given by
Proof: Given L, ∆ > 0 we consider the set
Thus (Σ ε , ||| · |||) is a complete metric space. We write the solution u ε of (2.2) as u ε = v ε + z ε , with v ε ∈ Y ε and z ε ∈ Z ε and since Q ε and I − Q ε commute with A ε , we can write (2.2) in the coupled form
Since f ε is continuously differentiable we can choose ρ > 0 such that for all v ε ,ṽ ε ∈ Y ε and z ε ,z ε ∈ Z ε , we have
and for ε sufficiently small, we can take
where β, γ and M are given in the Lemma 3.10. Note that, since we have the gap condition β = β(ε) = λ ε n+1 → ∞ as n → ∞, the estimates (4.4) are satisfied. Let s ε ∈ Σ ε and v ε (t) = v ε (t, τ, η, s ε ) be the solution of
Note that G ε and H ε are maps acting in X α ε , then by (4.3), (4.4) and Lemma 3.10, we have
and we can prove using Gronwall's inequality that
.
From this we obtain
Therefore Φ ε is a contraction on Σ ε and there is a unique s
Now we will prove the estimate (4.1). We have Q 0 = I X 0 which implies I − Q 0 = 0, therefore we can assume M 0 = X 0 , s
If we denote the last two integrals for I 1 and I 2 respectively, with the aid of (4.3), (4.4) and Lemma 3.10, we get
For I 2 , observe that
thus by (3.5) and Lemma (3.9), we have I 2 ≤ C(τ (ε)+ρ(ε)), for some constant C independent of ε. Therefore
But, for t < τ , we have
We can write
, by (3.5), (4.3), (4.4) and the Lemmas 3.9 and 3.10, we obtain
which implies by Gronwall's inequality
It follows from (4.4) that |||s ε * ||| ≤ C(τ (ε) + ρ(ε)). It remains that M ε is exponentially attracting and
Thus,
By Gronwall's inequality
Now we take t 0 ∈ [r, t] and then
we can estimate ξ ε (t) as
and then 
and thus the proof is complete.
Remark 4.2. It is well known (see [22] and [23] ) the C 0 , C 1 and C 1,θ convergences of invariant manifolds. That is s
Rate of Convergence
In this section we estimate the convergence of attractors A ε of (2.2) to the attractor A 0 of the (2.1) by convergence of these atrractors immersed in R n . We also prove the convergence of the nonlinear semigroups.
We start defining convergence for a family of subsets in X α ε . Definition 5.1. We say that a family
We saw in the last section that the invariant manifold M ε , ε ∈ (0, ε 0 ], contains the attractor A ε and the flow is given by
where v ε (t) satisfy the following ordinary differential equatioṅ
) a continuously differentiable map in Y ε . We denoteT ε (t) the nonlinear semigroup generated by the solution of (5.1), T ε =T ε (1) and T 0 = T 0 (1). Now we are ready to estimate the projected nonlinear semigroup reduced to the invariant manifold.
Theorem 5.2. There is a positive constant C independent of ε such that
and for each w ε ∈ A ε and w 0 ∈ A 0 ,
If we denote the three last integrals by I 1 , I 2 and I 3 respectively and consider 0 ≤ t ≤ 1, we have from (3.5) and the Lemmas 3.9 and 3.10 that
By Gronwall's inequality and then taking t = 1 we obtain (5.2). Now, to prove (5.3), note that from variation of constants formula and the Gronwall's inequality, we have T 0 (·) a Lipschitz map in X 0 , thus
As a consequence of Theorem 5.2 we have the following result.
Theorem 5.3. Let A ε be the attractor for (2.2) and A 0 the attractor of the (2.1). Then there is a positive constant C independent of ε such that
Proof: Let u ε ∈ A ε , and u 0 ∈ A 0 . We can write u
Thus, by (5.2) and (5.3), we have
Recall that we denoted {ϕ
the eigenfunctions associated to the n eigenvalues of A 0 . Since Y ε and X 0 are n dimensional, we can consider
and define the isomorphisms j ε : Y ε → R n and j 0 :
where in R n we consider the following norm
where {λ
is the first n eigenvalues of A ε . Lemma 5.4. Forw ε ∈ Y ε and w 0 ∈ X 0 we have the following inequality
where C is a constant independent of ε.
Proof: In fact,w
The result follows by Lemma 3.8.
We now restrict our attention to dynamical systemsT ε and T 0 that acts in Y ε and X 0 respectively. Thus we consider the systems generated by following ordinary differential equations, v
) and j 0 (u 0 (t)) satisfy the following equation in R n ,
Since we assume that the limiting problem (2.1) generates a Morse-Smale semigroup in X 0 , the perturbed problem (2.2) generate a Morse-Smale semigroup in X α ε , thus if we denote S 0 and S ε the time one map of the systems (5.5) and (5.6), that is, let S ε (·) and S 0 (·) be the nonlinear semigroup in R n given by the solutions of (5.5) and (5.6) respectively, define S ε = S ε (1) and S 0 = S 0 (1). We have S 0 and S ε Morse-Smale semigroups in R n and we denoteĀ 0 andĀ ε its attractors respectively.
Next we estimate the convergence of the nonlinear semigroups acting in R n .
Proposition 5.5. There is a constant C independent of ε such that
Proof: We have
The result now follows by Theorem 5.2. The next result relates the projected attractors with the attractors in R n .
Theorem 5.6. There is a constant C independent of ε such that
where dist R n (Ā ε ,Ā 0 ) = sup u∈Āε inf v∈Ā 0 u − v R n denotes the Hausdorff semidistance in R n with respect to (5.4).
Proof: Let w 0 ∈ A 0 and w ε ∈ A ε , we can write
R n . By Lemma 3.9 the result follows .
It follows from Theorems 5.3 and 5.6 the following estimate
Therefore we need to estimate dist R n (Ā ε ,Ā 0 ). To this end we use a result proved in [22] , where an aplication of the Shadowing Theory in dynamical system was used to obtain a rate of convergence for attractors for semigroups in finite dimension.
Shadowing Theory and Rate of Convergence
In this section we prove the main result of this paper but before, we make a brief overview of the some results presented in [22] .
Let T : R n → R n be a continuous function. Recall that the discrete dynamical system generated by T is defined by T 0 = I R n and, for k ∈ N, T k = T • · · · • T is the kth iterate of T . The notions of Morse-Smale systems, hyperbolic fixed points, stable and unstable manifolds for a function T are similar to the continuous case (see [17] ). Definition 6.1. A trajectory (or global solution) of the discrete dynamical system generated by T is a sequence {x n } n∈Z ⊂ R n , such that, x n+1 = T (x n ), for all n ∈ Z.
Definition 6.2. We say that a sequence {x n } n∈Z is a δ-pseudo-trajectory of T if
Definition 6.3. We say that a point x ∈ R n ε-shadows a δ-pseudo-trajectory {x k } on U ⊂ R n if the inequality
hold.
Definition 6.4. The map T has the Lipschitz Shadowing Property (LpSP) on U ⊂ R n , if there are constants L, δ 0 > 0 such that for any 0 < δ ≤ δ 0 , any δ-pseudo-trajectory of T in U is (Lδ)-shadowed by a trajectory of T in R n , that is, for any sequence
there is a point x ∈ X such that the inequality
Let T : R m → R m be a Morse Smale function which has an attractor A. Since A is compact and has all dynamic of the system, we can restrict our attention on a neigborhood N (A) of A, thus we consider the space C 1 (N (A), R m ) with the C 1 -topology. The next result can be found in [22] . It describes an application of Shadowing Theory to rate of convergence of attractors.
Proposition 6.5. Let T 1 , T 2 : X → X be maps which has a global attractors A 1 , A 2 . Assume that A 1 , A 2 ⊂ U ⊂ X, that T 1 , T 2 have both the LpSP on U, with parameters L, δ 0 and
Proof: Since T 1 and T 2 has the LpSP on U. Take a trajectory {y n } n of T 2 in A 2 , then {y n } n is a δ-pesudo-trajectory of T 1 with δ = T 1 − T 2 L ∞ (U ,X) ≤ δ 0 . By LpSP there is a trajectory {x n } n ⊂ X of T 1 such that x n − y n X ≤ Lδ for al n ∈ Z, hence {x n } n ⊂ A 1 . Since {y n } n is arbitrary the result follows.
As a consequence of the Proposition 6.5, we have the following result. 
Proof: It is proved in [20] that a structurally stable dynamical system on a compact manifold has the LpSP and follows by [7] that a Morse-Smale system is structurally stable. Putting this results together the authors in [22] proved that a discrete Morse-Smale semigroup T has the LpSP in a neighborhood N (A) of its attractor A. The result now follows by Proposition 6.5. Now we return to the end of the previous section. Since S 0 is a Morse-Smale semigroup in R n and S ε − S 0 L ∞ (R n ) → 0 as ε → 0. By Theorem 6.6, we have
We are ready to prove the main result of this paper.
Theorem 6.7. Let A ε be the attractor for (2.2) and A 0 the attractor of the (2.1). Then there is a positive constant C independent of ε such that
Proof: The proof follows from estimate (5.7), (6.1) and Proposition 5.5.
Further Comments
In this section we consider a more general class of linear operators than that seen in the Section 2. We will observe that for this class of operators, that was considered in [9] , the theory developed in the previous section can be applied with some additional a priori estimates. Definition 7.1. We say that a family of linear operators {A ε } ε∈(0,ε 0 ] is of class G(X ε , C, ω) if each operator A ε : D(A ε ) ⊂ X ε → X ε generates a strongly continuous semigroup of linear operator {e
for some constant C ≥ 1 and ω ∈ R independent of ε.
Definition 7.2. We say that {A ε } ε∈(0,ε 0 ] is of class H(X ε , M, θ) if ρ(−A ε ) contains the same sector Σ θ = {λ ∈ C : |arg(λ)| ≤ π 2 + θ} and moreover
where θ ∈ (0, π/2) and M ≥ 0 do not dependent on ε.
We have H(X ε , M, θ) ⊂ G(X ε , C, ω). If we consider the problems (2.1) and (2.2) with the family {A ε } ε∈(0,ε 0 ] ∈ H(X ε , M, θ) and if we assume that we can obtain the linear estimates in the Lemma 3.10, then the Theorems 4.1 and 6.7 also are valid in this context.
Applications to Spatial Homogenization
Using the approach developed in the previous sections we consider a reaction diffusion equation with large diffusion in all parts of the domain. We start doing a analysis of the large diffusion effects in order to obtain a limiting ordinary differential equation. Here we consider the convergences in one appropriated energy space and we show that the attractors of perturbed problems are closed to the attractor for the limiting problem. Our main reference is the paper [21] .
We consider the parabolic problem
where 0 < ε ≤ ε 0 , Ω ⊂ R n is a bounded smooth open connected set, ∂Ω is the boundary of Ω and ∂u ε ∂ n is the co-normal derivative operator with n the unit outward normal vector to ∂Ω. We assume the potentials V ε ∈ L p (Ω) with
, that is, we consider τ (ε) an increasing positive function of ε such that τ (0) = 0 and
Note that (8.2) implies that the spatial average of V ε converges to V 0 as ε → 0. We choice λ ∈ R sufficiently large for that ess inf x∈Ω V ε (x) + λ ≥ m 0 for some positive constant m 0 .
Moreover we will assume the diffusion is large in Ω, that is, for each ε ∈ (0, ε 0 ] the map p ε is positive smooth defined inΩ satisfying
Since large diffusivity implies fast homogenization, we expect, for small values of ε, that the solution of this problem converge to a spatially constant function in Ω. Indeed by taking the average on Ω, the limiting problem as ε goes to zero is given by a scalar ordinary differential equation
which [21] proves to determine the asymptotic behavior.
In this section we are concerning in how fast the dynamics of the problem (8.1) approaches the dynamics of the problem. Following the theory developed in the last chapters, we estimate this convergence by functions τ (ε) and p(ε).
Since we have established the limit problem we need to study the well posedness of (8.1) and (8.3) as abstract parabolic equation in appropriated Banach spaces. To this end, we define the operator
We denote L 2 Ω = {u ∈ H 1 (Ω) : ∇u = 0 in Ω} and we define the operator
Ω is the set of all almost everywhere constant function in Ω.
It is well known that A ε is a positive invertible operator with compact resolvent for each ε ∈ [0, ε 0 ], hence we define in the usual way (see [18] ), the fractional power space X 
The space X ε ⊂ H 1 (Ω) with injection constant independent of ε, but the injection
ε is not uniform, in fact is valid
with M (ε) → ∞ as ε → 0 and we will show in the Corollary 8.2 that there is no positive constant C independent of ε such that u If we denote the Nemitskii functional of f by the same notation f , then (8.1) and (8.3) can be written as u
We assume f is continuously differentiable and the equilibrium set of (8.4) for ε = 0 is composed of a finite number of hyperbolic equilibrium points. That is
In order to ensure that all solution of (8.4) are globally defined, and there is a global attractor for the nonlinear semigroup given by theses solutions, we assume the following conditions.
(i) If n = 2, for all η > 0, there is a constant C η > 0 such that
and if n ≥ 3, there is a constantC > 0 such that
Under theses assumptions [2, 3] and [17] ensure that the problem (8.4) is globally well posed and generate a nonlinear semigroup satisfying
Moreover there is a global attractor A ε for T ε (·) uniformly bounded in X 1 2 ε , that is sup
We also have T 0 (·) is a Morse-Smale semigroup and
In order to find a rate of convergence for the resolvent operators we consider the projection
Then there is a constant C > 0, independent of ε, such that
,
Proof: The weak solution u ε satisfies
If n = 1, we have X
By Poincaré's inequality for average, we have
Put this estimates together the result follows. As a consequence of the Lemma 8.1 the constant of immersion of
ε is not uniform in ε. Corollary 8.2. There is no positive constant C independent of ε such that
Proof: If there is such a constant C take v ε = (I − P )u ε as given by the Lemma 8.1, thus by Poincar's inequality for average, we have
The convergence of the resolvent operators can be stated as follows.
There is a positive constant C independent of ε such that
ε g for ε ∈ (0, ε 0 ] and u 0 = P g/(λ + V 0 ). Now the result follows from Lemma 8.1.
We are now in position to state the main result in this section.
Theorem 8.4.
There is an one dimensional invariant manifold M ε for (8.4) such that A ε ⊂ M ε and the flow on A ε can be reduced to an ordinary differential equation. Moreover the convergence of attractors of (8.5) can be estimate by
Proof: If we define X 0 = R = X ε and M ε = P , where P is defined in (8.6) . Hence the assumptions of the Section 5 and 6 are satisfied. The proof is completed.
Due to the simplicity of the dynamics of the Problem 8.1 we can prove the Theorem 8.4 without using the Theorem 6.6, that is, without Shadowing Theory. In fact, we explore the geometry offer by the finite dimension. This geometric argument that motivated us to investigate the rate of convergence of attractors for problems which the asymptotic behavior can be described by a system of ordinary differential equation.
First we estimate the convergence of equilibrium points.
Theorem 8.5. Let u 0 * ∈ E 0 . Then for ε sufficiently small (we still denote ε ∈ (0, ε 0 ]), there is δ > 0 such that the equation A ε u − f (u) = 0 has the only solution u ε * ∈ {u ∈ X 1 2
Proof: The proof is the same as given in [1] and [8] . Here we just need to proof the estimates (8.9). We have u ε * and u 0 * given by u
We have the following equality
And then
We choice δ sufficiently small such that
, and then
We now give a geometric prove of the Theorem 8.4. Figure 1 . Geometry of the phase space
Proof: By triangle inequality, we have
We estimate each part.
Finally we have A 0 = [x 1,0 * , x m,0 * ] and T 0 (·) is a Morse-Smale semigroup. Since MorseSmale semigroup are stable (see [7] ) we can assume
Without loss of generality we can assume
In the same way
9. large diffusion except in a neighborhood of a point
In this section we consider a class of diffusion coefficients p ε ∈ C 1 ([0, 1]) that are large except in a neighborhood of a point where they become small. This kind of problem has been studied in the works [11] and [14] where it has proved that the dynamic is dictated by a ordinary differential equation. We obtain a rate of convergence that enable us knowing how fast the dynamic approaches one ordinary differential equation when the parameter ε varies.
Consider the scalar parabolic problem
where ε ∈ (0, ε 0 ], 0 < ε 0 ≤ 1, λ > 0 and f : R → R is continuously differentiable and satisfies the following dissipativeness condition
for some r > 0. Assume that the diffusion is large except in a neighborhood of a point where it becomes small, that is, p ε ∈ C 2 ([0, 1]) and for positive constants e 1 , e 2 , l 1 and a 1 , is valid
where 0 < x 1 < 1 and l 1 , a 1 are functions of ε that approach l 1 , a 1 respectively from above as ε → 0 (see Fig (2) ).
Figure 2. Diffusion
We follow [11] and [14] in order to determine the asymptotic behavior of (9.1). It is expect that the solutions converge to a constant (possibly different) on each of the interval (0, x 1 ) and (x 1 , 1), which implies that the equation (9.1) has the same dynamic as an ordinary differential equation in R 2 . We start by defining the operator A ε :
We have A ε is a positive, self-adjoint and invertible operator with compact resolvent for each ε ∈ (0, ε 0 ]. Thus, we can define, in the usual way (see [18] ), the fractional power space x ∈ (0, x 1 ),
We can decompose the fractional power space X
⊥ which implies that the limiting problem of (9.1) is given by following ordinary differential equation in R 
In what follows we denote X 1 2 0 as R 2 with the norm
and we define the operator A 0 : X
0 given by
If we denote the Nemitskii functional of f by the same notation f , then (9.1) and (9.3) can be written as u
Since we have the condition (9.2) it follows from [2, 3, 4] and standard arguments of ordinary differential equations that we can consider f bounded globally Lipschitz such that the problem (9.4), for each ε ∈ [0, ε 0 ], is well posed for positive time and the solutions are continuously differentiable with respect to the initial data. Hence we are able to consider in X 
has a global attractor A ε , for each ε ∈ (0, ε 0 ] such that ε∈(0,ε 0 ] A ε is compact and uniformly bounded. We assume that (9.4) with ε = 0 has a global attractor A 0 ⊂ X 
.
In order to understand the problems in the same space we define the operators E ε :
The next lemma is essential to obtain the rate of convergence of the resolvent operators. Proof: The arguments used here was inspired in [9] .
We denote E = E ε . The weak solution u ε satisfies, In the same way, Therefore |u ε (x) − u ε (x 1 − εl 1 )| ≤ Cε . Putting all estimates together we obtain (9.5). As a consequence of the previous result, we have the following result.
Corollary 9.3. There is a positive constant C independent of ε such that Finally we can estimate the convergence of the attractors A ε of (9.4). Proof: Since {A ε } ε∈[0,ε 0 ] is a family of positive self adjoint linear operator such that (9.8) is valid, we can apply the Sections 2, 3, 4, 5 and 6 to obtain the estimate (9.9).
