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Проведено аналіз існуючих версій протоколу ТСР, а також перспективних рішень в області управління 
передачею пакетів на транспортному рівні еталонної моделі взаємодії відкритих систем (ЕМВВС). Ви-
явлено ряд недоліків математичних моделей і методів, покладених в основу даного протоколу, усунення 
яких пов'язане з оптимізацією відповідних мережевих параметрів. Запропоновано підхід до рішення за-
дачі оптимізації, заснований на динамічній моделі ТСР-сеансів і ряд умов-обмежень, направлених на за-
безпечення заданих показників якості і стійкості ТСР-сеансів. 
Актуальність теми 
Сучасні мультисервісні телекомунікаційні 
мережі (ТКС) розвиваються в напрямку впро-
вадження концепції мереж наступного поколін-
ня NGN (NextGeneration Network) [1, 2]. Ефек-
тивність ТКС в основному залежить від резуль-
тативності постановки та вирішення завдань, 
пов'язаних з управлінням мережевими ресурса-
ми. В основу NGN відповідно до рекомендації 
Міжнародного союзу електрозв'язку серії Y 
2000 закладається стек протоколів TCP/IP [3], в 
рамках якого важливу роль відіграють функції, 
що виконуються транспортним рівнем 
ЕМВВС. Зокрема, основними завданнями про-
токолу ТСР (Transmission Control Protocol) є 
гарантія успішної доставки даних та забезпе-
чення обміну даними між процесами, що вико-
нуються на кінцевих системах (пристроях, вуз-
лах),  за допомогою служби обміну даними, що 
надається протоколом мережевого рівня [4]. 
Протокол ТСР є ефективним засобом управлін-
ня потоками даних, мережі збалансованого на-
вантаження, боротьби з перевантаженнями, за-
безпечення наскрізних показників якості та ін.. 
Однак його ефективність багато у чому зале-
жить від коректності вибору тих чи інших па-
раметрів як самого ТСР протоколу, так і інших 
взаємодіючих з ним засобів боротьби з перева-
нтаженням в ТКС. 
Дослідження моделей і методів, покладених 
в основу базового протоколу ТСР і його мно-
жинних версій (TCP-Reno, TCP Vegas, TCP 
Tahoe, TCP Westwood, ScalableTCP, ModbusTCP 
і т.д.) [3, 4], показав ряд властивих їм недоліків, 
з метою мінімізації яких сформовані наступні 
вимоги, що ставляться до перспективних рі-
шень: 
1) облік динамічності процесів передачі да-
них на транспортному рівні ТКС; 
2) врахування особливостей передачі одно-
часно декількох ТСР-потоків, що властиво для 
реальних мультисервісних ТКС, що використо-
вують для передачі даних протокол ТСР (багато 
протоколів прикладного рівня, наприклад, FTP, 
Telnet, HTTP, POP3, SMTP та ін. одночасно 
працюють з цим протоколом); 
3) облік зміни режимів передачі даних в ра-
мках процесу функціонування протоколу ТСР; 
4) забезпечення узгодженого використання 
механізмів боротьби з перевантаженнями і про-
токолу транспортного рівня ТСР, що дозволяє 
оперативно реагувати на ймовірні переванта-
ження в мережі і відповідно, уникнути необ-
ґрунтованих втрат пакетів; 
5) орієнтація на різні версії TCP, що повинно 
надати гнучкість у використанні тієї чи інший 
існуючої реалізації даного протоколу,  а також 
орієнтувати на використання в перспективних 
рішеннях у цій галузі; 
6) можливість вибору різних моделей блоку-
вання (відкидання) пакетів в механізмах боро-
тьби з перевантаженнями, що дозволить адап-
туватися під структурні та функціональні особ-
ливості мережі та характеристики переданих 
трафіків, своєчасно реагувати на зміни цих па-
раметрів; 
7) забезпечення стійкості ТСР-сеансів за ра-
хунок формулювання відповідних умов в ви-
гляді додаткових обмежень в рамках існуючих 
моделей і методів мережевого управління або 
як деякої цільової функції. 
Постановка задачі 
Актуальним завданням є оптимізація ТСР-
сеансів у мультисервісвих ТКС, що пов'язано з 
необхідністю обґрунтованого вибору чисельних 
значень параметрів протоколу ТСР і параметрів 
взаємодіючих з ним засобів боротьби з перева-
нтаженнями, таких як RED (Random Early 
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Detection), WRED (Weighted Random Early 
Detection) і т.д. 
Шляхи вирішення 
Для математичного опису ТКС на сьогодні-
шній день існує безліч підходів, в основу яких 
покладено використання можливостей різних 
математичних апаратів [5]. Серед них можна 
виділити моделі прийняття оптимальних рі-
шень, моделі керуючих автоматів, імовірнісні 
та агрегативної моделі складних систем. Кожен 
з математичних апаратів визначає свій підхід до 
формалізації задач, пов’язаних з процесами ма-
ршрутизації, управління мережевими парамет-
рами і процесами інформаційного обміну, які, в 
кінцевому рахунку, формулюються як оптимі-
заційні задачі. 
Поряд з перерахованими математичними пі-
дходами, заслуговує на увагу апарат диферен-
ціально-різницевих рівнянь стану мережі, який 
досить точно відповідає пред'явленим вимогам. 
В рамках моделі простору станів задовольня-
ються вимоги з обліку динамічності процесів (в 
тому числі і ТСР-сеансу), що протікають в 
ТКС, зміна мережевих параметрів (структурних 
і функціональних), а також обліку можливості 
одночасного існування декількох потоків в ме-
режі. 
Розглянемо процес інформаційного обміну в 
IP-мережі, де при установці і підтримці  
ТСР-сеансу з метою запобігання можливих пе-
ренавантажень на проміжних вузлах зв'язку і 
подальших втрат пакетів, використовуються 
додаткові алгоритми RED/WRED. 
Дослідження різних версій даного протоколу 
показало, що в процесі роботи ТСР можна вио-
кремити кілька стандартних режимів (фаз) пе-
редачі даних (Slow Start, Congestion Avoidance, 
Fast Recovery) [3, 4]. Перехід в той чи інший 
режим, починаючи з встановлення з'єднання, 
залежить від ступеню завантаженості каналів 
зв'язку, буферів проміжних і приймального 
пристроїв, кількості помилок і спотворень да-
них. Тоді модель ТСР-сеансів у просторі станів 
можна представити як систему неавтономних 
диференціальних рівнянь, що відображає дина-
міку передачі даних між вузлом-відправником і 
вузлом-одержувачем при наявності в каналі де-
кількох ТСР-потоків: 
 
(1) 
де – інтенсивність ТСР-потоку, що пере-
дається в i-му сеансі, ; MSS – максима-
льний розмір сегмента (Maximum Segment Size); 
RTT – період кругового звернення пакета 
(Round Тrip Time); P(t) – ймовірність блокуван-
ня (відкидання) пакетів. 
В рамках запропонованої моделі ймовірність 
блокування (відкидання) пакетів P(t) може 
представлятися довільною (але абгрунтованою) 
функцією. В окремому випадку, при викорис-
танні в якості механізму обмеження довжини 
черги алгоритму RED, ймовірність блокування 
визначається  згідно рівності [6]: 
 
(2) 
де m – знаменник граничної ймовірності; N(t) –
поточний середній розмір черги; ,  – 
відповідно мінімальний і максимальний серед-
ній розмір черги. 
Черга на мережевому вузлі (маршрутизаторі)  
включає пакети сумарного потоку, що дозволяє 
врахувати розподіл пропускної спроможності 
між ТСР-сеансами в межах одного каналу.  
У свою чергу, система (1) дає можливість  
застосування до різних ТСР-потокам пріорите-
зації на основі виділення різної пропускної  
здатності. 
У механізмі WRED, передбачається викорис-
тання окремих значень граничної ймовірності 
та ваг для різних IP-пріоритетів, дозволяючи 
забезпечувати різні рівні якості обслуговування 
для різних типів трафіку в періоди переповнен-
ня черг мережевих вузлів і каналів. 
У моделі передбачається, що середній розмір 
черги на мережевому вузлі можна розрахувати 
згідно положенням теорії масового обслугову-
вання, виходячи з формули Літтла [7, 8]: 
    (3) 
де B – пропускна здатність каналу зв'язку. 
Метод оптимізації процесу передачі 
даних в рамках ТСР-сеансів 
В основу запропонованого методу, пов'яза-
ного з оптимізацією вибору параметрів прото-
колу TCP і алгоритмів RED/WRED, покладено 
рішення завдання оптимізації, в ході якого 
здійснюється мінімізація (максимізація) деяко-
го цільового функціоналу втрат. З точки зору 
пошуку компромісу між необхідністю враху-
вання фізики процесів передачі даних в рамках 
ТСР-сеансів, з одного боку, і можливістю 
отримання чисельних результатів розрахунку в 
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рамках відомих оптимізаційних процедур, з ін-
шого сторони, скористаємося критерієм, що ви-
значає мінімум функціоналу: 
 (4) 
де  – пріоритет i-го ТСР-потоку; T – часовий 
інтервал оптимізації, який, як правило, відпові-
дає середній тривалості ТСР-сеансу в мережі. 
Використання критерію (4) гарантує мінімі-
зацію зважених щодо пріоритету відмов в об-
слуговуванні на транспортному рівні. 
Після перетворень вираз (4) можна привести 
до вигляду: 
 
(5) 
Фізичний зміст функціоналу (5) тепер уже 
полягає в максимізації середньої сумарно зва-
женої щодо пріоритету інтенсивності ТСР-
потоків на інтервалі T. 
При вирішенні задачі оптимізації в якості 
керуючих параметрів виступають параметри 
протоколу ТСР (Величина MSS, інтервал RTT, 
розмір вікна перевищення значення порогу, ре-
жимів передачі), а також параметри алгоритмів 
боротьби з перевантаженнями RED/WRED (ве-
личини , , m). На практиці можна оп-
тимізувати тільки частину з перерахованих па-
раметрів, при цьому інші характеристики фік-
сувати на деяких значеннях. 
Враховуючи мультисервісний характер су-
часних ТКС в ході вирішення завдання оприти-
мізації, крім виконання умови, пов'язаної з ди-
намікою ТСР-сеансів, необхідно враховувати 
вимоги до показників якості обслуговування 
(Quality of Service, QoS). Кількісна оцінка пока-
зників QoS може бути визначена, наприклад, на 
підставі рекомендацій Y 1540, Y 1541 Міжнаро-
дного союзу електрозв'язку. 
З метою формулювання умов забезпечення 
гарантованої якості обслуговування введені 
обмеження за тимчасовими показниками QoS: 
 (6)      (7) 
і за показниками надійності: 
   (8) 
де параметр K визначає кількість ділянок мере-
жі між вузлом-джерелом і вузлом-одержувачем; 
,   – поточні значення середньої 
затримки, джиттера і ймовірності втрат пакетів 
в j-му каналі зв'язку ТСР-з'єднання для i-го 
ТСР-потоку; ,   – вимоги, що пре-
д'являються до міжкінцевих значень тих же по-
казників QoS. 
При цьому у виразі (6) формалізовано вимо-
гу до міжкінцевої (сумарної по всіх ділянкам 
мережі між вузлом-джерелом і вузлом-
одержувачем) середньої затримки пакетів в ме-
режі, в виразі (7) – до джиттеру, а співвідно-
шення (8) відображає вимога щодо величини 
ймовірності відкидання (блокування) пакетів. 
Дослідження і подальше забезпечення стій-
кості процесів інформаційного обміну та 
управління мережевими ресурсами,  протікають 
в реальних ТКС, істотно впливає на ефектив-
ність їх роботи. Це дозволяє виявити і попере-
дити раптове переповнення черг мережевих ву-
злів і каналів зв'язку, розриви сеансів зв'язку та 
інші фактори, що призводять до нестійкості 
ТСР-сеансів при незначних змінах структурних 
та функціональних параметрів. Дослідження 
відомих підходів до аналізу стійкості динаміч-
них систем, до яких відноситься ТСР-сеанс, що 
описуються нелінійними диференціальними 
рівняннями, дозволив зробити висновок на ко-
ристь застосування можливостей теорії біфур-
кацій [9, 10]. 
Таким чином, реалізація методу оптимізації 
процесу передачі даних в рамках ТСР-сеансів 
припускає наступну послідовність дій: 
1. Моніторинг та збір вихідних даних про 
поточні значення ТСР-з'єднання, режим пере-
дачі в протоколі ТСР, параметрів алгоритмів 
запобігання перевантаження (RED/WRED) на 
вузлах мережі. 
2. На основі аналізу зібраних вихідних  
даних про стан мережі встановлюється їх аналі-
тичний взаємозв'язок шляхом аналізу аналітич-
ної моделі (1). 
3. Формалізація умов-обмежень по тимчасо-
вими показниками QoS (6) і (7), по показникам 
надійності (8), а також умов забезпечення стій-
кості ТСР-сеансів. 
4. Постановка оптимізаційної задачі (5), в 
ході вирішення якої забезпечується мінімізація 
відмов в обслуговуванні трафіків користувачів і 
узгоджено розраховуються основні параметри 
протоколу ТСР і алгоритми боротьби з перева-
нтаженням, наприклад, алгоритмів RED/WRED. 
5. Параметри протоколу ТСР і алгоритмів 
боротьби з перевантаженням, наприклад, алго-
ритмів RED/WRED в автоматичному режимі 
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підлягають коригуванню, забезпечуючи, тим 
самим, оптимізацію ТСР-сеансів в цілому. 
6. По закінченню інтервалу RTT здійснюєть-
ся повторна постановка і вирішення оптиміза-
ційної задачі (5), тобто здійснюється перехід  
до п.1. 
У деяких випадках періодичний характер ро-
зрахунків може бути порушений, наприклад, 
при «нештатній» зміні стану ТКС і її ТСР-
з'єднань, викликаній зміною структури мережі, 
стрибкоподібній зміні інтенсивності надхо-
дження в мережу трафіку або числа ТСР-
потоків. 
Висновки 
Таким чином, з метою оптимізації парамет-
рів протоколу ТСР і взаємодіючих з ним меха-
нізмів боротьби з перевантаженням запропоно-
ваний відповідний метод, пов'язаний з предста-
вленням ТСР-сеансів системою нелінійних ди-
ференціальних рівнянь. В основу методу пок-
ладено вирішення сформульованої на виході 
нелінійної диференціальної моделі ТСР-сеансів 
оптимізаційного завдання, де в якості критерію 
(5) виступав мінімум зважених щодо пріорите-
ту відмов у обслуговуванні на транспортному 
рівні ТКС. Сама ж оптимізація здійснюється з 
урахуванням динамічних обмежень (1), а також 
обмежень по тимчасовими показниками QoS (6) 
і (7), по показникам надійності (8) шляхом чи-
сельного розрахунку таких важливих парамет-
рів як величини MSS, інтервалу RTT, режимів 
передачі в ТСР, а також параметрів алгоритму 
боротьби з перевантаженнями. 
В ході постановки оптимізаційної задачі, фо-
рмулювання умов обмежень (1), (6) - (8) вироб-
лено задоволення таких важливих вимог до 
протоколу ТСР, як облік динамічності, багато-
потоковості і мультирежимності процесу пере-
дачі даних; забезпечення узгодженості з 
роботою інших засобів боротьби з переванта-
женням з можливістю вибору тієї чи іншої мо-
делі блокування пакетів. 
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