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Abstract
Combining the results of [14] and [10], the trend to equilibrium in large time is studied
for a large particle system associated to a Vlasov-Fokker-Planck equation. Under some
conditions (that allow non-convex confining potentials) the convergence rate is proven
to be independent from the number of particles. From this are derived uniform in time
propagation of chaos estimates and an exponentially fast convergence for the semi-linear
equation itself.
1 Introduction
This work is devoted to the study of the long-time convergence of the solutions of the Vlasov-
Fokker-Planck equation and of the associated system of interacting particles, and of the con-
vergence of the latter to the former as the number of particles increases. More precisely,
following the notations of [14], the Vlasov-Fokker-Planck equation is
∂tmt + y · ∇xmt = ∇y ·
(
σ2
2
∇ymt +
(∫
Rd
∇xU (x, x′)mt(x′, y′)dx′dy′ + γy
)
mt
)
(1)
where mt(x, y) is a density at time t of particles at point x ∈ Rd with velocity y ∈ Rd, d ∈ N∗,
σ, γ > 0, ∇ and ∇· stand for the gradient and divergence operators and the potential U is a C1
function from R2d to R with U(x, x′) = U(x′, x) for all x, x′ ∈ Rd. For N ∈ N∗, the associated
system of N interacting particles is the Markov process ZN = (Xi, Yi)i∈J1,NK on R
2dN that
solves the stochastic differential equation
∀i ∈ J1, NK

dXi = Yidt
dYi = −γYidt−
(
1
N
N∑
j=1
∇xU (Xi, Xj)
)
dt + σdBi
(2)
with the initial conditions (Xi(0), Yi(0)) being i.i.d. random variables of law m0, independent
from the standard Brownian motion B = (B1, . . . , BN) on R
dN . As N →∞, one expect that
the particles are approximately independent so that a Law of Large Number holds and the
empirical law
MNt =
1
N
∑
i∈J1,NK
δ(Xi,Yi) ,
which is a random probability measure on R2d, is close to the common law of the (Xi, Yi)’s,
whose evolution in time should thus approximately follow Equation (1). This is the so-called
propagation of chaos phenomenon. Rigorous statements are provided below.
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The long-time behaviour of mt has been studied in various settings. Convergence to equi-
librium without quantitative speed is addressed in [7]. Decomposing the potential U(x, x′) =
V (x) + V (x′) +W (x, x′) where V and W are respectively called the confinement and inter-
action potentials, exponentially fast long-time convergence is established by perturbation of
the linear case in [4, 12] when the interaction is sufficiently small. Such a quantitative result
is also proven in [2] when the potential is close to a quadratic function, and in [14] when
x 7→ U(x, x′) is stricly convex for all x′. Similarly to [14], in the present work, we will obtain
the long-time convergence of mt from the long-time convergence of m
(N)
t the law of ZN(t).
Indeed, remark that ZN is a classical Langevin diffusion, for which relaxation toward
equilibrium has been addressed, under various assumptions on the potential, in a broad number
of works and with various techniques like Meyn-Tweedie or coupling probabilistic approaches
[15, 8] or hypocercive modified entropy methods [15, 16, 6], see e.g. [1] and within for more
recent references. With respect to all this litterature, the specificities of [14] that are relevant
in the present mean-field framework are twofold: first, the long-time convergence has to be
quantified in relative entropy (total variation distance or L2 or H1 norms would’nt be suitable
for the limit N →∞) and, second, the convergence rate should be independent from N . From
this, combined with crude propagation of chaos estimates, long-time convergence is obtained
in [14] for the non-linear limit equation (1), together with uniform in time propagation of
chaos estimates. It turns out that there is mainly one step in [14] where the convexity of
the potential is crucially used, which is the proof that m
(N)
∞ the invariant measure of ZN
satisfies a log-Sobolev inequality with constant independent from N . However, in the recent
[10], such a uniform inequality is proven for the invariant measure of the overdamped version
of the system (2), which is exactly the x-marginal of m
(N)
∞ , under assumptions that allows
non-convex potentiels. Since log-Sobolev inequalities are stable under tensorization and since
such an inequality is clearly satisfied by the y-marginal of m
(N)
∞ , which is a Gaussian law, we
are in position to extend the results of [14] to a much broader class of potentials. We now
detail these results.
2 Results
For N ∈ N∗, denoting β := 2γ/σ2, we consider the Gibbs measure with Hamiltonian
HN(x, y) = β
( |y|2
2
+ UN(x)
)
, where UN(x) =
1
2N
N∑
i=1
N∑
j=1
U(xi, xj) ,
namely the measure on R2dN with Lebesgue density
m(N)∞ (x, y) = Z−1N exp (−HN (x, y)) , ZN :=
∫
R2dN
exp (−HN(x, y)) dxdy . (3)
In all the paper we denote identically a probability density and the corresponding probability
measure.
Assumption 1. The potential U is given by U(x, x′) = V (x) + V (x′) +W (x, x′) where V ∈
C∞(Rd) and W ∈ C∞(Rd×Rd) with all their derivatives of order larger than 2 bounded. There
exist cU > 0, c
′
U , c
′
W , R > 0 and cW ∈ R such that for all x, y, z ∈ Rd,
(∇V (x)−∇V (y)) · (x− y) > cV |x− y|2 − c′V |x− y|1{|x−y|6R} (4)
(∇xW (x, z)−∇yW (y, z)) · (x− y) > cW |x− y|2 − c′W |x− y|1{|x−y|6R} (5)
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Moreover, U is the sum of a strictly convex function and of a bounded function, W is lower
bounded, cV + cW > ‖∇2x,x′W‖∞ and β < β0 where
β0 :=
4
(c′V + c
′
W )R
ln
(
cV + cW
‖∇2x,x′W‖∞
)
(:= +∞ if (c′V + c′W )R = 0).
Remark that Assumption 1 discards singular potentials such as considered in [1]. Indeed,
we focus here in the question of having uniform estimates (in t when N → ∞ or in N when
t→∞) in non-convex cases, which is already interesting and new in cases where U is smooth
with bounded derivatives.
We say a probability measure µ satisfies a log-Sobolev inequality with constant η > 0 if
∀f > 0 s.t.
∫
fdµ = 1,
∫
f ln fdµ ≤ η
∫ |∇f |2
f
dµ. (6)
Proposition 1. Under Assumption 1, there exists η > 0 such that for all N ∈ N∗, ZN < +∞
and m
(N)
∞ satisfies a log-Sobolev inequality with constant η.
For µ and ν two probability laws on some Polish space E, we write
H (ν | µ) =
{ ∫
E
ln
(
dν
dµ
)
dν if ν ≪ µ
+∞ else
the relative entropy of ν with respect to µ and
W2 (µ, ν) = inf
pi∈Γ(µ,ν)
{√
E (|A1 −A2|2), Law(A1, A2) = pi
}
theirW2-Wasserstein distance, where the infimum is taken over the set Γ(µ, ν) of transference
plan between µ and ν, namely the set of probability laws on E × E with marginals µ and ν.
Recall that the set P2(Rd) of probability measures on Rd that have a finite second moment,
endowed with the distance W2, is complete. Similarly, denote
‖µ− ν‖TV = inf
pi∈Γ(µ,ν)
{P (A1 6= A2) , Law(A1, A2) = pi}
the total variation norm of µ− ν. Recall Pinsker’s Inequality
‖µ− ν‖2TV 6 2H (µ | ν)
for all µ, ν ∈ P(E), and Talagrand’s T2 Inequality
W22 (µ, ν) 6 ηH (µ | ν)
that holds for all µ ∈ P(E) if ν satisfies a log-Sobolev inequality with constant η.
Under Assumption 1, (2) admits a strong solution ZN = ((Xi, Yi))i∈J1,NK for any initial
condition (see [13]). Denote m
(N)
t the law of ZN(t).
Theorem 2. Under Assumption 1, there exist C, χ > 0 that depend only on U, γ, σ such that
for all N ∈ N∗, t ≥ 0 and all initial condition m(N)0 ∈ P(R2dN )
H
(
m
(N)
t
∣∣∣ m(N)∞ ) 6 Ce−χtH(m(N)0 ∣∣∣ m(N)∞ ) (7)
H
(
m
(N)
t
∣∣∣ m(N)∞ ) 6 C(1 ∧ t)3W22 (m(N)0 , m(N)∞ ) (8)
W2
(
m
(N)
t , m
(N)
∞
)
6 Ce−χtW2
(
m
(N)
0 , m
(N)
∞
)
. (9)
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To study the mean-field equation (1), following the notations of [10], we consider α the
probability measure with Lebesgue density proportional to exp(−V (x)− |y|2/2) and denote
Ef(ν) = H(ν | α) + 1
2
∫
W (x, x′)ν(dx)ν(dx′)
the so-called free energy of any ν ∈ P(R2d) and
HW (ν) = Ef (ν)− min
µ∈P(Rd)
Ef(µ)
the corresponding mean-field entropy.
Theorem 3. Under Assumption 1, Ef admits a unique minimizer m∞ ∈ P(Rd). Moreover,
there exist C, χ > 0 that depend only on U, γ, σ such that for all t ≥ 0 and all initial condition
m0 ∈ P(R2d),
HW (mt) 6 Ce−χtHW (m0) (10)
HW (mt) 6 C
(1 ∧ t)3W
2
2 (mt, m∞) (11)
W2 (mt, m∞) 6 Ce−χtW2 (m0, m∞) . (12)
Remark that m∞ is necessarilly an equilibrium of (1), and thus it solves
m∞(x, y) ∝ exp
(
−β
(
V (x) +
1
2
|y|2 +
∫
Rd
W (x, x′)m∞(x
′, y′)
))
.
In particular, the mean-field entropy HW (ν) differs from H(ν|m∞) since, up to an additive
constant, the first one is ∫
R2d
ν ln ν +
∫
R2d
V ν +
1
2
∫
R2d×R2d
Wν ⊗ ν
while, up to an additive constant, the second one is∫
R2d
ν ln ν +
∫
R2d
V ν +
∫
R2d×R2d
Wν ⊗m∞ ,
i.e. is the linearization of the first one at ν = m∞.
What is available in practice is the empirical distribution MNt for finite t > 0 and N ∈ N∗.
Corollary 4. Under Assumption 1, there exist χ > 0 that depends only on U, γ, σ such that
for all initial condition m
(N)
0 = m
⊗N
0 with m0 ∈ P2(R2d), there exists K > 0 such that for all
N ∈ N∗ and t ≥ 0 ,
E
(W22 (MNt , m∞)) 6 K (e−χt + a(N))
where
a(N) =

N−1/2 if d = 1
ln(1 +N)N−1/2 if d = 2
N−2/d if d > 3 .
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As shown in [3, Proposition 2.1], such a result yields confidence intervals with respect to
the uniform metric for a numerical approximation of m∞ by M
N
t ∗ ξ where ξ is a smooth
kernel.
Finally, we consider the limit N → +∞. For n ∈ J1, NK, denote m(n,N)t the law of
((X1, Y1), . . . , (Xn, Yn)).
Corollary 5. Under Assumption 1, there exists κ > 0 that depend only on U, γ, σ such that
for all initial condition m
(N)
0 = m
⊗N
0 with m0 ∈ P2(R2d), there exists K > 0 such that for all
N ∈ N∗, n ∈ J1, NK and t ≥ 0 ,
W2
(
m
(n,N)
t , m
⊗n
t
)
≤ K
√
n
Nκ
‖m(n,N)t −m⊗nt ‖TV 6
K
√
n
Nκ
.
3 Proofs
3.1 Uniform log-Sobolev inequalities
Lemma 6. Under Assumption 1, there exist α1, α2, α3 > 0 such that for all x, x
′ ∈ Rd,
α1
(|x|2 + |x′|2)− α3 6 U(x, x′) 6 α2 (|x|2 + |x′|2)+ α3 .
|∇xU(x, x′)| 6 α2 (|x|+ |x′|) + α3 .
Proof. This is a straightforward consequence of the uniform bound on ∇2U and on the fact
U is the sum of a strictly convex and of a bounded function.
From Lemma 6, we get that ZN < +∞ for all N ∈ N∗, which is the first claim of
Proposition 1. As we now explain, the second claim, i.e. the uniform log-Sobolev inequalities
for m
(N)
∞ , N ∈ N∗, follows from [10, Theorem 8] (itself based on [17, Theorem 0.1]). Denote
pi(N)∞ (x) =
∫
RdN
m∞(x, y)dy = Z˜N
−1
e−βUN (x) , Z˜N =
∫
RdN
e−βUN (x)dx
the x-marginal of m
(N)
∞ . A straightforward consequence of the log-Sobolev inequality for the
Gaussian law and of the tensorization property of the log-Sobolev inequalities is the following:
Lemma 7. Suppose that pi
(N)
∞ satisfies a log-Sobolev inequality for some constant ηN . Then
m
(N)
∞ satisfies a log-Sobolev inequality with constant max (ηN , β).
The study is thus reduced to pi
(N)
∞ , which is precisely the topic of [10]. We now introduced
the framework of the latter. As a first step, without loss of generality we suppose that β = 1.
Assumption 2. The potential U is given by U(x, y) = V (x) + V (y) +W (x, y) where
1. The confinement potential V ∈ C2(Rd), its Hessian matrix is bounded from below and
there are two positive constants c1, c2 such that x · ∇V (x) > c1|x|2 − c2 for all x ∈ Rd.
2. The interaction potential W ∈ C2(Rd × Rd), its Hessian matrix is bounded and∫
R2d
e−[V (x)+V (y)+λW (x,y)]dxdy < +∞ , ∀λ > 0 .
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Assumption 3 (Zegarlinski’s condition). Denoting
b0(r) = sup
x,y,z∈Rd:|x−y|=r
(
− x− y|x− y| · (∇xU(x, z)−∇yU(y, z))
)
for r > 0, then
cL :=
1
4
∫ ∞
0
exp
(
1
4
∫ s
0
b(r)dr
)
sds < +∞ .
Moreover,
γ0 := cL sup
x,y∈Rd,|z|=1
|∇2x,yU(x, y)z| < 1 . (13)
Assumption 4 (Uniform conditional log-Sobolev inequality). There exist ρ > 0 such that
for all N ∈ N∗ and all x6=1 = (x2, . . . , xN) ∈ Rd(N−1), the conditional law pi(N)∞,x 6=1 on Rd with
density proportional to x1 7→ pi(N)∞ (x) satisfies a log-Sobolev inequality with constant ρ.
Remark that the convention on what is called the constant of the log-Sobolev inequality
is different in [10] and in the present paper, so that ρ here corresponds to 1/(2ρLS,m) in [10].
This has no impact on the result, in both cases the one-particle conditional law is required
to satisfy a log-Sobolev inequality with a constant (in either sense) uniform in N and in x6=1.
The same remark applies for the next result.
Theorem 8 (Theorem 8 of [10]). Under Assumptions 2, 3 and 4, there exists η > 0 such that
pi
(N)
∞ (with β = 1) satisfies a log-Sobolev with constant η for all N ∈ N.
In [10], the one-particle conditional log-Sobolev inequality (i.e. Assumption 4) is proven
under the assumption that the confinment is superconvex, meaning that ∇2V → +∞ at
infinity. This is not compatible with the boundedness condition in Assumption 1 but it is far
from necessary.
In view of Lemma 7 and Theorem 8, Proposition 1 thus follows from the following result:
Lemma 9. Assumption 1 implies that Assumptions 2, 3 and 4 are satisfied by the potential
Uβ = βU on R
2d and for the potential Hβ = βH on R
4d where H is given by H(x, y, x′, y′) =
U(x, x′) + (|y|2 + |y′|2)/2.
Proof. We only detail the case of Uβ , the case of Hβ is similar with V (x) replaced by V (x) +
|y|2/2 and W unchanged. In particular, b0(r) is the same in both cases (since the addition of
the kinetic part is always non-positive).
Assumption 2 is easily checked. Indeed, the existence of c1 and c2 follows from (4) applied
with y = 0 (and the fact cV > 0), and the integrability of exp(−β (V (x) + V (y) + λW (x, y)))
for all λ > 0 follows from the fact W is lower bounded.
Concerning Assumption 3, similarly to [10, Remark 4], we see that, under the conditions
(4) and (5), the constant cL involved in Assumption 3 is finite with
cL 6
1
β(cV + cW )
exp
(
β(c′V + c
′
W )R
4
)
,
and thus
γ0 6
1
(cV + cW )
exp
(
β(c′V + c
′
W )R
4
)
‖∇2x,yU‖∞ < 1
where we used that β < β0.
Finally, Assumption 1 implies that U = U1 + U2 where U1 is ρ-convex for some ρ > 0 and
‖U2‖∞ <∞. Fix any N ∈ N∗ and x6=1 ∈ Rd(N−1). Then x1 7→ UN (x) is the sum of a ρ-convex
function and of a function bounded by ‖U2‖∞ <∞, so that the probability law with density
proportional to x1 7→ pi(N)∞ (x) satisfies a log-Sobolev with constant e2‖U2‖∞/ρ.
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3.2 First propagation of chaos estimates
Lemma 10. Under Assumption 1 there exists K > 0 depending only on U, γ, σ such that for
all initial conditions m0 ∈ P2(R2d) (and m(N)0 = m⊗N0 ), N ∈ N∗ and t > 0,
E
(|X1(t)|2)+ ∫
R2d
|x|2mt(x, y)dxdy ≤ K +
∫
R2d
|x|2m0(x, y)dxdy.
Proof. Under Assumption 1, for N ∈ N∗, UN satisfies, for all x ∈ RdN ,
x · ∇UN(x) =
N∑
i=1
xi · ∇xUN(xi, xj) >
N∑
i=1
(
(cV + cW ) |xi|2 − (c′V + c′W ) |xi|
)
>
(cV + cW )
2
|x|2 −N (c
′
V + c
′
W )
2
2(cV + cW )
.
Moreover, from Lemma 6, for all x ∈ RdN ,
α1|x|2 − α3N 6 UN(x) 6 α2|x|2 + α3N .
From these estimates, the proof is then the same as the proof of [14, Lemma 11], to which we
refer, based on classical Lyapunov arguments.
Proposition 11. Under Assumption 1, there exists b (depending only on U, γ, σ) such that
for all initial condition m0 ∈ P2(R2d) (and m(N)0 = m⊗N0 ), there exist K > 0 (depending only
on U, γ, σ and m0) such that for all N ∈ N∗ and t > 0,
W22
(
m⊗Nt , m
(N)
t
)
6 K
(
ebt − 1) .
Proof. This is a classical result, see e.g. [14, Proposition 12].
Proposition 12. Under Assumption 1, there exist K (depending only on U, γ, σ and m0) such
that for all t > 0 and all N ∈ N∗,
H
(
m
(N)
t | m⊗Nt
)
6 K
(
t+
√
N
∫ t
0
W2
(
m⊗Ns , m
(N)
s
)
ds
)
.
Proof. In the proof of [14, Lemma 14] is established that for all t > 0,
∂t
(
H
(
m
(N)
t | m⊗Nt
))
6
1
σ2
‖∇2W‖2∞
(
K ′ +
√
K ′NW2
(
m⊗Nt , m
(N)
t
))
where K ′ = K +
∫ |x|2m0 with K given by Lemma 10. Conclusion follows from the fact
m⊗N0 = m
(N)
0 , so that the relative entropy is 0 at t = 0.
Lemma 13. For all t > 0, N ∈ N∗ and n ∈ J1, NK,
W22
(
m⊗nt , m
(n,N)
t
)
6
n
N
W22
(
m⊗Nt , m
(N)
t
)
H
(
m
(n,N)
t | m⊗nt
)
6
1
⌊N/n⌋H
(
m
(N)
t | m⊗Nt
)
.
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Proof. Let ZN = ((X1, Y1), . . . , (XN , YN)) and ZN = ((X1, Y 1), . . . , (XN , Y N)) be a W2-
optimal coupling of m
(N)
t and m
⊗N
t , i.e. be such that ZN ∼ m(N)t , ZN ∼ m⊗Nt and
W22
(
m
(N)
t , m
⊗N
t
)
= E
(|ZN − ZN |2) .
Then ((X1, Y1), . . . , (Xn, Yn)) and ((X1, Y 1), . . . , (Xn, Y n)) are a coupling of m
(n,N)
t and m
⊗n
t
and, by exchangeability,
W22
(
m
(n,N)
t , m
⊗n
t
)
6
n∑
i=1
E
(|Xi −X i|2 + |Yi − Y i|2) = n
N
W22
(
m
(N)
t , m
⊗N
t
)
.
The second claim follows from the Csisza´r’s inequality which is [5, Inequality (2.10)] for n = 1.
Let us establish it for any n ∈ J1, NK. Set k = ⌊N/n⌋ and s = N − kn.
∫
R2dN
m
(N)
t ln
(
m
(N)
t
m⊗Nt
)
dz =
∫
R2dN
m
(N)
t ln
 m(N)t(
m
(n,N)
t
)⊗k
⊗m⊗st
 dz
+
∫
R2dN
m
(N)
t ln

(
m
(n,N)
t
)⊗k
⊗m⊗st
m⊗Nt
 dz
> k
∫
R2dn
m
(n,N)
t ln
(
m
(n,N)
t
m⊗nt
)
dz
where we used that the first term is positive (as a relative entropy) and the interchangeability
of m
(N)
t .
3.3 Long-time convergence
Proof of Theorem 2. From the uniform log-Sobolev inequality given by Proposition 1 and the
bound on ‖∇2UN‖∞ that is uniform in N , the proof of (7) is similar to the proof of [14,
Theorem 1] and we don’t repeat it.
The second part of Theorem 2, namely (8), follows from [11, Corollary 4.7(2)]. Let us
check that indeed the constant C obtained does not depend on N . Applied to our case, the
notations of [11] read A = IdN and Z(x, y) = −∇UN (x) − γy. Under Assumption 1, the
Jacobian matrix of this Z is bounded uniformly in N , which means that K1 and K2 given by
[11, Equation (3.6)] do not depend on N , and thus neither does Φt given by [11, Equation
(3.7)], which concludes.
Finally, at least for t > 1, (9) is a straightforward consequence of the two previous claims
of Theorem 2 and of the Talagrand T2 inequality implied by the log-Sobolev inequality given
by Proposition 1. Indeed, for t > 1,
W22
(
m
(N)
t , m
(N)
∞
)
6 ηH
(
m
(N)
t | m(N)∞
)
6 ηCe−χ(t−1)H
(
m
(N)
1 | m(N)∞
)
6 ηC2e−χtW 22
(
m
(N)
0 , m
(N)
∞
)
.
For t ∈ [0, 1], we simply consider two solutions ZN , Z˜N of (2) driven by the same Brownian
motion but with two different initial condition. More precisely, we suppose that (ZN(0), Z˜N(0))
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is an W2-optimal coupling of m(N)0 and m(N)∞ , so that
E
(
|ZN(0)− Z˜N(0)|2
)
= W22
(
m
(N)
0 , m
(N)
∞
)
.
Since ‖∇2UN‖∞ is bounded uniformly in N , we immediatly get that
d|ZN(t)− Z˜N(t)|2 6 b|ZN(t)− Z˜N(t)|2dt
for some b > 0 that does not depend on N . Conclusion follows from
W22
(
m
(N)
t , m
(N)
∞
)
6 E
(
|ZN(t)− Z˜N(t)|2
)
6 ebtE
(
|ZN(0)− Z˜N(0)|2
)
.
Proof of Theorem 3. In this proof, we use repeatedly results from [10] but applied to the
potential Hβ defined in Lemma 9. It is possible to do so since, according to Lemma 9, this
potential satisfies the assumptions of [10] (in particular the condition cL‖∇2x,yW‖∞ < 1).
The fact that Ef admits a unique minimizer m∞ over P(R2d) is proven in [10, Lemma 21].
Moreover, as established in the proof of [10, Theorem 10], µ
(1,N)
∞ weakly converges to m∞ and
for all ν ∈ P2(R2d),
W22 (ν,m∞) 6 lim inf
N→+∞
1
N
W22
(
ν⊗N , m(N)∞
)
.
Moreover, according to [10, Lemma 17], for all ν ∈ P(R2d) such that H(ν|α) < +∞,
1
N
H (ν⊗N |m(N)∞ ) −→
N→+∞
HW (ν) . (14)
Applied with ν = m∞ and combined with the Talagrand’s Inequality satisfied by m
(N)
∞ ,
1
N
W22
(
m⊗N∞ , m
(N)
∞
)
6
η
N
H (m⊗Nt | m(N)∞ ) −→
N→+∞
HW (m∞) = 0 .
In particular, dividing
W2
(
m⊗N0 , m
(N)
∞
)
6
√
NW2 (m0, m∞) +W2
(
m⊗N∞ , m
(N)
∞
)
by
√
N and letting N → +∞ we get that
lim sup
N→+∞
1√
N
W2
(
m⊗N0 , m
(N)
∞
)
6 W2 (m0, m∞) . (15)
Together with Theorem 2 and Proposition 11, for all t > 0,
W2(mt, m∞) 6 lim sup
N→+∞
(
W2
(
mt, m
(1,N)
t
)
+
1√
N
W2
(
m
(N)
t , m
(N)
∞
)
+W2
(
m(1,N)∞ , m∞
))
6 Ce−χtW2 (m0, m∞) .
Similarly, following the proof of [10, Theorem 10] we see that
HW (mt) 6 lim inf
N→+∞
1
N
H
(
m
(N)
t | m(N)∞
)
. (16)
The proof of (10) and (11) follows then from dividing (7) and (8) by N and letting N → +∞
thanks to (14), (15) and (16).
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3.4 Proofs of the corollaries
Lemma 14. Under Assumption 1, there exists K > 0 such that for all N ∈ N∗,
W2
(
m⊗N∞ , m
(N)
∞
)
6 K .
Proof. For all N ∈ N∗ and t > 0,
W2
(
m⊗N∞ , m
(N)
∞
)
6 W2
(
m⊗N∞ , m
(N)
t
)
+W2
(
m
(N)
t , m
(N)
∞
)
.
Applied in the case m
(N)
0 = m
⊗N
∞ together with Proposition 11 and Theorem 2, this yields
W2
(
m⊗N∞ , m
(N)
∞
)
6 Kebt + Ce−χtW2
(
m⊗N∞ , m
(N)
∞
)
.
In particular, for t = ln(2C)/χ, we get
W2
(
m⊗N∞ , m
(N)
∞
)
6 2K(2C)b/χ .
Proof of Corollary 4. Let (ZN , Z˜N) be a W2-optimal coupling of m(N)t and m⊗N∞ and M˜Nt be
the empirical distribution of Z˜N . Then, using [14, Lemma 10], we bound
E
(W22 (MNt , m∞)) 6 2E(W22 (MNt , M˜Nt ))+ 2E(W22 (M˜Nt , m∞))
6
2
N
W22
(
m
(N)
t , m
⊗N
∞
)
+ 2E
(
W22
(
M˜Nt , m∞
))
From [9, Theorem 1], the second term is bounded by Ra(N) for some R independent from N ,
and we bound the first one using Lemma 14 and Theorem 2 as
W2
(
m
(N)
t , m
⊗N
∞
)
6 W2
(
m
(N)
t , m
(N)
∞
)
+W2
(
m(N)∞ , m
⊗N
∞
)
6 Ce−χtW2
(
m
(N)
0 , m
(N)
∞
)
+K
6 Ce−χt
(W2 (m⊗N0 , m⊗N∞ )+W2 (m(N)∞ , m⊗N∞ ))+K
6 Ce−χt
√
NW2 (m0, m∞) +K(1 + C)
6 K ′(
√
Ne−χt + 1)
for some K ′ independent from N and t. We have thus obtained
E
(W22 (MNt , m∞)) 6 4(K ′)2(e−2χt + 1N
)
+Ra(N) ,
and conclusion follows from the fact 1/N is neglictible with respect to a(N) as N → +∞.
Proof of Corollary 5. Combining Proposition 11 and Lemma 13,
W22
(
m⊗nt , m
(n,N)
t
)
6
Knebt
N
Besides, combining Theorems 2 and 3 and Lemma 14,
W2
(
m⊗Nt , m
(N)
t
)
6 W2
(
m⊗Nt , m
⊗N
∞
)
+W2
(
m⊗N∞ , m
(N)
∞
)
+W2
(
m(N)∞ , m
(N)
t
)
6 Ce−χt
(√
NW2(m0, m∞) +W2
(
m(N)∞ , m
(N)
0
))
+K
6 Ce−χt
(
2
√
NW2(m0, m∞) +W2
(
m(N)∞ , m
⊗N
∞
))
+K
6 K ′
(√
Ne−χt + 1
)
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for some K ′ independent from N nor t > 0. Again with Lemma 13, we have thus obtained
that there exists K ′′ independent from N and t such that
W22
(
m⊗nt , m
(n,N)
t
)
6 K ′′n
(
ebt
N
∧ N
e2χt
)
.
Distinguishing the cases t 6 ln(N)/(2b) and t > ln(N)/(2b) concludes the proof for the W2
distance.
The case of the total variation distance is similar. First, from Pinsker’s and Csisza´r’s
inequalities, considering the initial condition m
(N)
0 = m
⊗N
∞ , we get for all t > 1
‖m⊗n∞ −m(n,N)∞ ‖2TV 6 2‖m⊗n∞ −m(n,N)t ‖2TV + 2‖m(n,N)t −m(n,N)∞ ‖2TV
6
8n
N
H
(
m
(N)
t |m⊗Nt
)
+ 4H
(
m
(N)
t |m(N)∞
)
6
8n
N
K ′ebt
√
N + 4C2e−χ(t−1)W22
(
m
(N)
0 , m
(N)
∞
)
for some K ′, where we combined Propositions 11 and 12 for the first term and used Theorem 2
for the second one. Together with Lemma 14, we have obtained that for some K ′′ independent
from N, t, n,
‖m⊗n∞ −m(n,N)∞ ‖2TV 6 K ′′
(
n√
N
ebt + e−χt
)
6 nK ′′
(
1√
N
ebt + e−χt
)
6
K ′′′n
Nκ
for some κ,K ′′′ > 0 when t = 1 + ln(N)/(4b).
Now, considering any initial condition m0 ∈ P2(Rd),
‖m⊗nt −m(n,N)t ‖2TV 6 3‖m⊗nt −m⊗n∞ ‖2TV + 3‖m⊗n∞ −m(n,N)∞ ‖2TV + 3‖m(n,N)∞ −m(n,N)t ‖2TV
6 6H (m⊗nt |m⊗n∞ )+ 3K ′′′nN−κ + 6H(m(N)t |m(N)∞ )
6 6C2e−χ(t−1)
(
W22
(
m⊗N0 , m
⊗N
∞
)
+W22
(
m
(N)
0 , m
(N)
∞
))
+ 3K ′′′nN−κ
for t > 1, so that
‖m⊗nt −m(n,N)t ‖2TV 6 K
(
Ne−χt + nN−κ
)
6 Kn
(
Ne−χt +N−κ
)
for some K. Besides, from Propositions 11 and 12 and Lemma 13,
‖m⊗nt −m(n,N)t ‖2TV 6
4n
N
H
(
m
(N)
t |m⊗Nt
)
6
Kn√
N
ebt
for some K, and conclusion follows again by distinguishing the cases t > 1 + ln(N)/(4b) and
t 6 1 + ln(N)/(4b).
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