Abstract-We consider estimating the transition probability matrix of a finite-state finite-observation alphabet hidden Markov model with known observation probabilities. The main contribution is a two-step algorithm; a method of moments estimator (formulated as a convex optimization problem) followed by a single iteration of a Newton-Raphson maximum likelihood estimator. The two-fold contribution of this letter is, firstly, to theoretically show that the proposed estimator is consistent and asymptotically efficient, and secondly, to numerically show that the method is computationally less demanding than conventional methods -in particular for large data sets.
can be motivated in two ways: firstly, it can be seen as the second step in a decoupling approach to learning the HMM parameters (see [11] ), or alternatively, by any application where the sensor used to measure the system is designed/known to the user.
The main idea in this letter is a hybrid two-step algorithm based on combining the advantages of the two aforementioned approaches. The first step uses a method of moments estimator which requires a single pass over the data set (compared to iterative algorithms, such as EM, that require multiple iterations over the data set). The second step uses the method of moments estimate to initialize a non-iterative second-order direct likelihood maximization procedure. This allows us to avoid resorting to ad hoc heuristics for localizing a good starting point. More importantly, we show that it is sufficient to perform only a single iteration of the ML procedure to obtain an asymptotically efficient estimate. Put differently, only two passes through the data set are necessary in order to obtain an asymptotically efficient estimate.
To summarize, the main contributions of this letter are:
• a proposed two-step identification algorithm that exploits the benefits of both the method of moments approach (low computational burden and consistency) and direct likelihood maximization (high accuracy);
• we prove the consistency and asymptotic efficiency of the proposed estimator. Hence, the problem of only local convergence that may haunt iterative ML algorithms, such as EM, is shown to be avoided;
• numerical studies that show that the proposed method is up to an order of magnitude faster than the standard EM algorithm -with the same resulting accuracy (when the EM iterations approach the global optimum of the likelihood function). Moreover, the run-time is, roughly, constant for a fixed data size, whereas the run-time of EM is highly dependent on the data (due to the number of iterations needed for convergence). The outline of the remaining part of this letter is as follows. We first present a brief overview of related work below. Section II then poses the problem formally and Section III presents the algorithm. In Section IV asymptotical efficiency is proven, and Section V presents numerical studies.
Related Work
HMM parameter estimation is now a classical area (with more than 50 years of literature). There has recently been interest in the machine learning community for employing arXiv:1702.00155v1 [cs.SY] 1 Feb 2017 methods of moments for HMMs. The method presented in [10, Appendix A] demonstrates how to recover explicit estimates of the transition and observation matrices by exploiting the special structure of the moments of an HMM. This method has been further generalized and put in a tensor framework; see, e.g., [9] , [12] and references therein. The appealing attribute of these methods is that they generate non-iterative estimates using simple linear algebra operations (eigen and singularvalue decompositions). However, the non-negativity and sumto-one properties of the estimated probabilities cannot be guaranteed.
There are a number of proposed methods of moments for HMMs formulated as optimization problems (which allow constrains to be forced on the estimates), e.g., [8] , [11] and [14] . The identification problem is decoupled in [11] into two stages: first an estimation of the output parameters, and then a moment matching optimization problem. The resulting optimization problem is related to the one in [8] and to the problem in the present work. The method we propose in this letter could be seen as a possible improvement of the second step in the setting of [11] .
In the general setting, hybrid approaches, such as the combination of EM and direct likelihood maximization, and other attempts to accelerate EM has been studied in, e.g., [15] , [16] . Iterative direct likelihood maximization for HMMs, as well as methods for obtaining the necessary gradient and Hessian expressions, are treated in, e.g., [5] , [17] - [21] . The combination of a method of moments and EM has, in the case of HMMs, been considered in [11] .
II. PRELIMINARIES AND PROBLEM FORMULATION
All vectors are column vectors unless transposed, 1 denotes the vector of all ones. The vector operator diag : R n → R n×n gives the matrix where the vector has been put on the diagonal, and all other elements are zero. · F denotes the Frobenius norm of a matrix. The element at row i and column j of a matrix is [·] ij , and the element at position i of a vector is [·] i . Inequalities (>, ≥, ≤, <) between vectors or matrices should be interpreted elementwise. The indicator function I{·} takes the value 1 if the expression · is fulfilled and 0 otherwise. Let → p and → d denote convergence in probability and in distribution, respectively, and let O p and o p be stochastic-order symbols. ∼ denotes "distributed according to".
A. Problem Formulation
Consider a discrete-time finite-state hidden Markov model (HMM) on the state space X = {1, 2, . . . , X} with the transition probability matrix
Observations are made from the set Y = {1, 2, . . . , Y } according to the observation probability matrix
These matrices are row-stochastic, i.e., the elements in each row sum to one. Denote the initial distribution as π 0 and the stationary distribution as π ∞ .
The HMM moments are joint probabilities of tuples of observations. The second order moments can be represented by Y × Y matrices M k with elements
The following equation relates the second order moments and the system parameters,
and is the key to the method of moments formulation of the problem.
As we are interested in the asymptotic behaviour, we make the assumption that the initial distribution π 0 is known to us -its influence will anyway diminish over time. The most important assumption we make is that the observation probabilities B are known. There are three motivations for this assumption: i) it admits the problem to a convex formulation, ii) it holds in any real-world application where the sensor is designed by the user, and iii) our method can be seen as an intermediate step of the decoupling approach in [11] . The identification problem we consider is, hence, Problem 1. Consider an HMM with known initial distribution π 0 and known observation matrix B. The HMM is initialized according to π 0 and a sequence of observations y 0 , y 1 , . . . , y N is obtained. Given the sequence of N + 1 observations {y k } N k=0 , estimate the transition matrix P .
III. ASYMPTOTICALLY EFFICIENT TWO-STEP ALGORITHM
In this section, we outline the two-step algorithm which is the main contribution of this letter.
Step 1. Initial Method of Moments Estimate
In light of (3), use the empirical moments estimate
for the (stationary) second order moments. In the moment matching optimization problem, we need to impose the constraint that the transition matrix is a valid stochastic matrix, that is: the non-negativity and sum-to-one properties of its rows. We require that the transition matrix of the HMM is ergodic (aperiodic and irreducible). This implies, first of all, that π ∞ is the right eigenvector of P T and therefore satisfies the condition π ∞ = P T π ∞ , and secondly, that π ∞ has strictly positive entries. We therefore, also, include in the optimization problem a polytopic boundΠ on π ∞ such that for a vector x ∈Π ⇒ x > 0. 1 To summarize, estimating the transition matrix P involves solving the optimization problem (as the limit is taken in equation (4) towards stationarity):
This is, in general, a non-convex optimization problem. The lemma below shows that convex optimization techniques can be used to solve the problem.
Lemma 1. The solution of problem (6) is obtainable by solving the convex problem
and using (9) and (10), see below, to recover π ∞ and P from the variable A.
Proof. In problem (7), we identify the product diag(π ∞ )P in problem (6) as a new parameter A, i.e.,
and optimize over its elements instead of over π ∞ and P jointly. Notice that it is possible to recover π ∞ and P from A as follows: Firstly, recover π ∞ from
employing the fact that P 1 = 1. Secondly, recover P from
The lemma follows by noting that the cost functions in problems (6) and (7) are the same, and then mapping feasible solutions between the two problems.
Solving problem (7) requires only a single pass over the data to obtainM ∞ , and then solving a data-size independent convex (quadratic) optimization problem to compute an estimate of the transition matrix P . The trade-off compared to ML estimation, which requires multiple iterations over the observation data set, is of course between estimation accuracy and computational cost: the method of moments outlined above employs only the second order moments and will hence have disregarded some of the information in the observed data.
Step 2. Single Newton-Raphson Step
We propose to exploit the trade-off by first obtaining an estimate of P using the convex method of moments (7), and then taking a single Newton-Raphson step on the likelihood function to increase the accuracy of the estimate.
The (log-)likelihood function of the observed data is
where θ is a parametrization of the transition matrix P . Denote the estimate resulting from the method of moments (7) asθ MM . Then a single Newton-Raphson step is performed as follows:
2 We assume that parametrization handles the constraints, if not, then the Newton-Raphson step can be formulated as a constrained quadratic program.
where the gradient ∇ θ l N (θ) and Hessian ∇ 2 θ l N (θ) can be computed recursively -see e.g., [5] , [17] - [21] .
Compared to direct maximization of the likelihood function using the Newton-Raphson method (see, e.g., [5] , [19] ), this procedure is non-iterative and hence, the gradient and Hessian need only to be computed once.
IV. ANALYSIS
In this section we analyze the properties of the proposed algorithm. First we state the assumptions. Assumption 1. The transition matrix P has positive elements. The observation matrix B is given, has full rank and is positive. There is a polytopic bound on π ∞ such that all components of π ∞ are strictly greater than zero.
The following lemma establishes (strong) consistency of the method of moments procedure.
Lemma 2. The estimates of P and π ∞ obtained using (9) and (10) Next, we provide the main theorem of the letter. Theorem 1. The estimateθ NR obtained by the two-step algorithm (7)- (12) is asymptotically efficient, i.e., as
where N is a normal distribution, θ * corresponds to the true parameters and I F is the Fisher information matrix.
Proof (outline). The theorem follows by showing that 1) the estimateM ∞ follows a central limit theorem [25, Corollary 5] , and using this, concluding thatM
Appendix A]; 2) this order in probability can be propagated through the optimization problem (7) to obtain a similar order onP andπ ∞ [27, Theorem 2.1]; 3) verifying that certain regularity conditions hold to ensure that we have a central limit theorem for the gradient and a law of large numbers for the Hessian matrix of the log-likelihood function [5, Theorems 12.5.5 and 12.5.6]; 4) verifying by explicit computation that the single NewtonRaphson step yields an asymptotically efficient estimator. Again, full details are available in the supplementary material. 
V. NUMERICAL EVALUATION
In this section, we evaluate the performance of the proposed two-step algorithm and compare it to the standard EM algorithm for ML estimation. The EM implementation of Matlab R2015a was employed (modified as to account for the fact that the observation matrix is assumed known). The first step of the proposed algorithm, i.e., solving the convex optimization problem (7), was performed using the CVX package [28] . The second step, i.e., the single Newton-Raphson update (12) , can be implemented in (at least) two ways. The first is to recursively compute the gradient and Hessian as explained in, e.g., [5] , [17] - [21] . The second, and the one we opted for, is to use automatic differentiation (AD, e.g., [29] ). We interfaced Matlab to the ForwardDiff.jl-package in Julia [30] in our implementation. A small regularization term was added to the Hessian. Each simulation was run on an Intel Xeon CPU at 3.1 GHz.
We sampled observations from randomly generated systems of size X = Y = 5. Notice that there are a total of 20 unknown parameters (i.e., elements of P ) to estimate for such systems. We used an elementwise lower boundΠ of one tenth of the minimum element of the true stationary distribution of each system. We compared the performance of the proposed twostep algorithm (2S), to the estimate resulting from the method of moments (MM), as well as, the EM algorithm started in three different initial points: a random point (EM), the method of moments estimate (EM-MM) and the true parameter values (EM-True). Fig. 1 presents the median over 100 simulations for each batch size of, left, the root mean squared error (RMSE) and, right, the run-time. Fig. 2 presents box plots of, left, the RMSEs of the proposed algorithm at various data sizes and, right, the RMSEs of the compared algorithms for 5 · 10 5 samples. All boxes contain 100 simulations. Three things can be noted from the figures.
Firstly, in the left plot of Fig. 1 , the loss of accuracy resulting from only using the second order moments (compared to all moments in EM) is apparent from the distance between the MM-curve and the EM-curves. This can also be seen in the right plot of Fig. 2 .
Secondly, also in the left plot of Fig. 1 , we see that the asymptotics become valid around 10 5 samples which takes the estimate resulting from the proposed two-step method down to the accuracy of EM. The same conclusion is indicated by the left plot of Fig. 2 , where the number of observed outliers drop. These occurred when the Hessian was not negative definitea result of the initial estimate not being sufficiently close to the maximum of the likelihood function. Note that this can be detected prior to employing the method.
Thirdly, in the right plot of Fig. 1 , it can be see that the run-times of the compared algorithms differ by up to an order of magnitude. It should moreover be noted that the run-time of the proposed algorithm is more or less constant for a fixed data size (i.e., independent of the system and the observations), whereas the run-time of EM is highly dependent on the data (due to the number of iterations needed to converge): The maximum run-times for 5 · 10 5 observations were 1083, 480, 166 seconds for EM, EM-MM and EM-True, respectively, whereas for the proposed method it was 54 seconds.
VI. CONCLUSION
This letter has proposed and analyzed a two-step algorithm for identification of HMMs with known sensor uncertainties. A method of moments was combined with direct likelihood maximization to exploit the benefits of both approaches: lower computational cost and consistency in the former, and accuracy in the later. Theoretical guarantees were given for asymptotic efficiency and numerical simulations showed that the algorithm can yield the same accuracy as the standard EM algorithm, but in up to an order of magnitude less time.
Here, we provide details of the proofs stated in the paper.
APPENDIX A PROOF OF LEMMA 1
To show the equivalence, we first establish that the mappings between P and π ∞ , and A are one-to-one using the following lemma.
Lemma 3. The mappings (8), (9) and (10) between P and π ∞ , and A are one-to-one.
Proof. Recall that π ∞ has strictly positive elements. Firstly, given P and π ∞ , the equation (8) yields a single A. Secondly, assume diag(π ∞ )P = A = diag(π ∞ )P , whereP and P are row-stochastic. Multiplying the equation by 1 from the right yields π ∞ =π ∞ . Then, multiplying from the left by diag(π ∞ ) −1 yields P =P . Thirdly, equations (9) and (10) yield unique P and π ∞ given an A. Fourthly, assume A andÃ both map to P and π ∞ , i.e., A1 = π ∞ =Ã1, and diag(A1)
Multiplying the last equation by diag(A1) yields A =Ã.
Then we note that the cost functions are the same in the two formulations (6) and (7) of the problem. Secondly, we map feasible solutions between the two problems.
1) Solution of (6) ⇒ Solution of (7): Assume P and π ∞ are optimal for (6), and define A = diag(π ∞ )P . Then
2) Solution of (7) ⇒ Solution of (6): Assume A is optimal for (7). Let π ∞ = A1 and P = diag(A1) −1 A. Note that diag(A1) −1 is well-defined since A1 ∈Π, i.e., A1 > 0. Then
• Since for any vector x with all non-zero elements it holds that [diag(x)
again employing that diag(x)
−1 x = 1 for any vector with all nonzero elements;
APPENDIX B PROOF OF LEMMA 2
Here, we provide a sequence of lemmas that give the details on that A. the estimateM ∞ converges to M ∞ , B. the solutionÂ of the optimization problem (7) converges to the true parameter A, C. the solutionÂ of the optimization problem (7) can be converted uniquely toP andπ ∞ .
A. Convergence ofM ∞ Lemma 4. Let the sequence of N observations from the HMM with initial distribution π 0 be the set {y k } N k=0 and form the empirical estimate (5) of the second order moments. Then the estimate converges, i.e.,
with probability one as the number of observations N → ∞.
Before we prove the above lemma, we first introduce two auxiliary lemmas.
Lemma 5. Let x k be the state of an HMM and y k the corresponding observation. Then the process defined by the tuplet (x k , y k , y k−1 ) is a Markov chain.
Proof. It can be checked that the Markov property is satisfied. Proof. The transition matrix of the lumped Markov chain consists of multiplications between elements of the P and B matrices (which are strictly positive) and zeros (whenever the common observation is not shared).
It can be shown that any state can reach any state with positive probability in at most two steps (⇒ irreducibility). Furthermore, it can be shown that any state with the same two observations has positive probability of returning to itself in one step (⇒ aperiodicity).
With these two lemmas, we are now ready to prove Lemma 4.
Proof of Lemma 4. Denote the state of the lumped Markov chain as z k = (y k , y k+1 , x k+1 ) and let the functions f ij be given by
Then,
with probability one, where Z = Y × Y × X andπ ∞ is the stationary distribution of z k . Here, we used that z k is aperiodic and irreducible (Lemma 6) and the strong law of large numbers for Markov chains [5, Theorem 14.2 .53].
B. Convergence of optimization solution
As guaranteed by Lemma 4, the estimateM ∞ will converge to M ∞ with probability one. The next step is to show that the solution(s) of the optimization problem (7) converges to the optimal value, i.e., thatÂ → A, asM ∞ → M ∞ . The following lemma guarantees that there is a unique solution to the optimization problem and allows us to write the minimizer from here on.
Lemma 7.
Under the assumption that B has full rank, the minimizer of the optimization problem (7) is unique.
Proof. We check that the Hessian of the cost function in (7) is positive definite to ensure strict convexity (see, e.g., [31] ). Note that the cost is of the form (see equation (34) below for details)
where
, which has the Hessian
Positive definiteness of the Hessian is, in this case, equivalent to
Since (see, e.g., [32] )
we see that the
has full column rank. By (18) , this implies uniqueness since, then, the cost function is strictly convex.
The next lemma says that the sequence of minimizers of the approximate optimization problems will converge to the minimizer of the true optimization problem.
Lemma 8. LetÂ be the minimizer of the optimization problem (7) usingM ∞ from equation (5), and let A be the minimizer of the optimization problem (7) using instead the true M ∞ . ThenÂ converges with probability one to A asM ∞ tends to M ∞ as in Lemma 4.
To be able to prove Lemma 8, we will make use of another two additional lemmas. The first one provides results regarding how well a minimizer of an approximate cost function is with respect to the minimizer of the true cost function. In summary, it says that if we have uniform convergence of the cost function, the minimizer of the approximate cost function will converge to the minimizer of the true cost function, if the parameter set is compact.
Lemma 9. Consider a family of random functions f k (θ) : Θ → R, where Θ is a compact subset of some Euclidean space. Let θ k = arg min θ∈Θ f k (θ). If f k (θ) tends uniformly to a continuous (on Θ) deterministic limitf (θ) with probability one, i.e., sup
with probability one as k → ∞, then with Θ * = {θ ∈ Θ s.t. θ minimizesf (θ)}, we have that
with probability one as k → ∞.
Proof. This follows from Lemma 1.1 of [23] by restricting to the realizations where (20) hold. Similar results also appear in [33] and [34, Ch. 24] .
The second auxiliary lemma needed states roughly that if we have pointwise convergence with probability one of a sequence of convex functions, then we also have uniform convergence over compact sets with probability one.
Lemma 10. Suppose f k (θ) is a sequence of convex random functions defined on an open convex set S of some Euclidean space, which converges pointwise in θ with probability one to somef (θ). Then
tends to zero with probability one as k → ∞, for each compact subset Θ of S.
Proof. This lemma follows from [24, Theorem 10.8] by restricting to the set of realizations where pointwise convergence holds, which has probability one by assumption.
Combining these two lemmas allows us to provide proof for Lemma 8.
Proof of Lemma 8. The cost function in problem (7) is strictly convex (see proof of Lemma 7). The set of feasible parameters is compact and convex. From Lemma 4, we know thatM ∞ converges with probability one. Since the cost function is a continuous mapping ofM ∞ , we conclude that the cost function converges pointwise with probability one. Hence, the conditions of Lemma 10 are fulfilled. This in turn fulfills the conditions of Lemma 9 which allows us to conclude thatÂ will tend to A with probability one.
C. Convergence ofP andπ 0
From Lemma 8, we know thatÂ → A as the number of samples tends to infinity. Since the mapping from A to P and π ∞ is unique (see Lemma 3), we conclude that the estimates of P and π ∞ also will converge. In summary, this concludes the proof of Theorem 2.
APPENDIX C PROOF OF THEOREM 1
Parts of the proof are inspired by [11] . 1) Central limit theorem forM ∞ : We will show that a central limit theorem holds for the estimates. For this, we employ the following theorem from [25] :
Theorem 2 (Corollary 5 of [25] ). Consider a uniformly ergodic Markov chain on X with stationary distribution π ∞ . Suppose E π∞ f 2 (x) < ∞, where f : X → R. Then for any initial distribution, as N → ∞,
f < ∞ is a constant. As in the proof of Lemma 4, denote the state of the lumped Markov chain as z k = (y k , y k+1 , x k+1 ) ∈ Z = Y × Y × X and let the functions f ij be given by
Then, as guaranteed by Theorem 2 (z k is uniformly ergodic since it is finite -see [25, Example 1]),
or by changing back to the original variables,
i.e.,
where σ 2 ij < ∞ are constants.
2)
√ N -consistency ofM ∞ : We now establish thatM ∞ is a √ N -consistent estimator using the above result and the following lemma.
Lemma 11 (Appendix A, [26] ). If a sequence of random variables Z N and a constant z 0 tend in distribution to another random variable Z (as N → ∞) according to
Leveraging the above lemma, we conclude that
This, by definition, means that for every ε > 0, we can find a constant c ij (ε) such that for all N sufficiently large,
3) √ N -consistency ofÂ: We now propagate the √ Nconsistency ofM ∞ to the variableÂ through the optimization problem (7) .
First note that problem (7) can be rewritten on the standard form for a quadratic program (QP),
where Q is a positive definite matrix. In particular, using the identity (for arbitrary matrices A, B and C of appropriate dimensions, see, e.g., [32] )
we have that
so that,
where x = vec(A), and the constant term has been dropped. The constraints can similarly be translated by vectorization, e.g., 1 T A1 = 1 translates to 1 T vec(A) = 1, i.e., 1 T x = 1. The uncertainty in this problem, resulting from the estimation procedure, lies in the estimate of the momentsM ∞ . Note that this only influences the cost function -not the constraints. We now ask ourselves how the uncertainty inM ∞ propagates through the QP into our variable of interestÂ.
Denote the minimizer of the nominal problem (32) , where M ∞ is used instead ofM ∞ , as x * (= vec(A)) and let
subject to the same constraints as in problem (32) . Then [27, Theorem 2.1] provides the following bound on the distance between the solution of the nominal QP and the solution of the perturbed QP:
where δ = q −q 2 and λ is the smallest eigenvalue of Q. Let σ 1 (·) denote the largest singular value, then we note that (for every ε > 0)
with probability greater than 1 − ε, where c ij (ε) are the constants in the stochastic order (30) . Also note that
due to the sum-to-one constraint of A. Hence, for every ε > 0 (and N sufficiently large), we have in the bound (38), that
with probability greater than 1 − ε. This shows that
4)
√ N -consistency ofπ ∞ andP : Again, for any ε > 0, we have using equation (9) that
holds with probability greater than 1 − ε. Continuing, equations (9) and (10) tell us that
F . (44) We will use that, for two invertible diagonal matrices D 1 and D 2 , and arbitrary matrices X and Y , it holds that
This yields
where the first factor is bounded by a constant due to the ergodicity assumptions (the stationary distribution has strictly positive elements) and the terms in the parenthesis have trivial bounds, or can be bounded using equations (41) and (43). Hence, for any ε > 0, we have that P −P F ≤ constant √ N with probability greater than 1 − ε, or equivalently that,
5) ∆-method: Assume that the parametrization of the transition matrix is continuous and differentiable, and denote by θ * the true parameters. We can then propagate relation (47) to the parameters θ to obtain
using the ∆-method -in particular, the first part of the proof of Theorem 3.1 in [35] . 6) Regularity of the likelihood function: Denote the Fisher information matrix as I F (θ * ). Then Theorems 12.5.5 and 12.5.6 of [5] guarantee that we have a central limit theorem for the score function and a law of large numbers for the observed information matrix, as follows:
as N → ∞, since our chain is finite and P, B > 0. 7) Asymptotic efficiency by Newton-Raphson:
Lemma 12. Letθ init = θ * + O p (N −1/2 ). Then, one NewtonRaphson step starting inθ init on l N (θ) gives an asymptotically efficient estimator, i.e., witĥ
we get
(Proof on next page) 
Lemma 12, together with the results of subsections C-4 and C-6, conclude the proof of Theorem 1 by takingθ init =θ M M .
