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ABSTRACT
While Model Based Iterative Reconstruction (MBIR) of CT
scans has been shown to have better image quality than Fil-
tered Back Projection (FBP), its use has been limited by its
high computational cost. More recently, deep convolutional
neural networks (CNN) have shown great promise in both de-
noising and reconstruction applications. In this research, we
propose a fast reconstruction algorithm, which we call Deep
Learning MBIR (DL-MBIR), for approximating MBIR us-
ing a deep residual neural network. The DL-MBIR method
is trained to produce reconstructions that approximate true
MBIR images using a 16 layer residual convolutional neural
network implemented on multiple GPUs using Google Ten-
sorflow. In addition, we propose 2D, 2.5D and 3D variations
on the DL-MBIR method and show that the 2.5D method
achieves similar quality to the fully 3D method, but with re-
duced computational cost.
Index Terms— Deep Learning (DL), FBP, MBIR, Com-
puted Tomography, 2.5D DL-MBIR, Residual CNN
1. INTRODUCTION
Computed Tomography (CT) plays a vital role in a wide range
of applications from diagnosis in health care, to detection in
security, and NDE in manufacturing. While Model Based It-
erative Reconstruction (MBIR) has been shown to improve
image quality and remove artifacts as compared to more tra-
ditional Filtered Back-Projection (FBP) methods [1, 2, 3, 4],
a key factor limiting broad acceptance of MBIR is its high
computational cost.
Recently, deep learning approaches have been shown to
be of great value in a variety of CT applications. Among pi-
oneering examples, Kang, et al. developed a deep convolu-
tional neural network (CNN) to remove low-dose noise from
X-ray CT images [5]. Excellent performance of deep residual
neural networks in image denoising [6, 7], inspired Han, et al.
to propose a residual learning method to remove the global
streaking artifacts caused by sparse projection views in CT
images [8]. More recently, Ye, et al. [9] developed method
for incorporating CNN denoisers into MBIR reconstruction
as advanced prior models using the Plug-and-Play framework
[10, 11].
In this paper, we propose a fast reconstruction algorithm,
which we call Deep Learning MBIR (DL-MBIR), for approx-
imately achieving the improved quality of MBIR using a deep
residual neural network. The DL-MBIR method is trained to
produce 3D reconstructions that approximate true MBIR im-
ages using a 16 layer residual convolutional neural network
implemented on multiple GPUs using Google Tensorflow. We
present three implementations of DL-MBIR corresponding to
processing the data in 2D, 2.5D and 3D. While the 3D pro-
cessing is shown to offer the best fidelity to MBIR reconstruc-
tion, it requires 3D convolutions that increase computation
relative to the 2D approach. Alternatively, the 2.5D method
results in image fidelity that is comparable to 3D processing;
but since it only requires a 2D convolution structure, its com-
putational requirements are similar to 2D processing. Finally,
we present results on clinical case studies that demonstrate
value of DL-MBIR in general and the favorable speed/fidelity
trade-off 2.5D processing.
2. 2D AND 3D DEEP LEARNING MBIR (DL-MBIR)
The architectural structure of DL-MBIR is shown in Figure 1.
The aim of this network is to find a nonlinear mapping that
transforms the FBP image into an accurate approximation of
the MBIR image.
2.1. 2D DL-MBIR
The DL-MBIR network shown in Figure 1 is called 2D DL-
MBIR because it processes 2D input slices and only uses 2D
convolutional kernels. This network consists of 17 layers, and
for each layer we represent the transformation kernel in the
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(3× 3)×Ni ×No ,
where (3× 3) represents the convolution kernel applied with
Ni input channels and No output channels. In the first layer,
we apply 64 convolutional filter kernels each of size (3 × 3)
followed by a rectified linear units (ReLU) [12] to form 64
output channels for the first layer. This kernel is denoted as
(3 × 3) × 1 × 64 since it has only a single slice of an FBP
image as input. From layers 2 to 16, we a apply a kernel
of size (3 × 3) × 64 × 64 as to generate a 64 channel out
form a 64 channel input from the previous layer. Between
each convolution and ReLU, we added batch normalization
for better convergence and stability of the network [9, 13]. In
the last layer, we apply a (3× 3)× 64× 1 kernel to generate
a single output residual image.
Fig. 1. Architecture of 2D DL-MBIR network. a. Detailed,
and b. simple view. The network consists of 17 layers. Im-
portantly, the input is a single 2D slice from the FBP image.
In this network, and in general in DL-MBIR networks, we
use the residual learning strategy [6, 7], where the network is
trained on pairs of FBP/residual image patches. The residual
corresponds to the difference between the MBIR and FBP re-
constructions of the same scan data. Assuming y ∈ <N and
x ∈ <N are FBP and MBIR data, the residual training images
ν ∈ <N can be obtained from:
ν = y − x (1)
To find the nonlinear mapping, R(y; θ), we minimize the
following cost function:
`(θ) =
1
2NT
ΣNTi=1||R(y; θ)− ν||2 , (2)
where NT is the total number of training data sets per batch
and θ corresponds to the network parameters.
For robust performance of DL-MBIR, we need to train the
deep neural networks on very large data sets that are represen-
tative of various clinical settings. Since a standard GPU has
only 12 or 16 GB memory, multi-GPU implementation is re-
quired for deep learning on any large training database. This
multi-GPU implementation can also reduce the training time
through increased parallelization.
Fig. 2. a. The strategy for multi-GPU implementation of DL-
MBIR on the Google Tensorflow (TF). b. Training speed-up
with multi-GPU implementation.
We implemented 2D DL-MBIR in a multi-GPU platform
using the standard Google Tensorflow. The procedure for
multi-GPU implementation is shown in Figure 2a. Separate
GPUs calculate loss and gradient of a batch of input data. Af-
ter each GPU completes the calculation of gradients, the gra-
dients are averaged on the CPU (for synchronization of the
data), and the loss is minimized using the ADAM optimizer.
This procedure continues until all the training data are used
as input (one epoch). The training time per epoch is shown in
Figure 2b. We used 1, 2 and 4 GPUs on a machine with Titan
X (Pascal) GPUs (16G RAM).
It is worth noting that input batch sizes for 1, 2 and 4
GPUs are 128, 64 and 32, respectively. In this manner, the
total number of batches processed per iteration are the same
for a fair comparison. Therefore, we can increase the size of
training data without sacrificing training time with our multi-
GPU TF implementation.
2.2. 3D DL-MBIR
To improve the performance of DL-MBIR, it is useful to take
advantage of of z-direction (depth) information in 3D CT
scans. To that end, we propose to use 3D DL-MBIR instead
of 2D DL-MBIR. The structure of 3D DL-MBIR network is
shown in Figure 3.
In this network, both the input images and the associated
convolution kernels are 3D. For the case studies shown in
this manuscript, we used convolutions of size (3×3×3) in all
cases. Moreover, for training data, the input patches are gen-
erated from 7 neighboring slices and the rest of dimensions
and parameters are kept the same between the three networks.
The output volume is also 3D and includes the same number
of slices as the input. For testing, in theory each set of 7 slices
as input can results in 7 output slices, but there will be artifact
at the edge slices due to truncation. Thus, in the test mode,
we used a sliding window of 7 slices that moved with stride 1
2
Fig. 3. Architecture of 3D DL-MBIR network. a. Detailed,
and b. simple view. The input patches and all the convolutions
are in 3D. Seven neighboring slices were used to generate 3D
input patches. Each convolution is represented by (Kernel
Size) × No. of Input Channels × No. of Filters.
in z-direction over the volume of input data, and output only
the middle slice from every 7 reconstructed output slices to
avoid truncation effect.
3. 2.5D DL-MBIR
In this section, we introduce a 2.5D algorithm in order to
maintain the quality of 3D DL-MBIR, while achieving recon-
struction speed similar to 2D DL-MBIR.
The structure of the 2.5D DL-MBIR is illustrated in Fig-
ure 4. This structure is similar to the 2D DL-MBIR network
with convolutional kernels that are 2D, and the kernel size is
(3×3). However, the 2.5D DL-MBIR takes an input 3 neigh-
boring slices of the FBP reconstruction, but it outputs only
a single slice. The full 3D output is then generated using a
sliding window of 3 input slices in z-direction. In practice
more than 3 slices can be used as input without significantly
impacting the computational time of the method. In the re-
sults section, we investigate the impact of increasing number
of input slices on the 2.5D DL MBIR method.
4. RESULTS AND DISCUSSION
We trained and tested the proposed networks on clinical data
sets. In training mode, we used patches of data to avoid
memory problems and also to be able to use more input
data [14]. In inference mode, however, we used full im-
age slices as input to avoid artifacts due to patching. Two
clinical data sets were used to generate patches of data for
training the networks. Each data set included FBP and MBIR
reconstruction of clinical CT scan data which consisted of
236 slices of 360×360. Using these data sets along with
Fig. 4. Architecture of 2.5D DL-MBIR network. a. Detailed,
and b. simple view. The main difference with Figure 1 (2D
DL-MBIR method ) is in the number of input channels (3D
vs. 2D input). Three neighboring slices were used to generate
3D input patches. Each convolution is represented by (Kernel
Size) × No. of Input Channels × No. of Filters.
data augmentation [15], separate input volumes were cre-
ated for each method. 2D DL-MBIR uses 576000 patches
of 30×30 for training and while in the 3D DL-MBIR we
used 576000 patches of 30×30×7. For the 2.5D DL-MBIR
we investigated the impact of number of input slices and
performed training with data sets with 576000 patches of
30×30×3, 576000 patches of 30×30×5, and 576000 patches
of 30×30×7.
We used 80% of input data for training and 20% for vali-
dation. Three GPUs were used for training with a batch size
of 64 per GPU (192 per iteration). The trained networks then
tested on two other clinical data sets (inference mode). In
both cases, the test data included volumes of FBP and MBIR
reconstruction of a CT scan data with 236 slices of 360×360.
The MBIR volume was assumed to be the ground truth and
the FBP volume was input to the deep learning networks.
The computational time for the test cases are listed in Ta-
ble 1. The total computational time for testing was 7.4s with
the 2D DL-MBIR method. In the case of 2.5D DL-MBIR, we
tested using three different sliding window sizes of 3, 5 and
7. The computational times were 7.51s, 7.65s, and 7.92s, re-
spectively, which are quite close to the 2D case and slightly
different from each other. In the case of 3D, however, the test
was significantly slower and took 119.4s.
Table 1. Testing computational time for DL-MBIR methods
Method 2D DL-MBIR 2.5D DL-MBIR 2.5D DL-MBIR 2.5D DL-MBIR 3D DL-MBIR
(3 Slices) (5 Slices) (7 Slices)
Computational Time 7.4s 7.51s 7.65s 7.92s 119.4s
We investigated the impact of increasing the sliding win-
dow size on the quality of reconstruction using 2.5D DL-
MBIR. The results for 3 different window sizes of 3, 5 and
7 slices are shown in Figure 5. In each case we plotted the
3
Fig. 5. Impact of increasing the number of input slices (slid-
ing window size) on 2.5D DL-MBIR method. PSNR as a
function of slice numbers: a. Data set 1; and b. Data set 2.
Peak-Signal-to-Noise-Ratio (PSNR) as a function of the slice
number.
The PSNR was calculated using:
PSNR ≡ 10 log
(
1
MSE
)
where we define the Mean Squared Error (MSE) as:
MSE ≡ 1
N
N∑
i=1
(xMBIR(i)− x(i))2
Here, N is the total number of voxels, xMBIR is the voxel
that belongs to MBIR volume and x is the corresponding
voxel in the reconstructed volume. To avoid voxels in the air
or background of the image slices, we only used voxels that
are in the range [700, 1500] HU in the MBIR images.
Figure 5 a and b correspond to data sets 1 and 2. In both
data sets, using 5 slices as input in the 2.5D DL-MBIR net-
work improved the PSNR compared to the runs with 3 input
slices. The improvement is more prominent in the second data
set (Figure 5b). A maximum of 1.6 dB improvement in PSNR
in case 2, and a maximum of 0.7 dB improvement in case 1,
were observed using 5 input slices instead of 3 input slices.
On the other hand, using a window size of 7 input slices pro-
duced similar results to the runs with 5 input slices.
Table 2. Maximum PSNR improvement (compared to the
FBP), and average PSNR values in the two test case studies
Method FBP 2D DL-MBIR 2.5D DL-MBIR 3D DL-MBIR
Max improvement in dB (Case 1) - 4.8 5.9 6
Max improvement in dB (Case 2) - 4.5 5.1 5.5
Mean PSNR in dB (Case 1) 64.6 68.2 68.9 68.9
Mean PSNR in dB (Case 2) 64.7 67.9 68.9 68.7
Next, we compared the performance of the proposed 2.5D
DL-MBIR method with FBP, 2D and 3D DL-MBIR. The re-
sults are shown in Figure 6. The Peak-Signal-to-Noise-Ratio
(PSNR) at each slice computed for FBP, 2D, 2.5D and 3D DL-
MBIR, which are plotted in Figures 6a and b. All three DL-
MBIR methods produce high quality MBIR-like images and
significantly reduce noise and artifacts in comparison with the
FBP method. In addition, in Figures 6c and d, for both case
studies, we plotted the PSNR difference between the 2D and
2.5D DL-MBIR, as well as between 2D and 3D DL-MBIR
methods. It is evident from this figure that the 2.5D DL-
MBIR performs on a par with, or in many slices better than,
the 3D DL-MBIR, while both methods outperforms the 2D
DL-MBIR method. Both the 2.5D and the 3D DL-MBIR has
a maximum PSNR increase of about 2.2 dB with respect to
the 2D-DL MBIR method. More details are provided in Ta-
ble 2. The maximum PSNR improvement (with respect to the
FBP method) and the average PSNR for the 236 slices in each
case study are listed in this Table.
Fig. 6. PSNR comparison at each slice between different
methods for two different test case studies. Here, FBP (blue),
2D (red), 2.5D (magenta) and 3D DL-MBIR (green). a. Data
set 1; and b. Data set 2. Difference in PSNR at each slice be-
tween 2.5D and 2D (burgundy) and between 3D and 2D (dark
green): c. Data set 1; and d. Data set 2.
Considering the performance of the networks, the better
performance of 2.5D DL-MBIR was achieved with negligible
computational overhead in comparison with 2D DL-MBIR,
and is a promising alternative to pursue in order to improve
the reconstruction quality.
Fig. 7. Comparison between different reconstruction of slice
90 in case study 1. a) MBIR, b) FBP, c) 2D, d) 2.5D, and e)
3D DL-MBIR. Difference between MBIR and results from:
f) FBP, g) 2D, h) 2.5D, and i) 3D DL-MBIR.
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Table 3. Average PSNR values in the two test case studies
Method FBP 2D DL-MBIR 2.5D DL-MBIR 3D DL-MBIR
PSNR (dB) (slice 90, case 1) 64.8 68.3 69.93 69.51
PSNR (dB) (slice 150, case 2) 65.3 69 70.1 69.7
Fig. 8. Comparison between different reconstruction of slice
150 in case study 2. a) MBIR, b) FBP, c) 2D, d) 2.5D, and e)
3D DL-MBIR. Difference between MBIR and results from:
f) FBP, g) 2D, h) 2.5D, and i) 3D DL-MBIR.
Finally, the reconstructed slices are compared in Fig-
ures 7, 8, 9 and 10. In Figures 7 and 8, slice 90 from case
study 1 and slice 150 from case study 2 were selected, re-
spectively, for comparison between different methods. Panels
a through e in these Figures correspond to the reconstructed
slice using MBIR, FBP, 2D, 2.5D and 3D DL-MBIR. The
difference between each reconstructed image and the MBIR
result is plotted in panels f through i for FBP, 2D, 2.5D and
3D DL-MBIR, respectively. All the three methods enhance
the reconstruction in comparison with the FBP results. The
PSNR values for the two cases shown in Figures 7 and 8 are
provided in Table 3. In addition, Figure 7 demonstrates that
the 2.5D and 3D methods produce similar results while they
diminish the streaking artifact originated from FBP input,
which is present in the results obtained from 2D DL-MBIR
(Figure 7c and g). The better performance of the 2.5D and 3D
methods is also evident in Figure 8 where the obtained results
are less noisy compared to the 2D DL-MBIR result. The
PSNR values in Table 3 further corroborate these qualitative
observations and the enhancements obtained by 2.5D and 3D
DL-MBIR methods.
More slices, from case study 1, are plotted in Figures 9
and 10. In Figure 9, each column corresponds to a different
reconstruction method (MBIR, FBP, 2D, 2.5D and 3D DL-
MBIR) while each row belongs to a separate slice number
from the reconstruction volume (60,120,150,180, 210). The
latter correspond to different organs in the reconstruction vol-
ume. Assuming MBIR as the ground truth, we plotted the
difference images between each method and MBIR in Fig-
ure 10. Analysis of the panels in Figures 9 and 10 further
demonstrates the promising prospect of using the proposed
2.5D method. For examples in slices 60 to 150, while some
streaking artifacts, that are originated from the FBP images,
were still present in the results obtained by 2D DL-MBIR,
they are removed/reduced in the proposed 2.5D DL-MBIR
akin to 3D DL-MBIR. In addition, the similar performance
of 2.5D and 3D DL-MBIR is evident in slices 180 to 210,
Fig. 9. Comparison between selected slices from different
regions of the reconstructed volume. The slice numbers are:
a-e) 60; f-j) 120; k-o) 150; p-t) 180; u-y) 210. Columns from
left to right: MBIR, FBP, 2D, 2.5D and 3D DL-MBIR.
where the results from both these networks have smoother re-
construction and have minimized the noise and artifacts com-
pared to 2D DL-MBIR results.
5. CONCLUSIONS
In this paper, we proposed deep learning MBIR (DL-MBIR)
as a fast algorithm for the approximate computation of MBIR
images. We developed 2D, 2.5D, and 3D DL-MBIR algo-
rithms that uses both spatial and depth information from 3D
volume of CT scans. The 2.5D DL-MBIR algorithm offered
image quality that was comparable or even better than full 3D
processing with much less computation; and 2.5D DL-MBIR
also offered significantly better image quality than 2D pro-
cessing with only slightly more computation. Results were
presented on medical CT images that demonstrated the poten-
tial of DL-MBIR to greatly improve image quality at minimal
computational cost.
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