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TENSOR REPRESENTATIONS OF CLASSICAL
LOCALLY FINITE LIE ALGEBRAS
IVAN PENKOV AND KONSTANTIN STYRKAS
Abstract. The structure of tensor representations of the classical finite-dimensional Lie
algebras was described by H. Weyl. In this paper we extend Weyl’s results to the classical
infinite-dimensional locally finite Lie algebras gl∞, sl∞, sp∞ and so∞, and study important
new features specific to the infinite-dimensional setting.
Let g be one of the above locally finite Lie algebras and letV be the natural representation
of g. The tensor representations of g have the form V⊗d for the cases g = sp∞, so∞,
and the form V⊗p ⊗ V⊗q∗ for the cases g = gl∞, sl∞, where V∗ is the restricted dual
of V. In contrast with the finite-dimensional case, these tensor representations are not
semisimple. We explicitly describe their Jordan-Ho¨lder constituents, socle filtrations, and
indecomposable direct summands.
0. Introduction
One of H. Weyl’s beautiful results is the description of the structure of the space of
tensors of given rank as a module over the various classical groups of transformations of
the underlying space. In this paper we extend Weyl’s constructions to the locally-finite Lie
algebras gl∞, sl∞, so∞ and sp∞, and highlight some important differences and new features
arising in the infinite-dimensional case.
Each of the Lie algebras gl∞, sl∞, so∞ and sp∞ can be defined as the union of the re-
spective series of finite-dimensional Lie algebras under the obvious inclusions. We refer to
gl∞, sl∞, so∞ and sp∞ as the classical infinite-dimensional locally finite Lie algebras. The
structure of these Lie algebras and their representations have been studied actively in recent
years; an incomplete list of references for this field is [B, BB, BS, DP1, DP2, DPS, DPW,
N, NS, Na, NP, O1, PS, PZ]. Nevertheless, the structure of the tensor representations of the
classical infinite-dimensional locally finite Lie algebras has not yet been sufficiently explored.
Recall that for the simple classical Lie groups GLn, SOn and Sp2n every irreducible finite-
dimensional module can be realized inside the covariant tensor algebra of the natural repre-
sentation V . In particular, for the dual representation V ∗ we have V ∗ ∼= V in the cases of
SOn and SP2n, and V
∗ ∼=
∧n−1 V in the case of SLn. However, for the reductive Lie alge-
bra GLn not every finite-dimensional irreducible representation occurs in the tensor algebra
T(V ). For example, the dual representation V ∗ does not appear in T(V ). Thus, in order to
obtain all irreducible finite-dimensional GLn-modules, we must consider mixed tensors, i.e.
the tensor algebra T(V ⊕ V ∗).
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A similar phenomenon occurs for the simple Lie algebra sl∞. Let V denote the natural
representation of sl∞. One can show that the (restricted) dual representation V∗ does not
occur in the tensor algebra T(V), and we study the space of mixed tensors T(V⊕V∗). The
main new feature of these tensor representations is their failure to be completely reducible.
For so∞ and sp∞ the natural representation V is self-dual, and we consider just the tensor
algebra T(V), which also fails to be a completely reducible so∞- or sp∞-module.
The main purpose of this paper is to describe the structure of the tensor algebras T(V⊕V∗)
and T(V) as explicitly as possible. First, we decompose the tensor algebra into indecom-
posable submodules of finite length. The answer is very simple: for g = gl∞, sl∞ the in-
decomposables are of the form Γλ;0 ⊗ Γ0;µ, where Γλ;0 and Γ0;µ are the simple irreducible
sl∞-submodules of the tensor algebras T(V) and T(V∗) respectively, and for g = so∞, sp∞
the indecomposable modules are the gl∞-modules Γλ;0, considered as g-modules.
We then explicitly describe the socle filtration of Γλ;0 ⊗ Γ0;µ as an sl∞-module, and the
socle filtrations of Γλ;0 both as an so∞- and an sp∞-module. In particular, we prove that
each indecomposable module has a simple socle.
In the last section of the paper we extend our description of tensor representations to a
wider class of Lie algebras g = k⊂+ m, where the ideal k is a classical simple locally-finite Lie
algebra, and m satisfies a certain technical condition. This class of Lie algebras includes,
in particular, the root-reductive Lie algebras. The main result in this case states that the
natural representation V of k can be equipped with a g-module structure, and the socle
filtration of any tensor representation of g coincides with its socle filtration as a k-module.
Conjecture. Each indecomposable direct summand of a tensor representations of gl∞, sl∞, sp∞
and so∞ is rigid, i.e. its socle filtration coincides with its radical filtration.
The examples computed in this paper imply that this conjecture holds for tensor repre-
sentations of rank ≤ 4.
1. Preliminaries
By N we denote the set of positive integers. In this paper we work with a field k of
characteristic zero. All vector spaces, Lie algebras, and their modules are assumed to be
defined over k. Tensor products are also over k. All algebras and modules are assumed to be
at most countable dimensional over k. The sign ⊂+ stands for semidirect sum of Lie algebras:
in k⊂+ m the Lie algebra k is an ideal.
Let V be a finite length module over some algebra. The socle of V , denoted socV , is the
maximal semisimple submodule of V . Equivalently, socV is the sum of all simple submodules
of V . The socle filtration of V is defined inductively by
soc(0) V = 0, soc(i+1) V/ soc(i) V = soc(V/ soc(i) V ), i ≥ 0.
The smallest positive integer l such that soc(l) V = V is called the Loewy length of V . The
semisimple modules soc(i)V
def
= soc(i) V/ soc(i−1) V are called the layers of the socle filtration.
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A partition λ is by definition a finite nonstrictly decreasing sequence of positive integers:
λ = (λ1 ≥ λ2 ≥ · · · ≥ λk).
For any partition λ we set |λ|
def
= λ1 + · · ·+ λk, and use the convention that λi = 0 if i > k.
The empty partition is denoted by 0.
For any partition λ we denote by 2λ the partition determined by (2λ)i = 2λi for all i, and
by λ⊤ the partition determined by (λ⊤)i = #{j | λj ≥ i} for all i. The Young diagram for
λ⊤ is obtained by transposing the Young diagram for λ.
Irreducible representations of the symmetric group Sd are parameterized by partitions λ
satisfying |λ| = d, and can be realized inside the regular representation k[Sd]. We denote
Hλ
def
= k[Sd] cλ,
where cλ ∈ k[Sd] is the Young projector corresponding to the standard Young tableau of
shape λ (see e.g. [FH] for details). The left regular action makes Hλ an irreducible Sd-
module, and any irreducible representation of Sd can be obtained in this way.
For any vector space V , the symmetric group Sd acts in V
⊗d by permuting the tensor
factors. For any partition λ with |λ| = d we denote
SλV = im
(
cλ : V
⊗d → V ⊗d
)
The correspondence V  SλV is called the Schur functor corresponding to λ.
The Littlewood-Richardson coefficients Nνλ,µ are nonnegative integers, determined for any
partitions λ, µ, ν by the relation Sλ Sµ =
∑
ν N
ν
λ,µ Sν , where Sλ denotes the Schur symmetric
polynomial corresponding to the partition λ. In particular, Nνλ,µ = 0 unless |ν| = |λ|+ |µ|.
2. Tensor representations of gl∞ and sl∞
Let V,V∗ be countable dimensional vector spaces, and let 〈·, ·〉 : V ⊗V∗ → k be a non-
degenerate pairing. The Lie algebra gl∞ is defined as the space V ⊗V∗, equipped with the
Lie bracket
[u⊗ u∗, v ⊗ v∗] = 〈u∗, v〉 u⊗ v∗ − 〈v∗, u〉 v ⊗ u∗, u, v ∈ V, u∗, v∗ ∈ V∗. (2.1)
The kernel of the map 〈·, ·〉 is a Lie subalgebra of gl∞, which we denote sl∞.
As observed by G. Mackey [M], there always exist dual bases {ξi}i∈I ofV and {ξ
∗
i }i∈I ofV∗,
indexed by a countable set I, so that we have 〈ξ∗j , ξi〉 = δi,j for i, j ∈ I. This gives another,
more straightforward coordinate definition of gl∞ as the Lie algebra with a linear basis
{Ei,j = ξi⊗ ξ
∗
j }i,j∈I satisfying the usual commutation relations [Ei,j , Ek,l] = δj,kEi,l− δi,lEk,j.
We call V the natural representation of gl∞ and sl∞, and V∗ its restricted dual. For
any nonnegative integers p, q we define the tensor representation V⊗(p,q) as the vector space
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V⊗p ⊗V⊗q∗ , equipped with the following gl∞-module structure:
(u⊗ u∗) · (v1 ⊗ . . .⊗ vp ⊗ v
∗
1 ⊗ . . .⊗ v
∗
q )
=
p∑
i=1
〈u∗, vi〉 v1 ⊗ . . .⊗ vi−1 ⊗ u⊗ vi+1 ⊗ . . .⊗ vp ⊗ v
∗
1 ⊗ . . .⊗ v
∗
q
−
q∑
j=1
〈v∗j , u〉 v1 ⊗ . . .⊗ vp ⊗ v
∗
1 ⊗ . . .⊗ v
∗
j−1 ⊗ u
∗ ⊗ vj+1 ⊗ . . .⊗ v
∗
q
for u, v1, . . . , vp ∈ V and u
∗, v∗1, . . . , v
∗
q ∈ V∗. The product of symmetric groups Sp × Sq
acts in V⊗(p,q) by permuting the factors, and this action commutes with the action of gl∞.
We express this by saying that V⊗(p,q) is a (gl∞,Sp×Sq)-module, and use similar notation
throughout the paper.
Our main goal in this section is to reveal the structure of the tensor representations
as a gl∞-module, and in particular to identify the Jordan-Ho¨lder constituents of V
⊗(p,q).
We describe these modules explicitly as appropriately defined highest weight gl∞-modules.
Consider the direct sum decomposition gl∞ = hgl⊕
(⊕
α∈∆gl
kXglα
)
, where
hgl =
⊕
i∈I
kEi,i, ∆gl =
{
εi − εj
∣∣∣∣ i, j ∈ I, i 6= j} , Xglεi−εj = Ei,j ,
and εi denotes the functional on hgl determined by εi(Ej,j) = δi,j . We have [H,X
gl
α ] =
α(H)Xglα for any α ∈ ∆gl and H ∈ hgl. As usual, we refer to elements of ∆gl as roots, and to
functionals on hgl as weights.
Remark 1. For an algebraically closed field k the general notion of a Cartan subalgebra
of gl∞ has been defined and studied in [NP, DPS]. The subalgebra hgl is an example of a
splitting Cartan subalgebra, and all splitting Cartan subalgebras of gl∞ are conjugated.
From now on we identify the index set I with Z \ {0}, and consider the polarization of
the root system ∆gl = ∆
+
gl
∐
−∆+gl, where the set ∆
+
gl of positive roots is given by
∆+gl = {εi − εj | 0 < i < j}
⋃
{εi − εj | i < j < 0}
⋃
{εi − εj | j < 0 < i}.
We denote ngl =
⊕
α∈∆+
gl
gα and define bgl as the Lie subalgebra of gl∞, generated by ngl and
hgl. It is clear that ngl is a Lie subalgebra of gl∞, that bgl = ngl⊂+ hgl, and that [bgl, bgl] = ngl.
Let V be a gl∞-module, and let v ∈ V . We say that v is a highest weight vector if it
generates a one-dimensional bgl-module. Any such v must satisfy
ngl v = 0, H v = χ(H) v ∀H ∈ hgl,
for some χ ∈ h∗gl. We say that V is a highest weight module if V is generated by a highest
weight vector v as above; the functional ω is then called the highest weight of V . As in
the finite-dimensional case, it is easy to prove that for each χ ∈ h∗gl there exists a unique
irreducible highest weight gl∞-module with highest weight ω.
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Remark 2. The subalgebra bgl is an example of a splitting Borel subalgebra of gl∞, see
[DP2] for a classification of the splitting Borel subalgebras in gl∞ over algebraically closed
fields. In this paper we only consider the notion of a highest weight module, associated with
bgl. This choice has the important property that all Jordan-Ho¨lder constituents of all tensor
representations are highest weight modules.
In particular, the natural representation V is a highest weight module with highest weight
ε1, generated by the highest weight vector ξ1; similarly, V∗ is a highest weight vector of
weight −ε−1, generated by the highest weight vector ξ
∗
−1.
We now describe the Weyl construction for gl∞. For any pair of indices I = (i, j) with
i ∈ {1, 2, . . . , p} and j ∈ {1, 2, . . . , q}, define the contraction
ΦI : V
⊗(p,q) → V⊗(p−1,q−1),
v1 ⊗ . . .⊗ vp ⊗ v
∗
1 ⊗ . . .⊗ v
∗
q 7→ 〈v
∗
j , vi〉 v1 ⊗ . . .⊗ vˆi ⊗ . . .⊗ vp ⊗ v
∗
1 ⊗ . . .⊗ vˆ
∗
j ⊗ . . .⊗ v
∗
q ,
and consider the (gl∞,Sp ×Sq)-submodule V
{p,q} of V⊗(p,q),
V{p,q}
def
=
⋂
I
ker
(
ΦI : V
⊗(p,q) → V⊗(p−1,q−1)
)
.
Set also V{p,0}
def
= V⊗p and V{0,q}
def
= V⊗q∗ . For any partitions λ, µ such that |λ| = p and
|µ| = q, define the gl∞-submodule of V
⊗(p,q)
Γλ;µ
def
= V{p,q} ∩ (SλV ⊗ SµV∗).
Theorem 2.1. For any p, q there is an isomorphism of (gl∞,Sp ×Sq)-modules
V{p,q} ∼=
⊕
|λ|=p
⊕
|µ|=q
Γλ;µ ⊗ (Hλ ⊗Hµ). (2.2)
For any partitions λ, µ, the gl∞-module Γλ;µ is an irreducible highest weight module with
highest weight χ
def
=
∑
i∈N λi εi −
∑
i∈N µi ε−i. Furthermore, Γλ;µ is irreducible when regarded
by restriction as an sl∞-module.
Proof. Pick an enumeration I = {k1, k2, k3, . . . } of the index set I = Z\{0}, such that ki = i
for 1 ≤ i ≤ p, and kp+i = −i for 1 ≤ i ≤ q. For each n denote by Vn the subspace of V
spanned by ξk1, . . . , ξkn, and by V
∗
n the subspace of V∗ spanned by ξ
∗
k1
, . . . , ξ∗kn; the pairing
between V and V∗ restricts to a nondegenerate pairing between Vn and V
∗
n .
Denote by gn the Lie subalgebra of gl∞ generated by {Eki,kj}1≤i,j≤n, and set bn
def
= bgl∩gn,
hn
def
= hgl∩gn. It is clear that gn ∼= gln, and that hn (respectively, bn) is a Cartan (respectively,
Borel) subalgebra of gn. Moreover, the inclusion gn →֒ gn+1 restricts to inclusions hn →֒ hn+1
and bn →֒ bn+1.
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The tensor representations (Vn)
⊗(p,q) and the contractions Φ
(n)
I : (Vn)
⊗(p,q) → (Vn)
⊗(p−1,q−1)
are defined by analogy with their infinite-dimensional counterparts. We set
(Vn)
{p,q} def=
⋂
I
ker Φ
(n)
I , Γ
(n)
λ;µ
def
= (Vn)
{p,q} ∩ (SλVn ⊗ SµV
∗
n ).
A version of the finite-dimensional Weyl construction (see Appendix for more details)
implies that for n ≥ p + q the gln-module Γ
(n)
λ;µ is an irreducible highest weight module
with highest weight χ, regarded by restriction as a functional on hn. Futhermore, we have
(gn,Sp ×Sq)-module isomorphisms
(Vn)
{p,q} ∼=
⊕
|λ|=p
⊕
|µ|=q
Γ
(n)
λ;µ ⊗ (Hλ ⊗Hµ). (2.3)
It is clear from the definitions that we have the following diagram of inclusions:
(Vp+q)
{p,q} ⊂ (Vp+q+1)
{p,q} ⊂ . . . ⊂ (Vn)
{p,q} ⊂ . . . ⊂
⋃
n∈N(Vn)
{p,q} = V{p,q}
∪ ∪ ∪ ∪ ∪
Γ
(p+q)
λ;µ ⊂ Γ
(p+q+1)
λ;µ ⊂
. . . ⊂ Γ
(n)
λ;µ ⊂
. . . ⊂
⋃
n∈N Γ
(n)
λ;µ
= Γλ;µ
. (2.4)
The irreducibility of the gln-module Γ
(n)
λ;µ for each n implies the irreducibility of the gl∞-
module Γλ;µ. Similarly, the isomorphism (2.2) follows from the isomorphisms (2.3), and it
remains to show that Γλ;µ is a highest weight gl∞-module with highest weight χ.
For each n ≥ p+ q the highest weight subspace Γ
(n)
λ;µ [χ] is one-dimensional, and therefore
Γ
(p+q)
λ;µ [χ] = Γ
(p+q+1)
λ;µ [χ] = · · · = Γ
(n)
λ;µ [χ] = · · · =
⋃
n∈N
Γ
(n)
λ;µ [χ] = Γλ;µ[χ].
We also have bgl ·Γλ;µ[χ] =
⋃
n∈N
(
bn · Γ
(n)
λ;µ [χ]
)
=
⋃
n∈N Γ
(n)
λ;µ [χ] = Γλ;µ[χ], which means that
any nonzero v ∈ Γλ;µ[χ] is a highest weight vector generating the gl∞-module Γλ;µ[χ]. This
completes the proof of the theorem. 
Applying Theorem 2.1 to the special cases p = 0 and q = 0, we obtain a version of
Schur-Weyl duality for gl∞:
V⊗p ∼=
⊕
|λ|=p
Γλ;0 ⊗Hλ, V
⊗q
∗
∼=
⊕
|µ|=q
Γ0;µ ⊗Hµ. (2.5)
Next, we study the structure of the gl∞-module V
⊗(p,q). The main feature and the crucial
difference from the finite-dimensional case is that V⊗(p,q) fails to be completely reducible.
Theorem 2.2. Let p, q be nonnegative integers, and let ℓ = min(p, q). Then the Loewy
length of the gl∞-module V
⊗(p,q) equals ℓ+ 1, and
soc(r)V⊗(p,q) =
⋂
I1,...,Ir
ker
(
ΦI1,...,Ir : V
⊗(p,q) → V⊗(p−r,q−r)
)
, r = 1, . . . , ℓ. (2.6)
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Moreover, the socle filtration of V⊗(p,q), regarded as an sl∞-module, coincides with (2.6).
Proof. Denote by F(r) the subspaces of V⊗(p,q) on the right side of (2.6), and for each n set
F (r)n =
⋂
I1,...,Ir
ker
(
Φ{I1,...,Ir} : (Vn)
⊗(p,q) → (Vn)
⊗(p−r,q−r)
)
, r = 1, . . . , ℓ,
where {Vn}n∈N is the exhaustion of V used in the proof of Theorem 2.1. Then we have the
commutative diagram of (gl∞,Sp ×Sq)-modules
   
F
(1)
n

⊂ F
(2)
n

⊂ . . . ⊂ F
(ℓ)
n

⊂ (Vn)
⊗(p,q)

F
(1)
n+1

⊂ F
(2)
n+1

⊂ . . . ⊂ F
(ℓ)
n+1

⊂ (Vn+1)
⊗(p,q)

F(1) ⊂ F(2) ⊂ . . . ⊂ F(ℓ) ⊂ V⊗(p,q)
,
in which the vertical arrows are obtained as restrictions of the inclusions in the rightmost
column, and yield exhaustions of F(r). Denote for convenience F(0) = 0, F(ℓ+1) = V⊗(p,q),
and similarly F
(0)
n = 0, F
(ℓ+1)
n = (Vn)
⊗(p,q) for all n. It is easy to check that the induced maps
F
(r+1)
n /F
(r)
n → F
(r+1)
n+1 /F
(r)
n+1 are injective for all n, r, and therefore for each r = 0, 1, . . . , ℓ the
layer F(r+1)/F(r) is the union of quotients F
(r+1)
n /F
(r)
n .
It is a standard exercise (see Appendix for more details) to show that for each r there
exists a (gln,Sp ×Sq)-module isomorphism
F (r+1)n /F
(r)
n
∼=
⊕
|λ|=p−r
⊕
|µ|=q−r
Γ
(n)
λ;µ ⊗H(λ, µ; r), (2.7)
where H(λ, µ; r) are some Sp×Sq-modules. As in the proof of Theorem 2.1, it follows that
F(r+1)/F(r) ∼=
⊕
|λ|=p−r
⊕
|µ|=q−r
Γλ;µ ⊗H(λ, µ; r).
In particular, this shows that V⊗(p,q) has a finite Jordan-Ho¨lder series with irreducible con-
stituents of the form Γλ;µ for appropriate λ, µ. Moreover, F
(r) is characterized as the unique
submodule of V⊗(p,q) such that for any λ, µ
[F(r) : Γλ;µ] =
{
[V⊗(p,q) : Γλ;µ] if |λ| > p− r and |µ| > q − r,
0 otherwise .
We use induction on r to prove the main statement of the theorem: F(r) = soc(r)V⊗(p,q).
The base of induction r = 0 is trivial since F(0) = soc(0)V⊗(p,q) = 0.
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Suppose that F(r) = soc(r)V⊗(p,q) for some r. The quotient F(r+1)/F(r) is a semisimple gl∞-
module, hence F(r+1) ⊂ soc(r+1)V⊗(p,q). Now let U be a simple submodule of V⊗(p,q)/F(r);
then U ∼= Γλ;µ with λ, µ satisfying |λ| = p− s and |µ| = q − s for some s ≥ r. In particular
U ⊂ F(s+1)/F(r). Our goal is to show that in fact s = r; indeed, we would then conclude
that soc(r+1)V⊗(p,q) ⊂ F(r+1), proving the induction step.
Fix a vector u ∈ V⊗(p,q) of weight χ =
∑
i λiεi −
∑
i µiε−i, such that the image of u
under the projection V⊗(p,q) → V⊗(p,q)/F(r) is generates U. Fix a large enough m ∈ N such
that u ∈ (Vm)
⊗(p,q). We may further assume without loss of generality that u generates a
glm-submodule of (Vm)
(⊗(p,q) isomorphic to Γ
(m)
λ;µ .
For each n > m denote by πn : F
(s+1)
n → Γ
(n)
λ;µ ⊗H(λ, µ; s) the projection corresponding to
the decomposition (2.7). The map πn can be described explicitly, and we show in Proposition
6.3 in the Appendix that u − πn(u) /∈ F
(s−1)
n for infinitely many n. On the other hand, u
generates a submodule of F
(s+1)
n /F
(r)
n isomorphic to Γ
(n)
λ;µ , which implies that u−πn(u) ∈ F
(r)
n
for all n. We conclude that s ≤ r, which implies that in fact s = r. The induction is now
complete, and thus F(r) = soc(r)V⊗(p,q) for all r.
Finally, we need to verify that the filtration {F(r)} is also the socle filtration of V⊗(p,q)
regarded as an sl∞-module. The irreducibility of Γλ;µ as an sl∞-module implies that the
layers of the filtration F(r) remain semisimple. Therefore F(r) ⊂ soc(r)V⊗(p,q) for all r. The
proof of the opposite inclusion, given above for gl∞, works without any alterations for sl∞
as well, and this completes the proof of the theorem. 
Next, we describe the indecomposable constituents of the tensor representations of gl∞.
Theorem 2.3. For any partitions λ, µ the gl∞-module Γλ;0 ⊗ Γ0;µ is indecomposable, and
soc(r+1)(Γλ;0 ⊗ Γ0;µ) ∼=
⊕
λ′,µ′
∑
|γ|=r
Nλλ′,γN
µ
µ′,γ
 Γλ′;µ′ . (2.8)
The same applies to Γλ;0 ⊗ Γ0;µ regarded as an sl∞-module.
Proof. Schur-Weyl duality (2.5) for gl∞ implies that
V⊗(p,q) ∼=
⊕
|λ|=p
⊕
|µ|=q
(Γλ;0 ⊗ Γ0;µ)⊗ (Hλ ⊗Hµ).
Hence the gl∞-module Γλ;0 ⊗ Γ0;µ is realized as the direct summand (SλV ⊗ SµV∗) of the
gl∞-module V
⊗(p,q). Therefore
soc(r) Γλ;µ = Γλ;µ ∩ soc
(r)V⊗d.
It is known that for any partitions λ, µ, λ′, µ′ we have [Γ
(n)
λ;0 ⊗ Γ
(n)
0;µ : Γ
(n)
λ′;µ′ ] =
∑
γ N
λ
λ′,γN
µ
µ′,γ
provided n is large enough, see e.g. [HTW]. This yields
[Γλ;0 ⊗ Γ0;µ : Γλ′;µ′] =
∑
γ
Nλλ′,γN
µ
µ′,γ, (2.9)
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and combining (2.9) with the description of the socle filtration of V⊗(p,q), we obtain (2.8).
In particular, soc(Γλ;0 ⊗ Γ0;µ) ∼= Γλ;µ, and the simplicity of the socle implies the indecom-
posability of the gl∞-module Γλ;0 ⊗ Γ0;µ.

Corollary 2.4. The decomposition of V⊗(p,q) into indecomposable gl∞-modules is given by
the isomorphism
V⊗(p,q) ∼=
⊕
|λ|=p
⊕
|µ|=q
(dimHλ dimHµ) Γλ;0 ⊗ Γ0;µ.
Examples. We begin with the description of tensors of rank 2. Purely covariant and
purely contravariant tensor representations of gl∞ and sl∞ are completely reducible, and are
decomposed by the Schur-Weyl duality (2.2). For tensors of rank 2 these decompositions
correspond to the isomorphisms
V ⊗V ∼= S2V ⊕ Λ2V, V∗ ⊗V∗ ∼= S
2V∗ ⊕ Λ
2V∗.
The tensor representation of mixed type V ⊗ V∗ is the adjoint representation of gl∞, for
which we have the non-splitting short exact sequence of gl∞-modules
0→ sl∞ → gl∞ → k→ 0.
In other words, the socle filtration of the adjoint gl∞-module has length 2, with a simple
socle isomorphic to sl∞, and a simple top isomorphic to k. We summarize the structure of
these modules graphically by
V⊗(2,0) ∼ Γ(2);(0) ⊕ Γ(1,1);(0) ,
V(1,1) ∼
Γ(0);(0)
Γ(1);(1)
,
V⊗(0,2) ∼ Γ(0);(2) ⊕ Γ(0);(1,1) .
In these diagrams each tower represents an indecomposable direct summand of a module,
and the vertical arrangement of boxes in each tower represents the structure of the layers of
the socle filtration, with the bottom box corresponding to the socle.
Similarly, Theorem 2.3 yields the following diagrams for tensor representations of rank 3:
V⊗(3,0) ∼ Γ(3);(0) ⊕ 2 Γ(2,1);(0) ⊕ Γ(1,1,1);(0) ,
V⊗(2,1) ∼
Γ(1);(0)
Γ(2);(1)
⊕
Γ(1);(0)
Γ(1,1);(1)
,
V⊗(0,3) ∼ Γ(0);(3) ⊕ 2 Γ(0);(2,1) ⊕ Γ(0);(1,1,1) ,
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and for tensor representations of rank 4:
V⊗(4,0) ∼ Γ(4);(0) ⊕ 3 Γ(3,1);(0) ⊕ 2 Γ(2,2);(0) ⊕ 3 Γ(2,1,1);(0) ⊕ Γ(1,1,1,1);(0) ,
V⊗(3,1) ∼
Γ(2);(0)
Γ(3);(1)
⊕ 2
Γ(2);(0) ⊕ Γ(1,1);(0)
Γ(2,1);(1)
⊕
Γ(1,1);(0)
Γ(1,1,1);(1)
,
V⊗(2,2) ∼
Γ(0);(0)
Γ(1);(1)
Γ(2);(2)
⊕ Γ(1);(1)
Γ(2);(1,1)
⊕ Γ(1);(1)
Γ(1,1);(2)
⊕
Γ(0);(0)
Γ(1);(1)
Γ(1,1);(1,1)
,
V⊗(1,3) ∼
Γ(0);(2)
Γ(1);(3)
⊕ 2
Γ(0);(2) ⊕ Γ(0);(1,1)
Γ(1);(2,1)
⊕
Γ(0);(1,1)
Γ(1);(1,1,1)
,
V⊗(0,4) ∼ Γ(0);(4) ⊕ 3 Γ(0);(3,1) ⊕ 2 Γ(0);(2,2) ⊕ 3 Γ(0);(2,1,1) ⊕ Γ(0);(1,1,1,1) .
3. Tensor representations of sp∞
LetV be a countable dimensional vector space, and let Ω : V⊗V→ k be a non-degenerate
anti-symmetric bilinear form on V. We realize the Lie algebra gl∞ as in Section 2 by taking
V∗ = V and Ω as the pairing 〈·, ·〉. The Lie algebra sp∞ is defined as the Lie subalgebra of
gl∞, which preserves the form Ω, i.e.
sp∞ =
{
X ∈ gl∞
∣∣∣∣Ω(Xu, v) + Ω(u,Xv) = 0 for all u, v ∈ V} .
It is always possible to pick a basis {ξi} of V, indexed as before by the set I = Z \ {0},
such that Ω(ξi, ξj) = sign(i) δi+j,0. In the coordinate realization of gl∞, the Lie algebra sp∞
has a linear basis {sign(j)Ei,j − sign(i)E−j,−i}i,j∈I. Since the dual basis {ξ
∗
i }i∈I is given by
ξ∗i = sign(i) ξ−i, it follows that sp∞ = S
2V, and the Lie bracket is induced by (2.1).
We call V, regarded as an sp∞-module by restriction, the natural representation of sp∞.
It is easy to see that the sp∞-action on the gl∞-module V
⊗(p,q) coincides with the sp∞-action
on the gl∞-module V
⊗(p+q). Therefore it suffices to study the tensor representations V⊗d.
To define the notion of a highest weight sp∞-module, we consider the direct sum decom-
position sp∞ = hsp⊕
(⊕
α∈∆sp
kXspα
)
, where
hsp =
⊕
i∈I
k (Ei,i − E−i,−i), ∆sp = {±(εi + εj) | i, j ∈ N}
⋃
{εi − εj | i, j ∈ N and i 6= j},
Xspεi+εj = Ei,−j + Ej,−i, X
sp
−εi−εj = E−i,j + E−j,i, X
sp
εi−εj = Ei,j −E−j,−i.
The subalgebra bsp and its ideal nsp are defined as before using the polarization of the root
system ∆sp = ∆
+
sp
∐
−∆+sp, where
∆+sp = {εi + εj | i, j ∈ N and i ≤ j}
⋃
{εi − εj | i, j ∈ N and i < j}.
An sp∞-module V is called a highest weight module with highest weight χ ∈ h
∗
sp, if it is
generated by a vector v ∈ V satisfying nsp v = 0 and H v = χ(H) v for all H ∈ hsp. In
TENSOR REPRESENTATIONS OF CLASSICAL LOCALLY FINITE LIE ALGEBRAS 11
particular, the natural representation V is a highest weight sp∞-module with highest weight
ε1, generated by the highest weight vector ξ1.
For any pair I = (i, j) of integers such that 1 ≤ i < j ≤ d, the form Ω determines a
contraction
Φ〈I〉 : V
⊗d → V⊗(d−2),
v1 ⊗ . . .⊗ vd 7→ Ω(vi, vj) v1 ⊗ . . .⊗ vˆi ⊗ . . .⊗ vˆj ⊗ . . .⊗ vd.
We set V〈0〉
def
= k, V〈1〉
def
= V and
V〈d〉
def
=
⋂
I
ker
(
Φ〈I〉 : V
⊗d → V⊗(d−2)
)
for d ≥ 2. For any partition λ with |λ| = d we define the sp∞-submodule Γ〈λ〉 of V
⊗d,
Γ〈λ〉
def
= V〈d〉 ∩ SλV.
Theorem 3.1. For any nonnegative integer d there is an isomorphism of (sp∞,Sd)-modules
V〈d〉 ∼=
⊕
|λ|=d
Γ〈λ〉 ⊗Hλ. (3.1)
For every partition λ, the sp∞-module Γ〈λ〉 is an irreducible highest weight module with
highest weight ω =
∑
i∈N λi εi.
Proof. For each n, denote by Vn the 2n-dimensional subspace of V spanned by ξ±1, . . . , ξ±n,
and identify the Lie subalgebra of End(Vn) which preserves the restriction of the form Ω to
Vn with the Lie algebra sp2n. The tensor representations (Vn)
⊗d of sp2n and the contractions
Φ
(n)
〈I〉 : (Vn)
⊗d → (Vn)
⊗(d−2) are defined as before. We set
(Vn)
〈d〉 def=
⋂
I
ker Φ
(n)
〈I〉 , Γ
(n)
〈λ〉
def
= (Vn)
〈d〉 ∩ SλVn.
The Weyl construction for sp2n implies that there are isomorphisms of (sp2n,Sd)-modules
(Vn)
〈d〉 ∼=
⊕
|λ|=d
Γ
(n)
〈λ〉 ⊗Hλ, (3.2)
and that for n ≥ d the module Γ
(n)
〈λ〉 is an irreducible highest weight module with highest
weight
∑
i∈N λi εi. As in the proof of Theorem 2.1, the diagram of inclusions
(Vd)
〈d〉 ⊂ (Vd+1)
〈d〉 ⊂ . . . ⊂ (Vn)
〈d〉 ⊂ . . . ⊂
⋃
n∈N(Vn)
〈d〉 = V〈d〉
∪ ∪ ∪ ∪ ∪
Γ
(d)
〈λ〉 ⊂ Γ
(d+1)
〈λ〉 ⊂
. . . ⊂ Γ
(n)
〈λ〉 ⊂
. . . ⊂
⋃
n∈N Γ
(n)
〈λ〉
= Γ〈λ〉
(3.3)
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establishes both the irreducibility of the sp∞-module Γ〈λ〉 and the isomorphism (3.1), and
the equalities
Γ
(d)
〈λ〉 [χ] = Γ
(d+1)
〈λ〉 [χ] = · · · = Γ
(n)
〈λ〉 [χ] = · · · =
⋃
n∈N
Γ
(n)
〈λ〉 [χ] = Γ〈λ〉[χ]
yields the characterization of Γ〈λ〉[χ] as a highest weight sp∞-module. 
Next, we describe the socle filtration of the tensor representations of sp∞.
Theorem 3.2. For any nonnegative integer d the gl∞-module V
⊗d, regarded as an sp∞-
module, has Loewy length
[
d
2
]
+ 1, and
soc(r)V⊗d =
⋂
I1,...,Ir
ker
(
Φ〈I1,...,Ir〉 : V
⊗d → V⊗(d−2r)
)
, r = 1, . . . ,
[
d
2
]
. (3.4)
Proof. The proof is obtained as a minor variation of the proof of Theorem 2.2. Denoting by
F(r) the module on the right side of (3.4), we argue as before that
F(r+1)/F(r) ∼=
⊕
|λ|=p−2r
Γ〈λ〉 ⊗H(λ; r)
for someSd-modulesH(λ; r). The semisimplicity of these layers shows that F
(r) ⊂ soc(r)V⊗d
for all r, and the opposite inclusion is proved by an obvious modification of Corollary 6.3. 
Theorem 3.3. For any partition λ the sp∞-module Γλ;0 is indecomposable, and
soc(r+1)Γλ;0 =
⊕
µ
∑
|γ|=r
Nλµ, (2γ)⊤
 Γ〈µ〉, r = 1, . . . , [d
2
]
. (3.5)
Proof. By construction, the gl∞-module Γλ;0 is realized as the direct summand SλV of the
gl∞-module V
⊗d. It remains a direct summand when V⊗d is regarded as an sp∞-module,
therefore soc(r) Γλ;0 = Γλ;0 ∩ soc
(r)V⊗d.
It is known that for any partitions λ, µ we have [Γ
(2n)
λ : Γ
(n)
〈µ〉 ] =
∑
γ N
λ
µ, (2γ)⊤
provided n is
large enough, see e.g. [HTW]. This implies that [Γλ;0 : Γ〈µ〉] =
∑
γ N
λ
µ, (2γ)⊤ , and combining it
with the description of the socle filtration ofV⊗d, we get (3.5). In particular, socΓλ;0 ∼= Γ〈λ〉,
and the simplicity of the socle implies the indecomposability of Γλ;0 as an sp∞-module. 
Examples. We begin by describing the structure of V⊗V = Λ2V⊕S2V as an sp∞-module.
The symmetric square S2V = Γ(2);(0) is the irreducible adjoint sp∞-module, isomorphic to
Γ〈(2)〉. For the exterior square Λ
2V = Γ(1,1);(0) one has the short exact sequence of sp∞-
modules
0→ Γ〈(1,1)〉 → Λ
2V
Ω
→ k→ 0
which does not split. Therefore the structure of V ⊗V is graphically represented as
V ⊗V ∼
Γ〈(2)〉
⊕
Γ〈(0)〉
Γ〈(1,1)〉
.
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Similarly, the structure of the tensor representation of rank 3 is represented as
V⊗3 ∼
Γ〈(3)〉
⊕ 2
Γ〈(1)〉
Γ〈(2,1)〉
⊕
Γ〈(1)〉
Γ〈(1,1,1)〉
,
and the structure of the tensor representation of rank 4 as
V⊗4 ∼
Γ〈(4)〉
⊕ 3 Γ〈(2)〉
Γ〈(3,1)〉
⊕ 2
Γ〈(0)〉
Γ〈(1,1)〉
Γ〈(2,2)〉
⊕ 3 Γ〈(2)〉 ⊕ Γ[(1,1)]
Γ〈(2,1,1)〉
⊕
Γ〈(0)〉
Γ〈(1,1)〉
Γ〈(1,1,1,1)〉
.
4. Tensor representations of so∞
Let V be a countable dimensional vector space, and let Q : V ⊗ V → k be a non-
degenerate symmetric bilinear form on V. We realize the Lie algebra gl∞ as in Section 2
by taking V∗ = V and Q as the pairing 〈·, ·〉. The Lie algebra so
(Q)
∞ is defined as the Lie
subalgebra of this gl∞, which preserves the form Q, i.e.
so(Q)∞ =
{
X ∈ gl∞
∣∣∣∣Q(Xu, v) +Q(u,Xv) = 0 for all u, v ∈ V} .
It is customary when dealing with the orthogonal groups to work over algebraically closed
fields. Throughout this section we assume that k is algebraically closed. Then all non-
degenerate forms Q on V are equivalent (e.g. they can all be transformed to the standard
sum of squares), and as a consequence the corresponding Lie algebras so
(Q)
∞ are isomorphic.
Hence we drop Q from the notation, and denote our Lie algebra simply by so∞.
It is convenient to pick a basis {ξi} of V, indexed as before by the set I = Z \ {0}, such
that Q(ξi, ξj) = δi+j,0. In the coordinate realization of gl∞, the Lie algebra so∞ has a linear
basis {Ei,j − E−j,−i}i,j∈I. Since the dual basis {ξ
∗
i }i∈I is given by ξ
∗
i = ξ−i, it follows that
so∞ =
∧2
V, and the Lie bracket is induced by (2.1).
We call V, regarded as an so∞-module by restriction, the natural representation of so∞.
It is easy to see that the so∞-action on the gl∞-module V
⊗(p,q) coincides with the so∞-action
on the gl∞-module V
⊗(p+q). Therefore it suffices to study the tensor representations V⊗d.
To define the notion of a highest weight so∞-module, we consider the direct sum decom-
position so∞ = hso⊕
(⊕
α∈∆sp
kXsoα
)
, where
hso =
⊕
i∈I
k (Ei,i −E−i,−i), ∆so = {±εi ± εj) | i, j ∈ N and i 6= j},
Xsoεi+εj = Ei,−j − Ej,−i, X
so
εi−εj
= Ei,j − E−j,−i, X
so
−εi−εj
= E−j,i − E−i,j.
The subalgebras bso and its ideal nso are defined as before using the polarization of the root
system ∆so = ∆
+
so
∐
−∆+so, where
∆+so = {εi ± εj | i, j ∈ N and i < j}.
An so∞-module V is called a highest weight module with highest weight χ ∈ h
∗
so, if it is
generated by a vector v ∈ V satisfying nso v = 0 and H v = χ(H) v for all H ∈ hso. In
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particular, the natural representation V is a highest weight module with highest weight ε1,
generated by a highest weight vector ξ1.
Remark 3. Our choice of a splitting Cartan subalgebra hso leads to a root decomposition of
type D∞, corresponding to the ”even” infinite orthogonal series of Lie algebras so2n. It is also
possible to pick another splitting Cartan subalgebra h˜so which leads to a root decomposition
of type B∞, corresponding to the ”odd” infinite orthogonal series so2n+1. These two types of
splitting Cartan subalgebras are clearly not conjugated, and in [DPS] it is proved that any
splitting Cartan subalgebra of so∞ is either ”even” or ”odd”.
For any pair I = (i, j) of integers, satisfying 1 ≤ i < j ≤ d, define the contraction
Φ[I] : V
⊗d → V⊗(d−2),
v1 ⊗ . . .⊗ vd 7→ Q(vi, vj) v1 ⊗ . . .⊗ vˆi ⊗ . . .⊗ vˆj ⊗ . . .⊗ vd,
(4.1)
We set V[0]
def
= k, V[1]
def
= V and
V[d]
def
=
⋂
I
ker
(
Φ[I] : V
⊗d → V⊗(d−2)
)
(4.2)
for d ≥ 2. For any partition λ, define the so∞-submodule Γ[λ] of V
⊗d,
Γ[λ]
def
= V[d] ∩ SλV.
Theorem 4.1. For any d ∈ N there is an isomorphism of (so∞,Sd)-modules
V[d] ∼=
⊕
|λ|=d
Γ[λ] ⊗Hλ. (4.3)
For every partition λ, the so∞-module Γ[λ] is an irreducible highest weight module with highest
weight ω =
∑
i∈N λi εi.
Proof. For each n denote by Vn the 2n-dimensional subspace of V spanned by ξ±1, . . . , ξ±n.
Let gn be the Lie subalgebra of End(Vn) which preserves the restriction of Q to Vn. It is
clear that gn ∼= so2n. The tensor representations (Vn)
⊗d of gn and the contractions Φ
(n)
[I] :
(Vn)
⊗d) → (Vn)
⊗(d−2) are defined as before. We set
(Vn)
[d] def=
⋂
I
ker Φ
(n)
[I] , Γ
(n)
[λ]
def
= (Vn)
[d] ∩ SλVn.
The Weyl construction for so2n implies that there are isomorphisms of (so2n,Sd)-modules
(Vn)
[d] ∼=
⊕
|λ|=d
Γ
(n)
[λ] ⊗Hλ, (4.4)
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and that for n ≥ d the module Γ
(n)
[λ] is an irreducible highest weight module with highest
weight
∑
i∈N λi εi. As in the proof of Theorem 2.1, the diagram of inclusions
(V1)
[d] ⊂ (V2)
[d] ⊂ . . . ⊂ (Vn)
[d] ⊂ . . . ⊂
⋃
n∈N(Vn)
[d] = V[d]
∪ ∪ ∪ ∪ ∪
Γ
(1)
[λ] ⊂ Γ
(2)
[λ] ⊂
. . . ⊂ Γ
(n)
[λ] ⊂
. . . ⊂
⋃
n∈N Γ
(n)
[λ]
= Γ[λ]
(4.5)
establishes both the irreducibility of the so∞-module Γ〈λ〉 and the isomorphism (4.3), and
the equalities
Γ
(d)
〈λ〉 [χ] = Γ
(d+1)
〈λ〉 [χ] = · · · = Γ
(n)
〈λ〉 [χ] = · · · =
⋃
n∈N
Γ
(n)
〈λ〉 [χ] = Γ〈λ〉[χ]
yield the characterization of Γ[λ][χ] as a highest weight so∞-module. 
Theorem 4.2. For any nonnegative integer d the Loewy length of V⊗d, regarded as an
so∞-module, equals
[
d
2
]
+ 1, and
soc(r)V⊗d =
⋂
I1,...,Ir
ker
(
Φ[I1,...,Ir] : V
⊗d → V⊗(d−2r)
)
, r = 1, . . . ,
[
d
2
]
. (4.6)
Proof. The proof is a minor variation of the proof of Theorem 2.2. Denoting by F(r) the
module on the right side of (4.6), we argue as before that
F(r+1)/F(r) ∼=
⊕
|λ|=p−2r
Γ[λ] ⊗H(λ; r)
for someSd-modulesH(λ; r). The semisimplicity of these layers shows that F
(r) ⊂ soc(r)V⊗d
for all r, and the opposite inclusion is proved by an obvious modification of Corollary 6.3. 
Theorem 4.3. Let λ be a partition of a positive integer d. Then the so∞-module Γλ;0 is
indecomposable, and the layers of its socle filtration satisfy
soc(r+1)Γλ;0 ∼=
⊕
µ
∑
|γ|=r
Nλµ, 2γ
 Γ[µ]. (4.7)
Proof. By construction, the gl∞-module Γλ;0 is realized as the direct summand SλV of the
gl∞-module V
⊗d. It remains a direct summand when V⊗d is regarded as an so∞-module,
therefore soc(r) Γλ;0 = Γλ;0 ∩ soc
(r)V⊗d.
It is known that [Γ
(2n)
λ : Γ
(n)
[µ] ] =
∑
γ N
λ
µ, 2γ for any partitions λ, µ, provided n is large
enough, see e.g. [HTW]. Hence [Γλ;0 : Γ[µ]] =
∑
γ N
λ
µ, 2γ , and combining this with the
description of the socle filtration of V⊗d, we get (4.7). In particular, socΓλ;0 ∼= Γ[λ], and
simplicity of the socle implies the indecomposability of Γλ;0 as an so∞-module. 
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Corollary 4.4. The decomposition of V⊗d into indecomposable so∞-modules is given by the
isomorphism
V⊗d ∼=
⊕
|λ|=d
(dimHλ)Γλ;0.
Examples. We begin by describing the structure ofV⊗V = Λ2V⊕S2V as an so∞-module.
The exterior square Λ2V = Γ(1,1);(0) is the irreducible adjoint so∞-module, isomorphic to
Γ[(1,1)]. For the symmetric square S
2V = Γ(2);(0) one has the short exact sequence of so∞-
modules
0→ Γ[(2)] → S
2V
Q
→ k→ 0
which does not split. Therefore, the structure of V ⊗V is graphically represented as
V ⊗V ∼
Γ[(0)]
Γ[(2)]
⊕
Γ[(1,1)]
.
Similarly, the structure of the tensor representation of rank 3 is represented as
V⊗3 ∼
Γ[(1)]
Γ[(3)]
⊕ 2
Γ[(1)]
Γ[(2,1)]
⊕
Γ[(1,1,1)]
,
and the structure of the tensor representation of rank 4 as
V⊗4 ∼
Γ[(0)]
Γ[(2)]
Γ[(4)]
⊕ 3 Γ[(2)] ⊕ Γ[(1,1)]
Γ[(3,1)]
⊕ 2
Γ[(0)]
Γ[(2)]
Γ[(2,2)]
⊕ 3 Γ[(1,1)]
Γ[(2,1,1)]
⊕
Γ[(1,1,1,1)]
.
5. Tensor representations of root-reductive Lie algebras
It is known that over an algebraically closed field any infinite-dimensional simple locally
finite Lie algebra which admits a root decomposition is classical, i.e. isomorphic to sl∞, sp∞
or so∞, see [PS, NS]. Here we discuss a generalization of our results for sl∞, so∞ and sp∞
to a more general class of infinite-dimensional Lie algebras.
Let k be one of the Lie algebras sl∞, sp∞ or so∞, and let hk denote its splitting Cartan
subalgebra introduced in previous sections. Let V denote the natural representation of k.
Suppose that a Lie algebra g is the semidirect sum of k and some Lie algebra m,
g = k⊂+ m,
and suppose furthermore that g has a subalgebra h such that
h = hk⊕m.
Theorem 5.1. The socle filtration of the tensor representation of V⊗(p,q) as a g-module
coincides with the socle filtration of V⊗(p,q) as a k-module.
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Proof. Since m commutes with hk, the action of m preserves the hk-weight subspaces of any
k-module. The hk-weight subspaces of V are one-dimensional, hence any H ∈ m acts in any
V[χ] as a scalar. Thus V admits a h-weight subspace decomposition, and the same is true
for the weight subspaces of tensor representations V⊗(p,q).
This shows that each k-submodule of V⊗(p,q) is automatically a g-module, and thus the
socle filtration of V⊗(p,q) as a k-module is a filtration by g-submodules. Moreover, the layers
of the socle filtration for k remain semisimple as g-modules, and the statement follows.

Our main application of Theorem 5.1 is to the class of infinite-dimensional root-reductive
Lie algebras, studied in [DP1, PS]. Recall the following structural theorem from [DP1].
Theorem 5.2. Let g be a root reductive Lie algebra. Set s = [g, g] and a = g/[g, g]. Then
s =
⊕
i∈I
s(i),
where each s(i) is isomorphic either to sl∞, so∞, sp∞, or to a simple finite-dimensional Lie
algebra, and I is an at most countable index set. Moreover, the short exact sequence of Lie
algebras
0→ s→ g→ a→ 0 (5.1)
splits. In other words, g ∼= s⊂+ a.
To apply Theorem 5.1 to a root-reductive Lie algebra g, we identify g with a semidirect
sum g ∼= s⊂+ a, pick an infinite-dimensional direct summand k = s(j) of s, and set m =(⊕
i 6=j s
(i)
)
⊂+ a. The Lie algebra g acts in the natural representation V of s(j): s(i) annihilate
V for i 6= j, and a acts by scalars in each hk-weight subspace.
In contrast with the finite-dimensional reductive Lie algebras, there exist root-reductive g,
such that g ≇ s⊕a. For example, for g = gl∞ one has s = sl∞ and a = k, but gl∞ ≇ sl∞⊕k.
Another interesting example is the Lie algebra g˜, constructed via the following root injections
gln →֒ gln+2, A 7→
Tr(A)n A
0
 .
Then g˜ is not isomorphic to gl∞, although it can still be included in a short exact sequence
of Lie algebras 0 → sl∞ → g˜ → k → 0, see [DPS]. However, Theorem 5.1 still applies and
describes the socle filtration of the tensor representations of g˜.
6. Appendix
For completeness, we discuss the details of Weyl’s duality approach, see [W, FH].
Let p, q, n be nonnegative integers such that n > p + q. Let Vn = k
n be the natural
representation of the Lie algebra gln. For partitions λ, µ such that |λ| = p and |µ| = q
we denote by Γ
(n)
λ;µ the standard irreducible highest weight gln-module with highest weight
ω = (λ1, . . . , λp, 0, . . . , 0,−µq, . . . ,−µ1).
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Proposition 6.1. For any n > p+ q there is an isomorphism (2.3)
(Vn)
{p,q} ∼=
⊕
|λ|=p
⊕
|µ|=q
Γ
(n)
λ;µ ⊗ (Hλ ⊗Hµ).
Proof. For any I = (i, j) with i ∈ {1, 2, . . . , p} and i ∈ {1, 2, . . . , q}, we define the inclusion
Ψ
(n)
I : (Vn)
⊗(p−1,q−1) → (Vn)
⊗(p,q),
v1 ⊗ . . .⊗ vp−1 ⊗ v
∗
1 ⊗ . . .⊗ v
∗
q−1 7→
1
n
n∑
k=1
. . .⊗ vi−1 ⊗ ζk ⊗ vi+1 ⊗ . . .⊗ v
∗
j−1 ⊗ ζ
∗
k ⊗ v
∗
j+1 ⊗ . . . ,
where {ζk} and {ζ
∗
k} are any dual bases of Vn and V
∗
n respectively. Set θ
(n)
I = Ψ
(n)
I Φ
(n)
I . The
operators θ
(n)
I are idempotent, and (Vn)
{p,q} =
⋂
I ker θ
(n)
I .
Let A˜ denote the subalgebra of endomorphisms of (Vn)
⊗(p,q), generated by the images of
elements of gn, and let B˜ denote its commutator subalgebra, i.e. the set of all endomorphisms
of (Vn)
⊗(p,q), commuting with the action of gn. From invariant theory it is known that B˜ is
generated by θ
(n)
I for various I, and by permutation maps corresponding to elements from
Sp×Sq. A general result from the theory of semisimple finite-dimensional algebras implies
that, conversely, A˜ is the commutator subalgebra of B˜. In other words, any endomorphism
of (Vn)
⊗(p,q), commuting with all θ
(n)
I and all permutations from Sp ×Sq, must lie in A˜.
Let A denote the subalgebra of endomorphisms of (Vn)
{p,q}, generated by the images of
elements of gn, and let B denote the subalgebra of endomorphisms of (Vn)
{p,q}, generated
by the permutations from Sp × Sq. We claim that A and B are each other’s commutator
subalgebras in End
(
(Vn)
{p,q}
)
. Indeed, suppose that L lies in the commutator subalgebra of
B. Using the (gn,Sp ×Sq)-module isomorphism (see e.g. [FH] for details)
(Vn)
⊗(p,q) = (Vn)
{p,q} ⊕
∑
I
im θ
(n)
I ,
we construct an endomorphism L˜ of (Vn)
⊗(p,q) by extending L trivially on the second direct
summand. It is clear that L˜ commutes with all permutations from Sp ×Sq, and also with
the operators θ
(n)
I , all of which act on (Vn)
{p,q} by zero. Hence L˜ belongs to the commutator
subalgebra of B˜, i.e. L˜ ∈ A˜, and by restriction L ∈ A. Thus A is the commutator subalgebra
of B, and it follows that B is also the commutator subalgebra of A.
The general theory of dual pairs and the fact that {Hλ ⊗Hµ}|λ|=p,|µ|=q is a complete list
of irreducible Sp ×Sq-modules imply the existence of an isomorphism
(Vn)
{p,q} ∼=
⊕
|λ|=p
⊕
|µ|=q
Γ(λ, µ)⊗ (Hλ ⊗Hµ)
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for some irreducible gln-modules Γ(λ, µ). To identify these modules explicitly, we note that
Schur-Weyl duality yields
(Vn)
⊗p ∼=
∑
|λ|=p
Γ
(n)
λ;0 ⊗Hλ, (V
∗
n )
⊗q ∼=
∑
|µ|=q
Γ
(n)
0;µ ⊗Hµ,
and therefore Γ(λ, µ) must be a submodule of Γ
(n)
λ;0 ⊗Γ
(n)
0;µ . On the other hand, the submodule
Γ
(n)
λ;µ of this tensor product does not occur as a submodule of (Vn)
⊗(p−1,q−1), and thus lies in
the kernel of all operators ΦI . We conclude that Γ
(n)
λ;µ ⊂ Γ(λ, n), and the irreducibility of
Γ(λ, µ) yields the desired statement. 
Finally, to prove the technical statement used in the proof of Theorem 2.2, we need a
preparatory lemma.
Define the contractions ΦI1,...,Ir : V
⊗(p,q) → V⊗(p−r,q−r) as the r-fold convolutions between
copies of V and V∗ indicated by the pairwise disjoint collection of index pairs I1, . . . , Ir.
For r = 1, . . . , ℓ, define the inclusions Ψ
(n)
I1,...,Ir
: (Vn)
⊗(p−r,q−r) → (Vn)
⊗(p,q), by analogy with
ΦI1,...,Ir , as the r-fold insertions of the canonical element of Vn ⊗ V
∗
n into positions specified
by disjoint pair of indices I1, . . . , Ir. Set also
(Vn)
{p,q}
r =
∑
I1,...,Ir
im
(
Ψ
(n)
I1,...,Ir
: (Vn)
⊗(p−r,q−r) → (Vn)
⊗(p,q)
)
.
It is a standard exercise to show that for each n one has the direct sum decomposition
(Vn)
⊗(p,q) = (Vn)
{p,q}
0 ⊕ (Vn)
{p,q}
1 ⊕ (Vn)
{p,q}
2 ⊕ · · · ⊕ (Vn)
{p,q}
ℓ .
For any I = (i, j) we consider the linear map
Ξ
(n)
I : (Vn)
⊗(p,q) → (Vn)
⊗(p−1,q−1),
v1 ⊗ . . .⊗ vp ⊗ v
∗
1 ⊗ . . .⊗ v
∗
q 7→ n 〈ξ
∗
n, vi〉〈v
∗
j , ξn〉 v1 ⊗ . . .⊗ vˆi ⊗ . . .⊗ vp ⊗ v
∗
1 ⊗ . . .⊗ vˆ
∗
j ⊗ . . .⊗ v
∗
q .
Lemma 6.2. For any v ∈ V{p,q} we have
lim
n→∞
Ξ
(n)
J1
Φ
(n)
J2,...,Jr
Ψ
(n)
I1,...,Ir
v =
{
v, if {I1, . . . , Ir} = {J1, . . . , Jr} as sets
0, otherwise
.
Proof. We use induction on s. The base of induction s = 1 states that
lim
n→∞
Ξ
(n)
J Ψ
(n)
I v =
{
v, if I = J
0, otherwise
,
which is clear from the definition. Assume now that r ≥ 2, and let Jr = (i, j).
Case 1. There exists k such that Ik = (i, j); we may assume that k = r. Then
Ξ
(n)
J1
Φ
(n)
J2,...,Jr
Ψ
(n)
I1,...,Ir
v = Ξ
(n)
J1
Φ
(n)
J2,...,Jr−1
Ψ
(n)
I1,...,Ir−1
ΦIrΨJrv = Ξ
(n)
J1
Φ
(n)
J2,...,Jr−1
Ψ
(n)
I1,...,Ir−1
v,
and the desired statement follows from the induction hypothesis.
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Case 2. There exist k, l such that Ik = (i, a) and Il = (b, j); we may assume that k = r
and l = r − 1. Setting I ′ = (b, a) and using the identity Φ
(n)
(i,j)Ψ
(n)
(i,a),(b,j) =
1
n
Ψ
(n)
b,a , we get
Ξ
(n)
J1
Φ
(n)
J2,...,Jr
Ψ
(n)
I1,...,Ir
v = Ξ
(n)
J1
Φ
(n)
J2,...,Jr−1
Ψ
(n)
I1,...,Ir−2
Φ
(n)
Jr
Ψ
(n)
Ir−1,Ir
v =
1
n
Ξ
(n)
J1
Φ
(n)
J2,...,Jr−1
Ψ
(n)
I1,...,Ir−2,I′
v.
Applying the induction hypothesis, in both cases we obtain limn→∞Ξ
(n)
J1
Φ
(n)
J2,...,Jr
Ψ
(n)
I1,...,Ir
v = 0.
Case 3. There exists k such that Ik = (i, a), but j never occurs in the second position of
any Il; we may assume that k = r. Using the identity Φ
(n)
(i,j)Ψ
(n)
(i,a)v =
m
n
Φ
(m)
(i,j)Ψ
(m)
(i,a)v, we get
lim
n→∞
Ξ
(n)
J1
Φ
(n)
J2,...,Jr
Ψ
(n)
I1,...,Ir
v = lim
n→∞
Ξ
(n)
J1
Φ
(n)
J2,...,Jr−1
Ψ
(n)
I1,...,Ir−1
Φ
(n)
Jr
Ψ
(n)
Ir
v
= lim
n→∞
m
n
Ξ
(n)
J1
Φ
(n)
J2,...,Jr−1
Ψ
(n)
I1,...,Ir−1
(
Φ
(m)
Jr
Ψ
(m)
Ir
v
)
.
Applying the induction hypothesis to Φ
(m)
Jr
Ψ
(m)
Ir
v ∈ V{p,q}, we see that the desired statement
holds.
Case 4. The index i never occurs in the first position of any Ik, and j never occurs in the
second position of any Il. Then for all n we have
Ξ
(n)
J1
Φ
(n)
J2,...,Jr
Ψ
(n)
I1,...,Ir
v = Ξ
(n)
J1
Φ
(n)
J2,...,Jr−1
Ψ
(n)
I1,...,Ir
ΦIrv = 0.

We are now ready to prove the following assertion, used in the proof of Theorem 2.2.
Proposition 6.3. There exist infinitely many n such that u− πn(u) /∈ F
(s−1)
n .
Proof. Assume that, on the contrary, u − πn(u) ∈ F
(s−1)
n for all n ≫ m. Let J1, . . . , Js be
any collection of pairwise disjoint indices. Since ΦJ2,...,Jr(u− πn(u)) = 0, we obtain for all n
Ξ
(n)
J1
ΦJ2,...,Jr πn(u) = Ξ
(n)
J1
ΦJ2,...,Jr u = 0.
On the other hand, the vector πn(u) can be represented as
πn(u) =
∑
I1,...,Is
ΨI1,...,Is ζI1,...,Is
for some collection {ζI1,...,Is} of vectors from (Vn)
{p,q}, and according to Lemma 6.2
lim
n→∞
Ξ
(n)
J1
ΦJ2,...,Jr πn(u) = ζJ1,...,Jn.
It follows that ζJ1,...,Jn = 0, and thus πn(u) = 0. This contradicts the assumption that πn(u)
generates a submodule of F
(s+1)
n /F
(r)
n isomorphic to Γ
(n)
λ;µ . 
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