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By analytically continuing the eigenvalue problem of a system of two coupled harmonic oscillators
in the complex coupling constant g, we have found a continuation structure through which the
conventional ground state of the decoupled system is connected to three other lower unconventional
ground states that describe the different combinations of the two constituent oscillators, taking all
possible spectral phases of these oscillators into account [7]. In this work we calculate the connecting
structures for the higher excitation states of the system and argue that - in contrast to the four-
fold Riemann surface identified for the ground state - the general structure is eight-fold instead.
Furthermore we show that this structure in principle remains valid for equal oscillator frequencies
as well and comment on the similarity of the connection structure to that of the single complex
harmonic oscillator.
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I. INTRODUCTION
For many years, studying functions of a complex vari-
able has proved to be a useful - but very abstract - math-
ematical tool for many branches of physics. Recently,
however, these sorts of techniques have taken on a new,
important turn: first experiments using microwave cav-
ities have shown that it is possible to circle a (square-
root) exceptional (or branch) point, connecting the dif-
ferent Riemann sheets [1, 2]. Since then, further experi-
mental studies have investigated the properties of parity-
time (PT ) symmetric systems [3], detailing how one can
move on the surfaces and around the exceptional points
of these systems [4, 5]. Furthermore, a precise knowledge
of the structure of the exceptional points has been shown
to be important for designing tools for enhanced sensors
[6], making a knowledge of the analytic structure in the
complex plane essential.
From a theoretical point of view, the structure of the
Riemann surface is also interesting, not only because of
the experimental possibilities that are opening up, but
also because unexpected behavior can still be found: In
a recent study [7] we examined the analytic eigenvalue
structure of a system of two coupled harmonic oscillators
described by the Hamiltonian
H = p2 + ν2x2 + q2 + ω2y2 + gxy, (1)
where the x and y oscillators with natural frequencies ν
and ω respectively are coupled linearly in both x and y
through the coupling strength g. This system was shown
to yield four possible ground state energies in the de-
coupling limit: E0(g = 0) = ±ν ± ω, a result which is
obtained through continuing the complex coupling con-
stant g and assuming that ν and ω are distinct [7]. These
states of the system describe the conventional ground
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state E0(g = 0) = ν+ω as well as three other unconven-
tional spectral phases of the two constituent oscillators,
which are reached through analytic continuation. This
observation firstly suggests that states, which in princi-
ple have energy lower than the conventional ground state,
can be reached by analytic continuation. Secondly, this
brief analysis, together with an analysis of the first ex-
cited state in the decoupled theory appears to imply that
this four-fold connection structure or Riemann surface
structure is repeated for all excited states of the system.
In this paper, we question this implication, and anal-
yse the excited states (including the first one) for gen-
eral non-vanishing values of the complex coupling g and
show that the general Riemann surface structure is more
intricate. In fact, we find that an eight-fold connection
structure arises for a given total excitation of the sys-
tem labelled by a single total quantum number n. In
the decoupling limit, the spectrum consists of all possi-
ble combinations of the two oscillators that can give rise
to n: if one oscillator has the quantum excitation m, the
other necessarily has n − m. Thus, there is a symme-
try under interchange of the oscillators. This makes it
evident why the eight-fold Riemann structure collapses
to a four-fold one, when, as for the ground state, each
oscillator is forced to occupy the same excitation state.
A regrouping of the energy eigenvalues into sets of four
levels can be made in the decoupling limit; but knowing
E at this special value of the coupling, g = 0, does not
shed light on the full analytic structure of the Riemann
surface.
In Sec. IIA we review the calculation of the ground-
state energy and visualize the four-fold Riemann surface.
In Sec. IIB, we move to the calculation of the first ex-
cited state, again providing a visualization of the Rie-
mann surface and showing that this is eight-fold instead.
We then generalize the method to calculate the energy
function of g for the nth existed state in Sec. IIC, find-
ing the eight-fold structure to be general. We compare
the results from our asymptotic ansatz with those from
a transformational one - while the latter seems easier to
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2handle calculationally, it is not a priori obvious that the
transformational approach will account for the boundary
conditions correctly and give the same result. This, how-
ever, turns out to be so. Finally, we re-examine the single
complex harmonic oscillator in Sec. IIIA and discuss the
similarities to the coupled oscillator case in Sec. IIIB.
Some concluding remarks follow in Sec. IV.
II. THE EIGENVALUE STRUCTURE
A. Ground state energies
In [7] it was shown that with the ansatz
ψ0 = a0,0 · e−αx
2/2−βy2/2+γxy (2)
for the ground-state wave function, where the param-
eters α, β and γ are to be determined and a0,0 is an
overall normalisation constant, Schrödinger’s eigenvalue
equation Hψ = Eψ for H as given in (1) leads to the
system of equations
E0 = α+ β (3)
g = −2(α+ β)γ (4)
ν2 = α2 + γ2 (5)
ω2 = β2 + γ2 , (6)
which describes the energy eigenvalues E0 of the ground
state and relates the parameters α, β and γ to the natural
oscillator frequencies and the complex coupling constant
g. Eliminating these parameters in the energy equation
(3) leads to the quartic polynomial energy equation
E40 − 2(ν2 + ω2)E20 + (ν2 − ω2)2 + g2 = 0 (7)
that is solved by the ground-state energy function
E0(g) = ±
√
ν2 + ω2 ±
√
4ν2ω2 − g2 . (8)
This nested square-root function describes a four-fold de-
pendence of the energy on the complex coupling constant
g. It has six (square-root type) branch points, four oc-
curring at the coupling values g = ±2νω and two at
g = ±i (ν2 − ω2) and the associated branch cuts allow
the transition between the four sheets of the Riemann
surface of E0(g) through a variation of the coupling con-
stant in the complex plane. It was noted in particular
that the possible ground states of the decoupled theory
E0(0) = ±ν ± ω correspond to the four possible combi-
nations of the conventional and unconventional phases of
the ground states of the two constituent oscillators and
that the continuation in the coupling g thus allows for
a smooth transition between the states in this quartet
structure. This result implies that one can in principle
extract energy from the conventional ground state of the
system. However, work must be done in moving g in
the complex plane to go from one sheet to another. One
notes that for g = 0 all possible values of E0(g) are purely
real, a fact which can be traced back to the PT symme-
try of the Hamiltonian for real values of g. In Figs. 1(a)
and 1(c) we have visualized the four-fold Riemann struc-
ture associated with this result. The red dots on these
plots indicate the decoupling limit where g = 0, while the
branch cuts are shown as solid red lines. In Figs. 1(b)
and 1(d) we have in addition cut out the fourth quadrant
and indicated with a further solid red line a possible path
that can be taken to move from one decoupling limit at
g = 0 to another in a continuous fashion.
B. First excited state
In order to show that the quartet connection struc-
ture found for the ground state is repeated for higher
excitation states of the system, one can investigate the
structure of the decoupled theory for the first excited
state of the system. The goal is to show that the energy
eigenvalues of the decoupled theory of the system can
generally be collected in sets that contain four possible
combinations of spectral phases of the excitation states of
the constituent oscillators and that these four eigenvalues
are analytic continuations of each other in the complex
coupling plane. In [7], the ad-hoc ansatz for the wave
function
ψ = [a1,0x+ a0,1y + a1,1xy + a0,0] · e−αx
2/2−βy2/2+γxy (9)
was inserted into the eigenvalue equation and the result-
ing system of equations was analysed: it was found that
the eigenvalues of the decoupled theory with g = 0 can
indeed be collected in such quartets. In the following we
show, however, that already at this stage with the first
excited state of the system, the analytic connection of
the states is not restricted to these quartets and shows a
more intricate structure.
In the discussion of the ground state the exponential
wave function ansatz (2) was chosen, as it is the most gen-
eral function without roots that can satisfy the boundary
conditions of an asymptotically vanishing wave function
and balance the eigenvalue equation in the limit of large
position variables x and y. For higher excitation states
ψn(x, y) the asymptotically dominating exponential be-
haviour remains, but instead of being multiplied with the
single (normalising) overall constant a0,0 as in (2), we
now include a polynomial prefactor Pn(x, y) of nth de-
gree to take into account the n roots of the eigenfunction
that we expect for the nth excited state of the system,
in analogy to Courant’s nodal line theorem that holds in
the single position variable case:
ψn(x, y) = Pn(x, y) · e−αx
2/2−βy2/2+γxy , (10)
where
Pn(x, y) =
n∑
i=0
i∑
j=0
ai,i−jx
iyi−j . (11)
For the first excited state this ansatz takes the form [18]
ψ1(x, y) = [a1,0x+ a0,1y + a0,0] · e−αx
2/2−βy2/2+γxy (12)
Substituting it into Schrödinger’s eigenvalue equation
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Figure 1: Riemann surface structure of the ground-state energy function E0(g) over the complex coupling plane for ν > ω. Figures (a)
and (b) show the real part of the Riemann surface. The red dots denote the four (purely real) decoupling limits E0(0) = ±(ν ± ω). In
Fig. (a) the branch cuts are denoted as solid red lines, while in Fig. (b) the fourth quadrant of the coupling plane is cut out and the
characteristics of the energy function at the cuts along the real and imaginary coupling axes are denoted as solid red lines. Figures (c)
and (d) display this visualisation for the imaginary part of E0(g).
leads to the following system of equations
0 = a0,0 (E1 − α − β) (13)
0 = a0,0 (2(α + β)γ + g) (14)
0 = a0,0 (α
2 + γ2 − ν2) (15)
0 = a0,0 (β
2 + γ2 − ω2) (16)
0 = a1,0 (E1 − 3α − β) + a0,1 (2γ) (17)
0 = a0,1 (E1 − α − 3β) + a1,0 (2γ) (18)
0 = a1,0 (α
2 + γ2 − ν2)− a0,1 (2(α + β)γ + g) (19)
0 = a0,1 (β
2 + γ2 − ω2)− a1,0 (2(α + β)γ + g) (20)
0 = a0,1 (α
2 + γ2 − ν2) (21)
0 = a1,0 (β
2 + γ2 − ω2) . (22)
We recognise the equations (13) to (16) as being the
ground-state system of equations (3) to (6) with the dif-
ference that the coefficient a0,0 may vanish this time.
However, if a0,0 does not vanish the equations (4) to (6)
and (14) to (16) coincide, and the energy equations (3)
and (13) imply that E1 = E0. For the calculation of the
general energy function E1(g) we can thus focus on the
system of remaining equations (17) to (22). This system
again contains one part that describes the energy eigen-
values of the system and one that relates the parameters
α, β and γ to the natural oscillator frequencies ν and
ω and the coupling constant g. The two coupled energy
equations (17) and (18) can be combined to yield the
quadratic energy equation
E21 − 4(α+ β)E1 + 3(α+ β)2 + 4(αβ − γ2) = 0 (23)
and the equations (19) to (22) are equivalent to the equa-
tions (4) to (6) found in the ground-state system, because
at least one of the coefficients a0,1 and a1,0 must not van-
ish in order for P1(x, y) to be a first degree polynomial.
To eliminate the parameters α, β and γ in terms of the
parameters of the Hamiltonian ν, ω and g we use the def-
inition of the ground-state energy (3) and the relations
(4) to (6) to rewrite equation (23) as
E21 − 4E0 · E1 +
(
3E20 ± 2 ·
√
4ν2ω2 − g2
)
= 0 , (24)
where the ± sign coincides with the choice of sign for
the inner square root in E0(g). Now making use of the
ground-state energy result (8), we can express the solu-
tions to (24) as
E+1 (g) = ±2
√
ν2 + ω2 +
√
4ν2ω2 − g2
±
√
ν2 + ω2 −
√
4ν2ω2 − g2
(25)
and
E−1 (g) = ±2
√
ν2 + ω2 −
√
4ν2ω2 − g2
±
√
ν2 + ω2 +
√
4ν2ω2 − g2 ,
(26)
taking care to choose the appropriate signs of the in-
ner square root of E0(g). The possibilities E+1 (g) and
E−1 (g), in which the inner square root of the first term in
the solution is evaluated with a positive or negative sign
respectively, are thus denoted separately.
The eigenvalues of the decoupled theory of the first
excited state can then be seen to be
E+1 (0) = ±2(ν + ω)± (ν − ω) (27)
and
E−1 (0) = ±2(ν − ω)± (ν + ω) . (28)
These eight solutions can in fact be collected into two
sets of four solutions: ±3ν ± ω and ±ν ± 3ω, which
show a similar quartet structure to that found for the
ground state of the system, recovering the result of [7].
Each set contains the four possible combinations of con-
ventional and unconventional phases of one constituent
oscillator being in its first excited state and one being
in its ground state. Although there is a resemblance
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Figure 2: Riemann surface structure of the first excited state energy function E1(g) over the complex coupling plane for ν > 3ω. Figures
(a) and (b) show the real part of the Riemann surface. The red dots denote the eight (purely real) decoupling limits ±(3ν ± ω) and
±(ν ± 3ω). In Fig. (a) the branch cuts are denoted as solid red lines, while in Fig. (b) the fourth quadrant of the coupling plane is cut
out and the characteristics of the energy function at the cuts along the real and imaginary coupling axes are denoted as solid red lines.
Figures (c) and (d) display this visualisation for the imaginary part of E1(g).
to the analytic structure of the ground state, the gen-
eral connection structure has changed: Instead of finding
two separate quartets of analytically connected energies
of the decoupled theory we find one single energy func-
tion E1(g) with sixteen (square-root type) branch points
- eight at g = ±2νω and eight at g = ±i (ν2 − ω2) -
with associated branch cuts that connect eight sheets of
the Riemann surface of this energy function pairwise to
one another. A visualisation of this surface is shown in
Figs. 2(a) to 2(d).
The Riemann surface of the first excited state of the
system thus describes an analytic connection of decou-
pled states in an octet rather than in a quartet. This
octet contains the two quartets - each describing the four
possible combinations of the conventional and unconven-
tional spectral phases of the two constituent oscillators
of the decoupled theory being in excited states whose re-
spective quantum numbers add up to the total quantum
number n describing the excited state of the complete
system - which are mirror images of each other under the
exchange of the constituent oscillators in the decoupled
theory.
Furthermore, we can understand the four-fold struc-
ture of the ground state as a special case of this octet
structure, in which the two quartets contained in the
octet of decoupled states are identical because both con-
stituent oscillators of the decoupled system are in the
same excited state (namely the ground state).
C. General excited states
The analysis of the first excited state led us to the
conclusion that the quartet structure of the energy levels
that we found for the ground state of the system does not
mean that the Riemann surfaces are four-fold for higher
excited states. In particular, we found an octet structure
for the first excited state that included the quartet struc-
ture as a special case (g = 0). In this section we show
that this octet structure of analytically connected energy
levels of the decoupled system is in fact the fundamental
structure of the system in the sense that it is repeated
for higher excitations.
Inserting the general wave function ansatz
ψn(x, y) = Pn(x, y) · e−αx
2/2−βy2/2+γxy , (29)
into the eigenvalue equation and comparing coefficients
in x and y leads to the set of equations
(Mn)j,i−j = 0 , (30)
where i ∈ {0, ..., n + 2}, j ∈ {0, ..., i} and (Mn)j,i−j is
given as
(Mn)j,i−j =
[
En − α(2j + 1)− β(2(i− j) + 1)
]
aj,i−j
+
[−(2(α+ β)γ + g)] aj−1,i−j−1
+
[
α2 + γ2 − ν2] aj−2,i−j
+
[
β2 + γ2 − ω2] aj,i−j−2
+
[
(2γ) · (j + 1)] aj+1,i−j−1
+
[
(2γ) · (i− j + 1)] aj−1,i−j+1
+
[
(j + 2)(j + 1)
]
aj+2,i−j
+
[
(i− j + 2)(i− j + 1)] aj,i−j+2 .
(31)
5The polynomial factor Pn(x, y) in the ansatz (29) is a
polynomial of nth degree, such that at least one of the
coefficients aj,n−j must not vanish. In particular, there
exists one such coefficient with largest index j, such that
∀k ∈ {0, ..., n} with k > j it follows that ak,n−k = 0. Us-
ing the equations (Mn)j+2,n−j = 0, (Mn)j+1,n−j+1 = 0
and (Mn)j,n−j+2 = 0, we conclude that the equations (4)
to (6), which relate the parameters α, β and γ that de-
termine the asymptotically dominating exponential be-
haviour of the eigenfunctions to the natural oscillator
frequencies ν and ω and the coupling constant g, are
generally satisfied for all excitations of the system. Fur-
thermore, this simplifies the expression (31) such that the
system of equations becomes a system of (n+1)(n+2)/2
coupled energy equations. The equations (30) with i = n
form a subsystem which, after making the substitution
λk =
[
En −α(2k+1)− β(2(n− k) + 1)
]
, takes the plain
form
[
Mn
]
0,n
: λ0 a0,n = 1 · (−2γ) a1,n−1[
Mn
]
1,n−1 : λ1 a1,n−1 = 2 · (−2γ) a2,n−2
+n · (−2γ) a0,n[
Mn
]
2,n−2 : λ2 a2,n−2 = 3 · (−2γ) a3,n−3
+(n− 1) · (−2γ) a1,n−1
...[
Mn
]
n−1,1 : λn−1 an−1,1 = n · (−2γ) an,0
+2 · (−2γ) an−2,2[
Mn
]
n,0
: λn an,0 = 1 · (−2γ) an−1,1.
(32)
Solving this subsystem of equations leads to an expres-
sion for the energy eigenvalues: we combine the equations
in (32) by eliminating the coefficients al,n−l to obtain a
general polynomial energy equation for the nth excited
state:
n∏
i=0
λi =−
b(n+1)/2c∑
r=1
( n∏
i=0
λi
)
·
r∏
m=1
( (n+1)−2(r+1−m)∑
km=km−1+2
− (n− km)(km + 1)(−2γ)
2
λkm λkm+1
)
.
For the first five excited states this equation reads explic-
itly:
(n = 0) : E0 − (α+ β) = 0
(n = 1) : E21 − 4E1 · (α+ β)+(
4(α+ β)2 − ((α− β)2 + 4γ2)
)
= 0
(n = 2) : E32 − 9E22 · (α+ β)+
E2
(
27(α+ β)2 − 4((α− β)2 + 4γ2)
)
−(
27(α+ β)3 − 12(α+ β)((α− β)2 + 4γ2)
)
= 0
(n = 3) : E43 − 16E33 · (α+ β)+
E23 ·
(
96(α+ β)2 − 10((α− β)2 + 4γ2)
)
−
E3 ·
(
256(α+ β)3−
80(α+ β)((α− β)2 + 4γ2)
)
+(
256(α+ β)4 − 160(α+ β)2((α− β)2 + 4γ2)+
9((α− β)2 + 4γ2)2
)
= 0
(n = 4) : E54 − 25E44 · (α+ β) + E34 ·
(
250(α+ β)2−
20((α− β)2 + 4γ2)
)
−
E24 ·
(
1250(α+ β)3−
300(α+ β)((α− β)2 + 4γ2)
)
+
E4 ·
(
3125(α+ β)4−
1500(α+ β)2((α− β)2 + 4γ2)+
64((α− β)2 + 4γ2)2
)
−(
3125(α+ β)5−
2500(α+ β)3((α− β)2 + 4γ2)+
320(α+ β)((α− β)2 + 4γ2)2
)
= 0
and is solved by the following energy functions
(n = 0) : E0 = 1 · (α + β) , (33)
(n = 1) : E1 = 2 · (α + β)± 1 ·
√
(α − β)2 + 4γ2 , (34)
(n = 2) : E2 = 3 · (α + β) , (35)
E2 = 3 · (α + β)± 2 ·
√
(α − β)2 + 4γ2 , (36)
(n = 3) : E3 = 4 · (α + β)± 1 ·
√
(α − β)2 + 4γ2 , (37)
E3 = 4 · (α + β)± 3 ·
√
(α − β)2 + 4γ2 , (38)
(n = 4) : E4 = 5 · (α + β) , (39)
E4 = 5 · (α + β)± 2 ·
√
(α − β)2 + 4γ2 , (40)
E4 = 5 · (α + β)± 4 ·
√
(α − β)2 + 4γ2 . (41)
This is in particular in agreement with the results for
the ground state (see Eq. (3)) and the first excited state
(see Eq. (23)). We thus find that the energy function
solutions take the form
En = (n+ 1) · (α + β)±m ·
√
(α + β)2 − 4(αβ − γ2) (42)
with m running through all even natural numbers up
to n for even excitations n, i.e. m ∈ {0} ∪ {x | x ∈
N ∧ (x | 2) ∧ (x ≤ n)}, and m running through all odd
natural numbers up to n for odd n, i.e. m ∈ {x | x ∈
N ∧ (x - 2) ∧ (x ≤ n)}. As in the discussion of the first
excited state, this can be rewritten using the result for
6the ground-state energy as
E+n (g) = ±(n+ 1)·
√
ν2 + ω2 +
√
4ν2ω2 − g2
±m·
√
ν2 + ω2 −
√
4ν2ω2 − g2
(43)
and
E−n (g) = ±(n+ 1)·
√
ν2 + ω2 −
√
4ν2ω2 − g2
±m·
√
ν2 + ω2 +
√
4ν2ω2 − g2 .
(44)
We have again expressed the single energy function En(g)
in terms of two solutions E+n (g) and E−n (g), in order to
emphasize the possible sign choices of the nested square-
root functions.
The solutions in (43) and (44) for arbitrary n strongly
resemble the energy function of the first excited state.
And although they differ in the scaling factors of the
two nested square-root functions, the eight-fold struc-
ture of the energy function solutions remains. The eigen-
values of the decoupled theory can now be collected
into two quartets ±(n + 1 + m) ν ± (n + 1 − m)ω and
±(n + 1 − m) ν ± (n + 1 + m)ω which are mirror im-
ages of each other under an exchange of the constituent
oscillators of the decoupled theory; an analytic contin-
uation of the coupling constant g allows for a smooth
transition between these eight states. Note as well that
as m runs through all non-negative even or odd numbers
up to n the coefficients of ν and ω in the two quartets
run through the odd natural numbers up to 2n + 1 in
such a way that the sum of the (absolute values of the)
coefficients is 2(n + 1), reflecting that for each possible
value of m the sum of the quantum numbers of the con-
stituent oscillators in the decoupled theory is the quan-
tum number n of the complete system, as expected If
m = 0 (see eg. (33), (35) and (39)) we find four-fold en-
ergy functions which can be understood as special cases
of the general octet structure in the way described in the
last section: the two quartets, which are collected in an
octet of decoupled states and which are mirror images
of each other under an exchange of the constituent os-
cillators of the decoupled theory, are identical, because
both constituent oscillators of the decoupled system are
in the same excited state, i.e. the state with quantum
number n/2. The generally eight-sheeted Riemann sur-
face of the energy function in (43) and (44) simplifies to
a four-fold structure (as that found in the discussion of
the ground state of the system) accordingly, because the
sheets coincide pairwise.
In contrast to the solutions that we found for the
ground state and first excited state the solution for higher
excited states cannot be written simply as a single ana-
lytic function. The constant m may take b(n+ 1)/2c
different values at the nth excitation of the system. This
means that although sets (quartets or octets) of energy
eigenvalues of the decoupled theory at this excitation
level are analytic continuations of each other, different
sets remain separated. These different sets and their as-
sociated Riemann surface can be characterised by the
quantum number n describing the excitation state of the
complete system and the number m describing the dif-
ference of the excited states of the constituent oscillators
in the decoupled theory. We emphasise, in agreement
with [7], that energy levels of different excited states of
the complete system, i.e. belonging to sets with different
values of n, are not analytically connected.
The energy functions in (43) and (44) can further-
more be confirmed using canonical transformations of the
Hamiltonian [8] to decouple the system into the form
H ′ = p′ 2 + Ω2+ x
′ 2 + q′ 2 + Ω2− y
′ 2 .
with the effective oscillator frequencies
Ω± =
√√√√ (ν2 + ω2)±√g2 + (ν2 − ω2)2
2
.
We note in particular that the wave functions result-
ing from this decoupled effective oscillator description
satisfy the relations (4) to (6) such that the boundary
value structure of the transformed problem does indeed
agree with the structure of the original system that we
approached using a wave function ansatz motivated by
an asymptotic analysis. The transformational approach
to solving the eigenvalue equation will, however, fail at
the branch points of the energy function, because either
the effective frequencies vanish or the condition for the
canonicity of the transformation is not satisfied.
III. THE STRUCTURE OF THE ANALYTIC
CONNECTION
The connection of all four possible spectral phases of
the two constituent oscillators of the decoupled theory
through an analytic continuation in the coupling constant
g is one of the principle results of [7]. We showed that the
four-fold connection structure of the energy that is found
for the ground state does not repeat itself in all excited
states of the complete system, as was originally suspected
in [7], but should instead be understood as a special case
of an eight-fold structure that connects decoupled states,
which are mirror images under an exchange of the con-
stituent oscillators. However, the result of an analytic
connection between different spectral phases of the de-
coupled theory is retained.
A. Spectral phases of the harmonic oscillator
The occurrence of different spectral phases and their
connection through an analytic continuation is in itself
not surprising. A conventional and an unconventional
spectrum can, for example, be found for the single har-
monic oscillator, H = p2 + ν2z2, where a connection be-
tween both is established by the analytic continuation
of the natural oscillator frequency ν [9]. Accordingly,
we can find basic structural properties of the connection
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Figure 3: Riemann surface structure of the ground-state energy
function E0(ν) = ±
√
ν2 in the complex frequency plane. Figures
(a) and (b) show the real and imaginary parts of the Riemann
surface on the first sheet respectively. Figures (c) and (d) show
the real and imaginary parts on the second sheet. The dot in the
center denotes the point E0(ν = 0) = 0, at which the two sheets
coincide. This point can be characterised as two coalescing
square-root branch points. The associated branch cuts are drawn
as solid red lines along the imaginary frequency axis in the chosen
representation.
structure of the coupled oscillator system within the sys-
tem of a single harmonic oscillator.
As argued in [9] the ground-state energy of the (com-
plex) harmonic oscillator takes the form E0(ν) = ±ν,
describing the conventional and the unconventional so-
lutions. Notice that the eigenvalues of the two different
spectral phases of the solution only agree for a vanishing
frequency value. Although the energy function E0(ν) can
be calculated exactly in various ways, it is instructive to
use a similar approach to the coupled oscillator system
presented in Sec. II. Inserting the ansatz
ψ0(z, α) = c · e−αz
2/2 (45)
for the wave function into Schrödinger’s eigenvalue equa-
tion leads to the system of equations
E0 = α
ν2 = α2 ,
which we can easily solve for the energy and obtain the
expression E0(ν) = ±ν. Nevertheless, the structure of
the system of equations suggests that we should formu-
late the energy function as E0(ν) = ±
√
ν2. A Riemann
surface representation for general complex frequency val-
ues is displayed in Figs. 3(a) to 3(d). In the square-root
(a) (b)
(c) (d)
Figure 4: Behaviour of the real and imaginary parts of the
harmonic oscillator ground state energy function E0(ν) along the
real and imaginary frequency axis. The behaviour on the first
sheet is denoted by the solid blue line and on the second sheet by
the dashed red one. The blue dot in the center of each graph
denotes the coalescing square-root branch points at vanishing
frequency.
notation E0(ν) = ±
√
ν · √ν of the energy function we
notice that the solution has two coalescing branch points
at ν = 0. Furthermore, if we consider the behaviour of
the energy eigenvalues as a function of purely real oscilla-
tor frequencies we find purely real eigenvalues that show
a linear-crossing behaviour, which is similar to the be-
haviour of eigenvalues in the vicinity of a diabolic point.
In contrast to a typical diabolic point, at which the two
eigenfunctions associated with the coalescing eigenvalues
remain linearly independent, the wave functions break
down to the trivial solution in our case. Moreover, if
we consider the behaviour of the energy as a function of
purely imaginary frequencies, we find purely imaginary
eigenvalues that show the same linear-crossing behaviour,
see Figs. 4(a) to 4(d).
The behavior of the coalescing square-root branch
points appears similar to that which occurs at a diabolic
point. This, as well as the similarity to the structure of
the coupled oscillator system, becomes more apparent if
we consider the following modification of the harmonic
oscillator Hamiltonian:
H+ = p2 + (ν2 + δ2) z2 ,
with some small real positive constant δ. For large fre-
quencies this system resembles the common harmonic os-
cillator Hamiltonian. However, the wave function ansatz
(45) leads to the ground-state energy function
E+0 (ν) = α = ±
√
ν2 + δ2 = ±√ν − i · δ · √ν + i · δ ,
which reveals the distinct behaviour at small frequen-
cies: this function has two separate branch points on
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Figure 5: Riemann surface structure of the ground-state energy
function E+0 (ν) = ±
√
ν − i · δ · √ν + i · δ in the complex
frequency plane. Figures (a) and (b) show the real and imaginary
parts of the Riemann surface on the first sheet respectively, while
Figs (c) and (d) show the real and imaginary parts on the second
sheet. The dots denote the positions of the square-root branch
points at ν = ±i · δ. The associated branch cuts are drawn as red
lines along the imaginary frequency axis.
the imaginary frequency axis at ν = ±i · δ. The associ-
ated Riemann surface is visualised in Figs. 5(a) to 5(d).
For frequency values along the real frequency axis we
still find purely real energy eigenvalues. Notice, however,
that the separation of the branch points along the imag-
inary frequency axis introduces an upper or lower bound
±δ on the energy eigenvalues at real frequency values;
the linear-crossing behaviour of the harmonic oscillator
becomes an avoided-crossing behaviour, see Figs. 6(a) to
6(b). At the same time we notice that the eigenvalues
associated with purely imaginary frequencies no longer
take on only imaginary values. For imaginary frequen-
cies with |ν| < δ we obtain real energies instead, see
Figs. 6(c) to 6(d). This behaviour has been referred to
as re-entrant PT symmetry according to the symmetric
nature of the Hamiltonian H+ under parity-time rever-
sal [10]. That author notes a resemblance to ‘bubbles of
instability’ in the equilibria of Hamiltonian systems, as
described in [11]. This resemblance is, however, superfi-
cial, as the bubble shown in Fig. 6 is associated with the
existence of the two exceptional points. This differs from
the result of [11], which requires a nonconservative or
dissipative perturbation of the Hamiltonian to arrive at
such a structure [12, 13]. Note that the avoided-crossing
(a) (b)
(c) (d)
Figure 6: Behaviour of the real and imaginary parts of the
modified harmonic oscillator ground-state energy function E+0 (ν)
along the real and imaginary frequency axis. The behaviour on
the first sheet is denoted by the solid blue line and on the second
sheet by the dashed red one. Solid blue dots denote the
(imaginary) square-root branch points at ν = ±i · δ, while the
open blue circle denotes the (vanishing) projection of these points
onto the real frequency axis.
behaviour along the real frequency axis as well as the
the behaviour along the imaginary axis can generally be
found in the study of diabolic degeneracies. In [14] the
eigenvalue surface near a diabolic point is unfolded due to
a complex perturbation and the two possible structures
found are the avoided crossing, which we encountered
along the real frequency axis, and the so-called ‘double
coffee filter’ behaviour. The latter is associated with the
re-entrant symmetry and describes the behaviour along
the imaginary frequency axis in our system, where the
roles of the real and imaginary energy contributions are
exchanged compared to the behaviour along the real fre-
quency axis. Considering the (at least mathematical)
connection of the two PT -symmetric spectra of the mod-
ified oscillator potential that is represented in the Rie-
mann surface in Fig. 5 we may think of the missing real
eigenvalues at small frequencies along the real frequency
axis as being shifted onto the imaginary frequency axis,
where they introduce a region of unbroken PT symme-
try to the spectrum that does not occur in the harmonic
oscillator system H.
The formation of a diabolic point in the harmonic os-
cillator limit δ → 0 can be confirmed utilising the fact
that the behaviour in the vicinity of the separated branch
points is always equivalent to a two-dimensional problem,
see [15]. For the system H+ we find that the spectrum
coincides globally with that of the matrix Hamiltonian
HM =
(
δ 0
0 −δ
)
+
(
0 ν
ν 0
)
.
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are ψM+ =
(
δ/ν −√1− (δ/ν)2 , 1)T and ψM− = (δ/ν +√
1− (δ/ν)2 , 1)T . If the frequency approaches the
branch points ν → ±i δ, the eigenvectors of both sheets
approach the same structure ψM+ , ψM− → (∓i , 1)T . This
reflects the exceptional point nature of the square-root
branch points. Furthermore, we can assign a definite left
or right chirality to the branch points at ν = ±i δ de-
pending on the structure of the eigenfunctions at those
points, [15], and notice that the two branch points have
in any case opposite chiralities. On the other hand, if
we consider the general eigenvector structure in the limit
of coalescing branch points, i.e. when δ → 0, we find
that the eigenvectors take the form ψM+ → (−1 , 1)T
and ψM− → (+1 , 1)T . They are independent of the fre-
quency and in particular remain linearly independent at
the point ν = 0 at which the two branch points coalesce.
Therefore the energy function of the harmonic oscillator
system does indeed have a diabolic point at vanishing
frequency ν. This behaviour of two coalescing branch
points with opposite chiralities forming a diabolic point
has been described and measured by K. Ding et al. in
a system with a four-state non-Hermitian Hamiltonian
with coupling [16]. The breakdown of the eigenfunctions
ψ0(z) that we found in the study of the harmonic os-
cillator system is an independent phenomenon that oc-
curs, because for vanishing frequencies the Hamiltonian
H takes the form of the free-particle Hamiltonian. The
eigenfunctions should therefore take the form of plane
waves. However, the boundary condition of vanishing
wave functions imposed in the large position limit re-
quire these oscillating plane waves to vanish identically,
causing the eigenfunction solution to break down.
B. The coupled system at equal frequencies
In this subsection we return to the analysis of the cou-
pled harmonic oscillator system described by the Hamil-
tonian in (1), and view its structure in the light of the
knowledge gained in Sec. IIIA. In the following we show
that we can, in fact, find similar properties in the con-
nection structure of the coupled system: a connection to
PT -symmetric cases of the system and the formation of
diabolic points from coalescing branch points.
The decoupled theory of (1) describes a PT -symmetric
system with purely real eigenvalues, indicating an unbro-
ken symmetry phase. The introduction of a purely real
non-vanishing coupling constant g preserves this symme-
try and the energy eigenvalues remain real in a weakly
coupled system. The unbroken symmetry phase for small
coupling values does, however, break down when the cou-
pling reaches the two (square-root) singularities of the
general energy functions at g = ±2νω. For larger cou-
pling values the eigenvalues become complex reflecting
that the system is in a region of broken PT symmetry.
The Hamiltonian (1) is, however, only PT -symmetric in
the special case of purely real coupling values and the an-
alytic continuation in the coupling is foremost a mathe-
matical tool to study the connection of the different spec-
tral phases of the system. Nevertheless, real eigenvalues
can not just be found in the unbroken symmetry region
of real coupling values; we find them for purely imag-
inary couplings as well. At purely imaginary coupling
values up to the general (square-root) singularities of the
energy functions at g = ±i (ν2 − ω2) the eigenvalues are
real and beyond these points they become complex. An
exception is formed by energy levels belonging to quartet
connection structures, where the energy remains real on
the first and fourth sheet of the associated Riemann sur-
face (corresponding to both constituent oscillators being
in their conventional or both being in their unconven-
tional phase in the decoupled limit) even beyond these
points. This behaviour was first described in [17] and
related to the partial PT symmetry of the Hamiltonian,
in which parity reflection only acts on one of the two
position variables x and y. We thus find that the charac-
teristic connection structure of energy levels through an
analytic continuation in the coupling constant g does not
only enable the smooth transition between energy lev-
els of different spectral phases, but that the square-root
singularities of the energy functions, which essentially de-
termine this structure, are related to the behaviour in the
(partial) PT -symmetric cases of the Hamiltonian as well.
In these cases the the energy functions generally show an
avoided-crossing behaviour along one coupling constant
axis and an re-entrant behaviour along the other axis,
similar to that found for the single harmonic oscillator.
Furthermore, the two imaginary branch points in the
energy function of the coupled system at g = ±i·(ν2−ω2)
coalesce in the limit of equal oscillator frequencies. The
avoided-crossing behaviour becomes a linear-crossing be-
haviour of the energy levels (and the re-entrant bubble
vanishes). At distinct natural oscillator frequencies ν and
ω we can utilize the fact that the behaviour in the vicin-
ity of the separated branch points is always equivalent
to a two dimensional problem: we can assign a chiral-
ity to the branch points and find that the two imaginary
branch points always have the opposite chirality. Thus
two imaginary square-root branch points coalesce for the
decoupled theory at g = 0 and form a diabolic point sim-
ilar to that found for the single harmonic oscillator. This
also implies that the transformational approach fails for
the decoupled theory. But the approach using a wave
function ansatz based on asymptotic analysis is applica-
ble and leads to the expected result, in which we simply
take the equal frequency limit of the energy function so-
lutions found earlier. There is, however, one special case:
for vanishing coupling and equal oscillator frequencies
ν = ω the relations (4) to (6) imply that α = β = ±ν
or α = −β = ±ν. And while the vanishing coupling con-
stant still implies that γ = 0 for α = β, as in all cases for
distinct frequencies or for non-vanishing coupling, this is
not the case for α = −β. In that case γ remains a free
and arbitrary parameter in the wave function that has
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(a) (b) (c) (d)
Figure 7: Riemann surface structure of the ground-state energy function E0(g) over the complex coupling plane for ν = ω. Figures (a)
and (b) show the real part of the complete surface, while (c) and (d) display the imaginary part. Furthermore, in Figs. (a) and (c) the
branch cuts are denoted as solid red lines and the decoupling limits of the energy E0(0) = ±2ν ∨ 0 are denoted as red dots. Figures (b)
and (d) show the structures with the fourth quadrant of the coupling plane cut out and the characteristics of the energy function along
the cuts denoted by solid red lines.
no impact on the energy eigenvalues. If γ is not chosen
to vanish the wave functions no longer take the separa-
ble product wave function form that we expect for the
decoupled theory. As we can easily see from the relation
α = −β = ±ν this only occurs as a special case of the
decoupled theory, in which the two oscillators with equal
frequencies are in distinct spectral phases. Nevertheless,
the energy functions themselves behave as expected when
the exceptional points coalesce. We remark in particular
that the coalescence of the two opposite chirality branch
points leads to the formation of a simple (diabolic point)
degeneracy of two states, such that the decoupled the-
ory does not coincide with a singularity. This behaviour
can for example be seen in Figs. 7(a) to 7(d), where the
Riemann surface of the ground-state energy function is
displayed for equal oscillator frequencies.
IV. BRIEF CONCLUDING REMARKS
The analytic structure of two coupled oscillators that
are linked via a linear coupling in both variables x and y
has been shown to have in general an eight-fold Riemann
surface structure for the function En(g). Regarding the
eigenvalues only in the decoupling limit, one finds that
these can be cast into sets of four eigenvalues, one corre-
sponding to a conventional phase, while the further three
are associated with unconventional phases of the system.
Having identified such phases, it would be interesting to
find experiments that could uncover, and perhaps even
make use of these sorts of structures. First experiments
that can access the complex plane or that rely on the
analytic structure of the system [1, 2, 4–6] give grounds
for optimism.
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