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Abstract
Whole brain segmentation from structural magnetic resonance imaging (MRI) is a prerequisite for most morphological
analyses, but is computationally intense and can therefore delay the availability of image markers after scan acquisition.
We introduce QuickNAT, a fully convolutional, densely connected neural network that segments a MRI brain scan in
20 seconds. To enable training of the complex network with millions of learnable parameters using limited annotated
data, we propose to first pre-train on auxiliary labels created from existing segmentation software. Subsequently, the
pre-trained model is fine-tuned on manual labels to rectify errors in auxiliary labels. With this learning strategy, we are
able to use large neuroimaging repositories without manual annotations for training. In an extensive set of evaluations on
eight datasets that cover a wide age range, pathology, and different scanners, we demonstrate that QuickNAT achieves
superior segmentation accuracy and reliability in comparison to state-of-the-art methods, while being orders of magnitude
faster. The speed up facilitates processing of large data repositories and supports translation of imaging biomarkers by
making them available within seconds for fast clinical decision making.
Keywords: Brain segmentation, fully convolutional neural networks, deep learning, MRI T1 scans
1. Introduction
Magnetic Resonance Imaging (MRI) provides detailed
in-vivo insights about the morphology of the human brain,
which is essential for studying development, aging, and dis-
ease (Giedd et al., 1999; Draganski et al., 2004; Shaw et al.,
2006; Raznahan et al., 2012; Alexander-Bloch and Giedd,
2013; Wachinger et al., 2016; Lerch et al., 2017). In order
to access measurements like volume, thickness, or shape
of a structure, the neuroanatomy needs to be segmented,
which is a time-consuming process when performed man-
ually (Fischl et al., 2002). Computational tools have been
developed that can fully automatically segment brain MRI
scans by warping a manually segmented atlas to the tar-
get scan (Fischl et al., 2002; Ashburner and Friston, 2005;
Rohlfing et al., 2005; Svarer et al., 2005). Such approaches
have two potential shortcomings: (i) the estimation of the
3D deformation field for warping is computationally in-
tense, and (ii) lack of homologies may result in erroneous
segmentations of the cortex (Lerch et al., 2017). Due
to these drawbacks, existing atlas-based methods require
hours of processing time for each scan and may result in
sub-optimal solutions.
∗Corresponding Author. Address: Waltherstr. 23, 80337
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We propose a method for the Quick segmentation of
NeuroAnaTomy (QuickNAT) in MRI T1 scans based on
a deep fully convolutional neural network (F-CNN) that
runs in seconds on GPUs, compared to hours for exist-
ing atlas-based methods. We believe that this speed up
by several orders of magnitude can have a wide impact
on neuroimaging: processing of large datasets can be per-
formed on a single GPU workstation, instead of a com-
puting cluster; quantitative morphological measurements
can be derived from a scan within seconds, boosting its
translation. Furthermore, the fast processing speed al-
lows for sampling multiple segmentations in a reasonable
amount of time to estimate segmentation uncertainty for
automated quality control (Roy et al., 2018). Beside its
speed, QuickNAT produces state-of-the-art segmentation
accuracy as demonstrated on multiple datasets covering
a wide age range, different field strengths, and patholo-
gies. Moreover, it yields effect sizes that are closer to those
of manual segmentations and therefore offers advantages
for group analyses. Finally, QuickNAT exhibits high test-
retest accuracy making it useful for longitudinal studies.
Deep learning models have had ample success over the
last years, but require vast amounts of annotated data for
effective training (LeCun et al., 2015). The task of seman-
tic image segmentation is dominated by F-CNN models in
computer vision (Long et al., 2015). The limited availabil-
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ity of training data with manual annotations presents the
main challenge in extending F-CNN models to brain seg-
mentation. To address this challenge, we introduce a new
training strategy (Fig. 2) that exploits large brain repos-
itories without manual labels and small repositories with
manual labels. First, we apply existing software tools (e.g.,
FreeSurfer (Fischl et al., 2002)) to segment scans without
annotations. We refer to these automatically generated
segmentations as auxiliary labels, which we use to pre-train
the network. Auxiliary labels may not be as accurate as
expert annotations; however, they allow us to efficiently
leverage the vast amount of initially unlabeled data for
supervised training of the network. It also makes the net-
work familiar with a wide range of morphological varia-
tions of different brain structures that may exist in a wide
population. In the second step, we fine-tune (i.e., continue
training) the previous network with smaller manually an-
notated data. Pre-training provides a good prior initializa-
tion of the network, such that scarce manual annotations
are optimally utilized to achieve high segmentation accu-
racy. As a side note, we observed that a network trained
only on FreeSurfer segmentations can produce more accu-
rate results than FreeSurfer itself.
QuickNAT consists of three 2D F-CNNs operating on
coronal, axial and sagittal views followed by a view ag-
gregation step to infer the final segmentation (Fig. 3).
Each F-CNN has the same architecture and is inspired by
the traditional encoder/decoder based U-Net architecture
with skip connections (Ronneberger et al., 2015), enhanced
with unpooling layers (Noh et al., 2015) (Fig. 1). We also
introduce dense connections (Huang et al., 2016) within
each encoder/decoder block to aid gradient flow and to
promote feature re-usability, which is essential given the
limited amount of training data. The network is opti-
mized using a joint loss function of multi-class Dice loss
and weighted logistic loss, where weights compensate for
high class imbalance in the data and encourage proper es-
timation of anatomical boundaries.
The two main methodological innovations of QuickNAT
are the training strategy with auxiliary labels and the F-
CNN architecture. To the best of our knowledge, this is
the first work to conduct such a large number of exper-
iments on highly heterogeneous datasets to evaluate the
robustness of an F-CNN for brain segmentation. The code
and trained model are available as extensions of MatCon-
vNet (Vedaldi and Lenc, 2015) at https://github.com/
abhi4ssj/QuickNATv2. This is an extension of our early
work (Roy et al., 2017), where we introduced the concept
of pre-training with auxiliary labels. In this work, we im-
proved upon the architecture, segment more brain struc-
tures and show exhaustive experiments for a wide range of
possibilities to substantiate the effectiveness of the frame-
work.
2. Methods
Given an input MRI brain scan I, we want to infer its
segmentation map S, which indicates 27 cortical and sub-
cortical structures. Given a set of scans I = {I1, . . . In}
and its corresponding segmentations S = {S1, . . . , Sn}, we
want to learn a function fseg : I → S. We express this
function as an F-CNN model, termed QuickNAT, which is
detailed below.
2.1. Architectural Design
QuickNAT has an encoder/decoder like 2D F-CNN ar-
chitecture with 4 encoders and 4 decoders separated by
a bottleneck layer shown in Fig. 1. The final layer is a
classifier block with softmax. The architecture includes
skip connections between all encoder and decoder blocks
of the same spatial resolution, similar to the U-Net ar-
chitecture (Ronneberger et al., 2015). These skip connec-
tions not only provide encoder feature information to the
decoders, but also provide a path of gradient flow from
the shallower layers to deeper layers, improving training.
In the decoder stages, instead of up-sampling the feature
maps by convolution transpose like U-Net, we included
un-pooling layers (Noh et al., 2015). These ensure appro-
priate spatial mappings of the activation maps during up-
sampling, which in turn improves segmentation accuracy,
especially for small subcortical structures.
2.1.1. Dense Block
Each dense block consists of three convolutional layers
(Fig. 1). Every convolutional layer is preceded by a batch-
normalization layer and a Rectifier Linear Unit (ReLU)
layer. The first two convolutional layers are followed by
a concatenation layer that concatenates the input feature
map with outputs of the current and previous convolu-
tional blocks. These connections are referred to as dense
connections (Huang et al., 2016) which improves gradi-
ent flow during training and promote feature re-usability
across different stages of convolution (Huang et al., 2016).
In addition, they help learning better representations pro-
moting features learned by different convoltional layers
within the same block to be different. The kernel size
for these two convolutional layers is kept small, 5 × 5, to
limit the number of parameters. Appropriate padding is
provided so that the size of feature maps before and after
convolution remains constant. The output channels for
each convolution layer is set to 64, which acts as a bottle-
neck for feature map selectivity. The input channel size is
variable, depending on the number of dense connections.
The third convolutional layer is also preceded by a batch
normalization and ReLU, but has a 1 × 1 kernel size to
compress the feature map size to 64. A flow diagram of
the dense block is illustrated in Fig. 1.
2.1.2. Encoding Path
The encoder path consists of a set of 4 dense blocks,
each followed by a 2× 2 max-pooling block, which at each
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Figure 1: Illustration of QuickNAT’s encoder-decoder based fully convolutional architecture consisting of dense, bottleneck and classifier
blocks shown in the zoomed view. The symbols corresponding to different network layers are also explained here.
stage reduces the spatial dimension of the feature maps by
half. During down-sampling by max-pooling, the indices
corresponding to the maximum activations are saved and
passed to decoder blocks for un-pooling.
2.1.3. Bottleneck
The bottleneck block consists of a 5 × 5 convolutional
layer and a batch normalization layer to separate the en-
coder and decoder part of the network, restricting infor-
mation flow between the encoder and decoder.
2.1.4. Decoding Path
The decoder path also consists of 4 dense blocks. Each
dense block is preceded by an un-pooling layer. This layer
recovers the actual spatial locations corresponding to the
maximum activations, which are lost during max-pooling
in the encoders, and places them at the correct location
during up-sampling (Noh et al., 2015). This is very rel-
evant when segmenting small subcortical structures. An-
other, advantage of up-sampling is that it does not re-
quire any learnable parameters in comparison to convolu-
tional transpose used in U-Net (Ronneberger et al., 2015).
The up-sampling is followed by a skip-connection, which
concatenates the un-pooled feature map with the output
feature map of the corresponding encoder before max-
pooling. Skip connections add encoder features to the de-
coders for aiding segmentation and thus allow gradients
to flow from deeper to shallower regions of the network.
The concatenated feature map is passed to the next dense
block with similar architecture.
2.1.5. Classifier Block
The output feature map from the last decoder block is
passed to the classifier block, which is basically a convo-
lutional layer with 1 × 1 kernel size that maps the input
to an N channel feature map, where N is the number of
classes (28 in our case). This is followed by a softmax
layer to map the activations to probabilities, so that all
the channels represent probability maps for each of the
classes.
2.2. Loss Function
We train QuickNAT by optimizing two loss functions
simultaneously: (i) the weighted logistic loss, and (ii) the
multi-class Dice loss. The logistic loss provides a pixel-wise
probabilistic estimate of similarity between the estimated
labels and the manually annotated labels. The Dice loss
is inspired from the Dice overlap ratio, which estimates
similarity between the estimated and manually annotated
labels (Milletari et al., 2016). It was initially introduced
for two-class segmentation and we extend it to multi-class
segmentation in this work. Given the estimated probabil-
ity pl(x) of pixel x belonging to class l and the its actual
class gl(x), the loss function is
L = −
∑
x
ω(x)gl(x) log(pl(x))︸ ︷︷ ︸
LogisticLoss
− 2
∑
x pl(x)gl(x)∑
x p
2
l (x) +
∑
x g
2
l (x)︸ ︷︷ ︸
DiceLoss
.
(1)
The first term is the multi-class logistic loss and the
second term is the Dice loss. We introduce weights ω(x),
which balance the relative importance of pixels in the loss.
We use weights to address two challenges: (i) class im-
balance, and (ii) errors in segmentations at anatomical
boundaries. Given the frequency fl of class l in the train-
ing data, i.e., the class prior probability, the indicator func-
tion I, the training segmentation S, and the 2D gradient
operator ∇, the weights are defined as
ω(x) =
∑
l
I(S(x) = l)
median(f)
fl
+ ω0 · I(|∇S(x)| > 0)
(2)
with the vector of all frequencies f = [f1, . . . , fN ]. The first
term models median frequency balancing (Badrinarayanan
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et al., 2015) and compensates for the class imbalance prob-
lem by up-weighting rare classes in the image. The second
term puts higher weight on anatomical boundary regions
to encourage correct segmentation of contours. ω0 is set
to 2·median(f)fmin to give higher priority to boundaries.
2.3. Model Learning
We train QuickNAT with stochastic gradient descent
with momentum. The learning rate is chosen such that
proper convergence on validation data is achieved. It is
initially set to 0.1 and reduced by one order after every 10
epochs during pre-training. The training is conducted un-
til the validation loss plateaus. We use a constant weight
decay of 0.0001. Batch size is set to 4, limited by the 12GB
RAM of the NVIDIA TITAN X Pascal GPU. Momentum
is set to a high value of 0.95 to compensate for noisy gra-
dients due to a small batch size. Our choice for the weight
decay constant and momentum is based on settings for
other modern CNNs. Prior to inputing scans into the net-
work, they are processed with ‘mri-convert --conform’
from the FreeSurfer pipeline (Fischl et al., 2002), which
performs basic standardization and runs in about 1 sec-
ond.
2.4. Training with Limited Annotated Data
F-CNN models directly produce a segmentation for all
image pixels in an end-to-end fashion without splitting the
image into patches. Therfore, they can fully exploit the im-
age context, avoid artificial partitioning of an image, and
achieves an enormous speed-up. Yet, training F-CNNs is
challenging because each image serves as a single training
sample and consequently much larger datasets with man-
ual labels are required than for patch-based approaches,
where each image yields many patches. While the amount
of unlabeled data rapidly grows, the access to labeled data
is still limited due to the labor intense process of manual
annotations. At the same time, the success of deep learn-
ing is mainly driven by supervised learning, while unsuper-
vised approaches are still an active field of research. Data
augmentation artificially increases the training dataset by
simulating different variations of the same data, but it
cannot encompass all possible anatomical variations ob-
servable in a population. We propose to process unlabeled
data with existing software tools to create auxiliary labels.
These auxiliary labels are not optimal; however, they allow
us to use the vast amount of initially unlabeled data for
supervised pre-training of the network, enforcing a strong
prior. The training procedure consists of two main steps
(Fig. 2):
1. Pre-training on large unlabeled datasets with
auxiliary labels: In this step, we use a large neu-
roimaging dataset (IXI dataset 1) and process it with
an existing tool to create auxiliary labels. The IXI
1http://brain-development.org/ixi-dataset/
dataset was acquired from three centers and is char-
acterized by a high age range of participants and sub-
stantial anatomic variability. We apply the widely
used FreeSurfer (Fischl et al., 2002) to obtain aux-
iliary segmentations, but other tools could be used,
depending on the application. We pre-train Quick-
NAT on this large dataset with auxiliary labels, which
results in a network that imitates FreeSurfer segmen-
tations. Pre-training enforces a strong prior on the
network, where robustness to data heterogeneity is
encouraged by the diversity of the IXI dataset.
2. Fine-tuning with limited manually labelled
data: In this step, we take the pre-trained model
and fine-tune it with small data having manual an-
notations. Instead of learning all filters from scratch,
fine-tuning only focuses on rectifying discrepancies be-
tween auxiliary and manual labels. We use data from
the Multi-Atlas Labelling Challenge dataset (Land-
man and Warfield, 2012) for fine-tuning. During this,
we lower the initial learning rate to 0.01 and reduce
it by an order of magnitude after every 5 epochs until
convergence.
2.5. Multi-View Aggregation
To also consider the third dimension in QuickNAT, we
train a separate F-CNN for each of the three principal
views: coronal, axial and sagittal (Fig. 3). The predic-
tions for each these networks are combined into the final
segmentation in a multi-view aggregation step. The final
label for a voxel x is given by LPred(x), which is computed
as
LPred(x) = arg max
c
(λ1pAx(x) + λ2pCor(x) + λ3pSag(x))
(3)
where pAx(x), pCor(x), pSag(x) are the predicted proba-
bility vectors for axial, coronal and sagittal views respec-
tively, and λ1, λ2, λ3 their corresponding fixed weights.
The probability score for a particular structure reflects the
certainty of the network in the prediction, which depends
on how well the structure is represented in the correspond-
ing view. Aggregating all the votes for a voxel x provides
a regularization effect for the label prediction and reduces
spurious predictions.
The highly symmetric layout of the brain poses chal-
lenges for segmentation in sagittal slices, as it is not pos-
sible to differentiate slices from the left and right hemi-
sphere. Thus, we assign structures from the left and right
hemisphere the same label number for training on sagittal
slices. This reduces the number of classes from 28 to 16.
At testing, we re-map the probability maps from 16 to 28
structures by replicating probabilities for left and right.
Due to this, we assign a lower value to λ3 in comparison
to λ1 and λ2. In our case, we set λ1, λ2, λ3 to 0.4, 0.4 and
0.2, respectively, to give relatively equal importance to all
views.
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Figure 2: Illustration of the two-step training strategy for QuickNAT. First, we use an existing segmentation software (e.g., FreeSurfer) to
automatically segment a large unlabeled corpus (IXI Dataset with 581 scans). These labels are referred to as auxiliary labels and used to
pre-train QuickNAT. Second, we fine-tune the network on 28 scans from the multi-atlas label challenge, which were manually annotated by
an expert. Fine-tuning does not start from scratch, but continues optimizing the pre-trained model from step 1, to maximally benefit from
the scarce data with manual annotations.
Figure 3: We show the multi-view aggregation step that combines segmentations from models trained on 2D slices along three principal axes:
coronal, sagittal and axial. The final segmentation is obtained by combining the probability maps from all the three networks.
3. Experimental Datasets
We use nine brain MRI datasets in our experiments. We
use five datasets with manual annotations to evaluate seg-
mentation accuracy. Three datasets were used for testing
reliability of the segmentation framework. Table 1 sum-
marizes the number of subjects per dataset, the age range,
the diagnosis, and the annotated structures. Present di-
agnoses are Alzheimer’s disease (AD), mild cognitive im-
pairment (MCI), and psychiatric disorders. Details about
acquisition protocol used in each of the datasets can be
found in their respective references. All MRI datasets are
publicly available.
(i) IXI dataset: The dataset is collected from 3 differ-
ent hospitals from London (Hammersmith hospital, Guy’s
hospital, institute of psychiatry) and consists of both 1.5T
and 3.0T MRI T1 scans for 581 healthy subjects. The data
was collected by Imperial College London and is avail-
able for download at http://brain-development.org/
ixi-dataset/.
(ii) Multi-Atlas Labelling Challenge (MALC): The
dataset is part of the OASIS dataset (Marcus et al., 2007)
and contains MRI T1 scans from 30 subjects with manual
annotations for the whole brain (Landman and Warfield,
2012). In the challenge, 15 volumes were defined for train-
ing and 15 for testing. We follow the same setup in our
experiments. The dataset also includes follow-up scans
from 5 subjects to evaluate inter-run consistency. Man-
ual segmentations were provided by Neuromorphometrics,
Inc. under academic subscription.
(iii) ADNI-29: The dataset is a subset of 29 subjects from
the Alzheimer’s Disease Neuroimaging Initiative (Jack
et al., 2013) (ADNI, adni.loni.usc.edu). The primary
goal of ADNI has been to test whether serial MRI, PET,
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other biological markers, and clinical and neuropsycho-
logical assessment can be combined to measure progres-
sion of MCI and AD. Manual whole-brain segmentations
were provided by Neuromorphometrics, Inc. under aca-
demic subscription. The dataset includes 15 controls and
14 Alzheimer’s patients. Furthermore, 15 scans were ac-
quired with 1.5T field strength and 14 scans with 3.0T,
with balanced distribution of AD and controls.
(iv) Internet Brain Segmentation Repository
(IBSR): The dataset consists of 18 T1 MRI scans with
manual segmentations of the whole brain (Rohlfing, 2012).
The MR scans and their manual segmentations were pro-
vided by the Center for Morphometric Analysis at Mas-
sachusetts General Hospital and are available at http:
//www.cma.mgh.harvard.edu/ibsr/.
(v) Child and Adolescent NeuroDevelopment Ini-
tiative (CANDI): The dataset consists of 13 T1 MRI
scans (8 male, 5 female) of children with psychiatric dis-
orders, having minimum age of 5, maximum age of 15 and
mean age of 10 years. Manual whole-brain segmentations
were provided by Neuromorphometrics, Inc. under aca-
demic subscription. The dataset is publicly available at
Kennedy et al. (2012).
(vi) Harmonized Protocol (HarP): The European
Alzheimer’s Disease Consortium and ADNI (Jack et al.,
2013) together provided a Harmonized Protocol (HarP) for
manual hippocampal segmentation from MRI (Boccardi
et al., 2015). It was defined by through an evidence-based
Delphi panel that converged on a consensus definition. Af-
ter standardization, a dataset with 131 volumes was re-
leased with manually annotated right/left hippocampus
for development and evaluation of standard automated
hippocampus segmentation algorithms. Special attention
was paid for ensuring that the dataset is representative of
physiological and pathological variability (age, dementia
severity), field strength (1.5T and 3T) and scanner man-
ufacturer (GE, Philips and Siemens). 45 scans were from
AD subjects, 42 scans from Controls and 44 scans from
MCI.
(vii) ALVIN: Kempton et al. (2011) released the ALVIN
dataset in an attempt to standardize the evaluation of seg-
mentation algorithms. The dataset consists of 7 young
adult subjects and 9 subjects with Alzheimer’s disease.
The dataset does not provide manual segmentations but
volume measurements of the ventricles. These volume
measurements are available from a manual rater at two
points in time to observe intra-observer variability.
(viii) Test-Retest (TRT) dataset: This dataset was
released to analyze reliability of segmentation frameworks
for estimating volumes of brain structures (Maclaren et al.,
2014). The dataset consists of 120 MRI T1 scans from 3
subjects (40 scans per subject) in 20 sessions (2 scans per
session) over the duration of 31 days. All the subjects were
healthy aged 26-31 years.
(ix) Travelling Human Phantom (THP) dataset:
This dataset was released to check the reliability of au-
tomated segmentation frameworks in estimating volumes
from scans acquired from different sites (Magnotta et al.,
2012). In the study, 3 healthy subjects were scanned at
8 different centers in the USA using scanners from differ-
ent vendors. All scans were acquired within a period of
30 days. The sites are: (1) Cleveland Clinic, (2) Dart-
mouth, (3) University of Iowa, (4) Johns Hopkins, (5)
Massachusetts General Hospital, (6) University of Cali-
fornia Irvine, (7) University of Minnesota, (8) University
of Washington.
In our experiments, we use FreeSurfer annotations from
IXI for pre-training and manual annotations from MALC
(provided by Neuromorphomrtrics Inc. under academic li-
cense) for fine-tuning. The definitions of anatomical struc-
tures between MALC and FreeSurfer are identical. An-
notators at Neuromorphometrics Inc. follow the CMA
(Center for Morphometric Analysis) protocol, which was
also used in the creation of the FreeSurfer atlas. ADNI-29
and HarP are a subset from the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) database (adni.loni.usc.edu).
The ADNI was launched in 2003 as a public-private part-
nership, led by Principal Investigator Michael W. Weiner,
MD. The primary goal of ADNI has been to test whether
serial magnetic resonance imaging (MRI), positron emis-
sion tomography (PET), other biological markers, and
clinical and neuropsychological assessment can be com-
bined to measure the progression of mild cognitive im-
pairment (MCI) and early Alzheimer’s disease (AD). For
up-to-date information, see www.adni-info.org.
4. Experiments and Results
We evaluate QuickNAT in a comprehensive series of
eight experiments to assess accuracy, reproducibility, and
sensitivity on a large variety of neuroimaging datasets,
summarized in Tab. 2. In all experiments, we pre-train
QuickNAT on 581 MRI volumes from the IXI dataset to
get auxiliary segmentations from FreeSurfer (Fischl et al.,
2002). We conducted 5 experiments to evaluate the seg-
mentation accuracy (experiments 1 to 5; Sec. 4.1 and
Sec. 4.2), and another 3 experiments (experiments 6 to
8; Sec. 4.3) to assess the reliability and consistency of
QuickNAT segmentations. We divided Experiments 1-
5 into two sets, (i) Training and testing on the same
dataset (Sec. 4.1), and (ii) Training and testing on dif-
ferent dataset, i.e. cross dataset experiments (Sec. 4.2).
4.1. Evaluation of segmentation accuracy with training
and testing on same dataset
4.1.1. Experiment 1: MALC
In the first experiment, we use the MALC data and
replicate the setup of the original challenge (Landman
and Warfield, 2012). A problem associated with segment-
ing this dataset is that all the training volumes are from
young adults while testing volumes include subjects with
70 years and older (maximum 90 years). To achieve good
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Table 1: Summary of the datasets used for training and testing. Dataset characteristics are shown together with available manually annotated
structures. Information regarding the diagnosis of IBSR dataset and Age information of THP dataset were not available.
Dataset No. of Subjects Age Diagnosis Annotations
IXI 581 49.09± 16.43 Normal None
MALC 30 3416± 20.40 CN/AD/MCI Whole Brain
ADNI-29 29 75.87± 5.86 CN/AD Whole Brain
IBSR 18 29.05± 4.80 - Whole Brain
CANDI 13 10.00± 3.13 Psychiatric Disorders Whole Brain
ALVIN 16 AD: 77.4±2.4, Young
adults: 23.8± 4.1
CN/AD Lateral Ventricle
HarP 131 AD: 74.2 ± 7.8,
CN: 76.2 ± 7.4,
MCI: 74.7± 8.1
CN/MCI/AD Hippocampus
TRT 3 (40 scans/subject) 26-31 Normal None
THP 5 (Scans from 8 sites in USA) - Normal None
performance, the network therefore has to be robust to
differences due to age.
In this experiment, we compare the performance of
QuickNAT with state-of-the-art methods and evaluate the
impact of pre-training. Tab. 3 reports the results measured
in Dice overlap score. First, we compare with the existing
F-CNN models (FCN (Long et al., 2015), U-Net (Ron-
neberger et al., 2015)). Along each column, we observe
that for all the F-CNN models, pre-training with auxil-
iary labels followed by fine-tuning (termed ‘Fine-tuned’
in Tab. 3) yields significantly (p < 0.001) better perfor-
mance than training only with limited manually anno-
tated data (termed ‘Only Manual’ in Tab. 3). Second,
when comparing across rows, we observe that QuickNAT
performs better than U-Net and FCN in every setting.
QuickNAT significantly (p < 0.001) outperforms U-Net
and FCN by a margin of 5% points and 12% points mean
Dice score after fine-tuning. Noteworthy is that Quick-
NAT not only is better when trained on the FreeSurfer la-
bels (pre-trained model) but also when trained exclusively
with limited manually annotated data.
Next, we compare the fine-tuned QuickNAT model with
state-of-the-art atlas-based methods PICSL (Wang and
Yushkevich, 2013) (winner of challenge) and Spatial STA-
PLE (Asman and Landman, 2012) (top 5 in challenge),
and state-of-the-art 3D CNN based deep learning method
DeepNAT (Wachinger et al., 2017). Our model outper-
forms Spatial STAPLE by a statistically significant mar-
gin (p < 0.05). The 15 scans for training and the 15
scans for testing were consistent with the challenge def-
inition, for a fair comparison. It outperforms PICSL by a
small margin, which is not statistically significant. It also
outperforms DeepNAT when comparing segmentations for
only 25 structures. DeepNAT operates in 3D, however, on
patches extracted from the image, which limits the con-
text for prediction. A direct extension to a 3D full volume
prediction, instead of patches, is limited by the current
available amount of GPU memory.
In addition to comparing of brain-wide Dice scores, we
performed a structure-wise comparison (see Fig. 4). Sig-
nificant differences are highlighted with a star symbol (?).
No significant differences exist across any of the 27 struc-
tures to the challenge winner PICSL. QuickNAT has sig-
nificantly higher Dice for many structures compared to
Spatial STAPLE (14 of 27) and U-Net (23 of 27).
Qualitative Analysis: Sample segmentations are vi-
sualized in Fig. 5 for QuickNAT (trained on small data),
PICSL and QuickNAT (fine-tuned) along with the man-
ual segmentation. A zoomed view of the segmentations
is also presented. We indicate two important subcortical
structures left putamen (brown) and left pallidum (white)
with a white arrow. We can observe under-inclusion of left
putamen for PICSL. We also observe many spurious mis-
classified regions in the background in QuickNAT (trained
with limited data), which are absent for QuickNAT (fine-
tuned).
Speed: Existing state-of-the-art atlas-based brain seg-
mentation frameworks build upon 3D deformable volume
registration, e.g., ANTs (Avants et al., 2011). In pair-wise
registrations, each image in the atlas is transformed to the
test image. This results in long runtimes, since a single
pair-wise registration takes about 2 hours on a 2GHz CPU
machine (Landman and Warfield, 2012). On MALC with
15 training images, the approximate segmentation time for
both PICSL and Spatial STAPLE is 30h/vol. FreeSurfer
has its own atlas and takes around 4h/vol. DeepNAT uses
a 3D patch-based approach for segmentation, which takes
around 1h/vol. In comparison to these models, QuickNAT
segments a volume in 20s, which is orders of magnitude
faster. We illustrate the segmentation time in Fig. 6 in
logarithmic scale. The speed of QuickNAT can be further
reduced to about 6s, if only one anatomical view instead
of all three are used for segmentation. We observed the
best segmentation performance on a single view for coro-
nal view, with an overall Dice of 0.895 ± 0.055 compared
to 0.901± 0.045 with view aggregation.
Inter-Run Consistency: MALC includes a sec-
ond MRI T1 scan for 5 patients to evaluate the consis-
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Table 2: Summary of the experiments for evaluating segmentation accuracy (1-5) and reliability (6-8). For each experiment, the table indicates
the datasets used for pre-training, fine-tuning and testing together with the number of scans in parentheses. We also list the purpose for each
experiment.
Evaluation Experiment Pre-training Fine-tuning Testing Purpose of Experiment
Segmentation
Accuracy
Experiment 1 IXI (581) MALC (15) MALC (15) Benchmark Challenge
Dataset.
Experiment 2 IXI (581) MALC (28) ADNI (29) Robustness to pathology,
scanner field strength, group
analysis by effect sizes.
Experiment 3 IXI (581) MALC (28) IBSR (18) Robustness to low resolution
data with wide age range.
Experiment 4 IXI (581) MALC (28) CANDI (13) Robustness to children with
psychological disorders.
Experiment 5 IXI (581) MALC (28) HarP (131) Robustness of hippocampus
segmentation in presence of
dementia.
Segmentation
Reliability
Experiment 6 IXI (581) MALC (28) ALVIN (16) Reliable volume estimation of
lateral ventricles for young
and aged subjects (dementia).
Experiment 7 IXI (581) MALC (28) TRT (120) Inter- and intra-session relia-
bility.
Experiment 8 IXI (581) MALC (28) HTP (67) Reliability across 8 centers
with different scanners.
Table 3: Comparison of Dice scores of QuickNAT with state-of-the-art methods on 15 testing scans from MALC. Results of only using the
pre-trained model on test data is referred as ‘Pre-Trained’. Results for training only with 15 manual data from scratch is referred as ‘Only
Manual’. Results of using the pre-trained model and fine-tune it with 15 manual data is referred as ‘Fine-tuned’.
Method Pre-Trained Only Manual Fine-Tuned
QuickNAT 0.798± 0.097 0.874± 0.067 0.901± 0.045
U-Net 0.681± 0.193 0.762± 0.124 0.857± 0.079
FCN 0.579± 0.245 0.534± 0.311 0.778± 0.121
DeepNAT 0.891 for 25 structures
Spatial Staple 0.879± 0.063
PICSL 0.898± 0.050
tency of the segmentation algorithm across acquisitions
(test/retest). For quantification, we estimate the volumes
of different structures for both runs and compute the vol-
ume distance (dV ) between them. This metric indicates
the error in volume estimation after segmentation. It is
defined as
dV (Va, Ve) = 2
|Va − Ve|
Va + Ve
(4)
where Va is the actual volume (estimated from manual
segmentation) and Ve is the estimated volume, for a given
structure. Higher volume distance indicates poor esti-
mation of volume and therefore an indirect measure of
low segmentation quality. Table 4 reports mean volume
distance for whole brain, hippocampus, amygdala, lat-
eral ventricles, white matter and grey matter; comparing
QuickNAT with PICSL and Spatial STAPLE. In case of
whole brain, all values are very low with low standard
deviation, indicating that each of the methods produces
highly consistent results. For structures hippocampus,
white matter, grey matter QuickNAT has a lower volume
Table 4: Inter-Run Consistency reported by volume distance over 5
subjects from MALC Dataset chosen by the Challenge organizers.
Structures Spatial
STAPLE
PICSL QuickNAT
Whole Brain 0.013±0.015 0.018±0.018 0.017±0.016
Hippocampus 0.021±0.012 0.041±0.026 0.020±0.012
Amygdala 0.011±0.009 0.010±0.001 0.025±0.012
Lat. Ventricles 0.012±0.005 0.015±0.010 0.032±0.025
White Matter 0.005±0.004 0.012±0.005 0.005±0.004
Grey Matter 0.011±0.011 0.019±0.006 0.009±0.006
distance indicating its superiority over PICSL and Spatial
STAPLE. For structures Lateral ventricle and amygdala,
QuickNAT has poorer performance than PICSL and Spa-
tial STAPLE, but within an acceptable range of 2− 3%.
Importance of View Aggregation: To evaluate the
impact of view aggregation, we conducted 4 experiments
with our model on 15 test volumes of MALC datasets:
(i) Only coronal model, (ii) Only axial model, (iii) Aggre-
gation of coronal and axial models, and (iv) Aggregation
of coronal, axial and sagittal models. The results are re-
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Figure 4: Box-plot of Dice scores comparing QuickNAT with PICSL, Spatial STAPLE and U-Net on 15 test volumes of MALC dataset for
all the 27 structures. Statistical significance (p < 0.05) in comparison to QuickNAT is indicated by a star symbol (?). The p-values were
estimates using two-sided Wilcoxon rank-sum test. WM indicates White Matter and GM indicates Grey Matter.
Figure 5: Qualitative results of QuickNAT trained with and without pre-training along with PICSL. A zoomed view shows left Putamen
(dark brown) and left Pallidum (white) with a white arrow for all the cases indicating the superior segmentation performance of fine-tuned
QuickNAT over others.
Figure 6: illustration of segmentation speed for QuickNAT, Deep-
NAT, FreeSurfer and PICSL in log scale, demonstrating its superior
speed.
ported in Table 5. We can observe that coronal is the best
view. Aggregation with axial increases performance, with
the best performance aggregating all the orthogonal views
(p < 0.05).
Table 5: Segmentation performance for different views and with dif-
ferent view aggregation.
Views Mean Dice score
Only Coronal 0.895± 0.055
Only Axial 0.879± 0.062
Coronal + Axial 0.897± 0.052
Coronal + Axial + Sagittal 0.901± 0.045
4.2. Evaluation of segmentation accuracy with training
and testing on different dataset
In the following experiments, we evaluate the generaliz-
ability of QuickNAT by applying the network on datasets
that have not been used for training. We increase the
number of training scans from MALC from 15 to 28 and
compare to FreeSurfer (Fischl et al., 2002) and FSL (Ash-
burner and Friston, 2005), which are the most frequently
used tools for neuroanatomical reconstruction. Note that
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manual annotations of the training/testing datasets follow
the same protocol as the FreeSurfer atlas, defined by the
Center for Morphometric Analysis at Massachusetts Gen-
eral Hospital. We assess accuracy with respect to the age
of subjects, the presence of disease (Alzheimer’s disease,
AD), and the magnetic field strength (3.0T/1.5T). Finally,
we evaluate the sensitivity of automated segmentation in
comparison to manual segmentation in group analyses.
4.2.1. Experiment 2: ADNI-29
In this experiment, we test whole brain segmentation
on 29 scans from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) that were manually annotated by Neo-
morphometrics Inc. ADNI (Jack et al., 2008) is one of the
largest longitudinal neuroimaging studies to date. ADNI-
29 contains whole brain segmentations for 14 AD patients
and 15 controls from the ADNI dataset (Jack et al., 2008).
The dataset contains 15 1.5T scans and 14 3.0T scans.
Beside measuring segmentation accuracy, we also use this
dataset to evaluate the performance of QuickNAT in group
analysis by computing effect sizes and p-values. We seg-
mented all 29 scans by applying the already trained Quick-
NAT model.
The mean Dice score on the dataset for FreeSurfer is
0.778 ± 0.097 and for QuickNAT 0.841 ± 0.064. Quick-
NAT outperforms FreeSurfer by 6% points in Dice score
with p < 10−7. Also, a structure-wise comparison is pro-
vided in Fig. 7, where QuickNAT has significantly higher
dice score than FreeSurfer for 24 out of 27 structures.
We also deployed our ‘Pre-trained’ network (trained with
FreeSurfer auxiliary labels on IXI dataset) on this dataset,
which resulted in a mean Dice score of 0.789 ± 0.093. In-
terestingly, this network, only trained on FreeSurfer an-
notations, achieves a 1.1% points higher Dice score than
FreeSurfer itself.
We evaluated the effectiveness of our proposed train-
ing strategy of first pre-training followed by fine-tuning in
Experiment 1 (Table 3) on MALC dataset. On ADNI-29
which is an unseen dataset, we observed a similar trend
where fine-tuning lead to 6% points increase in global
Dice score. We conducted another experiment, where we
trained QuickNAT on the union of the IXI and MALC
dataset. When applied to ADNI-29 we obtain a global
Dice score of 0.814 ± 0.080, which is 3% points less than
our proposed final framework. This is evidence that a two
step pre-training from scratch and fine-tuning is better
than training on the combined data.
To evaluate the robustness of QuickNAT across scans ac-
quired from scanners with different field strengths (1.5T/
3.0T), we compared the Dice score across the two groups.
We did the same with FreeSurfer. The results are shown
in Fig. 8. We observe that for both groups, QuickNAT
outperforms FreeSurfer. We conducted the same experi-
ment with Control and AD patients as groups to observe
robustness to pathologies. The results are presented in
Fig. 8, where also we observe a superior performance of
QuickNAT.
Tables 6 reports the effect sizes for the group analysis
by comparing AD patients with controls. We only report
values for hippocampus and amygdala due to their impor-
tant role in AD pathology. The analyses are performed on
volume estimates, where we normalize volume estimates
by the intracranial volume. For computing effect sizes, we
use Hedge’s g and Glass ∆. Since we have less than 50
subjects for each of the groups, we use variants of these
metrics, customized for small sample size. We report effect
sizes and corresponding confidence intervals, computed on
the manual segmentations together with those from Quick-
NAT and FreeSurfer. We observe that for both metrics,
QuickNAT is closer to the actual estimate than FreeSurfer.
We also evaluate the performance of QuickNAT in find-
ing significant associations between diagnostic groups and
brain morphology. Towards this end, we use a standard
linear regression model: Volume ∼ Age + Sex + Diagno-
sis, and compare the regression co-efficients of Diagnosis,
in Table 7. The co-efficients of QuickNAT are closer to the
ones from manual segmentation.
4.2.2. Experiment 3: IBSR
In this experiment, we test on 18 T1 MRI scans
with manual whole brain segmentations from the Inter-
net Brain Segmentation Repository (IBSR). Challenges of
this dataset include lower resolution of 1.5mm in anterior-
posterior direction (high slice thickness), low contrast,
and a wide age range from 7 to 71 years. Results
on IBSR show a higher mean Dice score for QuickNAT
(0.835± 0.080) than for FreeSurfer (0.794± 0.093). Fig. 9
reports structure-wise Dice scores. QuickNAT results in
higher Dice scores than FreeSurfer, which is significant for
the brain-wide comparison (p < 10−7 and for 16 of the 27
structures.
Next, we compare with the CNN-based segmentation
method in Dolz et al. (2017), who segment 4 structures
(thalamus, caudate, putamen, pallidum). They train their
model on ABIDE (Autism Brain Imaging Data Exchange)
dataset and test on IBSR, which is similar to our cross-
dataset experimental setup. Table 8 shows that Quick-
NAT results in about 2-3% points higher Dice score, ex-
cept for thalamus. Note however, that Dolz et al. (2017)
use the ‘brain.mgz’ output from FreeSurfer as input (skull
stripped, intensity normalized), which takes hours to gen-
erate and facilitates learning due to better standardization
of the scans. In contrast, we use ‘orig.mgz’ as input, which
takes less than a second to generate.
4.2.3. Experiment 4: CANDI
In this experiment, a subset of 13 MRI T1 scans from
the Child and Adolescent NeuroDevelopment Initiative
(CANDI) dataset (Kennedy et al., 2012) with scans from
children with psychiatric disorders were used as testing
subjects. Subject’s age ranges from 5 to 15 years with a
mean of 10 years. Annotations were provided by Neomor-
phometrics Inc. We applied the trained QuickNAT on the
dataset and compared against FreeSurfer. This dataset
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Figure 7: Box-plot of Dice scores comparing QuickNAT with FreeSurfer on ADNI-29 Dataset consisting of 15 Control and 14 AD subjects
for all the 27 structures. Statistical significance (p < 0.05) in comparison to QuickNAT is indicated by a star symbol (?). The p-values were
estimated using two-sided Wilcoxon rank-sum test. WM indicates White Matter and GM indicates Grey Matter.
Table 6: Effect sizes and confidence intervals from manual segmentation, QuickNAT and FreeSurfer in terms of Hedge’s g and Glass ∆ for
ADNI-29 dataset between controls and AD.
Hedge’s g
Manual QuickNAT FreeSurfer
Hippocampus Left 1.22(0.37− 1.99) 1.18(0.34− 1.95) 1.00(0.18− 1.76)
Amygdala Left 1.11(0.28− 1.88) 1.16(0.32− 1.94) 0.92(0.12− 1.68)
Hippocampus Right 1.26(0.41− 2.04) 1.25(0.40− 2.03) 1.06(0.24− 1.18)
Amygdala Right 1.26(0.41− 2.04) 1.40(0.53− 2.20) 0.96(0.15− 1.72)
Glass ∆
Manual QuickNAT FreeSurfer
Hippocampus Left 0.96(0.11− 1.81) 0.88(0.05− 1.72) 0.75(0.05− 1.57)
Amygdala Left 0.94(0.09− 1.79) 0.93(0.09− 1.77) 0.83(0.00− 1.65)
Hippocampus Right 1.00(0.14− 1.85) 0.97(0.12− 1.82) 0.83(0.00− 1.66)
Amygdala Right 1.03(0.17− 1.89) 1.09(0.22− 1.95) 0.79(0.03− 1.61)
Table 7: Normalized volume estimates for manual, QuickNAT and
FreeSurfer segmentations are used in a linear model, Volume∼ Age +
Sex + Disease, for the ADNI-29 dataset. The normalized regression
co-efficient and p-values corresponding to variable Disease is reported
below.
Manual QuickNAT FreeSurfer
Hippocampus Left 1.136(0.0012) 1.136(0.0012) 1.015(0.0031)
Amygdala Left 1.013(0.0058) 1.124(0.0009) 0.954(0.0068)
Hippocampus Right 1.157(0.0010) 1.149(0.0011) 1.061(0.0020)
Amygdala Right 1.119(0.0020) 1.247(0.0002) 0.957(0.0075)
is challenging because the subjects of this particular age
range are not part the training set (MALC). Here we in-
vestigate the ability of the model to generalize across pre-
viously unseen age ranges. The mean Dice scores across
all structures for QuickNAT is 0.842± 0.084, compared to
FreeSurfer with 0.798 ± 0.092, which is 5% points lower.
Fig. 10 reports structure-wise Dice scores. QuickNAT re-
sults in higher Dice scores than FreeSurfer, which is signif-
icant for the brain-wide comparison (p < 10−17) and for
22 of the 27 structures.
4.2.4. Comparison with FSL
We also compare to FSL FIRST, which is another pub-
licly available tool for automated segmentation of some
Table 8: Mean Dice scores of QuickNAT and Dolz et al. (2017) on
IBSR for four subcortical structures segmented by Dolz et al. (2017).
Structures Dolz et al. (2017) QuickNAT
Thalamus 0.87 0.87
Caudate 0.84 0.86
Putamen 0.85 0.88
Pallidum 0.79 0.81
subcortical structures for T1 MRI scans (Jenkinson et al.,
2012; Patenaude et al., 2011). We cannot directly com-
pare our results to FSL as it only segments 15 struc-
tures in the brain, whereas QuickNAT segments 27 struc-
tures. For a fair comparison, we selected the common 13
structures which are segmented by FSL, QuickNAT, and
FreeSurfer. These are Thalamus (L+R), Caudate (L+R),
Putamen (L+R), Pallidum (L+R), Hippocampus (L+R),
Amygdala (L+R) and BrainStem. We reported the perfor-
mance of QuickNAT, FreeSurfer and FSL on the 3 datasets
with whole-brain manual annotations (ADNI-29, CANDI,
IBSR).
We observed that FSL is prone to registration errors
which leads to process termination or faulty segmenta-
tions. We note that FSL was used with its default settings
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Figure 8: Boxplot of Dice scores. To the left, Comparison of Dice
scores for 1.5 Tesla and 3.0 Tesla field strengths for QuickNAT and
FreeSurfer on ADNI-29. 15 scans were acquired at 1.5T and 14 scans
at 3T. To the right, Comparison of Dice scores for AD and controls
for QuickNAT and FreeSurfer on ADNI-29. 15 scans were acquired
from controls and 14 from AD. The p-values were estimated using
two-sided Wilcoxon rank-sum test.
for all the experiments, as recommended in its instruction
manual. FreeSurfer and QuickNAT did not fail during seg-
mentation. Thus, we report results once on all scans and
once on those scans that FSL did not fail in Table 9. The
failure rate of FSL is higher on IBSR (44%) than on ADNI
(17%) or CANDI (23%), indicating that it is susceptible
to low quality scans. Considering all scans and a sub-set
of 13 structures QuickNAT outperforms both FreeSurfer
and FSL by a statistically significant margin (p < 0.001).
Excluding the scans where FSL failed, QuickNAT demon-
strates superior performance for ADNI-29, while FSL is
best for CANDI. In IBSR, FSL outperforms QuickNAT by
a small margin of 0.08% points, which is not statistically
significant. A possible reason for the good performance of
FSL on CANDI may be that FSL includes scans with age
range (5-15 years) in its atlas. Scans of this age range were
not included in training QuickNAT. The performance of
QuickNAT can potentially be improved on young subjects
with more training data from such an age range.
4.2.5. Compilation of worst segmentation performance
scans (Exp: 2,3,4)
In this section, we visualize the subjects with lowest
segmentation accuracy (mean Dice score) for all datasets
with whole-brain annotations and cross-dataset evaluation
(IBSR, ADNI-29, CANDI), to identify the limits of Quick-
NAT. Segmentations are shown in Fig. 11(a-c). The scan
with the worst performance in IBSR dataset has a mean
Dice score of 0.78, which is 5% points less than the overall
Dice of the dataset. We observe that the scan has motion
and ringing artifacts and low contrast (Fig. 11(a)), which
might have impaired performance. The worst performing
ADNI-29 scan has a Dice score of 0.81, which is 3% points
less than the overall Dice of dataset. The scan is from a
95-year-old patient with severe AD. The scan shows strong
ringing artifacts, pronounced atrophy, and enlarged ven-
tricles, shown in Fig. 11(b). Such pathological data were
not used for training, still QuickNAT generalizes well to
such cases. The worst performing CANDI scan has a Dice
score of 0.77, which is 7% points lower than the Dice score
for the overall dataset. This is from a patient aged 5.
The scan has severe motion artifacts and low contrast as
shown in Fig. 11(c). Looking at the segmentation results
of QuickNAT on all of these challenging cases, we observe
small errors, but it is striking that overall decent segmen-
tation performance is decent.
4.2.6. Experiment 5: HarP Dataset
We evaluate the hippocampus segmentation in the pres-
ence of dementia on a large dataset with manual annota-
tions following the Harmonized Protocol (HarP) for hip-
pocampus segmentation (Boccardi et al., 2015), devel-
oped by the European Alzheimer’s Disease Consortium
and ADNI. Similar to ADNI-29, it is a subset of the
ADNI dataset (Jack et al., 2008). Left and right hip-
pocampi were segmented for 131 subjects, balanced for
controls, mild cognitive impairment (MCI), and AD. The
hippocampus is an important brain structure, whose vol-
ume and shape changes are important biomarkers for dis-
ease and aging (Bartsch and Wulff, 2015). Segmenting the
hippocampus is challenging because of small or absent sig-
nal gradient between it and its adjacent regions. The HarP
dataset contains 131 MRI T1 scans, which are balanced for
controls, MCI and AD (42 CN, 44 MCI, 45 AD). The chal-
lenges associated with this dataset are: (i) subjects with
neurodegenerative disease, and (ii) variations in the man-
ual annotation protocol. Across all diagnostic groups (CN,
MCI, AD), the volume distance to the manual segmenta-
tion is significantly lower for QuickNAT than FreeSurfer
and the Dice scores are significantly higher (Fig. 12).
4.3. Evaluation of segmentation reliability
In the following experiments, we evaluate the segmen-
tation reliability of QuickNAT with different experiments
detailed below.
4.3.1. Experiment 6: ALVIN Dataset
In this experiment, we follow a comprehensive test-
ing protocol for MRI neuroanatomical segmentation tech-
niques as proposed for lateral ventricle segmentation,
termed ALVIN (Kempton et al., 2011). The dataset con-
sists of 7 young adults and 9 patients with Alzheimer’s
disease. Lateral ventricles have been manually annotated
at two time points to observe intra-observer variability
and their volumes were reported. We compute volumes
from QuickNAT segmentations and follow the evalua-
tion protocol by reporting intra-class correlation coefficient
(ICC) (Kempton et al., 2011), in addition to volume dis-
tance (Methods). We compare with results of FreeSurfer
and ALVIN reported in Kempton et al. (2011). On con-
trol subjects and AD patients, QuickNAT shows the best
performance (Fig. 13).
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Figure 9: Box-plot of Dice scores comparing QuickNAT with FreeSurfer on IBSR Dataset consisting of 18 MRI T1 scans for all the 27
structures. Statistical significance (p < 0.05) in comparison to QuickNAT is indicated by a star symbol (?). The p-values were estimated
using two-sided Wilcoxon rank-sum test. WM indicates White Matter and GM indicates Grey Matter.
Figure 10: Box-plot of Dice scores comparing QuickNAT with FreeSurfer on CANDI Dataset consisting of 13 MRI T1 scans of children for
all the 27 structures. Statistical significance (p < 0.05) in comparison to QuickNAT is indicated by a star symbol (?). The p-values were
estimated using two-sided Wilcoxon rank-sum test. WM indicates White Matter and GM indicates Grey Matter.
4.3.2. Experiment 7: TRT Dataset
The dataset was released to test reliability of automated
whole-brain segmentation algorithms in estimating vol-
umes for some important brain structures using test re-
test (Maclaren et al., 2014). They acquired 120 MRI T1
scans from 3 subjects (40 scans per subject). The scans
were acquired over 20 sessions (2 scans per session). All the
scans were acquired within a period of 30 days. Maclaren
et al. (2014) analyzed the coefficient of variation in vol-
ume estimates within one session (intra session CVs) and
the total variance over all 40 scans (CVt). The metric co-
efficient of variance, provides an extent of variability to the
mean value. The total coefficient of variation is computed
as CVt =
σt
µt
, where σt and µt are the standard deviation
and mean of the estimates. This global variance consider-
ing all the estimates across session provides inter-session
CVt. The intra-session co-efficient of variation CVs is es-
timated by the root mean square of all the co-efficient of
variance per session. Ideally as atrophy is almost negligible
within the period of 30 days, the coefficient of variation in
estimates should be zero. The lower the estimate, the bet-
ter the estimator. We compare QuickNAT with FreeSurfer
in this regard. The 8 structures considered in this exper-
iment are consistent with the ones reported in Maclaren
et al. (2014). The results of the experiment are reported
in Table 10. Both coefficients of variation CVs and CVt
are within a tolerable range of less than 2% for Quick-
NAT, but variations are quite high for FreeSurfer for some
structures like thalamus (6%), pallidum (5%), amygdala
(5%) and putamen (4%). In volume estimation of cere-
bral WM, FreeSurfer exhibits a better performance than
QuickNAT with (CV < 1%). A possible reason might be
the sophisticated surface processing and correction stage
in FreeSurfer that follows the initial segmentation (Dale
et al., 1999; Fischl et al., 1999).
Finally, having such low CV estimates makes Quick-
NAT a promising tool for group analysis studies over large
datasets with reliable estimation of biomarkers. It can
also be effectively used in processing longitudinal scans to
model disease progression. We excluded comparison with
FSL in this experiment due to FSL registration errors in
some volumes.
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Table 9: Comparison of QuickNAT, FSL and FreeSurfer for segmentation of 13 structures common to all on ADNI-29, CANDI and IBSR
Dataset. The results including and excluding scans where FSL failed are presented separately, along with the failure rate of FSL.
Method ADNI-29 CANDI IBSR
All scans
QuickNAT 0.825± 0.027 0.819± 0.028 0.820± 0.035
FreeSurfer 0.745± 0.042 0.780± 0.025 0.776± 0.025
FSL 0.643± 0.290 0.647± 0.369 0.461± 0.419
Failure of FSL 5 out of 29 (17%) 3 out of 13 (23%) 8 out of 18 (44%)
Scans where FSL
QuickNAT 0.823± 0.027 0.817± 0.032 0.817± 0.035
FreeSurfer 0.745± 0.045 0.775± 0.027 0.772± 0.022
succeeded FSL 0.775± 0.024 0.841± 0.013 0.825± 0.013
Figure 11: Illustration of scans for IBSR, ADNI and CANDI with the worst segmentation performance. The MRI scans along with QuickNAT
segmentations are shown. (a) IBSR scan has motion and ringing artifacts with poor contrast, (b) ADNI scan is from a 95-year-old subject with
severe AD (prominent cortical atrophy and enlarged ventricles), (c) CANDI scan is from a 5-year-old subject, with severe motion artifacts
and very low contrast.
Figure 12: The figure shows hippocampus segmentation performance
on the HarP dataset, in terms of Dice score and volume distance
for different diagnoses (42 Controls, 44 MCI, and 45 AD). Higher
Dice score and correlation indicates better performance, while lower
volume distance indicates better performance. The p-values were
computed using two-sided Wilcoxon rank-sum test.
4.3.3. Experiment 8: HTP Dataset
In this experiment, we evaluated the reliability and ro-
bustness in estimating volumes across scans acquired from
multiple centers, from the Human Travelling Phantom
(HTP) dataset (Magnotta et al., 2012). The dataset in-
cludes scans from 5 healthy subjects travelling to 8 differ-
ent medical centers in the USA. All scans were acquired
within a period of 30 days, such that atrophy of struc-
tures due to normal aging is negligible. Each of the 8
imaging centers used MRI scanners manufactured by dif-
ferent vendors, different gradient specifications, different
number of channels in the head coil etc. Ideally, the co-
Figure 13: The figure illustrates the performance of QuickNAT
for ventricle volume estimation after segmentation and compares to
FreeSurfer and ALVIN, on the dataset introduced by ALVIN. The
performance is evaluated by estimating intra-class correlation (met-
ric used in Kempton et al. (2011)) for both young adults (7 scans)
and AD subjects (9 scans).
efficient of variation (CV ) of volume estimates across the
sites should be zero; the lower the estimate, the more re-
liable and robust is the segmentation algorithm. A de-
tailed explanation of the experimental setup is provided
in Magnotta et al. (2012). Overall, the dataset is chal-
lenging for segmentation, because it is very heterogeneous
with strong variation of data quality across sites, where
scans from some sites exhibit strong motion artifacts. We
compared QuickNAT with FreeSurfer and reported the re-
sults in Table 11. QuickNAT showed more robustness for
hippocampus, putamen, pallidum, and thalamus, while
FreeSurfer is better in lateral ventricles, amygdala, cau-
date, and cerebral WM. Overall, this challenging exper-
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Table 10: Variation in volume measurement per structure. QuickNAT is compared against FreeSurfer in terms of intra-session coefficient of
variation (CVs), inter-session total coefficient of variation (CVt) and the absolute difference between them. Also, the mean volume estimates
per structure are reported. It must be noted that volumes of both left and right hemispheres are combined to estimate the total volume for
each structure. The estimates from FreeSurfer were taken from Maclaren et al. (2014).
Structures Mean Vol. (ml) Intra-session CVs (%) Inter-session CVt (%) |CVs − CVt| (%)
FS Q-NAT FS Q-NAT FS Q-NAT FS Q-NAT
Hippocampus 8.90 7.56 2.77 0.73 2.92 0.80 0.16 0.09
Lateral Ventricles 10.10 14.42 1.58 2.33 3.40 3.04 1.82 0.95
Amygdala 3.80 2.18 4.69 1.91 5.21 2.39 0.53 0.50
Putamen 11.60 8.89 4.04 0.71 3.92 0.85 0.13 0.17
Pallidum 3.20 3.36 5.25 1.32 5.42 1.42 0.17 0.12
Caudate 7.40 6.82 1.54 1.02 1.58 1.14 0.04 0.18
Thalamus 12.90 16.22 5.98 0.77 6.06 0.93 0.08 0.19
Cerebral WM 496.60 403.70 0.88 1.98 0.87 1.91 0.00 0.07
iment demonstrated that QuickNAT and FreeSurfer are
equally robust.
5. Discussion
5.1. Comparison with Deep Learning Approaches
Recently, convolutional neural networks have been pro-
posed for brain segmentation (Chen et al., 2017; Dolz
et al., 2017; Fedorov et al., 2017; Wachinger et al., 2017;
Moeskops et al., 2016). DeepNAT (Wachinger et al., 2017)
reported competitive results on the MALC data, but as
shown in Table 3, QuickNAT yields significantly higher
accuracy, while requiring only seconds (Fig. 6). Dolz et al.
(2017) proposed a network for segmenting 8 structures
based on skull-stripped and intensity normalized images,
which facilitates the learning process but requires hours for
processing. Nevertheless, a comparison on IBSR demon-
strated higher accuracy for QuickNAT (Table 8). The
comparison to VoxResNet (Chen et al., 2017) is not di-
rectly possible, because only 3 structures were segmented.
MeshNET (Fedorov et al., 2017) only uses FreeSurfer seg-
mentations for training and testing, without any man-
ual annotations, which makes it complicated to assess the
actual performance. The methods in Dolz et al. (2017)
and Fedorov et al. (2017) have limited comparison to ex-
isting segmentation approaches, while we compare with
FreeSurfer, FSL, PICSL, SpatialSTAPLE, U-Net, FCN,
and DeepNAT using an identical experimental setup. No-
tably, none of the methods have been used in a cross-
dataset evaluation, i.e., training and testing on separate
datasets, except for Dolz et al. (2017). By evaluating
QuickNAT on 8 different datasets and performing relia-
bility study on 3 datasets, we have presented the most
comprehensive evaluation of a convolutional neural net-
work for brain segmentation so far.
In addition to the above mentioned articles, CNNs have
also been proposed for the segmentation of pathological
structures like brain tumors (Pereira et al., 2016; Havaei
et al., 2017; Kamnitsas et al., 2017) or lesions (Brosch
et al., 2016; Ghafoorian et al., 2017; Valverde et al., 2017).
5.2. Pre-training with Auxiliary Labels
Although deep learning models have been shown to be
highly effective, they are highly complex and require large
annotated data for effective training (LeCun et al., 2015).
Access to abundant annotated training data is challenging
for medical applications due to the high cost of creating
expert annotations. The problem is more prominent for
F-CNNs, where each slice corresponds to one data point,
in contrast to patch based approaches, where millions of
patches can be extracted from a volume (Wachinger et al.,
2017). To address this issue, we introduced a training
strategy that leverages large unlabeled data and small
manual data to effectively train our fully convolutional
model. We used FreeSurfer to automatically create seg-
mentations from unlabeled data, which serve as auxiliary
labels to pre-train our model. This pre-trained model,
which mimics FreeSurfer, is fine-tuned with small manu-
ally annotated data to get the final model. Our results
have shown that a model trained with this new strategy
significantly outperforms a model that is only trained on
manual data. Although we have demonstrated the applica-
tion to brain segmentation, the proposed training strategy
is generic and can be effectively used for other segmenta-
tion tasks as well. In a parallel research work, FreeSurfer
generated labels were used to train a model for multiple
cohorts for hippocampus segmentation, showing promising
results (Thyreau et al., 2018).
In Sec. 4.2.1, we observed another very interesting
aspect of pre-training. On the ADNI-29 dataset, the
pre-trained network achieved a higher accuracy than
FreeSurfer itself. This is quite surprising given the fact
that pre-training was conducted with annotations gener-
ated from FreeSurfer only. In other words, it seems that
the network imitating FreeSurfer can perform better than
FreeSurfer itself. The reason for such a behavior could
be the large amount of data (IXI Dataset) that the pre-
trained model has seen and that it learned to generalize
from the noisy auxiliary annotations, emphasizing the po-
tential of pre-training.
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Table 11: Coefficient of variation (CV ) in volume estimation for the 8 structures for each subject, using QuickNAT (QN) and FreeSurfer
(FS). Also, RMS CV per structures for all the subjects is presented.
Subject ID with CV RMS
Structures 1 2 3 4 5 CV
FS QN FS QN FS QN FS QN FS QN FS QN
Hippocampus 8.49 4.66 1.41 1.09 2.39 2.18 3.57 1.19 2.69 4.06 4.47 3.02
Lateral Ventricles 8.28 14.8 5.25 8.43 2.37 6.32 2.85 6.62 12.9 15.1 7.45 10.9
Amygdala 4.1 10.4 2.25 5.08 5.33 4.98 2.16 2.99 5.58 5.31 4.15 6.29
Putamen 9.36 5.76 5.66 1.89 5.83 1.3 5.18 1.8 4.29 5.08 6.31 3.63
Pallidum 9.34 5.26 7.59 1.49 9.05 1.59 7.99 1.22 5.27 3.85 7.98 3.12
Caudate 5.12 15.3 2.83 5.72 3.13 1.47 2.45 4.27 3.01 6.75 3.44 8.18
Thalamus 2.74 1.43 4.21 1.11 2.7 2.55 2.42 2.36 5.33 3.49 3.65 2.35
Cerebral WM 3.09 3.43 1.64 3.45 2.59 4.8 2.2 3.79 4.14 4.28 2.86 3.99
5.3. Architecture Design
The architecture of QuickNAT has been tailored to ad-
dress the challenges associated with whole brain segmen-
tation. The fully convolutional architecture offers faster
processing and larger context than patch-based Deep-
NAT (Wachinger et al., 2017), because all the voxels in
a slice are labelled simultaneously. The dense connections
within every encoder and decoder block promote feature
re-usability in the network (Huang et al., 2016), which op-
timizes model complexity by avoiding learning of similar
feature maps in different layers. In the decoder blocks,
upsampling is done using unpooling layers instead of con-
volutions, which does not involve any learnable parame-
ters and enforces spatial consistency; an essential aspect
for segmenting small subcortical structures. The network
is learned by optimizing a combined weighted logistic and
Dice loss function with stochastic gradient descent. To
tackle class imbalance and provide reliable contour estima-
tion of the structures, we up-weighted under-represented
classes using median frequency balancing and emphasized
anatomical boundaries. Our results have shown the sig-
nificant improvement of the QuickNAT architecture, com-
pared to state-of-the-art U-Net and FCN models.
5.4. Segmentation Accuracy
We have demonstrated the high accuracy of QuickNAT
on a comprehensive set of 5 experiments that cover a
wide range of variations in acquisition parameters and
neuroanatomy. In experiments on the MALC dataset,
we demonstrated that QuickNAT provides segmentations
with similar accuracy and inter-run consistency to the best
atlas-based methods (Table. 3 and Table. 4). In experi-
ments with ADNI-29, we demonstrated the robustness of
QuickNAT with respect to pathology and magnetic field
strengths (Fig. 8). Moreover, effect sizes from Quick-
NAT are more similar to those from manual segmentations
than FreeSurfer (Table 6). In experiments with IBSR, we
demonstrated the robustness to data with lower resolution
and low contrast (Fig. 9). High segmentation accuracy
on scans from young subjects was demonstrated on the
CANDI dataset (Fig. 10) and for hippocampus segmenta-
tion on the HarP dataset (Fig. 12). Finally, we compared
to FSL FIRST on a subset of structures that are identified
by both (Table. 9). Notably, QuickNAT has not failed on
any scan across all datasets and has not produced a single
segmentation that had to be rejected.
5.5. Segmentation Reliability
In an additional set of 3 experiments, we evaluated the
reliability of QuickNAT. We measured high reliability in
lateral ventricle segmentation by following the testing pro-
tocol ALVIN. We observed high consistency for the seg-
mentation of 8 structures on test-retest data with less than
2% variation on most brain structures (Table. 10). The
test-retest data was acquired on the same scanner. We ex-
tended the evaluation to a more challenging dataset, where
the same subject was scanned in various machines at dif-
ferent sites. As expected, the variation increased in this
setup, but the reliability was comparable to FreeSurfer.
The high reliability of QuickNAT compared to FreeSurfer
is surprising, because the atlas used in FreeSurfer provides
a strong spatial prior, which tends to improve reliability.
However, our results showed that the more unconstrained,
deep learning based segmentation can achieve higher reli-
ability.
5.6. Limitations
As any brain segmentation method, QuickNAT has lim-
itations. On the data of the human traveling phantom
(HTP Dataset), we observed an increase in variance across
centers. In a detailed investigation, we found that scans
from one of the sites (Dartmouth) had strong motion arti-
facts, which deteriorated our segmentation performance,
and in turn increased the variance. Motion artifacts
present a challenge to many image processing tasks. If
more than one source volume exists, motion correction
could be applied, as is done in the FreeSurfer pipeline.
We have experimented with scans from subjects in the age
range 5 to 95. Outside this age range, additional experi-
ments need to be conducted. Furthermore, we have shown
scans with the worst segmentation performance in Fig. 11,
illustrating the limits of QuickNAT. Another limitation of
QuickNAT is that it cannot deal with tissue classes that
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are not part of the training set, e.g., tumors. For Quick-
NAT to also work on tumor cases, we would need training
data, where the tumor is annotated together with all the
brain structures. To the best of our knowledge, such a
dataset is not publicly available.
6. Conclusion
We have introduced QuickNAT, a deep learning based
method for brain segmentation that runs in seconds,
achieving superior performance with respect to existing
methods and being orders of magnitudes faster in com-
parison to patch-based CNNs and atlas-based approaches.
We have demonstrated that QuickNAT generalizes well to
other, unseen datasets (training data different to testing)
and yields high segmentation accuracy across diagnostic
groups, scanner field strengths, and age, while producing
highly consistent results. This high segmentation accu-
racy enhances group analyses by enabling effect sizes and
significance values that better match those of manual seg-
mentations. Also, with high test-retest accuracy it can be
effectively used for longitudinal studies. QuickNAT can
be highly impactful because of its fast processing time and
robustness to neuroanatomical variability, allowing for an
almost instantaneous access to accurate imaging biomark-
ers.
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Appendix
List of classes: The brain structures segmented by
QuickNAT are: (1) Cortical White Matter Left, (2) Corti-
cal Grey Matter Left, (3) Cortical White Matter Right (4)
Cortical Grey Matter Right, (5) Lateral Ventricle Left, (6)
Cerebellar White Matter Left, (7) Cerebellar Grey Matter
Left, (8) Thalamus Left, (9) Caudate Left, (10) Putamen
Left, (11) Pallidum Left, (12) 3rd ventricle, (13) 4th ventri-
cle, (14) Brainstem, (15) Hippocampus Left, (16) Amyg-
dala Left, (17) Ventral DC Left, (18) Lateral Ventricle
Right, (19) Cerebellar White Matter Right, (20) Cerebel-
lar Grey Matter Right, (21) Thalamus Right, (22) Caudate
Right, (23) Putamen Right, (24) Pallidum Right, (25) Hip-
pocampus Right, (26) Amygdala Right, (27) Ventral DC
Right.
Label remapping strategy: QuickNAT segments 27
brain structures with IDs 1 to 27 as indicated above. For
training, testing and evaluation purposes, we map the
FreeSurfer labels and Manual Labels (provided by Neuro-
morphometrics Inc.) consistent to that of the QuickNAT
IDs. The ID mapping strategy is detailed in Tab. 12.
For FreeSurfer, the mapping IDs are corresponding to
‘aseg.mgz’, which does not contain cortical parcellations.
For manual annotations, which has cortical parcellations,
we first map all the parcels to a single cortex class. All
the IDs greater than 100 with even values are mapped to
ID 210 (Right hemisphere cortex). Similarly, all the IDs
greater than 100 with odd values are mapped to ID 211
(left hemisphere cortex). After this the mapping to Quick-
NAT IDs are performed as per Tab. 12.
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