In the early design phases, designers usually only have a vague idea of the building they are designing. Different aspects of potential design variants need to be tested, assessed and compared with one another. The ability to consider design variants in different ways -based on floor plan, schematic concept, section or 3D visualization, for example -helps to identify problems as well as reveal areas of potential. This paper describes software prototypes developed to help designers input and present different levels of abstraction. The transformations between these levels of abstraction reveal new solutions and make designers aware of issues that need to be considered during the design process.
Introduction
As the complexity of building tasks and requirements increases, designers often find themselves confronted with interdisciplinary problems that go beyond the specific challenges and methods of architecture and engineering. The iterative nature of the design process results in a continuous exchange between creative, analytical and evaluative activities, through which the designer explores and identifies promising design variants. The ability to compare and evaluate relevant reference examples of already built or designed buildings helps designers assess their own design explorations and informs the design process.
The design process is an iterative process (Buxton, 2007) of searching for a plausible solution involving a continual back and forth in which potential solutions are developed by various means before narrowing down the selection to the most promising candidates. Architects typically work with traditional design tools in the early design stages, such as model-making, sketches and the use of reference examples. Using reference examples is an acknowledged method in both architectural education and architectural practice and helps in learning design principles and guiding the design process, as well as for inspiration or even as an explicit solution (Richter, 2010) .
Most computational search methods available today rely on textual rather than graphical approaches to representing information. However, textual descriptions are not sufficient to adequately describe spatial configurations such as floor plans. To address these shortcomings Langenhan et al. (2013) introduced a novel approach which facilitates the automatic lookup of reference solutions from a repository using graphical search keys.
For indexing and determining similarities, the use of semantic fingerprints has been proposed as a way of describing the arrangement of buildings in a manner analogous to the way that fingerprints can be used to identify a person. The system derives semantic fingerprintsrepresenting e.g. accessibility and adjacency as features for search criteria -from a reference solution that describes the spatial relationship of rooms extracted from building information models. This forms the basis for assessing the similarity of different reference solutions to a specified problem and serves, accordingly, as an index for the building model repository.
In contrast to the fixed characteristics of human fingerprints, semantic building fingerprints can communicate multiple characteristics such as geometry, topology, orientation of spaces or elements, or energy efficiency characteristics. A building can have different fingerprints that describe subaspects of the building and are stored as consistent semantic data, for example for search queries and analyses.
In the application area described in this paper (see figure 1 ) for a means of researching semantic building information models (BIM) using hand-drawn search queries, the system assists the designer by analysing sketches made in the early design phases and deriving a structure that can be compared with the fingerprints in the information repository. Using a graphical user interface, the designer can sketch room configurations as a bubble diagram, freehand sketch or schematic digital layout. On the left-hand side (figure 8), the user can switch between the semantic fingerprints derived from the sketch, for example to focus on the passage through spaces, the adjacency of spaces or the degree of natural illumination, in turn influencing the search results shown on the right-hand side (figure 8). The intention is to provide architects with inspiration and/or specific solutions from comparable existing buildings or building designs as a means for assessing their own design ideas and approaches. Such information can take the form of images, descriptions or digital semantic building models, which all help to understand the search results and inform the designer's own design explorations. Information can, for example, be used directly with a self-developed "Dolphin" Add-on for 'Rhino3D' and the 'Grasshopper3D' parametric design environment.
Software architecture
To realise the semantic search engine, we propose a system of data integration using a federated information system in which different autonomous sources of information (e.g. a BIM server, graph database and CMS) can be integrated using a common XML-scheme and queried as a single information source using a REST approach. "Data integration is the problem of providing unified and transparent access to a set of autonomous and heterogeneous sources, in order to allow for expressing queries that could not be supported by the individual data sources alone." (Keim et al. 2010, p. 23) . This makes it possible to store and process information efficiently according to their specific properties.
In contrast to other "data warehouse" approaches, a federated information system does not copy the various sources but rather queries the respective sources individually using processing components and bundles the results for further processing by the coordinated system of components in the client applications. For offline processing and extraction of building fingerprints, components are needed that a) analyse and augment unstructured data sources (CMS) and b) components that extend and attribute information to concepts in structured data sources (BIM). Figure 2 shows the software architecture of the information system which draws on the software architecture of the semantic search engine by Dengel (2012, p. 243) . Topological information is extracted offline from formal (BIM) and informal (CMS) data sources using various methods and formalised in the form of graphs (fingerprints). The offline processing must structure the data in such a way that the user is presented with useful results within a reasonable time frame during online processing. The components shown are groups of individual applications in the information cloud (server) and on different end devices (clients). The system is comprised of the following components:
Server applications The applications on the various end devices query the information cloud (figure 3). The information system for assisting the designer in the early design phases comprises a series of components for data storage and processing in order to store and process semantic building model data, graph data and text. The application contexts and individual design processes differ from case to case. Different abstractions are therefore necessary to allow the designer to communicate his or her mental model as completely and accurately as possible. Because designers often only have a vague and incomplete notion of the design in the early design phases, the system needs to accommodate a high degree of freedom of expression and types of abstraction.
Different layers of abstraction
The system has to provide interaction approaches that allow the user to formulate the mental model that can be analysed and compared with stored model schemes to produce search results. Therefore, contentual coherences between the mental model and the representations of information is necessary. Accordingly, suitable strategies need to be implemented to achieve a beneficial outcome for the user.
"Guidance is often required, especially for novice users, on what visualisations (scatterplot, parallel coordinates, treemaps, etc.) are appropriate for a given task; the focus should be on the problem to be solved rather than the type of raw data." (Keim et al. 2010, p. 123) . To make it easier for users to use and understand, domain-specific presentation methods need to be provided along with strategies for improving the ability to describe and communicate ideas (Roth-Berghofer und Richter 2008). The degree to which the user is involved in the process can be changed, for example, depending on the type of user, to show the user how the results have come about.
In addition, approaches are needed that present the user not just with results, but also show the often numerous and interdependent criteria in a transparent and understandable way (Gratzl et al. 2013 ) so that the user can adjust these as required. Keim summarises these requirements as follows:
 "Progressive analysis: provide quick answers first, then make improvements incrementally or ondemand;  Management of dynamic data: incremental analysis instead of restarting it from the beginning;  Steerable analysis: allow long-computations to be steered by users when possible." (Keim et al. 2010, p. 106) The aim is to gradually narrow down possible solutions or reference cases by providing ongoing feedback so that the query can be successively steered and defined by the user. An example of this is shown in figure 4 for building information in the early design phases. The degrees of detail shown are the product of thinking processes that gradually transform a design and make it more concrete. (Hanson 1998, p. 308) and (Liebich 1994, p. 75) .
Corresponding interaction strategies for geometric, topological, geographic and lexical information are likewise required. In the information system we have implemented, we differentiate between five main representations for formalising mental models according to their respective characteristics:
 Texts (for example architect, year of completion, building costs, text search, descriptions, building typology)  Tables (for example schedule The transformation between different digital formalisations and presentations and their respective levels of abstraction is of particular help in the design process and is a topic of ongoing research. In the following section, we describe software prototypes for tablets, multi-touch devices or smartphones with touch input as well as for computers with mouse/keyboard entry. The aim is to examine the technical possibilities for computer-based interpretation of user input.
Prototypes
The ability to add detail to or modify one's input, for example by adding a room to a drawing, makes it possible to formulate more granular fingerprint-queries and the mental model corresponds better to the designer's own mental model. For this purpose, we implemented separate prototypes that use the same data stock to compare different input and retrieval strategies.
By providing ongoing feedback, e.g. in the form of reference projects that match the fingerprint, the information system prompts the designer to modify and adapt his or her design idea. By increasing or decreasing the degree of specification / generalisation, the set of possible search results can be expanded or focussed to better match the problem at hand.
What density of information is adequate and necessary depends on the specific application at hand and the user? For the general definition of spaces, their relationships and the passage between them, a simple graph can be sufficient. Graphs can take the form of bubble diagrams or tables (Beck et al. 2014, p. 88) . In our information system, we have used node and edge diagrams to make it easier to depict the location and relationship between rooms or nodes.
Our user interface investigations looked at ways of providing vague input about spatial situations and constellations, i.e. their basic characteristics and arrangement. The corresponding mathematical formulation of this as a graph is shown to the user at different levels of abstraction.
The different use cases (e.g. in the office, when visiting a client, in a meeting, out on site or while designing) are conceived as prototypes for the respective user. For the most common office drawing situation with mouse and keyboard, we propose using the 'a.vista' concept previously developed by Christoph Langenhan in 2008 (Langenhan und Petzold 2010) , which has different semantic ways of describing a building (level, unit, zone, and room).
The "ar.searchbox" (figure 5) is a media reference collection from the "mediaTUM" (Langenhan et al. 2012 ) that was devised as a research tool for buildings. The university library and computer science students implement changes while students of architecture at the TUM enter and maintain data in the system. It is possible to search using traditional search terms in the browser and the entries are linked back, based on an analysis of the pixel images, building models and links, to other information sources, such as the architects' website or a digital building model. For the 'metis WebUI' (figure 6), Johannes Bayer at the Deutschen Forschungszentrum für Künstliche Intelligenz (DFKI GmbH) took a platform-independent 2D modelling approach and implemented, among other things, a means of enriching search queries (Bayer et al. 2015) . In figure 6 one can see the spatial arrangement as a bubble diagram on the left and actual spatial arrangement with symbols for doors and windows on the right, demonstrating the different formalisations of levels of abstraction and detail. The application 'Touchtect' (Figure 8 ) by Thomas Kinnen and Dario Banfi for a multi-touch table combines freehand drawing, geographic input and meta information from the ar:searchbox ( Figure 5 ). Here, however, the room type is not selected from a predefined list, nor is it recognised by means of a hand-written label. The application 'ar:searchDroid' (Figure 9 ) by Sebastian Seitz is designed for a tablet computer for mobile research and can restrict search results to buildings that are in the vicinity. All of the above applications for freehand drawings do not detect what has been drawn by visually processing the results but by detecting the movement of the stylus. As such, a polygon denoting a room needs to be closed in order to be recognised for use in the spatial query.
To afford the user greater flexibility while drawing, the 'cormorant' application ( Figure 10 ) by Dominic Henze uses the $P program library (Vatavu et al. 2015) for gesture recognition developed by the University of Washington. To incorporate such topological approaches in the design process, Thomas Stocker, Dario Banfi, Jana Pejic, Thomas Kühner, Markus Dausch, Bishwa Hang Rai, Dominic Henze, Arno Schneider and Johannes Roith have jointly developed an Add-on call 'Dolphin' (Langenhan et al. 2014) for 'Rhino3D' and its parametric design extension 'Grasshopper3D'. The 'Dolphin' Add-on provides a series of components for visual programming using 'Grasshopper3D' that make it possible to query the information system using drawings in 'Rhino3D' and additional meta information. The data can be exported for further use directly from the graph database using a service called 'pigeon' developed by Leon Höß and Christopher Will. For example, AgraphML files can be imported with other components, either individually or as a collection, into 'Grasshopper3D' for further use.
The 'Dolphin' Add-on makes it possible to directly combine topological, lexical and geometric queries for the information system. The results, or the topological or building geometry information or semantic building model can then be used to inform the design process. The information can also be used as a basis for generating design variants using 'Galapagos' for 'Grasshopper' or as a means of automatically evaluating one's own design ideas.
Conclusion
At the level of the user interface, a range of different input strategies for supporting the early phases of the design process and the input of vague drawn forms or models (Bayer et al. 2015) were explored as part of the 'metis' research project at the DFKI and TUM. The results show that the usefulness of the displayed results and input methods depends on what is being designed and the design strategy of the user. For example, if the user has a vague image of the building in mind schematic input and representation strategies like in Fig. 7 to 10 are more useful.
Goldschmidt and Smalkov have posed the underlying question of whether visual thinking is derived from mental processes or from preceding visual images " […] are inner representations, using imagery, the prime generator of visual thinking in designing, or are external representations, in the form of drawings of all sorts and other two-and threedimensional representations, indispensable to design thinking?" (Goldschmidt and Smalkov 2006, p. 549) . The history of architecture shows that design tools have influenced how the built environment was made. The influence of tools on the thinking process is, however, hard to measure. Gänshirt has argued that "[…] every program implies a more or less concealed 'ideology'" (Gänshirt 2007, p. 193) which conditions every object constructed with them.
