This paper focuses on the prediction of hourly levels up to 8 hours ahead for five pollutants (SO 2 , CO, NO 2 , NO and O 3 ) in the area of Bilbao. Traffic, meteorological and air pollution network data corresponding to the years 2000 and 2001 have been used. 216 specific models based on different types of neural networks have been built using data for the year 2000. For each of the 216 cases, the choice of the best model has been made under the criteria of simultaneously having at a 95% confidence level the best values of R 2 , d, FA2 and RMSE when applied to the data for the year 2001. Depending on the pollutant, location and number of hours ahead the prediction is made, different architectures have been selected. In the case of SO 2 and CO, in most cases persistence of levels or linear models outperformed those based on neural networks. Predictions of NO 2 and O 3 hourly levels required in most cases linear models while MLP, RBF or GRNN architectures were needed in few predictions. For the predictions of NO, linear models in some cases and MLP, RBF or GRNN based models in others, were the major options. In spite of the different architectures and also the different explanatory mechanisms involved the performance of the selected models is very similar.
Introduction
Air quality networks are usually designed for diagnosis purposes, being the most important feature of a good network, that it has enough time and space resolution to follow the evolution of the most important fields of concentrations of pollutants. Very often, the same network also measures meteorological variables.
Bilbao is located North-central Spain (Europe) and as many other urban environments in the world has air pollution problems, mainly due to photochemical smog [1, 2] .
This work describes the results of a study carried out in Bilbao (Spain) corresponding to years 2000 and 2001, in which data from the three existing networks (air quality, meteorological and traffic) in this city have been analyzed jointly to see if short-term real time hourly forecasts can be obtained for ozone, NO, NO 2 , SO 2 and CO.
The underlying assumption for this work was that if the system formed by the three existing networks can properly describe the joint evolution of air pollution, meteorology and traffic, an analysis of their historical records to detect and recognize patterns and relationships among them, can lead to the prediction of future air pollution levels. These patterns and relationships relating overall inputs (current and past values of air pollutants, meteorology and traffic) and outputs (future values of air pollutant) can be described using statistical techniques. The statistical models obtained in this way will be used to forecast future levels of air pollutants. Due to the highly non-linear effects known to be involved, different types of neural networks (NN) were used to build the models.
Methodology
The most popular type of NN used in air pollution has been the MLP. A MLP network with one single intermediate layer and a sigmoid activation function is at least theoretically, able to approach any function if correctly trained [3] . However, if the network must learn a function which shows discontinuities two hidden layers may be required [4] . In general, using more than one hidden layer provides greater flexibility and enables approximation of complex functions with fewer connection weights [4] . The main features of MLP's have been widely explained in the literature [5, 6] For this work two more types of NN were also used as candidate techniques to model the complex relationships that exist among air pollution, meteorology and traffic: Radial Basis Functions (RBF), and Generalized Regression Neural Network (GRNN).
RBF networks represent another type of NN with an input layer, an output layer and a hidden layer of radial units each actually modeling a Gaussian response surface. The network outputs are then calculated as a weighted sum of the Gaussian outputs. The standard RBF has an output layer containing dot product units with identity activation functions and one single layer is in principle, enough to model any non-linear function [5, 7, 8] . A comparison of the performance between MLP and RBF models to predict daily concentrations of PM 2.5 , suggests that RBF networks show the best behaviour and stability and shortest training times [9] .
GRNN's are intended for regression purposes [8, 10, 11] and have two hidden layers. The first hidden layer in the GRNN contains radial units and the second hidden layer consists of neurons that help to estimate the weighted average. The second hidden layer always has exactly one more unit than the output layer. In regression problems, typically only a single output is estimated, and so, the second hidden layer usually has two units [8] .
One of the problems when building neural networks is when overfitting takes place. If at the training stage, the network parameters are calculated after too many cycles (epochs) the network may reproduce various idiosyncrasies associated to the random noise variation of the particular data from which the parameters of the model are estimated [8] instead of capturing the main mechanism the network is trying to describe. The most mathematical and practical aspects of NN's have been widely explained in the literature [4, 5, 8] .
After building the models, an important aspect is the evaluation of their performance when faced with the new data belonging to the test data set. The most widely used statistical indicators of the goodness of fit for a model is the Pearson correlation coefficient R and its square R 2 , which represents the proportion of the observed variance explained by the model. However, several works [12] [13] [14] have shown the shortcomings and limitations of this indicator, though for comparison purposes are still used. Some proposals have been made for more meaningful statistical indicators [12] [13] [14] [15] and, apart from the classical R 2 , in the last years the following indicators are being used widely [12] [13] [14] [15] .
1. The index of agreement d (1) varies between 0 and 1 and is a dimensionless measure of the degree to which a model's predictions (P i ) are error free when compared with the observations (O i ).
If the value of d is 1 indicates perfect agreement between the observed 2. Fraction of two (FA2) which represents the proportion of the ratio between observed and predicted values that falls in the range 0.5-2. 3. Total root mean squared error RMSE [12] .
For this study, historical hourly records of traffic, air pollution and meteorology corresponding to years 2000 and 2001 were available. The objective was to build short-term prognostic models for SO 2 , CO, NO 2 , NO and O 3 in the area of Bilbao. The analysis was carried out for 6 locations in the area and predictions from 1 to 8 hours ahead. That made 216 NN's which were selected following the next steps:
1. For each of the 216 predictions, 100 NN's were built using data of year 2000. The 100 NN's included MLP of 1 and 2 hidden layers, RBF's, GRNN's and also linear networks. In general, a linear regression analysis can be understood as particular case of MLP with one hidden layer and a linear transfer function. 2. The 5 networks with minimum error in the validation set were chosen. 
Results
For the prediction of SO 2 levels up to 8 hours ahead, out of the 48 predictions in most cases (33), persistence of levels is either the best option or is not outperformed by any other model. In 13 cases, linear models are either as good as different neural networks or perform better. Only in two cases, the use of the more complicated MLPs are justified. Depending on the sensor, persistence of levels tend to be the best model for predictions up to K=4 hours ahead while for predictions from H+5 to H+8, linear models and/or different types of neural networks perform better.
In the case of the predictions of CO, at H+K with low values of K, persistence of levels and simple linear models are for most sensors, the best options. From H+5 to H+8 predictions tend to be obtained best using linear models and MLP or RBF's.
For the predictions of NO 2 in most cases (31), linear models are enough to launch forecasts. For the predictions up to 2 hours ahead persistence of levels tend not to be outperformed, while linear models are the most usual for the rest of predictions. More sophisticated models like MLP and RBF networks need to be built for a few predictions from K=4 to 8 hours ahead.
In the case of NO, persistence is the best model in four sensors for K=1 while for higher values of K in approximately half the predictions, linear models are enough. In the rest of the cases (18 out of 48) MLP, RBF or GRNN models have to be built.
Ozone predictions are obtained at 3 locations and only in 4 cases out of 24 -for values of K below 2-persistence of levels is not outperformed by any other type of model. In 13 cases, linear models work better than any other and in 6 cases as well as non-linear networks. Only in one case (K=7) it is necessary to build a RBF model.
For each prediction, the best model has been chosen under the criteria that its R
, d, FA2
and RMSE values at a 95% confidence level were simultaneously the best when compared with the rest of the models. For each pollutant, location and number of hours ahead, the best prediction has been obtained using different types of models. In figures number 1 and 2 it can be seen the maximum and minimum values of the index of agreement, d and R 2 corresponding to those obtained with the best models to forecast ozone at the six locations of the area studied. In the case of SO 2 and CO, persistence of levels is quite often the best option, followed by linear models. However, in the predictions of NO 2 , NO and O 3 , linear models are usually enough and only in a few cases more sophisticated neural networks are needed.
In the time scale of this study, SO 2 and CO do not suffer important chemical transformations since emitted until measured, while for NO 2 , NO and O 3 , the photochemical reactions that take place since precursors are emitted are crucial to explain the measured levels. Furthermore, some pollutants (CO, NO 2 , NO and O 3 ) are related to traffic emissions while others are not (SO 2 ). However, the performance of the models for the different pollutants, including persistence, is quite similar with a trend to a higher error the higher the value of K is.
Though certain trends in the type of model can be detected, the local conditions of the sensor seem to be the most important factor explaining why a certain type of model works best at a given location for a certain pollutant and value of K.
Conclusions
This work focuses on the prediction of hourly levels up to 8 hours ahead for five pollutants and six locations in the area of Bilbao. This represents the need to build 216 specific models to launch hourly forecasts of the forthcoming levels. To that end, historical records of the traffic, meteorological and air pollution networks corresponding to years 2000 and 2001 have been analyzed jointly and for each of the 216 predictions, 5 statistical models have been built. Their performance has also been compared with the simplest prediction, persistence of levels, according to four statistical indicators: R 2 , d, FA2 and RMSE. Depending on the pollutant, location and number of hours ahead the prediction is made, different types of models have been chosen. In the case of SO 2 and CO, in a great number of cases persistence of levels outperform linear models and also those based on neural networks. Predictions of NO 2 , NO and O 3 hourly levels require in most cases linear models and only in a few cases MLP, RBF or GRNN based models. However, despite the different architecture of the models and also the explanatory mechanisms describing the emissions, transport and chemical transformations of each pollutant, the performance of the chosen modelsincluding persistence -is very similar.
Therefore the chosen models for each case represent the maximum forecasting capability that can gain the network, regardless the type of model used for a given prediction.
Instead of this statistical approach, a second modeling strategies intended to describe every physical and chemical mechanism involved relating emissions and inmissions, have not been applied in the area, and comparison of results is not possible. However, in the last years, this second modeling strategy is being applied in urban areas at different time scales being their objective to describe future air quality scenarios rather than yield short-term predictions of a given pollutant.
For the time scale of this study, in the period since SO 2 and CO emissions take place until inmission levels are measured, these two pollutants do not experiment important chemical reactions. Therefore, persistence or linear models seem logical. In the case of NO 2 , NO and O 3 complicated transport mechanisms and highly non-linear photochemical reactions relating traffic, meteorology and air pollution are known to be involved.
However, for these three pollutants and at the time scale of this study, in many cases simple linear models work as well as more complicated neural networks or slightly worse. This is something that has also been largely reported [16] and pointed out in previous works carried out in other urban areas. The explanation may be that the combination of the great number of highly nonlinear mechanisms associated to photochemical smog result in the linearization of the overall effect.
The air pollution network in the area of Bilbao was originally designed as a diagnosis tool to follow in real time the evolution of several pollutants and it also measured some meteorological parameters. The traffic network was also intended to follow the evolution of traffic flow in the area of Bilbao. Bringing together the information from these networks it is possible to build statistical models that can yield short-term forecasts of air pollution levels. The performance of the models represent the boundaries in the prognostic capabilities of the network for the different pollutants measured in the area. Most air pollution networks are originally designed for control purposes and many times, meterological variables are also measured. If traffic data are measured jointly along with air pollution and meteorological values, it is possible to expand the capabilities of the original air pollution network if an integrated approach is done, shifting towards a joint management of the existing networks.
Though this group of models have been built for Bilbao, the same methodology can be applied to urban environments if like in this case, air pollution, meteorological and traffic data are available simultaneously. The models obtained can be quite easily built, run on a simple PC and can be incorporated into the daily network managing activities. The model needs to be updated every year and a good training level is required for the staff in charge of the air pollution network(s). Including in the network management activities an intensive and comprehensive program of data processing can expand the capabilities of a diagnosis air pollution network and provide the same with a range of prognosis capabilities. Many cities in the world are currently making serious efforts towards sustainability. The present approach can be incorporated into the overall management activities and strategies (like Agenda 21) towards a cleaner air and a better environment in many urban areas. Being air pollution in cities nowadays an issue of major concern, this approach can constitute the core of an alert system in real time. Its nature is modular and information from more sources of pollutants can be easily incorporated in the future.
