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Abstract
The paper concerns the magnetic Schrödinger operator H(a,V ) = ∑nj=1( 1i ∂∂xj − aj )2 + V on Rn.
Under certain conditions, given in terms of the reverse Hölder inequality on the magnetic field and the
electric potential, we prove some Lp estimates on the Riesz transforms of H and we establish some related
maximal inequalities.
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1. Introduction
Consider the Schrödinger operator with magnetic field
H(a,V ) =
n∑
j=1
(
1
i
∂
∂xj
− aj
)2
+ V in Rn, n 2, (1.1)
where a = (a1, a2, . . . , an) :Rn → Rn is the magnetic potential and V :Rn → R is the electric
potential. Let
B(x) = curl a(x) = (bjk(x))1j,kn (1.2)
be the magnetic field generated by a, where
bjk = ∂aj
∂xk
− ∂ak
∂xj
. (1.3)
We will assume that a ∈ L2loc(Rn)n and V ∈ L1loc(Rn), V  0. Let
Lj = 1
i
∂
∂xj
− aj for 1 j  n. (1.4)
Set L = (L1, . . . ,Ln) and |Lu(x)| = (∑nj=1 |Lju(x)|2)1/2.
Note that Lj = Lj for all 1 j  n, and let
L = (L1, . . . ,Ln)T .
We define the form Q by
Q(u, v) =
n∑
k=1
∫
Rn
LkuLkv dx +
∫
Rn
V uv¯ dx, (1.5)
with domain D(Q) = V × V where
V = {u ∈ L2, Lku ∈ L2 for k = 1, . . . , n and √V u ∈ L2}.
We denote H(a,V ) = H , the self-adjoint operator on L2(Rn) associated to this symmetric and
closed form.
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D(H) =
{
u ∈ D(Q), ∃v ∈ L2 so that Q(u,φ) =
∫
Rn
vφ¯ dx, ∀φ ∈ D(Q)
}
.
The operators LjH(a,V )−1/2 are called the Riesz transforms associated with H(a,V ). We
know that
n∑
j=1
‖Lju‖22 +
∥∥V 1/2u∥∥22 = ∥∥H(a,V )1/2u∥∥22, ∀u ∈ D(Q) = D(H(a,V )1/2). (1.6)
Hence, the operators LjH(a,V )−1/2 are bounded on L2(Rn), for all j = 1, . . . , n.
The aim of this paper is to establish the Lp boundedness of the operators LjH(a,V )−1/2
and V 12 H(a,V )− 12 . In the presence of the magnetic field, the only known result is that these
operators are of weak type (1.1) and hence, by interpolation, are Lp bounded for all 1 < p  2.
This result was proved by Sikora using the finite speed propagation property [22]. Independently,
Duong, Ouhabaz and Yan have proved the same result using another method.
Many authors have been interested in the study of the Riesz transforms of H(a,V ) in the case
when the magnetic potential a is absent, i.e. LH(a,V )− 12 = ∇(− + V )− 12 . We mention the
works of Helffer and Nourrigat [13], Guibourg [10] and Zhong [25], in which they considered
the case of polynomial potentials. A generalization of their results was given by Shen [17], he
proved the Lp boundedness of Riesz transforms of Schrödinger operators with electric potential
contained in certain reverse Hölder classes. Auscher and I improved this result in [1], using a
different approach based on local estimates. Note that this approach can be extended to more
general spaces for instance some Riemannian manifolds and Lie groups (see [3]). The main pur-
pose of this work is to find some sufficient conditions on the electric potential and the magnetic
field, for which the Riesz transforms of H(a,V ) are Lp bounded for a range p > 2. Many argu-
ments follow those of [1], the contribution of the magnetic field will be controlled by introducing
an auxiliary function m(·, |B|).
Note that, because of the gauge invariance of the operator H(a,V ) and the nature of the Lp
estimates, any quantitative condition should be imposed on magnetic field B , not directly on a.
This article also aims to establish some maximal inequalities related to the Lp behaviour
of LjLkH(a,V )−1, VH(a,V )−1 and other operators called the second order Riesz transforms.
The only known result for a range p > 2 is given by Shen in [20]. He generalized the L2 estimate
proved by Guibourg in [11] for polynomial potentials. Estimates on these operators are of great
interest in the study of spectral theory of H(a,V ). In this paper our assumptions on potentials
will be given in terms of reverse Hölder inequality. Let recall the definition of these weight
classes:
Definition 1.1. Let ω ∈ Lqloc(Rn), ω > 0 almost everywhere, ω ∈ RHq , 1 < q ∞, the class of
the reverse Hölder weights with exponent q , if there exists a constant C such that for any cube Q
of Rn,
(
−
∫
ωq(x)dx
)1/q
 C
(
−
∫
ω(x)dx
)
. (1.7)Q Q
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RHq constant of ω.
A note about notations: Throughout this paper we will use the following notation −
∫
Q
ω =
1
|Q|
∫
Q
ω. C and c denote constants. As usual, λQ is the cube co-centered with Q with side-
length λ times that of Q.
We give the definition of an auxiliary function introduced by Shen in [17].
Definition 1.2. Let ω ∈ L1loc(Rn), ω 0, for x ∈ Rn, the function m(x,ω) is defined by
1
m(x,ω)
= sup
{
r > 0:
r2
|Q(x, r)|
∫
Q(x,r)
ω(y) dy  1
}
. (1.8)
We now state our main result:
Theorem 1.3. Let a ∈ L2loc(Rn)n. Also assume the following conditions{ |B| ∈ RHn/2,
|∇B| cm(·, |B|)3, (1.9)
where |B| =∑j,k |bjk| and ∇ = ( ∂∂x1 , . . . , ∂∂xn ). Then, for all 1 <p < ∞, there exists a constant
Cp > 0, such that ∥∥LH(a,0)−1/2(f )∥∥
p
 Cp‖f ‖p, (1.10)
for any f ∈ C∞0 (Rn), and
∣∣{x ∈ Rn; ∣∣Lf (x)∣∣> α}∣∣ C1
α
∥∥H(a,0)1/2f ∥∥1
for α > 0 and all f ∈ C∞0 (Rn) if p = 1.
The conditions (1.9), which are dilation invariant, are used by Shen in [20] to study the oper-
ators LjLkH(a,V )−1. Note that these conditions mean that the value of |B| do not fluctuate too
much on the average and |∇B| is uniformly bounded in the scale m(x, |B|)−1. It is clear that the
hypothesis of Theorem 1.3 is satisfied if the magnetic potentials aj (x) are polynomials.
Once the estimates for the pure magnetic Schrödinger operator H(a,0) is established, we will
proceed onto the second part of our work. We then add the positive electric potential V ∈ RHq ,
with q > 1, while keeping the same conditions on B and get the following theorem:
Theorem 1.4. Let a ∈ L2loc(Rn)n, V ∈ RHq , 1 < q ∞. Also assume that the magnetic field B
satisfies the conditions (1.9).
Then, there exists an 	 > 0 depending on the reverse Hölder constant RHq of V , such that,
for every 1 <p < sup(2q, q)+ 	, there exists a constant Cp > 0, such that∥∥LH(a,V )−1/2(f )∥∥  Cp‖f ‖p, (1.11)p
B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672 1635for any f ∈ C∞0 (Rn). Here, q∗ = qn/(n− q) is the Sobolev exponent of q if q < n, and q = ∞
if q  n.
Taking into account the conditions on the electric potential, and pursuing step-by-step the
proof of Theorem 1.3, we get the following result:
Theorem 1.5. Let a ∈ L2loc(Rn)n, V ∈ L1loc(Rn) and V  0 a.e. on Rn. Also assume that there
exist two positive constants c > 0 and C > 0 such that:
⎧⎪⎨
⎪⎩
|B| + V ∈ RHn/2,
V  Cm
(·, |B| + V )2,
|∇B| cm(·, |B| + V )3.
(1.12)
Then (1.11) is satisfied for all 1 <p < ∞.
The following three results will be useful to prove Theorems 1.3 and 1.4. The first describes
reverse inequalities of (1.11).
Theorem 1.6. Let V ∈ A∞ or V = 0, a ∈ L2loc(Rn)n and |B| ∈ RHn/2.
Then, for all 1 p < ∞, there exists a constant Cp > 0 depending only on the RH n2 constant
of |B|, such that
∥∥H(a,V )1/2(f )∥∥
p
 Cp
{‖Lf ‖p + ∥∥|B|1/2f ∥∥p + ∥∥V 1/2f ∥∥p} (1.13)
for any f ∈ C∞0 (Rn) if p > 1, and
∣∣{x ∈ Rn; ∣∣H(a,V )1/2f (x)∣∣> α}∣∣ C1
α
∫
|Lf | + ∣∣|B|1/2f ∣∣+ ∣∣V 1/2f ∣∣, (1.14)
for all α > 0 and f ∈ C∞0 (Rn) if p = 1.
Remark 1.7.
(1) Under assumptions (1.9), we can replace ‖|B|1/2f ‖p by ‖m(·, |B|)f ‖p in (1.13) and (1.14).
(2) Under the conditions (1.12), we can replace the term ‖|B|1/2f ‖p+‖V 1/2f ‖p by ‖m(·, |B|+
V )f ‖p .
Note that introducing (1.9) and (1.12) makes the proof of Theorem 1.6, using the same strategy
as before, easier.
The result concerns some new inequalities:
Theorem 1.8. Let a ∈ L2loc(Rn)n and V ∈ RHq , 1 < q  +∞. Then, there exists 	 > 0, de-
pending only on the RHq constant of V , such that VH(a,V )−1 and H(a,0)H(a,V )−1 are Lp
bounded for all 1 p < q + 	.
1636 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672It follows by complex interpolation (see [1] for more details):
Corollary 1.9. Let a ∈ L2loc(Rn)n and V ∈ RHq , 1 < q  +∞. Then, there exists an 	 > 0,
depending only on the RHq constant of V , such that, the operators V 1/2H(a,V )−1/2 and
H(a,0)1/2H(a,V )−1/2 are Lp bounded for all 1 <p < 2q + 	.
We would give an alternative proof of the following theorem proved by Shen in [20]:
Theorem 1.10. Under the conditions of Theorem 1.5, for all s = 1, . . . , n and k = 1, . . . , n, the
operators LsLkH(a,V )−1 are Lp bounded for any 1 <p < ∞.1
Note that with more general conditions on the electric potential, we have the following new
result:
Theorem 1.11. Under the conditions of Theorem 1.4, for all s = 1, . . . , n and k = 1, . . . , n, there
exists an 	 > 0 depending only on the RHq constant of V , such that LsLkH(a,V )−1 are Lp
bounded for all 1 <p < q + 	.
We mention without proof that our results admit local versions, replacing V ∈ RHq by V ∈
RHq,loc which is defined by the same conditions on cubes with sides less than 1. Then we get the
corresponding results and estimates for H + 1 instead of H . The results on operator domains are
valid under local assumptions.
Our arguments are based on local estimates. Our main tools are:
1) An improved Fefferman–Phong inequality for A∞ potentials (A∞ is the Muckenhoupt
weight class).
2) Criteria for proving Lp boundedness of operators in absence of kernels.
3) Mean value inequalities for non-negative subharmonic functions against A∞ weights.
4) Complex interpolation, together with Lp boundedness of imaginary powers of H(a,V ) for
1 <p < ∞.
5) A Calderón–Zygmund decomposition adapted to level sets of the maximal function of |Lf |+
|V 1/2f |.
6) A gauge transform adapted to the reverse Hölder conditions on the potentials.
7) An auxiliary global weight controlling the contribution from the magnetic field.
8) Reverse Hölder inequalities involving Lu, m(·, |B|)u, |B|1/2u and V 1/2u for weak solutions
of H(a,V )u = 0.
The paper is organized as follows. In Section 2 we introduce some useful estimates. We state
an improved Fefferman–Phong inequality and we establish an adapted gauge transform. Sec-
tion 3 is devoted to the study of pure magnetic Schrödinger operator, first we establish some
reverse estimates via a Calderón–Zygmund decomposition, then we prove the Lp boundedness
of Riesz transforms for all 1 < p < ∞. In Section 4 we consider the magnetic Schrödinger op-
erator with electric potential, we study the Lp behaviour of the first and the second order Riesz
transforms.
1 Shen also proved a weak (1,1) type estimate for these operators.
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We begin by recalling some properties of the reverse Hölder classes.
Proposition 2.1. (See [1, Proposition 11.1].) Let ω be a non-negative measurable function. Then
the following are equivalent:
(1) ω ∈ A∞.
(2) For all s ∈ (0,1), ωs ∈ RH1/s .
(3) There exists s ∈ (0,1), ωs ∈ RH1/s .
It is well known that if ω ∈ RHq and q < +∞, then ω ∈ RHp for all 1 < p < q and there
exists an ε > 0 such that ω ∈ RHq+ε . We also know that ω ∈ A∞ if and only if there exists q > 1
such that ω ∈ RHq . Here A∞ is the Muckenhoupt weight class, defined as the union of all Ap ,
1 p < ∞. If ω ∈ A∞ then ω(x)dx is a doubling measure (see [23, Chap. V] for more details).
We will also recall some important properties of the function m(·,ω):
Lemma 2.2. Suppose ω ∈ RHn/2, then there exist c > 0 and C > 0 such that for all x and y
in Rn:
(1) 0 <m(x,ω) < ∞ for all x ∈ Rn.
(2) If |x − y| < C
m(x,ω)
, then m(x,ω) ≈ m(y,ω).
(3) m(y,ω) C{1 + |x − y|m(x,ω)}k0m(x,ω).
(4) m(y,ω) Cm(x,ω){1+|x−y|m(x,ω)}k0/(k0+1) for some k0 depending on ω.
We will see that if u is a weak solution of H(a,V )u = 0, it is easier to obtain reverse Hölder
inequalities using terms m(·, |B|)u and Lu than is the case when we work with estimates of
|B|1/2u.
Fix an open set Ω and f ∈ L∞comp(Rn), the space of compactly supported bounded functions
on Rn. By a weak solution of
H(a,V )u = f in an open set Ω, (2.1)
we mean u ∈ W(Ω), with
W(Ω) = {u ∈ L1loc(Ω); V 1/2u and Lku ∈ L2loc(Ω) ∀k = 1, . . . , n}
and Eq. (2.1) holds in the sense of distribution on Ω . We note that if u ∈ W(Ω), then by Poincaré
and the diamagnetic inequalities, u ∈ L2loc(Ω).
We will need the following tools:
Lemma 2.3 (Caccioppoli type inequality). Let u be a weak solution of H(a,V )u = f in 2Q,
where Q is a cube of Rn and f ∈ L∞comp(Rn). Then∫
Q
|Lu|2 + V |u|2  C
{∫
2Q
|f ||u| + 1
R2
∫
2Q
|u|2
}
. (2.2)
1638 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672Proposition 2.4 (Diamagnetic inequality). (See [15].) For all u ∈ W 1,2a (Rn), with
W 1,2a
(
R
n
)= {u ∈ L2(Rn), Lku ∈ L2(Rn), k = 1, . . . , n},
we have
∣∣∇(|u|)∣∣ ∣∣L(u)∣∣. (2.3)
Proposition 2.5 (Kato–Simon inequality).
∣∣(H(a,V )+ λ)−1f ∣∣ (−+ λ)−1|f |; ∀f ∈ L2(Rn), ∀λ > 0. (2.4)
Fefferman–Phong inequalities. The usual Fefferman–Phong inequalities are of the form:
∫
Q
|u|p min
{
−
∫
Q
ω,
1
Rp
}
 C
{∫
Q
|Lu|p +ω|u|p
}
. (2.5)
Shen proved in [19] the following global version introducing the auxiliary weight function
m(·,ω):
Lemma 2.6. Suppose a ∈ L2loc(Rn)n. We also assume:⎧⎪⎨
⎪⎩
|B| + V ∈ RHn/2,
0 V  cm
(·, |B| + V )2,
|∇B| c′m(·, |B| + V )3.
(2.6)
Then, for all u ∈ C1(Rn),
∥∥m(·, |B| + V )u∥∥2  C(‖Lu‖2 + ∥∥V 12 u∥∥2). (2.7)
In [1] we established an improved version for these inequalities in absence of the magnetic
potential. We can extend this improvement to the magnetic Schrödinger operators:
Lemma 2.7 (An improved Fefferman–Phong inequality). Let ω ∈ A∞ and 1  p < ∞. Then
there are constants C > 0 and β ∈ (0,1) depending only on p, n and the A∞ constant of w such
that for all cubes Q (with sidelength R) and u ∈ C1(Rn), one has
∫
Q
|Lu|p +ω|u|p  Cmβ(R
p−
∫
Q
ω)
Rp
∫
Q
|u|p (2.8)
where mβ(x) = x for x  1 and mβ(x) = xβ for x  1.
The proof is the same as that of Lemma 2.1 in [1], combined with the diamagnetic inequality.
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Lemma 2.9 (Iwatsuka gauge transform). Let a ∈ L2loc(Rn)n and Q be a cube of Rn. Suppose
B ∈ C1(Rn,Mn(R)). Then there exist h ∈ C1(Q,Rn) and a real function φ ∈ C2(Q), such that
curl h = B in Q and
h = a − ∇φ, in Q, (2.9)
with
(
−
∫
Q
|h|n
)1/n
 cR
(
−
∫
Q
|B| n2
) 2
n
, (2.10)
here c depends only on n.
Proof. We follow the proof of Lemma 2.4 in [21], which uses the construction of Iwatsuka [14].
For x, y ∈ Q, let
gj (x, y) =
n∑
k=1
(xk − yk)
1∫
0
bjk
(
y + t (x − y))t dt
where x = (x1, . . . , xn), y = (y1, . . . , yn).
Let
hj (x) = −
∫
Q
gj (x, y) dy, j = 1,2, . . . , n.
Then
∣∣h(x)∣∣= (∑
j
∣∣hj (x)∣∣2
)1/2
 nn2 −1
∫
Q
|B(y)|
|x − y|n−1 dy.
Now, we apply the Hardy–Littlewood–Sobolev inequality [23, p. 119] to get (2.10). Hence
(2.9) holds with
φ(x) = −
∫
Q
{
n∑
k=1
(xk − yk)
1∫
0
ak
(
y + t (x − y))dt
}
dy. 
Corollary 2.10. Let a ∈ L2loc(Rn)n and Q be a cube in Rn. We assume that curl a = B ∈
L
n/2
loc (R
n,Mn(R)). Then, there exist h ∈ Ln(Q,Rn) and a real function φ ∈ H 1(Q), such that
curl h = B a.e. in Q and
h = a − ∇φ a.e. in Q, (2.11)
1640 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672with
(
−
∫
Q
|h|n
)1/n
 cR
(
−
∫
Q
|B| n2
) 2
n
. (2.12)
Proof. Let (am)m0 be the sequence of C1 functions obtained by convolution with a and con-
verge in L2loc to a. Set (Bm)m0, (φm)m0 and (hm)m0 as the corresponding sequences of
Lemma 2.9. Note that (hm)m0 converges in Ln(Q,Rn). Let h be this limit, it satisfies (2.11).
Note also that (Bm)m0 converges to B in Ln/2loc (Q,Mn(R)) and curl h = B holds always every
where in Q, where curl is defined in the sens of distribution.
We know that for all m 0,
(
−
∫
Q
|hm|n
)1/n
 cR
(
−
∫
Q
|Bm| n2
) 2
n
,
uniformly in m. Then applying the limit, we obtain
(
−
∫
Q
|h|n
)1/n
 cR
(
−
∫
Q
|B| n2
) 2
n
.
Hence inequality (2.11) follows easily. 
3. Pure magnetic Schrödinger operator
This section is devoted to establish Lp estimates on Riesz transforms of H(a,0) as well as
its converse. Since the electric potential is absent, we cannot follow the methods of [1]. An
analogous approach based on local estimates requires different localization techniques. We also
use a Calderón–Zygmund decomposition adapted to the presence of magnetic field via the gauge
transform previously established.
3.1. Reverse estimates
In the absence of electric potential, Theorem 1.6 is of the form:
Theorem 3.1. Suppose a ∈ L2loc(Rn)n and |B| ∈ RHn/2.
Then, for all 1 <p < ∞, there exists Cp > 0, such that∥∥H(a,0)1/2f ∥∥
p
 Cp
(‖Lf ‖p + ∥∥|B|1/2f ∥∥p) (3.1)
for all f ∈ C∞0 (Rn). There is a constant C > 0 such that
∣∣{x ∈ Rn; ∣∣H(a,0)1/2f (x)∣∣> α}∣∣ C
α
∫
|Lf | + |B|1/2|f |, (3.2)
for α > 0 and for all f ∈ C∞(Rn).0
B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672 1641Proof. We follow step-by-step the proof of Theorem 1.2 of [1] once the appropriate Calderón–
Zygmund decomposition 3.2 is established. We also use the fact that the time derivatives of the
kernel of semigroup e−tH satisfy Gaussian estimates (see [5,6,9] and [16]). 
Lets introduce the main technical lemma of this work, interesting in its own right:
Lemma 3.2. Let 1  p < n and α > 0. Suppose a ∈ L2loc(Rn)n and |B| ∈ RHn/2. Let f ∈
C∞0 (Rn) hence
‖Lf ‖p +
∥∥|B|1/2f ∥∥
p
< ∞.
Then, one can find a collection of cubes (Qk) and functions g and bk such that
f = g +
∑
k
bk, (3.3)
and the following properties hold:
‖Lg‖n +
∥∥|B|1/2g∥∥
n
 Cα1−
p
n
(‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p/n, (3.4)∫
Qk
|Lbk|p +R−pk |bk|p  Cαp|Qk|, (3.5)
∑
k
|Qk| Cα−p
( ∫
Rn
|Lf |p + ∣∣|B|1/2f ∣∣p), (3.6)
∑
k
1Qk N, (3.7)
where N depends only on the dimension and C on the dimension, p and the RHn/2 constant
of |B|. Here, Rk denotes the sidelength of Qk and gradients are taken in the sense of distributions
in Rn.
Remark 3.3. Note that by (3.4) for p < 2, we obtain:
‖Lg‖2 +
∥∥|B|1/2g∥∥2  Cα1− p2 (‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p/2. (3.8)
We will use this inequality to prove Theorem 3.1.
The rest of the section is devoted to the demonstration of Lemma 3.2.
Proof. Let Ω be the open set {x ∈ Rn; M(|Lf |p + ||B|1/2f |p)(x) > αp}, where M is the un-
centered maximal operator over the cubes of Rn. If Ω is empty, then set g = f and bi = 0.
Otherwise, our argument is subdivided into six steps.
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The maximal theorem gives us
|Ω| Cα−p
∫
Rn
|Lf |p + ∣∣|B|1/2f ∣∣p < ∞.
Let (Qk) be a Whitney decomposition of Ω by dyadic cubes so to say Ω is the disjoint union
of the Qk’s, the cubes 2Qi are contained in Ω and have the bounded overlap property, but the
cubes 4Qk intersect F = Rn \Ω .2
Hence
∑
k
|2Qk| C|Ω| Cα−p
∫
Rn
|Lf |p + ∣∣|B|1/2f ∣∣p.
(3.6) and (3.7) are satisfied by the cubes 2Qk .
b) Construction of bk:
Let (χk) be a partition of unity on Ω associated to the covering (Qk) so that for each k, χk is
a C1 function supported in 2Qk with
‖χk‖∞ +Rk‖∇χk‖∞  c(n), (3.9)
where Rk is the sidelength of Qk and
∑
χk = 1 on Ω . We say that a cube Q is of type 1 if
R2 −
∫
Q
|B| > 1, and is of type 2 if R2 −∫
Q
|B| > 1.
We apply the gauge transformation on the cubes 2Qk such that Qk is of type 2, hence there
exist hk ∈ Ln(2Qk,Rn) and a real function φk ∈ H 1(2Qk) such that
hk = a − ∇φk a.e. on 2Qk, (3.10)(
−
∫
2Qk
|hk|n
)1/n
 cRk
(
−
∫
2Qk
|B|n/2
)2/n
. (3.11)
We denote
m2Qk
(
eiφkf
)= −∫
2Qk
(
eiφkf
)
.
Let
bk =
{
f χk, if Qk is of type 1,
(f − e−iφkm2Qk(eiφkf ))χk, if Qk is of type 2. (3.12)
2 In fact, the factor 2 should be some c = c(n) > 1 explicitly given in [23, Chapter 6]. We use this convention to avoid
too many irrelevant constants.
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Suppose Qk is of type 1, then
R
−p
k  c
(
−
∫
2Qk
|B|
)p/2
 C −
∫
2Qk
|B|p/2,
where we used |B|p/2 ∈ RH2/p if p < 2 (by Proposition 2.1) and the Jensen’s inequality with
convex function t → tp/2 if p  2.
In order to control Lbk , we have
Lbk = L(f χk) = (Lf )χk + 1
i
f∇χk,
then
∫
2Qk
|Lbk|p +R−pk |bk|p  C‖χk‖p∞
∫
2Qk
|Lf |p + ‖∇χk‖p∞
∫
2Qk
|f |p +R−pk ‖χk‖p∞
∫
2Qk
|f |p
 C
{ ∫
2Qk
|Lf |p +R−pk
∫
2Qk
|f |p
}
 C
{ ∫
2Qk
|Lf |p + ∣∣|B|1/2f ∣∣p}
 Cαp|Qk|,
where we used the Lp version of the usual Fefferman–Phong inequality (2.5) and the intersection
of 4Qk with F , hence
∫
4Qk |Lf |p +||B|1/2f |p  Cαp|4Qk|. Then estimation (3.5) holds for the
cubes of type 1.
If Qk is of type 2, R2k −
∫
Qk
|B| 1. |B(x)|dx is a doubling measure, then there exists C > 0,
such that R2k −
∫
Q2k
|B| C.
bk =
(
f − e−iφkm2Qk
(
eiφkf
))
χk.
Let us estimate Lbk . By the gauge invariance, all we require is the estimation of L˜(eiφkbk), where
L˜ = 1
i
∇ − hk.
We have
L˜
(
eiφkbk
)= χk(L˜fk)+ 1
i
(fk −m2Qkfk)∇χk −
(
−
∫
fk
)
χkhk,2Qk
1644 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672where fk = eiφkf . Then,
(
−
∫
2Qk
|Lbk|p
)1/p
 C
{(
−
∫
2Qk
|L˜fk|p
)1/p
‖χk‖∞ +
(
−
∫
2Qk
∣∣(fk −m2Qkfk)∣∣p
)1/p
‖∇χk‖∞
+
(
−
∫
2Qk
|hk|p −
∫
2Qk
|fk|p
)1/p
‖χk‖∞
}
.
Using the Poincaré inequality and condition (3.9), we obtain
(
−
∫
2Qk
|L˜bk|p
)1/p
 C
{(
−
∫
2Qk
|L˜fk|p
)1/p
+
(
−
∫
2Qk
|∇fk|p
)1/p
+
(
−
∫
2Qk
|hk|p −
∫
2Qk
|fk|p
)1/p}
 C
{(
−
∫
2Qk
|L˜fk|p
)1/p
+
(
−
∫
2Qk
∣∣∣∣1i ∇fk − hkfk
∣∣∣∣
p)1/p
+
(
−
∫
2Qk
|hk|p −
∫
2Qk
|fk|p
)1/p
+
(
−
∫
2Qk
|hkfk|p
)1/p}
.
Hence
(
−
∫
2Qk
|Lbk|p
)1/p
 C
{(
−
∫
2Qk
|L˜fk|p
)1/p
+ I + II
}
.
Next, we apply inequality (3.11) to estimate I . The fact that |B| is a RHn/2 weight and Qk is
of type 2 leads:
(
−
∫
2Qk
|hk|p
)1/p(
−
∫
2Qk
|fk|p
)1/p

(
−
∫
2Qk
|hk|n
)1/n(
−
∫
2Qk
|fk|p
)1/p
 CRk
(
−
∫
2Qk
|B|n/2
)2/n(
−
∫
2Qk
|fk|p
)1/p
 CRk
(
−
∫
2Qk
|B|
)(
−
∫
2Qk
|fk|p
)1/p
 C
(
−
∫
2Qk
|B|
)1/2(
−
∫
2Qk
|fk|p
)1/p
.
By Fefferman–Phong inequality (2.5),
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((
−
∫
2Qk
|B|
)p/2
−
∫
2Qk
|fk|p
)1/p
 C
(
−
∫
2Qk
|B|p/2 −
∫
2Qk
|fk|p
)1/p
 C
(
−
∫
2Qk
|L˜fk|p +
∣∣|B|1/2fk∣∣p
)1/p
.
Hence
I  C −
∫
2Qk
|L˜fk|p +
∣∣|B|1/2fk∣∣p. (3.13)
To estimate the second term II, first we use the Hölder inequality and the fact that |B| ∈ RHn/2
and Qk is of type 2. Next, we apply Poincaré inequality and the diamagnetic inequality (under
our hypothesis, fk ∈ W 1,2a (Rn)):
II =
(
−
∫
2Qk
|hkfk|p
)1/p

(
−
∫
2Qk
|hk|pn/p
)p/pn(
−
∫
2Qk
|fk|pn/(n−p)
)(n−p)/pn
 CRk
(
−
∫
2Qk
|B|n/2
)2/n(
−
∫
2Qk
|fk|pn/(n−p)
)(n−p)/pn
 CRk
(
−
∫
2Qk
|B|
)(
−
∫
2Qk
|fk|pn/(n−p)
)(n−p)/pn
 CRk
(
−
∫
2Qk
|B|
){(
−
∫
2Qk
∣∣|fk| −m2Qk (|fk|)∣∣pn/(n−p)
)(n−p)/pn
+m2Qk
(|fk|)
}
 C
{
R2k
(
−
∫
2Qk
|B|
)(
−
∫
2Qk
|L˜fk|p
)1/p
+
(
−
∫
2Qk
|B|
)1/2(
−
∫
2Qk
|fk|
)}
 C
{(
−
∫
2Qk
|L˜fk|p
)1/p
+
(
−
∫
2Qk
|L˜fk|p +
∣∣|B|1/2fk∣∣p
)1/p}
.
Then
II  C
(
−
∫
2Qk
|L˜fk|p +
∣∣|B|1/2fk∣∣p
)1/p
. (3.14)
Since |L(f )| = |L˜(fk)|, then, by gauge invariance,
−
∫
|Lbk|p  C
{
−
∫
|Lf |p + ∣∣|B|1/2f ∣∣p} cαp.
2Qk 2Qk
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R
−p
k −
∫
2Qk
|bk|p = R−pk −
∫
2Qk
∣∣(fk −m2Qkfk)χk∣∣p  Cαp.
Thus (3.5) is proved.
d) Definition and properties of |B| 12 g:
Set g = f −∑bk . Note that, by (3.7), this sum is locally finite. It is clear that g = f on F and
g =∑k∈J e−iφkm2Qk(eiφkf )χk on Ω , where J is the set of indices k such that Qk is of type 2.∫
Rn
∣∣|B|1/2g∣∣n = ∫
F
∣∣|B|1/2g∣∣n + ∫
Ω
∣∣|B|1/2g∣∣n = I + II.
By construction,
I =
∫
F
∣∣|B|1/2g∣∣n = ∫
F
∣∣|B|1/2f ∣∣n  cαn−p(‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p.
Since |B|1/2 ∈ RHn, and by the L1 Fefferman–Phong inequality (2.5) on 2Qk , type 2 cubes, we
obtain
II =
∫
Ω
∣∣|B|1/2g∣∣n  c∑
k∈J
|Qk|
[
−
∫
2Qk
|B|1/2 −
∫
2Qk
|f |
]n
 C
∑
k∈J
|Qk|αn
 cαn−p
∫
Rn
|Lf |p + ∣∣|B|1/2f ∣∣p.
Hence
( ∫
Rn
∣∣|B|1/2g∣∣n)1/n  cα1− pn (‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p/n. (3.15)
e) Estimate of Lg:
Let K the set of indices k. Let ξ ∈ C∞0 (Rn), a test function. We know that, for all k ∈ K such
that x ∈ 2Qk , there exists C > 0 such that d(x,F ) > CRk . Therefore,∫ ∑
k∈K
|bk||ξ | C
(∫ ∑
k∈K
|bk|
Rk
)
sup
x∈Rn
(
d(x,F )
∣∣ξ(x)∣∣).
The estimate (3.5) gives us
∫
|bk|p  CRkpαp|Qk|.
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∫ ∑
k∈K
|bk||ξ | Cα|Ω| sup
x∈Ω
(
d(x,F )
∣∣ξ(x)∣∣).
We conclude that
∑
k∈K bk converges in the sense of distributions in Rn. Then,
∇g = ∇f −
∑
k∈K
∇bk, in the sense of distributions in Rn.
Since the sum is locally finite in Ω and vanishes on F , then ag = af −∑k∈K abk holds always
every where in Rn. Hence
Lg = Lf −
∑
k∈K
Lbk a.e. in Rn.
f) Proof of estimate (3.4):∑
k∈K ∇χk(x) = 0 for all x ∈ Ω , then
Lg = (Lf )1F +
∑
k∈J
L
(
e−iφkm2Qk
(
eiφkf
)
χk
)
a.e. in Rn.
Since
L(u) = e−iφk L˜(eiφku) where L˜ = 1
i
∇ − hk,
then
∑
k∈J
L
(
e−iφkm2Qk
(
eiφkf
)
χk
)= 1
i
∑
k∈J
e−iφkm2Qk
(
eiφkf
)∇χk −∑
k∈J
e−iφkm2Qk
(
eiφkf
)
χkhk
= G1 +G2.
Let us estimate ‖G2‖n. First, we use (3.7):
‖G2‖n =
( ∫
Ω
∣∣∣∣∑
k∈J
m2Qk
(
eiφkf
)
χkhk
∣∣∣∣
n)1/n
 CN n−1n
(∑
k∈J
∫
2Qk
∣∣m2Qk (eiφkf )hk∣∣n
)1/n
 CN n−1n
(∑
k∈J
|2Qk| −
∫
2Qk
|hk|n
∣∣m2Qk (eiφkf )∣∣n
)1/n
.
Eq. (2.10) and the fact that |B| is a RHn/2 weight function and Qk is a type 2 cube, yield
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(∑
k∈J
|2Qk|Rnk
(
−
∫
2Qk
|B|n/2
)2∣∣m2Qk (eiφkf )∣∣n
)1/n
 CN n−1n
(∑
k∈J
|2Qk|
(
Rk −
∫
2Qk
|B|∣∣m2Qk (eiφkf )∣∣
)n)1/n
 CN n−1n
(∑
k∈J
|2Qk|
((
−
∫
2Qk
|B|
)1/2∣∣m2Qk (eiφkf )∣∣
)n)1/n
 CN n−1n
(∑
k∈J
|2Qk|
(
−
∫
2Qk
|B|p/2 −
∫
2Qk
|f |p
)n/p)1/n
 CN n−1n α
(∑
k∈J
|2Qk|
)1/n
 CN n−1n α1−
p
n
( ∫
Rn
|Lf |p + ∣∣|B|1/2f ∣∣p)1/n.
We obtain
‖G2‖n  Cα1− pn
(‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p/n. (3.16)
Recall that G1(x) = ∑k∈J e−iφk(x)m2Qk(eiφkf )∇χk(x). We will estimate ‖G1‖n. For all
m ∈ K , set Km = {l ∈ K, 2Ql ∩ 2Qm = ∅}. By construction of Whitney cubes, there exists
a constant c > 0 (we can take c = 18) such that for all m ∈ K , 2Ql ⊂ cQm, for all l ∈ Km. Set
Q˜m = cQm,
G1(x) =
∑
k∈J
e−iφk(x)m2Qk
(
eiφkf
)∇χk(x)
=
∑
m∈K
χm(x)
( ∑
k∈J∩Km
e−iφk(x)m2Qk
(
eiφkf
)∇χk(x)
)
.
It suffices to prove
∫
2Qm
∣∣∣∣ ∑
k∈J∩Km
e−iφkm2Qk
(
eiφkf
)∇χk
∣∣∣∣
n
 Cαn|2Qm|. (3.17)
We fix an m, by the gauge transformation of Corollary 2.10, h˜m = a − ∇φ˜m satisfies (3.11)
on Q˜m.
First case: There exists k0 ∈ J ∩Km such that 2Qk0 is of type 1.
Since |B(x)|dx is a doubling measure, there exists a constant A > 0 which depends on |B|,
such that for all k ∈ Km,
(2Rk)2 −
∫
|B| >A.
2Qk
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∫
2Qk |B|1/2, for all k ∈ Km. Then
∫
2Qm
∣∣∣∣ ∑
k∈J∩Km
e−iφkm2Qk
(
eiφkf
)∇χk
∣∣∣∣
n
 C
( ∑
k∈J∩Km
|Qk|R−nk
(
−
∫
2Qk
|f |
)n)
 C
[ ∑
k∈J∩Km
|Qk|R−nm
(
−
∫
2Qm
|f |
)n]1/n
 C|Qm|α,
here we used |Qk| ∼ |Qm|, (3.7), Fefferman–Phong inequality (2.5) and 4Qm ∩ F = ∅.
Second case: ∀k ∈ J ∩Km, 2Qk is of type 2.
∑
k∈J∩Km
e−iφkm2Qk
(
eiφkf
)∇χk = ∑
k∈J∩Km
(
e−iφkm2Qk
(
eiφkf
)− e−iφ˜mm2Qk (eiφ˜mf ))∇χk
+
∑
k∈J∩Km
e−iφ˜m
(
m2Qk
(
eiφ˜mf
)−m
Q˜m
(
eiφ˜mf
))∇χk
+
∑
k∈J∩Km
e−iφ˜mm
Q˜m
(
eiφ˜mf
)∇χk
= I + II + III.
Thus
III =
∑
k∈Km
χme
−iφ˜mm
Q˜m
(
eiφ˜mf
)∇χk − ∑
k∈Km\J
χme
−iφ˜mm
Q˜m
(
eiφ˜mf
)∇χk.
We know that
∑
k∈Km ∇χk(x) =
∑
k∈K ∇χk(x) = 0, for all x ∈ 2Qm, and hence the first term in
the above expression vanishes.
Since 2Qk , with k ∈ Km \ J , are type 1 cubes, then we obtain using the same procedure as in
the first case ∫
2Qm
|III|n  C|Qm|α.
Now we will control the L∞ norm of II,
∣∣∣∣ ∑
k∈J∩Km
e−iφ˜m(x)
(
m2Qke
iφ˜mf −m
Q˜m
eiφ˜mf
)∇χk(x)
∣∣∣∣

∑
k∈J∩Km
∣∣m2Qkeiφ˜mf −mQ˜meiφ˜mf ∣∣‖∇χk‖∞
 C
∑ ∣∣m2Qk (eiφ˜mf )−mQ˜m(eiφ˜mf )∣∣R−1k ,
k∈J∩Km
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then ∣∣∣∣∑
k
e−iφ˜m(x)
(
m2Qk
(
eiφ˜mf
)−m
Q˜m
(
eiφ˜mf
))∇χk(x)
∣∣∣∣ CNα.
It suffices to prove (3.18):
∣∣m2Qk (eiφ˜mf )−mQ˜m(eiφ˜mf )∣∣ C∣∣mQ˜m(eiφ˜mf −m2Qk (eiφ˜mf ))∣∣
 CRk
(
m
Q˜m
(∣∣∇(eiφ˜mf )∣∣)p)1/p
 CR˜m
{(
m
Q˜m
(∣∣L˜(eiφ˜mf )∣∣)p)1/p + (m
Q˜m
(∣∣hmeiφ˜mf ∣∣)p)1/p}
 CR˜m
{(
m
Q˜m
(|Lf |)p)1/p + (m
Q˜m
(∣∣B1/2f ∣∣)p)1/p}
where L˜ = 1
i
∇ − h˜m and L(f ) = e−iφ˜mL˜(eiφ˜mf ).
Lastly we estimate I :
e−iφk(x)m2Qk
(
eiφkf
)− e−iφ˜m(x)m2Qk (eiφ˜mf )
= e−iφk(x) −
∫
2Qk
eiφk(y)f (y) dy − e−iφ˜m(x) −
∫
2Qk
eiφ˜m(y)f (y) dy
= −
∫
2Qk
(
ei(φk(y)−φk(x)) − ei(φ˜m(y)−φ˜m(x)))f (y)dy.
Next, we use the following inequality
∣∣ei(φk(y)−φk(x)) − ei(φ˜m(y)−φ˜m(x))∣∣ ∣∣(φk(y)− φk(x))− (φ˜m(y)− φ˜m(x))∣∣,
and we obtain
∣∣ei(φk(y)−φk(x)) − ei(φ˜m(y)−φ˜m(x))∣∣

∣∣(φk − φ˜m)(y)−m2Qk (φk − φ˜m)+m2Qk(φk − φ˜m)− (φk − φ˜m)(x)∣∣.
Therefore∫
2Qk
∣∣∣∣ −
∫
2Qk
∣∣ei(φk(y)−φk(x)) − ei(φ˜m(y)−φ˜m(x))f (y)∣∣dy∣∣∣∣
n
dx
 |2Qk|
[
−
∫ ∣∣f (y)∣∣∣∣(φk − φ˜m)(y)−m2Qk(φk − φ˜m)∣∣dy
]n
2Qk
B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672 1651+
{
−
∫
2Qk
∣∣f (y)∣∣dy}n ∫
2Qk
∣∣(φk − φ˜m)(x)−m2Qk(φk − φ˜m)∣∣n dx = |2Qk|Xn + Y.
We apply the Hölder and Poincaré inequalities. Then, we use (3.11), and the fact that |B| is in
RHn/2 and 2Qk is of type 2.
X 
(
−
∫
2Qk
∣∣f (y)∣∣ nn−1 dy) n−1n ( −∫
2Qk
∣∣(φk − φ˜m)(y)−m2Qk(φk − φ˜m)∣∣n dy
) 1
n
 CRk
(
−
∫
2Qk
∣∣f (y)∣∣ nn−1 dy) n−1n ( −∫
2Qk
∣∣∇(φk − φ˜m)(y)∣∣n dy
) 1
n
.
Moreover, by construction
∇(φk − φ˜m) = h˜m − hk,
then
X  CRk
(
−
∫
2Qk
∣∣(h˜m − hk)(y)∣∣n dy
) 1
n
(
−
∫
2Qk
∣∣f (y)∣∣ nn−1 dy) n−1n
 CRk
(
−
∫
2Qk
∣∣(h˜m − hk)(y)∣∣n dy
) 1
n
(
−
∫
2Qk
∣∣f (y)∣∣ nn−1 dy) n−1n
 CR2k −
∫
2Qk
|B|
[(
−
∫
2Qk
∣∣∣∣f (y)∣∣−m2Qk (|f |)∣∣ nn−1 dy
) n−1
n +Cm2Qk
(|f |)]
 CR2k −
∫
2Qk
|B|
[
−
∫
2Qk
∣∣Lf (y)∣∣dy +m2Qk (|f |)
]
 C
[
α|Qk|1/n +R2k −
∫
2Qk
|B| −
∫
2Qk
|f |
]
 CRk
[
α +
(
−
∫
2Qk
∣∣Lf (y)∣∣+ ∣∣|B|1/2f (y)∣∣dy)] CRkα.
We use the same arguments to estimate Y :
Y =
{
−
∫
2Qk
∣∣f (y)∣∣dy}n ∫
2Qk
∣∣(φk − φ˜m)(x)−m2Qk(φk − φ˜m)∣∣n dx
 CRnk
{
−
∫ ∣∣f (y)∣∣dy}n ∫ ∣∣∇(φk − φ˜m)∣∣n2Qk 2Qk
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∫
2Qk
|h˜m − hk|n
{
−
∫
2Qk
∣∣f (y)∣∣dy}n
 |Qk|Rnk
{
Rk −
∫
2Qk
|B| −
∫
2Qk
∣∣f (y)∣∣dy}n
 |Qk|Rnk
{
−
∫
2Qk
∣∣Lf (y)∣∣+ ∣∣|B|1/2f (y)∣∣dy}n  |Qk|Rnkαn.
We obtain∫
Qm
|I |n  C
∑
k∈J∩Km
∫
2Qk
∣∣(e−iφk(x)m2Qk (eiφkf )− e−iφ˜m(x)m2Qk (eiφ˜mf ))∇χk(x)∣∣n dx
 C
∑
k∈J∩Km
R−nk |Qk|Rnkαn  Cα
∑
k∈J∩Km
|Qk| C|Qm|α.
By integration on Ω and using (3.6), we get
‖G1‖n  Cα1− pn
(‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p/n. (3.19)
Lg = (Lf )1F +G1 +G2, a.e.
Since |Lf | Cα on F , then estimates (3.19) and (3.16) imply
‖Lg‖n  Cα1− pn
(‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p/n. (3.20)
Then
‖Lg‖n +
∥∥|B|1/2g∥∥
n
 Cα1−
p
n
(‖Lf ‖p + ∥∥|B|1/2f ∥∥p)p/n.
Thus (3.4) is proved. 
3.2. Estimates for weak solution
Throughout this section we will assume that u is a weak solution of H(a,0)u = 0 in 4Q,
where Q is a cube centered at x0 ∈ Rn with sidelength R. The constants are independent of u
and Q.
Lemma 3.4. (See [20, Lemma 1.11].) Let B satisfy (1.9). Then, for all k > 0, there exists a
constant Ck > 0 such that
∣∣u(x0)∣∣ Ck{1 + Rm(x0, |B|)}k
(
−
∫
Q(x0,R)
|u|2
)1/2
. (3.21)
This lemma leads to the following proposition:
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that
(
−
∫
Q
∣∣m(·, |B|)u∣∣q)1/q  C( −∫
3Q
∣∣m(·, |B|)u∣∣2)1/2. (3.22)
Proof. Fix q > 2
(
−
∫
Q
∣∣m(x, |B|)u(x)∣∣q dx)1/q

{
1 +Rm(x0, |B|)}k0m(x0, |B|)
(
−
∫
Q
|u|q
)1/q
 Ck{1 +Rm(x0, |B|)}
k0m(x0, |B|)
{1 +Rm(x0, |B|)}k
(
−
∫
3Q
|u|2
)1/2

{
1 +Rm(x0, |B|)}k0−k+(k0/k0+1) Ckm(x0, |B|){1 +Rm(x0, |B|)}k0/k0+1
(
−
∫
3Q
|u|2
)1/2
 C
(
−
∫
3Q
∣∣m(·, |B|)u∣∣2)1/2.
Here we used Lemma 2.2 and the fact that u satisfies Proposition 2.1 with arbitrary k. 
Lemma 3.6. (See [20, Lemma 2.7].) Suppose B satisfies (1.9). For any integer k > 0, there exists
Ck > 0, such that
∣∣Lu(x0)∣∣ Ck{1 + Rm(x0, |B|)}k
1
R
(
1
|Q(x0,2R)|
∫
Q(x0,2R)
|u|2
)1/2
. (3.23)
Remark 3.7. The proof of this lemma is based on the following inequality interesting in its own
right:
If 2 p < q ∞ and 1/q − 1/p > −2/n, then
(
−
∫
1
32 Q
|Lu|q
)1/q
 C
(
−
∫
1
4 Q
|Lu|2
)1/2
+CR2
(
−
∫
1
4 Q
(|∇B||u|)p)1/p
+CR2
(
−
∫
1
4 Q
(|B||Lu|)p)1/p. (3.24)
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all k > 0, there exists a constant Ck > 0 such that
∣∣LxjΓ0(x, y)∣∣ Ck{1 + |x − y|m(x, |B|)}k 1|x − y|n−1 , (3.25)
for all x, y ∈ Rn, x = y, where Lxj = 1i ∂∂xj − aj (x).
Using inequalities (3.23) and (3.24), we obtain the following technical lemma, necessary for
the proof of Theorem 1.3:
Lemma 3.9. Under assumptions (1.9), for any q > 2, there exists a constant C = Cq > 0 such
that (
−
∫
Q
|Lu|q
)1/q
 C
(
−
∫
3Q
|Lu|2 + ∣∣m(·, |B|)u∣∣2)1/2, (3.26)
and
∣∣Lu(x0)∣∣ C
(
−
∫
3Q
|Lu|2 + ∣∣m(·, |B|)u∣∣2)1/2. (3.27)
Proof. According to the type of the cube Q, we would use (3.23) or (3.24) to prove our lemma.
First case: R2 −
∫
Q
|B|  1. By the definition of m(·, |B|), it follows that R  1
m(x0,|B|) . Us-
ing (1.9) and (3.24) we have for all 2 p < q ∞ and 1/q − 1/p > −2/n
(
−
∫
1
32 Q
|Lu|q
)1/q
 C
(
−
∫
1
4 Q
|Lu|2
)1/2
+CR2
(
−
∫
1
4 Q
(∣∣m(x, |B|)3u(x)∣∣)p dx)1/p
+CR2
(
−
∫
1
4 Q
(∣∣m(x, |B|)2Lu(x)∣∣)p dx)1/p.
Since R < 1
m(x0,|B|) , then by Lemma 2.2,
∀x ∈ Q, m(x, |B|)≈ m(x0, |B|).
Hence:(
−
∫
1
32 Q
|Lu|q
)1/q
 C
(
−
∫
1
4 Q
|Lu|2
)1/2
+CR2m(x0, |B|)2
(
−
∫
1
4 Q
(∣∣m(x, |B|)u(x)∣∣)p dx)1/p
+CR2m(x0, |B|)2
(
−
∫
1 Q
|Lu|p
)1/p
.4
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m(x0,|B|) and we obtain(
−
∫
1
32 Q
|Lu|q
)1/q
 C
{(
−
∫
1
4 Q
|Lu|2
)1/2
+
(
−
∫
1
4 Q
(∣∣m(·, |B|)u∣∣)p)1/p +( −∫
1
4 Q
|Lu|p
)1/p}
.
By iterating the inequality 3.5, it follows that for any 2 < q +∞,(
−
∫
1
32 Q
|Lu|q
)1/q
 C
{(
−
∫
1
2 Q
|Lu|2
)1/2
+
(
−
∫
1
2 Q
(∣∣m(·, |B|)u∣∣)2)1/2}.
Second case: R2 −
∫
Q
|B| > 1. We use Lemma 3.6 to get the following inequality:
∣∣Lu(x0)∣∣ C
R
(
−
∫
2Q
|u|2
)1/2
.
Now we apply Fefferman–Phong inequality (2.5). As
min
(
−
∫
2Q
|B|, 1
R2
)
∼ min
(
−
∫
Q
|B|, 1
R2
)
= 1
R2
,
the inequality takes the following form
∣∣Lu(x0)∣∣ C
(
−
∫
Q(x0,2R)
|Lu|2 + |B||u|2
)1/2
 C
(
−
∫
2Q
|Lu|2 + ∣∣m(·, |B|)u∣∣2)1/2.
The last step uses (1.9). 
3.2.1. Some important tools
Reverse Hölder inequalities previously established will be used to prove Theorem 1.3. The
primary tool is the following criterion for Lp boundedness [2]. A slightly weaker version appears
in Shen [18].
Theorem 3.10. Let 1  p0 < q0  ∞. Suppose that T is a bounded sublinear operator on
Lp0(Rn). Assume that there exist constants α2 > α1 > 1, C > 0 such that
(
−
∫
Q
|Tf |q0
) 1
q0  C
{(
−
∫
α1Q
|Tf |p0
) 1
p0 + (S|f |)(x)}, (3.28)
for all cube Q, x ∈ Q and all f ∈ L∞comp(Rn) with support in Rn \ α2Q, where S is a positive
operator. Let p0 <p < q0. If S is bounded on Lp(Rn), then, there is a constant C such that
‖Tf ‖p  C‖f ‖p
for all f ∈ L∞ (Rn).comp
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the previous theorem, is the control of the term m(·, |B|)u on the reverse Hölder type estimates
established earlier. The following result enables such a control:
Theorem 3.11. Under assumptions (1.9), for all 1 < p < ∞, there exists a constant C > 0,
depending on B , such that ∥∥m(·, |B|)H(a,0)−1/2(f )∥∥
p
 C‖f ‖p, (3.29)
for all f ∈ C∞0 (Rn).
This result is a consequence of the Lp boundedness of m(·, |B|)2H(a,0)−1 for all 1 <p < ∞
(see [20, Theorem 3.1]). We shall use complex interpolation relying on the fact that for all y ∈ R,
the imaginary power of Schrödinger operator Hiy has a bounded extension on Rn, 1 < p < ∞.
This result due to Hebisch [12] follows from the Gaussian estimates on the heat kernel e−tH
proved by [8]. Here, Hiy is defined as a bounded operator on L2(Rn) by functional calculus (see
[1] for more details).
Remark 3.12. Under assumptions (1.12), it is clear that VH(a,V )−1 and H(a,0)H(a,V )−1 are
Lp bounded for all 1 p < ∞.
3.3. Proof of Theorem 1.3
It is known that LH(a,0)−1/2 is Lp bounded for all p  2. Thus, we consider p > 2. We
need the following lemma before we start the proof of our theorem:
Lemma 3.13. Under assumption (1.9), the Lp boundedness of LH(a,0)−1/2 is equivalent to
that of LH(a,0)−1L and LH(a,0)−1m(·, |B|).
Proof. If LH(a,0)−1/2 is Lp bounded. By [22] and [7], LH(a,0)−1/2 is Lp bounded for all 1 <
p  2. By duality, H(a,0)−1/2L is then Lq bounded for all q  2. Hence, LH(a,0)−1L is Lp
bounded. Due to Theorem 3.11, H(a,0)−1/2m(·, |B|) is Lp bounded, then LH(a,0)−1m(·, |B|)
is also Lp bounded.
Reciprocally, if LH(a,0)−1L and LH(a,0)−1m(·, |B|) are Lp bounded, then their adjoints
LH(a,0)−1L and m(·, |B|)H(a,0)−1L are bounded on Lp′ .
Thus, if F ∈ C∞0 (Rn,Cn), ‖H(a,0)−1/2LF‖p′ = ‖H(a,0)1/2H(a,0)−1LF‖p′ , where we
used assumption (1.9) and inequality (3.1), and thus we obtain∥∥H(a,0)−1/2LF∥∥
p′  C
∥∥LH(a,0)−1LF∥∥
p′ +
∥∥m(·, |B|)H(a,0)−1LF∥∥
p′  C‖F‖p′ .
Hence, LH(a,0)−1/2 is Lp bounded. 
We will need the following result:
Proposition 3.14. Under assumption (1.9) for all 2 < p < ∞ there exists Cp such that for any
f ∈ C∞0 (Rn,C) and any F ∈ C∞0 (Rn,Cn),∥∥m(·, |B|)H(a,0)−1m(·, |B|)f ∥∥  Cp‖f ‖p, and ∥∥m(·, |B|)H(a,0)−1LF∥∥  C′p‖F‖p.p p
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for all 1 <p  2. 
It suffices therefore to prove the following result:
Proposition 3.15. Under assumption (1.9), for all 2 < p < ∞, there exists Cp such that for any
f ∈ C∞0 (Rn,C) and any F ∈ C∞0 (Rn,Cn),∥∥LH(a,0)−1m(·, |B|)f ∥∥
p
 Cp‖f ‖p, and
∥∥LH(a,0)−1LF∥∥
p
 Cp‖F‖p.
Proof. Fix a cube Q and let F ∈ C∞0 (Rn,Cn) supported away from 4Q. Set H = H(a,0).
u = H−1LF is well defined on Rn. In particular, the support condition on F implies that u is
a weak solution of Hu = 0 in 4Q. Hence |u|2 is subharmonic on 4Q, and by Lemma 3.9, we
obtain that for all q > 2, there exists a constant C > 0 such that
(
−
∫
Q
∣∣LH−1LF∣∣q)1/q  C( −∫
3Q
∣∣LH−1LF∣∣2 + ∣∣m(·, |B|)H−1LF∣∣2)1/2. (3.30)
Thus (3.28) holds with T = LH−1L, q0 = q , p0 = 2 and
SF = (M(∣∣m(·, |B|)H−1LF∣∣)2) 12 ,
where M is the maximal Hardy–Littlewood operator. Since S is Lp bounded for all 2 <p < ∞,
then by Proposition 3.14, T is Lp bounded by Theorem 3.10.
We use the same argument for LH−1m(·, |B|). 
Proof of Theorem 1.10 with V = 0. Set H0 = H(a,0) and m = m(·, |B|).
LsLkH
−1
0 = LsH−10 Lk +Ls
[
Lk,H
−1
0
]
.
Let j  1, LjH−1/20 is Lp bounded for all 1 < p < ∞, then LsH−10 Lk is Lp bounded for
1 <p < ∞. We know that
[
Lk,H
−1
0
]= −H−10 [Lk,H0]H−10 ,
[Lk,H0] = bkjLj − ∂j bkj ,
LsH
−1
0 bkjLjH
−1
0 = LsH−10 m
bkj
m2
mLjH
−1
0 ,
LsH
−1
0 ∂j bkjH
−1
0 = LsH−10 m
∂jbkj
m3
m2H−10 .
Here, bkj and ∂j bkj are the operators of multiplication by bkj and ∂j bkj .
Next, we use the assumptions |bkj |  Cm2 and |∂j bkj |  Cm3 and the fact that LsH−10 m,
mLjH
−1
0 and m
2H−10 are Lp bounded for all p > 1. Thus, LsH
−1
0 bkjLjH
−1
0 and
LsH
−1
0 ∂j bkjLjH
−1
0 are L
p bounded. Hence, Ls[Lk,H−10 ] is Lp bounded. The Lp boundedness
of LsLkH−10 , for all 1 <p < ∞, follows easily. 
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In this section, we will add the electric potential V to the pure magnetic Schrödinger operator
previously studied. If we take some sharp hypothesis on V , as condition (1.12), the approach to
study the Riesz transforms will be identical, all we have to do is to replace the weight function |B|
by V +|B| and then Theorem 1.10 easily follows. Now a natural step is to improve the conditions
on V and extend this result to the Schrödinger operators with an electric potential contained
in A∞.
To prove such a result, we will start by giving some reverse Hölder type estimates of weak
solutions. We will also use the reverse inequalities of Theorem 1.6, which are always established
through Calderón–Zygmund decomposition similar to Section 3.1. We will use an equivalent
approach to that of [1]. We study H(a,V ) considering it as a “perturbation” of H(a,0). By the
Kato–Simon inequality, we will establish some maximal estimates using the Lp boundedness of
operators V (−+ V )−1 and (−+ V )−1 proved in [1].
4.1. Estimates for weak solution
Fix an open set Ω . A subharmonic function on Ω is a function v ∈ L1loc(Ω) such that v  0
in D′(Ω).
Lemma 4.1. Suppose a ∈ L2loc(Rn)n and 0  V ∈ L1loc(Rn). If u is a weak solution of
H(a,V )u = 0 in Ω , then |u|2 is a subharmonic function and
|u|2 = 2|Lu|2 + 2V |u|2. (4.1)
Proof. Since
|u|2 = (uu¯) = 2 Re((u)u¯)+ 2|∇u|2,
and H(a,V )u = 0, then
u =
n∑
k=1
(
iak
∂u
∂xk
+ i ∂
∂xk
(aku)
)
+ |a|2u+ V u.
It follows that
|u|2 = 2 Re
(
n∑
k=1
(
iak
∂u
∂xk
+ i ∂
∂xk
(aku)
)
u¯+ |a|2uu¯+ V uu¯
)
+ 2|∇u|2
= 2 Re
(
n∑
k=1
iak
∂u
∂xk
u¯+ i ∂
∂xk
(aku)u¯
)
+ 2|a|2|u|2 + 2V |u|2 + 2|∇u|2
= 2 Re
(
n∑
k=1
iak
∂u
∂xk
u¯+ i ∂
∂xk
(
ak|u|2
)− iaku ∂u¯
∂xk
)
+ 2|a|2|u|2 + 2V |u|2 + 2|∇u|2
= 4 Im(a∇uu¯)+ 2|a|2|u|2 + 2|∇u|2 + 2|V u|2 = 2|Lu|2 + 2V |u|2. 
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It states that a form of the mean value inequality for subharmonic functions still holds if the
Lebesgue measure is replaced by a weighted measure of Muckenhoupt type. More precisely,
Lemma 4.2. Let ω ∈ RHq for some 1 < q ∞ and let 0 < s < ∞ and r > q (if q = ∞, r = ∞)
such that ω ∈ RHr . Then there exists a constant C  0 depending only on ω, r , p, s and n, such
that for any cube Q and any non-negative subharmonic function f in a neighborhood of 2Q we
have for all 1 <μ 2,
(
−
∫
Q
(
ωf s
)r)1/r  C −∫
μQ
ωf s, for r < +∞
and
sup
Q
f  C−
∫
Q
ω
−
∫
μQ
ωf s, for r = +∞.
Throughout this section we will assume V ∈ RHq with 1 < q  +∞ and B satisfies the as-
sumption (1.9) and u is a weak solution of H(a,V )u = 0 in 4Q. All the constants are independent
of Q and u but they may depend on V and q .
First we give three important results that are the main tools for the proof of Theorem 1.3:
Proposition 4.3. There exists a constant C > 0 such that
(
−
∫
Q
∣∣V 1/2u∣∣2q)1/2q  C( −∫
3Q
∣∣V 1/2u∣∣2)1/2. (4.2)
Proof. It follows directly from Lemmas 4.2 and 4.1. 
Proposition 4.4. Set q˜ = inf(q∗,2q). For all 1 < μ  2 and k > 0, there is a constant C such
that (
−
∫
Q
|Lu|q˜
)1/q˜
 C
(1 +R2 −∫
Q
V )k
(
−
∫
μQ
|Lu|2 + ∣∣m(·, |B|)u∣∣2 + V |u|2)1/2.
Proposition 4.5. Let n/2 q < n, for all 1 <μ 2, there is a constant C such that
(
−
∫
Q
|Lu|q∗
)1/q∗
 C
(
−
∫
μQ
|Lu|2q + ∣∣m(·, |B|)u∣∣2q)1/2q .
If q  n then there is a constant C such that
sup
Q
|Lu| C
(
−
∫
μQ
|Lu|2q + ∣∣m(·, |B|)u∣∣2q)1/2q .
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Lemma 4.6. For all 1 μ<μ′  2 and k > 0, there is a constant C such that
−
∫
μQ
|u|2  C
(1 +R2 −∫
Q
V )k
(
−
∫
μ′Q
|u|2
)
and
−
∫
μQ
(|Lu|2 + V |u|2) C
(1 +R2 −∫
Q
V )k
(
−
∫
μ′Q
(|Lu|2 + V |u|2)).
Proof. There is nothing to prove if R2 −
∫
Q
V  1. We assume R2 −
∫
Q
V > 1. The well-known
Caccioppoli type argument yields for 1 μ<μ′  2
∫
μQ
|Lu|2 + V |u|2  C
R2
∫
μ′Q
|u|2. (4.3)
The improved Fefferman–Phong inequality (2.8) and the fact that the averages of V on μQ with
1 μ 2 are all uniformly comparable imply for some β > 0,
1
R2
∫
μQ
|u|2  C
(R2 −
∫
Q
V )β
∫
μQ
|Lu|2 + V |u|2.
The desired estimates follow readily by iterating these two inequalities. 
Lemma 4.7. For all 1 <μ 2 and k > 0, there is a constant C such that
(
R −
∫
Q
V
)2
−
∫
Q
|u|2  C
(1 +R2 −∫
Q
V )k
(
−
∫
μQ
V |u|2
)
.
Proof. Using Lemma 4.6 with k > 1 and 1 <μ′ <μ and subsequently Lemma 4.2, we have
(
R −
∫
Q
V
)2
−
∫
Q
|u|2  C
−
∫
Q
V −
∫
μ′Q |u|2
(1 +R2 −∫
Q
V )k−1

C −
∫
μ′Q V supμ′Q |u|2
(1 +R2 −∫
Q
V )k−1

C −
∫
μQ
(V |u|2)
(1 +R2 −∫
Q
V )k−1
. 
Lemma 4.8. For all 1 <μ 2, k > 0 and n < p < ∞, there is a constant C such that
(
R −
∫
Q
V
)2
−
∫
Q
|u|2  C
(1 +R2 −∫
Q
V )k
(
−
∫
μQ
|Lu|p
)2/p
.
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∫
μQ
|Lu|p = ∞, there is nothing to prove. Assume, therefore, that −∫
μQ
|Lu|p < ∞.
Let 1 < ν < μ and η be a smooth non-negative function, bounded by 1, equal to 1 on νQ with
support on μQ and whose gradient is bounded by C/R and Laplacian by C/R2.
Integrating the equation H(a,0)u+ V u = 0 against u¯η2.
Since
H(a,V )u =
n∑
j=1
LjLju+ V u,
∫
H(a,V )uu¯η2 =
n∑
j=1
∫
LjuLj
(
uη2
)+ ∫ V |u|2η2,
then ∫
|Lu|2η2 + V |u|2η2 = 2
∫
Lu · ∇ηu¯η,
hence ∫
V |u|2η2  C
R
( ∫
μQ
|Lu|2
)1/2(∫
|u|2η2
)1/2
,
X  C
(
R2 −
∫
Q
V
)1/2
|μQ|1/2Y 1/2Z1/2 (4.4)
where we set X = (R2 −∫
Q
V )
∫
V |u|2η2, Y = (−∫
μQ
|Lu|p)2/p and Z = −∫
Q
V
∫ |u|2η2. By Mor-
rey’s embedding theorem and diamagnetic inequality (2.3), u is Hölder continuous with exponent
α = 1 − n/p. Hence for all x, y ∈ μQ, we have
∣∣∣∣u(x)∣∣− ∣∣u(y)∣∣∣∣ C( |x − y|
R
)α
R
(
−
∫
μQ
∣∣∇|u|∣∣p)1/p  C( |x − y|
R
)α
RY 1/2.
We pick y ∈ Q such that |u(y)| = infQ |u|. Then
Z = −
∫
Q
V
∫
|u|2η2  2
(
−
∫
Q
V
)
inf
Q
|u|2
∫
η2 + 2
(
−
∫
Q
V
)∫ ∣∣∣∣u(x)∣∣− ∣∣u(y)∣∣∣∣2η2(x) dx
 2
(
−
∫
Q
(
V |u|2))∫ η2 +C( −∫
Q
V
)
R2Y
∫ ( |x − y|
R
)2α
η2(x) dx
 C
(
−
∫
Q
(
V |u|2))|Q| +C( −∫
Q
V
)
R2Y |μQ|
 C
∫
V |u|2η2 +C
(
−
∫
V
)
R2Y |μQ|,Q
1662 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672where, in the penultimate inequality, we used the support condition on η and 0 η  1, and in
the last, η = 1 on Q. Using the previous inequalities, we obtain
X  C|μQ|1/2Y 1/2
(
CX +C
(
R2 −
∫
Q
V
)2
|μQ|Y
)1/2
,
which, as 2ab 	−1a2 + 	b2 for all a, b 0 and 	 > 0, implies
X  C
(
1 +R2 −
∫
Q
V
)2
|μQ|Y.
Next, let 1 < ν′ < ν. Using η = 1 on νQ Lemmas 4.2 and 4.6
∫
V |u|2η2 
∫
νQ
V |u|2  C −
∫
ν′Q
V
∫
ν′Q
|u|2  C
(
−
∫
Q
V
)(
1 +R2 −
∫
Q
V
)k ∫
Q
|u|2,
hence
X  C
(
R −
∫
Q
V
)2(
1 +R2 −
∫
Q
V
)k ∫
Q
|u|2.
The upper and lower bounds for X yield the lemma. 
Lemma 4.9. Let q < n, there exists a constant C > 0 such that
(
−
∫
Q
|Lu|q
)1/q
 C
(
1
R
+R −
∫
Q
V
)(
−
∫
3Q
|u|2
)1/2
. (4.5)
Consider q  n, there is a constant C > 0 such that
sup
Q
|Lu| C
(
1
R
+R −
∫
Q
V
)(
−
∫
3Q
|u|2
)1/2
. (4.6)
Proof. Set φ ∈ C∞0 (2Q), with φ ≡ 1 in Q, |∇φ| C/R and |∇2φ| C/R2.
Since
H(a,0)(uφ) = 2
i
Lu∇φ − uφ − V uφ,
then
u(x)φ(x) =
∫
n
Γ0(x, y)
[
2
i
Lu(y)∇φ(y)− u(y)φ(y)− V (y)u(y)φ(y)
]
dy.R
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∣∣Lu(x0)∣∣ C
Rn
∫
2Q
∣∣Lu(y)∣∣dy + C
Rn+1
∫
2Q
∣∣u(y)∣∣dy +C ∫
2Q
V (y)|u(y)|
|x0 − y|n−1 dy.
Using Caccioppoli type inequality, it follows that
∣∣Lu(x0)∣∣ C
R
(
−
∫
2Q
∣∣u(y)∣∣2 dy)1/2 +C ∫
2Q
V (y)|u(y)|
|x0 − y|n−1 dy.
If q < n,
(
−
∫
Q
|Lu|q
)1/q
 C
R
sup
2Q
|u| +C
(
−
∫
2Q
{∫
2Q
V (y)|u(y)|
|x0 − y|n−1 dy
}q
dx
) 1
q
.
By Hardy–Littlewood–Sobolev inequality, we obtain
(
−
∫
Q
|Lu|q
)1/q
 C
R
sup
5
2 Q
|u| +CR
(
−
∫
2Q
|V u|q
)1/q
 C
R
sup
5
2 Q
|u| +CR
(
−
∫
Q
|V |q
)1/q
sup
2Q
|u|
 C
R
sup
5
2 Q
|u| +CR −
∫
Q
|V | sup
5
2 Q
|u|. (4.7)
Subharmonicity of |u|2 yields
(
−
∫
Q
|Lu|q
)1/q
 C
(
1
R
+R −
∫
Q
V
)(
−
∫
3Q
|u|2
)1/2
.
If q  n
sup
Q
|Lu| C
R
sup
2Q
|u| +C sup
2Q
∣∣u(y)∣∣ sup
x∈Q
( ∫
2Q
V (y)
|x − y|n−1 dy
)
 C
R
sup
2Q
|u| + C
Rn−1
sup
2Q
|u|
∫
2Q
V (y)dy.
Here we used Hölder inequality with V ∈ Lq(2Q) and the fact that V ∈ RHq . Hence, inequal-
ity (4.6) holds. 
1664 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672Lemma 4.10. Let 1 <μ 2 and k > 0, if n/2 q < n, then there is a constant C such that
(
−
∫
Q
|Lu|q∗
)1/q∗
 C
R(1 +R2 −∫
Q
V )k
(
sup
μQ
|u|
)
.
If q  n, then there is a constant C such that
sup
Q
|Lu| C
R(1 +R2 −∫
Q
V )k
(
sup
μQ
|u|
)
.
Proof. It suffices to combine Lemma 4.9 with Lemma 4.6. 
4.1.1. Proof of Proposition 4.4
Proof. We assume q > 2n
n+2 .
Let v be a weak solution of H(a,0)v = 0 in 2Q with v = u on ∂(2Q) and set w = u − v
on 2Q. Since w = 0 on ∂(2Q), we have
(
−
∫
2Q
|Lw|2
)1/2

(
−
∫
2Q
|Lu|2
)1/2
.
By estimates of Lemma 3.9, we have for all 2 p ∞ and in particular for p = q˜ ,
(
−
∫
Q
|Lv|p
)1/p
 C
(
−
∫
3
2 Q
|Lv|2 + −
∫
3
2 Q
∣∣m(·, |B|)v∣∣2)1/2.
The subharmonicity of |v|2 and |u|2 implies
−
∫
3
2 Q
|v|2  sup
2Q
|v|2 = sup
∂(2Q)
|v|2 = sup
∂(2Q)
|u|2  C −
∫
3Q
|u|2.
Hence
(
−
∫
3
2 Q
∣∣m(x, |B|)v(x)∣∣2 dx)1/2

{
1 +Rm(x0, |B|)}k0m(x0, |B|)
(
−
∫
3
2 Q
|v|2
)1/2
 Ck{1 +Rm(x0, |B|)}
k0m(x0, |B|)
{1 +Rm(x0, |B|)}k
(
−
∫
|u|2
)1/23Q
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{
1 +Rm(x0, |B|)}k0−k+(k0/k0+1) Ckm(x0, |B|){1 +Rm(x0, |B|)}k0/k0+1
(
−
∫
3Q
|u|2
)1/2
 C
(
−
∫
3Q
∣∣m(·, |B|)u∣∣2)1/2.
Where we used Lemmas 2.2 and 4.6 for an arbitrary k. It follows
(
−
∫
Q
|Lv|p
)1/p
 C
(
−
∫
3Q
|Lu|2 + −
∫
3Q
∣∣m(·, |B|)u∣∣2)1/2.
Let 1 <μ< 2 and η be a smooth non-negative function, bounded by 1, equal to 1 on Q with
support contained in μQ and whose gradient is bounded by C/R and Laplacian by C/R2. As
H(a,0)w = H(a,0)u = −V u on 2Q, we have
H(a,0)(wη) = 2
i
Lw∇η −wη − V uη.
Hence
L(wη)(x) =
∫
Rn
LxΓ0(x, y)
[
2
i
L(w)(y)∇η(y)−w(y)η(y)− (V uη)(y)
]
dy
= I + II + III,
with Γ0 the kernel of H(a,0)−1. We know by (3.25), |LxΓ0(x, y)| C|x − y|1−n.
Since q˜  q∗, then
(
−
∫
Q
|Lw|q˜
)1/q˜

(
−
∫
Q
|Lw|q∗
)1/q∗
.
Using support conditions on η, we obtain the following estimates for all x ∈ Q,
|I | C
(
−
∫
2Q
|Lw|2
)1/2
 C
(
−
∫
2Q
|Lu|2
)1/2
and
|II| C
R
−
∫
2Q
|w| C
(
−
∫
2Q
∣∣∇|w|∣∣2)1/2  C( −∫
2Q
|Lw|2
)1/2
 C
(
−
∫
2Q
|Lu|2
)1/2
.
Above we used the Poincaré and the diamagnetic inequality (2.3).3
3 We consider the function w˜ defined as
{
w˜ = w, on 2Q,
n Then L(w˜) = 12QL(w) as w vanishes on ∂2Q.w˜ = 0, on R \ 2Q.
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( ∫
Rn
IIIq
∗
)1/q∗
 C
( ∫
Rn
|V uη|q
)1/q
 C
( ∫
μQ
|V |q
)1/q
sup
μQ
|u|.
Since V ∈ RHq , then
(
−
∫
Q
IIIq
∗
)1/q∗
 CR −
∫
μQ
V sup
μQ
|u|. (4.8)
Now, if μ<μ′ < 2, subharmonicity of |u|2 and Lemma 4.2 yield
R −
∫
μQ
V sup
μQ
|u| CR −
∫
μ′Q
V
(
−
∫
μ′Q
|u|2
)1/2
,
which by Lemma 4.7 is bounded by C(−
∫
2Q(V |u|2))1/2. Gathering the estimates obtained for Lv
and Lw, the lemma is proved. 
4.1.2. Proof of Proposition 4.5
Proof. Assume q > n/2 (it includes q = n2 via the self-improvement of reverse Hölder classes).
The previous lemma shows that −
∫
μ′Q |Lu|q˜ < ∞ for all 1 <μ′  μ. As q˜ = 2q > n, Lemma 4.8
applies and using it for k = 0 instead of Lemma 4.7 in the argument of Proposition 4.4, we obtain,
(
−
∫
Q
|Lw|q∗
)1/q∗
 C
(
−
∫
μQ
|Lu|2q
)1/2q
.
Next, we know that
(
−
∫
Q
|Lv|q∗
)1/q∗
 C
(
−
∫
μQ
|Lu|2q + ∣∣m(·, |B|)u∣∣2q)1/2q .
Hence
(
−
∫
Q
|Lu|q∗
)1/q∗
 C
(
−
∫
μQ
|Lu|2q + ∣∣m(·, |B|)u∣∣2q)1/2q . 
4.2. Maximal inequalities
Proof of Theorem 1.8. The proof of this theorem is identical to that of Theorem 1.1 in [1]. First
we prove an L1 inequality, then we establish some reverse Hölder type estimates, then finally we
apply Theorem 3.10.
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Rn
V |u|
∫
Rn
|f |, (4.9)
and ∫
Rn
∣∣H(a,0)u∣∣ 2∫
Rn
|f |. (4.10)
Proof. V  0, by Kato–Simon inequality (2.4), we have∣∣H(a,V )−1f ∣∣H(0,V )−1|f |.
We know, by [1] that ∫
Rn
VH(0,V )−1|f |
∫
Rn
|f |.
Thus, inequality (4.9) holds, and inequality (4.10) follows by difference. 
Proof of the Lp maximal inequality: Assume V ∈ RHq with q > 1. VH(a,V )−1. We know
that this operator is bounded on L1(Rn), so we apply Theorem 3.10 through the reverse Hölder
inequality verified by any weak solution. Set Q a fixed cube and f ∈ L∞(Rn) a function with
compact support in Rn \4Q. Then u = H(a,V )−1f is well defined in V˙ and it is a weak solution
of H(a,0)u+ V u = 0 in 4Q.
Since |u|2 is subharmonic, by Lemma 4.2 with w = V , f = |u|2 and s = 1/2, we obtain
(
−
∫
Q
|V u|q
)1/q
 C −
∫
2Q
|V u|.
Thus (3.28) holds with T = VH(a,V )−1, p0 = 1, q0 = q , S = 0, α1 = 2 and α2 = 4. Hence
VH(a,V )−1 is bounded on Lp(Rn) for all 1 < p < q by Theorem 3.10. Due to the properties
of RHq weights, we can replace q by q + 	. Taking the difference, we obtain the same result for
H(a,0)H(a,V )−1. This completes the proof of Theorem 1.8. 
Remark 4.12. Theorem 1.11 is a consequence of Theorems 1.10 and 1.8:
LsLkH(a,V )
−1 = LsLkH(a,0)−1H(a,0)H(a,V )−1.
4.3. Proof of Theorem 1.4
Using Theorem 1.3 and the Corollary 1.9, we can establish a first result:
Theorem 4.13. Under the assumptions of Theorem 1.4, there exists an 	 > 0 such that
LH(a,V )−1/2 is Lp bounded for all 1 <p < 2q + 	, where 	 depends only on V .
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LH(a,V )−1/2 = LH(a,0)−1/2H(a,0)1/2H(a,V )−1/2. 
Remark 4.14. Using the same argument, we obtain that m(·, |B|)H(a,V )−1/2 is Lp bounded
for 1 p < 2q + 	.
Now, we have to control the term m(·, |B|)u appearing in the previous estimates. It suffices to
study the Lp boundedness of operator m(·, |B|)H(a,V )−1/2. The result of Remark 4.14 is not
enough, we will improve it through the following theorem:
Theorem 4.15. Let a ∈ L2loc(Rn)n, V ∈ RHq , 1 < q  +∞ and we assume (1.9). Then, for all
1 p ∞, there is a constant Cp , such that
∥∥m(·, |B|)2H(a,V )−1(f )∥∥
p
 C‖f ‖p (4.11)
for all f ∈ C∞0 (Rn).
By complex interpolation, we obtain
Corollary 4.16. Suppose a ∈ L2loc(Rn)n and V ∈ RHq , 1 < q  +∞. We also assume (1.9).
Then, for all 1 p < ∞, there is a constant Cp , such that
∥∥m(·, |B|)H(a,V )−1/2(f )∥∥
p
 C‖f ‖p, (4.12)
for all f ∈ C∞0 (Rn).
We will apply Theorem 3.10 to prove Theorem 4.15 for p > 2 and we will need the following
lemma:
Lemma 4.17. Under assumptions of Theorem 4.15, let u be a weak solution of H(a,V )u = 0
in 4Q centered at x0 ∈ Rn and of sidelength 4R. Then, for any integer k > 0, there exists a
constant Ck such that
∣∣u(x0)∣∣ Ck{1 + Rm(x0, |B|)}k
(
−
∫
3Q
|u|2
)1/2
. (4.13)
Proof. We will use the results obtained in the absence of electric potential V . For f ∈ C∞0 (Rn),
∥∥m(·, |B|)f ∥∥2  C∥∥H(a,0)1/2f ∥∥2  C‖Lf ‖2. (4.14)
Consider φ a smooth non-negative function, bounded by 1, equal to 1 on Q with support in 32Q
and whose gradient is bounded by C/R.
B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672 1669We apply inequality (4.14) to uφ and we obtain
∫
Rn
∣∣m(·, |B|)uφ∣∣2  C ∫
Rn
∣∣L(uφ)∣∣2.
This gives
∫
Q
∣∣m(·, |B|)u∣∣2  C ∫
3
2 Q
|φLu|2 +
∫
3
2 Q
|u∇φ|2,
∫
Q
∣∣m(·, |B|)u∣∣2  C ∫
3
2 Q
|Lu|2 + C
R2
∫
3
2 Q
|u|2  C
R2
∫
2Q
|u|2,
where we used Caccioppoli type inequality. Now, Lemma 2.2 yields
∫
Q
|u|2  C{1 + Rm(x0, |B|)}
2k0/(k0+1)
{Rm(x0, |B|)}2
∫
3Q
|u|2  C{1 + Rm(x0, |B|)}2/(k0+1)
∫
3Q
|u|2,
then
∣∣u(x0)∣∣ C
(
−
∫
Q
|u|2
)1/2
 Ck{1 + Rm(x0, |B|)}k/(k0+1)
(
−
∫
3Q
|u|2
)1/2
. 
Proposition 4.18. Under assumptions of Theorem 4.15, let u be a weak solution of H(a,V )u = 0
in 4Q, for all s > 2, there exists a constant C > 0 such that
(
−
∫
Q
∣∣m(·, |B|)2u∣∣s)1/s  C( −∫
3Q
∣∣m(·, |B|)2u∣∣2)1/2. (4.15)
The proof is similar to that of Proposition 3.5.
Proof of Theorem 4.15. We have
m
(·, |B|)2H(a,V )−1 = m(·, |B|)2H(a,0)−1H(a,0)H(a,V )−1.
It follows by Theorem 1.8 that H(a,0)H(a,V )−1 is Lp bounded for 1 p < q + 	. We know
also that m(·, |B|)2H(a,0)−1 is Lp bounded for 1 < p < ∞. Hence m(·, |B|)2H(a,V )−1 is
bounded on Lp(Rn) for all 1 < p < q + 	. In particular it is L2 bounded. Then we apply Theo-
rem 3.10 to study the behaviour of this operator on Lp(Rn). Fix a cube Q and let f ∈ C∞0 (Rn,C)
compact support contained in Rn \ 4Q. Then u = H(a,V )−1f is well defined on Rn. Due to the
1670 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–1672support conditions on f , u is a weak solution of H(a,V )u = 0 on 4Q. It follows by Proposi-
tion 4.18 that, for all s > 2, there is a constant C, independent of Q and F, such that
(
−
∫
Q
∣∣m(·, |B|)2H(a,V )−1f ∣∣s)1/s  C( −∫
3Q
∣∣m(·, |B|)2H(a,V )−1f ∣∣2)1/2. (4.16)
Then (3.28) holds with T = m(·, |B|)2H(a,V )−1, q0 = s, p0 = 2 and T is Lp bounded by
Theorem 3.10. 
Remark 4.19. Note that we can prove Corollary 4.16 by a proof analogous to that of Theo-
rem 4.15. In fact, under hypotheses of Corollary 4.16, if u is a weak solution of H(a,V )u = 0
in the cube 4Q centered at x0 ∈ Rn of sidelength 4R. Then, for all s > 2, there exists a constant
C > 0 such that
(
−
∫
Q
∣∣m(·, |B|)u∣∣s)1/s  C( −∫
3Q
∣∣m(·, |B|)2u∣∣2)1/2. (4.17)
Proof of Theorem 1.4. We know that for p  2 and without conditions on V operators
LH(a,V )−1/2 and V 1/2H(a,V )−1/2 are Lp bounded. We would therefore limit ourselves to
cases where p > 2.
The following lemma allows the reduction of the problem.
Lemma 4.20. Under the assumptions of Theorem 1.4, LH(a,V )−1/2 is Lp bounded if and only
if LH(a,V )−1L and LH(a,V )−1V 1/2 are Lp bounded.
The proof of this lemma is similar to that of Lemma 3.13.
We also use the following results:
Proposition 4.21. Assume V ∈ RHq with 1 < q ∞, then there is an 	 > 0 such that for all p
with 2 < p < 2(q + 	), there exists a constant Cp depending on V , such that f ∈ C∞0 (Rn,C)
and F ∈ C∞0 (Rn,Cn),
∥∥V 1/2H(a,V )−1V 1/2f ∥∥
p
 Cp‖f ‖p,
∥∥V 1/2H(a,V )−1LF∥∥
p
 Cp‖F‖p.
Proof. Fix a cube Q in Rn and let f ∈ C∞0 (Rn) supported away from 4Q. Then u =
H(a,V )−1V 1/2f is well defined on Rn with ‖V 1/2u‖2 + ‖Lu‖2  ‖f ‖2, by construction of
H(a,V ) and
∫
Rn
V uϕ + ∇u · ∇ϕ =
∫
Rn
V 1/2f ϕ
for all ϕ ∈ L2 with ‖V 1/2ϕ‖2 + ‖∇ϕ‖2 < ∞. In particular, the support condition on f implies
that u is a weak solution of H(a,V )u = 0 in 4Q, hence |u|2 is subharmonic on 4Q. Consider r
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s = 1/2, we have
(
−
∫
Q
(
V 1/2|u|)2r)1/2r  C −∫
μQ
(
V 1/2|u|).
Hence (3.28) holds with T = V 1/2H(a,V )−1V 1/2, q0 = 2r , p0 = 2 and S = 0. By Theo-
rem 3.10, V 1/2H−1V 1/2 is then Lp bounded for 2 <p < 2r .
We use the same argument to obtain that V 1/2H(a,V )−1L∗ is Lp bounded for 2 <
p < 2r . 
To prove Theorem 1.4, it suffices to prove the following result:
Proposition 4.22. Assume V ∈ RHq with q > 1. If 2 < p < q∗ + 	 for an 	 > 0 which depends
on the RHq constant of V , then for all f ∈ C∞0 (Rn,C) and F ∈ C∞0 (Rn,Cn),∥∥LH(a,V )−1V 1/2f ∥∥
p
 Cp‖f ‖p,
∥∥LH(a,V )−1LF∥∥
p
 Cp‖F‖p.
Proof. Assume q < n/2. Fix a cube Q and let F ∈ C∞0 (Rn,Cn) supported away from 4Q. Set
H = H(a,V ), u = H−1LF is well defined on Rn. As before, the support condition on F, implies
that u is a weak solution of Hu = 0 on 4Q. Proposition 4.4 implies for all p  q
(
−
∫
Q
∣∣LH−1LF∣∣p dx)1/p
 C
(
−
∫
3Q
∣∣LH−1LF∣∣2 + ∣∣m(·, |B|)H−1LF∣∣2 + ∣∣V 1/2H−1LF∣∣2)1/2. (4.18)
Then (3.28) holds with
T = LH−1L, q0 = q, p0 = 2 and
SF = (M(m(·, |B|)H−1LF + V 1/2H−1LF)2) 12 ,
where M is the maximal Hardy–Littlewood operator. Since S is Lp bounded for all 1 < p < 2q
and q  2q , then T is bounded on Lp(Rn,Cn), p < q. By the self-improvement of reverse
Hölder estimates we can replace q by a slightly larger value and, therefore, Lp boundedness for
p < q∗ + 	 holds.4
Assume next that n/2 q < n, then q  2q . We follow the same argument used for p < n/2,
and we obtain first that LH−1L is Lp bounded for q  2q .
We can improve this result by Proposition 4.5: in fact, inequality (3.28) holds with T =
LH−1L, q0 = q, p0 = 2q and S = M(|m(·, |B|)H−1L|2) 12 . Since S is Lp bounded for all
4 Thanks to Theorem 4.13, we can improve the range of p: 1 <p < 2q + 	.
1672 B. Ben Ali / Journal of Functional Analysis 259 (2010) 1631–16721 < p < ∞ then T is bounded on Lp(Rn,Cn), p < q. Again, by self-improvement of the RHq
condition, it holds for p < q + 	.
Finally, if q  n, then LH−1V 1/2 is Lp bounded for 2 <p < ∞. And this ends the proof. 
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