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Abstract
Extremum seeking control (ESC) is a classical adaptive control method for steady-state optimization, purely based on output
feedback and without the need for a plant model. It is well known that the extremum seeking control loop, under certain
mild conditions on the controller, has a stable stationary periodic solution in the vicinity of an extremum point of the steady-
state input-output map of the plant. However, this is a local result only and this paper investigates whether this solution is
necessarily unique given that the underlying optimization problem is convex. We first derive a necessary condition that any
stationary solution of the ESC loop must satisfy. For plants in which the extremum point is due to a purely static nonlinearity,
such as in Hammerstein or Wiener plants, the condition involves the steady-state gradient. However, for more general plants
the necessary condition involves the phase lag of the locally linearized plant, indicating the possible existence of solutions
without any relationship to optimality. Combining the derived necessary condition with the existence of a local solution close
to the optimum, we employ the implicit function theorem and bifurcation theory to trace out branches of stationary solutions
for varying loop parameters. The focus is on solutions corresponding to limit cycles of the same period as the forcing. We
derive conditions on when these branches bifurcate, resulting in multiple stationary solutions. The results show that cyclic fold
bifurcations may exist, resulting in the existence of multiple stationary period one solutions, of which only one is related to the
optimality conditions. We illustrate the results through an example in which the conversion in a chemical reactor is optimized
using ESC. We show that at least five stationary solutions may exist simultaneously for realistic control parameters, and that
several of these solutions are stable. One consequence of the non-uniqueness is that one in general needs to start close to the
optimum to ensure convergence to the near-optimal solution.
Key words: extremum seeking control; solution multiplicity; zero dynamics; bifurcations
1 Introduction
Extremum seeking control is an adaptive control method
used to locate and track steady-state optima without
requiring access to a process model other than an esti-
mate of the steady-state gradient. The optimization is
performed in real time and is strictly based on feedback
from output measurements which makes the method ap-
plicable also in cases where a sufficiently accurate math-
ematical model of the process cannot be obtained. The
classical perturbation based ESC method considered in
this paper dates back to the early 1900’s [8] and was first
developed for optimization of static plants, but later ap-
plied also to dynamic plants. Most early results for dy-
namic plants were confined to the case of Hammerstein-
Wiener like plants where linear dynamics are connected
in series with a static nonlinearity, and this class of plants
Email addresses: olletr@kth.se (Olle Trollberg),
jacobsen@kth.se (Elling W. Jacobsen).
are still frequently considered in the literature, e.g., [9,6],
even though it excludes many processes of interest for
ESC, e.g., most chemical processes. However, in a sem-
inal paper by Krstic´ and Wang [7] it was shown, using
a combination of time-scale arguments and local analy-
sis about the optimum, that the classical ESC method
will possess a stable stationary solution in a neighbor-
hood of the optimum also for a much wider class of dy-
namic plants, hence potentially widening the applicabil-
ity of the method. However, existence and stability of
a stationary solution is not sufficient to guarantee con-
vergence to this solution; also uniqueness and domain
of attraction need to be considered. This is exempli-
fied in the application paper [16], where the method is
shown to possess multiple stationary solutions when ap-
plied for the optimization of a biochemical process used
for wastewater treatment. The observed multiplicity im-
plies that global convergence to the near-optimal solu-
tion cannot be guaranteed for the class of systems con-
sidered in [7]. Note though that Tan, Nesˇic´, and Mareels
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[15] have shown semi-global practical asymptotic stabil-
ity of the near-optimal solution when the tuning param-
eters, and thereby the convergence rate, is made to ap-
proach zero. However, the observations in [16] demon-
strate that results based on asymptotic time-scale sepa-
ration arguments and local analysis about the optimum,
such as [7,15], require assumptions which can be too lim-
iting for practical applications.
In this paper we consider the stationary solutions to
the classical ESC-loop without respect to the optimality
conditions and largely without resorting to asymptotic
time-scale separation methods. Instead, we rely on ele-
ments of bifurcation theory to study how the stationary
solutions depend on system properties and on the tuning
parameters of the ESC-loop. In Section 2, we start out
by deriving necessary conditions for the stationary solu-
tions of the loop, and show that the local phase-lag of the
controlled system is critical for the existence of such so-
lutions. In Section 3 we note that this result, when com-
bined with the existence result of Krstic´ and Wang [7],
suggests that the optimality conditions are connected to
the phase-lag of the plant. We show that the zero dy-
namics of the plant bifurcate at extremum points of the
steady-state input-output map, and that this causes the
local phase-lag to vary such that the phase-lag condition
for stationarity is satisfied locally about the optimum.
This hence explains the existence of a near-optimal sta-
tionary solution without resorting to time-scale separa-
tion techniques. In Section 4, we apply bifurcation the-
ory to study the uniqueness (or lack thereof) of the near-
optimal stationary solution, i.e., how solution multiplic-
ity appears in the loop and how it is related to the tun-
ing parameters and properties of the controlled plant.
In section 5, we consider the stability of the stationary
solutions, mainly to demonstrate that essentially any of
the stationary solutions considered may be made stable
by selection of the integral gain in the loop. Finally, the
results are illustrated by means of an example in Section
6.
2 Necessary conditions for stationarity
In this section we derive necessary conditions for exis-
tence of periodic stationary solutions to the ESC loop.
2.1 The perturbation-based ESC method
Figure 1 illustrates the classical ESC loop and defines
the various signals used in the scheme. The basic oper-
ation may tentatively be described as follows: A sinu-
soidal perturbation is added to the nominal input uˆ in
order to excite the system to reveal gradient informa-
tion. For static systems, the amplitude of the response to
the perturbation in the output y becomes proportional
to the local gradient. The amplitude is then extracted
by means of high-pass filtering through FH(s) and de-
modulation by multiplication with a signal of the same
frequency as the perturbation. The demodulation intro-
duces high-frequency byproducts which are attenuated
by a low-pass filter FL(s). The output ξ of the low-pass
filter is then approximately proportional to the local gra-
dient, and by closing the loop with an integrator with the
correct sign, the loop is driven towards a point of zero
gradient, i.e., the optimum. For dynamic systems, this
tentative argument breaks down, but Krstic´ and Wang
[7] have nevertheless rigorously shown that a stable near-
optimal periodic stationary solution exists under certain
conditions also for dynamic plants.
Σ
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Fig. 1. The classic perturbation based ESC loop
In this paper we follow Krstic´ and Wang [7] and consider
plants of the form
x˙ =f(x, u), x ∈ Rn, u ∈ R
y =h(x), y ∈ R (1)
where we assume that (1) is open-loop stable and that
the steady-states are parametrized by the input through
a function l : R→ Rn such that
f(x, u) = 0 if and only if x = l(u). (2)
For lack of better terminology, this class of plants is re-
ferred to as plants with ‘general’ dynamics. The objec-
tive of the ESC loop is to maximize 1 the composite
function
J(u) = h ◦ l(u) (3)
which corresponds to the steady-state input-output
map, sometimes referred to as the equilibrium map, of
the plant. All functions f , h, l, and J are assumed to be
sufficiently smooth for all necessary derivatives to exist.
If first order filters are used, FH(s) = s/(s + ωh) and
FL(s) = ωl/(s+ωl), then the complete dynamics of the
closed loop may be expressed as
x˙ = f(x, uˆ+ a sin(ωt))
y = h(x)
η˙ = ωh(y − η)
ξ˙ = ωl((y − η) sin(ωt)− ξ)
˙ˆu = kξ,
(4)
1 We consider maximization in this paper, but the results
trivially also hold for minimization.
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but the results derived in this paper does not depend
critically on the particular choice of filters.
2.2 Stationary solutions of the ESC loop
Since the closed loop includes a periodic forcing, see Fig-
ure 1 and (4), it is unlikely that any steady-state solu-
tion exists. In this paper, we will thus consider periodic
stationary solutions with the same fundamental period
as the forcing, i.e., T = 2pi/ω. Other types of station-
ary solutions, such as double period and chaotic solu-
tions, may in principle also occur, but then an underly-
ing period-one solution typically still exists, although it
may be unstable.
If we let z = [x uˆ ξ η]T be an extended state vector with
both the system and controller states, we may represent
the closed loop system (4) as
z˙ = F (z, t). (5)
Assume now that the system is operated at a periodic
stationary solution with period T = 2pi/ω. Due to the
periodicity and the imposed smoothness, it must hold
that ∫ t+T
t
F (z(τ), τ)dτ = 0. (6)
We may also expand the states zi and their derivatives
z˙i by Fourier series. Let the Fourier series of uˆ(t) be
uˆ(t) =
∞∑
k=−∞
cuˆke
ikωt. (7)
where c·k are complex coefficients. The input to the plant,
u(t), may then be expressed as
u(t) =
∞∑
k=−∞
cuˆke
ikωt +
a
2i
(eiωt − e−iωt) (8)
where the additional terms are introduced by the exter-
nal perturbation. Assume now that the amplitude of the
input is small such that the plant may be locally approx-
imated as linear, and let u¯ = cuˆ0 be the average value of
the input over one period. Then u = u¯, x = l(u¯) may
be considered the operating point associated with the
stationary solution. Let
Gu¯(s) =
∂h
∂x
(
sI − ∂f
∂x
)−1
∂f
∂u
(9)
be the transfer function of the locally linearized plant,
i.e., the Jacobians are evaluated at u = u¯, x = l(u¯).
The plant-response to low-amplitude inputs may then
be described as
y(t) =
∞∑
k=−∞
cyke
ikωt (10)
=
∞∑
k=−∞
Gu¯(ikω)c
uˆ
ke
ikωt +
a(Gu¯(iω)e
iωt −Gu¯(−iω)e−iωt)
2i
.
(11)
For the high-pass filter we have
η˙(t) = ωh(y(t)− η(t)) = ωh
∞∑
k=−∞
cη˙ke
ikωt (12)
where
cη˙k = FH(ikω)c
y
k. (13)
Furthermore, since (6) must hold for each component in
z, we have ∫ t+T
t
˙ˆudτ = k
∫ t+T
t
ξdτ = 0 (14)
and∫ t+T
t
ξ˙dτ = ωl
∫ t+T
t
((y − η) sin(ωτ)− ξ)dτ = 0 (15)
for any stationary solution with period T .
By substituting (14) and (12) into (15), and using Euler’s
identity on the sine term, we obtain
∞∑
k=−∞
∫ t+T
t
cη˙k(e
i(k+1)ωt − ei(k−1)ωt)
2i
dτ = 0. (16)
Most terms integrate to zero, leaving only∫ t+T
t
cη˙−1 − cη˙1
2i
dτ = 0 (17)
which implies
cη˙−1 = c
η˙
1 . (18)
Since η˙ is real, we have symmetry in the Fourier series
coefficients such that cη˙−1 is the complex conjugate of c
η˙
1 .
We thus conclude that we must have
Im{cη˙1} = 0 (19)
at any low-amplitude stationary solution of period T .
By substituting (13) into this condition, we see that we
must have
Im
{
FH(iω)Gu¯(iω)
(
cuˆ1 +
a
2i
)}
= 0 (20)
for any periodic stationary solution with period T =
2pi/ω and low amplitude.
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2.3 Interpretation as a phase condition
It is useful to consider (20) as a condition on the local
properties of the controlled system. For this purpose,
assume that the break-off frequency of the low-pass filter
is much smaller than ω, i.e., ωl  ω such that cuˆ1 
a. Note that we normally expect cuˆ1  a to hold even
without this assumption for conservatively tuned ESC
loops since harmonics in the loop are damped both by the
low-pass filter and the integral controller. Nevertheless,
using this assumption we may neglect the O(c1) term
and simplify the stationarity condition to
Im
{
FH(iω)Gu¯(iω)
a
2i
}
= 0 (21)
which implies that
Re {FH(iω)Gu¯(iω)} = 0. (22)
This condition is trivially satisfied when Gu¯(iω) = 0. In
cases where Gu¯(iω) 6= 0, condition (22) may instead be
interpreted as a condition on the local phase-lag of the
controlled plant, i.e.,
6 Gu¯(iω) =
pi
2
− 6 FH(iω) + npi, n ∈ Z (23)
where Z is the set of integers and 6 FH(iω) is a constant
determined by the tuning parameters used.
3 Connecting optimality and stationarity
Above, it was shown that the periodic stationary so-
lutions of the loop can be characterized by condition
(22). For systems where the steady-state optimum cor-
responds to an extremum in a static nonlinearity in se-
ries with dynamic elements, such as in the case of Ham-
merstein or Wiener systems, the plant will be locally in-
variant at the optimum, i.e., Gu¯(iω) ≡ 0, and condition
(22) will hence be trivially satisfied there. However, in
the general case, plants will have a dynamic response
also at the steady-state optimum and hence Gu¯(iω) 6≡ 0
at any steady-state operating point. Nevertheless, given
that Krstic` and Wang [7] have proven existence of a near-
optimal stationary solution in the general case, condi-
tion (22) must hold at some point in a neighborhood
of the optimum, although it may not be immediately
clear why this should be the case. Since the condition
is dynamic in nature, previous results on existence, e.g.,
[7,15], provide limited insight as they rely on the use
of asymptotic arguments to essentially reduce the con-
trolled plant to a static map such that all information
on the local dynamic properties is lost. In the following,
we will approach the problem in a fully dynamic setting.
Bifurcation theory provides a link between the stabil-
ity of a dynamical system and the branching behavior
of its stationary solutions; solution branches meet where
eigenvalues of the linearized dynamics cross the stability
boundary [3]. For the case of static bifurcations, it im-
plies that certain dynamic properties can be predicted
from steady-state information about the system only,
e.g., a singularity in the steady-state input-output map
implies that an eigenvalue crosses the imaginary axis at
that point and at least one of the steady-state branches
emerging from the singularity will be unstable. Similar-
ily, it is natural to consider the stability of the inverse
dynamics (zero-dynamics) with respect to the proper-
ties of the steady-state input-output map. Clearly, an
extremum point in the steady-state input-output map
corresponds to a singularity in the inverse map, i.e., the
steady-state output-input map. This indicates that ex-
tremum points in the static map are connected to bi-
furcations in the plant zero-dynamics. Bifurcations in
the zero-dynamics in turn implies that a zero crosses
the stability boundary with large local variations in the
phase-lag as a consequence. This ensures that the phase
condition (23) is satisfied locally about extrema in the
steady-state input-output map. Below, we formalize this
argument.
3.1 Bifurcations of the zero dynamics
Here we consider single-input single-output nonlinear
dynamic systems described by a set of ordinary differ-
ential and algebraic equations on input-affine form
x˙ =f(x) + g(x)u, x ∈ Rn, u ∈ R
y =h(x), y ∈ R (24)
Note that this only covers a subset of the systems de-
scribed in Section 2.1, but that the main results derived
below apply also to systems that can not be written on
input-affine form. However, in such cases, it may be chal-
lenging to find explicit expressions for the zero-dynamics
whereby the derivations become more involved and are
therefore not included here.
The zero dynamics of a system correspond to the state
dynamics when the output y is forced to be zero or, more
generally, constant [11]. To determine the zero dynamics
of the system (24), we introduce a state transformation 2
2 This is always possible for systems on the form (24) under
mild assumptions [11], and this is the main reason for con-
sidering input-affine systems. However, note that the zero
dynamics usually are well defined also in cases where it is
difficult or not possible to transform the problem into nor-
mal form such that the zero dynamics become explicit.
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z = φ(x) to obtain the normal form
z˙i = zi+1, i = 1, . . . , r − 1
z˙r = b(χ, ψ) + a(χ, ψ)u
ψ˙ = q(χ, ψ)
y = z1
(25)
where χ = [z1 z2 . . . zr], ψ = [zr+1 . . . zn], and r is the
relative degree of the system. The zero dynamics are then
given by the dynamics of the n− r dimensional state ψ
when the r-dimensional state χ is forced to be zero by
means of the control input u, i.e.,
ψ˙ = q(0, ψ). (26)
3.2 Static bifurcations of the zero dynamics
We are here concerned with consequences of static bi-
furcations of the zero dynamics (26) as we move the op-
erating point along the equilibrium manifold of (24). A
bifurcation of the zero dynamics occurs when eigenval-
ues of q(0, ψ), linearized about a point on the equilib-
rium map, cross the imaginary axis. As shown in [4], the
linear approximation of the zero dynamics at an equi-
librium point equals the zero dynamics of the linearized
system at the same equilibrium. That is, eigenvalues of
the linearized zero dynamics coincide with the zeros of
the linearized dynamics of the open-loop system (24).
Bifurcations can hence be determined from considera-
tion of the transmission zeros of
x˙ = Ax(t) +Bu(t)
y(t) = Cx(t)
(27)
where (A,B,C) is the linear approximation of (24)
around a given steady state.
The transmission zeros of the linearized system (27) can
be determined from the rank of the Rosenbrock system-
matrix
M =
(
zI −A −B
C 0
)
. (28)
The transmission zeros are the values of z such that the
rank ofM is less than the normal rank [10]. Using Schur’s
determinant formula we get
det(M) = det(zI −A) detC(zI −A)−1B = 0 (29)
and we can hence conclude that z is a zero if detC(zI −
A)−1B = 0 and z is not an eigenvalue of A. The latter
condition rules out pole-zero cancellations. At a bifur-
cation point of the zero dynamics, at least one zero will
have real part <{z} = 0.
A static bifurcation of the zero-dynamics, i.e., generally
a fold bifurcation, implies that z = 0. From (29), this
condition translates into CA−1B = 0 which as expected
corresponds to a zero steady-state gain G(0) = 0 from
input to output. However, to be a bifurcation point, a
transversality condition also needs to be satisfied, i.e.,
the zero must cross the imaginary axis as the equilibrium
point is varied. For this purpose, consider the MacLaurin
series of G(s) = C(sI −A)−1B
G(s) = Σ∞i=0cis
i (30)
where ci = CA
−1−iB. For small non-zero s, we can ne-
glect higher order terms which implies that the zero close
to s = 0 is given by
z = −c0
c1
= −CA
−1B
CA−2B
. (31)
If we assume that the zero at z = 0 has multiplicity one,
i.e., only a single zero moves through the origin, then
CA−2B must be non-zero, and we find that CA−1B =
G(0) changes sign as the zero changes sign. Thus, a static
bifurcation of the zero dynamics, corresponding to a real
zero crossing the imaginary axis, implies that the local
steady-state gain changes sign. This then corresponds
to an extremum point in the steady-state input-output
map.
Our primary concern here is whether the converse of
the above result is true, i.e., whether an extremum
point in the equilibrium map implies a static bifurcation
of the zero dynamics. At an extremum point we have
CA−1B = 0 and we note from the MacLaurin series
above that z = 0 is then a transmission zero of G(s)
unless also CA−iB, ∀i > 1 are also all identically zero.
The latter case corresponds to having G(s) ≡ 0 at the
extremum point, and this is indeed possible if the zero
gain is due to a static nonlinearity, as in Wiener and
Hammerstein models. However, when the nonlinearity
causing the extremum point is not static but inherent
in the state dynamics, then the system will display a
transient response also when operated at the extremum
point, i.e., G(s) 6≡ 0. Then G(0) = 0 implies that a zero
exist at z = 0 and the change in the sign of G(0) at the
extremum point implies that the transversality condi-
tion will be satisfied. Hence, an extremum point in the
equilibrium map will correspond to a static bifurcation
of the zero dynamics for systems satisfying G(s) 6≡ 0 at
the extremum point.
We remark that the above results do not imply that
at least one solution has unstable zero dynamics in the
case of input multiplicity, as is sometimes claimed e.g.,
[13]. The main reason for this is that transmission zeros
may move between the complex LHP and RHP either
through the imaginary axis or through infinity, and the
latter case does not correspond to a bifurcation and has
no effect on the sign of the steady-state gain. Thus, all
we can conclude is that a static bifurcation of the zero
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dynamics implies an extremum point in the equilibrium
map.
3.3 Satisfaction of phase condition due to crossing zero
From the above we conclude that a real transmission zero
is crossing the imaginary axis at an extremum point in
the steady-state input-output map (unless the steady-
state optimum is due to a purely static relationship).
We here consider the implications of this crossing for the
process dynamics and how this relates to the stationarity
condition (23).
Re
Im
∆ϕ1
∆ϕ2
2 + iω2
2 + iω1
−1 + iω2
−1 + iω1
−1 2
iω2
iω1
Fig. 2. Change in phase contribution of varying real transmis-
sion zero z in a linear system on the formG(s) = (s+z)G0(s).
∆ϕi denotes the change in the phase-lag of the system for
the fixed frequencies ωi as z varies over the interval (−1, 2),
1, 2 > 0.
The fact that the transfer-functionG(s) at an extremum
point contains a zero at the origin implies partly that
the steady-state gain is zero at such points, and partly
that the phase-lag is ±pi/2 rad at ω = 0. That the zero
crosses the imaginary axis as the operating point, i.e., the
point of linearization, moves past the extremum point,
implies that the steady-state gain remains small close
to the extremum point while the phase-lag at ω = 0
change by pi rad, centered about the phase-lag±pi/2 rad.
For low nonzero frequencies ω, the phase-characteristics
of G(s) near an extremum point remains, see Figure 2.
At an extremum point, the phase-lag contributed by the
zero to the local frequency response function G(iω) will
be ±pi/2 rad. As the operating point is varied locally
past the optimum, the zero will vary over some inter-
val z ∈ [−1, 2] with 1, 2 > 0. The phase contribution
to G(iω) from the zero hence varies with ∆ϕ, approxi-
mately centered about ±pi/2 rad, see Figure 2. For suffi-
ciently low frequencies we have ∆ϕ ≈ pi rad. This phase-
variation guarantees satisfaction of the phase condition
(23) locally about an extremum point, at least for suffi-
ciently low frequencies.
To see how the variations in the phase-lag and the cross-
ing zero relates to the satisfaction of (23), we first make
the assumption that the high-pass filter FH(iω) is de-
fined with a break-off frequency ωh = αω with α < 1
such that the phase lag due to this filter is independent
of ω. Note that we require ωh < ω for the filter to operate
as intended, so this assumption is quite natural. Next,
we write the plant as Gu¯(s) = (s+ zu¯)G
0
u¯(s) where zu¯ is
the zero crossing the imaginary axis, and G0u¯(s) collects
the remaining poles and zeros of G(s). We let the input
u¯ represent the operating point (x, u¯) = (l(u¯), u¯) about
which we linearize and use subscript u¯ to indicate the
dependence on the operating point. If we for simplicity
neglect the multiple of pi and only consider the positive
case 3 , then the phase condition (23) may be expressed
as
6 (iω + zu¯) + 6 G0u¯(iω) + 6 FH(iω) =
pi
2
(32)
or equivalently as
tan−1
ω
zu¯
=
pi
2
− 6 G0u¯(iω)− 6 FH(iω). (33)
If we solve for zu¯ we get
zu¯ =
ω
tan
(
pi
2 − 6 G0u¯(iω)− 6 FH(iω)
) . (34)
Essentially, we have above translated the phase condi-
tion (23) into a condition on the crossing zero. Since
the zero will move continuously through some interval
containing the origin as the operating point is varied in
a neighborhood of an extremum point, this condition
will be satisfied near such points given that the right
hand side of (34) stays sufficiently close to zero. For low
enough frequencies ω, this will be the case as we show
below.
Since G0u¯(iω) will not contain any poles or zeros at the
origin, we either have 6 G0u¯(iω) → 0 or 6 G0u¯(iω) → pi
as ω → 0. Together with the assumption on FH(s), this
implies that the denominator in (34) will approach a
nonzero constant when ω → 0. It hence follows that
the right hand side of (34) approach zero as ω → 0.
This implies that condition (34) will be satisfied for suf-
ficiently low frequencies. To conclude, we should expect
a stationary solution to exist near an extremum in the
steady-state input-output map.
We next make use of (34) to consider the deviation of
a stationary solution from the extremum point. Since
zu¯ will vary continuously with the operating point, we
can locally about an extremum point u¯∗ use the linear
approximation
zu¯ ≈ zu¯∗︸︷︷︸
=0
+(u¯− u¯∗)dzu¯
du¯
(35)
from which we may conclude that the deviation from the
3 Neglecting these factors only affects the sign in the follow-
ing expressions, and we leave it to the reader to fill in the
remaining cases.
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optimum may be approximated by
u¯− u¯∗ ≈ ω
tan
(
pi
2 − 6 G0u¯(iω)− 6 FH(iω)
)
dzu¯
du¯
. (36)
It is interesting to note that the above results are based
purely on the phase-lag properties of the plant and fil-
ters, and that a steady-state optimum hence in principle
may be located using phase-information only. This opens
up for a novel field of ESC-algorithms based on phase-
estimation and control. However, we do not pursue this
topic further here other than noting that phase-locked
loops [2] may be of central interest in such an approach.
4 Solution multiplicity in ESC
In the previous two sections we established a necessary
condition for stationarity and showed that this condi-
tion will be satisfied in a neighborhood of an extremum
point in the ESC objective function. However, the condi-
tion may also be satisfied at operating points unrelated
to the steady-state optimum, hence suggesting that the
ESC-loop may suffer from existence of multiple station-
ary solutions of which some may be unrelated to the op-
timality conditions. In fact, such multiplicity has previ-
ously been reported in the literature [16]. In this section,
we employ bifurcation theory to consider how such solu-
tion multiplicity may appear in the ESC loop and how
it is related to properties of the controlled system.
Krstic´ and Wang [7] have established that the tuning
parameters of the ESC-loop may be chosen such that
a stable stationary periodic solution exists in a neigh-
borhood of the steady-state optimum. Whenever a solu-
tion exists, the implicit function theorem implies that a
branch of qualitatively similar solutions also exists when
the loop parameters are varied (at least locally). This
branch may generally be continued until a possible bifur-
cation point is reached. At a bifurcation point, at least
two solution branches meet and the stability of the solu-
tions change. Existence of bifurcation points are hence
of prime interest for us since they imply local solution
multiplicity. Since we are mainly interested in existence
of multiple period-one solutions, we here focus on exis-
tence of cyclic fold bifurcations where two such branches
meet [3].
Since an analytic treatment for the full loop described
by (4) is hard in a general setting, we will approach
the problem via a proxy, namely the necessary condi-
tion (22) derived above. Being necessary, this condition
must be satisfied at all low-amplitude periodic solutions
of the loop with a period equal to the applied forcing.
Hence, whenever there exist such a branch of periodic
solutions, we can look at the necessary condition locally,
and if this goes through a fold bifurcation, so must the
periodic branch (more accurately, the periodic branch
will go through a cyclic fold bifurcation) since it cannot
exist past the fold in the necessary condition. Note that
the periodic solution-branch may exhibit other types of
bifurcations not detected in the necessary condition, but
the original period-one branch will in that case persist,
possibly alongside other solution-branches, as long as the
solution does not pass through any singularity like a fold
bifurcation. A bifurcation of the necessary condition is
hence sufficient for the existence of multiple stationary
solutions of ESC.
In order to make the analysis below tractable, we make a
few assumptions on the loop tuning parameters. We will
assume that the break-off frequency of the low-pass filter
satisfies ωl  ω such that cuˆ1  a and can be neglected,
i.e., we assume that the harmonics are damped out com-
pletely such that we can use the simplified necessary con-
dition (22). Such a low break-off frequency would cause
the convergence rate to become impractically low, but it
significantly simplifies the analysis by enabling us to fo-
cus on system properties and neglect “standing waves”
in the loop. We will also assume that the perturbation
amplitude a is small such that the system locally may
be approximated as linear which was also assumed in
the derivation of (22). Finally, we restrict our analysis to
the parameter ω, i.e., the perturbation frequency. This
choice is natural since the conditions we consider are
strongly related to the local frequency-response of the
system. However, note that in the generic case, a bifur-
cation point for one parameter will also be a bifurcation
point when other parameters are considered.
4.1 Conditions for existence of a fold bifurcation
To make clear the dependence on the operating point
and the bifurcation parameter ω, let condition (22) be
written
C(u¯, ω) = Re {FH(iω)Gu¯(iω)} = 0 (37)
where we let u¯ represent the operating point (average in-
put over one period), and where the local transfer func-
tion Gu¯(s) is defined by (9). Conditions for a fold bifur-
cation (or turning point) in an algebraic relation such as
(37) are [3,12]
C(u¯, ω) = 0, (38a)
∂C
∂u¯
= 0, (38b)
∂C
∂ω
6= 0, (38c)
∂2C
∂u¯2
6= 0, (38d)
Here (38a), (38b), and (38c) ensure that the solution
branch is locally perpendicular to the parameter-axis,
and (38d) ensures that the branch turns back (cf. [12,
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Definition 2.8, p.74]). The last condition (38d) is fre-
quently replaced by other conditions aimed at avoiding
degenerate situations where the candidate point is an
inflection point at which the solution branch is perpen-
dicular to the parameter-axis but does not turn back.
Such points are structurally unstable and will for small
perturbations of the problem decompose into two fold
bifurcations or no bifurcation at all [12]. Since (38d) is
mainly there to avoid these pathological cases, it is of
less practical interest and we will focus our discussion
on the three first conditions.
The first condition (38a) simply states that the bifur-
cation point is part of the solution branch. According
to the second condition (38b), the partial derivative of
C with respect to u¯ has to be zero. If we expand this
derivative we get
∂C
∂u¯
= Re
{
FH(iω)
∂Gu¯(iω)
∂u¯
}
= 0. (39)
This is true if either
∂Gu¯(iω)
∂u¯
= 0, (40)
or if
6 FH(iω) + 6
∂Gu¯(iω)
∂u¯
=
pi
2
+ npi (41)
for n ∈ Z.
The third condition (38c) may be thought of as a con-
tinuity/smoothness condition. At the bifurcation point,
the implicit function theorem fails and u¯ cannot locally
be considered a function of ω. However, (38c) implies
that ω instead may be considered a function of u¯. In
other words, the two solution branches that meet at the
fold bifurcation together form a smooth continuous so-
lution curve in the (u¯, ω) plane, and this curve may be
uniquely continued through the bifurcation. This effec-
tively excludes other codimension-one bifurcations such
as pitchfork or transcritical bifurcations. If we expand
(38c) and simplify, we find that it is equivalent to
Im
{
∂FH(iω)
∂s
Gu¯(iω) + FH(iω)
Gu¯(iω)
∂s
}
6= 0 (42)
where s is a complex number. When Gu¯(s) 6≡ 0, this
is generally satisfied except possibly at singular points.
That such a singularity would coincide with the other
conditions for a bifurcation is unlikely and we will not
pursue this pathological case further here.
4.2 Geometric interpretation of the bifurcation condi-
tions
The conditions for a fold bifurcation discussed above
may be interpreted geometrically, see Figure 3. The solid
curve represents the frequency response as a complex
number in the imaginary plane for a fixed perturbation
frequencyω as the operating point u¯ is varied. Each point
on the curve thus corresponds to a given u¯. The dashed
ray represents the argument of FH(iω). Any complex
number on the ray will hence be taken to the imaginary
axis when multiplied with FH(iω). In particular, the
necessary condition for stationarity (38a) is satisfied at
points where the ray intersects the solid curve since the
product FH(iω)Gu¯(iω) then will be purely imaginary.
At any given point on the solid curve, we may evaluate
∂Gu¯/∂u¯, and this then corresponds to a tangent vec-
tor of the curve. The bifurcation conditions (38a), (38b)
and (38d) may then be interpreted as a point where
the curve touches the ray tangentially without crossing.
When (38c) is satisfied, small perturbations of the bi-
furcation parameter ω will cause the curve and ray to
move such that the curve either does not intersect the
ray at all, or intersects the ray at two separate points,
thus giving rise to solution multiplicity.
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Fig. 3. Solid line corresponds to Gu¯(iω) as u¯ is varied and ω
is fixed. Dashed ray corresponds to the argument of FH(iω).
Consider next the argument of the locally linearized
system 6 Gu¯(iω). The relation between the argument
∂ 6 Gu¯(iω)/∂u¯ and the tangent-vector ∂Gu¯(iω)/∂u¯ is
also illustrated in Figure 3. Clearly, at the bifurcation
point, it must hold that
∂ 6 Gu¯(iω)
∂u¯
= 0. (43)
Hence, if we interpret the stationarity condition as a
condition on the local phase-lag, then a fold bifurcation
corresponds to a point where the phase-condition (23)
is satisfied and where the phase-lag as a function of the
operating point u¯ is at an extreme point. We may hence
expect fold bifurcations to appear in systems where the
phase-lag at the perturbation frequency varies in a non-
monotone manner with the operating point.
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Before moving on, we remark that the results derived in
this section rely on the assumptions that ωl  ω and
that a is sufficiently small. Nevertheless, we believe that
the results are applicable also in a more general setting,
although this is difficult to prove analytically. This is
supported by the results of our numerical example at the
end of the paper where the amplitude a and break-off
frequency ωl are non-negligible.
5 Stability of stationary solutions
In this section we briefly discuss how stability of the sta-
tionary solutions may be determined in order to demon-
strate that essentially any of the stationary solutions
discussed above may be made stable by selection of an
appropriate integral gain k in (4). A rigorous stability
analysis is out of scope since our main focus here is ex-
istence of multiple stationary solutions as such.
Consider the closed-loop system (4) and assume that
k is small compared to the other parameters. Then we
may apply singular perturbations to separate the inte-
gral state uˆ into a reduced model, and the rest of the dy-
namics into a boundary layer model (cf. [5]). The bound-
ary layer model is stable by assumption 4 (series con-
nection of stable systems, and the demodulation has a
max amplification of 1), so stability is determined by the
reduced model.
Let the map L : uˆ → ξ represent the static relation be-
tween uˆ and ξ in the reduced model. Assuming a con-
stant uˆ, and that the amplitude a is sufficiently small
such that we may approximate the plant as locally lin-
ear with Guˆ(s), it is straight forward to show that ξ is
given by
ξ =
a
2
|FH(iω)||Guˆ(iω)||FL(0)| cos(ϕuˆ)+ (44)
a
2
|FH(iω)||Guˆ(iω)||FL(i2ω)| cos(2ωt+ ϕuˆ). (45)
where the phase-lag ϕuˆ = 6 Guˆ(iω) + 6 FH(iω). Assume
that the low-pass filter break-off frequency is low, i.e.,
ωl  1 (but still larger than k such that the timescale
arguments are valid). We then get |FL(i2ω)|  1 such
that we can neglect 5 the high-frequency term to get
L(uˆ) =
a
2
|FH(iω)||Guˆ(iω)||FL(0)| cos(ϕuˆ). (46)
4 Note however that the origin is not exponentially stable;
the perturbation will generally cause the boundary layer
model to enter a periodic orbit, and this may prevent the di-
rect application of standard results such as Tikhonov’s the-
orem.
5 Alternatively we may apply averaging for the same pur-
pose.
The reduced model is now
˙ˆu = kL(uˆ). (47)
Note that the assumption that we operate at a stationary
solution implies that we haveϕuˆ = pi/2+npi for some n ∈
Z, and consequently that L(uˆ) = 0, i.e., the stationarity
condition (22) also holds for the reduced system. We may
determine stability of the above system by Lyapunov’s
indirect method, i.e., by linearizing L at uˆ. The reduced
model is thus stable when the sign of k·dL/du is negative.
Using cos(ϕuˆ) = 0 and sin(ϕuˆ) = −1n, we get
dL
duˆ
= −1nϕuˆ
duˆ
a
2
|FH(iω)||Guˆ(iω)||FL(0)|. (48)
Essentially any periodic solution which satisfy the nec-
essary condition (22) may hence be stabilized by the
choice of k.
6 Example: Classical ESC applied to a tubular
reactor
Consider a tubular isothermal reactor with plug flow
used to convertA→B, but where there is a side-reaction
B → C incurring some loss of product. Due to the side-
reaction, the reactor shows an optimum with respect to
the residence time in the reactor which may be controlled
via the feed-rate. Assuming standard mass-action kinet-
ics, the dynamics of the reactor may be modeled by a
system of PDEs of the form
∂a
∂t
= −v ∂a
∂z
− k1a, a(t, 0) = a0(t)
∂b
∂t
= −v ∂b
∂z
+ k1a− k2b, b(t, 0) = b0(t)
(49)
where a and b are dimensionless concentrations of A
and B respectively, ki are the affinity constants, z ∈
[0 1] is a normalized dimensionless space coordinate, and
v is the normalized velocity inside the reactor. Here v
is proportional to the feed-rate, and for simplicity we
make use of v directly as the control input. The above
system of PDEs is converted to a system of ODEs using
the method of lines by applying backward Euler over
the spatial domain with n = 40 discretization points.
Assume constant concentrations at the inlet and let the
parameters be
a0 = 1, b0 = 0, k1 = 1, k2 = 0.02. (50)
This results in the steady-state input-output map de-
picted by the solid line in Figure 4.
Assume now that these dynamics are unknown and that
classic ESC is applied in an attempt to optimize the
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Fig. 4. Steady-state input-output map for the system (49)
with parameters a0 = 1, b0 = 0, k1 = 1, k2 = 0.02. The
circles correspond to points where the stationarity condition
(22) is satisfied using an ESC controller with parameters
ω = 0.4, ωl = ωh = 0.1ω, k = 0.01, a = 0.001. The filled
circles and the empty circles represent stable and unstable
stationary solutions, respectively.
production of B with respect to the feed rate (i.e., the
velocity v), using the ESC parameters
ω = 0.4, ωl = ωh = 0.1ω, k = 0.01, a = 0.001.
(51)
Solving for condition (22) then yields the stationary so-
lutions marked in Figure 4. The three solutions marked
with filled circles are stable, and the solutions marked
by empty circles are unstable.
By solving equation (22) over a range of frequencies, a
bifurcation diagram for the period-one stationary solu-
tions to the ESC-loop may be determined, see Figure 5a.
The bifurcation software AUTO[1] is used to verify this
result; Figure 5b illustrates the period-one solutions de-
termined using AUTO, solid for stable limit cycles and
dashed for unstable limit cycles. As is clear from the fig-
ure, the near-optimal branch undergoes a fold bifurca-
tion at the frequency ω = 0.614. This frequency cannot
be considered low as compared to the time-constants
of the local dynamics at the optimum, and this shows
that the optimum may well be located and tracked us-
ing relatively fast estimation and control in the ESC-
loop. However, the bifurcation also introduces local so-
lution multiplicity and the second branch emerging from
the fold bifurcation remains also for very low frequen-
cies. As this solution branch is unstable, these solutions
will not be observed in practice. However, the solution
branch is still of practical interest as it acts as a sepa-
ratrix, and hence limits the domain of attraction of the
near-optimal solution branch. Furthermore, the unsta-
ble branch undergoes another fold bifurcation at a fre-
quency close to zero, and this results in another stable
branch with low product concentrations. As can be seen
from Figure 5, there are also two other solution branches
for low product concentrations emerging from another
fold bifurcation at low frequency. Thus, there are a total
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Fig. 5. Bifurcation diagrams for the closed-loop reactor with
parameters a0 =1, b0 = 0, k1 = 1, k2 = 0.02, and ESC pa-
rameters ωl = ωh = 0.1ω, k = 0.01, a = 0.001, where ω is the
varied parameter. The stationary solutions are represented
by the steady-state output bss at the end of the reactor. The
diagram in (a) corresponds to stationary period-one solu-
tions as determined by condition (22). Stability is not con-
sidered in (a). The diagram in (b) corresponds to period-one
solutions determined using AUTO [1]. In (b) the stability of
the solutions is indicated by solid lines for stable limit cy-
cles and dased lines for unstable limit cycles. The dotted line
corresponds to the optimal output in both diagrams.
of 5 possible stationary solutions, of which 3 are stable,
over a large frequency range. The fact that the solution
branches remain as the frequency approaches zero illus-
trates that solution multiplicity may well occur also in
cases where the loop is ‘conservatively’ tuned. As a re-
mark, we note that in e.g., [7,15], it is assumed that the
ESC-parameters may be selected such that we achieve
time-scale separation between the plant and the ESC-
controller. However, when the control input affects the
time-constants of the plant, e.g., via the retention-time
as in this example, such an assumption cannot be guar-
anteed to hold globally as the local dynamics of the
plant may become arbitrarily slow in certain operating
regions. Finally we remark that also other types of bifur-
cations than fold bifurcations may occur. For example,
as k is increased, some of the stable period-one solutions
will loose stability in a period-doubling bifurcation, re-
sulting in existence of a stable period-two solution.
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7 Conclusions and discussion
In Krstic´ and Wang [7], it is shown that the classical
perturbation-based ESC method will possess a stable
stationary solution in a local neighborhood of the opti-
mum also when applied to systems with dynamics, pro-
vided the loop is conservatively tuned. However, exis-
tence of such a solution does not guarantee convergence
in general; also uniqueness and the domain of attrac-
tion must be considered. In this paper, we approach the
problem of uniqueness by considering conditions for sta-
tionarity without regard to the optimality conditions,
and without resorting to asymptotic methods such as
singular perturbations or averaging. We show that the
local phase-lag is central for existence of stationary solu-
tions by deriving a necessary condition which essentially
any periodic stationary solution of the ESC-loop must
satisfy. Since it has been shown previously that a near-
optimal solution exists [7], this result implies that there
exists a connection between the local phase-lag and opti-
mality. This connection is explored and it is shown that
an extremum point in the steady-state input-output map
generally corresponds to a bifurcation of the zero dynam-
ics which in turn is reflected in large variations in the
phase-lag locally about the optimum. These variations
then ensure that the phase-lag condition will be satisfied
locally about the optimum. However, the phase-lag con-
dition may also be satisfied at points with no connection
to the optimum whatsoever hence indicating that mul-
tiple stationary solutions can coexist. By applying ele-
ments of bifurcation theory to the necessary condition
derived in the paper, we show that non-monotone varia-
tions in the local phase-lag with respect to the operating
point is related to existence of fold bifurcations, a com-
mon source of solution multiplicity. Given the existence
of a stationary solution, a simplified stability analysis
is provided to show that essentially any of the station-
ary solutions discussed in the paper in principle may be
stabilized by the choice of the integral gain k. Finally, a
simple example is provided to illustrate the results.
It has long been recognized that the phase-lag affects
the performance of classic ESC [14]. However, the effect
of the phase has mainly been considered in relation to
stability and the convergence rate of the scheme. Here we
show that the phase in fact is instrumental for successful
operation of the loop in the dynamic case, not least in
that it is critical for the existence of stationary solutions,
including the near-optimal solution.
That the classical ESC-method may display solution
multiplicity may have severe implications for the appli-
cability of the method as a general purpose optimization
technique; if the near-optimal solution is not unique,
convergence to this solution cannot be guaranteed other
than from operating points in a local neighborhood of
the optimum. Note that this holds regardless of the sta-
bility properties of the solution(s) that are unrelated to
the optimum, that is, also the existence of additional un-
stable solutions may limit the domain of attraction of
the near-optimal solution.
In the example presented in this paper, we first observe
that the near-optimal branch remains close to the op-
timum also for relatively aggressive tuning of the loop.
Even though the domain of attraction in this case be-
comes relatively small, such a tuning provides a higher
bandwidth and may hence be of use for tracking an op-
timum that moves over time, even though it may be less
useful for locating the optimum initially since this would
require a very accurate initial guess for convergence. Sec-
ond, we observe that the near-optimal solution branch
ends in a fold bifurcation from which also an unstable so-
lution branch, unrelated to the optimum, emerges. This
branch continues to exist also for relatively low frequen-
cies, hence implying that solution multiplicity remains
also in parameter domains where the loop is conserva-
tively tuned.
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