1. INTRODUCTION {#sec1-1}
===============

The vocal fold, also known as vocal cord, is a part of sound box. The vocal cords consist of twin infoldings of mucous membrane stretched horizontally across the larynx. It is opened during inhalation, is closed when holding one's breath, and is vibrated during phonation; the folds are controlled by the vagus nerve. The vocal folds are brought near enough together so that air pressure builds up beneath the larynx. The cords are pushed apart through this increased subglottal pressure by the inferior section of each cord leading the superior section. Under the normal conditions, this oscillation pattern will sustain itself. Modulating the flow of air being expelled from the lungs during phonation, the vibration of the vocal folds happens. Rhythmic opening and closing of the vocal folds, leads chopping up of a steady flow of air around the glottal into little puffs of sound waves. An insight about voice production can be achieved by the studies of vocal fold biomechanics; these studies also can provide important information about laryngeal pathology development. A special and great interest is pathology diagnosis for voice production system when there is not any visual evidence for morphological laryngeal abnormalities ([@ref1]). The process of generating certain sounds through quasi-periodic vibration by the use of vocal folds is called phonation. Dysfunction of the vocal fold in which the phonation process is defected partially or completely is called vocal fold pathology. Due to this disorder, voice quality of a person is altered in such a way that it is thought to be abnormal to the listener. Occurrence of this disorder can be "sudden" or "slow".

There has been a growing interest in detection of vocal fold pathology within international voice communities in recent years. This problem can be categorized in two categories: a) detection of vocal fold pathology based on the phonemes especially vowels b) detection of vocal fold pathology based on the continuous speeches especially digits. There are many works in the first category. For example, in ([@ref2]) vocal fold pathology was detected using Hidden Markov Model (HMM). In another study ([@ref3]) vocal fold pathology was detected using Support Vector Machine (SVM). In another study ([@ref4]) vocal fold pathology was detected using Artificial Neural Network (ANN). In another study ([@ref5]) vocal fold pathology was detected using Gaussian Mixture Model (GMM). In another study ([@ref6]) vocal fold pathology was detected by using decision tree. In another study ([@ref7]) vocal fold pathology was detected by the use of K-Nearest Neighbors (KNN). In another study ([@ref8]) vocal fold pathology was detected by using Linear Discriminant Analysis (LDA). All of the above mentioned studies used only vowel /a/ as an input. Comparative evaluation between sustained vowel and continuous speech for acoustically discriminating pathological voices was studied in ([@ref9]). It was found in their experiment that classification of voice pathology was easier for sustained vowel than for continuous speech. But there are few works in the second category such as ([@ref10]). The aim of this article is to develop a method for Russian digits which belongs to the second group.

Nowadays, Automatic Speech Recognition (ASR) has grown rapidly. One of the well-known ASR tools is HTK. In the current study a conventional ASR system, HTK, was used for detecting vocal fold pathology in speaking Russian digits. MFCC (Mel Frequency Cepstral Coefficients) and GMM (Gaussian Mixture Model)/HMM (Hidden Markov Model) were used as features and classifier, respectively. The authors of this article believe that this is the first such work that tries to detect vocal fold pathology for Russian digits.

2. MATERIALS AND METHODS {#sec1-2}
========================

2.1. HTK {#sec2-1}
--------

HTK is a toolkit for building Hidden Markov Models (HMMs) 11. HMMs can be used to model any time series and the core of HTK is similarly general-purpose. However, HTK is primarily designed for building HMM-based speech processing tools, in particular recognizers. Thus, much of the infrastructure support in HTK is dedicated to this task.

In fact, Hidden Markov Model (HMM) is a statistical model. It consists of a finite number of hidden states which poses some observations with their respective occurrence probabilities. The states are not visible, but the observations are visible. So, the sequence of observations can be used for extracting some information about the sequence of states. HMMs are used successfully for modeling the stochastic process and consequently in processing of biomedical signals. It can be used for classification tasks especially in bioinformatics and signal processing. If for each class and its respective data set, a model is constructed and trained. Then, these models can be used for classifying new data.

In the HTK, there are two major processing stages involved. Firstly, the HTK training tools are used to estimate the parameters of a set of HMMs using training utterances and their associated transcriptions. Secondly, unknown utterances are transcribed using the HTK recognition tools.

HTK was originally developed at the Machine Intelligence Laboratory (formerly known as the Speech Vision and Robotics Group) of the Cambridge University Engineering Department (CUED) where it has been used to build CUED's large vocabulary speech recognition systems. Using HTK usually involves the following steps:

Step 0 -- Preparing the initial files: For training the HMMs, a dictionary should be made to define the valid words and their pronunciation for the recognition.

Step 1--Feature Extraction: In this phase the raw speech data (signal waveforms) are transformed into sequences of feature vectors.

Step 2--Training the HMMs: The parameters of the HMMs are trained using the iterative EM-algorithm and the obtained feature vectors from the former step.

Step 3--Recognizing Test Data: In the HTK there is a general-purpose Viterbi word recognizer. It matches speech signals against a network of HMMs and returns a transcription for each speech signal.

Step 4--Calculating recognition accuracy: The real class labels and the recognized class labels are compared to calculate the recognition hit rates.

2.2. Mel Frequency Cepstral Coefficients (MFCCs) {#sec2-2}
------------------------------------------------

In recent years, the MFCCs features are used to characterize speech signals. They can be estimated by the use of a parametric approach derived from the linear prediction coefficients (LPC), or by the use of non-parametric discrete fast Fourier transform (FFT) that encodes usually more information than the LPC method. The speech signal is windowed with a Hamming window in the time domain and by the use of the FFT converted into the frequency domain which gives the magnitude of the FFT. Then the FFT data is converted into the filter bank outputs and the cosine transform is found to reduce dimensionality. The filter bank is made by using the 13 linearly-spaced filters (133.33Hz between center frequencies,) followed by the 27 log-spaced filters (separated by a factor of 1.0711703 in frequency). Each filter is made by the combination of the amplitude of FFT bin.

2.3. Data set {#sec2-3}
-------------

The data set was created by specialists from the Belorusian Republican Center of Speech, Voice and Hearing Pathologies. In recording, the utterers read specially picked up text (also including Russian digits) within several minutes. About 5 hours of records of speech of healthy people and about 10 hours of records of patients with pathologies have been recorded. All of the samples are the wave files in the PCM format and in a mono mode and the sample rate of 44100 Hertz and the bit-depth of 16 bit. We have chosen speech samples of 50 subjects including 25 normal subjects and 25 pathological subjects. A total of 50 speakers uttered the ten Russian digits (from 1 to 10). All speakers were native Belarusian. Two sets of data were created: one for training the ASR system with 30 records and the other for testing with 20 records.

3. EXPERIMENTS AND RESULTS {#sec1-3}
==========================

The experiment in this work was conducted on a connected phoneme task constituting isolated Russian digits. Each phoneme was modeled by a three state HMM. Observation probability density functions were modeled using GMM. All the training and recognition experiments were implemented with the HTK package.

The parameters of the system were: 25 milliseconds Hamming window with a frame period of 10 milliseconds, and the pre-emphasis coefficient was 0.97. As features, delta and acceleration coefficients are to be computed and appended to the static MFCC coefficients.

For displaying and comparing the results, four indicators (TP, FN, TN and FP) have been used. True positive rate (TP), also called sensitivity, is the ratio between pathological files correctly classified and the total number of pathological voices. False negative rate (FN) is the ratio between pathological files wrongly classified and the total number of pathological files. True negative rate (TN), sometimes called specificity, is the ratio between normal files correctly classified and the total number of normal files. False positive rate (FP) is the ratio between normal files wrongly classified and the total number of normal files. The final accuracy of the system is the ratio between all the hits obtained by the system and the total number of samples. The recognition performances of the proposed method are shown in the [Figure 1](#F1){ref-type="fig"}. As it can be seen in the [Figure 1](#F1){ref-type="fig"}, the obtained TP, TN, FP, FN rates are 80%, 100%, 0%, 20% respectively. And alsothe final obtained accuracy is 90%.

![The results of experiment in our research](AIM-22-246-g001){#F1}

4. CONCLUSION {#sec1-4}
=============

In this article, a HTK-based method for detecting vocal fold pathology was proposed that it uses continuous speech, Russian digits, as the input of system. In the proposed method, Mel-Frequency-Cepstral-Coefficients (MFCC) with the delta and acceleration coefficients was used as the observation of the system. Observation probability density functions were modeled by means of GMM. A three state HMM was used for modeling the phonemes. The HTK package was used for the training and recognition processes. Russian digits ASR performance based on the HTK was evaluated. According to the results of experiments, the recognition accuracy of 90% was achieved.

Although it may be possible to try to build a complete multiclass classification system so that detection of different type of pathological speech will be possible.
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