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The accuracy of the theory is good for 
melts where excluded volume correlations 
are screened,[10] but not so good in dilute 
cases where these correlations are impor-
tant and we therefore do not know for sure 
which results of the self-consistent field 
(SCF) theory can be trusted. More detailed 
methods such as Molecular dynamics and 
Monte Carlo simulations do take these cor-
relations into account but sample only one 
configuration at a time and therefore take 
more computation time. There are only a 
few strategies in between these limits of 
which the single chain mean field method 
is a notable example.[6,11] With this method 
the intra molecular interactions are taken 
into account explicitly while the interac-
tions between separate molecules are cal-
culated in a mean field manner.
Recently, we have introduced a compu-
tational strategy to study spatially inhomo-
geneous polymeric systems wherein we 
combine the mean field Scheutjens Fleer 
self-consistent field theory (SF-SCF) with 
a Monte Carlo (MC) algorithm.[12,13] This 
method differs from a previous combination of a Monte Carlo 
model with the SF-SCF theory by Charlaganov et al.[14] They 
first calculated an approximate free energy based on estimated 
interaction potentials between the sites that are moved with a 
Monte Carlo algorithm. Based on this free energy the Monte 
Carlo move was accepted or rejected. If the move was accepted 
they calculated a more accurate free energy with the SF-SCF 
method and used this free energy to weigh the state. If the 
difference in free energy between these free energies is small 
(<1 kBT) this method is quite effective. If the difference is, how-
ever, bigger, the method presented in this article in which we 
use the free energy obtained from the SF-SCF theory for the 
acceptance criterion will be more efficient.
We used this recently introduced method to simulate a phys-
ical gel of telechelic polymers. The polymer distributions were 
computed with the SF-SCF method, with the constraint that the 
polymer ends lie within so-called nodes (which are micellar-
like cores that have specified locations). In turn, the nodes 
were moved with a Monte Carlo algorithm, which uses the SCF 
free energy of the system in the “acceptance” step. Compared 
to classical SCF, calculations of this type are computationally 
expensive, as for each set of node positions the distribution of 
the telechelic polymers has to be recalculated. The computation 
Computer Modeling
Recently, a hybrid method has been developed, wherein the positions of 
some polymer segments are constrained to a small volume. The volume’s 
position is sampled with a Monte Carlo algorithm. The distribution of the 
remaining segments is determined with Scheutjens–Fleer self-consistent 
field theory (SF-SCF). This incorporates thermal fluctuations into the model. 
Here it is investigated whether this also leads to an improved treatment of 
the excluded volume interactions. Dendrimers, with f = 1⋅⋅⋅7 generations, 
g = 2⋅⋅⋅5 spacers per branch point, and spacers of 20 or 50 segments, are 
used as a model system. The focus is on the radius of gyration, the asphe-
ricity, the radial density, and the end point and first branch point distribution. 
As expected, both SCF methods underestimate the radius of gyration due 
to underestimating the short range excluded volume. The SF-SCF model, 
however, also gives a slightly different scaling and, in contrast to the other 
models, also predicts a bimodal distribution for first generation branch 
points for large f and g. This difference is attributed to overestimating the 
excluded volume at long ranges. As the hybrid method does not show this, 
localizing just a few segments largely compensates this shortcoming in the 
SF-SCF theory.
1. Introduction
Inhomogeneous polymeric materials are of significant techno-
logical interest. These materials range from simple polymeric 
solutions to polymeric micelles and (double) gel networks. They 
can be used as absorbents, drug carriers in nanomedicine,[1] or 
to modify rheological behavior, to name just a few of their appli-
cations. To be able to design the polymers with which these 
materials can be created, it is important to understand how the 
properties of the polymers affect the behavior of these materials. 
Mean field theory, which evaluates the conformational degrees 
of freedom using a diffusion-like equation, is a popular way to 
study these systems as it is computationally very efficient.[2–9] 
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time of the SCF-part of the simulation scales with the volume 
of the system, but not with the number of chains in it. This 
possibly counterintuitive feature makes the model relatively 
efficient for systems with a high polymer density such as the 
physical gels of telechelic polymers we studied previously.
The corresponding computations for a chemically cross-
linked gel, however, require the strict coupling of chain ends 
to specified nodes (cross-links) and this makes the hybrid SCF 
method computationally even more challenging. In this case, 
the computation time scales with the number of chains (or 
chain fragments) in the system. We show that, by using sub-
boxes and implementing the computations on a GPU, it is still 
feasible to develop and execute a hybrid method, with explicit 
chemical cross-links, that combines the Monte Carlo and self-
consistent field methods (MC-SCF). Here, we implement this 
method not for a chemically cross-linked gel, but for dendrimer 
mole cules, which may be seen as micro-gels.
One of the main reasons for developing hybrid MC-SCF 
methods is to investigate the shortcomings of the computa-
tionally extremely inexpensive SF-SCF method. With SF-SCF 
theory one uses a one-gradient spherical coordinate system (cell 
model) and the averaged properties of a system are predicted. 
In reality, deviations from spherical symmetry exist, espe-
cially for molecules with few internal branches, most notably 
linear chains. The SF-SCF model cannot describe the shape of 
individual macromolecule conformations and properties that 
depend on these.
Other limitations of SCF exist. One issue is that every seg-
ment in SCF “feels” an averaged local density instead of the 
real segment positions. A segment therefore does not feel that 
locally the density is higher due to segments that are close to 
it in the molecule, and whose positions are correlated.[15] This 
allows conformations that fold back onto themselves. As a 
result, the local excluded volume and thus the local stretching 
is underestimated.
At the same time the long range steric repulsion is over-
estimated within SCF, as it is assumed that all the segments 
are distributed homogeneously within each lattice layer. In 
reality, the excluded volumes of segments that are close to 
each other in the molecule will overlap and the total excluded 
volume of the chain is thus smaller.[15] The number of pos-
sible chain conformations is therefore higher as fewer chain 
conformations overlap.
In the newly formulated hybrid method, some of the seg-
ments are localized on a specific lattice site and moved with 
a Monte Carlo algorithm. The other segments are still treated 
with the SF-SCF machinery. This way the correlation in posi-
tion between segments close to each other in the molecule is 
increased. This should cause segments close to each other in 
the molecule to feel their excluded volume better, and at the 
same time reduce the excluded volume effect between seg-
ments far away from each other in the molecule. This should 
alleviate the problems of the SF-SCF cell model, while still 
keeping the number of degrees of freedom that need to be sam-
pled with the Monte Carlo algorithm limited.
In contrast to our previous articles,[12,13] we now need to 
specify at which point a chain-fragment starts and ends, as 
the spacers in a dendrimer are attached to each other with 
chemical bonds. As a result, each spacer needs its own propa-
gator. Because this propagator can only have non zero values 
in a small region near the branch points, we introduce small 
sub-boxes, so we only need to calculate the propagator in areas 
where it can have a non-negligible value. In the current imple-
mentation on a GPU, it is convenient to make all sub-boxes the 
same size and shape. The size of the sub-boxes is chosen in 
such a way that for all combinations of start and end points, the 
probability of the chain going out of the box is negligible. The 
efficiency can probably be improved by modifying the size of 
the box as a function of the positions of the start and end points 
and the propagator step.
We used dendrimers as a model system, to determine how 
effective this new model is with respect to accounting for 
excluded volume correlations. The reason for choosing den-
drimers is that excluded volume interactions play an important 
role in them and there is already some literature to com-
pare our findings with.[4,16–19] We compared three different 
methods: i) The cell model, that employs the classical SF-SCF 
equations ii) the newly developed MC-SCF model, and iii) as a 
reference, a Monte Carlo model of a hard sphere freely jointed 
chain (MC-FJC). We modeled systems with f = 2 up to f = 5 
branches per node and up to g = 7 generations. Results for a 
large number of generations and high degree of branching are 
rare in the literature. We include these because the MC-SCF 
method and especially the classical SF-SCF results are expected 
to improve for these molecules. Due to the many internal 
branches, the molecules can not deviate much from the overall 
spherical geometry. The cell model, which assumes spherical 
symmetry, should thus be able to describe such a molecule well.
2. Experimental Section
2.1. Dendrimer Definition
Dendrimers have a hierarchical structure and an illustration of 
such a molecule is presented in Figure 1. They “start” with a 
central (root) segment. To this central segment, f spacers are 
connected each having S segments. At the end of all these 
spacers there is a next segment that functions as a branch point. 
From this and each subsequent branch point there are f − 1 new 
spacers of length S. The number of generations g is defined as 
the number of branch points that are encountered starting from 
the center and taking any path to the free ends of the molecule. 
In this process, the central segment is also counted. At the end 
of the spacers of the final generation there is an extra terminal 
segment. This means that the length of the path from the center 
to any of the free ends is N g S= + +( 1) 1  segments long. The 
number of end points is given by ne = f (  f − 1)g−1. The number 
of spacers (arms) (including the outer ones) in the dendrimer 
equal ( 1)spacer
1
1
n f f j
j
g∑= − −
=
 and the number of branch points 
is 1 ( 1)branch
1
1
1
n f f j
j
g∑= + − −
=
−
. The total number of segments in 
the dendrimer is given by N = nbranch + nspacerS + ne.
The functionality f was varied from 2 to 5 and two values 
were used for the spacer length, S = 20 and S = 50. For f > 2, 
the number of generations modeled with the MC-SCF method 
was limited by the 3 GB of memory available on the GPU. It 
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ranged from g = 7 for f = 3 and n = 20 to g = 2 for f = 5 with S = 
50. This limitation could be lifted by implementing memory 
efficient algorithms. As this would have increased the computa-
tional cost even more, the parameter space was restricted to the 
limiting values that could be treated by MC-SCF.
2.2. Freely Jointed Chain Model with Excluded Volume (MC-FJC)
As a reference model, a dendrimer composed of hard sphere 
segments, each with diameter d, connected by bonds of length l 
that could freely rotate, was used. In the simulations, the bond 
length was taken as the unit for distance, that is, l = 1 by defini-
tion. For ease of comparison with the SCF models, the diam-
eter of the beads was chosen such that the maximum packing 
density of the beads was the same as in the SCF model. The 
diameter of the beads was therefore chosen as:
d =



 =
1
4 2
0.561
1
3
 (1)
In hindsight the beads overlapped a bit when l = 1. The real 
maximum packing fraction was therefore slightly higher. This 
was not a real issue because it was expected that a pre-factor 
was needed to match the outcomes of the SCF models with 
those of the MC-FJC model anyway.
Similar to Chen et. al.,[18] a Monte Carlo protocol with 
pivot moves was used to generate new dendrimer configura-
tions. In a pivot move, a segment of the dendrimer was ran-
domly selected. This segment and the outward part of the 
dendrimer attached to this segment were rotated around the 
segment one step closer to the center along the contour of 
the dendrimer. The axis around which the rotation took place 
was chosen randomly from the three perpendicular axes. The 
angle of rotation was randomly chosen from the range of 0 
to 2π. If there was no overlap between the segments, after 
the rotation, the move was accepted. When the move was 
rejected, the original conformation was counted again in the 
statistical averaging.
For dendrimers with a large number of segments, the prob-
ability that pivot moves of segments close to the center were 
accepted became very small. For large dendrimers, an extra 
move therefore was introduced for the segments between the 
center of the dendrimer and the first branch points. This move 
consisted of rotating the segment by a random angle around 
the axis through the two segments to which it was attached. 
Whether this move or a pivot move was done for these segments 
was determined randomly with each having a 50% chance. The 
probability that these segments were chosen was also doubled.
Due to the accumulation of rounding errors, the bond 
lengths would over time start to deviate from unity. At regular 
intervals, the bond lengths were therefore readjusted to unity. 
Occasionally, this caused two segments to overlap. In that case, 
the particle closest to the center along the contour was moved 
away from the other particle until the distance between them 
was 1.00001. After this, the bond lengths were again readjusted 
to length unity. The whole process was repeated till all bonds 
had length one and there was no overlap.
The procedure was tested with an ideal dendrimer (without 
excluded volume) and the correct average end point distance 
and bond angle distribution were found indicating that the 
method was implemented correctly and that all configurations 
were visited with the correct a priori probability.
The simulations were started by generating a dendrimer 
with segments with zero radius. Starting from the previous 
segment, a number of new positions were randomly generated 
at distance l. Subsequently, the position that was most distant 
from the s − 1 beads that were already in place was chosen. An 
“inverse distance” D(rs) was defined as
D s
i si
s∑=
−
=
−
r
r r 
( )
1
1
1
 (2)
and the position with the smallest D(rs) value was chosen. Here 
rs was the position of the bead s.
Once the dendrimer structure was generated, the Monte 
Carlo machinery was started. In addition to the standard Monte 
Carlo moves, the radius was increased to 0.561 if this would 
not result in overlap with other beads. Once all the beads had 
the correct volume, an equilibration run was done with a tenth 
of the number of steps used for data collection. The number 
of Monte Carlo steps taken varied between the different sim-
ulation runs. An overview of all the simulation runs and the 
number of Monte Carlo steps taken, together with the calcu-
lated values for the radius of gyration, the end point distance, 
and the asphericity, is given in Supporting Information.
2.3. SF-SCF Theory
The classical SF-SCF theory[2,12,20–28] has been described in the 
literature in detail. Here, the focus was only on the main issues 
and ideas that were relevant for the modeling of dendrimers in 
the MC-SCF and cell model implementations.
Macromol. Theory Simul. 2019, 1800064
Figure 1. An example of a dendrimer with f = 4 arms per branch point, 
g = 2 generations, and spacer length (number of segments in between 
branch points) S = 2. The spacers are cyan (lightest), the branch points 
are red, and the end points are black (darkest).
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Just as in the freely jointed chain model, macromolecules are 
described as a string of segments connected by bonds of fixed 
length, equal to the segment diameter. The chains “live” in a 
discretized world, also known as a lattice. The size of the lattice 
sites is equal to the bond length, the segments thus fit exactly 
in the lattice sites. Segments that are connected in the mol-
ecule will be in neighbouring lattice sites. The longer ranged 
correlations between segment positions are ignored; this is also 
known as the Markov chain approximation. In contrast to the 
MC-FJC model, chain backfolding is thus allowed.
In this lattice, a mean field approximation was applied. This 
meant that the average volume fractions in a lattice site ϕ (r) 
were determined based on the interactions with the average 
environment. Next to the volume fractions ϕ (r), each lattice site 
also had a segment potential u(r) for each segment type. The 
segment potential at coordinate r represented the energy needed 
to bring a segment from the bulk to coordinate r, when this seg-
ment was not (yet) connected to other segments in a chain. For 
convenience, the potentials were expressed in units kBT.
The segment potentials implemented the interactions 
between the segments. The segment-interactions were 
accounted for with the Bragg–Williams mean field approxima-
tion and described by the Flory–Huggins χ interaction param-
eter. As the focus was on good solvent conditions, χ = 0. In this 
case the only remaining contribution to the segment potential 
came from the incompressibility condition. This means that 
the segment potentials were chosen such that the sum of the 
volume fractions of the solvent, ϕ O(r) and the dendrimer ϕ D(r) 
added up to unity, ϕ D(r) + ϕ O(r) = 1 at each coordinate r. To 
determine the values for the segment potentials, the volume 
fractions are required. As the volume fractions in turn depend 
on the segment potentials, a chicken and egg problem is 
encountered. To circumvent this, the segment potentials were 
initially guessed, usually u(r) = 0. With this guess, the volume 
fractions were computed. This began with the evaluation of so-
called segment statistical weights G(r), which are given by:
G e u= −r( ) (r) (3)
The segment statistical weight is the contribution a segment 
at the specified coordinate would make to the statistical weight 
of polymer conformations that pass through the lattice site. The 
solvent consisted of freely dispersed monomers and therefore 
their volume fractions were proportional to the segment statis-
tical weights and were determined with:
GOϕ =r r( ) ( ) (4)
This is equivalent to 
N
q
GO
O
O
ϕ =r r( ) ( ). The latter equation is 
numerically more stable. Here NO is the number of solvent 
molecules in the system and ( )r
r
q GO ∑= .
Determining the polymer segment distribution is more com-
plicated. For this, statistical weights of sets of conformations of 
parts of the polymer have to be combined. The so-called end 
point distribution functions G(rt, t | rb, b) are used to do this. 
These contain the combined statistical weight of all possible 
and allowed conformations of a chain fragment beginning with 
segment number b at coordinate br  and terminating with seg-
ment t at coordinate rt . These end point distributions are gen-
erated using a propagator formalism which employs segment 
statistical weights as a key ingredient. The segment density, 
ϕ (r, s), for segment s at coordinate r  is found by combining 
all end point distributions that could reach segment s. The 
details of this formalism depend on the molecular topology 
of the chains and on the constraints that were imposed. This 
information differed between the MC-SCF hybrid and the 
cell model. Therefore the details are given in the following 
separate subsections.
Once the volume fractions are determined, the segment 
potentials in turn can be calculated. If the sum of the volume 
fractions is larger than unity, the densities need to be sup-
pressed. This is implemented by increasing the potentials. The 
inverse should happen when the volume fractions are below 
unity. Hence, the segment potential at each iteration k + 1 could 
be updated from values found at iteration k:
u uk k
k
D
k
η
ϕ ϕ
= + −
+




+ r r
r r
( ) ( ) 1
1
( ) ( )
1
0
 (5)
where η lies in the range 0 < η < 1 and is chosen such that 
convergence is achieved. These equations can be iterated over 
until the sum of the volume fractions in each lattice site has 
converged to one.
In practice, a target function that combines the incompress-
ibility relation with a self-consistency of the potentials[23] and 
more sophisticated algorithms which converge faster than a 
simple steepest descent algorithm are used. An example is the 
DIIS algorithm[29] which converges routinely and efficiently in 
10 to 100 iteration steps to the SCF solution to a precision of 7 
significant digits.
2.4. MC-SCF
In the MC-SCF model, a 3D simple cubic lattice is used where 
the coordinates are given by r. The total number of lattice sites 
in each simulation is given by m3, where m is the total number 
of sites in each of the three directions x, y, z. The idea is that 
the dendrimer are split up in spacers, which lie in between 
the branch points and between branch and end points. For 
each dendrimer, there are nspacer spacers for which at each 
point during the simulation the start and end segments have 
to lie next to the appropriate branch and end points. The ini-
tial positions of these branch points were generated using 
a random walk on the lattice, which could be biased to move 
away from its starting position. Starting from the root seg-
ment, S + 1 steps were done in a random direction to reach the 
position of the first generation of branch points. This process 
was repeated until finally the positions of the end points were 
determined. Obviously, it was checked that the branch and end 
points were not placed on top of each other. In a few cases, this 
did not work and instead the positions of the branch and end 
points were remapped from the MC-FJC model onto the lattice.
For each spacer i, a separate propagator is needed to generate 
the densities of this fragment ϕ i(r) from the segment potentials 
u(r). There exists an excellent opportunity to do this in parallel 
Macromol. Theory Simul. 2019, 1800064
© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1800064 (5 of 14)
www.advancedsciencenews.com www.mts-journal.de
because the calculation of the propagator of one spacer is inde-
pendent of those of other spacers. It is also clear that the propa-
gator does not need to be developed in the entire volume, as 
spacers could only contribute to the density in the vicinity of 
the branch and end points they are connected to. Therefore, for 
each spacer i, a sub-volume vi = M3, called sub-box, was speci-
fied with sub-coordinates Ri = (Xi, Yi, Zi) each running from 
Xi, Yi, Zi = 1, …, M. The position of this sub-box was chosen 
such that the center of this sub-volume lay exactly between the 
branch/end points.
It is clear that the sub-box M could be much smaller than the 
main box m. For S = 20, the sub-box size was M = 20; for S = 50, 
a sub-box size of M = 37 was used. The latter was smaller than 
the maximum extension of the polymer. The required entropy-
loss to stretch the polymer to this size is, however, very high 
and stretching beyond 25 lattice sites was not observed. The 
small boxes had reflecting boundary conditions even though 
these conditions would not significantly influence the results 
because the sub-box size M was so large that conformations 
rarely “hit” the sub-box boundaries. For each sub-box i, the sub-
box coordinates were filled with the segment potentials from 
the main volume: ui(Ri) = u(ri + Ri) ∀ Ri. Here ri is the position 
of the origin of the sub-box i on the main lattice.
Also the position r0
i  of the first segment s = 0 and the posi-
tion +rS 1
i  of the last segment s = S + 1 were transferred to the 
appropriate sub-box. When a sub-box crossed the periodic 
boundaries in the main system, the periodic image was used to 
transfer the information to the sub-box. The full set of branch 
and end points is indicated by {r0, rS + 1}.
The first step was to compute the segment statistical weights 
G(r). All branch and end points, however, already occupied 
their lattice site and hence no other segment could go there. 
Therefore it was imposed that the segment statistical weight 
was zero at these sites:
G
e u
=
∉
∈



−
+
+
r
r r r
r r r
0 S 1
0 S 1
( )
, { , }
0 { , }
(r)
 (6)
With these segment statistical weights, the end point distri-
bution functions could becalculated. Two complementary end 
point distributions were found recursively, one by a so-called 
forward and the other by a backward propagator. The forward 
procedure was initialized by setting Gi =r r0
i( ,0 | ,0) 1 when =r r0
i 
for spacer i and 0 otherwise.
G s G G si i= 〈 − 〉r r r r r0i 0i( , | ,0) ( ) ( , 1| ,0)  (7)
In Equation (7), the angular brackets implement the aver-
aged value over the neighbouring lattice sites. For a simple 
cubic lattice, this gives:
( ) ( , , )
1
6
(( ( 1, , ) ( 1, , ) ( , 1, )
( , 1, ) ( , , 1) ( , , 1))
rG G X Y Z
G X Y Z G X Y Z G X Y Z
G X Y Z G X Y Z G X Y Z
〈 〉 = 〈 〉
= + + − + +
+ − + + + −
 (8)
where it is understood that only the spatial coordinate was kept 
in the notation, that is, G(r) is a shorthand for G(r, s|r0, 0). The 
“jump” to the last segment s = S + 1 is given by
G S
G S
i
i+ =
〈 〉 =
≠



+
+
r r
r r r r
r r
0
i 0
i
S 1
i
S 1
i
( , 1| ,0)
( , | ,0) ,
0
 (9)
The backward propagator started from the other end of the 
spacer and hence was started with G S Si + + =+r rS 1
i( , 1| , 1) 1 
when = +r rS 1
i  and zero otherwise. The calculation of the back-
ward propagator is continued with:
G s S G G s Si i+ = 〈 + + 〉+ +r r r r rS 1i S 1i( , | , 1) ( ) ( , 1| , 1)  (10)
until at s = 0
G S
G S
i
i+ =
〈 + 〉 =
≠



+
+r r
r r r r
r r
S 1
i S 1
i
0
i
0
i
( ,0 | , 1)
( ,0 | , 1) ,
0
 (11)
The volume fraction ϕ (r, s) of segment s in lattice site r was 
proportional to the sum of the statistical weights of all the chain 
conformations that passed through lattice site r with segment s. 
Each chain conformation going from segment 0 to segment s 
could be combined with any of the chain conformations going 
from S + 1 to s. The volume fraction distribution of segments 
s = 0, …, S + 1 for the fragment i was therefore given by the 
product of two end point distribution functions, one computed 
starting from segment s = 0 and the other by starting with seg-
ment number S + 1, both ending with segment s at the same 
coordinate r
s q
G s G s
Gi i
i i
ϕ =
+
∉
∈



+
+
+
r r
r
r 0 r S 1
r
r r r
r r r
0
0
i
S 1
i
S 1
0 S 1
( , )
1 ( , | , ) ( , | , )
( )
, { , }
0 { , }
 (12)
where r0
i and +rS 1
i  are the locations of the two ends of spacer i. 
In Equation (12), the division by G(r) is necessary because the 
weight for segment s is accounted for in both end point dis-
tribution functions that are in the numerator. Obviously, there 
can not be any other segment in the specified branch points, 
therefore ϕ i(r, s) = 0 when r ∈ {r0, rS + 1}. The normalization by 
qi
1
 ensured that there was exactly one segment s of molecule 
fragment i in the sub-box. Here qi is the chain partition func-
tion, which is the combined statistical weight of all possible and 
allowed conformations of the chain fragment. It is given by:
q G Si = ++r rS 1
i
0
i( , 1| ,0) (13)
The partition function for the solvent is:
q GO ∑= r
r
( ) (14)
The overall volume fraction distribution of the dendrimer 
was found by adding up the segment distributions of all the 
spacers:
si
s
S
i
∑∑ϕ ϕ=
=
r r( ) ( , )
1
 (15)
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when r ∉{r0, rS + 1} and ϕ (r) = 1 otherwise. Again, the segment 
potentials were adjusted iteratively until the volume fractions of 
the solvent and the dendrimer added up to unity at each coor-
dinate in the main box. This SCF solution was obtained with at 
least five significant digits.
At this point, all the information needed to determine the 
free energy F is available.
ln ln ( )
,{ }
F q q uO
i
i r
r r r0 S 1
∑ ∑= − − −
∉ +
 (16)
This free energy was then used as the classical “energy” in 
the MC formalism. This meant that the Metropolis acceptance 
was taken with the probability p =  e−ΔF when ΔF > 0 and p = 
1 otherwise. Here ΔF = Fnew − Fold. For the Monte Carlo trial 
step, a translational move was implemented. A known feature 
of the simple cubic lattice is that for a specified start and stop 
site, one either needs an odd or an even number of steps. This 
implied that if the starting coordinate was shifted by one site, 
the walks that connected these points went from having an 
even to an odd number of steps or vice versa. As all spacers had 
a fixed length S, the one-step trials were forbidden. Therefore, 
it was necessary to move any point an even number of steps. In 
the translational trial step, a branch point or an end point was 
selected randomly and its position was changed, by one lattice 
site in a random direction, twice.
The number of branch/end points that were moved within 
one trial step was optimized during the equilibration run, such 
that the acceptance probability times the number of branch/
end points moved was maximum. During data gathering the 
number of branch/end points that were moved was fixed. An 
equilibration run of 10 000 Monte Carlo steps was done first, 
which was followed by data gathering for 90 000 steps. Such 
simulations ran many days and therefore longer simulations 
were not feasible for the largest dendrimers. Optimization of 
the calculation efficiency might improve the speed significantly 
and in that case better averages could be obtained.
2.5. Cell Model
In the cell model,[30,31] the system is assumed to be spherically 
symmetric. This is implemented by using a one-gradient spher-
ical coordinate system. In such a coordinate system, lattice 
sites lie in concentric layers of thickness l which are numbered 
r = 1, …, m. There is just one value of the segment potential 
and the volume fractions per layer. This greatly reduces the 
computational cost.
In the spherical geometry the number of lattice sites in each 
layer grows roughly quadratically: L(r) = V(r) − V(r − 1) ∝ r2, with 
the dimensionless volume V r rpi=( )
4
3
3. The root segment of the 
dendrimer is pinned to r = 1. The upper limit r = m is larger 
than the longest path in the dendrimer g(S + 1), so the polymer 
density at the upper bound is zero. Just as for the simple cubic 
lattice, each lattice site is assumed to have Z = 6 nearest neigh-
bours. One in the layer above, one in the layer below and four 
in the same layer. Because the outer surface area is larger than 
the inner surface area, the a priori probability to go outward 
is larger than the probability to go inward. Therefore the fol-
lowing equations are used:
r
r
L r
r
r
L r
r r r
λ pi
λ pi
λ λ λ
=
=
−
= − −
+
−
+ −
( )
4
6 ( )
( )
4 ( 1)
6 ( )
( ) 1 ( ) ( )
2
2
0
 (17)
Here, λ+(r) is the a priori probability to go from r to r + 1, 
λ
−
(r) the probability to go from r to r − 1 and λ 0 (r) the prob-
ability to go to a lattice site in the same layer r.
These probabilities were used in the propagators. In the 
spherical coordinate system, the side fraction is given by:
G r r G r r G r r G rλ λ λ〈 〉 = − + + +
− +( ) ( ) ( 1) ( ) ( ) ( ) ( 1)0  (18)
wherein G(r) is a shorthand for the appropriate end point distri-
bution functions. Symmetric dendrimers have the property that 
all paths from the root segment to any of its ends are equally 
long. The segments of one such path can be numbered as fol-
lows. From the zeroth segment (s = 0) pinned at (r = 1) to seg-
ments in the first j = 1 generation, s = 1, …, S + 1, for the j = 2 
generation there are numbers s = S + 2, …, 2(S + 1), etc.; until 
at the end of generation j = g there are ranking numbers s = (g − 
1)(S + 1) + 1, …, g(S + 1). The free ends thus have the ranking 
number s = g(S + 1).
Typically, the volume fraction distribution is computed 
starting with the backward propagators at one of the free ends 
of the dendrimer. As this end is not restricted in space, the 
end point distribution function is integrated over all possible 
starting positions ( , | ( 1)) ( , | , ( 1))( 1)
( 1)
G r s g S G r s r g S
r g Sg S
∑+ = ++
+
. 
The backward propagator is initiated by G(r, g(S + 1)| g(S + 1)) = 
G(r) for all r, and then propagate toward the root segment. For 
segments of generation j = g
G r s g S G r G r s g Sg g+ = 〈 + + 〉( , | ( 1)) ( ) ( , 1| ( 1))  (19)
that is, for s = g(S + 1) − 1, …, (g − 1)(S + 1) + 1. Here, a sub-index 
was added to G to point to the generation the end point distri-
bution “belonged” to. Going inward, f − 1 chains will merge at 
the branch point and the following equation is re-initiated:
G r g S g S G r
G r g S g S
g
g
f
− + + =
− + + +
−
−
( ,( 1)( 1)| ( 1)) ( )
( ,( 1)( 1) 1| ( 1))
1
1
 (20)
With this, one proceeds to generation j = g − 1
G r s g S G r G r s g Sg g+ = 〈 + + 〉− −( , | ( 1)) ( ) ( , 1| ( 1))1 1  (21)
for s = (g − 1)(S + 1) − 1, …, (g − 2)(S + 1) + 1. Then again, 
as other (equivalent) chain fragments join the walk, reinitia-
tion is needed and one can proceed with j = g − 2, etcetera, 
until generation j = 1 is finished and finally s = 0 is reached. 
For this segment, one needs to use G0(r, 0|g(S + 1)) = G(r)
〈G1(r, 1|g(S + 1))〉 f. As the root segment is pinned in the 
origin (r = 1), G0(r, 0 | g(S + 1)) is set to zero for r ≠ 1. At 
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this point the partition function qD = G0(1, 0|g(S + 1))L(1) 
can be evaluated. For the solvent, the partition function is 
qO = ∑rL(r)G(r).
When r = 1, the forward propagator starts with: 
G r G r G r g S f= 〈 + 〉 −( ,0 |1,0) ( ) ( ,1| ( 1))1 1 1 otherwise it is initialized 
with zero. The next step is to propagate through the first gen-
eration j = 1:
G r s G r G r s= 〈 − 〉( , | 1,0) ( ) ( , 1|1,0)1 1  (22)
for s = 1, …, S + 1. Before continuing with j = 2, the f − 2 
branches of G2(r, S + 2|g(S + 1)) have to be “added-on.” Hence, 
the end point distributions are re-initiated:
G r S G r S G r S g S f( , 1| 1,0) ( , 1| 1,0) ( , 2) | ( 1))2 1 2
2+ = + 〈 + + 〉
and continuing toward the next branch point:
G r s G r G r s= 〈 − 〉( , | 1,0) ( ) ( , 1|1,0)2 2  (23)
for s = S + 2, …, 2(S + 1). This procedure is repeated for each 
generation until for  the last generation the free end is reached 
with Gg(r, g(S + 1)|1, 0).
Combining the forward and backward end point distribution 
functions gives the volume fraction profiles:
r s
f f
q
G r s G r s g S
G r
j
j
D
j jϕ = − +
−
( , )
( 1) ( , | 1,0) ( , | ( 1))
( )
1
 (24)
The distribution of segment s = 0 is zero everywhere except 
in layer r = 1 where it has the value ϕ (1, 0) = 1/L(1). The overall 
volume fraction distribution for the dendrimer in the cell model 
is found by summing over all segment ranks s from the root 
to the ends. The index j can then be dropped. The segments 
that belong to a part of the molecule can also be collected, for 
example, for a particular sub-generation j or a branch point 
(the last segment of a sub-generation). In the literature[4,32] 
more details about dendrimers in the SF-SCF cell model can 
be found.
2.6. Data Analysis
The overall density distribution relative to both the root seg-
ment and the center of mass, and the distribution of the branch 
and end points relative to the root segment were determined. 
For the FJC model, the distribution of the branch- and end 
points could also be evaluated relative to the center of mass. 
The classical way to compare different models is to compute 
the radius of Rg which is a measure for the size of the den-
drimers. This quantity is defined as
R
N
g
h
N∑= − < >


=
r rh
1
( )2
1
1
2
 (25)
Here N is the total number of monomers/particles in the 
system, < >r  the average position/center of mass and rh is the 
coordinate of the particle h.
In the cell model, the dendrimers are by definition radi-
ally symmetric. In practice it is known that deviations from 
the spherical shape are important. Following the definition of 
Rudnick et al.[33] the asphericity for the MC-FJC and MC-SCF 
methods was computed. This measure indicates how different 
the size of the object is in the three perpendicular directions. 
One of the axis points in the direction in which the object is 
the largest and one in the direction in which the object is the 
smallest. The third axis is perpendicular to these two. The first 
step to determine the asphericity is to calculate the gyration 
tensor T.
T
N
ij
h
N∑= − < > − < >
=
r r r rhi i hj j
1
( )( )
1
 (26)
Here i and j are the spatial directions and rhi thus indicates 
the position of particle h on the i axis. Subsequently, the eigen-
values λ of the matrix T are determined. The magnitude of the 
eigenvalues is a measure for how extended the object is in each 
extremal direction. Next, the asphericity A is calculated as:
( )
( 1)
2
1
1
1
2A
d
i j
j i
d
i
d
i
i
d
∑∑
∑
λ λ
λ
=
−
−




>=
−
=
 (27)
Here d is the number of spatial dimensions.
3. Results and Discussion
In Figure 2, we show results for a dendrimer with f = 5, g = 4, 
S = 20. Panel a is a snapshot of the MC-FJC model. For the 
MC-FJC model, the branch points including the root segment, 
which is just visible in the center, are colored red. Panel b is 
a snapshot of the MC-SCF model. The branch and end points 
are visible as orange crosses and white dots with an orange 
center, respectively. They are easily found as the segment den-
sity around these points is high. For illustrative purposes, we 
present the cell model (panel c), in an unusual way, as a den-
sity plot. The density drops from high density in the core to 
low density in the corona. There are many similarities between 
the first two images. Both dendrimers are roughly spherical, 
but show significant density fluctuations in azimuthal direc-
tion. Such fluctuations are not present in cell model (panel c) 
due to the mean field approximation. The spacers are distrib-
uted over all the possible conformations and are visible as the 
bluish aura around the branch and end points. Only panel a is 
a true single conformation snapshot because all segments have 
a specific position.
In Figure 3a, the radius of gyration Rg of linear chains 
is shown for different models. The linear chain is a special 
dendrimer, namely with f = 2 and it is interesting to con-
sider this case first. The result for a linear chain is the well 
known Rg ∝ Nα, with α going toward 0.588 in the high chain 
length limit.[34,35] The MC-FJC approaches this value from 
above, as in the short chain limit of just two beads it behaves 
as a rigid rod. The cell model on the other hand approaches 
Macromol. Theory Simul. 2019, 1800064
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from below. Because it allows backfolding, the cell model can 
behave as a Gaussian coil for small chain lengths and it there-
fore approaches from 0.5. For the MC-SCF model α is about 
0.59 and numerical inaccuracies do not allow us to pinpoint 
whether it approaches from above or below. No significant dif-
ference between middle block lengths of S = 20 and S = 50 was 
observed, although the large confidence intervals could still 
hide small differences between the two.
It is interesting to point out that the value for the radius of 
gyration Rg for the MC-SCF model is the smallest of the three 
models and that MC-FJC gives the largest value. Due to the 
fact that for the spacers backfolding is allowed, in both the cell 
model and the MC-SCF model, they give a smaller Rg than the 
MC-FJC model. The cell model also overestimates the long 
range steric hindrance and therefore the chain is bigger than in 
the MC-SCF model.
In Figure 3b–d, the radius of gyration Rg is shown for 
dendrimers with f = 3, f = 4, and f = 5, respectively, as a func-
tion of the generation number g. Let us focus first on the dif-
ference between the least accurate (cell model) and the most 
accurate (MC-FJC) model. For low generation numbers g the 
cell model (solid line) underestimates the size significantly. As 
the number of generations increases the cell model catches up 
with the MC-FJC model and for f = 4, g = 5 and f = 5, g = 4 the 
radius of gyration exceeds that of the MC-FJC 
model. As we mentioned before, this more 
rapid growth of the radius of gyration is 
likely caused by the overestimation of the 
steric repulsion between the branches of the 
dendrimer. In a real polymer, the segments 
are next to each other and their excluded vol-
umes will overlap. In the cell model, the seg-
ments are distributed homogeneously within 
the lattice layers and there is little overlap of 
the excluded volumes, hence the stronger 
stretching. For a small number of genera-
tions, the underestimation of the short-range 
excluded volume wins and causes the too 
small size relative to the MC-FJC model.
At first sight, it may seem that the hybrid 
MC-SCF model is even worse, as it consist-
ently gives a too small size for the dendrimer. 
The shapes of the curves are, however, very 
similar to that of the MC-FJC model. If the 
radius of gyration of the MC-SCF model 
is multiplied with about 1.31 for S = 20 
and 1.37 for S = 50 the curves overlap. The 
scaling behavior of the MC-SCF model 
should therefore be very similar to the FJC 
model although the relatively large confi-
dence interval of the MC-SCF model leaves 
some room for deviations.
Macromol. Theory Simul. 2019, 1800064
Figure 2. Snapshots of a dendrimer with f = 5, g = 4, S = 20: a) the MC-FJC model. The branch points are colored red and the end points white, b) the 
MC-SCF model, and c) the cell model. For (b) and (c), the segment density decreases going from orange, through white to blue and black (the scale 
differs between the images).
Figure 3. Radius of gyration in units l as a function of: a) the overall degree of polymerization 
N for linear chains ( f = 2) and b) f = 3, c) f = 4, d) f = 5 as a function of the generation number 
g. Cell model ( ), MC-SCF S = 20 ( ), MC-SCF S = 50 ( ), and MC-FJC ( ). 
The lighter areas indicate the 99% confidence interval.
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In the literature,[16,17] there exists a prediction for the power-
law dependence of the size of dendrimers, R Sg Ng ∝ ( )
2
5
1
5. There-
fore the data on the radius of gyration have been replotted in 
Figure 4, as a function of g2nspacer and rescaled with a factor 
S
1
( )0.588
. In Figure 4a, the results for the MC-FJC model are dis-
played. The curves of the dendrimers for f = 3, f = 4, and f = 5 
all lie on top of each other. The radius of gyration is thus pro-
portional to a factor (g2nspacer)α. A value of 0.212 for α gave a 
slightly better fit than the theoretical prediction of 
1
5
. For the 
linear chains, α = 0.198 gives the best fit. As the radius of gyra-
tion of real polymer coils scales with the number of segments 
to the power 0.588 and the number of segments is proportional 
to the number of generations. This value is in between the real-
istic value of 0.196 and the value of 
1
5
 from the theoretical pre-
dictions. In Figure 4b, we have plotted the radius of gyration for 
the MC-SCF model. The curves for the dendrimers again seem 
to lie on top of each other although they do not match quite 
as well as for the MC-FJC model. Due to the relatively large 
uncertainty margins, we cannot conclude that the scaling dif-
fers significantly from the MC-FJC model. Finally, in Figure 4c, 
we have plotted the data for the cell model. The curve for f = 3 
no longer matches up with those of f = 4 and f = 5. The cell 
model also predicts a much higher value of 0.244 for α. It is 
thus clear that the cell model does not show accurate scaling for 
these dendrimers.
Let us next focus on the average distance of the end segments 
from the central segment. Even though it is expected that this 
quantity has similar information as the radius of gyration, we 
present a selection for these distributions in Figure 5. As in the 
previous Figure, we focus on panel a on the N-dependence for 
f = 2 (linear chains) and on panel b on the dependence on the 
generation number g, for f = 3 and note that for f = 4, 5 similar 
trends were obtained.
For the end point distance, one would again expect a power-
law dependence. To a reasonable approximation, this indeed 
happens, albeit that in all cases we see a somewhat larger 
deviation from the expected limiting power law value of 0.588 
than for the radius of gyration (cf. Figure 3a), especially for the 
MC-SCF model for which the exponent is about 0.65. These 
deviations are again attributed to the finite chain lengths. 
Apparently we should view the MC-SCF chain as a bead spring 
model, with each branch and end point as a bead. These beads 
would interact through soft potentials generated by the spacers. 
As the number of beads in MC-SCF is very small we see large 
deviations from the limiting values. We also see such large devi-
ations for the end point distances of the MC-FJC model when 
very short spacers are used. Just as for the MC-SCF model, 
these differences are larger for the end point distances than for 
the radius of gyration.
In Figure 5a, we show results for both S = 20 and S = 50 for 
the MC-SCF model. The larger the value of S, the fewer MC-
beads (N/S) we have in the simulation. We noticed that the 
average position of the end points differs between S = 20 and 
S = 50. The curve for S = 50 starts below the curve of S = 20 
Macromol. Theory Simul. 2019, 1800064
Figure 4. Radius of gyration a) MC-FJC b) MC-SCF, c) cell model, f = 2 ( ), f = 3 ( ), f = 4 ( ), f = 5 ( ), S = 20 + 1 (the segment that forms 
the branchpoint also needs to be counted, thus +1). The black lines indicate the best fits for (g2nspacer)α. The black numbers indicate the fitted value of 
α. The lighter areas indicate the 99% confidence interval.
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and this difference diminishes with increasing N. This implies 
that the corresponding power-law coefficient is larger for S = 
50, which is expected if the MC-SCF chains are viewed as a 
bead spring model. Recalling that the radius of gyration was the 
same for these two cases, it implies that the radial density dis-
tribution should be different.
In Figure 6, we present the radial density profile for two 
linear chains with the same number of segments N = 63 mod-
eled by the MC-SCF hybrid. The two results differ with respect 
to the number of MC-beads that were implemented. Close 
inspection of Figure 6 shows that the curves for S = 20, g = 3 
and S = 62, g = 1 cross each other twice. At very short and large 
distances r from the central segment the volume fraction ϕ for 
S = 20, g = 3 is higher than for S = 62, g = 1. At intermediate 
distances the opposite is true. These two trends have the effect 
that Rg is approximately the same for both, but as the end-seg-
ments are further away from the center, the largest end point 
position is found for S = 20, g = 3.
A possible reason for this difference between S = 20 and 
S = 62 is that for S = 62 it costs less entropy to go a few steps 
in the “wrong” direction. The blobs of density around the 
branch points are therefore larger for S = 62 than for S = 20. 
In the center of the blob, the behavior will be similar to the cell 
model. That is, the density of the polymer chain is still smeared 
around the branch point, because there are still a fair number 
of conformations that move away from the next branch point in 
the first few steps on the lattice. Similar to the cell model, the 
repulsion between different branches around 
the branch point is therefore overestimated. 
The area for which this effect takes places is 
larger for S = 62 and therefore the spacers 
are stretched more near the central branch 
point which results in a faster decrease in 
density near the central segment. Near the 
end point there is only one chain and this 
effect is much weaker. The longer spacer 62 
can spread itself over a larger area and there-
fore the repulsion between segments next to 
each other in the spacer is less. The result 
is that the chain is less stretched near the 
ends and the average end point distance is 
therefore smaller.
The average end point distance for f = 3 is 
shown in Figure 5b. In general the trend for 
the end point distance is the same as for the radius of gyra-
tion. Again we see that the full excluded volume MC-FJC result 
gives the largest dendrimer size. For low values of g the cell 
model and the MC-SCF do not differ much. For large g, the cell 
model goes toward the MC-FJC result and it is expected that it 
will overtake this for sufficiently large g. The size of the den-
drimer in the MC-SCF model stays more systematically below 
that of the MC-FJC model, suggesting once again that there is 
just a different prefactor. Close inspection reveals that a similar 
shift as reported above for the Rg results does not give the same 
quality of overlap of curves in this case.
In Figure 7, the radial density profiles, relative to the central 
segment, are shown for a functionality f = 2, 3, 4, 5 with S = 
50 for f = 2 and S = 20 for f > 2, and respective generations 
g = 9, 7, 4, 4. For the linear polymers (panel a) the density drops 
monotonically and the inner region can be approximated by a 
power law ϕ (r)∝rβ. For all three models, β ≈ − 4
3
, with a slightly 
larger value for the MC-FJC model and a slightly smaller 
value for the cell model. This is consistent with the work of de 
Gennes,[36] who also predicted a value of −
4
3
. For the MC-SCF 
model, there seems to be a slight kink in the early part of the 
curve which may be related to a change in behavior going from 
length scales less than the inter node distance to length scales 
larger than the inter node distance. We should be careful not to 
over interpret these numbers because we definitely need better 
statistics to find accurate values for the density in and around 
the center. For MC-FJC an irregular distribution is found in the 
very center. Near the center the branches are strongly stretched, 
the second segment from the center therefore is mostly in the 
positions farthest from the center. This results in a peak at 
r = 2. These effects are frequently seen in simulations when 
excluded volume effects are truly accounted for and local densi-
ties are high.
Inspection of Figure 7b–d, shows that for both the MC-SCF 
and the MC-FJC model, there exists a clear dip in the den-
sity profile of the dendrimers. There is only a marginal dip of 
approximately 3% for the cell model. This is in line with the 
results of Klein Wolterink et al.,[32] who did not observe a dip 
for neutral dendrimers in a cell model. According to our simu-
lations and in line with other dendrimer simulations,[19,37,38] a 
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Figure 5. The average end segment distance relative to the central segment Rend in units l for: 
a) linear chains (f = 2) as a function of N; b) for f = 3 as a function of the generation number 
g. Cell model ( ), MC-SCF S = 20 ( ), MC-SCF S = 50 ( ), and MC-FJC ( ). 
The lighter areas indicate the 99% confidence interval.
Figure 6. The average radial density profile relative to the central segment 
as found by the MC-SCF model for f = 2. The two cases have the same 
value of N: S = 62, g = 1 ( ), S = 20, g = 3 ( ).
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true dip in the radial density only occurs for systems with strong 
steric hindrance between the spacers, that is, for f = 3, g > 5, f = 
4, g > 3, and f = 5, g > 2. The relative depth of this dip increases 
as the number of spacers per branch point f or the number of 
generations g is increased. The largest dip 
depth, for the MC-FJC model, is for f = 5 
and g = 4 where the density is only 65% of 
the maximum further out. As mentioned, 
the results for the MC-SCF model are also 
consistent with a non-monotonic density 
profile, but numerical uncertainties in the 
local density prevent us from quoting a 
numerical value for the depth. Computer 
simulations by Chen et al.[18] who used a 
similar MC-FJC model with similar trial 
moves did not report a dip in the radial 
density profiles. Because these authors 
used slightly smaller beads than our FJC 
model and their results were noisier than 
our curves, they may have missed the dip 
in density.
Let us next consider a pair of key struc-
tural features inside the dendrimer. The 
first of these is the end point distribu-
tion. Naïvely one could expect that the 
end points are solely distributed at the 
outside of the dendrimer, but this view 
has been rejected and it is commonly 
understood that the ends are distributed 
throughout the dendrimers. Nevertheless 
it is interesting to see which distribution 
our models predict for the dendrimer. 
The other quantity is the distribution 
of the first branch points. These distri-
butions are shown in Figure 8. Going 
from panel a to d, the number of spacers 
per branch point f = 2, 3, 4, 5 increases, 
while the number of generations g = 9, 
7, 4, 4 decreases, and all spacer lengths 
S = 20. Going from a to d, the amount 
of crowding of segments inside the den-
drimers increases, with roughly the same 
amount of crowding for b and c.
In Figure 8, the end point distributions 
are plotted in light colors. Obviously, the 
end points can reach higher r values than 
the first branch point (whose distribution 
is given in the darker curves). Just like 
Rud et al.,[4] we find that all end point dis-
tributions show a broad maximum and 
also give a finite value inside the central 
region of the dendrimer.
In comparison, going from the linear 
chain (panel a) to the dendrimers with 
increasing crowding (b to d) we notice that 
the end distributions become more alike 
between the models. From the perspective 
of the chain ends there is no indication 
that the SCF method is failing in any way 
in the high crowding limit. The only difference between the cell 
model and the MC-FJC simulations is the depression of the end 
point distribution at the very center of the chain. One possible 
cause is that in the Monte Carlo models the central segment is 
Macromol. Theory Simul. 2019, 1800064
Figure 7. Radial density profiles relative to the central segment for a) f = 2, g = 9, S = 50; b) f = 3, 
g = 7, S = 20; c) f = 4, g = 4, S = 20; d) f = 5, g = 4, S = 20. Cell model ( ), MC-SCF ( ), 
and MC-FJC ( ).
Figure 8. The volume fractions of the first branch point (dark) and end points (lighter), relative to 
the position of the central segment, for a) f = 2, g = 9, S = 20; b) f = 3, g = 7, S = 20; c) f = 4, g = 4, 
S = 20; d) f = 5, g = 4, S = 20. Cell model ( ), MC-SCF ( ), and MC-FJC ( ).
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placed exactly in the origin. In the cell model the central seg-
ment is, however, placed in the first layer around the origin. 
The central segment is therefore half a lattice site away from 
the origin and the density in the center is thus lower. Another 
explanation is that the last generation of branch points is on 
average further from the center for the Monte Carlo models 
than for the cell model. The chains thus have to stretch more to 
reach the center for the Monte Carlo models.
The results for the distribution of the first off-center branch 
point are much more interesting. Inspection of the darkly 
colored curves in Figure 8 shows that the profiles resemble 
each other reasonably well for the linear chain, but deviate pro-
gressively more as the molecular crowding increases. There is 
just one trend that is the same for al models, namely, the out-
ward shift of the branch points with increasing crowding. With 
the cell model (solid blue lines), we notice an initial increase in 
the width of the profiles and for stronger crowding (large f and 
g-values) the distribution becomes clearly bimodal. A similar 
bimodal branch distribution has been observed previously by 
both Polotsky et al.[5] with a SF-SCF model of brushes of den-
drimer arms with g = 2, 3, 4, S = 100, and f = 2, 3, 4, 5, 8 and 
Rud et al.[4] who did a study on dendrimer arms attached to 
surfaces of various curvature, again using the cell model. The 
results of Klein Wolterink et al.[32] also show a peak near max-
imum extension for the distribution of the first branch points. 
Due to the way they plotted the data, it is, however, not clear 
whether a second peak is also present. Merlitz et al.[39] used a 
Langevin dynamics simulation to study brushes made of den-
drimer arms of a dendrimer with S = 50, f = 4 and g = 2. They 
observed two peaks in the density distribution of the end points 
and from this they also concluded there were two populations.
The common interpretation of this bimodal distribution for 
brushes is that there are two conformation populations for the 
dendrimers. The first population has a weakly stretched first 
spacer, and its segments fill up the density near the surface. 
The second population has a fully stretched first spacer and 
these conformations provide the segment density at the outside 
of the brush. In our case we see similar effects inside one den-
drimer. The interpretation therefore is that the different arms 
connected to the central branch point have different conforma-
tions. The arms with weakly stretched first spacer are mostly in 
the interior of the dendrimer, the arms with a fully stretched 
first spacer make up most of the outside of the dendrimer.
This cell model result should be compared to predictions of 
the MC-FJC model. With increasing crowding (higher f and g 
values, i.e., going in Figure 8 from panels b to d) the profile of 
the first branch point sharpens while it shifts outward. Unlike 
the cell model, the position of the maximum does not reach the 
fully extended value. At very large crowding (panel d) the max-
imum is positioned in between the two maxima found by the 
cell model, not far from the local minimum. In stark contrast 
to the cell model, there is thus no tendency to go to a bimodal 
distribution with increased crowding.
The MC-SCF hybrid follows the result of the MC-FJC model. 
Also with this method it is found that the distribution of the 
first generation of branch points sharpens and moves to higher 
r values upon an increase of f and g. Inspection of panel d 
shows that MC-SCF and the full MC model give virtually the 
same profile for the branch points. While at intermediate 
crowding (panels b and c) the distribution of the branch points 
for the MC-SCF has a similar shape as the MC-FJC model, 
although the spacers are less stretched. Within the MC-SCF 
model there is also no trend toward bimodality of the branch 
point distribution.
Interestingly, at intermediate crowding, both MC-models 
gradually develop a so-called dead zone, that is, a region near 
the center where no branch points are found. Such a dead zone 
is not present in the cell model. In MC-FJC and MC-SCF, the 
dead zone widens with increasing crowding. We can only con-
clude that in neither there are indications for two populations 
of dendritic arms in a given dendrimer.
There are several effects that together may have caused the 
deviating behavior for the SCF cell model. As we have stated 
before the steric repulsion with other branches is overesti-
mated in the cell model. The force to stretch the spacers will 
therefore be a bit stronger in the cell model. This may have 
triggered the ‘transition’ toward two populations. As the short-
range excluded volume is underestimated by SCF, the fragment 
that is “retracted” can do so more easily than in reality and this 
might have stabilized the two-population state.
Yet another reason is that in the cell model it is possible to 
retract, for example, 0.5 dendrimer arms, while in the more 
realistic MC-FJC and MC-SCF models only whole arms can 
be retracted. Of course, we cannot exclude the possibility that 
for higher functionalities and/or a larger number of genera-
tions, one of the arms folds inward completely and effectively 
fills the dip in density as we have seen in Figure 7. In that 
case the MC-SCF and MC-FJC models may thus also develop 
two populations.
Interestingly, for weakly dissociating polyelectrolyte stars, 
Uhlik et al.[40] have also observed a wide and bimodal distribu-
tion of end points for the SF-SCF model. Monte Carlo simu-
lations, however, showed a much narrower unimodal distribu-
tion.[40] For a poor solvent, they, however, did find a bimodal 
distribution.[41] They ascribed this difference to the inaccurate 
way in which the SCF method accounts for intra-molecular 
excluded volume, but did not go into detail. Arguably, the con-
servative advise therefore is to approach bimodal distributions 
found by SCF theory with caution, especially when there is not 
a clear mechanism that can support bimodality (e.g., in “gas”–
“liquid” equilibria in microphase segregation).
So far, we have been referring several times to the (a)sphe-
ricity of the dendrimers. With increasing f and g, one would 
expect that the asphericity, which is a measure for the devia-
tion from a spherical shape, would decrease. We therefore end 
our analysis by considering this property for linear chains and 
dendrimers. In Figure 9, we present for f = 2, 3, 4, and 5 the 
asphericity A as a function of the generation number g, for 
spacer length S = 20. Again, for f = 2 (linear chains) this means 
that there are 2g + 1 MC-beads in the MC-SCF model and the 
degree of polymerization is N = 2g(S + 1) + 1. In the cell model, 
the spherical symmetry is imposed and therefore the cell model 
always has an asphericity of zero. As a result, we can only dis-
cuss the performance of the MC-SCF hybrid (dashed lines) in 
relation to the FJC result (dotted lines).
Inspection of Figure 9 shows that the MC-SCF hybrid per-
forms very well with respect to fluctuations in shape. For the 
dendrimers (f > 2) in Figure 9b–d, two generations are enough 
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to let the difference in asphericity with the MC-FJC model 
become less than the uncertainty margin. For linear polymers, 
a few more branch points are needed before the asphericities 
are the same, within the uncertainty margins, as those of the 
FJC model. Although the confidence interval is still quite large, 
the MC-SCF model thus seems to capture the asphericity of the 
dendrimers well. In both models we see that for linear chains 
the asphericity goes to roughly a value of 0.4 and as expected 
the values for A tend to be a strongly decreasing function of the 
number of generations in the dendrimer g. The absolute values 
of A decrease with increasing f.
4. Conclusion and Outlook
With the SF-SCF theory properties of complex polymeric sys-
tems can be obtained in seconds of CPU time. The SF-SCF 
theory, however, does not treat the correlations between the 
polymer segments correctly. This may in turn have conse-
quences for interactions which strongly depend on such cor-
relations, such as excluded volume interactions. To asses how 
big the errors due to neglecting part of the correlations are, we 
used dendrimers as a model system, because excluded volume 
interactions played an important role in them. In an attempt 
to bring back some of the correlations in the SF-SCF theory, 
we created the MC-SCF model. In this model, the positions of 
some of the segments are specified while the remaining seg-
ments are treated with the SF-SCF theory. Subsequently, the 
segments were moved with a Monte Carlo algorithm. As a ref-
erence system we used a freely jointed chain model (MC-FJC) 
with hard beads. Both the cell model and the MC-SCF model 
show quantitative differences with the MC-FJC model. More 
importantly though the cell model also 
shows qualitative differences such as a 
different scaling for the radius of gyra-
tion of the dendrimers. We also found 
that the cell model predicts a bimodal dis-
tribution for the first branch point from 
the center for large f and g. This suggests 
that there are two populations of con-
formations inside the dendrimer. These 
were, however, not found by the other two 
fundamentally more correct approaches. 
We attribute the differences between the 
results of the MC-SCF and the MC-FJC 
model and those of the cell model, to an 
overestimation of the long range- and 
underestimation the short-range excluded 
volume interactions in the cell model. 
Together with the property that in SCF the 
bimodality can erroneously be created by 
“fractional” branch-point redistributions, 
this can explain why a two sub-population 
status is found for the cell model when 
both f and g are large. This flaw of SCF 
in the high crowding limit came as a sur-
prise, because in the high crowding limit 
(large f and g values) one usually finds that 
the flaws of the mean field approximation 
are relatively small. In general one should thus be careful when 
interpreting results from the cell model. The MC-SCF model 
is fundamentally better at describing dendrimers than the cell 
model, as it gives the correct qualitative behavior. It is, how-
ever, computationally far more costly than the cell model. In 
an attempt to keep the CPU time within bounds we introduce 
the concept of “sub-boxes.” These sub-boxes are significantly 
smaller than the overall volume and this allows to compute the 
segment densities of fragments of the molecule on a “local” 
level. Even with this implementation trick, the MC-SCF method 
was computationally expensive. In the current implementation, 
the MC-FJC model was considerably faster than the MC-SCF 
model. For the MC-FJC model, we use wheel moves while for 
the MC-SCF moves small displacements are used. The wheel 
moves, however, displace the branch points over considerably 
larger distances and therefore equilibrate the structure more 
quickly. In hindsight, we realize that these moves should also 
have been implemented for the MC-SCF model. A quick try for 
F = 3, g = 7, and S = 20 showed that by doing wheel moves, 
50% of the time, the number of sampled configurations could 
be increased by a factor 13.
We did not use an explicit solvent in the current dendrimer 
models. If, however, an explicit solvent would have been pre-
sent the acceptance rate of the large wheel moves in the 
MC-FJC model would be practically zero, because the beads 
would overlap with solvent molecules. We therefore expect that 
the difference in CPU time between MC-SCF and the MC-FJC 
method will be much less for denser systems, such as mixtures 
of polymeric molecules. For the MC-SCF model, there are also 
no extra cost if instead of one polymer there would be two poly-
mers between the branch points. For dendrimers this would be 
very unusual but in polymeric gels there will be spacers that 
Figure 9. The asphericity for a) f = 2, S = 20; b) f = 3, S = 20; c) f = 4, S = 20; d) f = 5, S = 20. MC-SCF 
( ) and MC-FJC ( ). The lighter areas indicate the 99% confidence interval.
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connect to the same branch points. Together with possible 
extra optimization steps in computing the volume fractions 
per spacer (better implementation of sub-boxes) and smarter 
Monte Carlo moves we expect that for dense polymeric systems 
the MC-SCF hybrid can outperform simulation methods that 
take all excluded volume interactions explicitly into account.
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