A recursive algorithm for Hermite interpolation over a triangular grid  by Habib, A.W. et al.
-- 
l!!B 
JOURNAL OF 
-- COMPUTATIONAL AND 
APPLIED MATHEMATICS 
ELSEWER Journal of Computational and Applied Mathematics 73 (1996) 95- I 18 
A recursive algorithm for Hermite interpolation 
over a triangular grid 
A.W. Habib”%*, R.N. Goldman”, T. Lycheb 
’ Drpartnten~ of Computer Science. Rice Litirersi(v. Houston, TX 77251. USA 
h lristirutt jbr lt~forntatikk. Oslo. :Vomq 
Received ‘75 August 1995; revised 27 November 1995 
Abstract 
A recursive algorithm for Hermite interpolation of bivariate data over triangular grids is presented. This interpolation 
algorithm has a dynamic programmmg flavor and it computes a single polynomial that interpolates the full set of data. 
The data we interpolate are partial derivatives and mixed partials up to some fixed order at the nodes of the grid. The 
interpolant is a polynomial with minimal degree bound when the order is identical for all nodes. The proposed 
interpolation algorithm is affinely invariant. has at least linear precision. is symmetric with respect to the grid directions 
and can reuse existing computations if points are added to the grid. 
Keytvords: Bivariate interpolation: Hermite: Triangular grid; D> namic programming 
1. Introduction and motivation 
Interpolation is one of the fundamental techniques of approximation theory. Interpolation is 
heavily used in CAGD to build curves and surfaces, and many physical problems can be 
formulated as interpolation problems. One of the main issues in interpolation is the selection of the 
solution space. Different types of basis functions have been used, but polynomials are by far the 
most heavily studied basis for interpolation. For univariate polynomial interpolation, the answers 
to most questions can be found in any standard book on numerical analysis. Although the theory 
of univariate polynomial interpolation is almost complete, the multivariate analogue is not. 
Difficulties in the multivariate theory arise because, in general, there is no unique multivariate 
polynomial space that makes multivariate interpolation unique. When derivatives also need to be 
interpolated, the problem becomes even harder. In this paper we shall concentrate on bivariate 
Hermite interpolation. 
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For some special arrangements of interpolation positions in the plane there are available 
techniques to solve Lagrange interpolation problems [2, 10, 13. 151. One of these arrangements is 
the triangular grid which we consider in this paper. Hermite data at the nodes of a triangular grid 
can arise from sampling some nonpolynomial function and its derivatives at these nodes. In this 
case the objective is to find a polynomial that approximates this nonpolynomial function while 
matching the values and the derivatives at the nodes of the grid. The problem of finding 
a polynomial surface that fits some scientific data measurements on a triangular grid can also be 
formulated as a Hermite interpolation problem over the grid. 
Interpolation using polynomials also has its problems. High degree polynomials tend to oscillate 
wildly away from the interpolation positions. This instability is the main reason why polynomials 
are usually used only for local approximation. But the global problem never ceases to be of interest 
as evident by recent work on the problem in [4-7, 123. Other investigators approach this problem 
differently using splines [16], finite element methods [3, 8, 9, 171 or radial basis functions [14]. 
Neville’s algorithm solves the one dimensional Hermite interpolation problem recursively using 
dynamic programming. Lee and Phillips [lo] introduced an extension to Neville’s algorithm that 
interpolates Lagrange data over a triangular grid of points laid out as a geometric mesh, also 
referred to as principal lattice arrangement in [2]. Our objective is to generalize this construction 
to interpolate derivative information at the grid points. 
1. I. Problem definition 
To specify a bivariate interpolation problem, we need to address the arrangement of the 
interpolation positions (nodes) in the plane. Interpolation problems have different degrees of 
difficulty depending on the locations of the nodes. Several special configurations have been studied 
in literature. The arrangement of the nodes we consider is usually referred to as a triangular grid. 
Definition 1 formally characterizes this configuration. 
Definition 1 (Triunyular @d). A triangular grid of size 11 consists of 4 (n + 1) (n + 2) nodes. These 
nodes Pijk. i + j + k = II, are arranged to lie at the intersection points of three sets of lines, Ri, Si, Ti, 
i = 0. . , 17, so that 
P;jk = Ri n Sjn Tk: i + j + k = M (dependence conditions), 
(1) 
d, = RinSjn Tk. i + j + k < fl (independence conditions). 
Fig. 1 shows an instance of a triangular grid of size 2. Usually, the lines in each set are parallel and 
equidistant, but this need not be the case as long as the lines satisfy the (in)dependence conditions. 
Our objective will be to compute a polynomial that interpolates function values, partial 
derivatives, and mixed partials up to order rijk at the nodes Pijk of a triangular grid of size n. 
Formally we define our problem as: 
Problem 2. Let Pijk, i + j + k = n, he LI triwqulur grid of six n in the s-t plane, und let f (s, t) be 
N recrl-~aluedfunc,tiOM at lelrst rijk times d[f;&-entirrhle nt Pijk. Find u polynomiul I(s. t) such that at 
Fig. I. The parameter domain for a uniform problem with II = 2 and I’ = 1. Instead of using concentric circles to denote 
the order of the highest derixati\es at ;1 node. Me shall write this number. In parentheses. next to the corresponding node 
These numbers, rijk in Problem 2, denote the order of the highest derivatives that we want to 
interpolate at the points Pi;k. If all these numbers I’ijk are equal to some fixed nonnegative integer I, 
we call the problem IU~$MYN of order I^. Thus, Lagrange interpolation over a triangular grid is 
a uniform problem of order 0. If rijk < 0. then there are no interpolation conditions at the 
corresponding point Pjjk. Since our solution to Problem 2 depends critically on the structure of the 
triangular grid. we shall generally insist that i‘iik > 0 for all i.,i, k: otherwise, by choosing rijk < 0 at 
arbitrary points along the grid our problem could collapse to a scattered data problem and the grid 
would be of no help at all. The only exception we allow is when rijk < 0 for all the nodes along one 
of the boundaries of the grid for in this case we can simply remove this boundary line and replace 
the grid by one of smaller size. 
The derivatives we are interpolating are directional derivatives along the two directions parallel 
to the s, r axes of the parameter domain. Any directional derivative of order less than or equal to 
rijh can be expressed in terms of these partial derivatives in the s, r directions. 
Fig. 1 shows an instance of the parameter domain for a problem of size IZ = 2. and explains the 
notation that we are going to use throughout this paper. 
Although the statement of Problem 2 assumes that the data come from a real-valued functionf, 
the extension to vector-valued functions is easy. We just treat each coordinate function indepen- 
dently. Thus. if we can solve the interpolation problem for real-valued functions, we can solve it for 
vector-valued functions. 
The statement of Problem 2 assumes that the data we are interpolating come from some smooth 
function,f’(.s. t). However, we know nothing about this function, except for its differentiability at the 
nodes, and the function and derivative values there. In other words. we could just as well assume 
the data come from scientific measurements at discrete points. The use of ,f here is just for 
notational convenience. 
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1.2. ‘4 recursice approach 
For Lagrange interpolation over a triangular grid of nodes, there is a Neville-like recursive 
algorithm with a pyramidal structure due to Lee and Phillips [lo], when the lines are parallel and 
equidistant. A generalization of this interpolation algorithm to more general setting is given in 
[ 111. We would like our recursive scheme to reduce to this extended Neville-like algorithm, if no 
derivative information is available. Thus, we are going to develop an interpolation algorithm with 
a similar pyramidal structure. 
The approach we are going to take to solve our Hermite interpolation problem is to break it into 
three smaller problems each with fewer interpolation conditions. Repeating this process over and 
over, throwing away boundaries with no interpolation conditions, we get smaller and smaller 
triangular grids until we get down to single triangles. 
The problem of interpolation of point and derivative data over a single triangle will be addressed 
in Section 2. Our approach to Hermite interpolation over a single triangle will have the same 
recursive flavor. An interpolant of the data over the triangle is computed recursively from the 
solutions of simpler problems with fewer interpolation conditions at the vertices. The base cases for 
this recursion involve Hermite interpolation at a single point and Lagrange interpolation at the 
vertices of a triangle. 
After building partial interpolants over individual triangles. we need to combine these into 
interpolants over bigger and bigger triangles and eventually into interpolants over all the data. 
This process is referred to as blending. To do this blending, we need to find a recurrence that 
describes how to blend partial interpolants into interpolants over bigger sets of data. We derive this 
recurrence in Section 3. 
One of the major advantages of solving interpolation problems recursively is that we can reuse 
parts of the computations for one subinterpolant in computing another subinterpolant. Dynamic 
programming exploits these reusable computations. The interpolation algorithm we are going to 
present in Section 4 is a dynamic programming algorithm. In Section 5 we work an example to 
illustrate how the steps of the algorithm are implemented. 
Two recent Lagrange interpolation algorithms lend themselves to the interpolation of Hermite 
data by coalescing points [4, 61. In Section 6 we discuss the efficiency of our interpolation 
algorithm and study how it compares to these two algorithms. 
2. Interpolation over individual triangles 
We are going to solve our Hermite interpolation problem (Problem 2) recursively by solving 
smaller subproblems with fewer interpolation conditions. As the number of interpolation condi- 
tions decreases, we get smaller and smaller grids. Eventually, we reduce the grid to one triangle (see 
Section 3). In this section we address the problem of Hermite interpolation at the vertices of an 
individual triangle. The configuration and indexing are shown in Fig. 2. 
2.1. Problem dtlfnitiorz 
The problem in this section is an instance of Problem 2 for the case n = 1. Formally, 
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s-t plane 
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Fig. 2. Indexing the nodes for interpolation over one triangle 
Problem 3. Consider a triangle in the s-t plane, with vertices PloO, Polo, Pool and let f‘(s, t) be 
a real-valued function at least rijk-times differentiable at Pij/,. Find a polynomial I(s, t) such that at 
each vertex Pijk: 
We shall assume that all the /‘ilk are nonnegative. This condition corresponds to having 
interpolation data at all three vertices of the triangle. This problem will be reduced to the following 
base cases: Hermite interpolation at one vertex or Lagrange interpolation at the three vertices of 
the triangle. Taylor’s expansion provides the solution for the interpolation problem at one vertex. 
The recurrences we derive avoid the situation where interpolation data is available only at two 
vertices of the triangle because two points do not form a triangular grid. A solution to the latter 
problem can still be constructed however, using a variant of the univariate Neville algorithm along 
the line joining the two points. but this interpolant has some undesirable properties (see Section 
6.3). In Section 2.3 we address only the nondegenerate version of Problem 3. 
Le Mehaute [8] gives a formula for Hermite interpolation at the vertices of a simplex, but the 
interpolant he computes is different from the interpolant we build here over one triangle. He also 
remarks that the interpolant is not unique since this interpolation problem is generally not 
unisolvant. 
We shall adopt the notation I,,, (., I(‘ to denote a polynomial in s, r that interpolates Lagrange data 
and partial derivatives up to order u at Ploo. up to order r at Polo, and up to order M’ at PO,,. Thus, 
the solution to our interpolation problem (Problem 3) is denoted by I,iI,,,..n,,i,,i,,~,. In particular, 
I !,, 1, 0 denotes an interpolant of Hermite data up to order u at P roO, that interpolates function value 
and first derivatives at PO,” and interpolates only the function value at PO,,. To be consistent we 
should use I’ijk = - 1 when no interpolation conditions are specified at the node Pijk. However, for 
clarity of presentation. we shall use ‘**” rather than ” - 1” from here on. In particular, 
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I 0,*,* denotes the constant which interpolates Lagrange data at PloO, but interpolates no data at 
either PO,,, or P,,,. 
We shall refer to the subscript vector of the interpolant I as the index vector. It will be helpful to 
define a measure of the size of an index vector. We define the partial ordering relation cc between 
pairs of index vectors I’, = (u,, L‘*, ~-i) and V2 = (uz, cl, w2) by 
v, <,. v2 - 111 d U2,1’1 < 1’2. h-1 d M’2 and U, + r1 + M’~ < u2 + c2 + w2. (3) 
Since the solution we are going to construct invokes barycentric coordinates, we begin by 
recalling some of the properties of these barycentric coordinates. Given three noncollinear points 
P1) Pz, P3 in the s-t plane, any point Q in this plane can be expressed as a unique affine 
combination of these three points. The coefficients used to express Q are called the barycentric 
coordinates of Q with respect to AP, P2 P3. If we denote these coefficients by [jl, fi2, f13, then the 
following properties are known to hold: 
p1 + p: + /j3 - 1, 
PI, Pz. 113 are linear functions in s. 1. 
(4) 
(5) 
/‘if?;) = bij. i9.j = 1.2, 3. 
From these basic properties other important properties of barycentric coordinates readily 
follow. For example, by differentiating (4) in any direction in the s-t plane, we get 
fi; + /r’2 + pi = 0. (7) 
It also follows from (5) and (6) that 
pi = 0 along the line PjP~ i #j # k. (8) 
Barycentric coordinates will be used throughout as the blending functions for our interpolation 
scheme. In the next section we address the Hermite interpolation problem over one triangle 
(Problem 3). The general Hermite interpolation problem over an arbitrary triangular grid 
(Problem 2) is addressed in Section 3. 
2.3. A r’ecur’r-ewe fbr Hemite interpolation orer n triungle 
In this section we present a recursive solution to the Hermite interpolation problem over a single 
triangle where all the entries in the index vector of the interpolant are nonnegative. Proposition 
6 describes this recursive solution, but we begin with two helpful lemmas: 
Lemma 4. Let /ilOOq /lOI O, /?,,O, he the hm-ycentric, c.oorrlinLrte,func’tions \r-ith respect to the triangle 
p LOO- polo. pool. Then cm interpolmt 1,,0, O CUII he computed,fk)m the recurrencr 
I Ir.o.0 = P1ooL.*.* + (1 - P1oo)~u-l.o.o, 1’ > 0 (9) 
I 0.0.0 = PlOOlO.*.* + /~010~*.0.* + Poo*l*.*.o. (10) 
Proof. 
0 Lagrange interpolation at P,,,. Poe,: Since by (6) 
it follows by (9) that 
Therefore. by induction on II. 
But by (10) 1o.o.u is the standard linear interpolant over the triangle. Therefore, I,r.O,O interpo- 
lates the data at the nodes P,,,,, and P,,,, 
l Interpolation of the,j. lith-order derivatives at P, Oo. 0 6 j + k < u: Differentiating (9) j times with 
respect to s and li times with respect to t. \ve get 
The first term on the right-hand side of ( 11) interpolates all derivatives up to order u at PloO by 
construction, and the second term vanishes because /j ,,,(P,,,,) = 1. The third and fourth terms 
sum to zero since both I ,,,*,* and I,,- l.O.0 interpolate the first u - 1 derivatives at Ploo. The 
same observation applies to the last two terms. 
It follows that Z,,,o,n interpolates all derivatives up to order II at P lo,, as well as Lagrange data at 
p PO,ll~ 010. The argument is symmetric for any reordering of the points. 0 
Eventually either II or I‘ or both become lero and we can invoke Lemma 4 to compute 
I I,. l o( PO,) 1 1. 
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l Interpolation of the j, kth-order derivutice ut PIOO, 0 <j + k < U: Differentiating (12)j (k) times 
with respect to s(I). we get 
I;;.;: = p,oo I$;” 1.0 + aolo~~~klY,..o + Boo1 CL:‘.,.- 1.0 
+ j(fi:‘&’ Zg‘,Air’, + /JyiR’ Z~Ill,;kb + flit;:’ I$Ill~;.k? 1.0) 
+ k(/?:‘d;’ Z;;.k: ” 1.0 + /ilb”;A’ I!;‘lk*Tt.:b + /I$:’ IvLk*TL!l 1.0). (13) 
The first term on the right-hand side of (13) interpolates all derivatives up to order u at Ploo by 
construction. The second and third term vanish at P 1o0 by (6). Terms on the second line of (13) add 
up to zero by (7) since by the inductive hypothesis the derivatives of all the interpolants on this 
second line interpolatef’j- l.k). B y th e same argument the terms on the third line sum to zero at 
Ploo. Similar arguments show that lu,r..O interpolates derivatives up to order c at PO,,, 0 
Proposition 6. Let PI oo, PO 1 o, BOO 1 he the barycentric coordinatefunctions with respect to the triangle 
p POlO~ 100. Pool. Then an interpolant I, .,.,,,. can be computed Jiom the ,followiny recurrences: 
I ~r.~.u’=B100~~,.~~-1.n~-’ +Polo~“-l.~.,,~~l +~001~,,~1.*.-1,,,~, U,h~~>O, 
I M.l.0 = Ploo~u.l~~l.o + Bolo~u~l.~~.o + POOl~U~1.I ml.o> u, L’> 0, 
(14) 
I rr.O.0 = PlOO~u.*.a + (1 - Bloo)~L,r1.o.o. 14 > 0, 
I 0.0.0 = aloo~o.*.* + BOlO~*.O.* + PooJ*.*.o. 
Proof. The last three recurrences have already been validated in the previous two lemmas. 
Therefore, we need only verify the first recurrence. The proof proceeds by induction using the 
ordering relation <,.. Differentiating the first recurrencej times with respect to s and k times with 
respect to t (0 d j + k < U) and using (5) we get 
I!y’\, = p ,oozl;‘l~,.k~, ,,,. -1 + po,ol~~k; .I..,,. ~~1 + /&),l~~k,).-,.M. 
+.j[p:‘d:’ ,:;‘12;:‘,,,-, + pg,o r;L’,l.;.y’,,.-, + p&;p’ Iy:ll,;.k’, ,,). ] 
+ k[fi:o$’ ri;l’;“$- 1 + Pi”;;’ I{jl’*r,‘,‘,.-* + flgb;j” lljl_k*T,.l! * ,,,, 1. (15) 
Now the second and third terms of (15) vanish at P 1oo by (6). while the first term interpolates by 
the inductive hypothesis. Moreover, the interpolants on the second line all interpolate up to the 
(U - 1)st derivatives at P 1o0 by the inductive hypothesis, so they all interpolatef’j- l.k) at PIoo. By 
(7) it follows that the terms on the second line of (15) sum to zero at Ploo. A similar argument 
applies to the interpolants on the third line since they all interpolatef ‘(jsk-‘) at PIoo, and hence the 
third line also sums to zero at P 1 oo. The argument carries over by symmetry to PO 1o and Pool. Ifj or 
k or both are zero. then the terms on the second or third or both of these lines on the right-hand 
side vanish, but the proof is unchanged. 0 
A dynamic programming algorithm for interpolation over one triangle based on the recurrence 
(14) has a pyramidal structure. It can be drawn schematically (for interpolation of first derivatives) 
as in Fig. 3. 
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Fig. 3. The pyramidal structure of the Hermite interpolation algorithm for the computation of I,. ,, L. Vertices denote 
partial interpolants. Dotted lines connect vertices on the same level of the pyramid and arrows pointing into a vertex 
indicate the subinterpolants used to compute the interpolant at this vertex. 
Fig. 3 shows an implementation of formula (14) for recursion over one triangle. In this figure, 
vertices denote partial interpolants. A vertex label of (3, /L ;I) denotes an interpolant I,,,, i’. An index 
with value * at some position denotes an interpolant that does not interpolate any data at the 
corresponding vertex of the triangle. Fig. 3 also represents the Hasse diagram of the partial order 
relation cc; thus there is a path from a vertex VI to another vertex V2 if and only if VI <a I/,. 
Fig. 3 also illustrates common computations between subproblems that can be used to make the 
overall computation more efficient. For example, the interpolant (O,O,O) is used to compute the 
three interpolants (l,O, 0), (0,l. 0) and (0.0, 1). This form of recursion utilizing shared computations 
is referred to as dynamic programming. We shall describe an implementation of all our recurrences 
in this dynamic programming fashion in Section 4. In the next section we derive a recurrence for 
computing an interpolant for Hermite data over triangular grids of arbitrary size. 
3. Recursion over the grid 
In this section we take on the general problem of Hermite interpolation at the vertices of 
a triangular grid (Problem 2). Our approach is a simple extension to the recursive procedure 
followed in the previous section for solving the problem over one triangle. We begin by describing 
the setting and notation. 
Here we address the problem for a grid of size M bounded by the three lines R,, So, T,. As noted 
in Section 1.1 we shall require that each node has a nonempty set of conditions to be interpolated. 
This property needs to be consistently preserved so that the structure of the problem remains as 
interpolation over a triangular grid, although the size of the grid can change. 
Theorem 7 gives a recurrence relating the interpolant over the grid to the solutions of three 
simpler interpolation problems, each obtained by lowering the order of the derivatives that we are 
interpolating along one of the boundaries of the triangular grid while preserving the structure of 
the grid. NOW if rojk (riOk, rijo) are all zero, and if we decrease all these indices by one, then the line 
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Fig. 4. Problem decomposition. The order of the derivative data along the nodes on 
subject to the conditions in Theorem 7. 
dotted lines is reduced by one, 
R, (S,. T,) will not have any interpolation data; thus it can be dropped leaving a smaller triangular 
grid. However, if lowering the number of derivatives alters the structure of the triangular grid by 
driving the number of derivatives only at some but not all nodes along the boundary to be negative, 
then keeping the triangular structure takes priority. Theorem 7 makes this point precise. 
Theorem 7. A soluriorl “Int” to the Hermitr interpolation problem ocer a triangular grid (Problem 2) 
is given bl’ the recurrencx~ 
Int = /j,IntR + ljslnts + ljTIntT. (16) 
where /jR, /Is, flT are the har~~centric coordinates vt’ith respect to the trianglr bounded by RO, So, T, 
and the base case is interpolation ocer a single trianyle as described in Proposition 6. Here Int, is the 
solution of’ NII interpolation problem identical to Problem 2 escept that 
l If ~11 rojk = 0, then drop the line R. altoyethrr, 
0 else I’ojk = max (rojr - 1,O). 
The interpolants Int,, Int,. are d&ed in an analogous manner. 
Proof. The decomposition of the problem is shown in Fig. 4. 
We need to prove Eq. (16) for three distinct cases: corner nodes, edge nodes, and interior nodes. 
Without loss of generality (due to symmetry), we pick P,,Oo, Pijo i,,j # 0, and Pijk i, j, k # 0 as 
representative points. Differentiating recurrence ( 16) p times with respect to s, q times with respect 
to t and recalling (5), we get 
InFq) = PKInt’,P.Y’ + /jsInty.@ + [jrInty’“’ 
+ P([jg.O’lnt;- 1.4) + pyqnty 1.4) + fyqnt’,P- 1.4)) 
(17) 
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Now we verify Lagrange and Hermite interpolation at the three representative nodes: 
. pnoo. 0d p + q d r,oo: By property (6) of barycentric coordinates we have 
PdPnoo) = MPnoo) = 0. PR(PnOO) = 1. 
Thus. the second and third terms vanish and the first term on the right-hand side of (17) 
interpolates the data by induction. For Lagrange interpolation p = q = 0; thus the proof is done. 
Otherwise, since (p + q - 1) < (r,oo - l), it follows that Int(RP-l.q), Int~-‘.q’, Int~-l’q) all 
interpolate,f’P- l.q’ at Pnoo. Similarly, the terms on the last line of (17) interpolatef’P.qp ‘) at P,,oo. 
Substituting in (17) and factoring, we get 
Int’P.q’(P,oo) = Int’,P.q)(P,OO) 
+ P.f ‘“-‘~q)(~,oo)cp(RI~o’(~,~oo) + P~l~oYpnoo) + B(T1’“wIoo~l 
+ 4,f’P.q- “ROO) c/G, “ukl0~ + ho’ “(~noo) + rR(To. “u?7ooH 
The terms in brackets vanish by (7). Therefore, the result follows since by induction the first term 
interpolates the p. qth derivative at P,,oo. 
0 Pijo i, .j # ?I, 0 d p + 4 d rijo: Substituting into (17) and utilizing (8) we notice that 
Pl.(pi,o) = 0 and BR(PijO) + fls(pijo) = 1 
Since by induction both Intf.Y’ and Inty,” interpo1ate.f (~q) (Pijo), it follows that the sum of the 
first two terms on the right-hand side of (17) interpolatesf “p~q’(Pijo)s The remaining terms vanish 
by the same argument as the previous case. 
l Pijk i, ,j, k # 0.0 < p + (I < rijk: By substituting into (17): we find that the sum of the first three 
term on the right-hand side interpolatesf “p.q’ (Pijk), while the remaining terms vanish by the 
same argument as the previous cases. 
The argument goes through essentially unchanged for derivatives with respect to s(t) only, by 
setting cl(p) to zero. 0 
Notice that Proposition 6 is a special case of Theorem 7 restricted to a triangular grid of size one 
(one triangle). Thus, even though the notation in this section is a generalization of the notation used 
in Section 2 to accommodate grids of arbitrary size, rather than a single triangle, the recurrences 
(14) and (16) are essentially identical. 
4. The interpolation algorithm 
The recurrences we established in previous sections give rise to a dynamic programming 
interpolation algorithm with a pyramidal structure as shown for the one triangle case in Fig. 3. 
A dynamic programming algorithm can be thought of from two conceptually distinct yet practic- 
ally equivalent points of view: bottom-up and top-down. A bottom-up implementation starts from 
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the base of the pyramid and builds its way up until it computes the overall interpolant at the apex 
of the pyramid, while a top-down implementation starts from the apex and calls itself recursively, 
keeping track of partial interpolants to avoid unnecessary recomputations, until it gets down to the 
base cases. The implementation we give below is a bottom-up implementation. This approach has 
the advantage that it does not require searching through subproblems to find common computa- 
tions. This speed up is obtained by trading recursion for iteration. 
The algorithm we describe in this section and the analysis that follows concentrates on uniform 
problems where the number of derivatives rijn ~ that is, the order- is identical at all nodes. This is 
done primarily because these problems are the simplest to describe and they seem to be the most 
important cases in practice. 
For a uniform problem of order k. the algorithm assumes that there are &k + l)(k + 2) 
interpolation conditions (data) at each node. This number corresponds to the amount of Hermite 
data needed to specify function value and all partial and mixed partial derivatives up to order k at 
a point. For nonuniform cases, only the base cases and the way they are generated change; the rest 
of the algorithm remains the same. We shall not discuss, in general, how these base cases are 
generated, but that should be clear from the construction. 
Our interpolation algorithm has a pyramidal structure. The number of levels in the pyramid 
depends on the specific number of derivatives at the nodes and the size of the grid. For a uniform 
problem of order r over a triangular grid of size II, we shall show in Section 6 that the number of 
levels is nr + n + I’. Again, the sample base cases given below arise from a uniform problem of order 
I’ on a triangular grid of size II. 
The interpolation algorithm 
* Step 1: Generate base cases 
* Nodes are ordered in an array with node (ijk) as Point [j, k] 
* Only a sample is shown at level n(r + 1) of the pyramid. 
* This is the topmost level at which base cases occur. 
* The apex of the pyramid is at level 0. 
* n: The size of the grid 
* r: Order of the highest derivative that we are interpolating 
* at each node of the grid. 
Level = n(r + 1); 
for row from 1 to n + 1 do 
for co1 from 1 to row do 
SubInt[Level][(row-l)*(r+l)+l,(col-l)*(r+l)+ 
Interpolate r derivatives at the PointCrow, co]); 
od; 
od; 
. . Computation of base cases in other levels of the pyramid 
* Step 2: Recur up the grid 
for Level from (n + 1)r + n downto 1 do 
for Row from 1 to Level + 1 do 
for Column from 1 to Row do 
SubInt[Level] [Row, Col] = 
l] = 
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Blend (SubInt [Level + l] [Row, Cal], 
SubInt[Level + l] [Row + 1, Cal], 
SubInt[Level + l] [Row + 1, Co1 + 11); 
od; 
od; 
od; 
As the level loop in Step 2 of the algorithm repeats, we compute partial interpolants of larger 
sets of data over bigger and bigger triangles in the grid. The final interpolant is obtained in 
SubInt[l] [l. 11. 
The function Blend() implements recurrence (14) of Proposition 6 and its more general form in 
Theorem 7. The base cases at the bottom of the recursion correspond to Lagrange interpolation at 
the vertices of a single triangle or Taylor’s expansion at a single point. 
Blend() also computes the appropriate barycentric coordinates for blending. As we have shown 
in Proposition 6 and Theorem 7, the blending functions are the standard barycentric coordinates 
and thus are unique and can be computed easily. 
In Section 6 we discuss the properties of the interpolant computed by the above interpolation 
algorithm including its degree and complexity. But first we work an example in detail to illustrate 
the steps of the proposed interpolation algorithm. 
5. An example 
Consider the problem shown in Fig. 5. In this example. the grid size is two, and the grid lines are 
R, = t - 2, s() = 3s - t - 4, I-” = 3s + 2t - 28, 
R, =t-5, s, = 3s - t - 13, T1 = 3s + 2t - 19, 
R2=t-8, s> = 3s - t - 22, T2=3s+2t- 10. 
We shall investigate a problem of order one; thus only function values and partial derivatives of 
first order are available at the nodes Pijk, i + j + k = 2. The interpolation data for this example is: 
?f ?f - .  T 
Point:,/: ,. 2 Point :,f: g. $ 
Pz()o:l, 2, -1 P,,,:4, 1. 1 
P,,o:3, 3. 1 P,,z:2, 0, -2 
P011:3, 1, 3 Pozo:3, 3. 6 
We now trace the steps of the algorithm described in Section 4. In Step 1, we generate the base 
cases and write them in the two dimensional array SubInt[Level] where Level = nr + n + r = 5. 
The entries of this array are shown in the upright triangles in level (5) of Fig. 6. All the interpolation 
problems that appear in the upright triangles of this level (5) are either Hermite interpolation 
problems at a point, in which case we can write the solution directly using Taylor’s expansion, or 
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Fig. 5. The example. Values in brackets represent the s-r coordinates of grid points 
Lagrange interpolation problems at the vertices of a triangle, which we can solve directly using the 
barycentric coordinates formula for 10,0,0 in (14). 
Subproblems in Fig. 6 are encoded by the set of numbers denoting the orders of the highest 
derivatives that we want to interpolate at the corresponding nodes. For example, the interpolation 
problem at the top of level (5) in Fig. 6 (SubInt [S] [l, l]), interpolates both function value and first 
derivatives at the point P 200. A solution to this problem. using Taylor’s expansion, is given by 
1 + 2(s - 4) - (t - 8) = 1 + 2s - t. Similarly, using Taylor’s form we compute: 
SubInt[S] [3. l] = 4 + (s - 3) + (t - 5) = s + f - 4, 
SubInt[S] [3.3] = 3 + 3(s - 6) + (t - 5) = 3s + t - 20, 
SubInt[S] [S, l] = 2 - 2(t - 2) = - 2t + 6. 
Sublnt[S] [S, 31 = 3 + (s - 5) + 3(t - 2) = s + 3t - 8, 
SubInt[5] [S, 51 = 3 + 3(s - 8) + 6(t - 2) = 3s + 6t - 33. 
The remaining base cases in Fig. 6, level (5), are Lagrange interpolation problems at the vertices of 
single triangles. We now show the computation of the entry SubInt[S] [2,1]. First, the barycentric 
coordinates of LIP~~~P~~~P, 10 are computed. We compute b 200 by normalizing the equation of the 
line PIOIP~~O to have the value 1 at Pzoo. Thus, pzoO = $(t - 5). Similarly, 
fii01 = - 4(3s + 2r - 28) and jJl10 = 4(3s - t - 4). 
Using these barycentric coordinates we get 
SubInt[S] [2, l] = &t - 5) - $(3s + 2t - 28) + f(3.7 - t - 4) = 3s - 8t + $?. 
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Fig. 6. The levels of the evaluation pyramid. Level numbers are written in parenthesis next to corresponding triangular 
arrays. Each of the small upright triangles represents one simple interpolation subproblem. Integers denote the number 
ofderivatives we are interpolating at the corresponding nodes in the triangular array to the upper right. The arrangement 
of the subproblems shows the sharing exploited by the interpolation algorithm. Subproblems written in upside-down 
triangles in one level appear in the next level above it in the evaluation pyramid. 
Similarly, 
SubInt[5] [4, l] = G(3.s - t - 4) + j(t - 2) + c$( - 3s + 19 - 2t) 
= 3s + $t + I$. 
SubInt [S] [4.3] = &3s - r - 13) + 3(r - 2) + 4( - 3s - 2t + 28) = 3. 
To compute the entries at the next higher level (level 4), the function Blend( )- which imple- 
ments the recurrence in Theorem 7-combines three neighboring subinterpolants in SubInt[S] 
(Fig. 6) into an interpolant for a larger set of data in SubInt[4]. For example, the entry 
SubInt[4] [ 1, l] is computed by blending the entries SubInt [S] [ 1, 11, SubInt [IS] [2,1], 
SubInt [S] [2,2]. The blending functions are the barycentric coordinates with respect to the triangle 
dPzOOPIOIPl 1O, which we already computed as 
/jz()o = $t - 5). plo, = - $3.~ + 2t - 28) p1 ](J = Q3.s - t - 4). 
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Thus, 
SubInt[4][1,1] = lj2,,,$ubInt[5][1, l] + fl,,,SubInt[S][Z, l] + P1i,,SubInt[5][2,2]. 
Notice that since SubInt [S] [2, l] and SubInt [5][2,2] are identical, we can also write 
SubInt[4][1, l] = Pz,,SubInt[5][l, l] + (1 - fi,,0)SubInt[5][2, 11, 
which is exactly the formula we derived in Proposition 1. Repeating this process over and over 
going up the evaluation pyramid, and using the appropriate barycentric coordinates, we end up 
with the final interpolant: 
1 7t3s2 197t2s” 73ts4 s5 
SubInt[l][l,l]=$&+~+~ ~ ~ 
2916 + 5832 + 1944 +Gi 
8563t4 %59t3s 565t2s2 3929ts” 245~~ -~--- 
-~-- 39 366 13 122 1944 5832 486 
157 937t” 805t2s 1001ts” 14 299~~ 245 165t2 
+ -~ 78732 8748 + + - 324 2916 39 366 
12805ts 57 127~~ 23 339t 150 340s 15409 
+ - 6561 2916 -m+ -- ’ 6561 19 683 
6. Analysis of the algorithm and the interpolant 
In this section we analyze the interpolation algorithm proposed in Section 4 in terms of the 
degree of the resulting interpolant and the complexity of evaluation. Our analysis considers only 
uniform cases because only for these cases can we compute in a closed form the degree and 
complexity of the interpolant. We shall then use these measures to compare our interpolation 
algorithm to other interpolation schemes. 
6.1. The degree qf the interpolant 
We begin by studying the case of interpolation over a single triangle; then we examine the 
general case of triangular grids of arbitrary size. For a single triangle, we go back to the notation of 
Section 2.3, using an index vector to denote the order of the derivatives we are interpolating at the 
vertices of the triangle. Our objective is to compute the degree of the interpolant I,.,,,. We recall 
from Proposition 6 the recurrences used to compute this interpolant: 
I,.,..,. = rRloo~u.~-l.~~-l + /jolo~u-l.l~.r,*-l + /4ml~u-l.r~-l.\v. 4 c, \1‘> 0, (9 
I,. I‘. 0 = PlOO~u. 1- 1.0 + /jO1O~u-l.c.0 + B001~u-1.~.-1.0~ u, c > 0, (ii) 
I u.o.0 = P1ooL*.* + (1 - Bloo)ru- 1.0.0, 14 > 0, (iii) 
I 0.0.0 = P100~0.*.* + l~010~*.0.* + Boo1~*.*.0. (iv) 
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The next lemma gives a bound on the degree of the interpolant I,,,,, computed using the 
algorithm of Section 4. 
Lemma 8. The total degree oj’the polynomial computed using the interpolation algorithm of Section 
4 for a uniform problem of order r over a triangular grid of size 1 (one triangle) is less than or equal to 
2r+ 1. 
Proof. Define M(I,,,.,.) = max(u + U, t’ + w, u + w). For the problem at hand. this maximum 
starts at 2r. On application of each of the recurrences (i)-(iv) this number gets lowered by at least 
one per call. Eventually, we must get down to one of the following two base cases: 
1. Hermite interpolation at a single point I,,,, +: We can obtain this problem only as a sub- 
problem of I,. 0. 0. Since M(I,.,.,) = U, at most (2r - U) recursive calls are needed to get lU,O,O from 
I r,r.i-. Now I,,.*.* is obtained from lu,O.O by one recursive call, and the degree of the interpolant 
I “.*.* is at most U. It follows that the degree of the final interpolant is bounded by 
(2r-u)+l +u=2r+l. 
2. Lagrange interpolation at the vertices CI~‘ a triangle 1,,,,0: Since M(Io,o,o) = 0, at most 2r 
recursive calls get us from I,.,., to 10,O.O. By (iv). the interpolant ZO,O,O is at most linear, so the 
degree of the final interpolant is bounded by 2r + 1. 0 
Notice that 2r + 1 is the minimum possible degree bound for an interpolant of Hermite data of 
order r over a single triangle. This can be seen by restricting this problem to one of the boundaries 
of the triangle. The result is a univariate Hermite interpolation problem of order r at the two end 
points. By counting the number of interpolation conditions, we find that the solution can have 
a degree of up to 2r + 1. 
To analyze grids of arbitrary size, notice that the order of the recursive calls in the R, S and 
T directions is irrelevant to the degree of the interpolant because each recursive call raises the 
degree by 1 and the subproblem we end up with does not depend on the order of the recursive calls. 
With this insight we are now ready to compute a bound on the degree of our interpolant; the 
following proposition will help in our analysis. 
Proposition 9. For a uniform problem of order r on a triangular grid of size n, after 2r + m(r + 1) 
recursive calls the size of the grid is at most n - m whenever m < n. 
Proof. Every time we make r + 1 recursive calls along any one direction, say R, we reduce the size 
of the grid by 1. Suppose then that after 2r + m(r + 1) calls we have made: 
l r(r + 1) + a calls in the R-direction, 0 < a < r, 
l /I(r + 1) + b calls in the S-direction, 0 d b d r. 
l ;,(r + 1) + c calls in the T-direction, 0 < c < r. 
To prove our result, it is enough to show that x + fi + y 2 m. Suppose to the contrary that 
r + fl+ ;’ < m; then 
2r + m(r + 1) = (2 + P + y)(r + 1) + (a + b + c) < (m - l)(r -+ 1) + 3r. 
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Thus, 
2r + m(r + 1) d m(r + I) + 2r - 1 
But this is impossible. Hence, I + fi + *I , > ~1, so the grid size is at most IZ - )?I. 0 
Theorem 10. For u un(fi,rm prohlm qf order r on (I trimyulur grid qf size n, the degree of the 
interpolunt computed by the ulgorithm in Sectio~l 4 is ut most nr + n + r. 
Proof. It follows from Proposition 9 that after 2r + (n - l)(r + 1) recursive calls, the size of the 
grid is at most one, that is, a single triangle. To reduce the grid size to one, we must make 
l x(r + 1) calls in the R-direction, 
a /?(r + 1) calls in the S-direction, 
l ;.*(I’ + 1) calls in the T-direction. 
where x + /j + ;I = II - 1. Since for our analysis of the degree the order in which the calls are made 
in the R, S and T directions does not matter, we can reorder calls and make these (M - l)(r + 1) 
calls first. Now we are left with 2r recursive calls applied to a single triangle. By Lemma 8 after these 
2r recursive calls. the degree of the remaining interpolant is at most linear; thus the overall degree of 
the interpolant for a uniform problem of order r over a grid of size rz is bounded by: 
2r + (!I - l)(r + 1) + 1 = fir + 17 + r. 0 
Notice that this degree bound is again minima1 as can be illustrated by restricting the original 
problem to one of the boundaries of the triangular grid and solving the resulting univariate 
Hermite interpolation problem. 
What do we really mean by complexity analysis of an interpolation algorithm? Our intention is 
to measure the amount of work, in terms of number of intermediate interpolants, needed to evaluate 
the interpolant at an arbitrary point. Since we do not have a closed form solution for the 
interpolant, we must go through all the computations of the interpolation algorithm numerically. 
(If we are to evaluate the interpolant at many points, it might be beneficial to evaluate it 
symbolically once and for all using some symbolic computation package and then use any efficient 
bivariate evaluation algorithm.) 
Evaluating the interpolant at one point involves the evaluation of each node (subproblem) of the 
evaluation pyramid. By the dynamic programming construction we are insuring that each node 
(subproblem) is evaluated only once. Since each subinterpolant corresponds to a node in the 
evaluation pyramid, determining the complexity of the algorithm reduces to counting these nodes. 
Our main objective is to show that this number is only polynomial, rather than exponential, in the 
size of the grid and the number of derivatives. 
A pyramid with height N has 
.v k(k + 1) 
c 
N(N + l)(N + 2) 
k=l 2 = 6 
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nodes which is O(N3). Since our algorithm has a pyramidal structure, its complexity is cubic in the 
height of the evaluation pyramid. 
Consider the interpolation problem for a triangular grid of size y1 with derivatives up to order I at 
the nodes of the grid. By the analysis in the preceding section we know that the degree of the 
interpolant is at most nr + n + r. Since each level of the pyramid raises the degree by one, the 
height of the evaluation pyramid cannot exceed IIY + II + P. Thus the number of nodes (subinter- 
polation problems) is O(n3r3). 
6.3. Properties of the interpolant and comparison to other techniques 
The general bivariate Hermite interpolation problem has been addressed by several authors, 
though usually as an extension of Lagrange interpolation. By extending Neville’s algorithm we 
have imposed very special conditions on the structure of our interpolation algorithm. The other 
methods we discuss below due to de Boor and Ron [4] and Gasca and Maeztu [6] are not 
constrained by such structure. The interpolation algorithm we described in Section 4 also makes 
use of the very special configuration of the nodes, while these other techniques handle more general 
arrangements. Both the techniques of de BoorRon and Gasca-Maeztu are essentially Lagrange 
interpolation algorithms; they lend themselves to Hermite interpolation by coalescing points in 
certain directions. The interpolation space and the interpolants built using the de Boor and Ron 
technique and those built using the Gasca and Maeztu method generally differ. and they are both 
different from the interpolation space and the interpolants computed using our dynamic program- 
ming algorithm. 
De Boor and Ron [4] solve Lagrange, and hence also Hermite, interpolation problems by 
building a function space (from power series) with dimensions equal to the amount of data, then 
perform a Gram-Schmidt orthogonalization process to reduce the dimensions of the space. The 
process can also be interpreted as performing Gaussian elimination on the Vandermonde matrix 
associated with the interpolation problem. The resulting interpolants have many desirable proper- 
ties including being of minimal degree. 
Gasca and Maeztu [6] also address the bivariate Hermite interpolation problem as a special case 
of Lagrange interpolation. The interpolation nodes are arranged at the intersection points of two 
sets of lines, where repeated lines indicate derivatives. A basis for an interpolation space composed 
of products of some of these lines is then built (Newton form), and the interpolant coefficients are 
computed from a recursive procedure. 
In this section we study some properties of the interpolants computed using our algorithm, and 
address how other interpolation algorithms fare regarding these properties. We shall consider five 
properties and compare and contrast our interpolants to those built by de Boor-Ron and 
Gasca-Maeztu. 
6.3. I. LOM. degree 
High degree polynomials tend to oscillate more than necessary and their evaluation is not as 
stable as low degree polynomials. Most algorithms that handle polynomial surfaces, such as 
evaluation and rendering, have complexity that depends on the degree of the polynomials. Thus it 
is desirable to have interpolants of as low degree as possible. 
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De Boor and Ron solve Hermite interpolation problems by building a polynomial space with 
dimensions exactly equal to the number of interpolation conditions. A unique interpolant exists in 
that space by construction, and this interpolant has minimal degree. The interpolant built using 
Gasca and Maeztu’s technique to solve a uniform Hermite interpolation problem of size y1 and 
order r has total degree bounded by nr + II + r. 
As Theorem 10 shows, the interpolant computed using the dynamic programming approach 
described in Section 4 also has a degree bound of nr + n + r for a uniform problem of order r on 
a grid of size n, and this degree bound is minimal. For nonuniform problems, however, our degree 
bound may be greater than the minimal bound obtained using either the de Boor-Ron or 
Gasca-Maeztu technique because in our recursive approach we do not take advantage of missing 
data while the other two approaches do. 
Although our degree bound is minimal, the degree of the interpolant itself may not be minimal. 
To demonstrate the difference, consider the problem of interpolating a function and its first 
derivatives at the vertices of a triangle. The minimum degree bound for the solution of this problem 
is three, as can be seen from the argument following Theorem 10. However, if the data are taken off 
a linear or quadratic polynomial, the minimal degree interpolant has degree less than three. 
6.3.2. Ajhe int‘ariance 
Affine invariance means that the interpolants do not depend on the coordinate system. Equiva- 
lently, applying an affine transformation to the interpolant should produce the same interpolant as 
if we first transformed the data by the affine transformation and then applied the interpolation 
algorithm. 
While the de Boor-Ron interpolants have many desirable properties [4], their interpolants are 
not invariant under all affine transformations. The interpolants computed using de Boor-Ron’s 
technique have coordinate system independence in the sense of invariance under rigid body 
transformations, as well as under scaling and some symmetries but they are not invariant under the 
full set of affine transformations. Gasca and Maeztu’s interpolants do enjoy affine invariance 
because they interpolate only directional derivatives, and their interpolants can be expressed as 
products of lines which are transformed by any atTine transformation to a corresponding set of 
lines. 
The interpolation recurrences of Proposition 6 and Theorem 7 use barycentric coordinates as 
blending functions, and barycentric coordinates are known to be invariant under all affine 
transformations. The only other thing that we need to check is the affine invariance of the base 
cases, but this is easy to verify since Taylor series expansions are affine invariant. Thus, the 
interpolants we compute are also affine invariant. 
6.3.3. Polynomial precision 
Another property that we would like to have in an interpolation algorithm is high polynomial 
precision. By this property we mean that if the data we are interpolating is taken off a polynomial 
function then we get the same polynomial back from the interpolation algorithm. An interpolation 
algorithm has degree-m-precision if it reproduces polynomials up to degree m. 
The De Boor-Ron interpolants have polynomial precision of degree at least m - 1 if the general 
interpolant is of degree m. In their construction [4], monomials of the highest degree are added one 
at a time until a space of the right dimensions is obtained. Thus, by the uniqueness of their 
A.W. Huhih ef ul. Jourrtal of Computational and Applied Mathematics 73 11996) 95-1 IN 115 
t 
I 
vo I Y 
;o, 0) (1,O) s 
Fig. 7. The tlvo functions (s + zt) and (1 - s - rt) are barycentric coordinates along the line t = 0. for arbitrary choices 
of x. The function [rl(s + rr) + rO( I - .\ ~ xt)] interpolates the values L’~ and f’, at the end points of the line. 
interpolant, they must reproduce all polynomials up to degree m - 1. In the Gasca-Maeztu 
method, a Newton-like basis for the interpolation space is computed first; then the coefficients are 
calculated using a recursive procedure. If the polynomial lies in the interpolation space, then it is 
reproduced due to the uniqueness of the interpolant. However, the interpolation space itself is not 
unique, so we may be able to find a solution space that does not contain the original polynomial. 
Our interpolant has linear precision. We get linear precision because the base cases of our 
recursion (Hermite interpolation at a single point and Lagrange interpolation at the vertices of 
a triangle) both have linear precision, and our blending functions (barycentric coordinates) sum to 
one. Our interpolation algorithm also reproduces other polynomials. For example, if we pick 
Hermite data off an interpolant P computed using the proposed algorithm and run the algorithm 
on this data, the algorithm reproduces P as an interpolant. Section 6.4 elaborates further on this 
observation. 
Even though we have insisted thus far on having some data at each node of the triangular grid, 
we could actually make do without this property, but then we might lose linear precision and 
possibly affine invariance; thus it is better to avoid this situation. Indeed, along a line in the plane 
the formula for Lagrange interpolation is not unique because we can add to any Lagrange 
interpolant an arbitrary multiple x of the equation of the line connecting the two points as shown in 
Fig. 7. Thus, linear precision cannot be preserved, because it is lost for a base case. 
Now we investigate the possibility of keeping affine invariance. For any two points we can select 
a pair of barycentric coordinate functions that satisfies the analogues of conditions (4)-(6) by 
choosing a properly normalized pair of lines, each passing through one of the two points (Fig. 7). If 
the two points are already embedded in a larger triangular grid, we can get a pair of barycentric 
coordinates along the line connecting them by restricting the triangular barycentric coordinates to 
this line. This selection preserves affine invariance since triangular barycentric coordinates are 
affine invariant. Other selections of barycentric coordinates destroy affine invariance. For example, 
the selection of the two vertical lines in Fig. 7 gives us two barycentric coordinate functions (after 
normalization), but invariance under transformations that do not preserve right angles is lost. 
6.3.4. ~wrlmrtr?~ 
For a triangular grid, we want an interpolant that is symmetric in the sense that it treats the R, S 
and T lines identically. Neither de Boor-Ron nor Gasca-Maeztu method have this symmetry 
property, while our interpolant does. This outcome is to be expected since we are taking advantage 
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of the structure of the triangular grid, while the other two techniques ignore this special structure 
but handle more general configurations. 
6.3.5. ildding data 
Both de BoorRon and Gasca-Maeztu produce lower degree interpolants, but both are also 
global methods that do not take advantage of the local structure that the data may provide. Thus, 
adding another set of data points will completely change their interpolants (de Boor and Ron 
address the continuity of their interpolants and describe the continuity of the interpolation space as 
a favorable condition). Since none of these techniques use dynamic programming. they do not build 
intermediate interpolants. On the other hand, if we keep the computations in the evaluation 
pyramid intact and then extend the grid, we can make use of the already computed entries of the 
evaluation pyramid and we do not have to begin again from scratch. 
6.4. The itrterpolatiotr space 
Both de Boor and Ron, and Gasca and Maeztu begin by defining a space of polynomials relative 
to a fixed interpolation problem and then show that the interpolation problem has a unique 
solution in the corresponding interpolation space. In contrast, rather than beginning with a poly- 
nomial space. we commence by constructing a specific algorithm for generating a polynomial 
interpolant. However for a fixed triangular grid, we too generate a polynomial space, namely the 
space of all polynomials produced by our algorithm. 
The polynomials returned by our interpolation algorithm form a vector space because our base 
cases (Taylor expansion) are closed under addition and scalar multiplication, and our blending 
method (multiplying by barycentric coordinates) is linear. Moreover, the interpolant we compute 
using our dynamic programming algorithm is the unique interpolant within this polynomial space. 
To prove this assertion. it suffices to show that the zero polynomial is the unique solution within 
our polynomial space to the homogeneous problem where all the data values are zero. But this 
result follows immediately from linear precision. For uniform problems of order r over a fixed grid 
of size II, the dimension of our interpolation space is (It ‘) (‘It ‘) because there are (*t 2, independent 
interpolation conditions at each of the (“;I) nodes of the grid. 
It is easy to construct examples to demonstrate that the interpolation space we build is different 
from the spaces constructed by either de Boor and Ron or Gasca and Maeztu. What other 
properties our interpolation space may have and how these compare to the properties of the spaces 
constructed by either de BoorRon or Gasca- Maeztu remains an open question. 
7. Conclusions 
We have proposed an interpolation algorithm based on dynamic programming to solve the 
bivariate Hermite interpolation problem for nodes arranged in a triangular grid. The interpolation 
algorithm has a pyramidal structure. The interpolant is computed recursively from three interpo- 
lants over smaller sets of data and then blended using barycentric coordinates. At the bottom of the 
recursion we have either Hermite interpolation at a single point or Lagrange interpolation at the 
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vertices of a triangle. Taylor series expansion handles interpolation at individual points, while the 
standard linear interpolation formula (10) handles the Lagrange case. 
Our interpolant has minimal degree bound for uniform problems and its complexity is at most 
cubic in the grid size and the order of derivatives. Our interpolation algorithm has linear precision 
and is invariant under any affine transformation. If data are added to the grid, we can make use of 
previous computations, 
Many questions remain unanswered and deserve further examination. The space of the interpo- 
lating polynomials needs to be formally characterized and its properties need to be investigated. An 
explicit formula for the functions that multiply the data at the vertices of the grid would enable us 
to write a closed form solution for the overall interpolant. 
We could embed any scattered data problem into a triangular grid but the degree of the 
interpolant we get would be very high. Thus, using the technique presented in this paper to solve 
arbitrary scattered data problems is not recommended, and alternative techniques need to be 
developed. One possible approach, that needs further investigation, is to blend interpolants built 
using our technique over individual triangles into interpolants over arbitrary triangulations. Such 
techniques would be helpful both in finite-element analysis and in solving Hermite interpolation 
problems in scattered data settings. 
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