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Abstract
We derive a correspondence between (Lorentzian) harmonic maps into the pseu-
dosphere S21 , with appropriate regularity conditions, and certain connection 1-
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Introduction
As is well known, every solution to the elliptic sinh-Gordon (or sinh-Laplace)
equation:
ωzz¯ + sinhω = 0
describes a constant mean curvature (CMC) surface in Euclidean 3-space E3.
The symmetric quadratic form I = eωdzdz¯ is the induced metric of the CMC
surface. With respect to the conformal structure determined by I, the Gauß
map is a harmonic map into S2.
F. Pedit, H. Wu and the first named author established a loop group theo-
retic Weierstraß-type representation for harmonic maps of Riemann surfaces
into compact Riemannian symmetric spaces [13]. This loop group theoretic
Weierstraß-type representation is frequently referred to in the literature as
the DPW-method.
Furthermore G. Haak and the first named author used the DPW-method
intensively for the investigation of CMC surfaces [11]. H. Wu gave a simple
way for determining a normal form of the Weierestraß data for CMC surfaces
in [37]. In [12], Pedit, the first and third named author gave a reinterpretation
of the classical Weierstraß representation of minimal surfaces in terms of the
DPW-method.
On the other hand, every solution φ to the sine-Gordon equation:
φxy + sinφ = 0.
describes a (weakly regular) pseudospherical surface in Euclidean 3-space E3.
The solution φ is the angle of two asymptotic directions. The quadratic form
II = sinφ dxdy is the second fundamental form of the surface. With respect
to the Lorentzian conformal structure determined by II, the Gauß map is a
(Lorentzian) harmonic map into the unit 2-sphere S2.
M. Melko and I. Sterling [27]-[28] presented a modern approach to pseu-
dospherical surfaces via the theory of finite type (Lorentzian) harmonic maps
into S2.
Recently the third named author established a Weierstraß-type represen-
tation for pseudospherical surfaces in E3 in her thesis [35]. In particular,
she showed that there exist certain normalized potentials for pseudospher-
ical surfaces. Finally, in [14] it was shown that finite type pseudospherical
surfaces can be constructed from particularly simple normalized potentials.
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Both, the sine-Gordon and the elliptic sinh-Gordon equation are real
forms of the complexified sine-Gordon equation. But the complexified sine-
Gordon equation has still different real forms: the hyperbolic sinh-Gordon
and the hyperbolic cosh-Gordon equations. Solutions to these equations do
not describe CMC surfaces in E3 but in Minkowski 3-space E31.
In fact, let M be a timelike CMC surface in E31 parametrized locally by
null coordinates (x, y). Denote by D the discriminant of the characteristic
equation for the shape operator. Then the Gauß-Codazzi equations of M
become
ωxy +H
2 sinhω = 0, if D > 0,
ωxy +
H2
2
eω = 0, if D = 0,
ωxy +H
2 coshω = 0, if D < 0.
At this point we would like to point out a certain similarity between
timelike CMC surfaces and CMC surfaces in hyperbolic 3-space. Note that
both H3 and E31 are naturally imbedded in Minkowski 4-space E
4
1.
Let M be a CMC surface in hyperbolic 3-space H3 parametrized by
isothermic coordinates (isothermal-curvature line coordinates) z = x+
√−1y,
then its Gauß-Codazzi equations become
ωzz¯ + (H
2 − 1) sinhω = 0, if H2 > 1,
ωzz¯ − 1
2
e−ω = 0, if H2 = 1,
ωzz¯ + (H
2 − 1) coshω = 0, if H2 < 1.
Therefore, at the level of Gauß-Codazzi equations, timelike CMC surface
geometry can be considered as a “hyperbolic version” of CMC surface geom-
etry in H3. There is another similarity between timelike surface geometry in
E31 and surface geometry in H
3. In fact, timelike HIMC surfaces, i.e., time-
like surfaces with harmonic inverse mean curvature in E31 [15] and Bonnet
surfaces in H3, (which are not Willmore surfaces) [7] are described by the
same integrable equation, namely the Painleve´ equations of type V and VI.
The hyperbolic sinh-Gordon equation and the Liouville equation have
been studied extensively by the soliton theoretic approach. For instance,
Babelon and Bernard [1] studied (the infinitesimal version of) the dress-
ing transformations for the hyperbolic sinh-Gordon equation. L. McNertney
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studied Ba¨cklund transformations for the hyperbolic sinh-Gordon and the
Liouville equation via the classical theory of line-congruences in her thesis
[26]. H.-S. Hu [22] and the second named author [24] gave a Darboux form of
Ba¨cklund transformations on the hyperbolic sinh-Gordon equation. Namely,
in [22] and [24], Ba¨cklund transformations are reformulated as transforma-
tions on extended framings.
However as far as the authors know, only few studies on the cosh-Gordon
equation are available. M. V. Babich obtained finite-gap solutions to the
elliptic cosh-Gordon equation [2]. Babich and A. I. Bobenko studied minimal
surfaces in H3 in terms of finite-gap solutions of the elliptic cosh-Gordon
equation [3]. V. Y. Novokshenov studied radial-symmetric solutions to the
elliptic cosh-Gordon equation [31]. The radial-symmetry reduces the elliptic
cosh-Gordon equation to the third Painleve´ equation. Moreover he studied
the minimal surfaces in H3 corresponding to these solutions to the elliptic
cosh-Gordon equation [30].
In this paper we establish a Weierstraß-type representation for timelike
CMC surfaces in Minkowski 3-space. The Weierstraß-type representation
gives a unified theory of constructing solutions to the sinh-Gordon, the Liou-
ville and the cosh-Gordon equations. Moreover our Weierstraß-type represen-
tation is regarded as nonlinear d’Alembert formula for these three nonlinear
wave equations.
This paper is organized as follows:
After establishing the requisite facts on geometry of surfaces in Minkowsi
3-space in Section 1, we devote Section 2 to prepare ingredients from loop
group theory.
In Section 3, we derive a correspondence between harmonic maps into the
pseudosphere S21 with appropriate regularity and a certain kind of connection
one-forms.
The Weierstraß-type representation for (Lorentzian) harmonic maps into
S21 is introduced in Section 4. We apply the Weierstraß-type representation
for constructing timelike CMC surfaces in Section 5.
In the final section, we discuss fundamental examples of timelike CMC
surfaces via the Weierstraß-type representation.
3
1 Timelike surfaces
1.1 We start with preliminaries on the geometry of timelike surfaces in
Minkowski 3-space.
Let E31 beMinkowski 3-spacewith Lorentzian metric 〈·, ·〉. The metric 〈·, ·〉
is expressed as 〈·, ·〉 = −du21 + du22 + du23 in terms of the natural coordinate
system (u1, u2, u3) of the Cartesian 3-space R
3.
Let M be a connected orientable 2-manifold and ϕ :M → E31 an immer-
sion. The immersion ϕ is said to be timelike if the induced metric I of M is
Lorentzian. The induced Lorentzian metric I determines a Lorentz confor-
mal structure CI on M . We treat (M, CI) as a Lorentz surface and ϕ as a
conformal immersion. For the general theory of Lorentz surfaces, we refer to
T. Weinstein [36].
Hereafter we will assume that M is an orientable timelike surface in E31
(immersed by ϕ).
It is worthwhile to remark that there exists no compact timelike surface
in E31. (See B. O’Neill [32], p. 125.)
Let (x, y) be a null coordinate system with respect to the conformal struc-
ture CI . Then the first fundamental form I is written in terms of (x, y) as
follows:
I = eω dxdy.
Now let N be a unit normal vector field of M . Namely a vector field N
along M satisfying
〈N,N〉 = 1, 〈ϕx, N〉 = 〈ϕy, N〉 = 0.
The second fundamental form II of M derived from N is defined by
II = −〈dϕ, dN〉.
The shape operator S of M derived from N is
S := −dN.
The shape operator S is related to II by
II(X, Y ) = 〈SX, Y 〉
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for all vector fields X, Y on M . The mean curvature H of M is defined by
H =
1
2
tr S.
Note that H is computed by the following formula:
H =
1
2
tr(II · I−1).
Note that the Gaußian curvature K of M is computed as
K = detS = det(II · I−1).
(See [32], p. 107.) The characteristic values of S, i.e., the (complex) solutions
to
det(t I− S) = 0, I = identity of TM.
are called the principal curvatures. Since the metric I is indefinite, both
principal curvatures may be non real complex numbers. It is easy to check
from the definitions that H is the mean of the two principal curvatures and
K is the product of the two principal curvatures.
A point p of M is said to be an umbilic point if II is proportional to
I at p. Equivalently, p is an umbilic point if and only if the two principal
curvatures at p are the same real number and the corresponding eigenspace
is 2-dimensional.
A timelike surface is said to be a totally umbilic surface if all the points
are umbilical.
It is known that every totally umbilic timelike surface in E31 is congruent
to an open portion of a pseudosphere
S21(r) :=
{
u ∈ E31 | 〈u,u〉 = r2
}
of radius r > 0 or a timelike plane.
Let ϕ :M → E31 be a timelike surface with unit normal vector field N as
before. Then, on a simply connected null coordinate region D, we can define
an orthonormal frame field F defined by
F = (e−ω/2(−ϕx + ϕy), e−ω/2(ϕx + ϕy), N) : D→ O++1 (3),
where O++1 (3) denotes the identity component of the Lorentz group
O1(3) =
{
A ∈ GL(3;R) | 〈Au, Av〉 = 〈u,v〉, u,v ∈ E31
}
.
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1.2 Throughout this paper, we identify E31 with the Lie algebra g = sl(2;R).
We take the following basis { i, j′, k′} of sl(2;R):
i =
(
0 −1
1 0
)
, j′ =
(
0 1
1 0
)
, k′ =
( −1 0
0 1
)
.
The basis { i, j′, k′} satisfies the following relation:
i2 = −1, j′2 = k′2 = 1,
ij′ = −j′i = k′, j′k′ = −k′j′ = −i, k′i = −ik′ = j′.
Here 1 denotes the identity matrix:
1 =
(
1 0
0 1
)
.
Hereafter we identify E31 with g via this basis.
(u1, u2, u3)←→ u1i+ u2j′ + u3k′. (1.1)
The real algebra H′ generated by { 1, i, j′, k′} is called the algebra of
split quaternions. The algebra H′ is isomorphic to the algebra M(2;R) of all
2 by 2 real matrices. The commutation relations of g are given by
[ i, j′ ] = 2 k′, [ j′, k′ ] = −2 i, [ k′, i ] = 2 j′.
By the linear isomorphism (1.1) the Lorentz metric 〈·, ·〉 corresponds to
the scalar product:
〈X, Y 〉 = 1
2
tr(XY ), X, Y ∈ g. (1.2)
This scalar product induces a biinvariant Lorentz metric of constant cur-
vature −1 on the special linear group G = SL(2;R). Hence G is identified
with the anti-de Sitter 3-space H31 . (See [32].)
The special linear group G acts isometrically on g via the Ad-action:
Ad : G× g→ g; Ad(g)X = gXg−1.
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The Ad-action induces a double covering G→ O++1 (3) of the Lorentz group
O++1 (3).
By using this double covering we can find a lift Φˆ (called a coordinate
frame) of F to SL(2;R):
Ad(Φˆ)(i, j′,k′) = F . (1.3)
The coordinate frame Φˆ satisfies the following Frenet ( or Gauss-Weingarten)
equations [23]:
∂
∂x
Φˆ = ΦˆUˆ ,
∂
∂y
Φˆ = ΦˆVˆ , (1.4)
where
Uˆ =
( −1
4
ωx −Qe−ω2
H
2
e
ω
2
1
4
ωx
)
, Vˆ =
(
1
4
ωy −H2 e
ω
2
Re−
ω
2 −1
4
ωy
)
, (1.5)
and Q := 〈ϕxx, N〉, R := 〈ϕyy, N〉, H = 2e−ω〈ϕxy, N〉.
The function H coincides with the mean curvature of ϕ. It is easy to see
that Q# := Qdx2 and R# := Rdy2 are globally defined onM . The quadratic
differentials Q# and R# are called the Hopf differentials of M .
The second fundamental form II of M is related to Q and R by
II = Q# +R# +HI.
This formula implies that the common zeros of Q and R coincide with the
umbilic points of M .
The Gauss equation which describes a relation between K, H and Q takes
the following form:
H2 −K = 4e−2ωQR.
Note that the condition QR = 0 does not imply the umbilicity ofM . (See
T. K. Milnor [29]).
The Gauss-Codazzi equation, i.e., the integrability condition of the Frenet
equations,
Vˆx − Uˆy + [ Uˆ , Vˆ ] = 0
has the following form:
ωxy +
1
2
H2eω − 2QRe−ω = 0, (G)
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Hx = 2e
−ωQy, Hy = 2e
−ωRx. (C)
The Codazzi equations (C) show that the constancy of the mean curvature
H is equivalent to the condition Qy = Rx = 0, i.e., Q = Q(x), R = R(y).
Remark 1.1 Let (M, C) be a Lorentz surface and (x, y) a null coordinate
system. Then the following differential operators are well defined:
d′ :=
∂
∂x
dx, d′′ :=
∂
∂y
dy. (1.6)
A function f : M → R is said to be a Lorentz holomorphic function [resp.
Lorentz anti-holomorphic function] if d′′f = 0 [resp. d′f = 0].
Next a 1-form A = Axdx + Aydy is said to be a Lorentz holomorphic
1-form if A = Axdx and Ax is a Lorentz holomorphic function. Similarly
A is said to be a Lorentz anti-holomorphic 1-form if A = Aydy and Ay is a
Lorentz anti-holomorphic function.
According to these terminologies, the constancy of mean curvature is
characterized as follows:
Let ϕ : M → E31 be a timelike surface. Then (M,ϕ) is of constant mean
curvature if and only if Q is a Lorentz holomorphic function and R is a
Lorentz anti-holomorphic function.
Remark 1.2 Let (M, C) be a Lorentz surface and (x, y), (x˜, y˜) null coordi-
nate systems. Then these two coordinate systems are related by
∂x˜
∂y
= 0,
∂y˜
∂x
= 0.
Namely x˜ and y˜ depends only on x and y respectively.
On timelike surfaces of constant mean curvature H ≥ 0, a special (local)
coordinate system is available ([15], [21], [29], [36]).
Proposition 1.3 Let ϕ : M → E31 be a timelike surface of constant mean
curvature H 6= 0. Assume that (M,ϕ) has real distinct principal curvatures.
Then there exists a local coordinate system (x, y) such that
I = eω dxdy, II =
H
2
{
dx2 + 2eωdxdy + dy2
}
. (1.7)
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With respect to this local coordinate system, the Gauss-Codazzi equation be-
come
ωxy +H
2 sinhω = 0. (shG)
The partial differential equation (shG) is called the hyperbolic sinh-Gordon
equation or affine Toda field equation of type A
(1)
1 .
Remark 1.4 Let (x, y) be the local coordinate system in the preceeding
Proposition. Introduce a local coordinate system (u, v) by x = u + v, y =
−u+ v. Then I and II are represented as
I = eω(−du2 + dv2), II = 2Heω2
(
− sinh ω
2
du2 + cosh
ω
2
dv2
)
.
The local coordinate system (u, v) is (Lorentz) isothermal and a curvature-
line coordinate system. Such a coordinate system (u, v) is called an isother-
mic coordinate system.
Timelike CMC surfaces with real distinct principal curvatures are called
isothermic timelike CMC surfaces. Note that an isothermic coordinate sys-
tem is characterized as a local null coordinate system (x, y) such that Q =
R 6= 0. See [15].
A very different situation is discussed in the
Proposition 1.5 Let ϕ : M → E31 be a timelike surface of constant mean
curvature H 6= 0. Assume that (M,ϕ) has imaginary principal curvatures.
Then there exists a local coordinate system (x, y) such that
I = eωdxdy, II =
H
2
{
dx2 + 2eωdxdy − dy2} . (1.8)
With respect to this local coordinate system, the Gauss-Codazzi equations
become
ωxy +H
2 coshω = 0. (chG)
The partial differential equation (chG) is called the hyperbolic cosh-Gordon
equation.
The local coordinate system (x, y) is called an anti-isothermic coordinate
system. The anti-isothermic coordinate system is characterized as a local
null coordinate system such that Q = −R 6= 0.
Timelike CMC surfaces with imaginary principal curvatures are called
anti-isothermic timelike CMC surfaces. The notion of “anti-isothermic coor-
dinate” has been introduced by [15] (Definition 4.15).
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Remark 1.6 Let ϕ : M → E31 be a timelike surface of constant mean cur-
vature H . Assume that (M,ϕ) has two equal and real principal curvatures.
Then the Gauss equation of (M,ϕ) becomes the Liouville equation:
ωxy +
H2
2
eω = 0. (L)
1.3 Next, we shall define the Gauß map of a timelike surface. Let M be a
timelike surface and N a unit normal vector field to M . The Gauß map ψ
of M is a smooth map of M into S21 , which assigns to each p ∈M , the point
ψ(p) ∈ E31 obtained by parallel translation of the unit normal vector Np of
M at p to the origin of E31.
The constancy of the mean curvature is characterized by the harmonicity
of the Gauss map (cf. [29]).
Proposition 1.7 The Gauss map of a timelike surface is harmonic if and
only if the mean curvature is constant.
Remark 1.8 Let (M1, g1) and (M1, g2) be (semi-) Riemannian manifolds
and ψ : M1 → M2 be a smooth map. Then ψ is said to be a harmonic map
if its tension field τ(ψ):
τ(ψ) := tr(∇dψ)
vanishes. In case dimM1 = 2, the harmonicity of a smooth map ψ is invariant
under the conformal transformation of (M1, g1). In particular, when (M1, g1)
is a Lorentzian 2-manifold, a harmonic map ψ is often called a Lorentzian)
harmonic map.
Note that the constancy of the Gaußian curvature is characterized by the
following.
Proposition 1.9 Let M be a timelike surface. Assume that the Gaußian
curvature has a constant sign on M . Then the second fundamental form II
gives M another (semi-) Riemannian metric. With respect to the conformal
structure determined by II, the Gauß map of M is harmonic if and only if
K is constant.
The Ad-action of G on S21 is transitive and isometric. The isotropy sub-
group K of G at k′ is
K =
{
u0 1+ u3 k
′ | u20 − u23 = −1
}
.
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The isotropy subgroup K is isomorphic to the multiplicative group R∗.
The natural projection π : G = H31 → S21 , given by π(g) = Ad(g)k′,
g ∈ G, defines a principal R∗-bundle H31 over S21 . The fibering π : H31 → S21
is called the Hopf-fibering of S21 .
The Lie algebra k of K is given by k = R k′. The tangent space of S21
at the origin k′ is m = Ri ⊕ Rj′. Let σ be the involution of g defined by
σ = Ad(k′) = Πk − Πm, where Πk and Πm are the projections from g onto
k and m respectively. Then the pair (g, σ) is a symmetric Lie algebra data
associated with the Lorentzian symmetric space S21 = G/K.
2 Loop groups
2.1 To study timelike CMC surfaces in the spirit of [13], we need to in-
troduce some notation involving loop groups. Let us denote the polynomial
loop algebra of g = sl(2;R) by Λpol g:
Λpol g =
{
ξ(λ) =
∑
finite
ξjλ
j : S1 → g
}
, (2.1)
where S1 denotes the unit circle in C.
Let σ be the involution of g corresponding to the Lorentzian symmetric
space S21 = G/K defined above. Then the polynomial twisted loop algebra of
g is defined by
Λpol gσ = {ξ(λ) ∈ Λpolg | σ(ξ(λ)) = ξ(−λ)} . (2.2)
For the purposes of this paper we need a certain Banach-completion of
Λpol gσ. To this end we introduce the norm | · |1 for g:
|A|1 := max
j
{
2∑
i=1
|aij | }, A = (aij) ∈ g.
We extend this norm to the polynomial loop algebra in the following way:
||ξ|| =
∑
|ξj|1, ξ =
∑
j
ξjλ
j ∈ Λpol g.
Denote the completion of Λpol g and Λpol gσ with respect to the norm || · ||
by Λg and Λgσ respectively. Then the Lie algebras Λg and Λgσ are Banach
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Lie algebras. (cf. Proposition 4.2.1 in [35].) Actually, these are Banach
algebras of continuous functions on S1. Moreover since the involution σ is
inner, these Banach Lie algebras are isomorphic to each other.
Next we introduce the following Lie subalgebras of Λg:
Λ+g =
{
ξ(λ) =
∑
j≥0
ξjλ
j ∈ Λg
}
, Λ−g =
{
ξ(λ) =
∑
j≤0
ξjλ
j ∈ Λg
}
, (2.3)
Λ+∗ g =
{
ξ(λ) =
∑
j>0
ξjλ
j ∈ Λg
}
, Λ−∗ g =
{
ξ(λ) =
∑
j<0
ξjλ
j ∈ Λg
}
. (2.4)
Then we have the following decompositions as direct sums of linear spaces:
Λg = Λ+∗ g⊕ Λ−g = Λ−∗ g⊕ Λ+g. (2.5)
Similarly, we introduce the following Lie subalgebras of the twisted loop
algebra:
Λ+gσ =
{
ξ(λ) =
∑
j≥0
ξjλ
j ∈ Λgσ
}
, Λ−gσ =
{
ξ(λ) =
∑
j≤0
ξjλ
j ∈ Λgσ
}
.
(2.6)
Λ+∗ gσ =
{
ξ(λ) =
∑
j>0
ξjλ
j ∈ Λgσ
}
, Λ−∗ gσ =
{
ξ(λ) =
∑
j<0
ξjλ
j ∈ Λgσ
}
.
(2.7)
Then we have the following decompositions as direct sums of linear spaces:
Λgσ = Λ
+
∗ gσ ⊕ Λ−gσ = Λ−∗ gσ ⊕ Λ+gσ. (2.8)
It is not difficult to see that one can analogously define connected Banach
Lie groups: ΛG, Λ±G and Λ±∗G, whose Lie algebras are Λg, Λ
±g and Λ±∗ g
respectively.
For the twisted case we have the following Banach Lie groups: ΛGσ,
Λ±Gσ and Λ
±
∗Gσ, whose Lie algebras are Λgσ, Λ
±gσ and Λ
±
∗ gσ respectively.
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2.2 In this subsection we recall the classically known Birkhoff decomposition
theorem for loop groups of complex special linear group SL(2;C).
We use this result in order to prove that a similar factorization holds for
the loop groups Λ˜G, and Λ˜Gσ defined below.
Theorem 2.1 (Birkhoff decomposition of ΛGC)
ΛGC =
⊔
w∈T
Λ−GC · w · Λ+GC, (2.9)
Here T denotes the group of homomorphisms from S1 into the subgroup of
diagonal matrices of SL(2;C), that is,
T =
{(
λa 0
0 λ−a
) ∣∣∣∣ a > 0
}
.
Moreover, the multiplication maps
Λ−∗ G
C × Λ+GC → ΛGC, Λ+∗ GC × Λ−GC → ΛGC. (2.10)
are diffeomorphisms onto the open dense subsets B◦Λ(−,+) and B◦Λ(+,−)
of ΛGC, called the big cells of ΛGC. In particular if γ is an element of
BΛ = B
◦
Λ(−,+) ∩B◦Λ(+,−), then γ has unique decompositions:
γ = γ− · ℓ+ = γ+ · ℓ−, γ± ∈ Λ±∗ GC, ℓ± ∈ Λ±GC.
Here the subgroups Λ±∗ G
C are defined by
Λ−∗ G
C = { γ ∈ Λ−GC | γ(λ) = 1+
∑
k≤−1
γk λ
k },
Λ+∗G
C = { γ ∈ Λ+GC | γ(λ) = 1 +
∑
k≥1
γk λ
k }.
Next let Λ˜G be the subset of ΛG whose elements, as maps defined on S1,
admit analytic continuations to C∗.
Λ˜G =
{
γ ∈ ΛG | γ : S1 → G extends analytically to C∗ } . (2.11)
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Similarly we define
Λ˜Gσ = {γ ∈ ΛGσ | γ extends analytically to C∗ } . (2.12)
It is easy to check that Λ˜G is a subgroup of ΛG. Similarly, Λ˜Gσ is a
subgroup of ΛGσ.
For Λ˜G we will use the topology induced from ΛG. Then we obtain the
following theorem.
Theorem 2.2 (Birkhoff decomposition of Λ˜G)
Λ˜G =
⊔
w∈T
Λ˜−G · w · Λ˜+G.
Here T denotes the group of homomorphisms from S1 into the subgroup of
diagonal matrices of SL(2;C). Moreover, the multiplication maps
Λ˜−∗ G× Λ˜+G→ Λ˜G, Λ˜+∗ G× Λ˜−G→ Λ˜G.
are diffeomorphism onto the open dense subsets B◦(−,+) and B◦(+,−) of
Λ˜G, called the big cells of Λ˜G. In particular if γ is an element of B◦ =
B◦(−,+) ∩B◦(+,−), then γ has unique decompositions:
γ = γ− · ℓ+ = γ+ · ℓ−, γ± ∈ Λ˜±∗G, ℓ± ∈ Λ˜±G.
Proof The idea of this proof is similar to the one presented in the Appendix
of [35].
Let g ∈ Λ˜G with expansion g(λ) =∑ gj λj.
Note that the coefficients gj in the expansion of g are real.
Over the unit circle S1, we obtain a decomposition g = g− · w · g+ by
the classical Birkhoff Decomposition Theorem 2.2. It remains to show that
actually every factor of g defines an element in Λ˜G.
First we show all factors of g are in ΛG. To see this we introduce the
automorphism κ of ΛGC which is defined by
κ(γ)(λ) :=
∑
γ¯jλ
j
for every
γ(λ) =
∑
γjλ
j ∈ ΛGC.
14
It is obvious to verify that κ leaves Λ+GC and Λ−GC invariant and fixes
all w ∈ T. Moreover, ΛG is the fixed point set of κ. Thus g = κ(g) =
κ(g−) · w · κ(g+). The classical Birkhoff Decomposition Theorem 2.2 now
implies κ(g−) = g− · v− and κ(g+) = v+ · g+, where v± ∈ Λ±GC. Moreover,
we have v− · w = w · v−1+ .
Applying κ again to κ(g−) = g− v− and taking into account that κ is an
automorphism of order two, it follows that
g− = κ(κ(g−)) = κ(g− v−) = g− · v− · κ(v−).
Thus we obtain κ(v−) = (v−)
−1.
Analogusly, from κ(g+) = v+ g−, we obtain κ(v+) = (v+)
−1.
If w = 1, then we are done. Assume now w 6= 1. Then v− and v+ are
lower triangular. Moreover, the equation relating v− and v+ via w shows
that the diagonal part of v− is independent of λ. Thus κ(v−) = (v−)
−1 shows
that the diagonal entries of v− have modulus 1. Let d denote the diagonal
part of v− and let
√
d denote its square root. Then we set g′− := g− · (
√
d)−1
and obtain κ(g′−) = g
′
− · v′−, where v′− is lower triangualr with 1’s on the
diagonal. Writing now g = g′− · w · g′+, where g′+ is defined by g′+ =
√
d · g+,
then we see that the corresponding v′+ has 1’s on the diagonal. Now we take
the square root of v′− and multiply g
′
− by its inverse on the right, obtaining
g′′−. A straightforward computation shows that κ fixes g
′′
−, whence g
′′
− is in
ΛG. As a consequence, the corresponding g′′+ is also in ΛG.
Next we need to show that g− and g+ are in the “ ∼ ”-group.
We know from the definition that g− has a holomorphic extension to the
exterior of the unit disk and is finite at ∞. Thus (g−)−1 · g = w · g+ has a
holomorphic extension to the exterior of the unit disk. Hence g+ also has a
holomorphic extension to the exterior of the unit disk. Altogether, g+ has a
holomorphic extension to C∗. This proves the first part of the Theorem.
For the second part we note first that the big cells are indeed dense, since
the cosets involving w 6= 1 are of nonzero codimension in in ΛG.
The rest of the claim follows by the fact the multiplication maps are
induced by the diffeomorphisms Λ−∗G
C×Λ+GC → ΛGC and Λ+∗ GC×Λ−GC →
ΛGC via the loop group correspondences those we presented in this section.
✷
Finally, we consider the twisted loop groups defined earlier. We also define
the twisted analytic loop groups derived from Λ˜Gσ in the obvious way. Then
we have
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Theorem 2.3 (Birkhoff decomposition of Λ˜Gσ ) Theorem 2.2 also holds for
the twisted groups.
Proof We note that the twisting involution σ is given by an inner auto-
morphism of G. Therefore, the twisted loop group and the untwisted loop
group are isomorphic. Actually, the isomorphism from the untwisted loop
group to the twisted loop group is given easily: powers λk on the diagonal
are doubled, powers λk in the (1, 2)-position are replaced by λ2k+1 and in the
(2, 1)-position they are replaced by λ2k−1. The claim now follows. ✷
Remark 2.4 The proof above actually also shows the Birkhoff Decomposi-
tion Theorem for ΛGσ .
2.3 We have the following fundamental decomposition theorem:
Theorem 2.5 (Iwasawa decomposition of ΛGσ × ΛGσ)
Let ∆(ΛGσ × ΛGσ) denote the diagonal subgroup of ΛGσ × ΛGσ. Then
we have
ΛGσ × ΛGσ =
⊔
∆(ΛGσ × ΛGσ) · (1, w) · (Λ−Gσ × Λ+Gσ),
where w ∈ T is as in Theorem 2.2.
Moreover, the multiplication maps
∆(ΛGσ × ΛGσ)× (Λ−∗Gσ × Λ+Gσ)→ ΛGσ × ΛGσ,
∆(ΛGσ × ΛGσ)× (Λ+∗ Gσ × Λ−Gσ)→ ΛGσ × ΛGσ
are diffeomorphisms onto the open dense subsets IΛ(+,−) and IΛ(−,+) of
ΛGσ × ΛGσ– called the big cells of ΛGσ × ΛGσ .
Proof Take (g, h) ∈ ΛGσ × ΛGσ. Decompose g−1 · h acoording to the
Birkhoff decomposition of ΛGσ (Theorem 2.2):
g−1 · h = u− w u+, u± ∈ ΛGσ, w ∈ T.
It is easy to verify that the splitting
(g, h) = (gu−, gu−)(1, w)( (u−)
−1, u+)
gives the Iwasawa decomposition of (g, h) in the untwisted loop group ΛG×
ΛG. (cf. Theorem 4.1 in [6].) Since the factors gu− and u± are σ-twisted,
16
this splitting is the required (Iwasawa) splitting in the twisted loop group
ΛGσ × ΛGσ.
For the second claim we note that our definitions imply
∆(ΛGσ × ΛGσ)
⋂
(Λ−∗ Gσ × Λ+Gσ) = {1}.
Thus the splitting is unique, whence the map is a bijection onto its image.
The proof that it is a diffeomorphism is almost verbatim the same as for the
Birkhoff decomposition. In fact, the proof follows as in [10].
It remains to show that the big cell is dense. But if (g, h) is given, then
g−1 · h is in ΛGσ ∼= ΛG and from the Birkhoff decomposition Theorem 2.3,
we know that in every neighbourhood of this element there is an element in
the big cell. Therefore, in every neighbourhood of g and h there exists some
g′ and h′ such that (g′)−1 · h′ is in the big cell of ΛGσ. But the proof above
shows that then (g′, h′) is in the big cell of ΛGσ × ΛGσ. ✷
2.4 For twisted loop groups of elements with analytic extension, we have
the following decomposition theorem:
Theorem 2.6 (Iwasawa decomposition of Λ˜Gσ × Λ˜Gσ)
Let ∆(Λ˜Gσ × Λ˜Gσ) denote the diagonal subgroup of Λ˜Gσ × Λ˜Gσ. Then
we have
Λ˜Gσ × Λ˜Gσ =
⊔
∆(Λ˜Gσ × Λ˜Gσ) · (1, w) · (Λ˜−Gσ × Λ˜+Gσ),
where w ∈ T is as in Theorem 2.2.
Moreover, the multiplication maps
∆(Λ˜Gσ × Λ˜Gσ)× (Λ˜−∗Gσ × Λ˜+Gσ)→ Λ˜Gσ × Λ˜Gσ,
∆(Λ˜Gσ × Λ˜Gσ)× (Λ+∗ Gσ × Λ˜−Gσ)→ Λ˜Gσ × Λ˜Gσ
are diffeomorphisms onto the open dense subsets I(+,−) and I(−,+) of
Λ˜Gσ × Λ˜Gσ– called the big cells of Λ˜Gσ × Λ˜Gσ .
Proof Take (g, h) ∈ Λ˜Gσ × Λ˜Gσ. Decompose g−1 · h acoording to the
Birkhoff decomposition of Λ˜Gσ (Theorem 2.2):
g−1 · h = u− w u+, u± ∈ Λ˜Gσ, w ∈ T.
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As we showed in the proof of Theorem 2.4, the splitting
(g, h) = (gu−, gu−)(1, w)( (u−)
−1, u+)
gives the Iwasawa decomposition of (g, h) in the twisted loop group Λ˜Gσ ×
Λ˜Gσ.
We need to check that u− and u+ are in the “∼”-group. By definition,
u− has a holomorphic extension to the exterior of the unit disk and is finite
at ∞. Thus u+ = (gu−w)−1h has a holomorphic extension to the exterior
of the unit disk. Thus u+ has holomorphic extension to C
∗. Similarly u−
has also a holomorphic extension to C∗. This proves the claim. The remain-
ing assertions follow from the previous Theorem, since we use the induced
topology. ✷
Remark 2.7 P. Kellersch [25] generalized the classical Iwasawa decompo-
sition for untwisted loop groups of compact simple Lie groups to those for
loop groups of general simple Lie groups. Moreover V. Balan and the first
named author [4] generalized the splitting theorem due to Kellersch to those
for general Lie groups.
Remark 2.8 I. T. Gohberg and his collaborators investigated splittings for
matrix valued functions over (separate) contours and more general Banach
algebras of functions. For instance, the Birkhoff splitting for matrix valued
functions with coefficients in the Wiener algebra:
A =
{
f(λ) =
∑
fj λ
j : S1 → C
∣∣∣ ∑ |fj| <∞}
was proven by Gohberg in [17]. But also splittings for matrix valued functions
with coefficients in the Wiener algebra on the real line were obtained [8]. For
more information, we refer to [17] and [8] references therein.
For our geometric purposes–a Weierstraß type representation for timelike
surfaces in Minkowskispace –, we need real Banach algebras of functions. In
fact, we need actually a real loop parameter λ.
Fortunately all the loop group elements occurring in our geometric context
(extended framings etc.) have analytic extensions to C∗, i.e. these geometric
loop group elements are all contained in Λ˜G. For this reason we have pre-
sented in this section the Birkhoff and Iwasawa decomposition theorems for
the twisted analytic loop group Λ˜Gσ.
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3 Harmonic maps into S21
3.1 In this section we shall derive a correspondence between harmonic maps
from a simply connected Lorentz surface D to S21 and certain kind of flat
connections. (so-called zero curvature representation).
We note that since the harmonic map equation is a local condition, it
suffices to consider harmonic maps from simply connected Lorentz surfaces
into S21 .
For the rest of this paper D will always denote a simply connected region
of the Minkowski plane (R2(x, y), dxdy) containing the origin.
The following result is the starting point of our approach.
Proposition 3.1 A smooth map ψ : D → S21 ⊂ E31 is harmonic if and only
if
∂2ψ
∂x∂y
= ρ ψ (3.1)
for some function ρ on D.
3.2 Let ψ : D→ S21 be a smooth map and π : G→ S21 the Hopf fibration as
before. Since D is simply connected, ψ has a smooth lift Ψ : D→ G unique
up to the right K-action. Such a lift Φ is called a framing of ψ. Note that a
framing Ψ is related to ψ by
ψ = Ad(Ψ)k′. (3.2)
Since D is simply connected, the pull-back bundle ψ∗ G is necessarily a trivial
bundle D×K. So the group G of gauge transformations of ψ∗ G is identified
with C∞(D, K).
We wish to describe the harmonicity of ψ in terms of a framing. Let
µG be the Maurer-Cartan form of G. It is well-known that µG satisfies the
Maurer-Cartan equation:
dµG +
1
2
[µG ∧ µG] = 0.
The pulled back 1-form α = Ψ∗µG = Ψ
−1dΨ of µG by Ψ then satisfies
dα +
1
2
[α ∧ α] = 0. (3.3)
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The identity (3.3) is equivalent with the integrability condition for the
existence of a smooth map Ψ : D → G such that α = Ψ∗µG. (Frobenius
theorem). By definition, α is a g-valued 1-form on D. The g-valued 1-form
α has a type decomposition along the decomposition g = k⊕m;
α = α0 + α1. (3.4)
Here α0 and α1 denote the k-valued part and m-valued part respectively.
Write
α0 = α
′
k
dx+ α′′
k
dy, α1 = α
′
m
dx+ α′′
m
dy. (3.5)
Then α0 and α1 are decomposed with respect to the conformal structure of
D as follows:
α0 = α
′
0 + α
′′
0, α1 = α
′
1 + α
′′
1, (3.6)
α′0 = α
′
k
dx, α′′0 = α
′′
k
dy, α′1 = α
′
m
dx, α′′1 = α
′′
m
dy. (3.7)
Define α′ and α′′ by
α′ := α′0 + α
′
1, α
′′ := α′′0 + α
′′
1. (3.8)
The 1-forms α′ and α′′ are called the (1,0)-part and (0,1)-part of α respec-
tively.
With respect to the conformal structure of D, we decompose the exterior
differential operator d (cf. (1.6)):
d = d′ + d′′, d′ =
∂
∂x
dx, d′′ =
∂
∂y
dy. (3.9)
Then we have
α′ = Ψ−1d′Ψ, α′′ = Ψ−1d′′Ψ. (3.10)
By the usual computations we obtain the following (cf. [20], [27])
Proposition 3.2 Let ψ : D → S21 be a smooth map with framing Ψ. Then
ψ is harmonic if and only if
d(∗α1) + [α0 ∧ ∗α1] = 0 (3.11)
for α = Ψ−1dΨ.
Here ∗ denotes the Hodge star operator acting on (g-valued ) one forms
on D defined by
∗ dx = dx, ∗ dy = −dy. (3.12)
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3.3 Let A1(D; g) be the space of all g-valued one-forms and A the affine
space of all connection 1-forms on the product bundle D×G. The space A is
an affine space associated to the linear space A1(D; g). We shall choose the
trivial flat connection as the origin of A, then the space A is identified with
A1(D; g). Hereafter we shall identify A with A1(D; g) in this way.
Definition 3.3 A connection α ∈ A = A1(D; g) is admissible provided that
dα +
1
2
[α ∧ α] = 0, d(∗α1) + [α0 ∧ ∗α1] = 0. (3.13)
The space of all admissible connections on D is denoted by A∗. The
Frobenius’ theorem implies the following:
Lemma 3.4 Let α be an admissible connection. Then there exists a har-
monic map ψ : D→ S21 such that for any framing Ψ of ψ we have Ψ−1dΨ =
α.
Recall that framings are unique up to multiplication on the left by matri-
ces independent of x and y. We will remove this freedom in the loop group
formalism discussed below.
3.4 Furthermore for an admissible connection α, we define the the scalar
field S(α) by
S(α)(x, y) := 〈α′
m
(x, y), α′
m
(x, y)〉 · 〈α′′
m
(x, y), α′′
m
(x, y)〉. (3.14)
Let us define the linear subspaces A+, A0, A− of A∗ by
A+ := {α ∈ A∗ | S(α) > 0}, A− := {α ∈ A∗ | S(α) < 0}, (3.15)
A0 := {α ∈ A∗ | S(α) = 0}.
It is easily checked that all the spaces; A∗, A± and A0 are invariant under
the action of the gauge group as well as under conformal changes of D. Note
that the gauge group G acts on A as follows:
g∗α = g−1 dg +Ad(g−1)α (3.16)
for g ∈ G, α ∈ A.
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Proposition 3.5 Let H∗ be the space of all harmonic maps from D to S21 .
Define the linear subspaces H+, H− and H0 of H∗ by
H+ = {ψ ∈ H∗ | 〈ψx, ψx〉 〈ψy, ψy〉 > 0 on D}, (3.17)
H− = {ψ ∈ H∗ | 〈ψx, ψx〉 〈ψy, ψy〉 < 0 on D}, (3.18)
H0 = {ψ ∈ H∗ | 〈ψx, ψx〉 〈ψy, ψy〉 = 0 on D}. (3.19)
Then there are the following bijective correspondences:
H∗ ←→ A∗/G, H± ←→ A±/G, H0 ←→ A0/G. (3.20)
Here G denotes the gauge transformation group of the bundle ψ∗G = D×K.
These correspondences are described by α = Ψ−1dΨ via a framing Ψ of ψ.
Proof It suffices to show that a harmonic map ψ ∈ H± [resp. H0] corre-
sponds to a gauge class of an admissible connection with ±S(α) > 0 [resp.
S(α) = 0]. However this is apparent from the relations:
∂
∂x
ψ = Ad(Ψ)[α′
m
, k′],
∂
∂y
ψ = Ad(Ψ)[α′′
m
, k′].
✷
Remark 3.6 Here is a differential geometric interpretation of the subspaces
H±, H0.
We know that to any harmonic map ψ ∈ H±, there exists a timelike
immersion ϕ. (See Section 4.) The condition ψ ∈ H+ [resp. ψ ∈ H−]
is equivalent to the positivity [resp. negativity] of the discriminant for the
characteristic equation of the shape operator of ϕ. Of course the condition
ψ ∈ H0 corresponds to the property “ϕ has real repeated principal curva-
tures”.
3.5 To close this section, we introduce the so-called spectral parameter.
Definition 3.7 Let α ∈ A be a connection. A loop αλ of connections through
α is defined by the following rule:
αλ = α0 + λα
′
1 + λ
−1α′′1, λ ∈ R+ (3.21)
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Note that S(αλ) ≡ S(α).
The following observation is fundamental for our approach.
Proposition 3.8 A connection α ∈ A is admissible if and only if the loop
αλ through α satisfies
dαλ +
1
2
[αλ ∧ αλ] = 0 (3.22)
for every λ.
It is clear that each αλ is admissible whenever α is, and αλ generates
the same loop. For every αλ satisfying (3.12), there exists a one-parameter
family of smooth maps Ψλ : D → G depending smoothly on λ such that
Ψ−1λ dΨλ = αλ. In this paper, we shall normalize from here on Ψλ by
Ψλ(0, 0) ≡ 1. (3.23)
Such normalized one-parameter family of maps Ψλ is called an extended fram-
ing of the harmonic map ψ. To every harmonic maps ψ : D→ S21 , there is a
naturally associated one-parameter family of harmonic maps {ψλ} such that
ψ1 = ψ parametrized by λ ∈ R+. We shall therefore refer to ψλ as a loop of
harmonic maps (through ψ).
The extended framing Ψλ of ψ has its values in Λ˜Gσ and can therefore
be regarded as a mapping Ψ = Ψλ : D → Λ˜Gσ into the twisted loop group.
More generally we have the following (cf. p. 116 in [19]).
Proposition 3.9 (Harmonicity equation in terms of extended framimgs)
(1) Let Ψ = Ψλ : D → Λ˜Gσ be a smooth map which satisfies the following
equations:
Ψ(0, 0;λ) ≡ 1,
Ψ−1λ d
′Ψλ = linear in λ (= A + λB for some A,B), (Λσ)
Ψ−1λ d
′′Ψλ = linear in λ
−1 (= C + λ−1D for some C,D)
where A and C are k-valued and B and D are m-valued 1-forms.
Then ψλ := Ad(Ψλ)k
′ defines a loop of harmonic maps into S21 .
(2) Let ψ : D → S21 be a harmonic map. Then there exists a solution Ψλ of
(Λσ) such that ψ = Ad(Ψ1)k
′.
Remark 3.10 C.-H. Gu [18] investigated the Cauchy problem for Lorentzian
harmonic maps from E21 into S
2
1 .
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4 Weierstraß-type representation for
harmonic maps
4.1 In this section, we establish a Weierstraß-type representation for
Lorentzian harmonic maps into S21 = G/K.
We start by introducing the following linear spaces:
Λ−∞,1 :=
{
ξ′ ∈ Λgσ | ξ′ =
1∑
k=−∞
ξ′k λ
k
}
, (4.1)
Λ−1,∞ :=
{
ξ′′ ∈ Λgσ | ξ′′ =
∞∑
k=−1
ξ′′k λ
k
}
. (4.2)
Definition 4.1 Let us denote the space of all Λ−∞,1-valued Lorentz holomor-
phic 1-forms on D by P ′. Similarly we denote by P ′′ the space of Λ−1,∞-valued
Lorentz anti-holomorphic 1-forms on D.
By definition the elements ξ′ ∈ P ′ and ξ′′ ∈ P ′′ have the following form:
ξ′ =
(
1∑
k=−∞
ξ′k(x) λ
k
)
dx, ξ′′ =
(
∞∑
k=−1
ξ′′k(y) λ
k
)
dy. (4.3)
Here the coefficients ξ′k(x) [resp. ξ
′′
k(y)] are smooth functions of x [resp. y].
We call elements of P ′ and P ′′ by (1, 0)-potentials and (0, 1)-potentials for
harmonic maps.
4.2 We will show below that the space P ′ × P ′′ can serve as the spaces of
Weierstraß data for the construction of harmonic maps from D into S21 .
Remark 4.2 In the case of CMC surfaces in Euclidean 3-space E3 the corre-
sponding potentials are the holomorphic potentials for harmonic Gauß maps
from Riemann surfaces into S2. In particular for the description of finite type
CMC surfaces in E3, it turns out to be very helpful to use these potentials.
See [11].
Theorem 4.3 (Weierstraß type representation)
Let {ξ′, ξ′′} ∈ P ′ ×P ′′ be a potential.
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Solve the two independent initial value problems :
d′Ψ′ = Ψ′ ξ′, d′′Ψ′′ = Ψ′′ ξ′′, (4.4)
Ψ′(x = 0) = Ψ′′(y = 0) = 1. (4.5)
Then the Iwasawa decomposition
(Ψ′,Ψ′′) = (Ψ,Ψ)(L−1− , L
−1
+ ) ∈ ∆(Λ˜Gσ × Λ˜Gσ) · Λ˜−∗ Gσ × Λ˜+Gσ (4.6)
gives an extended framing Ψ. Hence ψ := Ad(Ψ)k′ gives a loop of harmonic
maps into S21 .
Proof From the Iwasawa splitting (Theorem 2.6) of (Ψ′,Ψ′′) we know lo-
cally around (0, 0):
∆(Λ˜Gσ × Λ˜Gσ) ∋ (Ψ,Ψ) = (Ψ′,Ψ′′)(L−, L+).
The Maurer-Cartan form (Ψ,Ψ)−1d(Ψ,Ψ) is computed as
(Ψ,Ψ)−1 d(Ψ,Ψ) = (L−1− ξ
′L− + L
−1
− dL−, L
−1
+ ξ
′′L+ + L
−1
+ dL+), (4.7)
where we have used
(Ψ′)−1dΨ′ = ξ′, (Ψ′′)−1dΨ′′ = ξ′′.
By the construction, the two components of (4.7) are equal. We call
them α. One reads off that the dx-part of the first component of the right
hand side of (4.7) only involves positive powers of λ with exponents equal to
or smaller than 1, while the dx-part of the second component involves only
exponents equal to or greater than 0. Thus in α only the exponents 0 and 1
occur in the dx-part. A similar argument for the dy-part shows that it only
involves the terms with exponents −1 and 0.
Thus we obtain
α = Ψ−1dΨ = λ−1(ξ′′−1dy) + (ξ
′
0dx+ ξ
′′
0dy) + λ(ξ
′
1dx). (4.8)
Hence Ψ is an extended framing, since ξ′1, ξ
′′
−1 ∈ m, ξ′0, ξ′′0 ∈ k. ✷
4.3 This section is in some sense the converse of the previous one. However,
we shall compute potentials only in some normal form, which, in general, will
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involve singularities. A relation between smooth surfaces and singularity free
potentials of the form (4.3) has not been established yet.
Let ψ : D → G/K be a harmonic map with an extended framing Ψ.
Then we perform both type of Birkhoff decompositions (Theorem 2.3) for Ψ
as long as it is in both big cells. First we consider the Birkhoff decomposition
of the type:
Λ˜−∗Gσ × Λ˜+Gσ ⊂ Λ˜Gσ. (4.9)
Since the big cell B(−,+) of Λ˜Gσ is open and Ψ is continuous, the set
D1 := {(x, y) ∈ D | Ψ(x, y) belongs to the big cell B(−,+) } (4.10)
is an open subset of D. Note that D1 contains (0, 0). Set S1 := D \ D1.
Similarly, we have D2 and S2 for the splitting:
Λ˜+∗Gσ × Λ˜−Gσ ⊂ Λ˜Gσ. (4.11)
We can perform the two Birkhoff splittings on the extended framing Ψ over
D \ S, S := S1 ∪ S2:
Ψ = Ψ− L+, Ψ− ∈ Λ˜−∗ Gσ, L+ ∈ Λ˜+Gσ. (4.12)
Ψ = Ψ+ L−, Ψ+ ∈ Λ˜+∗ Gσ, L− ∈ Λ˜−Gσ. (4.13)
From the splitting (4.12), we obtain
Ψ−1− dΨ− = L+(Ψ
−1dΨ)L−1+ − dL+ L−1+ . (4.14)
Since αλ = α0 + λα
′
1 + λ
−1α′′1 , we have
L+(Ψ
−1dΨ)L−1+ = L+(α0 + λα
′
1 + λ
−1α′′1)L
−1
+ . (4.15)
Since L+ ∈ Λ˜+Gσ, L+ has the decomposition
L+ =
∑
k≥0
L+k (x, y) λ
k. (4.16)
Compare the left and right hand sides of the (1, 0)-part of (4.14).
The left hand side of (4.14) contains negative powers of λ. On the other
hand, the right hand side contains nonnegative powers of λ only. Thus we
have
Ψ−1−
∂Ψ−
∂x
= 0. (4.17)
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Therefore Ψ− depends only on y and λ.
Next by comparing the left and right hand sides of the (0, 1)-part of (4.14),
we obtain:
Ψ−1− d
′′Ψ− = λ
−1
{
Ad
(
L+0
)
α′′1
}
dy. (4.18)
The left hand side of (4.14) depends only on y (and λ). Hence
η′′ := Ad
(
L+0
)
α′′1 dy (4.19)
is an m-valued anti-holomorphic 1-form on D \ S.
By similar arguments for Ψ+ = Ψ L
−1
− , where L− =
∑
k≤0L
−
k λ
k, we have
Ψ−1+
∂Ψ+
∂y
= 0. (4.20)
Thus Ψ+ depends only on x (and λ). Moreover the 1-form
η′ := Ad
(
L−0
)
α′1 dx (4.21)
is an m-valued holomorphic 1-form on D \ S. Obviously
ξ′ := λη′ ∈ P ′, ξ′′ := λ−1η′′ ∈ P ′′. (4.22)
One can check that the pair of potentials ξ′, ξ′′ reproduces the harmonic
map ψ via Weierstraß representation. (cf. Lemma 4.5 and Theorem 4.10 in
[13] and Theorem 2.1 in [37].)
Theorem 4.4 (The normalized potentials)
Let ψ : D → G/K be a harmonic map with ψ(0, 0) = K and Ψ an extended
framing of ψ. Then there exists an open subset (0, 0) ∈ D \ S on which Ψ
splits into
Ψ = Ψ−L+ = Ψ+L−, (4.23)
Ψ± ∈ Λ˜±∗Gσ, L± ∈ Λ˜±Gσ.
The 1-forms η′, η′′ defined by
η′(x) = Ψ−1+ d Ψ+ λ, η
′′(y) = Ψ−1− d Ψ− λ
−1 (4.24)
are an m-valued holomorphic 1-form and an anti-holomorphic 1-form on D\S
respectively.
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Conversely, any harmonic map ψ : D → G/K with ψ(0, 0) = K can be
constructed from a pair of m-valued 1-forms η′, η′′ which are holomorphic
and anti-holomorphic respectively. The harmonic map ψ is constructed via
the Weierstraß representation with potentials
ξ′ := λη′, ξ′′ := λ−1η′′. (4.25)
The pair of 1-forms {η′, η′′} is defined uniquely.
Following Wu [37] and [35], we call the pair {η′, η′′} (or the pair {ξ′, ξ′′}
defined by ξ′ = λη′, ξ′′ := λ−1η′′ ) the normalized potentials for ψ with the
origin as the reference point.
Up to now we have only very little information on the singular set. Thus
in this paper, we restrict our attention to holomorphic and anti-holomorphic
potentials {ξ′, ξ′′}.
Remark 4.5 In Euclidean CMC surface geometry, the holomorphic poten-
tials can be extended meromorphically to the simply connected Riemann
surface D. The poles of the potentials are in the singular set S.
Remark 4.6 Balan and the first named author studied Weierstraß-type rep-
resentation of harmonic maps from Riemann surfaces into noncompact Rie-
mannian symmetric spaces [5].
5 Normalized potentials for timelike
CMC surfaces
5.1 In this section, we shall apply the Weierstraß representation for har-
monic maps into S21 to timelike CMC surfaces.
Let ϕ : D → E31 be a timelike CMC surface with Gauss map ψ and
coordinate frame Φˆ (See (1.3)). The Gauss-Codazzi equations (G) and (C)
of ϕ are invariant under the deformation:
Q 7−→ Qλ := λQ, R 7−→ Rλ := λ−1R, λ ∈ R+. (5.1)
Integrating the Frenet equations (1.4) with Qλ and Rλ, one obtains a one-
parameter family of timelike surfaces {ϕˆλ}. This deformation does not effect
the induced metric and the mean curvature. Hence all the surfaces {ϕˆλ} are
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isometric and have the same constant mean curvature. The family {ϕˆλ} is
called the associated family of ϕ.
This one-parameter deformation of ϕˆ satisfies the following Lax equations:
∂
∂x
Φˆλ = ΦˆλUˆ(λ),
∂
∂y
Φˆλ = ΦˆλVˆ (λ), (5.2)
Uˆ(λ) =
( −1
4
ωx −λQe−ω2
H
2
e
ω
2
1
4
ωx
)
, Vˆ (λ) =
(
1
4
ωy −H2 e
ω
2
λ−1Re−
ω
2 −1
4
ωy
)
. (5.3)
A solution Φˆλ to (5.2) is not an extended framing for the harmonic
Gauß map ψ in the sense of the definition given in Section 3.5, since the
λ-distribution does not fit.
To relate these two S1-families to each other we perform the transforma-
tion
Φ := g(λ)−1 Φˆλ2 g(λ), λ ∈ R+ (5.4)
with
g(λ) =
(
0 −√λ
1/
√
λ 0
)
.
Then the coefficient matrices of the Lax pair {Uˆ , Vˆ } are changing into
U = g(λ)−1Uˆ(λ2)g(λ) =
(
1
4
ωu −λH2 e
ω
2
λQe−
ω
2 −1
4
ωu
)
, (5.5)
V = g(λ)−1Vˆ (λ2)g(λ) =
( −1
4
ωv −λ−1Re−ω2
λ−1H
2
e−
ω
2
1
4
ωv
)
.
Comparing with [23] we conclude
Proposition 5.1 (Sym formula)
Let Φ be a solution to the Lax equations (5.4) and (5.5). Then
ϕλ = − 1
H
{
∂
∂t
Φ · Φ−1 + 1
2
Ad(Φ)k′
}
, λ = et ∈ R+ (S)
describes a real loop of timelike surfaces of constant mean curvature H. The
first fundamental form I and the Gauß map Nλ of ϕλ are given by
I = eωdxdy and Nλ = Ad(Φ)k
′. (5.6)
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The logarithmic derivative part ϕKλ of ϕλ:
ϕKλ = −
1
H
∂
∂t
Φ · Φ−1
describes a real loop of timelike surfaces with constant Gaußian curvature
4H2.
5.2 Next we calculate the normalized potential {ξ′, ξ′′} in terms of the fun-
damental quantites of the timelike CMC surface ϕ. More precisely we shall
clarify the role of the normalized potentials in the construction of timelike
CMC surfaces.
First decomopose α := Φ−1dΦ as
Φ−1dΦ = α0 + λ α
′
1 + λ
−1 α′′1.
Next we perform the Birkhoff decompositions of Φ with regard to
Λ˜+∗ Gσ × Λ˜−Gσ ⊂ Λ˜Gσ, Λ˜−∗ Gσ × Λ˜+Gσ ⊂ Λ˜Gσ,
over the big cells B(−,+) and B(+,−) of Λ˜Gσ:
Φ = Φ+ L− = Φ− L+. (5.7)
We have seen above that with
L+ =
∑
k≥0
L+k λ
k, L− =
∑
k≤0
L−k λ
k, (5.8)
the potentials
ξ′ := Φ−1+ d
′Φ+, ξ
′′ := Φ−1− d
′′Φ− (5.9)
have the form:
ξ′ = λ
{
L+0 (x, y) α
′
1 L
+
0 (x, y)
−1
}
, (5.10)
ξ′′ = λ−1
{
L−0 (x, y) α
′′
1 L
−
0 (x, y)
−1
}
. (5.11)
More explicitly we have
Φ−1+
∂Φ+
∂x
= λ
{
L−0
(
0 −H
2
eω/2
Q(x)e−ω/2 0
)
(L−0 )
−1
}
, (5.12)
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Φ−1−
∂Φ−
∂y
= λ−1
{
L+0
(
0 −R(y)e−ω/2
H
2
eω/2 0
)
(L+0 )
−1
}
. (5.13)
Comparing the two sides of (5.13) we see that the left hand side depends on
y and λ only, while the right hand side depends on x, y and λ. Recall from
the Coddazi equation (C) that since the mean curvature H is constant, R
depends only on y. Hence we derive
Φ−1−
∂Φ−
∂y
= λ−1
{
L+0 (0, y)
(
0 −R(y)e−ω(0,y)/2
H
2
eω(0,y)/2 0
)
L+0 (0, y)
−1
}
.
We abbreviate L+0 (0, y) by W0(y) and compute W0(y) more explicitly.
From (5.7) we obtain the Maurer-Cartan equation:
L+ α L
−1
+ − dL+ L−1+ = Φ−1− dΦ−. (5.14)
Comparing the λ0-terms of both sides in (5.14) we obtain,
0 = W0 α
′′
0 W
−1
0 − dW0 W−10 . (5.15)
Hence
dW0 =W0 α
′′
0. (5.16)
Namely we have
dW0
dy
= W0
{
ωy(0, y)
4
}
k′. (5.17)
Thus W0(y) is given explicitly by
W0(y) =
(
e−ω(0,y)/4+c1 0
0 eω(0,y)/4+c2
)
, c1, c2 ∈ R. (5.18)
Since we require the initial condition:
W0(0) = 1,
we see that the (0, 1)-potential ξ′′ is given by
ξ′′ = λ−1
(
0 −R(y)e{−ω(0,y)+ω(0,0)/2}
H
2
e{ω(0,y)−ω(0,0)/2} 0
)
dy. (5.19)
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By similar arguments for Φ+ = Φ L
−1
− , we obtain
Φ−1+
∂Φ+
∂x
= λ
{
L−0 (x, 0)
(
0 −H
2
eω(x,0)/2
Q(x)e−ω(x,0)/2 0
)
L−0 (x, 0)
−1
}
.
The function Γ0(x) := L
−
0 (x, 0) is a solution to
dΓ0
dx
= Γ0
{−ωx(x, 0)
4
}
k′. (5.20)
Thus we have
Γ0(x) =
(
eω(x,0)/4+c3 0
0 e−ω(x,0)/4+c4
)
, c3, c4 ∈ R. (5.21)
Since we require the initial condition
Γ0(0, 0) = 1,
the (1, 0)-potential ξ′ is given by
ξ′ = λ
(
0 −H
2
e{ω(x,0)−ω(0,0)/2}
Q(x)e{−ω(x,0)+ω(0,0)/2} 0
)
dx. (5.22)
Theorem 5.2 The normalized potentials with the origin as a reference point
are given by
ξ′ = λ
(
0 −H
2
f(x)
Q(x)/f(x) 0
)
dx,
ξ′′ = λ−1
(
0 −R(y)/g(y)
H
2
g(y) 0
)
dy.
Here the functions f(x) and g(y) are given by
f(x) = exp {ω(x, 0)− ω(0, 0)/2}, g(y) = exp {ω(0, y)− ω(0, 0)/2}.
Remark 5.3 From this result one sees that the normalized potentials are
essentially the Hopf differentials together with the values of the conformal
factor of the metric restricted to one pair of null coordinate lines.
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Remark 5.4 (Nonlinear d’Alembert’s formulas)
It is known that every solution for the linear wave equation:
ωxy = 0
can be written as the sum of a Lorentz holomorphic function and a Lorentz
anti-holomorphic function by the so called d’Alembert formula:
ω(x, y) = f(x) + g(y).
The Weierstraß-type representation (Theorem 4.3) toghether with Theorem
5.2 provide us with nonlinear analogues of d’Alembert’s formula for the hy-
perbolic sinh-Gordon equation, the Liouville equation and the hyperbolic
cosh-Gordon equation. More precisely for any initial data f(x) and g(y),
the normalized potentials with Q = H/2, R = ǫH/2, ǫ = 0,±1 produce
solutions ω to the hyperbolic sinh-Gordon equation (ǫ = 1), the Liouville
equation (ǫ = 0) and the hyperbolic cosh-Gordon equation (ǫ = −1) via the
Weierstraß-type representation (Theorem 4.3). (See Proposition 1.3, Propo-
sition 1.5 and Remark 1.6.)
6 Examples
Even though the results of the previous sections give a one-to-one correspon-
dence between special potentials and timelike CMC surfaces, making this
correspondence explicit is a different matter.
To give examples we start with the easiest case from the potential point
of view.
6.1 (Cylinders and pseudospheres)
Example 6.1 (hyperbolic cylinders) Let us take the following potentials:
ξ′ =
λ
4
(
0 −1
−1 0
)
dx, ξ′′ =
λ−1
4
(
0 1
1 0
)
dy. (6.1)
Then the normalized potentials {ξ′, ξ′′} produce the associated family of
timelike CMC surface ϕ : R2 → E31 of mean curvature 1/2;
ϕ(x, y) = (sinh
x− y
2
,
x+ y
2
, cosh
x− y
2
). (6.2)
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The image of ϕ is a timelike hyperbolic cylinder. The induced metric of R2
is I = dxdy. Thus ϕ is an isometric imbedding of the Minkowski plane
(R2, dxdy) into E31.
Example 6.2 (Circular cylinders)
The normalized potentials {ξ′, ξ′′} defined by
ξ′ =
λ
4
(
0 −1
1 0
)
dx, ξ′′ =
λ−1
4
(
0 −1
1 0
)
dy (6.3)
produce the associated family of timelike CMC surface ϕ : R2 → E31 of mean
curvature 1/2;
ϕ(x, y) = (
x− y
2
, sin
x+ y
2
,− cos x+ y
2
). (6.4)
The image of ϕ is a timelike circular cylinder. The induced metric of R2
is I = dxdy. Thus ϕ is an isometric immersion of the Minkowski plane
(R2, dxdy) into E31.
Note that both, timelike hyperbolic cylinder and timelike circular cylinder,
correspond to the vacuum solution of the hyperbolic sinh-Gordon equation.
Example 6.3 (Totally umbilical pseudosphere)
The normalized potentials {ξ′, ξ′′} with Q = R = 0 produce totally
umbilical pseudosphere in E31.
6.2 Next we shall give examples of timelike CMC surfaces with repeated
real principal curvatures. Namely, timelike CMC surfaces with QR = 0.
Such surfaces have no Euclidean counterparts.
As in the case of indefinite affine spheres with AB = 0 (See Section 9.2 in
[9]), timelike CMC surfaces with QR = 0 have specific shapes. To investigate
such surfaces, we recall the notion of a B-scroll introduced by L. Graves [16].
Definition 6.4 Let γ = γ(s) be a smooth curve in E31 defined on an interval
I ⊂ R. Then γ is said to be a null Frenet curve if
(1) 〈γ′, γ′〉 = 0,
(2) there exist vector fields A,B,C along γ and two functions κ and τ such
that
A = γ′, 〈A,B〉 = 1,
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〈A,A〉 = 〈B,B〉 = 0, 〈C,C〉 = 1,
〈A,C〉 = 〈B,C〉 = 0. (6.5)
d
ds
(A,B,C) = (A,B,C)

 0 0 −τ0 0 −κ
κ τ 0

 .
The frame fieled L = (A,B,C) along γ is called the null Frenet frame field
of γ. The two functions κ and τ are called the curvature and torsion of γ
respectively.
Definition 6.5 Let γ be a null Frenet curve in E31. The ruled surface
ϕ(s, t) = γ(s) + tB(s) : I × R∗ → E31 (6.6)
is called B-scroll of γ.
Since
I = (tτ)2ds2 + 2ds dt,
every B-scroll is timelike. (In fact det I = −1.) The mean curvature of ϕ
is H(s, t) = τ(s). Thus ϕ is of constant mean curvature if and only if τ is
constant.
A specific example of a null Frenet curve with constant torsion 1 is
γ(s) =
(
sinh(2s)
2
,
cosh(2s)
2
, s
)
with null Frenet frame field:
A(s) = (cosh 2s, sinh 2s, 1) ,
B(s) =
1
2
(− cosh(2s),− sinh(2s), 1) ,
C(s) = (− cosh 2s,− sinh 2s, 0) .
The B-scroll ϕ of γ:
ϕ(s, t) =
(
sinh(2s)− t cosh(2s)
2
,
cosh(2s)− t sinh(2s)
2
, s+
t
2
)
is a timelike surface with constant mean curvature 1. ([26], p. 33.)
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Now let ϕ be a constant mean curvature B-scroll of a null Frenet curve
γ. The local coordinate system (x, y) defined by
x := s− 2
τ 2t
− 1
2
, y := s+
1
2
. (6.7)
is a null coordinate system of ϕ. Then
I = eω(x,y) dxdy, eω(x,y) =
4
H2{(x− y) + 1}2 , (6.8)
Q(x) = 0, R(y) = H(y − 1
2
). (6.9)
Thus the normalized potentials are given by
ξ′ = λ
(
0 (x+ 1)−2
0 0
)
dx,
ξ′′ = λ−1
(
0 −R(y)H(1− y)2/2
(1− y)−2 0
)
dy.
Conversely, we shall prove that timelike CMC surfaces derived from nor-
malized potentials of the form:
ξ′ = λ
(
0 −H
2
f(x)
0 0
)
dx, ξ′′ = λ−1
(
0 −R(y)/g(y)
H
2
g(y) 0
)
dy. (6.10)
are B-scrolls of constant mean curvature H .
To this end we consider the initial value problems:
d′Φ+ = Φ+ ξ
′, d′′Φ− = Φ− ξ
′′,
Φ+(x = 0) = Φ−(y = 0) = 1
with potential (6.10).
The solution Φ+ is easily obtained as
Φ+ =
(
1 −λF (x)
0 1
)
, F (x) =
H
2
∫ x
0
f(x)dx. (6.11)
The inverse loop of Φ+ is
Φ−1+ =
(
1 λF (x)
0 1
)
. (6.12)
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We shall get the extended framing Φ derived from {ξ′, ξ′′} by the technique
used in [11]. (See section 3.6 of [11]). Express Φ− as
Φ− =
(
a b
c d
)
= 1+
∞∑
j=1
(
ai bi
ci di
)
λ−j . (6.13)
Take a Λ˜G+σ -valued map G;
G(x, y) =
(
1 −λF/(1 + c1F )
0 1
)
. (6.14)
Then Φ˜ := Φ−1+ Φ− G is computed as
Φ˜ = Φ˜0 +
∑
j≥1
Φ˜jλ
−j =
(
1 + c1F 0
0 1/(1 + c1F )
)
+ negative powers.
Put Φ˜+ = Φ˜0 G
−1 and Φ˜− := Φ˜ Φ˜
−1
0 . Then Φ˜− ∈ Λ˜−Gσ, Φ˜+ ∈ Λ˜+∗ Gσ and
Φ+
−1Φ− = Φ˜−Φ˜+. Thus we obtain
Φ˜− = L− (6.15)
and the extended framing Φ is computed as follows:
Φ = Φ+L− = Φ+Φ˜− = Φ−Φ˜
−1
+ . (6.16)
By the Sym formula, Proposition 5.1, we obtain the constant mean cur-
vature immersion
ϕ(x, y) = γ(y) + q(x, y)B(y), (6.18)
γ(y) := − 1
H
{
∂Φ−
∂t
Φ−1− +
1
2
Ad(Φ−)k
′
}
, (6.19)
B(y) :=
λ
H2
Ad(Φ−)(j
′ − i), q(x, y) = F (x)
H{1 + c1(y)F (x)} . (6.20)
A direct computation shows that γ(y) is a null Frenet curve and ϕ is the
B-scroll of γ.
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