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Neural Circuitry: Seeing the Parts That Make the PictureWhat are the neural correlates of vision? A recent study on Drosophila has
described the incredible neuronal diversity in the fly visual system, and traced
the circuits that underlie color vision.
Mariel M. Ve´lez and
Thomas R. Clandinin
In seeing creatures, complex neural
circuits transform simple two-
dimensional images into vivid visual
sensations. In vertebrates, this
transformation begins in the retina,
the circuitry of which is beginning to
become clear [1]. This complexity is
already obvious in the retina’s cellular
diversity, as the primate retina contains
more than 50 different types of
neurons, distributed across five
different classes [2]. Moreover, while
we can claim a substantive, albeit
incomplete, understanding of the
retinal circuitry, visual perception is
implemented by additional circuitry
in the thalamus and cortex, the
complexity of which we have only
begun to unravel [3,4]. An opening
exists, then, for a model organism
with a compact, stereotyped nervous
system, visual behaviors, and
sophisticated genetic tools to
illuminate our understanding of vision.
The fruit fly, Drosophila, is just such
an animal, offering interesting visual
behaviors including responses to
luminance, color and motion cues [5,6].
In a study published recently in Current
Biology, Morante and Desplan [7]
used genetic tools to piece together the
neural correlates of visual processing,
and to draw links between anatomy
and function.
The Drosophila visual system
comprises the retina and four optic
ganglia: the lamina, medulla, lobula and
lobula plate (Figure 1). Each facet, or
ommatidium, of the fly eye contains
eight photoreceptors, designated
R1–R8. R1–R6 cells, the outer
photoreceptors, make a single opsin
with a broad absorption spectrum
centered in the blue–green light range
[8]. The remaining two photoreceptors,
R7 and R8, express one of four different
opsins, and have sensitivities ranging
from ultraviolet to green light [9,10].
The fly retina thus has the potential
to mediate color vision. R1–R6
photoreceptors make synapses in the
first ganglion, the lamina, while R7 and
R8 cells make synapses in distinct
layers of the outer medulla. Lamina
neurons, which relay output from
R1–R6 photoreceptors, also ramify
in the outer medulla layers. While the
complete synaptic connectivity of the
lamina has been described using serial
electron microscopic reconstruction
[11], the neural constituents of the
remaining optic ganglia have only
been described using Golgi silver
stains [12]. Thus, much of cellular
anatomy of the visual system
remains incompletely understood.
Describing the morphology of
a circuit does more than outline neural
architecture, as making anatomical
distinctions provides clues as to
how information is integrated and
transmitted. Neuronal cell type is
traditionally defined by morphology;
in the case of the mammalian retina,
four broad classes of relay neurons
have been so defined. In particular,
bipolar cells and retinal ganglion cells
link photoreceptor signals to the
brain. In addition, an extensive network
of local interneurons, comprising
horizontal and amacrine cells,
modulates connections between
these vertical elements. These lateral
interactions subserve many
computational functions, influencing
both the spatial and temporal
characteristics of retinal ganglion cell
responses [2]. Using genetic
techniques that label single neurons,
coupled with molecular markers that
differentiate axons and dendrites,
Morante and Desplan [7] have
discovered a similar organization in
the fly. In particular, they have
described 63 types of medulla neurons,
including 38 projection neuron types
that connect to the lobula, 22 local
interneuron types that restrict their
processes to the medulla, and three
connecting neurons that project
centrifugally, back to the lamina. Of
these, 10 types had not been previously
described. Intriguingly, local neurons
had processes labeled by both
dendritic and axonal markers in
medulla layers containing the axons
of photoreceptors and projection
neurons, raising the possibility that
they that might integrate signals
from, and provide feedback to, these
same cells [7]. This organization is
reminiscent of the relationship between
horizontal and amacrine cells, and
their synaptic partners, in the
mammalian retina, suggesting that
local medulla neurons may shape
spatio-temporal aspects of projection
neuron responses.
The outer medulla is organized into
synaptic units called columns, each
of which processes light from a single
point in visual space. An isolated
column, then, can only extract visual
cues intrinsic to this single point,
namely luminance, color, and temporal
structure. By comparing across many
columns, however, the visual system
can extract more complex visual
properties, such as contrast and
motion. In this context, medulla
neurons can be classified according
to whether their dendrites contact one
or many columns. Morante and
Desplan [7] identified 11 types of
columnar neurons, which, together
with their respective R7, R8, and
lamina neuron input, form vertical
columns and send axon projections to
the lobula. These, then, could compare
the output of photoreceptors from
each pixel, a prerequisite for color
vision, and might provide suitable
neural substrates for analyzing other
visual cues. In addition, the authors
identified 20 classes of non-columnar
cells which ramify over multiple
columns and whose function may be
to compare visual information from
different points in space and convey
it to downstream neurons [7].
What about the next stage in visual
processing? All projection neurons
that contact the medulla layers
containing R7 and R8 terminals also
have pre-synaptic sites in the inner
medulla. In addition, Morante and
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Figure 1. Anatomy of the fly visual system.
(A) Schematic illustration of the projections into, and out of, the medulla. Columnar cells that contact the photoreceptor layers of the outer
medulla project to the upper layers of the lobula, while non-columnar cells project to deeper lobula layers. Projection neurons that ramify
only in the inner medulla project to the deepest layers of the lobula. (B) High magnification view of the medulla. Local circuit neurons have
similar morphologies to their projection neuron counterparts.non-columnar projection neuron
classes which arborize only in the
inner medulla and project to the lobula,
the lobula plate or the central brain.
The stratification of visual information
is reflected in the projections of the
subset of these neurons that extend
into the lobula. Columnar Tm cells
that contact the photoreceptor layers
project to the outer layers of the
lobula, while non-columnar cells
project to increasingly deeper lobula
layers, with cells containing
ramifications in the innermost layers
of the medulla projecting to the
deepest layers in the lobula. These
anatomical observations are
consistent with design principles seen
in vertebrate brains: the fly visual
system is hierarchically organized
such that more complex, integrative
information processing strategies are
implemented sequentially at deeper
and deeper brain layers.
Morante and Desplan’s [7] work also
leads us away from intuitive, but
incorrect, assumptions about how
color information might be processed.
Two types of ommatidia are
stochastically distributed across the
eye: ‘yellow’ ommatidia contain an
R7 photoreceptor that expresses
a UV-sensitive opsin and an R8
photoreceptor that expresses a green
sensitive opsin; ‘pale’ ommatidia
contain a different UV-sensitive R7
photoreceptor, paired with a blue
sensitive R8 photoreceptor. Color
vision emerges from comparisons
between the outputs of two (or more)
photoreceptors with overlapping
spectral sensitivities. One might
expect that elements involved in color
processing would be anatomically
correlated with the distribution of pale
and yellow ommatidia, thus linking
the identities of R7 and R8 projections
in a column to the identities of the
corresponding projection neurons.
However, no such precision exists:
projection neurons do not segregate
into classes that receive inputs from
particular ommatidia but rather appear
to draw inputs from different columns
randomly [7]. On the presumption,
then, that flies have stable color
percepts, how could such stability
result from indiscriminate
connectivity? Recent work in the
mouse provides some insight. By
simply expressing a long-wavelength
opsin in the retina, the normally
dichromatic mouse became capable
of red/green color discrimination,
despite the fact that mice presumably
lack downstream machinery
specialized to process trichromatic
signals [13]. Thus, downstream color
responsive neurons are remarkably
accommodating in the types of
spectral information they process.
Further behavioral studies using the
genetic tools and anatomical correlates
developed by Morante and Desplan [7]
may provide us with more clues as to
how promiscuous connectivity
mediates invariant visual perceptions.
While an electron microscopic
reconstruction of the medulla will
provide the last word on its synaptic
connectivity, the authors have given
us an entry into the medulla’s
functional dissection.
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Chromosomal Replication
Histone modifications tend to be lost during chromosome duplication. Several
recent studies suggest that the RNA interference pathway becomes active
during the weakened transcriptional repression occurring at centromeres in
S phase, resulting in the re-establishment of histone modifications that direct
the formation of heterochromatin.
Genevie`ve Thon
Post-translational modifications to
histone proteins, the building blocks
of nucleosomes, play a role in many
processes including gene expression,
DNA repair and chromosome
segregation. Dividing cells that
maintain specific patterns of
nucleosomal modifications face
considerable challenges as they
proceed through the cell cycle:
nucleosomal marks are prone to
dilution during chromosome replication
as a result of fresh nucleosomes being
deposited onto the newly replicated
DNA. In addition, competing marks
tend to be imposed onto nucleosomes
to facilitate specific cell-cycle events,
such as chromosome condensation.
An article from Rob Martienssen’s
group [1], in a recent issue of Current
Biology, and a recent article from
Shiv Grewal’s group [2] examine how
histone marks present in fission-yeast
heterochromatin are transmitted from
one generation to the next in this
dynamic context. Heterochromatic
marks were found to cycle, as were
both the transcriptional activity in
centromeric regions and the
processing of heterochromatic
transcripts by the RNA interference
(RNAi) machinery. The discovery that
centromeric transcription and RNAi
occur in a specific window of the cell
cycle when chromatin integrity is
compromised sheds light on the
seemingly paradoxical observation
that transcription can take place in
repressive domains from which no
detectable steady-state transcripts are
produced [3]. The new insights also
reveal how cells use the weakened
transcriptional repression occurring
in S phase to re-enforce silencing.
Fission-yeast heterochromatin is
characterized by its association with
the chromodomain protein Swi6 and
the methylation of histone H3 lysine
9 (H3K9me). Thus, heterochromatin is
found at centromeres, telomeres, and
in the mating-type region, occupying
regions ranging from 20 to 100
kilobases. Reporter genes introduced
into these regions are silenced and
native transcripts are in low abundance
or not detectable. Silencing constitutes
a major biological function of
heterochromatin in the mating-type
region. In addition, heterochromatin
can direct or inhibit recombination and
perform structural roles, contributing,
for instance, to centromere formation
and sister-chromatid cohesion.
Different combinations of factors
operate at each heterochromatic
region to attract a shared core of
histone-modifying enzymes. One
prominent player in centromeric
regions is the RNAi pathway. RNAi
mutants are largely — although not
totally — devoid of centromeric
heterochromatin [3,4]. Bi-directional
centromeric transcripts, termed the
forward and reverse transcripts,
accumulate in RNAi mutants
concomitant with a decrease in
H3K9me and Swi6 association. In
wild-type cells, forward transcription
is inhibited by heterochromatin.
Reverse transcripts are synthesized
but either cleaved by a protein of the
Argonaute family called Ago1, or
converted to double-stranded RNA by
an RNA-dependent RNA polymerase
and processed intow21–24 nucleotide
centromeric siRNAs by a ribonuclease
called Dicer. siRNAs subsequently
loaded onto Ago1 are believed to
guide the association of the
Ago1-containing complex RITS with
nascent centromeric transcripts.
RITS can furthermore be tethered to
heterochromatin through another of
its components, the chromodomain
protein Chp1, which binds to H3K9me
[5]. Once localized, RNAi components
prevent the accumulation of reverse
transcripts. Importantly, the process
also attracts the histone H3K9
methyl-transferase Clr4 by
a mechanism that is incompletely
understood. This prominent role of
RNAi reveals that transcription of
regions once thought to be inert is
essential for heterochromatin
formation. In support of this notion,
three mutations affecting RNA
polymerase II (Pol II) have been
reported to perturb centromeric
heterochromatin [6–8].
What then allows transcription to
proceed through heterochromatin?
One might speculate that RNA Pol II
is actually capable of transcribing
through nucleosomes bearing
heterochromatic marks, perhaps while
associated with dedicated co-factors.
The new study by Kloc et al. [1]
provides an alternative explanation.
This study finds that transcription
of centromeric repeats occurs during
S phase, at a time when the
heterochromatic factor Swi6 has been
partially displaced from centromeric
regions and when the levels of H3K9me
are reduced (Figure 1). Both forward
and reverse centromeric transcripts
accumulate transiently at that time,
concomitant with a burst of siRNAs.
Curiously, there seems to be
a correlation between the order of
appearance of centromeric transcripts
and the location of transcribed regions
relative to centromeric origins of
replication, as if transcription were
coupled to DNA replication. These
results indicate that RNA Pol II may
not have to transcribe through
