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Abstract. In this paper, the concept of local presentability of posets is introduced, together 
with the reidted notion of boolean dimension, as an extension of the classic Dushnik-Miller 
dimension. Such a concept seems to represent a powerful tool for the efficient encoding of poset 
and transitive closure of dags, from the point of view of both space and time complexity. Encodings 
of some ciasses of posets are presented as an application of the theory: in particular, an efficient 
encoding of a subclass of the class of planar dags is introduced. 
The problerrl of efficiently coding graphs and posets in such a way to (a) eficiently 
test the preserce of arcs or order relations among nodes or elements and (b) have 
a “compact” representation in terms of space complexity, is a well-studied problem 
both in combinatorics and in computer science. 
In this paper, efficient codings of posets (and transitive closure of dags) are 
investigated, and an extension of the classical notion of nik- iller dimension 
[2] is introduced clnd studied with regar to the analysis of the local presentability 
of pose&. 
?r.ti;i~iveiy, a locaB resentation of a oset is an assign 
(from a totally order et) to its vertices in such a way 
two vertices is expresse by the pattern of the entries of 
We start with so 
orted by Enidata S.p.A. 
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I.1 (Trees;. Let T --: (X, R j be ;d branching, i.e. a tree directed from a given 
ven two nodes x, y z X, put x cEa y if th ere exists a directed path from x to 
y (i.e. <, is the transitive closure R T of R). Let r; = 1x1 and let I, : 
be a mapping which expresses the ordering of vertices in X induced by a Depth 
First visit %J$, of T. 
Similarly, r,:X+{l,. . . , n} is the mapping induced by the Depth First visit 99$ 
of T in which, for each node x E X, the set sons(x) c X of sons of x is visited in 
the opposite order than in 99,. 
It is then easy to check that x +y iff Z,(x) < ZZ(x) atd I,(y) < I,(y). 
.2 (Interval orders). Let n’ = (1, . . . , n}. Denote bLs X = (9) the set of all 
2-element subsets oi fi. 
Put x < y if x = {i, j), y = (k, I) and i <j < k < 1. Then (X, <) is a partially ordered 
set (an interval order). 
Butting, for each x E X, I,(x) = min x and Iz(x) = max x, it is easy to derive that 
x -9, x, Y E X iff h(x) < My). 
Ie 1.3 (Shift graphs). Let X = (4) be deGned as above: we put (x, y) E R iff 
max x = min y. Clearly, (X, R) is an acyclic digraph (shift graph) which can be 
defined by I,(x) = I,(y). 
Shift graphs are studied in the framework of chromatic number- and 
theories. 
Note that, given a dag G, having a local presentation of the poset corresponding 
to the transitive closure of G implies that such a transitive closure is encoded via 
labelings of the nodes of Ci. 
The paper is organized as follows: in Section 2 the concepts of local presentability 
and boolean dimension are introduced. In Section 3 some considerations are given 
for what concerns the local representability of particular classes of Bags and posets. 
In Section 4 some conclusive remarks are given. 
asic concepts 
iven a partially ordered set P = ( V, =+), where < ,, is an order relation on set 
V, a linear extension E on P [?I is a total ordering cF on V such that, given 
‘31, % E V, v1 cF v2 if v1 cp v2. The (order) dimension dim(P) of P is the number of 
different linear extensions of P whose intersection is necessary to determine P itself. 
Hence, dim(P) is t e minimum t for which there exists a set of linear extensions 
El 9 E2, l l l , E, such that vl -+A.J~ iff v, cF, v2 for earh i=l,..., t. 
n their seminal paper on the theory of dimensions of posets, Dushni iller 
the dimension of an arbitrary partial order is 
s to infinity and can grow as fast 
I iven two functions j( n), ge n ), j‘( n 1 = (‘, n,, sue 
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In general, linear c.jttensions Ei can be seen as 1-l functions Li (labelings) from 
V to [ 1, . . . , n], where n = 1 VI: hence, for any vl, u2 E V, i = 1, . . . , t, Li( 0,) Z Li( 02). 
I-Iowever, it is possible to easily show that, given a set of t labelings which does 
not satisfy this assumption, one can derive a different set of t 1 - 1 labelings. 
The relation defined on a poset P can be extended to include reflexivi 
Given a poset = ( V, < & we will say that, given ;‘, , v2 E V, v1 s p vz 
iff either v1 Cp v2 or v1 f v2. 
n 2.2. A labeling of a poset P is a function LA+ [ 1, . . . , n] suclcr that 
01 +u+u, SL, v2. 
Note that such a definition extends the concept of linear extension, since, if 
u, Cpv2, then U, sL, u2 for i= 1,. . . , t. Note, moreover, that dim(P) = t iff it is 
possible to represent P extended to include reflexivity introducing a t-labeling on 
V: i.e. 5fF for each node a! E V there exists a t-labeling L,(u), L,(u), . . . , L,(u) such 
that, given q, v2 E V, v1 s p u2 iff the following formula is verified: 
9=X,AX2/\** =AX, 
where xi is true ifI Li( U,) s Lj( 2~~). 
In order to better introduce the concept of boolean dimension, it is now necessary 
to give some definitions. 
itisn 2.3. Given a boolean formula 9 defined on a set {x, , . . . , x,} of boolean 
variables, a poset ? = ( V, cp) is said to be S-representable iff there exist t labelings 
(L, 3 - l l I) L,) on P such that Vu,,u+ V,IJ,S~P~ iff 9(x, ,..., x,)=1, where xi=1 
iff ul S L, v2. 
In the followisIg, we will refer to posets encoded by means of labelings and a 
boolean formula as locally presented. 
The fo!lowing theorem characterizes the structure of formulas whit 
posets. 
Given a boolean formula 9(x1, . . . , x,), 9 induces a poset on N’ ( where 
Ndenotes?heset ctf integers) iflthereexists i E [l, . . . 7 m] such that 9(x,, . . . , x,) == Xi A 
dXl9 l - l 9 xi-l 9 xi+l 9 l * . 9 x,h 
roof. (If) By contradiction: assume there exists a cycle pl , pz, . ,. . , pk, pk+ 1 = pl : 
then, for each arc (pi, pi+,), pj < L, pi+l, which contradicts the assumption of linear 
iction: assume there exists no Xi sue that9(x1,.*.9-~r)=-~Jr\ 
1 xi-1 3 x,+1,. . . , x,): the 9 can be expressed in di nctive normal form 
Cj in SUCh a Way that, noting as 
_, C@j = f/l. Let US tlUW 
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In order to do that, let us associate each clause Cj to a pair of points (Pj, pi,,}. 
Assume Cj = A z! Xjr: assume then Pj < L,r Pj+l, r z IIT I . - , I9j I. Note that this IS 
always possible, since there exists no xi belonging to all 9$ 
It is now easy to note that any k-tuple of points in N’ which satisfies the set of 
introduced relations induces a cycle. Cl 
Let us denote as acyclic any formula 9 such that 9(x,, . . . , x,) = xi A 
44x1 9 l l * 9 Xi-1 9 &+I 9 0 l l 9 %)* 
efin~t~oQ 2.5. Given a poset P = ( V, cp ), let us denote as boolean dimension of P 
(dim,(P)) the minimum t for which there exists an acyclic formula 9(x,, . . . 9 x,) 
such that P is S-representable. 
Observe fhat such definition includes the definition of order dimension as the 
particular case where all formulas have structure 
and each Li is a 1-l function. 
From the relation between dim(P) and dim&P), it is then easy to stats the 
following fact. 
act 2.6. For any poset P = ( V, +), dims(P) s dim(P). 
The following theorems give a brief characterization of the properties of boolean 
dimension. 
2.7. FOP any poset P = ( V, +), the following holds: 
(a) dims(P) = ledim(P) = 1, 
(b) dims(P) = 2edim( P) = 2, 
(c) dim&P) = 3edim( P) = 3. 
. (a) is clear and is stated only for completeness. Both (b) and (c) are valid 
due to the special structure of boolean functions with at most three variables. Some 
simplifications are possible as if q(x, , . . . , x,) is a boolean function and rp’ denotes 
any function rp(x’, . . . , XL) (where xi can be either xi or its negation $i), then, if a 
poset is q-representable then it is &-representable (we consider Tabeling -Li instead 
of ki). Also the definition of q-representability is invariant oli permutations of 
variables of q. This leaves us with two functions in case (b), namely x and x A y, 
and with six functions in case (c): x, x A y, x A y A 2, x A y A 2, x A ((y A 2) v (J A Z)), x A 
(/\zhjjAZ’). 
rst three cases. he last three cases 
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(1) p:=XAyAZ. Fix a poset P = (X, R) which is cp-representable and with 
dimB( P) = 3. Let L,, &, L3 be labelings of X(corresponding to (x, y, z)) such that 
they, together wit 
Denote as P’= nerated by L3, L3 and formula y A z (i.e. 
(x, y) E R’ iff L,(x) < L2(y) and L,(x) < L,(y)). y assumption, dim P’S 2. Denote 
also as G = (X, E) the comparability graph of R Then, the complement of graph 
G is the graph G with edges ({x, y}I L,(x) < L,(y) and (x, y) E P’} and thus G is a 
arability graph of the poset P’ n {(x, y) 1 L,(x) < L,(y)}. By a theorem in [2], 
a poset has dimension ~2 iff the complement of its comparability graph is a 
comparability graph itself. Thus, dim P c 2 is a contradiction with our assumptions. 
(2) (2=x~((Y~~M~ A 2)) = x A t,b. Fix a poset P = (X, R) which is q-represent- 
able and with dimb (P) = 3. Let L, , Lz, L3 be the corresponding labelings of X. 
Denote as G = ( V? E) the comparability graph of P. Observe that $(y, z) = 1 iffy = z. 
Put also Pi - (X, Ri), i = I,?, where (x, y) E R, ((x, y) E Rz, respectively) iff L,(x) < 
L,(y) and &(x) < LJy) ( L2(x) > L,(y) and LJx) z L,(y), respectively). It follows 
tha; ;he comparability graphs of Pi and -p2 coincide with the comparability graph 
of I? Since the dimension is an invariant of the comparability graph, we obtain 
dim P = dim P2 = dim P, s 2, a contradiction. 
(3) tJ?=XA(yAZA~Ai?) = x A rc/. Fix a poset P = (X, R) which is cp-representab!e 
and with dimB( P) = 3. Let L, , Lz, L3 be the corresponding labelings of X. Denote 
as G = (V, E) the comparability graph of I? Observe that $(y, z) = 1 ifT y = 5. Put 
also Pi = (X, Ri), i = 1,2, where (x, y) E R, ((x, y) E Rz, respectively) iff LJ X) < L,(y) 
and L3(x) > L3(y) (L,(x) > L,(y) and L3(x) < L,(y), respectively). It follows that 
the comparabi!ity 5l 4~ ---hs of P, and Pz coincide with the comparability graph of P. 
As above, we obtain dim P = dim P2 = dim PI s 2, a contradiction. Cl 
Actually, +‘=t proved a stronger statement. 
Let Q poset P be q-representable. Then, dim,,,.,,(P) = 3 an& p is a 
E)ushr”ik- Miller f~nctim. 
eorem 2.9. For all n 2 4 tlaere exists a poset P,, such that dim( P,) = n and 
dimB( P,,) = 4. 
Consider the Hiraguchi poset = (X u Y, R), where ={x,,xz ,..., x,,), 
- , y,,}, R c X X Y and (Xi, JJ~> E iff i #j: it is well known fro 
dimension theory that such a poset has dim( P,) = n/2, while it can be represente 
using four variables and the formula F = (x, A x2) A (x3 A x4). 0 
ence, while equivalent to the usual ( 
posets, the boolean dimension becom 
(n 2 4). oreover, it is possible to note t 
the boolean dimension of a poset P can 
boolean 
ension for very small 
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In [4-j, the theory of locally presented pose& has been applied to dag encoding 
for fast path searching. lvloreover, in [3] the efficient encoding of classes of hierar- 
chical structures has been considered. The extension of this approach to the efficient 
encoding of more general classes of dags would result in the possibility of designing 
more efficient algori hms for transitive closure maintainment and related problems. 
The boolean dimension of posets has been shown to be 0(lg n) in [6], where it 
was proved that (1) for each poset P = (N, +), there exists a constant c = 0 such 
that dimB( P) s c lg n, where n = 1 NI and (2) for all n, there exists a poset P = (N, +) 
and a constant c’> 0 such that dimB(Pn) 2 c’lg n, where n = INI. 
Such result im 3 interesting from a theoretical point of view since it shows that 
boolean dimension is exponentially “better” than Dushnik-Miller dimension at the 
same time relying on boolean formulae of size O( n2 lg n). On the other hand, from 
a complexity point of view, it is necessary to have “short” boolean formulae in 
order to obtain a really efficient encoding: it is possible in general, anyway, to 
increase the number of variables at the same time decreasing the length of the 
formula up to O(n). 
ciently locally presented 
It seems in general difficult to construct posets with high boolean dimension, 
even if, at the same time, it is not easy to derive sharp evaluations concerning the 
representability of classes of dags. In this section some results are given concerning 
transitive closure representation on classes of dags with bounds on both the number 
of variables and the length of the corresponding boolean formulae under the 
hypothesis of such formulae expressed in disjunctive normal form. We are more 
interested in such a kind of evaluation since assuming scme structure on 9 makes 
it possible to derive more easily an upper bound on the complexity of encoding the 
poset. 
Note that in the following the acyclicity hypothesis will not necessarily be respected 
by the formulae considered. At the same time, the structure of such formulae will 
be derived in such a way to assure the acyclicity within the subspace embedding 
the considered &g !poset). 
It is easy to see that for any DiNF formula 9 it is possible to derive an acyclic 
formula 9’ with one more variable and length (9’) - r<ngth( 9) -i- 1, bv arbitrarily 
extracting in advance a linear extension from the original poset. 
In the Allowing, let us denote a dag G = (IV, A) as ‘I-bipartite if it is bipartite 
and its longest chain has length (at most) 1. 
h order io prove the next theorem let US first introduce the following lemma. 
et us csnsidw th4 foldowing sequences : 
a1 = n, h t 1 =-WI,-fi 
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Jn 
c, = n, ck+,==;k -- 
2 l 
Pkd. Relation bi < Cai holds trivially for i > 1, since fi < fi for i > 1. 
For what concerns relation LI. , s cj, note that the definitions of ak and cc; can be 
rewritten as 
kV5 k-l 
ck=n-- 
2 ’ Qk=n i=, 
-CJai. 
Let us denote as crl, the first element of sequence {ak] such that a, C&k hence 
&>.,~Jn--fi. is implies V&&/G 1 - l/i%& t for n 2 16. 
Since sequence {&} is decreasir.2, this implies that, for n 2 16, &J&z 2 i, i = 
1 t. 9.0’9 Thus, k < t, that is ak 2 &, implies 
That is, 
Theorem 3.2. For each 1 -bipartite dug G = ( N, A) there exists a O(@/)-representa- 
tion of G”, with 3 expressed in DNF with O(m) clau,ces and two literals per clause. 
raof. Let us zonsider the following procedure for building 9. For each clause 
select the node v such that 
max( indeg( v), outdeg( v)) = za,x (max(indeg( i), outdeg( i))), 
i.e. v is the ncpde with maximum indegree or outdegree: let us denote as 6(v) such 
a value. 
(1) If 6(v) = n(m), then build two literals representing an empty forest on 
except for the 6(v) arcs entering (or exiting from) nodz v. 
(2) Otherwise, if S(v) = o(m), extract from N n d the set of SW) 
incident arcs. Iterate the proce ure on the subgraph G’ ‘) of G induced by 
the set of nodes N’= , v)~Ad(v, U)E 
obtained. forest of extrac 
literals clause. 
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arcs eliminated from the graph at the ith iteration and as 6; the degree (indegree 
or outdegree) of the node chosen at the ith iteration. By assumption, 8, = o(dm) 
for each i. 
Denote as k the number of iteration:? performed !o make the graph empty: then, 
c 
k 
i=l ai = IAI. 
Since ai s 6f by the assumption of choosing the i.lement of maximal degree, then 
IAi =C:=, ai s xF=, 23:) hence Cr= 1 Si 2 JiA7. Thus, fi(fiAT) drcs are again represen- 
ted by the resulting clause. 
Hence, we have just proved that for each graph, a two literal clause C1 representing 
at least n(m) arcs can be built. Let us denote as cyl such a set: clearly, Iall = 6,. 
It is now possible to iterate the whole procedure on graph G = (ZV, A - q) in order 
to build a two literal clause C2 representing LR(dm) arcs. 
Thus, the solution of the following recurrence relation gives an upper bound on 
the number of irrtroduced ciauses; 
mm/) = w&m, T(n)= T(n-fi)+l. 
In order to evaluate the order of the solution of the above relation, let us note that 
sequence { ak) of Lemma 3.1 represents the sequence of arguments of such relation 
evaluated on initial value n. Thus, such solution will be bounded by (P( t +X&%/J, 
where t is the minimum value such that a, <fi. 
Since, by Lemma 3.1, the relation bl, s ak s ck asymptotically holds for ak 2 If- n, 
it derives that t = O(G). Hence, T(n) = @(fi) +0(m), which, for n = IAl, &*es 
T(IAI) = O(m). Cl . . 
From Theorem 3.2 the following corollary is easily derived. 
For each dag G = ( IV, A) there exists a O(dl)-representation of G*, 
with 9 expressed in DNF with O(dm) 1 c auses and two literals per clause. 
Let us now introduce significant classes of dags over which it is possible to state 
sharper results. 
l For each i -bipartite planar dag G = ( N, A), there exists a 12-rqmsen ta- 
dion oJf G, with 5 expressed in DNF with four clauses and three literals per .9ause. 
*-nC 
iJuua* 
C;nrn thn Aam ic 1-b; 
U111~~ LAAb U&a@ .*I P a&tp L ..rr, it corresponds to its transitive closure., i.e. the 
dag itself is a poset. 
Yannakakis proved in [ 101 that any planar graph can be decomposed in (at most) 
four outerplanar graphs: this implies that the G can be decomposed in (at most) 
four subgraphs G, , G2, G3, G4 which can be drawn with all nodes on a line. It is 
easy to observe that the asse diagram of Gi is itself outerplanar since each node 
node) or outdeg( v) = 0 (it is a minimal 
ssible 
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Then, adding a “&mmy” maximal node to each 6, results in a planar poset with 
a least upper bound, which has (Dushnik- iller) dimension ~3 [I6]. 
ence, it is possible to represeilt each o?!:\;7rplanar poset by the a&-composition 
of three literals and the whole planar poset can be represented by the or-composition 
of such clauses. Cl 
., It is possible to build a r~p=n~n~+~*;~~ J n * L: lC3CrIIUI~UIE UJ U k-par:;@ fh,?ar &g G= 
(AT, A) which uses O(E) space and makes it possible to answer to queries of the type 
“is there an arc (u, ~7) in A?” in 0( 1) time. 
f. From Theorem 3.4, 12 variables can be used to represent each “layer” of 
the graph. Different layers are represented separately by introducing four more 
variables. Thus, a formula of constant size has to be evaluated in order to answer 
queries and a constant number of values has to be represented at each node. 0 
CXWI 3.6. For each 1 -bipartite dag G = (N, A) such that either the outdegree of 
nodes in N, or the indegree of nodes in N2 is O(l), there exists a Of E )-representation 
of G, with 9 expressed in DNF with 0( 1) clauA,es and 0( 1) literals per clause. 
roof. Assume, without loss of generality, that the outdegree of nodes in N1 is 
O( i j. Then, the fol!owing pm IUcedure can be performed for building 9: 
(1) Consider the forest F built by randomly choosing an outgoing arc for each 
node v E Nl such that outdegree > 0. Such a forest can be represented by means 
of a two literal5 clause. 
(2) If A - F # 8, iterate step (1) on graph C? = (N, A - F). 
Since step (1) is iterated a constant number of times, the length of 3 is 
4. Conclusion 
In this papea, an extension of the Dushnik-Miller dimension has been cor\sidered 
for the efXcien,i encoding of posets and transitive closure of dags. It seems interesting 
to extend the concept of local presentation as follows. 
Let k be a positive integer. A pattern_fur?ction is ar,y boo!ean function 
with 2k2 variables indexed xii, yii, 1 s i, j s k; the indexes i, j are lexicographicaily 
ordered; k is called the size of Le patter 
Given two k-term vectors Q = (a,, . . . , ak), b = (b,, . . . , 
OP( a, b) is the vector (x0, yti) defined as follows: 
1 if aiC6i, 
Xi, = 
c) otherwise, 
_Vii = 
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The notion of order pattern expresses the mutual position of vectors a and 6. 
Thus, for example, for a = (2,3,4), b = (I, 4,7), we obtain op( a, b) = 
(0, 1, l,O, 1, l,O,O, 1,0,0,0,0,0,0,0,1,0). 
Let k be fixed and let 50 be a pattern of size k. A local presentation 
of the dag P = (X, R) is a function f: X r--, Nk with the property (f(a), f(b)) E 
cg(w(a, b)) = 1. 
im( P) the minimal k for which there exists a local presentation cf F. 
Note that the boolean dtmension corresponds to the special case 4p(x,, yii) = $&) 
and the Dushnik-Ml?ler dimension to the case 50 = xl1 A xz2 A l l l A xkk. Note, 
moreover, that interval orders and shift graphs may be efficiently represeilted by 
using patterns q = xzl and q = ,vzl, respectively. 
It would be interesting to investigate whether such a type of extension introduces 
some savings on coding complexity both in terms of length of the formula and of 
number of variables used. 
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