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Abstract
Given a family of curves or surfaces in Rs, an important problem is that of %nding a member of the family
which gives a “best” %t to m given data points. A criterion which is relevant to many application areas is
orthogonal distance regression, where the sum of squares of the orthogonal distances from the data points to
the surface is minimized. For certain types of %tting problem, attention has recently focussed on the use of an
iteration process which forces orthogonality to hold at every iteration and uses steps of Gauss–Newton type.
Within this framework a number of di5erent methods has recently emerged, and the purpose of this paper is
to place these methods into a uni%ed framework and to make some comparisons.
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1. Introduction
Let measured points xi ∈Rs; i= 1; : : : ; m be given, and let zi(a); i= 1; : : : ; m, be the nearest points
to corresponding data points on the curve or surface de%ned by a∈Rn. Then the basic problem
considered here is to %nd a to minimize
m∑
i=1
‖xi − zi(a)‖2; (1)
where the norm is the l2 norm. This is clearly a nonlinear least-squares problem in the components
of a.
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One way to deal with this problem involves the relaxation of the orthogonality condition introduced
by the nearest point property, except in the limit. For example, if the curve or surface is given
parametrically, then the problem can be stated as the minimization of
m∑
i=1
‖xi − x(a; ti)‖2
with respect to the variables ti ; i=1; : : : ; m, and a. In this form (or equivalent forms), public domain
software packages such as FUNKE or ODRPACK can be used: these implement Gauss–Newton (or
Levenberg–Marquardt)-based methods which exploit the special structure of the linear least-squares
subproblem. In particular, the Jacobian matrix is obviously sparse, and the structure can be used to
reduce the size so that the subproblem corresponds to one for a smaller least-squares problem (see,
for example, [6,7,15,21]).
Another class of methods forces orthogonality to hold throughout, and so works directly with
(1), again using mainly Gauss–Newton steps. The subproblems are immediately smaller, having
only n variables, but each iteration also requires the calculation of the nearest points, the so-called
“footpoint problem”. At %rst sight, it may seem that this is wasteful, and can o5er no advantage over
the methods mentioned in the previous paragraph. However, this usually depends on how easy (or
not) it is to solve the footpoint problem. Important applications often require the %tting of geometric
elements, for example; then such a calculation is relatively straightforward, indeed can sometimes
be done explicitly, and there is evidence available that the direct solution of (1) is in fact often
computationally more eLcient. In addition to a computational gain in solving the subproblems, the
number of iterations may be reduced (see, for example, [22]). Certainly there has been considerable
activity over the last few years in the development of algorithms which tackle (1) directly. Within
this framework, there are di5erent ways in which the problem can be solved, and a variety of
methods has emerged. We use this fact, together with the potential value of the approach for a
range of %tting problems, to justify giving here a survey of these di5erent methods, which also
places then into a uni%ed framework.
For practical purposes it may be assumed that s= 2 or 3. We will consider curves or surfaces in
Rs which are given in one of two forms: either implicitly, when the surface is de%ned by the set of
points x∈Rs satisfying the scalar equation
f(a; x) = 0
or parametrically, when a point x on the surface is given by
x = x(a; t)
with t the vector of parameters whose values de%ne the particular point. It is assumed throughout
that the expressions required in these representations are di5erentiable functions of their parameters.
Implicit representations normally avoid the use of rotation parameters, but these are frequently
important in parametric cases. There are two ways of involving rotation parameters: one is to include
them in the model, the other is to work with a simpli%ed model in “normal position”, and allow the
data to be rotated. An advantage of the latter is that it results in two groups of parameters which
occur separately, and we will work with this formulation. Then instead of (1), we would minimize
m∑
i=1
‖ui(a; ti(a))‖2;
A. Atieg, G.A. Watson / Journal of Computational and Applied Mathematics 158 (2003) 277–296 279
where
ui(a; ti(a)) = R(
)xi − x(; ti(a)); i = 1; : : : ; m: (2)
Here the rotation parameters 
 appear in the rotation matrix, R(
), the parameters  are those which
de%ne the model in normal position, aT = (
T; T), and ti(a) gives the nearest point on the surface
de%ned by  of each rotated data point de%ned by 
. It may be convenient to further partition 
into two naturally occurring groups, but we will not do this.
We will use the notation ∇1 (and ∇2) to refer to the operator which gives the matrix of partial
derivatives with respect to the %rst (and second) group of variables of a function which has two
vector arguments.
2. Gauss–Newton in Rm
The %rst class of methods has been perhaps most widely used in the metrology community.
Some recent references are [5,8,9,11–13,22–24]. Consider %rst the implicit case. Then these authors
interpret the nonlinear least-squares problem as the minimization of the least-squares norm of the
vector r in Rm given by
r=


‖x1 − z1(a)‖
‖x2 − z2(a)‖
...
‖xm − zm(a)‖

 :
The Gauss–Newton step d1 at a is given by (see, for example [10])
minimize ‖ r+ J1d‖2; (3)
where
J1 =∇ar∈Rm×n:
Now if xi = zi(a),
∇a‖xi − zi(a)‖=−(xi − zi(a))
T
‖xi − zi(a)‖ ∇azi(a); i = 1; : : : ; m;
and in that case
J1 =


−(x1 − z1(a))
T
‖x1 − z1(a)‖ ∇az1(a)
−(x2 − z2(a))
T
‖x2 − z2(a)‖ ∇az2(a)
...
−(xm − zm(a))
T
‖xm − zm(a)‖ ∇azm(a)


: (4)
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Thus, d1 satis%es
m∑
i=1
(∇azi(a))T(xi − zi(a))(xi − zi(a))T∇azi(a)
‖xi − zi(a)‖2 d1 =
m∑
i=1
(∇azi(a))T(xi − zi(a)) (5)
provided that J1 exists.
Now each zi(a) will solve
minimize ‖xi − zi‖
subject to f(a; zi) = 0:
Let a belong to a neighbourhood in which xi − zi(a) = 0, for all i. Then these problems are
di5erentiable and there exist numbers i(a) such that
(xi − zi(a))T
‖xi − zi(a)‖ + i(a)∇2f(a; zi(a)) = 0; i = 1; : : : ; m: (6)
Further
f(a; zi(a)) = 0; i = 1; : : : ; m;
identically in a, so that
∇1f(a; zi(a)) +∇2f(a; zi(a))∇azi(a) = 0; i = 1; : : : ; m:
Then for each i,
(xi − zi(a))T∇azi(a) =−i(a)‖xi − zi(a)‖∇2f(a; zi(a))∇azi(a)
= i(a)‖xi − zi(a)‖∇1f(a; zi(a)):
Thus (5) can readily be restated in terms of derivatives which can always be calculated, once the
optimization problems for zi(a) have been solved. In other words, the Gauss–Newton step solves
(3) where
J1 =


−1(a)∇1f(a; z1(a))
−2(a)∇1f(a; z2(a))
...
−m(a)∇1f(a; zm(a))

 : (7)
If the surface is de%ned parametrically, then from (2),
r=


‖u1(a; t1(a))‖
‖u2(a; t2(a))‖
...
‖um(a; tm(a))‖

 :
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Thus (3) is solved by d1 satisfying
m∑
i=1
∇aui(a; ti(a))Tui(a; ti(a))(ui(a; ti(a))T∇aui(a; ti(a))
‖ui(a; ti(a))‖2 d1
=−
m∑
i=1
∇aui(a; ti(a))T(ui(a; ti(a)) (8)
provided no ‖ui‖ is zero. Now since ti(a) minimizes ‖ui(a; ti(a))‖2 it follows that
∇2ui(a; ti(a))Tui(a; ti(a) = 0; i = 1; : : : ; m:
Further,
∇aui(a; ti(a)) =∇1ui(a; ti(a)) +∇2ui(a; ti(a))∇ati(a)); i = 1; : : : ; m:
Therefore (8) simpli%es to become
m∑
i=1
∇1ui(a; ti(a))T(ui(a; ti(a))(ui(a; ti(a))T∇1ui(a; ti(a))
‖ui(a; ti(a))‖2 d1
=−
m∑
i=1
∇1ui(a; ti(a))Tui(a; ti(a): (9)
In other words, the Gauss–Newton step is the solution of (3) with
J1 =


(u1(a; t1(a)))T
‖u1(a; t1(a))‖ ∇1u1(a; t1(a))
(u2(a; t2(a)))T
‖u2(a; t2(a))‖ ∇1u2(a; t2(a))
...
(um(a; tm(a)))T
‖um(a; tm(a))‖ ∇1um(a; tm(a))


(10)
provided that no ‖ui‖ is zero.
For the parametric case, as already pointed out, one can work with a rotated model or one can
rotate the data. If the model is rotated rather than the data, then derivative expressions are obviously
changed. The functions ui de%ned by (2) are altered with a =  and R(
) = I . Nevertheless, the
methods are theoretically identical.
Theorem 1. Let a∈Rn be such that no orthogonal distance from any data point is zero. Then
for the parametric case, the Gauss–Newton method in Rm gives the same directions of progress
irrespective of whether one rotates the data or the model.
282 A. Atieg, G.A. Watson / Journal of Computational and Applied Mathematics 158 (2003) 277–296
Proof. Consider the three-dimensional case. Let A(); B(); C() be rotation matrices in the (x; z);
(y; z) and (x; y) planes, respectively, so that
A=


cos  0 −sin 
0 1 0
sin  0 cos 

 ;
etc. Then we can work with the rotated model
C()B()A()x(; t)
or work with rotated data
A(−)B(−)C(−)xi ; i = 1; : : : ; m:
Thus we can de%ne for each i,
vi = xi − C()B()A()x(; ti)
if the model is rotated, and
ui = A(−)B(−)C(−)xi − x(; ti);
as before, if the data points are rotated, The same ti gives a minimum since ‖vi‖ = ‖ui‖ because
A; B and C are orthogonal.
For the rotated model, the least-squares subproblem for the Gauss–Newton method involves the
minimization of
‖ Or+ OJ 1d‖;
where the ith component of Or is ‖vi‖ and the ith row of OJ 1 is
∇;; ;‖vi‖= v
T
i
‖vi‖ ∇;; ;vi:
For the problem with rotated data, the least-squares subproblem for the Gauss–Newton method
involves the minimization of
‖r+ J1d‖;
where the ith component of r is ‖ui‖ and the ith row of J1 is
∇;; ;‖ui‖= u
T
i
‖ui‖ ∇;; ;ui :
Now, it is clear that
ui = A(−)B(−)C(−)vi :
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Therefore r = Or, since ‖ui‖= ‖vi‖; i = 1; : : : ; m. We will show that J1 = OJ 1. Consider the ith row of
J1, and let us drop the subscript i. Then the ith row of J1 is
uT
‖v‖ ∇;; ;u =
vTC()B()A()
‖v‖ ∇;; ;u:
Now
∇;; ;u = A(−)B(−)C(−)∇;; ;v + (∇;; ;A(−)B(−)C(−))v:
Thus,
uT
‖v‖ ∇;; ;u =
vT
‖v‖ ∇;; ;v + c
T; (11)
where
cT =
vT
‖v‖ C()B()A()(∇;; ;A(−)B(−)C(−))v
=
vT
‖v‖ C()B()A()[0 :A
′(−)B(−)C(−)v :
A(−)B′(−)C(−)v :A(−)B(−)C ′(−))v];
where 0 is a zero block, and the dash denotes di5erentiation. Thus,
cT =
1
‖v‖ [0 : v
TC()B()A()A′(−)B(−)C(−)v :
vTC()B()B′(−)C(−)v : vTC()C ′(−)v]:
We will next show that the matrices A()A′(−), B()B′(−) and C()C ′(−) are skew sym-
metric. Consider B. Now
B()B(−) = I;
so that
B()B′(−) + B′()B(−) = 0: (12)
Further
B′(−)T = B′(): (13)
Thus,
(B()B′(−))T = B′(−)TB()T = B′()B(−) =−B()B′(−)
using (12) and (13), which establishes skew symmetry of B()B′(−). The same argument holds
for the others. Since yTSy=0 for a skew-symmetric matrix S, for any vector y, it follows that c=0
and so from (11), J1 = OJ 1 and we have established the equivalence.
Clearly the number of rotation matrices is not relevant, and in particular, the same argument goes
through in other dimensions.
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It is claimed in [4] that particular diLculties (ill-conditioning, slow convergence) result with the
method when approximating curves in three dimensions. Consider the case of a parametric curve in
three dimensions, which lies in a plane. Let a∈Rn, with aT = (
T; T), and
ui(a; ti(a)) = R(
)xi − x(; ti(a)); i = 1; : : : ; m;
where ti(a) as usual minimizes ‖ui‖. If the model is a curve in a plane, then in normal position we
can assume with no loss of generality that it lies in the (x; y) plane, that is it has the form
x(; t) = (x1(; t); x2(; t); an)T;
where x1 and x2 do not involve an. Of course allowing the data to rotate allows general position.
Note that in this case ti will be independent of an. Now the column of ∇1ui corresponding to
di5erentiation with respect to an (the nth column) will be (0; 0;−1)T. Further
∇
;ui =∇1ui +∇2ui∇
;ti;
so that
∇anui = (∇1ui +∇2ui∇
;ti)en
= (∇1ui)en
(where en is the nth coordinate vector) because ∇
;tien =∇anti = 0.
Consider now the corresponding column of J1. This will have ith component
uTi
‖ui‖ (0; 0;−1)
T
or
an − (R(
)xi)3
‖ui‖
assuming that ‖ui‖ = 0. Since by assumption the original data lies almost exactly in a plane, then
as the computation proceeds, we will have
an − (R(
)xi)3 ≈ 0; i = 1; : : : ; m:
Thus a column of J1 will be close to zero, and this demonstrates the ill-conditioning of the
least-squares problem. Note that (by Theorem 1) the problem is the same whether or not the data
or model is rotated.
To summarize, the methods of this section do not require second derivatives, and they work with
least-squares subproblems which are m× n. Some step length control is required in general. In the
parametric case, the method is the same whether the model is rotated or the data points are rotated.
However the method is not de%ned at any a which gives a zero orthogonal distance. The method
also can give rise to ill-conditioned subproblems when used for the approximation of curves in three
dimensions.
Remark. Zero orthogonal distances are unlikely to occur in practice, and also interpolation is not
a naturally occurring phenomenon at a limit point of the iteration. Methods which work with a
modi%ed objective function to get round any diLculties with zero orthogonal distances have been
suggested (for example [14]), but we will not go into this here.
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3. Gauss–Newton in Rms
The second class of methods which we consider seems largely to have been used in the pattern
recognition community, and to have been considered recently by the authors of [1–4], for example.
Consider %rst the implicit case. Then the nonlinear least-squares problem is interpreted as that of
minimizing the least-squares norm of the vector s in Rms given by
s =


x1 − z1(a)
x2 − z2(a)
...
xm − zm(a)

 :
The Gauss–Newton step d2 at a is given by
minimize ‖s + J2d‖2; (14)
where J2 =∇as∈Rms×n. Now,
∇a(xi − zi(a)) =−∇azi(a); i = 1; : : : ; m;
and so
J2 =


−∇az1(a)
−∇az2(a)
...
−∇azm(a)

 : (15)
Thus, d2 satis%es (compare with (5))
m∑
i=1
(∇azi(a))T∇azi(a)d2 =
m∑
i=1
(∇azi(a))T(xi − zi(a)): (16)
If explicit expressions are available for the nearest points as functions of a, then the matrix (15)
can readily be computed. However, it is clear that each zi(a) will solve
minimize ‖xi − zi‖
subject to f(a; zi) = 0
or equivalently
minimize 12 (xi − zi)T(xi − zi)
subject to f(a; zi) = 0:
Then for any a∈Rn, at a solution there exist numbers i(a) such that
(xi − zi(a))T + i(a)∇2f(a; zi(a)) = 0:
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This equation holds identically in a as does
f(a; zi(a)) = 0:
Therefore, for each i we must have
∇1f(a; zi(a)) +∇2f(a; zi(a))∇azi(a) = 0;
(i(a)∇22f(a; zi(a))− I)∇azi(a) + i(a)∇12f(a; zi(a)) + (∇2f(a; zi(a)))T∇ai(a) = 0:
Equivalently[
i(a)∇22f(a; zi(a))− I (∇2f(a; zi(a)))T
∇2f(a; zi(a)) 0
][∇azi(a)
∇ai(a)
]
=
[−i(a)∇12f(a; zi(a))
−∇1f(a; zi(a))
]
:
Thus, once the nearest points zi(a) have been calculated, the rows of the Jacobian matrix (15)
can be obtained by solving these m systems of (s+1)× (s+1) equations, provided that the matrices
on the left-hand side are nonsingular.
If the surface is given parametrically, then
s =


u1(a; t1(a))
u2(a; t2(a))
...
um(a; tm(a))

 ;
where the functions ui are de%ned by (2). Then
J2 =


∇au1(a; t1(a))
∇au2(a; t2(a))
...
∇aum(a; tm(a))

 (17)
and the Gauss–Newton step satis%es (compare with (8) and (9))
m∑
i=1
∇aui(a; ti(a))T∇aui(a; ti(a))d2 =−
m∑
i=1
∇aui(a; ti(a))Tui(a; ti(a): (18)
The matrix J2 can readily be computed if explicit expressions are available for ti(a); i = 1; : : : ; m
in terms of a. Alternatively, we may proceed as follows. For any a, for each i, ti(a) is de%ned by
∇2‖ui(a; ti(a)‖= 0;
so this is an identity in a. Thus,
∇ati =−(∇22‖ui(a; ti(a)‖)−1∇12‖ui(a; ti(a)‖
provided that the matrix being inverted is nonsingular. Thus (17) can again be computed using the
fact that
∇aui(a; ti(a)) =∇1ui(a; ti(a)) +∇2ui(a; ti(a))∇ati ; i = 1; : : : ; m:
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A natural question to ask is whether the Gauss–Newton method in this form is also independent
of how rotations are included. The answer is in the negative, as is shown by the following example.
Example 1. Consider the problem of %tting a line in two dimensions. Then using the model line in
“normal position” parallel to the x-axis we can take
x(; t) = (t; )T;
where ∈R. There is only one rotation matrix
A(
) =
[
cos
 −sin

sin
 cos

]
:
Thus for every i,
vi = xi − A(
)(ti; )T;
ui = A(−
)xi − (ti; )T;
where
ti = (xi)1 cos
+ (xi)2 sin
:
For convenience drop the subscript i and let the two components of x be x and y. Then
u =
[
0
−x sin
+ y cos
− 
]
and
∇
;u =
[
0 0
−x cos
− y sin
 −1
]
:
Thus,
(∇
;u)T(∇
;u) =
[
(x cos
+ y sin
)2 x cos
+ y sin

x cos
+ y sin
 1
]
:
Further
(∇
;u)Tu =
[
(x cos
+ y sin
)(x sin
− y cos
+ )
(x sin
− y cos
+ )
]
:
Now
v =
[
x − cos
(x cos
+ y sin
) +  sin

y − sin
(x cos
+ y sin
)−  cos

]
and so
∇
;v =
[
2x sin
 cos
− y cos 2
+  cos
 sin

−2y sin
 cos
− x cos 2
+  sin
 −cos

]
:
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It follows after some manipulation that
(∇
;v)T∇
;v =
[
g x cos
+ y sin

x cos
+ y sin
 1
]
;
where
g= x2 + y2 + 2 + 2x sin
− 2y cos
:
Further
(∇
;v)Tv =
[
(x cos
+ y sin
)(x sin
− y cos
+ )
(x sin
− y cos
+ )
]
= (∇
;u)Tu:
Now the two forms of Gauss–Newton step are to %nd d to minimize∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣


v1
v2
:
vm

+


∇
;v1
∇
;v2
:
∇
;vm

 d
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
or solve
m∑
i=1
(∇
;vi)T(∇
;vi)d =−
m∑
i=1
(∇
;vi)Tvi
and similarly solve
m∑
i=1
(∇
;ui)T(∇
;ui)d =−
m∑
i=1
(∇
;ui)Tui :
The right-hand sides are identical, and also the matrices on the left-hand sides except for the (1; 1)
elements. Since the (1; 1) element of the %rst system depends on  and the (1; 1) element of the
second system does not, then they are di5erent in this case and also in general.
In contrast to the methods of the last section, no diLculties are expected in approximating curves
in three dimensions. The column of J2 corresponding to the column of J1 which tends to zero will
just be
(0; 0;−1; 0; 0;−1; : : : ; 0; 0;−1)T: (19)
In fact there is an advantage to be gained in treating such problems. As before,
∇
;ui =∇1ui +∇2ui∇
;ti;
so that
∇
;(ui)3 =∇1(ui)3 +∇2(ui)3∇
;ti
=∇1(ui)3;
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since (ui)3 is independent of t,
=∇1((R(
)xi)3 − an)
=[gTi ; 0; 0; : : : ; 0;−1];
where
gTi =∇
(R(
)xi)3:
Then it follows that every third element of the vector J2d + s∈Rms whose least-squares norm is
minimized is given by
gTi c − dn + (R(
)xi)3 − an; i = 1; : : : ; m;
where c is the part of d corresponding to 
. In addition, the coeLcient of dn is everywhere else
zero, by (19). It follows that
dn =
∑m
i=1 (g
T
i c + (R(
)xi)3)
m
− an:
Therefore, a full step will update an to
an + dn =
∑m
i=1 (g
T
i c + (R(
)xi)3)
m
:
Let the required model be in normal position so that R(
) = I and
ui = xi − x(a; ti(a)); i = 1; : : : ; m;
or
ui = ((xi)1 − x1(a; t); (xi)2 − x2(a; t); (xi)3 − an)T; i = 1; : : : ; m:
Then since an is independent of t, it is clear that at the minimum sum of squares
an =
∑m
i=1 (xi)3
m
: (20)
Further, since gi = 0,
an + dn =
∑m
i=1 (xi)3
m
;
in other words one (full) step of the Gauss–Newton method will immediately give the correct value
of an. Further, subsequent steps will give dn = 0 so that correct value remains unchanged. Thus, in
this case the problem essentially becomes one in n− 1 variables a1; : : : ; an−1.
To summarize, the methods of this section require the calculation of second derivatives, and they
work with least-squares subproblems of dimension ms × n. Some form of step length control is
also in general required. They are not a5ected by any zero or near zero orthogonal distances, or by
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the nature of the curve or surface in space. Indeed, they can have advantages for curves in three
dimensions. They are not independent of the way rotation parameters are introduced.
4. Approximate Gauss–Newton in Rms
We turn now to a method used by SpQath in a series of papers, including [16–20], when paramet-
rically de%ned surfaces are used, and when the parameters  occur linearly in x. This is the case
for many simple geometrical surfaces.
The idea is, for %xed a, to minimize with respect to ti to get ti(a) as before, and then to %x the ti’s
at these current values and minimize separately with respect to  and 
. In particular minimization
with respect to  is just the solution of a linear system, by the linearity assumption. It is easiest to
draw a connection with the previous methods for the case when rotation parameters are not required.
Then a =  and
ui(a; ti(a)) = xi − x(a; ti(a)); i = 1; : : : ; m:
Then for %xed ti, if we think of the minimum with respect to a at a of
∑m
i=1 ‖ui‖2 as a + d, then
we have
m∑
i=1
∇1ui(a + d; ti(a))T(ui(a + d; ti(a))) = 0:
Thus,
m∑
i=1
∇1ui(a; ti(a))T(ui(a; ti(a)) +∇1ui(a; ti(a))d) = 0
using the fact that ∇1ui(a; ti(a)) = ∇1ui(a + d; ti(a)) by linearity. Thus, d solves (18) with the
approximation
∇1ui(a; ti(a)) ≈ ∇aui(a; ti(a)); i = 1; : : : ; m;
and so this method computes an approximate Gauss–Newton step by solving (14) with (17) replaced
by
J2 ≈ J3 =


∇1u1(a; t1(a))
∇1u2(a; t2(a))
...
∇1um(a; tm(a))

 : (21)
In other words, this is just the Gauss–Newton step in a but keeping ti %xed (so that the dependence
of ti on a is not taken into account). If rotation parameters 
 are present, then following calculation
of ti(a), typically these methods compute 
 next (for example by solving nonlinear equations) before
updating . In that case an interpretation is that an approximate Gauss–Newton step is calculated
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by solving (14) with (17) replaced by
J2 ≈ J4 =


∇2u1(
; ; t1(a))
∇2u2(
; ; t2(a))
...
∇2um(
; ; tm(a))

 ; (22)
where the subscript on ∇ here refers to di5erentiation with respect to the second set of variables.
This kind of method is relatively simple, it does not require second derivatives, and (in the form
given above) it does not require any step length control. It is not a5ected by zero (or near zero)
orthogonal distances. With good parameterization, it can sometimes work perhaps surprisingly well.
On the other hand its connection with the alternating algorithm means that convergence can be very
slow. Also it does not apply when x does not depend linearly on , unlike the other methods which
have been considered. Finally, there seems to be no analogue of this method for implicit surface
%tting.
5. Newton’s method
For completeness we consider the relationship of the methods of Sections 2 and 3 to Newton’s
method. We restrict attention to the implicit case: a similar argument applies in the parametric case.
As we have seen, di5erentiation of the function
m∑
i=1
‖xi − zi(a)‖2
and setting to zero gives
J T1 r= 0;
where J1 is given by (4), or
J T2 s = 0;
where J2 is given by (15). From the second of these, the Newton step d satis%es
Gd + J T2 s = 0;
where
G=∇a(J T2 s)
= J T2 J2 −
m∑
i=1
s∑
j=1
(xi − zi(a))j∇2a (zi(a))j:
Alternatively, the Newton step satis%es
Gd + J T1 r= 0;
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where
G=∇a(J T1 r)
= J T1 J1 +
m∑
i=1
‖xi − zi(a)‖∇a
(
(∇azi(a))T(xi − zi(a))
‖xi − zi(a)‖
)
= J T1 J1 −
m∑
i=1
s∑
j=1
(xi − zi(a))j∇2a (zi(a))j + J T2 J2 − J T1 J1
= J T2 J2 −
m∑
i=1
s∑
j=1
(xi − zi(a))j∇2a (zi(a))j
making explicit the connection between the two representations. The di5erences between the two
Gauss–Newton matrices and the Newton matrix is also made explicit.
The use of Newton’s method is not a very practical proposition. While second-order convergence
is the main advantage, second derivatives of zi are required and the subproblems are no longer
least-squares problems. Further, some means of globalizing the process is necessary, and this is
more diLcult than with the other methods considered.
6. Numerical results
For the kind of problems for which the methods considered here are appropriate, it is natural to
ask how they compare in practice. An indication of this has already been given for a particular class
of problems. We give here numerical results which support this, and also some results which give
typical behaviour for some other problems. The main focus is on the methods of Sections 2 and 3.
It is assumed that relatively good starting points are available, so that local performance is mainly
being compared. The same stopping criterion is used for all examples, when the computed step d
satis%es ‖d‖∞¡ 10−6.
Example 2. Consider %tting a circle in three dimensions to 100 data points, generated by taking a
particular circle and introducing random perturbations. Four di5erent problems are solved, labelled
(1)–(4) in Table 1, where the perturbations are increasingly large.
Table 1 shows the numbers of iterations of the Gauss–Newton method in both Rm and Rms from
particular (common) starting points. To force convergence, reductions in step size are sometimes
Table 1
Iterations: Example 2
Problem GN: Rm GN: Rms
(1) 45 8
(2) 22 6
(3) 20 7
(4) 18 23
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Fig. 1. Circle %t.
Table 2
Iterations: Example 3
Model GN:Rm GN:Rms Approx GN:Rms
Circle 5 15 22
Circle 5 22 19
Sphere 7 13 69
necessary, and the use of a line search is incorporated. The solution for problem (4) is shown in
Fig. 1. There is clear evidence of the superiority of the method of Section 3 when the data are
nearly planar, bearing out the previous analysis. The worse the data (and so the farther the points
are from lying in a plane) then the smaller is the di5erence in performance of the methods. Some
other examples of this phenomenon are given in [4].
Example 3. Consider %tting (a) a circle in two dimensions, (b) a sphere, to sets of 100 data points.
Again the data are generated by perturbing data taken from particular models. Di5erent (common)
starting points are used. Some typical iteration counts are given in Table 2, where we also include
the method of Section 4.
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Table 3
Iterations: Example 4
Problem GN:Rm GN:Rms
(1) 4 6
(2) 5 6
(3) 5 6
(4) 6 8
(5) 7 11
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Fig. 2. Rotated paraboloid %t.
Example 4. Consider approximating data points in three dimensions by a rotated paraboloid [20].
This has applications in computational metrology when assessing a parabolic reSector. Five di5erent
data sets of 100 points are generated according to the prescription used in [20]. These are labelled
(1)–(5) in Table 3, having increasing levels of perturbations of points taken from a particular
paraboloid. Using (common) relatively good starting points resulted in the iteration numbers shown
in the Table 3, which are typical. The solution for problem (5) is shown in Fig. 2.
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7. Concluding remarks
Our main purpose has been to survey a particular class of methods for solving (1), and to place
the members of that class into a uni%ed framework. But it is also appropriate to make certain
observations about their relative merits, based on the examples given here (as well as on others).
For the %tting of curves in three dimensions, the treatment of the problem as one in Rms is preferred,
as this avoids the potential ill-conditioning of the methods which apply to Rm. However, away from
such problems, the situation is di5erent, and the number of iterations required by the methods of
Section 2 is generally no more, and often less of those of Section 3. Note also that members of
the former class do not need the calculation of second derivatives (an important consideration), and
also have cheaper iterations. The number of iterations of these methods is not generally a5ected by
the value of m.
The usefulness of the methods considered in this paper is based on the assumption that orthogonal
distances can be calculated eLciently. If this is not the case, then it seems diLcult to argue against
the use of standard software packages such as FUNKE or ODRPACK. However, for the %tting of
geometrical elements, for example, methods of the type considered here are serious competitors, and
there is indeed evidence that they can be superior [22]. As is done in FUNKE and ODRPACK,
Levenberg–Marquardt (or equivalent) modi%cations of the methods of Sections 2 and 3 can readily
be incorporated. These are likely to be important if poor starting points are being used, and if the
intention is to ensure that the methods are particularly robust. On the other hand if the introduction
of modi%cations of this type represents signi%cant extra computation, it weakens the case for their
usefulness. This case is perhaps strongest when good starting points are available so that the methods
can be used in their simplest form.
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