Abstract. On the basis of analyzing composition and distribution characteristics of wind power forecast, the paper put forward an analysis method of the minimum sample size by using the methods of normal distribution and hypothesis testing. The example shows, in order to reduce the probability of two types of errors at the same time, the capacity of the sample must be increased, the higher the confidence level needs the larger sample size. If the predicted errors is close to the assessment indicators, sample size need to be increased if not want to reduce the credibility.
Introduction
As the wind power capacity increases, wind power forecast system is more widely applied in power system. It is well known that generation scheduling, configuration of reserve capacity and the charge-discharge plan of energy storage device are closely related with power prediction, therefore power system dispatching center demands to raise the accuracy for wind power prediction. For a wind farm, penalty caused by accuracy problems will reduce operating profit, but to enhance the accuracy of wind power prediction is still a difficult problem in industry.
Over the years, wind power prediction and the evaluation Index are research focus; quite a few scholars have done a lot of research. The literature [1] [2] [3] have analyzed the latest progress and research direction of wind power prediction technology, and summarized the common evaluation index and assessment supervision measures at home and abroad. Based on very short-term wind power prediction error, literature [4] analyzed the constitution of wind power prediction error, which contains longitudinal and transverse errors, related factors and extreme conditions. Paper [5] [6] starts from the analysis of the prediction error, and puts forward an evaluation method for wind power prediction in real time, and proposed the improvement direction for common forecasting models.
In the above researcher, power prediction error evaluation standard is mostly based on the actual experience. By comparing the different system and illustrate the effectiveness of the indicators, and some of the standard has also been applied to real application [7] .
Where Δe k is the prediction error in a period k, P Mk and P Pk are actual value and predicted value, S k is capacity of wind farm.
This paper chooses a wind farm short-term forecasting data in a month as sample, the probability distribution as shown in Fig. 1 : Figure 1 . Power prediction error probability distribution.
As the form of probability distribution is determined, its parameters are still unknown. Parameter estimation method is used to compute the parameters of the prediction error [12] . For the random variable Δe, its mean μ and variance S calculation method is as follows:
Determine the Reasonable Sample Size
In an earlier paragraph, predicted values deviating from the normal, due to the non-natural factors. As forecast data is not available or missing, scheduling system generally eliminates the abnormal data, not included in the inspection scope. At this point, the sample size would be reduced, and the credibility of judgment based on incomplete data will drop, in this paper, we study the determination of the minimum sample size, ensure judgment meets the certain credibility.
Hypothesis Test for Smallest Sample Size
In a hypothesis test, the first step is to establish the null hypothesis and alternative hypothesis, In order to choose what kind of hypothesis, we set refused domain. If the sample falls within the rejection region, reject the null hypothesis, accept the alternative hypothesis, or accept the null hypothesis.
For of evaluation of power prediction accuracy, we make hypothesis as follows: H 0 : Power prediction meets the accuracy requirement; H 1 : Power prediction does not meet the accuracy requirement.
In the application of some kind of test to make judgment, we can make the following two kinds of error [13, 14] : The null hypothesis can be established but be rejected, power predictions that can meet the requirement of accuracy are judged to unqualified, this is called type I error (α error). The null hypothesis is wrong, but accepts it, power prediction does not meet the accuracy requirement but judged as qualified, called type Ⅱ error (β error). We hope reduce the probability of two types of errors at the same time in the test, but they are conflict with a certain sample size.
Generally, in a hypothesis test, it only gives the confidence level α, in this case, the probability of error β is unable to control, if we want to control error β, and the sample size must satisfy certain conditions.
If X 1 , X 2 ,…,X n is a sample of normal distribution X(μ 0 ,σ 0 2 ), sample mean μ and variance σ 2 . The null hypothesis and alternative hypothesis is as follows [15] :
When H 0 is true:
And when H 1 is true: 
1-=P
It is reasonable that the two equations in (6) can be established at the same time when the sample size gets the marginal value. 
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From (7) and (8), the final result can be got: n is the smallest reasonable sample size what we find.
Model for Determining Reasonable Sample Size
At present, According to the regulation of National Energy Administration, the root-mean-square error of the prediction results should be less than 20%, the formula is: The random variable Δe, which refers to prediction error, its variance can get from formula (3). Consideration for a good prediction data, the probability of error should be symmetrical distribution in y axis and Δe=0 can be gotten, so: 
Test Results and Discussion
This section choose a period of short-term forecast data of a wind farm in Shandong as sample, the sample size is analyzed for the influence of the second type of error probability and sample variance in the process of hypothesis testing.
Assumes that the scheduling requirement for power prediction accuracy is 80%, namely in the above σ is 0.2, the confidence level of the evaluation index 1-α is 0.8. The sample standard deviation is 0.19 obtained from the actual data. To ensure that the probability of β error take the different values, the minimum sample size n as shown in table 1. Select forecast data in different weeks, with same evaluation index and confidence level, make the probability of β error fixed at 0.95, the reasonable sample size at different sample standard deviation are shown in table 2 below. The experimental shows the minimum sample size increases by the demand for the β error probability is becoming strict, Sample size have an important influence on the accuracy of the assessment. When abnormal reason causes a decline in the sample size of forecast data, the credibility will decline sharply. On the other hand, if the prediction error is closer to the requirements of the assessment index, at this point, In order to avoid decline of the evaluation credibility, the sample size must be increased.
Conclusions
In this paper, it put forward an analysis method of the minimum sample size by using the methods of normal distribution and hypothesis testing. The conclusions are as follows:
(a) In order to reduce the probability of two types of errors at the same time, the capacity of the sample must be increased; (b) With the requirements of the second type of error probability becomes increasingly strict, the minimum sample size increases.
(c) If the predicted errors are close to the assessment indicators, sample size need to be increased if not want to reduce the credibility.
