Testing the definiteness of matrices on polyhedral cones  by Väliaho, H.
Testlng the Definiteness of Matrices on Polyhedral Cones 
H. V&ho 
Department of Mathematics 
University of Helsinki 
Helsinki, Finland 
Submitted by Richard W. Coltle 
ABSTRACT 
The principal pivoting scheme for quadratic programming is used to derive finite 
criteria for testing whether a real symmetric matrix is nonnegative definite, nonnega- 
tive definite plus, or positive definite on a convex polyhedral cone. The paper is an 
extension of a recent one where the author gave criteria for different classes of 
copositive matrices. 
1. INTRODUCTION 
In [15] the present author introduced some “outer” and “inner” criteria 
for copositive, copositive-plus, and strictly copositive matrices. Now we 
extend the outer criteria to testing whether a symmetric matrix A E Iwnx” is 
nonnegative definite, nonnegative definite plus, or positive definite on a 
convex polyhedral cone K c R ". Such matrices have applications for example 
in quadratic programming and in second order optimality conditions for 
general nonlinear programs. After reviewing and supplementing the basic 
theory of conditional definiteness, we develop finite criteria for determining 
the conditional definiteness class of A on a pointed polyhedral cone K. With 
some preliminary steps, these criteria also apply to the case of a general 
polyhedral cone K. Both in deriving and in carrying out the criteria, we use 
the principal pivoting scheme for quadratic programming. If a criterion gives 
an indication that A does not belong to a certain conditional definiteness 
class, it is easy to determine a ray in K on which the definiteness class in 
question is violated. Numerical examples are given. 
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T c {l,..., m}, the set 
K,= {xEK(u,=B,x=o} 
is called a p-face of K, where p = dim K,. As a special case, K is its own 
k-face with k = dim K, and (0) is a @face of any pointed cone. The cone 
(2.1) can also be presented in the form 
where Rc{l,..., n}, SC(~)..., m}, S={l,..., m}\S(anyof thesesets 
may be empty). Here x~ with R = { 1,. . . , n } \ R, (x,, us), and us are 
called free, nonnegative, and zero variables, respectively. When writing a 
cone (2.2) in the form (2.1), any equality restriction is replaced by a pair of 
inequalities. A special case of (2.1) is the nonnegative (convex) polyhedral 
cone 
K= {x~IW”lx>,0, u=Bx>,O} with BEoxmX”, (2.3) 
which is always pointed. 
If A~W~~~andRc{l,..., m}, SC(~)..., n}with]R]=]S],exchang- 
ing the variables y, and xs in the equation y = Ax is denoted yR c, lcs or 
8,, (in 9,, the elements of R and S refer to the rows and columns of A, 
respectively). If m = n and R = S, this exchange is equal to a principal 
pivotal operation. Any matrix obtained from A E W nxn by means of a 
principal pivotal operation followed by a principal permutation is called a 
principal transfon of A. If A = [A i j] E W mXn is a partitioned matrix, the 
block pivotal operation with A,, as the pivot is denoted 9’Cr,s,. Two pivotal 
operations gij and 9,,, are termed independent if i # h and j # k. 
LEMMA 2.1. LetA,BERmX”. Zf w = Bz is obtained from the equution 
y = Ax by pivoting and permuting, then z is a rumsingular linear transfm 
ofx. 
Proof. Let B be obtained from PRSA by permuting, and let R = 
{I,..., m}\ R and s= {l,..., n } \ S. Then 2 is, up to a permutation, equal 
to 
and this transformation is clearly nonsingular. n 
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3. BASIC THEORY 
DEFINITION 3.1. If A = AT E R nxn, L is a subspace of Iw “, 0 # K c L, 
q = xTAx, and qr. = qlL, then: 
(i) qL is nonnegative definite (nnd) on K if 
(ii) qL is nonnegative definite plus (nnd-plus) on K if 
q,isnndon K, and XEK, qL(x)=O * q;,(x)=O, 
where q;(x) is the total derivative of qr, at x (see [5, p. 1491). 
(iii) qL is positive definite (pd) on K if 
q,isnndonK, and XEK, qL(x)=O * x=0. 
A is nnd (nnd plus, pd) on 0 # K c Iw ” if q is nnd (nnd-plus, pd) on K 
(in particular, A is nnd-plus on K if it is nnd on K, and x E K, rTAx = 0 
imply Ax = 0). 
REMARK 3.1. In Definition 3.1, let dim L = k, let G E [w “xk be any basis 
of L, let x = Ga with a E Iw k, and let qL have the expression qL(cy) = q(Ga) 
= aTAla. Then A, is the matrix of qL with respect to the basis G, and 
q;(x) = 0 if and only if vijL(a) = 2A,a = 0, where x = Ga. 
REMARK 3.2. If A = AT E [w nX” is pd on 0 # K c 08 “, it is nnd-plus on 
K. If A is nnd-plus on K, it is pd on K if and only if it is nonsingular or it is 
singular and has no eigenvector x^ E K associated with the zero eigenvalue. If 
A is nnd on an open set K, it is nnd-plus on K [note that x E K with 
q(x) = 0 is a global minimum of q on K, whence vq(x) = 2Ax = 01. Any 
matrix A is nnd (nnd-plus, pd) on the set K = (0). 
THEOREM 3.1. ZfA = AT E Iwnx” is nnd on a convex cone K c [w “, then 
x E K and xTAx = 0 imply Ax E K’. 
proof. If yeK, then x+ty=2($x+ity)EK for all ta0. Thus 
Dq(x; y) = 2yTAx > 0. n 
x V 
Y= A -BT 
A: 
ff= 
1 
B 0 . 
(3.1) 
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THEOREM 3.2. LetA=ATERnX”, and let K c IF8 n be a convex cone. Zf 
xEK andxTAx=O implyAxEK’(Ax=O, x=0), andX^TAX^>O forsome 
x^ E K, then A is nnd (nnd-plus, pd) on K. 
Proof. Cf. the proof of [15, Theorem 3.31 (now f, ?, x, E K, and XTAx, 
2 0). w 
The results included in Theorem 3.2 have been proved in another way in 
[3, Theorems l-21 and [ 13, Theorem 3.11. 
Our aim is to develop criteria for testing whether a matrix A = AT E R ” Xn 
is nnd, nnd-plus, or pd on a cone K c R *, which may be given in any of the 
forms (2.1)-(2.3). We shall make use of the principal pivoting scheme for the 
quadratic programming problem min{ q(x) = r TAB ]x E K }; see e.g. [6, 9 and 
171. The scheme consists of principal transforms of the table 
We call x, u primal variables and y, v duul variables. In a given table C of 
the scheme, the independent variables (attached to the columns) are denoted 
byz=(z,,...,z “+,,,), and the dependent variables (attached to the rows) by 
W=(Wr,...,wnfm ). From now on the rows of B and the elements of u and 
v are numbered n + l,.. ., n+ m. In addition, we define N= {l,..., n}, 
M= {l,..., n+m}, and 
J = {i E Mlw, is primal}, j= {iEM]w,isdual}. 
Occasionally we shall denote by I+, Jo, and J * (j’, Jo, and .i * ) the sets of 
the indices of dependent (independent) nonnegative, zero, and free primal 
variables, respectively. Because of the bisymmetry [9, pp. 316-3171, any 
table C of the scheme can, up to a principal permutation, be presented as 
Zi ZJ 
G 
’ 
(3.2) 
140 
where Cjj and C,, are symmetric. We find 
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implying 
q(x) = xTAx = z;Ciizi + z;C,,z,. (3.3) 
THEOREM 3.3. In any table C of the principal pivoting scheme, 
(i) InC,,+InC~~=InA+(O,O,m), 
(ii) r( C,,) + r( Cjj) = r(A), 
(iii) r(C,,) = ]I] - m = n - IjI. 
Proof. (i)-(ii): From (3.3) we obtain the identity 
Lemma 2.1 again tells us that (zi, z,) is a nonsingular transform of (x, v). 
Because the symmetric matrix of a quadratic form is unique, the matrices 
[A, 0] and [Cif, C,,] are congruent. 
(iii): Let C, up to a principal permutation, be obtained from the x of (3.1) 
by means of the variable exchange (yH,, uH) t, (r,,+ vH). Because B,,, is of 
full row rank, there is a T c H’, IT] = ]H’], such that B,, is nonsingular. 
Thus C, up to a principal permutation, can be derived from x in two steps: 
(l) YTO vH and uH c, xT, yielding a table D with n primal independent 
variables, attached to columns N, and 
(2) yFc)xT with T=HYT. 
Partitioning, D = [Dij], i, j E { 1,2}, with D,, E RnX”, we have Dz = 0, 
whence, by (ii),_r(D,,) = r(A). Further, ]j] = n - ITI, r(Ci~) = r(D,,) - ITI 
= r(A) - (n - IJI) (see [lo, (8.17)]), yielding finally r(C,,) = r(A) - r(Cif) = 
12 - ]j] = ]J] - m. n 
It is to be noted that Theorem 3.3(i) is a generalization of a result by 
van de Panne [17, pp. 403-4061. 
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THEOREM 3.4. Let C be a table of the principal pivoting scheme, 
initiated from the A of (3.1). Then 
(i) Ax = 0 3 Ciizi = 0, 
(ii) Zf IJI = m, then Ax = 0 e Cjjzi = 0. 
Proof. Substituting v = 0 in table A yields y = 0, u = Bx. Then in the 
table C of (3.2), z, = 0 and wi = 0, implying Cjjzi = 0. This proves (i). To 
prove (ii), note that in the case ]J] = m, the argument used in (i) can be 
reversed. W 
Let q(r)=xrAx with A=Ar~R”~“,let B~lR~~“,let 
L= {xER”IX”‘=O, u,=B,x=O} (3.4) 
be of dimension p, and let, without loss of generality, rows H’ U H of B := ’ 
[ 1 
be linearly independent, so that IH’I + I HI = n - p. Then qL = qlL can Bbe 
determined by means of the principal pivoting scheme as follows (cf. [2, pp. 
203-2051). Let T c N \ H’ be any set such that B,, is nonsingular, and let 
n = M \ N \ H, T = N \ H’ \ T. Deleting rows and columns H’U T from 
8,,9,,,A, we obtain the table 
Zi ZI 
E: (3.5) 
where .zi=x~, z,=(yr,v,), wi=yt, wJ=(xr,u~), and ]j]=p, ]J] =m. 
By (3.3), q(x) = x$EjixF for all x E L. If K is the cone (2.3), then 4 can be 
investigated on the cone L n K by letting, in the table E, zi = XT vary so 
that w, = (x,, us) >, 0, i.e., r~ belongs to the cone 
Z-C,:= {xT.~RPIxF>,O, (xT,uR) = E,jx,>O}. (3.6) 
Now we are ready to generalize [15, Definition 3.21. 
DEFINITION 3.2. A = AT E R nxn is nnd (nnd-plus, pd) of order k, 
0 < k < n, on the polyhedral cone K of (2.1) if the restriction of 9(x) = xTAx 
to M(W) is nnd (nnd-plus, pd) on M(B’)n K for all row submatrices B’ 
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(if any) of B such that dim JV(B’) = k. A is nnd (nnd-plus, pd) of exact order 
k on K if it is nnd (nnd-plus, pd) of order k but not of order k + 1 on K. 
REMARK 3.3. For the nnd and pd cases, the definition of the order is 
equivalent to that of Pereira [13, p. 291: A is nnd (pd) of order k on K if q is 
nnd (pd) on all p-faces of K with p < k. On the other hand. A can be 
nnd-plus of order k without being nnd-plus on all 
For example, 
p-faces of K ‘with p < k. 
Ax0 l 
[ 1 1 0 
is nnd-plus of order one on lout but not nnd-plus 
W]x > 0, Xa < O} of [w “, , because x = (1,O) yields 
f 0. 
on the l-face K, = {x E 
xTAr = 0 and Ax = (0,l) 
REMARK 3.4. Note the following consequences of Definition 3.2: 
(i) If A is nnd (nnd-plus, pd) of order k > 0 on K, it is nnd (nnd-plus, pd) 
of any order h, 0 < h < k, on K. 
(ii) If dim M(B) = h > 0, then any matrix A is nnd (nnd-plus, pd) of 
order h - 1 on K. 
(iii) If dim K = k < n and A is nnd (pd) of order k on K, it is nnd (pd) of 
any order h, k < h < n, on I<. The corresponding implication does not hold 
in the nnd-plus case; for example, 
is nnd-plus of order one on K = { x E R ‘lr > 0, x2 < O}, but not nnd-plus (of 
order two) on K; cf. Remark 3.3. 
(iv) A is nnd (pd) of order n - 1 on K if and only if it is nnd (pd) on aK. 
(v) If A is nnd (pd) of exact order n - 1 on K, then K is necessarily 
solid. 
REMARK 3.5. A=AT~IWnX” is copositive (copositive-plus, strictly 
copositive) of order k if and only if it is nnd (nnd-plus, pd) of order k on [w :. 
From [13, pp. 23-261 we have the following result. 
THEOREM 3.5. Let A=AT=RnX”, and let K c 08 n be a solid closed 
convex cone. Zf A is nnd or pd on 8 K but not on K, then it is pd on R n \ K 1 
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with K, = K U( - K). If A is nnd but not pd on K and pd on c?K, then it is 
nnd. 
This theorem has the following corollary. 
THEOREM 3.6. If A = AT E Rnx” is nnd ( pd) of exact order n - 1 on 
the K of (2.3), then it is copositive (strictly copositive) of exact order n - 1. 
The corresponding result does not hold in the nnd-plus case. For example, 
is nnd-plus of exact order one on K = {x E Iw21x 2 0, x1 >, x2} but not 
copositive-plus of exact order one. 
The following two theorems are consequences of Theorems 3.5-3.6, 
[4, Theorems 3.1-3.21, [13, Theorems 3.9-3.101, and [15, Theorem 3.71. 
THEOREM 3.7. If A = AT E lRnx” is nnd of exact order n - 1 on the K of 
(2.3) then: 
(i) In A = (n - 1, l,O), and there is an eigenvector x^ E int K associated 
with the negative eigenvalue. 
(ii) A is nnd of order n - 1 and pd of order n - 2, A-’ < 0 with negative 
offdiagonul elements, and det A < 0. 
(iii) Zf A is pd of order n - 1 on K, then it is pd of order n - 1 and 
A-‘~0. 
THEOREM 3.8. Zf A= ATERnX” is nnd on the K of (2.3) and pd of 
exact order n - 1 on K, then 
(i) In A = (n - l,O, l), and there is an eigenvector x^ E int K associated 
with the zero eigenvalue, 
(ii) A is nnd, of rank n - 1, and pd of order n - 1. 
Next we shall be concerned with changing the basis in Iw “. 
REMARK 3.6. The definition of the (conditional) definiteness class of 
q : Iw n + W on 0 # K c W n (Definition 3.1) and that of the order (Definition 
3.2) are coordinate-free. 
In the table c of (3.2), let there be n independent primal variables, i.e., 
C,, = 0. By means of the table C we can construct matrices G, E R n Xn and 
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G, E R”‘x” such that x =G,zi and u=G,.zi for all zi~aB”. Here G, is 
nonsingular, as is seen by applying Lemma 2.1 to the portion u = Br of the x 
of (3.1). By (3.3), q = z!Ciizi for all zi E Iw”, implying Cii = GTAG,. So Cii 
and G, are the matrices of q and of the linear mapping g: Iw n + Iw *, 
x e Bx, respectively, with respect to the basis G, of Iw n (for .%?‘, the natural 
basis is used in Iw “). We deduce that step (1) in the proof of Theorem 3.3(iii) 
means in effect passing in R” from the natural basis to another basis. 
Therefore we have, in view of Remark 3.6, the following result. 
THEOREM 3.9. Let there be n primal independent variables in a table C 
of the principal pivoting scheme, initiated from the x of (3.1). Then A is nnd 
(mu&plus, pd) of order k on the K of (2.2) if and only if Cif is nnd 
(rind+.... pd) of’ order k on 
K, = {Zj E R”Iq+ > 0, zp = 0, w,+ > 0, wp = o}, (3.7) 
where W, = Clizi. Moreover, A and Cii are congruent. 
REMARK 3.7 (Eliminating a free variable). Note that deleting the rows 
associated with the free dependent variables, and the corresponding columns, 
from the table C of Theorem 3.9 does not affect Cii and K,. This observation 
leads us to the following means for eliminating a free variable. Considering 
the definiteness of A = AT E W ” Xn on the polyhedral cone K of (2.2), let xi 
be a free variable, and let there be a bij z 0. Denote the table SijPji& after 
deleting row and column i, by C. Then A is nnd (nnd-plus, pd) of order k on 
K if and only if Cii is nnd (nnd-plus, pd) of order k on the K, of (3.7). 
REMARK 3.8. The determination of the definiteness class of a matrix 
A = AT E Iw nx” on the pointed polyhedral cone K of (2.1) can be reduced to 
the determination of the definiteness class of a congruent matrix on a 
nonnegative polyhedral cone. This can be accomplished by eliminating all the 
variables xi; see Remark 3.7. 
REMARK 3.9 (Eliminating the redundant constraints). When investigat- 
ing the definiteness of A = AT E Wnx” on the polyhedral cone K of (2.2), a 
redundant constraint ui = Bir > 0 ( = 0) can be removed directly. A redun- 
dant constraint xi >, 0 can be removed by deleting from the table PijPjiA 
row and column i, where i > n. For seeking redundant constraints, linear 
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programming techniques can be applied; see [8, 141. We give here only two 
hints, letting C be as in Theorem 3.9: 
(i) A constraint wi > 0 ( = 0) is said to be explicitly redundant in C if 
cij=Oforall j~j’ and cij>O(=O)forall Jo]+. 
(ii) If wi, i E J, is a linear combination of the independent zero variables, 
then cij = 0 for all j E _I’ U J *, and a constraint of the form wi >, 0 ( = 0) is 
explicitly redundant. 
The following two theorems will prove very useful in deriving criteria for 
conditional definiteness. 
THEOREM3.10. LetA=ATERnX” benndofexactordern-lonthe 
K of (2.3), and let 
Then 
(i) any principal submutrix of A, not containing A, bus a nonnegative 
determinant; 
(ii) on K, A is nnd-plus of order n - 1 and pd of order n - 2; 
(iii) InC=(n-l,l,m) andr(C)=n; 
(iv) C< 0; 
(v) all the principal minors of C are rwnpositive; 
(vi) Zf A is pd of order n - 1 on K, then C, ajkr deleting the possible zero 
rows and columns, is negative; 
(vii) Zf no row of B is a nonnegative multiple of another, then cij < 0 fo7 
all i # j. 
Proof. (i): Note that any principal submatrix of A, obtained by deleting 
row and column i E N, is nnd because A is nnd of order n - 1. 
(ii): By Theorem 3.5, 91X(Bi) is nnd for any i, whence 9 is nnd-plus of 
order n - 1 on K; see Remark 3.2. In the latter part we assert that rTAx > 0 
for any nonzero x E K, = {x E KIB,x = 0}, where T c M, ITI = 2, and BT 
is of full row rank. Let T’ = T \ N, and let C = 9,,,9,,& where H c N \ 
T. Then CJ~ is nnd of exact order n - 1 on the K, of (3.7) with J’ = I, 
whence it is pd of order n - 2. Now ZJ # 0 contains at least two zero 
components, whence Q(X) = ZTCijzj > 0. 
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(iii): Apply Theorem 3.3(i)-(n) with j = 0 and Theorem 3.7. 
(iv): Let first cii be a diagonal element of C, located on a nonzero row C,. 
C, can be completed to a set C, of n linearly independent rows of C, when 
c rr is nonsingular. The table D := 9,C contains n primal independent 
variables. By Theorems 3.9 and 3.6, D,, is copositive of exact order n - 1, 
whence, by [4, Theorem 3.11, C,, = D$ < 0, implying cii < 0. 
Consider then an element cij, i # j, located in the intersection of row 
Ci # 0 and column cj # 0. Let j > i without loss of generality. If Cj = tCi, we 
must have t > 0, because otherwise Bix > 0 and Bjx > 0 would imply 
Bix = 0, contrary to the solidity of K; see Remark 3.4. Hence cij = cj, = tcii 
5 0, and cii < 0 implies c, j < 0. If again Cj is not a multiple of C,, we include 
j in the above T, finding that C,, , < 0 with negative off-diagonal elements 
(see [ 15, Theorem 3.7]), whence c, j < 0. 
(v): If c,, is any nonsingular principal submatrix of C, then the rows C,, 
of C can be completed to a set C, of n linearly independent rows, when C,, 
is nonsingular. In the table D := B,C, D,, is copositive of exact order n - 1: 
see the proof of (iv). Finally we refer to [15, Theorem 3.71. 
(vi-(vii) follow from the proof of (iv) by taking into account that in (vi), 
Crr < 0, and in (vii) the case Cj = tCi, t > 0, cannot occur. n 
THEOREM 3.11. Let BE Iw”lx” have rwnzero rows, let A = AT E R nXn 
be nnd on the K of (2.3) and pd of exact order n - 1 on K, and let 
C= q,... ,n-I) A, where x is taken from (3.1). Then c,, = 0 and tin = - c,,~ 
> 0 for all i # n. 
Proof. By Theorem 3.8, A is singular and pd of order n - 1. Thus C is 
defined and, by [lo, (8.17)], c,, = 0. From the proof of [15, Theorem 4.21 we 
see that f=(c, “,..., c,_~,~, 1) is an eigenvector of A associated with the 
zero eigenvalue. Because, by Theorem 3.8, i E int K, we find that tin = xii > 
0, i=l,..., n - 1, and further, from the table C with z = e,,, that ui = ci” > 0 
for all i E M \ N. It should be noted that the theorem holds in the case n = 1 
too. W 
4. CRITERIA FOR DEFINITENESS ON POINTED 
POLYHEDRAL CONES 
In this section we extend the outer criteria [15, Theorems 4.1-4.31 for 
copositive, copositive-plus, and strictly copositive matrices to testing whether 
a real symmetric matrix is nnd, nnd-plus, or pd on a pointed polyhedral cone. 
(The inner criteria [15, Theorems 4.4-4.61 can also be extended, but the 
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resulting tests are much less efficient than the extensions of the outer 
criteria.) In view of Remark 3.8, it suffices to determine the definiteness class 
of a matrix A = AT E Rnx” on the nonnegative polyhedral cone K of (2.3). 
THEOREM‘i.1. A=AT~IWnX” is not nnd on the nonnegative polyhedral 
cone K of (2.3) if and only if in some principal transform D of the Aof (3.1) 
with D,, nnd, there is an i E 1 such that 
Di,J+i <O,and 
dii = 0 j dii < 0 and Dj, s 0 for some j E j. (4.1) 
Proof. Sufficiency: If dii < 0, then in the table D, z = e, yields x >, 0, 
u > 0, and q = dii < 0. If again dii = 0, then for z = te, + ej with t > 0 
sufficiently large we have x > 0, u > 0 and q = d jj + 2td i j < 0. 
Necessity: 
(A) If A is nnd of exact order n - 1 on K, then the C of Theorem 3.10 is 
nonpositive. There are two cases. 
(4 
(b) 
n 2 1, and A - ’ contains a negative diagonal element. Without loss 
of generality, assume that cl1 < 0. Then the table D = B,C, 
zi ZI 
D: (4.2) 
where D,, is 1 X 1, satisfies (4.1) with i = 1. Moreover, In D,, = 
(n - l,O, m), whence D,, = D, is nnd. 
n > 2 and ah the diagonal elements of A-’ are zero. Then cl2 = csi 
< 0, and D = Pz19,,C satisfies (4.1) with i = 1, j = 2; see (4.2), 
where now D,, is 2 x 2. Moreover, In D, = (n - 2,0, m), whence 
D,, = D, is nnd. 
(B) A is nnd of exact order k < n - 1 on K. Then there is an L (3.4) of 
dimension p = k +l, with IH’l+ IHI = n - k - 1, such that qL = qlL is 
nnd of exact order k on the K, of (3.6). We pass from A to the table E 
of (3.5) and note that the matrix Eii, of order k + 1, is nnd of exact order 
k on K,. So the present case has been reduced to case (A). N 
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THEOREM 4.2. A = AT E W n x n is not pd on the nonnegative polyhedral 
cone K of (2.3) if and only if in some principal transfm D of the x of (3. l), 
with D,, nnd, there is an i E I such that 
Di,,+i < 0. (4.3) 
Proof. Sujj%iency: In the table D, z = ei yields x 2 0, u > 0, and 
9 = dii Q 0. If d ii < 0, the proof is complete. If again dii = 0, then 9 = 0 and 
zi = 1. However, zi is a primal variable, whence zi # 0 3 x # 0. 
Necessity: 
(A) If A is pd of exact order n - 1 on K, there are two cases: 
(a) A is not nnd on K. See the proof of the necessity part of Theorem 
4.1, case (A), and note that, by Theorem 3.1O(vi), subcase (A)(b) 
cannot occur. 
(b) AisnndonK.Then(4.3)holdsforD=9,,,,,,,_,)Aandi=n;see 
Theorem 3.11. Moreover, because x is nn d , so is D, and so DI,. 
(B) A is pd of exact order k < n - 1 on K. Cf. the proof of the necessity part 
of Theorem 4.1, case (B). n 
T~EollEM4.3. A=AT~RnX" is not nnd-plus on the nonnegative poly, 
hedral cone K of (2.3) if and only if in some principal transfm D of the A 
of (3.1), with DII nnd, there is an i E j such that 
Di,J+i ’ ~0, and dii=O 3 djj#O forsome jEj. (4.4) 
Proof. Sufficiency: If dii < 0, then A is not nnd on K; see Theorem 
4.1. If again d ii = 0, then z = e, yields 9 = 0, x > 0, u > 0, and wj # 0. 
Finally, it follows from Theorem 3.4 that Ax # 0. 
Necessity: 
(A) A is nnd-plus of exact order n - 1 on K. If A = [a] is 1 X 1, we must 
have B 2 0 (because otherwise K would equal {0}, and thus A would be 
nnd-plus on K; see Remark 3.2) and a < 0 (because otherwise A would 
be nnd and thus nnd-plus on K). So A is not nnd on K, and (4.4) holds 
for D = x (with D,, = 0) and i = 1. If n > 2, there are again two cases: 
(a) A is not nnd on K. Then necessity follows from Theorem 4.1. 
(b) A is nnd on K. Let A be pd of exact order h on K. Then h < n - 1; 
see Theorem 3.8@). There is an L (3.4) of dimension p = h + 1, with 
IH’I+IHI=n-h-l, such that 9= = 9 IL is pd of exact order k on 
the K I of (3.6). There are two subcases. 
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(ba) H = 0. Without loss of generality assume that H’ = 
{h +2,..., n }. Consider the following equivalent tables: 
X:gg , 
(4.5) 
where A,, is hxh, A, and A, are 1x1, and A, may be 
empty. The table E of (3.5) is obtained from D by deleting the 
third and fourth superrows and -cohmmJ. Because the leading 
(h + 1) X (h + 1) principal submatrix of A is nnd on K r and pd 
of exact order h on K,, it is nnd, of rank h, and pd of order h; 
see Theorem 3.8. Thus A,, is pd, D is defined, and, by 
Theorem 3.11, Dz = 0, D,, > 0, and D, > 0. Since the re- 
striction of Q to L, := {x E Rnlx4 = 0} is nnd-plus on L, n K, 
we must have OS2 = 0 (possibly vacuous); see the proof of the 
sufficiency part above. We are to prove that Da # 0. We 
assume that, on the contrary, Da = 0 and show that then A is 
nnd-phrs on K. Let x^ E K be such that o(4) = aTA = 0, and 
denote zi = Bx^. We assert that Af = 0. There are three cases. 
(4 
w 
x^, = 0 for some r < h + 1. Take o = 0, when the assertion 
AE = 0 is equivalent to ij = 0. Now, oi = 0 for all i # r, 
because the restriction of 9 to L, := {x E R”lx, = 0} is 
nnd-plus on L, IT K. That 0, = 0 is seen from the table D 
if r=h+1andfromthetable9,,+,r~~,r,h+rDifr<h. 
ii,=Oand h_+Oforsome r~M\k, s~{l,...,h+l}. 
By Theorem 3.4, A4 = 0 if and only if, in C = LY~~P~~& 
C$j = 0. Note that ;FC$j = 0. We set, in C, z, = 0 and 
assert that di = 0. We deduce, as in (i), that all the 
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components of I^wi, except for i?,, are zero. That i$ = 0 is 
seen from the table 9,C with T={l,...,h+l}\{s}, 
which is a principal permutation of gr”,, h+ iPh+ ,,,D. 
(iii) f’, f2, and all the tZi attached to nonzero rows of [B,, B,] 
are positive. Then, in the table D, we set u = 0 and 
decrease x2 from P2 until it, a component of x’, or a ui 
attached to a nonzero row of [B,, B,] becomes zero. We 
- - 
denote the resulting vector (x, u) by (x, u). When decreas- 
ing x2, all the time y = Af and 9 = 0; see (3.3). Thus 
35 E K, q(X) = 0, A? = A?, and a component of (?I, X2) or 
a iii attached to a nonzero row of [IS,, B,] is zero. Finally, 
the application of (i)-(ii) yields A2 = A? = 0. 
Because Dd2 f 0, (4.4) holds for D and i = h + 1, j = n. More- 
over, 
is nnd because the operand in the last member is nnd. 
(bb) H#0. This case is reduced to case (ba) by passing from x to 
the table 9,,9,,x, where T c N \ H’ and B,,, is nonsingu- 
lar; see Theorem 3.9 with J’ = J. 
(B) A is nnd-plus of exact order k < n - 1 on K. Cf. the proof of the 
necessity part of Theorem 4.1, case (B). n 
REMARK 4.1. If, in Theorems 4.1-4.3, a table D gives an indication that 
A does not belong to a certain conditional definiteness class, it appears from 
the proofs of the sufficiency parts of the theorems how to determine a point 
(and thus a ray) in K in which the definiteness class in question is violated. 
Now we proceed to the practical application of the above criteria. 
THEOREM 4.4. Let D, up to a principal permutation, be obtained from 
the x of (3.1) by means of a principal pivotal operation with the (nonsingu- 
laar) pivot 
where A,, is of order k 5 h. Then D,, is nnd if and only if the following 
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sequence of pivotal operations can be applied to E: 
(i) h - k pairs giigii of pivotal operations, where j < k < i, 
(ii) 2k - h principal pivotal operations gi, i < k, with positive pivots, 
where all the pivotal operations are mutually independent. 
Proof. In view of [16, Theorem 4.31, it suffices to show that A,, is pd on 
M(B,,) if and only if the sequence (i)-(ii) can be applied to E. In proving 
this, E can clearly be replaced by the matrix F = FT, obtained from E by 
replacing - Bri with BTr. By [l, Theorem 11, A,, is pd on Jlr(B,,) if and 
only if In F = (k, h - k,O). Now, the operations (i) can always be performed 
on F because B,, is of full row rank, and In F = (k, h - k,O) if and only if 
the operations (ii) can be performed with positive pivots; see [2]. W 
The following theorem is a corollary to Theorem 4.4. 
THEOREM 4.5. ln a principal transform D of the x of (3. l), D,, is nr& if 
and only if D, up to a principal permutation, can be derived from A as 
follows: 
(i) perfolm pairs gijgji of pivotal operations, where j < n < i, and 
(ii) perform principal pivotal operations pi, i < n, with positive pivots, 
where all the pivotal operations are mutually independent. 
Now we are ready to present a procedure for determining the definiteness 
class of a matrix A=ATeIWnX” on the nonnegative polyhedral cone K of 
(2.3). 
PROCEDURE 4.1 [Determination of the definiteness class of a matrix 
A = AT E R ” xn on the nonnegative polyhedral cone K of (2.3)]. 
(i) Let C = A (3.1). 
(ii) Calculate all the possible tables D = 9,C, where T c { i Q n[zi is an 
x-variable in the table C } and CT, is pd, and test them by means of 
Theorems 4.1-4.3. If A turns out not to be nnd on K, stop. Record possible 
indications of A not being nnd-plus or pd on K. 
(iii) If all the possible combinations of n variables among (x, u) have 
appeared as zi in tables C, stop; if there has been no indication of A not 
being nnd-plus (pd) on K, then A is nnd-plus (pd) on K. Otherwise perform 
on A a sequence of pairs PijPji, j < n < i, of mutually independent pivotal 
operations to get a table C with a new combination of n variables among 
(x, U) as zj, and go to (ii). 
152 H. VALIAHO 
REMARK 4.2. After determining any table C in Procedure 4.1, rows 
M \ N of C can be deleted before calculating the tables D. 
EXAMPLE 4.1. Letting 
we determine the definiteness class of A on K = Ix E R31x > 0. BX > O}. 
The initial table is as follows: 
x i:jgi. 
The possible tables C and D are identified in the following tableau. 
zj in C The sets T zj in C The sets T 
x1, x2> x3 0,(l)*,(2)* x1, u2, x3 Qr * 
Ul’ x2, x3 0 > {2}*, (3) Xl>X2,U2 0 
xl, uI, x3 0, {I)*, (3) x1, u1, u2 Qr o 
x1> x2, u1 0, {I>? 121 u1, x2, u2 Qr o 
u2, x2, x3 0 * Ul> u2, x3 0 o 
(4.6) 
(4.7) 
In the table, the sets marked by * (“) give an indication that A is not pd 
(nnd) on K. Thus A is not nnd on K. For example, the table 
Ul u2 x3 
01= 0 0 0 
02= 0 I I 4 4 
?l3= u0 1 
4 4 
x1= f 1 H 
4 4 
x2= ; _d 2 
4 
(4.8) 
tells us that x = (5,7,4) yields a negative value of q (q = - 12). 
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REMARK 4.3. For a fixed n, the computational effort for determining the 
definiteness class of a matrix A = AT E R”“’ on the K of (2.3) grows very 
fast with increasing m. Therefore it is advantageous to seek and to remove 
the possible redundant constraints as a first phase; see Remark 3.9. 
EXAMPLE 4.2. We consider Example 4.1 anew. From the table (4.8) we 
see that the constraint xi > 0 is redundant. Using this knowledge, we pass 
from the A of (4.6) to the table @~i~,,~, which, after deleting rows and 
columns 1 and 4, reads 
Now, in Procedure 4.1@), T C {i Q 312, is one of ui, x2, xs}. The possible 
tables C and D are identified in the following tableau: 
zj in C The sets T 
u1, x2, x3 0,{1)*,{2]*,{3] 
us, x2, x3 0* 
up f42, x3 lzI” 
Ul’ x2, ua 0O 
This tableau should be compared with (4.7). 
It should be noted that, in Theorems 4.2-4.3, the conditions (4.3)-(4.4) 
are of the same form as the corresponding conditions in the case K = IW: 
(see [15, Theorems 4.24.3]), the condition (4.1) in Theorem 4.1 being more 
stringent than the corresponding condition in [15, Theorem 4.11. If K is solid, 
then we may use, instead of Theorem 4.1, the following criterion, which 
comes closer to [15, Theorem 4.11. 
THEOREM 4.6. Zf K is solid, 
by 
Di,J+i 60, and 
then Theorem 4.1 holds with (4.1) replaced 
dii = 0 * O#Dij<O. W-9 
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Proof. Necessity, as well as sufficiency in the case d,, < 0, is established 
as in Theorem 4.1. To prove sufficiency in the case dii = 0 let, in Procedure 
4.l(ii), D = 9,C with T c N. Partitioning, C = [C, j], i, j E { 1,2}, with 
c,, E IWnxn, we are to show that C,, is not nnd on K, := {x E [w”]x >, 0, 
u = C,,x > 0}, where the variables have been renamed. In D, there is a 
dij < 0, j E j. With z^ = e, we obtain from the table D, that 0 # x^ > 0, 
9(r^) = frC,,x^ = 0, and 0 + ~9(?) = 2C,,x^ = 28 < 0 with Ej < 0. Taking 2 E 
int K,, we have X > 0 and Dq(x^; X) = 2ijT1? < 0. So there is a h > 0 such that 
i=x^+A?EK 1 yieIds 9(x) < 0. (In fact, it suffices to take X E K, with 
Xi > 0 instead of X E int K,.) n 
REMARK 4.4. If, in Theorem 4.6, D and i E j with d,, = 0 satisfy (4.9) 
but not (4.1) and di j < 0 for j E J, then a point g E K with 9(r) < 0 can be 
found as follows. Denote by x^ the point obtained from the table D with 
z = e,, and determine with the aid of linear programming a point X E K with 
* = 1. Take then 2 = x^ + XX, where h minimizes 9(x^ + XX) in the interval 
“XI’E (0, 11. 
It should be noted that, in Theorem 4.1, the condition (4.1) cannot be 
replaced by (4.9). This is seen from the following counterexample: 
is nnd on K = {x E lR21r > 0, x2 < 0} although the table 
Xl x2 v 
yl= 0 -1 0 
A: y2= I -1 0 1, 
U= 0 -1 0 
with J = {3}, satisfies (4.9) for i = 1. 
5. TESTING DEFINITENESS ON GENERAL POLYHEDRAL CONES 
We proceed to investigate the definiteness of a matrix A = AT E [w ” X” on 
the general polyhedral cone K of (2.2). First we eliminate, using Remark 3.7, 
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as many free variables as possible. Then we exchange as many remaining 
dependent zero variables as possible so as to make them independent 
variables, and remove from the resulting table all the explicitly redundant 
constraints to obtain a table 
(5.1) 
where jjl= n, and z’, (z2, w4), and z3 are the free, nonnegative, and zero 
variables, respectively. The zero variables z3 can be eliminated with the aid 
of the following theorem. 
THEOREM 5.1. Let A=AT~(WnX”, let K be the polyhedral cone (2.2), 
let C be the table (5.1), where zl, ( .z2, w4), and z3 are the f;ee, nonnegative, 
and zero variables, respectively, and denote 
K,= {z=(z’,z2)~z2>,o, w4>O}, 
c”= [c,l,c,,]. 
Then 
(i) A is nnd (pd) on K if and only if C’ is nnd (pd) on K,, 
(ii) A is nnd-plus on K if and only if C’ is nruSp1u.s on K, and 
A’-(C’)n K, c A”(,“). 
Proof. (i): Trivial. 
(ii): 
Necessity: To show that C’ is nnd-plus on K,, note first that, by (i), C’ is 
nnd on K,. Let then Z E K,, ZTC’.? = 0, and take z3 = 0, when zi E K and 
zFC~~Z~ = 0. Because A is nnd-plus on K, this implies C+i = 0 (see Theorem 
3.4) and further C’Z = 0, C”Z = 0. To verify that N( C’) n K, c X(C”), 
take Z E K, with C’Z = 0 when ZTC’Z = 0. Continuing as above, we find 
C”Z = 0. 
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Sufficiency: By (i), A is nnd on K. Let then x E K with 9(x) = xTAx = 0, 
when z3 = 0, Z E K,, and 9 = ZTC’Z = 0. Because C’ is nnd-plus on K,, this 
implies C’Z = 0. So Z E K, n .M( C’), whence, by assumption, C”Z = 0. Fi- 
nally, Cjjzf = 0 implies Ax = 0; see Theorem 3.4. n 
REMARK 5.1. The condition N(C) n K, c M( C”) in Theorem 5.l(ii) 
can be checked by means of linear programming. 
REMARK 5.2. In order to diminish the computational effort, the redun- 
dant constraints and implicit equations should be sought and removed using 
linear programming techniques; cf. Remarks 3.9 and 4.3. 
After eliminating, by means of Remark 3.7 and Theorem 5.1, as many free 
variables as possible and all the zero variables, it remains to determine the 
definiteness class of a matrix A = AT E lWnXn on a cone of the form 
K= {xER”~~~~~, u=B’x,>O}, (5.2) 
where u E aB “‘. Denote E = N \ R, k = ~(ARR), and assume, without loss of 
generality, that x = (xi, x2, ~a) with x1 E Iw k and that the leading k x k 
principal submatrix A r1 of A is nonsingular. We consider the equivalent 
tables 
y1 = A,, A,, A,3 
2: y2= A,, A, A, , 
Y, = A,, A32 43 
u= 0 0 B’ 
(5.3) 
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where the last m columns (associated with u = 0) have been omitted, 
C, = C& and any of x1, x2, xR, u may be vacuous. We have the following 
theorem. 
THEOREM 5.2. L,et A= AT ER”~“, let K be as in (5.2) and C as in 
(5.3), and let K, = { zRlxR > 0, u = B’xR > 0). Then: 
(i) A is nnd on K if and only if C,, is pd, K, c .X(C,), and C, is nnd 
on K,. 
(ii) A is nnd-plus on K if and only if C,, is pd, C, = 0, and C, is 
nruhp1u.s on K,. 
(iii) A is pd on K if and only if C,, is pd, C, is uacuous, and C, is pd 
on K,. 
Proof. Necessity: Assume that A is nnd on K. Any x with xR = 0 
belongs to K. We deduce that 
A,, A,2 
[ 1 A,, 4.2 
is nnd and further that A,, and C,, = A,’ are pd. Now, 
q(x) = xTAx = y’TC,,y’ + x;C,x, +~x~~C=X~. (5.4) 
(i), (iii): Assume that A is nnd (pd) on K. Take any xR E K, \ {0}, set 
y1 = 0, x2 = 0, and calculate x1 from the table C. The resulting point x 
belongs to K, whence q(x) = x$,x, > 0 ( > 0). Thus C, is nnd (pd) on 
K,. If A is pd on K, then C, is vacuous. If A is nnd on K, then for any 
xR E K,, setting y’=O, x2= + te,, and calculating x1 from the table C 
yields a point x E K. Taking in (5.4), for different values of i, t > 0 
sufficiently large, we find that C,x, = 0. 
(ii): Assuming C,, # 0, take y1 = 0, xR = 0, and x2 such that Ca2x2 # 0. 
Then the table C yields a point x = (xi, x2,0) E K for which 9(x) = 0 but 
y, = A,x # 0, a contradiction. We deduce that C,, = 0. To show that A is 
nnd-plus on K,, note that, by (i), C, is nnd on K, and take an xR E K, for 
which x$,x, = 0. Setting y’ = 0, x2 = 0, and calculating x1 from the table 
C yields a point x E K for which 9(x) = 0. Hence y = Ax = 0, implying 
y, = c,x, = 0. 
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Sufficiency: (i): If x E K, then xR E K, and C&x, = 0. From (5.4) it is 
seen that 9(x) > 0. 
(ii): By (i), A is nnd on K. If x E K with 9(x) = xTAx = 0, then xA E K, 
and, from (5.4), Y’~C,,~’ = XL&X, = 0, implying y’ = 0 and yR = C,x, = 
0. Finally, from the table C it is seen that y2 = 0, whence y = Ax = 0. 
(iii): If x E K, then by (i), 9(x) > 0. Further, 
9(x)=0 j yW,,y’ = X$,X, = 0 =% yl=o, x,=0. 
Finally, from the table C, x1 = 0 whence x = 0. n 
REMARK 5.3. The condition K, C JV(C,) in Theorem 5.2(i) can be 
tested with the aid of linear programming; cf. Remark 5.1. 
COROLLARY 5.1. Let A = AT E RnXn, let the K of (5.2) be solid, let C 
be as in (5.3), and let K, be as in Theorem 5.2. Then A is nnd on K if and 
only if C,, is pd, C,, = 0, and C, is nnd on K,. 
Proof. If A is nnd on K, then by Theorem 5.2, C,,X, = 0 for all 
xH E K I. Now K 1, as a solid cone, contains IRI linearly independent vectors 
x H, whence C,, = 0. n 
REMARK 5.4. If K is not solid, A being nnd on K does not imply 
C,, = 0. For example, if 
then A isnndon K={xEIW~~BX>,O} = {xEIW~~X~=O} and C,,=[l]. 
EXAMPLE 5.1 [13, pp. 77-811. Letting 
we determine the definiteness class of A on the cone K := { x E R 31B~ > O}. 
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In view of Remark 3.7, we construct the tables 
Xl Ul u2 
where C is obtained from Pd2YNS,P,A by deleting the last two columns. 
We determine the definiteness class of Cjj (i.e. the matrix C with the last two 
rows deleted) on the cone K, := {z E W3]z2, z3 > 0}, where z =(x1, ui, u2). 
To apply Theorem 5.2, we perform 8, to C, obtaining 
where the last two rows have been omitted. The trailing 2 X2 principal 
submatrix of D is clearly noncopositive. Hence Cjj (thence A) is not nnd on 
K. For ur = 14, u2 = 0, y, = 0 the table D yields q = - 56, xi = 3. From the 
table C, x,=5, x,=6. Thus x=(3,5,6)~K yields q= -56. 
6. ADDITIONAL RESULTS 
We begin with generalizations of [15, Theorems 5.1-5.31. 
THEOREM 6.1. If A = AT E R”‘” is nnd on a pointed polyhedral cone 
K c R” and nnAp1u.s of exact order n - 1 on K, then it is pd of exact order 
n - 2 on K. 
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Proof. In view of Remarks 3.7-3.8, we can restrict ourselves to the case 
of the K of (2.3). Consider the proof of the necessity part of Theorem 4.3, 
case (A)(b), where necessarily n >, 2. First we assert that, in subcase (A)(ba), 
x3 and y3 in the tables A and D of (4.5) are vacuous. If they were 
nonvacuous, the restriction of q(x) = rTAx to L, := (r E Iw”]x3 = 0) would 
be nnd-plus on L, n K, implying that D42 = 0 and, further, that A would be 
nnd-plus on K, a contradiction. Finally, subcase (A)(bb) is reduced to 
subcase (A)(ba) in the same way as in Theorem 4.3. n 
THEOREM 6.2. Zf A = AT E RnX” has p < n positive eigenvalues, then it 
is nnd (m&plus, pd ) on a pointed polyhedral cone K c R n if and only if it 
is nnd (mu&plus, pd) of order p + 1 on K. 
Proof. Necessity is obvious. In proving sufficiency, we can restrict 
ourselves to the case of the K of (2.3). We shall show that if A is not nnd 
(nnd-plus, pd) on K, there is an L (3.4) of dimension k d p + 1, with 
]H’]+ ]H] = n - k, such that qL = 9]L is not nnd (nnd-plus, pd) on L n K. 
Let, in Procedure 4.1(n), a matrix D = B,C indicate that A is not nnd 
(nnd-plus, pd) on K. Then InC,, = In A. As in cases l-3 of the proof of the 
sufficiency part of [15, Theorem 5.21, with A replaced by C, it is shown that 
there is an H c N, IHI = n - k (corresponding to N \ S in [15]) such that 
the restriction of 9 to L = {x E W nl~H = 0}, with z standing for the inde- 
pendent variables of the table C, is not nnd (nnd-plus, pd) on L f~ K. n 
THEOREM 6.3. Zf A = AT E Rnx” is of rank r < n, then it is nnd 
(nnd-plu.s, pd) on a pointed polyhedral cone K c W n if and only if it is nnd 
of order r (nnd-plus of order r, pd of order r + 1) on K. 
Proof. Analogous to the proof of [15, Theorem 5.31. (Note that now the 
same technique applies to the nnd-plus case, too.) n 
The nnd and pd cases of Theorem 6.2 and the nnd case of Theorem 6.3 
have been proved in another way in [13, Theorems 3.14-3.15, 3.121. Theo- 
rems 6.2-6.3 do not hold for a general polyhedral cone K. For example, 
A = [O,O,O, - 11 E R4x4 is nnd (nnd-plus, pd) of order 2 on K = { x E R 4lx4 
> 0} but not nnd (nnd-plus, pd) on K. 
THEOREM 6.4. Let A = AT E W nXn, and let K c W * be a polyhedral cone 
of dimension k < n. Then A is nnd (n&plus, pd) on K if and only if it is 
nnd of order k (nnd-plus of order k + 1, pd of order k) on K. 
DEFINITENESS OF MATRICES ON CONES 161 
Proof. The nnd and pd cases are restatements of Remark 3.4(iii). In the 
nnd-plus case, necessity is obvious. To prove sufficiency, we may assume, 
without loss of generality, that K c L := {x E W”IX~+~ = . . . = x,, = O}. We 
may restrict ourselves to consider the partitioned table 
x1 x2 x3 x4 
Y’= A 11 A,, A,, A,, 
y2= A,, A22 A, A, 
A: y3= A,, A,, A, A, 
where x1, (x2, u), and (x3, x4) are the free, nonnegative, and zero variables, 
respectively, with (x ‘, x2) E R k and x3 E IIP, and where the columns associ- 
ated with o = 0 have been omitted; cf. (5.1). From the nnd case we infer that 
A is nnd on K. Let then x^ E K with q(x^) = 0, and calculate ii, g from A. 
Then r^2>0, f3=0, x^4=0, G>,O, whence X:=(r^‘,x^3,32)~L1:= 
{(xl, x2, x3) E w k+11~2  O}. Note that the leading (k + 1) ~(k + 1) principal 
submatrix A’ of A is nnd-plus on L,. Hence, XTA’X = xTAx = 0 implies 
5 := (@ ‘, e2, c3) = 0. Let then yi be any component of y4. Changing the roles 
of (x3, y3) and (xi, yi), it is seen that oi = 0 too. So G4 = 0 and, finally, 
ij = 0. n 
The following result is an extension of [13, Theorem 4.41. 
THEOREM 6.5. Zf A = AT E W ” Xn is nnd-plus of order n - 1 on a pointed 
polyhedral cone K c Ip” but not pd on K, then the following statements are 
equivalent: 
(i) A is nnd-plus on K. 
(ii) There is a rwnzero x E K such that Ax = 0. 
(iii) A is sin&m. 
Proof. Analogously to the proof of [13, Theorem 4.41, it is shown that 
(i) a (ii) j (iii) q (i), where the last step is accomplished using Theorem 6.3. 
n 
THEOREM 6.6. Zf A = AT E lR”x” isnnd-plusofexactmdern-lona 
pointed polyhedral cone K c R”, then it is non&ngulur and pd of order n - 2 
on K, and In A = (n - l,l,O). 
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Proof. If A is not nnd on the K of (2.3), the theorem follows from 
Theorems 3.7 and 3.1O(ii). If again A (of order n > 2) is nnd on K, it is 
nonsingular by Theorem 6.5 and pd of exact order n - 2 on K by Theorem 
6.1. So there is an L (3.4) with ]H’]+ ]H] = 1 such that qlL is not pd on 
L f7 K. In view of Theorem 3.9 we may assume, w@out loss of generality, 
that H’ = { n }, H = 0. With the aid of the tables A and D in (4.5) where 
now x’=(x,,...,x,_s), x’=x,_i, x4=x,, and x3 is vacuous, we obtain 
finally 
0 024 
InA=InA,,+In D 
[ 1 42 O44 
=(n-2,0,0)+(1,1,0)=(n-l,l,O). n 
THEOREM 6.7. Zf A = AT E R nxn is copositive-plus of exact order n - 1, 
then 
(i) A is nonsingular and strictly copositive of order n - 2, and In A = 
(a - 1, LO); 
(ii) if A is copositive, there is in A - ’ a column with zero diagonal 
element and positive offdiagonal elements. 
Proof. (i) is a corollary to Theorem 6.6. (See also [15, Theorem 5.11.) 
(ii): By Theorem 6.1, A is strictly copositive of exact order n - 2. 
Assume, without loss of generality, that the leading (n - 1) X (n - 1) prin- 
cipal submatrix of A is not strictly copositive. Then, in C = Y{i,, , n_ 2l A, 
ci,n-1 >O for all iE {l,...,n-2}; c,_~,~_~=O (by Theorem 3.11); and 
C n,n-1 > 0 (because A is copositive but not copositive-plus). Finally note that 
A ~ ’ is a principal permutation of 9, _ i, ,,P”, “_ ,C. n 
The following theorem and its corollary can sometimes be used in 
connection with Theorems 4.1 and 4.3 and [15, Theorems 4.1 and 4.31 to 
simplify the testing of conditional definiteness. 
THEOREM 6.8. Let D_be a principal transfnm of the x of (3.1) with D,, 
nnd. Zf there is an i E J such that Di, < 0 and Dii = 0, then A is nnd 
(nnd+s) on the K of (2.3) if and only if Dipi,i_, is copositive (copositive- 
Plus). 
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C = .Pc3) D: 
yL 
yL 
y3= 
U.= 
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(6.1) 
where xl, x2, x3, u are primal and y’, y2, y3, v dual variables; x2 is attached 
to column i of C and D; D,, = Di_i,i_i; D32 = - D& > 0, Dd2 = - D& > 0; 
and 0% is of order and rank k := r( D,,). Then 0% is pd, and C is defined. 
In view of Theorems 3.3 and 3.9, x and K in the theorem can be replaced 
by C and K,= {x~R”lx>O, C,,,,,x>O}, respectively. We let v=O 
throughout, having y = C,,x and 
9(x) = xTC,,x = x’~D,,x’ + y3TD,y3. (6.2) 
Suficiency: Assuming D,, to be copositive, we deduce from (6.2) that 9 
is nnd on K,. If D,, is copositiveplus, we take an x E K, with 9(x) = 0. 
Then, using (6.2), 
9(x)=0 * x’~D,,x~=~~*D~~~=O * D,,x’=O, y3=0, 
whereafter the table D yields y1 = 0, y2 = 0. Thus 9 is nnd-plus on K i. 
Necessity: Let first C be nnd on K,. If D,, is not copositive, then 
xlTDllxl < 0 for some x1 > 0. Take, in the table D, y3 = 0 and x2 > 0 
sufficiently large to guarantee that (x3, U) 2 0. Then r =(x1, x2, x3) E K,, 
and by (6.2), 9(x) < 0: a contradiction. Assume then that C is nnd-plus on 
K,. Then D,, is copositive, as seen above. If it is not copositiveplus, there is 
an x1 >O for which x’~D,,x~ =0 and D,,x’#O. Take, in the table D, 
y3 = 0 and x2 > 0 sufficiently large to guarantee that (x3, U) >, 0. Then 
x =(x1, x2, x3) E K,, 9(x) = 0, and y’ # 0, which is impossible. n 
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COROLLARY 6.1. Let A= A~ER”~“, RcN (possibly R=0), R 
= N \ R, and let A,, be pd and AR = 9, A. Zf there is an i E E such that 
Afa < 0 and ATE = 0, then A is copositive (copositive-plus) if and only if 
A% _ i, R _ i is copositive (copositive-plus). 
THEOREM 6.9. A = AT E W ” xn is copositive-plus but not strictly coposi- 
tive if and only ifit has a pd principal submutrix A,, such that .PR A, up to 
a principal permutation, is equal to 
with Dm = A,;, 
having the following properties: 
(9 D3,f2 > 0 for some 0 z x^2 0 (unless 0% is vacuous); 
(ii) D,, = 0 (nonvacuous), D,, = 0 and D,, = 0; 
(iii) D,, is copositive-plus. 
Proof. Sufficiency: Consider the table D of (6.1), where now x2 may 
contain several components and u, v are vacuous. The proof of the copositiv- 
ity-plus of q is analogous to that of the sufficiency part of Theorem 6.8. A is 
not strictly copositive, because substituting x1 = 0, x2 = g2, y3 = 0 into the 
table D yields a point 0 # x^ z 0 for which q(2) = 0. 
Necessity: Let A be strictly copositive of exact order k < n, and assume, 
without loss of generality, that the trailing (k + 1) x (k + 1) principal subma- 
trix of A is not strictly copositive. Then the trailing k X k principal submatrix 
of A is pd. Take D = @{(n-k+1 ,...,“) A. Then, in view of Theorem 3.11, D is 
as in (6.1), where u,v are vacuous, x2,y2~W, Dm~Wkxk is pd, and 
D32 = - D.& > 0. To conclude the proof we proceed in the same way as in 
the proof of the necessity part of Theorem 6.8. n 
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