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INTRODUCTION
Ramsey Theory is a branch of Combinatorics that studies the conditions
under which order must appear. Typically, Ramsey problems are connected
to questions of the form: how many elements of a given structure must there
be to make true a particular property?
The begin of this theory is dated back to 1928 when Frank Plumpton Ramsey
published his paper "On a problem of formal logic", [Ra28]. The paper has
led to a large area of combinatorics now known as Ramsey Theory and some
several important results arose from it in the last century.
A collection F ⊆ P(A) is partition regular on a set A if, whenever A is
finitely partitioned, A = C1 ∪ · · · ∪ Cr, then there exists an index i ≤ r and
an element F ∈ F such that F ⊆ Ci.
The main problem which motivates our work is the following question:
Is a generic polynomial equation partition regular over the natural numbers?
This means: for every finite partition (or colouring) of natural numbers, can
one find monochromatic solutions of a given polynomial?
Studies focused on this question are recent and many problems are still open.
Let us see in more detail the main results of this thesis. The investigation
of partition regularity problem is dual: on one hand we prove the partition
regularity of some polynomials, on the other hand we find large classes of
equations as counter-example.
In particular we prove that equations of the form P (x1, . . . , xn, y1, . . . , ym) =∑n
i=1 aixi
∏
j∈Fi yj , with Fi subsets of { 1, . . . ,m } are partition regular under
the condition that the linear part aix1 + . . . + anxn is partition regular.
Furthermore we give necessary conditions to say when a polynomial is
partition regular.
The area of research that concerns the non-partition regularity problems
iii
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is a little explored setting. Starting from two simple non-partition regular
polynomials, x2 + y2− z and x+ y− z2, we aim at extending these examples.
The first step toward the generalisation is to modify the exponents: we prove
that the equations xn + yn = zk and xn + ym = zk with n,m, k mutually
distinct are non-partition regular.
Subsequently we increase the numbers of variables and we prove that also
the following equations are non-partition regular:
• ∑ms=1 xns = yk with m ≥ 2 and k < n, or k > n and there exists a
prime p that divides m with pk−n - m;
• ∑ms=1 xns = yn+1.
In the end considering polynomials with coefficients cj 6= 1, under suitable
conditions on the cj , we have that the two following equations are non-
partition regular:
• ∑ms=1 csxns = yk, with k < n, m ≥ 2;
• ∑ms=1 csxns = yn+1 with m ≥ 2.
The thesis is organized as follows.
The first chapter lays the foundations of the rest of the thesis. It starts with
the theory of ultrafilters, which are important and multifaced mathematical
objects, whose definition can be formulated in several languages: from set
theory, as maximal families of closed under finite intersection sets, to measure
theory, as {0, 1}-valued finitely additive measures on a given space, to algebra
as maximal ideals of ring of functions FI . The chapter continues with a
brief dissertation about nonstandard analysis, that was created in the early
1960s by the mathematician Abraham Robinson. In particular we focus on
hypernatural numbers and their properties that are fundamental to prove
the main results of this thesis. We show that the theory of ultrafilters and
nonstandard analysis are strictly connected. This connection lead to many
applications in other fields of mathematics, as combinatorics or topology,
and especially in partition regularity problems.
Though this, in the second chapter we can prove some important known
theorems that concern partition regularity and that are relevant to our
purposes, namely Schur’s Theorem (1916), Rado’s Theorem (1933), Van
der Waerden’s Theorem (1927), Hindman’s Theorem (1974), and Milliken-
Taylor’s Theorem (1975).
Rado’s Theorem completely settled the characterisation of partition
regularity of the linear polynomials, and it is the starting point from which the
heart of this thesis develops: the partition regularity of nonlinear equations.
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Actually, the third chapter is dedicated to proving the partition regularity of
a few particular equations.
In the last fourth chapter we investigate the non-partition regularity of
large classes of nonlinear equations.
The work is concluded with some remarks concerning possible directions
for further research.
CHAPTER 1
BASIC KNOWLEDGE
In this chapter we analyse the theory of ultrafilters and nonstandard analysis.
These two arguments put the bases on which we found the thesis.
Ultrafilters are important and multifaced mathematical objects, whose
definition can be formulated in several languages: from set theory, as maxi-
mal families of closed under finite intersection sets, to measure theory, as
{0, 1}-valued finitely additive measures on a given space, to algebra as maxi-
mal ideals of ring of functions FI .
The chapter continues with a brief dissertation about nonstandard analy-
sis. The history of calculus was characterized by philosophical debates about
the meaning and validity of infinitesimal numbers. On the one hand Newton
and Leibniz used vanishing quantities to develop infinitesimal calculus, on
the other hand Berkeley and others sharply criticised these formulations.
Nonstandard analysis was born as a possible answer to placate this intellec-
tual fervour and to reformulate the calculus using a rigorous definition of
infinitesimal number. It was created in the early 1960s by the mathematician
Abraham Robinson. In [Ro66],[Ro61], he wrote:
[...] the idea of infinitely small or infinitesimal quantities seems
to appeal naturally to our intuition. At any rate, the use of in-
finitesimals was widespread during the formative stages of the
Differential and Integral Calculus. As for the objection [...] that
the distance between two distinct real numbers cannot be infinitely
small, Gottfried Wilhelm Leibniz argued that the theory of in-
finitesimals implies the introduction of ideal numbers which might
be infinitely small or infinitely large compared with the real num-
bers but which were to possess the same properties as the latter.
1
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Robinson continues:
[...] It is shown in this book that Leibniz’s ideas can be fully
vindicated and that they lead to a novel and fruitful approach to
classical Analysis and to many other branches of mathematics.
The key to our method is provided by the detailed analysis of
the relation between mathematical languages and mathematical
structures which lies at the bottom of contemporary model theory.
In the end of the chapter we show how the theory of ultrafilters and
nonstandard analysis are connected to partition regularity problems.
Let us start with the theory of ultrafilters.
1.1 Ultrafilters
Definition 1.1.1. A filter F on I is a non-empty subset of P (I) with the
following properties:
• I is in F , the empty set is not in F . (F is a proper filter);
• if A and B are in F , then so is their intersection. (F is closed under
finite intersections);
• if A is in F and A is a subset of B, then B is in F , for all subsets B
of I. (F is upward closed).
Proposition 1.1.2. Let F be a filter. These facts are equivalent:
(i) if A /∈ F then Ac ∈ F ;
(ii) if A ∪B ∈ F then A ∈ F or B ∈ F ;
(iii) F is a maximal filter with respect to the inclusion.
Proof. (i) ⇒ (ii). Let us assume that A ∪ B ∈ F , but A,B 6∈ F . Then
Ac, Bc ∈ F and so Ac ∩Bc = (A ∪B)c ∈ F and this is absurd.
(ii)⇒ (iii). If F is not maximal, then there exists F ′ such that F ⊆ F ′. Let
A ∈ F ′ \ F . Let us observe that Ac 6∈ F ′, otherwise ∅ = A ∩Ac ∈ F ′. Then
Ac 6∈ F , and I = A ∪Ac ∈ F but neither of the two sets belongs to F .
(iii) ⇒ (i). Let us assume, by contrast, that A,Ac /∈ F . Let G =
{B ∩A | B ∈ F }. By a property that we will explain later (see Propo-
sition 1.1.6) there exists a filter F ′ that extends the family G. F ′ properly
contains F , in fact A = I ∩ A ∈ F ′, but A 6∈ F . This is absurd as F is
maximal.
This proposition leads us to a characterisation of an important mathe-
matical object that in literature is named ultrafilter.
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Definition 1.1.3. A filter F on I is an ultrafilter if it satisfies the preceding
properties.
Example 1.1.4. We define:
• Frechet’s filter on I as Fr = {A ⊆ I | Ac is finite };
• principal ultrafilter generated by i ∈ I as Ui = {A ⊆ I | i ∈ A };
• non-principal ultrafilter is an ultrafilter that is not principal.
Notice that principal filters are ultrafilters (since i ∈ A or i ∈ Ac), but
the Frechet’s filter is not, as every infinite set contains infinite subsets with
infinite complement.
If I is finite every ultrafilter U on I is principal, in fact: if I = {x1, . . . , xn },
I = {x1 } ∪ · · · ∪ {xn } ∈ U then U contains one of the sets {xi }, that is U
is principal.
An important fact is that every family that is closed by finite intersection
is included in a filter.
Definition 1.1.5. Let X be a set with A = {Ai }i∈I a family of subsets of X.
Then A has the finite intersection property (FIP), if any finite subcollection
J ⊆ I has non-empty intersection ⋂i∈J Ai.
By definition, every filter has the finite intersection property. Conversely,
every family with the finite intersection property is included in a filter:
Proposition 1.1.6. Let F0 be a family of subsets of X with the finite
intersection property. Then
F = 〈F0〉 =
B ⊆ X
∣∣∣∣∣∣ ∃n ∈ N, ∃A1, . . . , An ∈ F0, B ⊇
n⋂
j=1
Aj

is the smallest filter that includes F0. We say that 〈F0〉 is the filter generated
by F0.
Proof. F is a filter, in fact:
• ∅ /∈ F , X ∈ F are obvious;
• let A,B ∈ F , that is ∃A1, . . . , An, B1, . . . , Bm ∈ F0, such that A ⊇⋂n
j=1Aj and B ⊇
⋂m
j=1Bj . Then A∩B ⊇
(⋂n
j=1Aj
)∩ (⋂mj=1Bj); and
so A ∩B ∈ F . This shows that F is closed under finite intersection;
• F is upward closed. This trivially follows by the definition.
Are there any non-principal ultrafilters? The answer is yes, but not
constructively. The following results are clarifying in this sense.
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Proposition 1.1.7. Let U be an ultrafilter on I. U extends Frechet’s filter
if and only if U is non-principal.
Proof. (=⇒) For all i ∈ I, { i }c is cofinite, so { i }c ∈ U , then { i } /∈ U and
therefore U is non-principal.
(⇐=) If U + Fr then there exists A cofinite that is not in U . As U is an
ultrafilter, Ac = { a1, . . . , an } ∈ U , so there exists i ≤ n such that { ai } ∈ U ,
that is U = Uai since U is upward closed.
Theorem 1.1.8 (Tarski). Every filter F is contained in an ultrafilter. In
particular, non-principal ultrafilters exist.
Proof. Let Γ = { G filter | F ⊆ G }. Γ is non-empty as it contains F . Every
chain has an upper bound in Γ: the chain 〈Gs|s ∈ S〉, with S totally ordered,
has as upper bound G = ⋃s∈S Gs. It easy to show that G is a filter and since
it is maximal it is also an ultrafilter.
We cannot define non-principal ultrafilters in a precise way; in other
words, even though we can prove their existence, we cannot describe them
explicitly.
1.2 The space of ultrafilters
In this section we introduce the topological space of ultrafilters with the
related operations. Our aim is to present some important properties of this
space.
Definition 1.2.1. We define βN = {U | U is an ultrafilter on N }, the set
of all ultrafilters on N. We will consider N as a subset of βN by identifying
every natural number n with the principal ultrafilter Un.
Clearly we have that N ⊆ βN and βN ⊆ P(P(N)).
We now construct a topology, named Stone-Čech topology, on βN. We define
{OA | A ⊆ N } as a basis for that topology, where
OA = {U ∈ βN | A ∈ U } .
We notice that:
• OA ∩ OB = OA∩B;
• OA ∪ OB = OA∪B;
• βN \OA = ON \A (because for very ultrafilter U one of A and Ac is in
U);
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so the elements of the basis are all clopen sets, indeed we can prove that
they are all and only the clopen sets. (See Proposition 1.2.3)
Furthermore O{n } = {Un }, that is every point of N is isolated.
We prove now same properties of the space of ultrafilters.
Proposition 1.2.2. βN, endowed with the Stone-Čech topology, is a compact
Hausdorff space.
Proof. βN is a Hausdorff space. Let U ,V be two distinct ultrafilters. Then
there exists A ⊆ N such that A ∈ U , but A /∈ V, that is A ∈ U and Ac ∈ V.
In other words U ∈ OA and V ∈ OAc , with OA ∩ OAc = ∅.
βN is compact. We prove the compactness in the equivalent form: a space is
compact if and only if every family of closed subsets with the finite intersec-
tion property has non-empty intersection.
Let F = {OAi | Ai ⊆ N, i ∈ I } be a family of closed with the finite inter-
section property. From this it follows that
G = {Ai | i ∈ I }
has the finite intersection property. In fact let Ai1 , . . . , Ain be sets in G,
then OAi1 ∩ . . . ∩ OAi1 6= ∅, so there exists an ultrafilter U contained in this
intersection. U contains Ai1∩. . .∩Ain , so the intersection is non-empty. Since
G has the finite intersection property, it can be extended to an ultrafilter V,
that is G ⊆ V. Therefore V ∈ OAi for every i ∈ I, in other words
⋂
i∈I OAi
is non-empty.
As stated previously, we now prove the following
Proposition 1.2.3. A set C ∈ βN is clopen if and only if C = OA for some
A.
Proof. Let C be a clopen of βN. We can write C as:
C =
⋃
i∈I
OAi =
⋂
j∈J
OBj .
If I or J are finite, for example I, then C = O∩i∈IAi , so C is a basis
element. As βN is compact and C closed in βN, C is also compact and we
can always bring back to the previous case, writing C = ⋃i∈I′ OAi , with
I ′ ∈ Pfin(N).
As mentioned above, via the identification that associates every natural
number to a principal ultrafilter, N can be seen as a subset of βN; furthermore
Proposition 1.2.4. N is a dense subspace of βN.
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Proof. First we prove that for all A ⊆ N, A = OA; the thesis is a simple
consequence of this fact.
A =
⋂
{C | A ⊆ C, C closed }
=
⋂
{OB | A ⊆ OB } =
⋂
{OB | A ⊆ B } = OA.
We observe that A ⊆ OB means that: for every a ∈ A, Ua ∈ OB, or rather
B ∈ Ua, or rather a ∈ B.
Now we give an algebraic structure on βN.
Definition 1.2.5 (Sum on βN). A ∈ U ⊕V ⇔ {n ∈ N | A− n ∈ V } ∈ U ,
where A− n = {m ∈ N | m+ n ∈ A }.
Definition 1.2.6 (Product on βN). A ∈ U V ⇔ {n ∈ N | A/n ∈ V } ∈ U ,
where A/n = {m ∈ N | m · n ∈ A }.
An important result, with a several algebraic and topological conse-
quences, is that
Proposition 1.2.7. (βN,⊕) and (βN,) are right topological semigroups,
that is the following properties hold:
• ⊕,  are associative;
• ∀V ∈ βN, ϕV : βN→ βN where U 7→ U ⊕V is a continuous function;
• ∀V ∈ βN, ψV : βN→ βN where U 7→ U V is a continuous function.
Proof. ⊕ is associative.
A ∈ (U ⊕V)⊕W ⇔ { n ∣∣ {m | n+m ∈ A } ∈ W } ∈ U ⊕V
⇔
{
p
∣∣∣ { q ∣∣ {m | p+ q +m ∈ A } ∈ W } ∈ V } ∈ U
⇔ { p | A− p ∈ V ⊕W } ∈ U
⇔ A ∈ U ⊕(V ⊕W).
The function ϕV is continuous. Let OA be open.
U ∈ ϕ−1V (OA)⇔ U ⊕V ∈ OA ⇔ A ∈ U ⊕V
⇔ { n ∣∣ {m | n+m ∈ A } ∈ V }︸ ︷︷ ︸
=B
∈ U ⇔ U ∈ OB,
that is ϕ−1V (OA) = OB.
In the same way we can prove that  is also associative and ψV is a continuous
function.
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Let us observe that the last two conditions can be reformulated saying
that the operations ⊕,  are right continuous.
In the section four we introduce the nonstandard tools. With this
techniques we are able to find an easy proof of the following
Proposition 1.2.8. ⊕,  are not commutative.
The conditions expressed in Proposition 1.2.7 and in Proposition 1.2.2
are enough to find idempotent elements, in fact:
Theorem 1.2.9 (Ellis). Let (X, ∗) be a right topological semigroup which is
compact and Hausdorff. Then X has idempotent elements.
Proof. We consider
C = {C ⊆ X | C is a non-empty closed subset of X, C ∗ C ⊆ C } .
C 6= ∅ as X ∈ C and furthermore it satisfies the hypotheses of Zorn’s
Lemma. Indeed C is partially ordered by reverse inclusion, and given a chain
{Ci ∈ C | i ∈ I } it is easy to show that C˜ = ⋂i∈I Ci is a lower bound.
By Zorn’s Lemma there is a non-empty minimal element, C ∈ C. Pick an
element x ∈ C. Let us consider C ∗ x = ϕx(C), then:
• C ∗ x ⊆ C ∗ C ⊆ C;
• C ∗ x is compact as it is continuous image of a compact set, so it is
closed since X is Hausdorff;
• (C ∗ x) ∗ (C ∗ x) ⊆ C ∗ (C ∗ x) ⊆ (C ∗ C) ∗ x ⊆ C ∗ x.
Since C is minimal, C ∗x = C, in particular the set D = { y ∈ C | y ∗ x = x }
is non-empty. We observe that D = ϕ−1x ({x }), so D is closed. Moreover
D ∗D ⊆ D, so D = C. From this last equality, x is also in D, so x ∗ x = x
and x is an idempotent element.
As a corollary we have that βN satisfies the hypothesis of Ellis’s Theorem,
then
Corollary 1.2.10. βN is a right topological semigroup which is compact and
a Hausdorff space, so it has idempotent elements.
Definition 1.2.11. By the above theorem we can find in βN elements:
• U such that U ⊕U = U , named additive idempotents;
• U such that U U = U , named multiplicative idempotents.
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1.3 Ideals
In this section we present the right, left, bilateral and minimal ideal in
(βN,⊕) (resp. (βN,)). These are important concepts for the applications
of the algebra of βN to combinatorics.
Definition 1.3.1. I ⊆ βN is an additive left ideal (resp. multiplicative left
ideal) if βN⊕I ⊆ I (resp. if βNI ⊆ I).
I ⊆ βN is an additive right ideal (resp. multiplicative right ideal) if I⊕βN ⊆ I
(resp. if I  βN ⊆ I).
I ⊆ βN is an additive bilateral ideal (resp. multiplicative bilateral ideal) if
βN⊕I ⊆ I and I ⊕ βN ⊆ I (resp. if βNI ⊆ I and I  βN ⊆ I).
I is a minimal right ideal (resp. minimal left ideal) in (βN,⊕) if, whenever
J ⊆ I is a right (resp. left) ideal in (βN,⊕), J = I.
A similar definition is given for minimal right ideal (resp. minimal left ideal)
in (βN,).
Our interest is especially addressed to minimal ideals. Let us start proving
some properties of such objects.
Proposition 1.3.2. Let I be a left ideal in (X, ∗). These facts are equivalent
(i) I is minimal;
(ii) ∀x ∈ I, X ∗ x = I.
Proof. (i)⇒(ii). Let x be in X. X ∗ x ⊆ X ∗ I ⊆ I, then, by minimality of I,
X ∗ x = I.
(ii)⇐(i). Let J be a left ideal in (X, ∗), with J ⊆ I. Given x ∈ J , I =
X ∗ x ⊆ X ∗ J = J , then I is minimal.
As a corollary, we obtain the compactness of every minimal left ideal.
Corollary 1.3.3. Let I be a minimal left ideal, then I is compact.
Proof. I = X ∗ x = ϕx(X), that is I is continuous image of a compact set
and therefore it is compact.
Now let us characterize the minimal left ideals starting from a particular
minimal left ideal.
Proposition 1.3.4. Let I be a minimal left ideal and J a left ideal. J is
minimal if and only if there exists x such that J = I ∗ x.
Proof. (⇒) Let x ∈ J , I ∗ x is a left ideal and I ∗ x ⊆ J , So by minimality,
I ∗ x = J .
(⇐) Let ∅ 6= L ⊂ I ∗ x be a left ideal. Let Γ = { y ∈ I | y ∗ x ∈ L } ⊆ I. I is
minimal, then Γ = I, that is I ∗ x ⊆ L. Therefore I ∗ x is minimal.
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As the intuition suggest,
Proposition 1.3.5. Let I be a minimal left ideal and J a bilateral ideal.
Then I ⊆ J .
Proof. I ∩ J 6= ∅ as I · J ⊆ I ∩ J . I ∩ J ⊆ I, then by minimality of I,
I ∩ J = I, that is I ⊆ J .
As a consequence of the preceding results, we can construct a very
important object of compact topological semigroups, the smallest bilateral
ideal.
Proposition 1.3.6. In every topological right semigroup, (X, ∗) there ex-
ists the smallest bilateral ideal, named K(X, ∗). More precisely K(X, ∗) =⋃ { I | I is a minimal left ideal }.
Proof. K(X, ∗) is a left ideal as it is union of left ideals.
K(X, ∗) is a right ideal: to see this we prove that given x ∈ K(X, ∗), y ∈ X,
x ∗ y ∈ K(X, ∗). x ∈ K(X, ∗) implies that x ∈ I, with I left ideal. By the
previous proposition, I ∗y is also a left ideal, then x∗y ∈ I ∗y ⊆ K(X, ∗).
As a corollary, since (βN,⊕) and (βN,) are compact right topological
semigroups, we have:
Corollary 1.3.7. (βN,⊕) and (βN,) have the smallest bilateral ideal:
K(βN,⊕) =
⋃
{ I | I is minimal left ideal in (βN,⊕) } ,
K(βN,) =
⋃
{ I | I is minimal left ideal in (βN,) } .
K(βN,⊕) and K(βN,) satisfy Ellis’s Theorem, in particular they con-
tain idempotent ultrafilters that can be characterized in the following
Proposition 1.3.8. 1. There exist minimal idempotent ultrafilters in
(βN,⊕) (resp. (βN,)), that is U ∈ K(βN,⊕) (resp. U ∈ K(βN,))
and U ⊕U = U (resp. U U = U);
2. let U be minimal. Then K = βN⊕U ⊕βN, so ∀V,W, V ⊕U ⊕W is
minimal. Conversely every minimal ultrafilter can be written in the
form above, that is ∀Z minimal ∃V,W such that Z = V ⊕U ⊕W. (We
obtain the same characterisation in the multiplicative case too.)
Proof. We prove the thesis only in the additive case, the multiplicative case
is analogous.
1. Let I ⊆ βN be a minimal left ideal. I is closed under the operation ⊕,
because I ⊕ I ⊆ βN⊕I ⊆ I, then it is a right topological semigroup
with the operation ⊕. Besides it is compact and a Hausdorff space,
then, by Ellis Theorem, it has idempotents.
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2. Given V,W ∈ βN, we have that V ⊕U ⊕W ∈ K(βN,⊕), as K(βN,⊕)
is a bilateral ideal.
Conversely, let U be minimal and I minimal left ideal that contains U .
Given Z ∈ K(βN), Z belongs to a suitable minimal left ideal J , then
there exists W such that J = I ⊕W and I = J ⊕ U . In conclusion,
J = I ⊕ W = J ⊕ U ⊕W, that is there exists V ∈ βN such that
Z = V ⊕U ⊕W.
1.4 Nonstandard analysis
Let us briefly see some fundamental aspects of nonstandard analysis (for
further details see section 4.4 of [CK90]).
Definition 1.4.1. Let X be a set of atoms. The superstructure over X is
the increasing union
V (X) =
⋃
n∈N
Vn(X),
where V0(X) = X and, by induction, Vn+1(X) = Vn(X) ∪ P(Vn(X)). It is
assumed that (a copy of) the natural numbers N ⊆ X.
Definition 1.4.2. A superstructure model of nonstardard methods is a triple
〈V (X), V (Y ), ∗〉 where:
1. V (X), V (Y ) are superstructures;
2. ∗X = Y ;
3. ∗n = n for all n ∈ N;
4. ∗ : V (X)→ V (Y ) satisfies the following transfer principle.
Definition 1.4.3 (Transfer principle). Let P (a1, . . . , an) be a property of the
standard objects a1, . . . , an expressed as a bounded quantifier formula1 in the
first order language L = {  } of set theory. Then P (a1, . . . , an) is true if and
only if the same sentence is true about the corresponding hyper-extensions
∗a1, . . . ,∗an. That is:
P (a1, . . . , an)⇔ P (∗a1, . . . ,∗an)
We call the function ∗ star map, and the image of an object A star-
transform or hyper-extension of A.
One can prove that superstructure models of nonstandad analysis exist.
They can be constructed using the ultrapower construction (for further
details see section 4.4 of [CK90]).
1A bounded quantifier formula is a formula ϕ such that all of the quantifiers occurring
in ϕ are bounded, that is they occur in the following form: ∀x ∈ A, ∃x ∈ B; and they
never occur in the form ∀x, ∃x
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Proposition 1.4.4. For all A and B, the following properties hold:
1. A = B ⇔ ∗A = ∗B;
2. A ∈ B ⇔ ∗A ∈ ∗B;
3. A ⊆ B ⇔ ∗A ⊆ ∗B;
4. ∗(A ∩B) = ∗A∩ ∗B;
5. ∗(A ∪B) = ∗A∪ ∗B;
6. ∗(A \ B) = ∗A \ ∗B; taken A = N and B ⊆ N we have that ∗(Bc) =
(∗B)c;
7. ∗(A×B) = ∗A× ∗B;
8. ∗ {x ∈ A | P (x,A1, . . . , An) } = { ξ ∈ ∗A | P (ξ, ∗A1, . . . , ∗An) }, where
P is a property expressed as a bounded quantifier formula.
Let us concentrate on the hyper-extensions of sets of numbers.
The star-transforms of the natural, integer, rational, real numbers are partic-
ularly important, they are called set of hyper-naturals, ∗N, hyper-integers,
∗Z, hyper-rationals, ∗Q, hyper-reals, ∗R.
Clearly ∗N ⊆ ∗Z ⊆ ∗Q ⊆ ∗R.
As the intuition suggests, the hyper-extensions of this particular sets
satisfy analogous properties of their starting objects.
Proposition 1.4.5. a
1. Every ν ∈ ∗N \N is infinite, that is for all n ∈ N, n < ν;
2. the natural numbers are a proper initial segment of the hyper-natural
numbers, that is N ⊆ ∗N and for every ν ∈ ∗N, ν < n ∈ N ⇒ ν ∈ N;
3. every ξ ∈ ∗Z has a successor, that is exists ζ ∈ ∗Z, ζ > ξ and ∀η ∈ ∗Z
with η > ξ, ζ ≤ η;
4. for every ν ∈ ∗Z, there are no hyper-natural numbers, θ, strictly between
ν and ν + 1, that is such that ν < θ < ν + 1;
5. the hyper-naturals are unbounded in the hyper-reals, that is for every
ζ ∈ ∗R there exists ν ∈ ∗N such that ζ < ν;
6. ∗Q and ∗R \ ∗Q are dense in ∗R.
These properties follow as direct applications of transfer principle.
A property that is satisfied by particular models of nonstandard analysis
is the following
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Definition 1.4.6 (κ+-enlarging property). Let κ be a cardinal. We say that
a model of nonstandard methods has the κ+-enlarging property if for every
family F of subsets with the FIP and |F| ≤ κ, we have that ⋂A∈F ∗A 6= ∅.
We now see the connection between ultrafilters and nonstandard analysis.
In particular we deal with the canonical way to associate an ultrafilter on N
to each hyper-natural number.
Definition 1.4.7. Let ∗N be a hyper-extension of N. For every hyper-natural
number α in ∗N,
Uα = {A ⊆ N | α ∈ ∗A }
is an ultrafilter on N, called the ultrafilter generated by α.
It is easy to show that Uα satisfies the properties of ultrafilter, in fact:
trivially N is in Uα and the emptyset is not. The other properties follow
from Proposition 1.4.4.
If A,B ∈ Uα then α ∈ ∗A and α ∈ ∗B, that is α ∈ ∗A∩ ∗B =∗ (A ∩B).
If A ∈ Uα and B ⊇ A, then ∗B ⊇ ∗A and α ∈ ∗A, so α ∈ ∗B.
In particular Uα is a filter. We therefore need to verify that the property
"A /∈ Uα implies Ac ∈ Uα" holds. In other words we have to verify that
"α /∈ ∗A implies α ∈ ∗(Ac)", but this is true as ∗(Ac) = (∗A)c.
Besides Uα is principal if and only if α ∈ N is finite.
Proposition 1.4.8. Let ∗N be a hyper-extension of N with c+-enlarging
property. For every ultrafilter U on N there exists α ∈ ∗N such that U = Uα.
Proof. Let {A }A∈U the family of subsets in U . Such a family has the finite
intersection property, and so ⋂
A∈U
∗A 6= ∅
by the c+-enlarging property. We can therefore find α ∈ ⋂A∈U ∗A, that is
α ∈ ∗A for every A ∈ U . Then U = Uα (ultrafilters are maximal element,
when one is contained in another, they are equal).
Definition 1.4.9. Let U an ultrafilter on N. We call the u-monad of U the
set
µ(U) = {α ∈ ∗N | U = Uα } .
Clearly µ(Un) = {n } if n is a natural number.
Definition 1.4.10. We say that two element α, β ∈ ∗N are u-equivalent,
and we write α ∼
u
β, if Uα = Uβ , that is if they generate the same ultrafilter,
i.e. if α and β belong to the same u-monad.
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Definition 1.4.11. The U-map is the function U : ∗N → βN defined by
putting for every hyper-natural number α in ∗N, U(α) = Uα.
The definition of u-equivalence can be also seen through the U-map as
follows: let α, β two hyper-natural numbers,
α, β are u-equivalent if and only if U(α) = U(β).
If we assume c+-enlarging, the U-map is surjective. However
Proposition 1.4.12. Assume c+-enlarging. The U-map is not an injective
function. Furthermore, given a non-principal ultrafilter U , the u-monad of
U contains at least |∗N| elements.
Proof. Let U be a non-principal ultrafilter. For every A ∈ U , we denote
ΓA = { f : N→ A | f is injective } .
ΓA has the finite intersection property, in fact: ΓA1 ∩ . . . ∩ ΓAn = ΓA1∩...∩An
(A1 ∩ . . . ∩An is non-empty as it is an element of U).
By the c+-enlarging property, ⋂A∈U ∗ΓA is non-empty. Let θ ∈ ⋂A∈U ∗ΓA.
We now prove that for every hyper-natural number α, θ(α) ∈ µ(U).
θ ∈ ⋂A∈U ∗ΓA means that θ ∈ ΓA or better than the image of θ is in ∗A for
every A in U . In other words the image of θ is in µ(U). As θ is injective,
|∗N| ≤ |µ(U)|.
Definition 1.4.13. A single superstructure model of nonstardard methods
is a superstructure model of the form 〈V (X), V (X), ∗〉.
Single superstructure models can be constructed by a suitable modifica-
tion of the ultrapower construction of models of nonstandard analysis.
Definition 1.4.14. For every natural number n we define a function n∗ as
the n-th iterated composition of the star map with itself.
By transfer, one proves the following
Proposition 1.4.15. .
(i) ∗N ( ∗∗N;
(ii) if ξ ∈ ∗N \N, then ∗ξ ∈ ∗∗N \ ∗N;
(iii) the hyper-natural numbers are a proper initial segment of their star
transform, that is ∗N ⊆ ∗∗N and for every ν ∈ ∗∗N, ν < ξ ∈ ∗N ⇒
ν ∈ ∗N.
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Definition 1.4.16. Let 〈V (X), V (X), ∗〉 be a single superstructure model
of nonstardard methods. The ω-hyper-extension of N, denoted by •N is the
union of all hyper-extension n∗N:
•N =
⋃
n∈N
n∗N .
Definition 1.4.17. Let α ∈ •N \ ∗N. We call height of α (denoted as h(α))
the least natural number n such that α ∈ n∗N.
We can extend the notion of generated ultrafilter to every element of •N,
by putting for γ ∈ •N:
Uγ = {A ⊆ N | γ ∈ h(γ)∗A } .
Proposition 1.4.18. Let U be an ultrafilter on N and α ∈ •N. For every
natural number n, the following conditions are equivalent:
(i) α is a generator of U ;
(ii) n∗α is a generator of U .
Proof. α is a generator of U means that for every A ∈ U , α ∈ h(α)∗A =
•A∩ h(α)∗N.
But α ∈ •A if and only if n∗α ∈ •A (this fact follows directly from the
definitions). In particular
A ∈ Uα ⇔ A ∈ Un∗α,
and this proves the thesis.
Iterated hyper-extension can be used to characterize sums and products
in βN.
Proposition 1.4.19. Let α, β ∈ ∗N and A ⊆ N. The following conditions
hold:
(i) A ∈ Uα⊕Uβ if and only if α+∗β ∈ ∗∗A;
(ii) A ∈ UαUβ if and only if α ·∗β ∈ ∗∗A.
Proof. (i). Putting Aˆ = {n ∈ N | A− n ∈ Uβ }, we have that
∗Aˆ =∗ {n ∈ N | A− n ∈ Uβ } = ∗{n ∈ N | n+ β ∈ ∗A } =
{ ξ ∈ ∗N | ξ +∗β ∈ ∗∗A } .
So
A ∈ Uα⊕Uβ ⇔ Aˆ ∈ Uα ⇔ α ∈ ∗Aˆ⇔ α+∗β ∈ ∗∗A .
1.4 Nonstandard analysis 15
(ii). The proof is analogous to the previous point.
Putting Aˆ = {n ∈ N | A/n ∈ Uβ }, we have that
∗Aˆ =∗ {n ∈ N | A/n ∈ Uβ } = ∗{n ∈ N | n · β ∈ ∗A } =
{ ξ ∈ ∗N | ξ ·∗β ∈ ∗∗A } .
So
A ∈ UαUβ ⇔ Aˆ ∈ Uα ⇔ α ∈ ∗Aˆ⇔ α ·∗β ∈ ∗∗A .
As a consequence of this proposition we obtain a characterisation of
idempotent ultrafilters; let us see in details.
Proposition 1.4.20. Let α ∈ ∗N. The ultrafilter Uα is
(i) additive idempotent if and only if α ∼
u
α+∗α;
(ii) multiplicative idempotent if and only if α ∼
u
α ·∗α.
Proof. From the preceding proposition α+∗α is a generator of Uα⊕Uα that
equals Uα, so α+∗α and α generate the same ultrafilter.
The number α ·∗α is a generator of UαUα that equals Uα, so α ·∗α and α
generate the same ultrafilter.
As an example of applications of nonstandard analysis in the study of
algebra in βN let us prove the Proposition 1.2.8.
Proposition 1.4.21. ⊕,  are not commutative.
Proof. Let us only discuss the additive case.
Let us prove that the center of βN is the set of principal ultrafilters:
A ∈ Up ⊕ U ⇔ {n | A− n ∈ U } ∈ Up ⇔ A− p ∈ U ;
and
A ∈ U ⊕Up ⇔ {n | A− n ∈ Up } ∈ U ⇔ {n | p ∈ A− n } ∈ U
⇔ {n | n ∈ A− p } ∈ U ⇔ A− p ∈ U .
Therefore Up ⊕ U = U ⊕Up.
Now let U be a non-principal ultrafilter, U = Uα with α ∈ ∗N \N. Let
A = ⋃n∈N(x2n, x2n+1], where {xn}n∈N is an increasing sequence of natural
numbers.
We distinguish two cases:
1. {α+ n | n ∈ N } belongs definitively to ∗A = ⋃ν∈∗N(x2ν , x2ν+1];
2. {α+ n | n ∈ N } is definitively out of ∗A.
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Let suppose that the first condition holds. There exists ν ∈ ∗N such that
{α+ n | n ∈ N } ⊆ (x2ν , x2ν+1] definitively. Let V = Ux2ν+1 .
A ∈ U ⊕V if and only if {n | A− n ∈ V } ∈ U if and only if B ∈ U , where
B = {n | x2ν+1 + n ∈ ∗A) } ∈ U . B is empty, then A /∈ U ⊕V.
A ∈ V ⊕U if and only if C ∈ V, where C = {n | α+ n ∈ ∗A } ∈ V. C is
equal to N except a finite number of naturals. Then A ∈ V ⊕U .
If we assume that the second condition holds, choosing V = Ux2ν , we have
that A ∈ U ⊕V, but A /∈ V ⊕U .
In both cases U ⊕V 6= V ⊕U .
1.5 Partition regularity
We introduce a notion that is strictly related to ultrafilters and hyper-natural
numbers: the partition regularity of a family of polynomials. Let us start
with some definitions.
Definition 1.5.1. A finite colouring of a set X is a finite partition X =
C1 ∪ . . . ∪Cr. If the number of colours is r, we call the partition r-colouring.
We say that Y ⊆ X is monochromatic if Y ⊆ Ci for some i ∈ { 1, . . . , r }.
Definition 1.5.2. A polynomial P (x1, . . . , xn) is (injectively) partition reg-
ular on N if for every finite colouring of N there are (mutually distinct)
monochromatic natural numbers a1, . . . an such that P (a1, . . . , an) = 0.
Definition 1.5.3. Let U be an ultrafilter on N and P (x1, . . . , xn) be a
polynomial. We say that
(i) U is a P -witness if and only if for every A ∈ U there exist a1, . . . , an ∈ A
such that P (a1, . . . , an) = 0;
(i) U is a injective P -witness if and only if for every A ∈ U there exist
mutually distinct elements a1, . . . , an ∈ A such that P (a1, . . . , an) = 0.
The last two definitions are, in sense that we explain in the next result,
strictly connected.
Theorem 1.5.4. Let P (x1, . . . , xn) be a polynomial. These facts are equiv-
alent:
(i) P is (injectively) partition regular;
(ii) there exists a (injective) P -witness ultrafilter U ;
(iii) there exist (mutually distinct) u-equivalent hyper-naturals α1, . . . , αn
such that P (α1, . . . , αn) = 0.
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Proof. Let us consider the injective case, the general is analogous.
((i)⇒(ii)). Let us define
S = {A ∈ N | A contains an injective solution of P } ,
an upward closed family of non-empty subsets of N. By the hypothesis S is
injective partition regular, i.e. for all finite colouring of natural numbers we
can find a monochromatic element of S.
Our aim is to prove the existence of an ultrafilter contained in S.
Let consider the family
FS = {A ∈ N | Ac /∈ S } .
Let us prove that FS have the finite intersection property; as a consequence
we will have that FS is contained in an ultrafilter U , and then U ⊆ S. In
fact: if A ∈ U then Ac /∈ U , therefore Ac /∈ FS , i.e. (Ac)c = A ∈ S.
Let A1, . . . , Ak be elements of FS . If A1∩· · ·∩Ak = ∅, then Ac1∪· · ·∪Ack = N.
Since S is partition regular there exists an index i such that Aci ∈ S, i.e.
Ai /∈ FS and this is absurd. The partition regular property also holds if
we do not consider pairwise disjoint set, in fact: if N = A1 ∪ · · · ∪ Ak, let
consider Di = Ai \⋂i 6=iAj ; we have now a finite colouring of N and then a
Di ∈ S; since S is upward closed we have the thesis.
((ii)⇒(i)). As N ∈ U , there exists an index i such that Ci ∈ U . By the
definition of U we can find a1, . . . , an ∈ Ci such that P (a1, . . . , an) = 0.
((ii)⇒(iii)). Let U an iniective P -witness ultrafilter. By the hypothesis, the
set
ΓA = {(a1, . . . , an) ∈ An | a1, . . . , an are mutually distinct and
P (a1, . . . , an) = 0}
is non-empty for all A ∈ U . So we can consider the family {ΓA | A ∈ U }
that has the finite intersection property, in fact: ΓA1 ∩ . . .∩ΓAn = ΓA1∩...∩An
(A1 ∩ . . . ∩An is non-empty as it is an element of U).
By the c+-enlarging property Γ = ⋂A∈U ∗ΓA is non-empty. Let θ ∈⋂
A∈U ∗ΓA.
The formula
∀(a1, . . . , an) ∈ ΓA, P (a1, . . . , an) = 0
results with the transfer principle in:
∀(α1, . . . , αn) ∈ ∗ΓA, P (α1, . . . , αn) = 0.
Let (α1, . . . , αn) ∈ Γ, P (α1, . . . , αn) = 0 and, by construction, α1, . . . , αn are
all in µ(U) as αi ∈ ∗A for all i and for all A ∈ U .
((iii)⇒(ii)). Let P (α1, . . . , αn) = 0, where α1, . . . , αn ∈ µ(U) are u-equivalent,
and assume that,by contradiction, U is not an injective P -witness ultrafilter.
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Then there exists A ∈ U such that for all mutually distinct a1, . . . , an ∈ A,
P (a1, . . . , an) 6= 0.
Translating this formula with transfer we have that
∀ mutually distinct α1, . . . , αn ∈ ∗A, P (α1, . . . , αn) 6= 0.
Since µ(U) ⊆ ∗A, for all mutually distinct α1, . . . , αn ∈ µ(U), P (α1, . . . , αn) 6=
0 and this is absurd. So U is a P -witness ultrafilter.
This result is fundamental as we can analyse partition regularity problems
in two different, but equivalent, points of view.
CHAPTER 2
SOME RESULTS IN RAMSEY THEORY
In 1928 the English mathematician Frank Plumpton Ramsey published his
paper "On a problem of formal logic" [Ra28] in which he proved what would
become known as Ramsey Theorem. The paper has led to a large area of
combinatorics now known as Ramsey Theory. In this chapter we explore
some major results in Ramsey Theory.
In 1916 Issai Schur proved that in any finite colouring of the natural num-
bers there must exist three monochromatic elements, x, y and z such that
x+ y = z.
This basic result was generalised by Richard Rado in 1933 that gave a
characterisation of the systems of linear diophantine equations to which a
monochromatic solution can be found in any finite colouring of the natural
numbers.
Between Schur proving this theorem in 1916 and Rado publishing his theorem
in 1933, Van der Waerden published in 1927 (a year earlier than Ramsey’s)
his theorem. That theorem with Ramsey Theorem, are now considered
central to Ramsey Theory.
Van der Waerden proved that in any finite colouring of the natural numbers
there must exist some monochromatic arithmetic progression with k terms.
Besides we turn to Hindman’s Theorem, that was proved in 1974. Hindman’s
Theorem states that, for every finite colouring of the natural numbers there
exists some infinite subset A ⊆ N such that all the finite sums of the elements
of A are monochromatic.
Finally we deal with Milliken-Taylor Theorem (dating back to 1975), the
most recent theorem which we examine, that extends these results.
Let us begin by examining Ramsey’s Theorem.
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2.1 Ramsey Theorem
Let us start this section with an example.
Let us suppose to be at a party and randomly choose six person. We can be
sure that among those there are 3 persons who know each other or 3 persons
who do not. Let us analyse the reason why.
Let us name A,B,C,D,E, F the 6 persons and focus on one of them, let us
say A. It will happen just one of the following two possibilities:
1. A knows at least 3 persons;
2. A does not know at least 3 persons.
Let us consider the first possibility to be valid (in the other case the proof is
analogue). For instance: let us assume that A knows B, C and D. If those
latter 3 do not know each other then we already have the thesis. Otherwise
at least 2 of them know each other, let us say B and C. As a consequence,
A, B and C know each other and the thesis is achieved.
If instead we take into consideration an homogeneous group of 4 individuals
who either know each other or do not, we would need at least 18 individuals.
The complexity of the problem increases and becomes almost insurmount-
able. For example, for n = 10, one knows only that the searched number is
between 798 and 23556. Ramsey Theorem say that optimal numbers exist
for all n (even if it does not provide precise estimates of their size).
Before examining Ramsey Theorem, we introduce a definition.
Definition 2.1.1. Given a natural number n, the set of subsets of N with
cardinality n (or set of n-tuples) is denoted by
[N]n = {A ⊆ N | |A| = n } .
Theorem 2.1.2 (Ramsey). Every finite colouring of [N]n admits an infinite
subset whose n-tuples are monochromatic.
This is the result that gives the name to this branch of mathematics.
We base all the proof on the nonstardard analysis and its fundamental tools
as transfer principle and star map.
Proof. For n = 1 the proof is trivial: the thesis states that in every finite
colouring of an infinite set there is at least one infinite colour.
Let n = 2. Given a finite colouring [N]2 = C1 ∪ · · · ∪ Cr, consider the
hyper-hyper-extension:
[∗∗N]2 = ∗∗[N2] = ∗∗C1 ∪ · · · ∪ ∗∗Cr .
Given ξ ∈ ∗N, let i be the index such that the couple {ξ, ∗ξ} ∈ ∗∗Ci, and put
A = {x ∈ N | {x, ξ} ∈ ∗Ci }. Clearly ξ ∈ ∗A.
We now inductively define the sequence { a1 < a2 < · · · } as follows.
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• Pick any a1 ∈ A, and put B1 = { b ∈ N | {a1, b} ∈ Ci }. Therefore
{a1, ξ} ∈ ∗B1 and ξ ∈ ∗A∩ ∗B1, and so A ∩B1 is infinite. 1
• Pick a2 ∈ A ∩B1, with a2 > a1.
Since a2 ∈ B1, then {a1, a2} ∈ Ci.
Since a2 ∈ A then {a2, ξ} ∈ ∗Ci; in other words ξ ∈ ∗B2, where
B2 = { b ∈ N | {a2, b} ∈ Ci }. Therefore ξ ∈ ∗A∩ ∗B1 ∩ ∗B2 and so
A ∩B1 ∩B2 is infinite.
• Pick a3 ∈ A ∩B1 ∩B2 such that a3 > a2, and iterate the process.
In this way we find an infinite set H = { a1 < a2 < · · · } whose pairs are
monochromatic.
Let n = 3. Identify [N]3 with the upper-diagonal { (x, y, z) ∈ N3 | x < y < z }.
As above, given a finite colouring [N]3 = C1 ∪ · · · ∪ Cr, consider the hyper-
hyper-extension:
[∗∗N]3 = ∗∗[N3] = ∗∗C1 ∪ · · · ∪ ∗∗Cr .
For all ξ ∈ ∗N the triple (ξ, ∗ξ, ∗∗ξ) belongs to Ci, for a suitable index i.
Let consider, for n, n′ ∈ N
• X = {n ∈ N | (n, ξ, ∗ξ) ∈ ∗∗Ci },
• Xn = {n′ ∈ N | (n, n′, ξ) ∈ ∗Ci } and
• Xn,n′ = {n′′ ∈ N | (n, n′, n′′) ∈ Ci }
and their hyper-extensions
• ∗X = {α ∈ ∗N | (α, ∗ξ, ∗∗ξ) ∈ 3∗Ci },
• ∗Xn = {α ∈ ∗N | (n, α, ∗ξ) ∈ ∗∗Ci } and
• ∗Xn,n′ = {α ∈ ∗N | (n, n′, α) ∈ ∗Ci }.
Observe that n ∈ X ⇔ ξ ∈ ∗Xn and n′ ∈ Xn ⇔ ξ ∈ ∗Xn,n′ .
By the assumptions, ξ ∈ ∗X, and so X is infinite. Pick h1 ∈ X.
By the previous observations ξ ∈ ∗X ∩ ∗Xh1 , and so X ∩Xh1 is infinite.
Pick h2 > h1 in X ∩Xh1 . We have that
h2 ∈ X ⇔ ξ ∈ ∗Xh2 ,
h2 ∈ Xh1 ⇔ ξ ∈ ∗Xh1,h2 .
Then ξ ∈ ∗X ∩ ∗Xh1 ∩ ∗Xh2 ∩ ∗Xh1,h2 , and we can take h3 ∈ X ∩Xh1 ∩Xh2 ∩
Xh1,h2 .
1We use the following fact:
A subset A of N is infinite if and only if its hyper-extension ∗A contains infinite numbers.
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In this way we find an infinite set H = {h1 < h2 < · · · } whose triple are
monochromatic, with hn taken in
∗X ∩
⋂
i<n
∗Xhi ∩
⋂
1≤i<j<n
∗Xhi,hj .
Ramsey theory is about finding monochromatic subsets with a certain
arithmetic structures. It starts with the following theorem of Schur, which
turns out to be an easy application of Ramsey Theorem.
Theorem 2.1.3 (Schur). In every finite colouring of natural numbers there
is a monochromatic triple a < b < a+ b, called Schur triple.
Proof. Let N = C1 ∪ . . . ∪ Cr be a colouring of natural numbers. Define a
new colouring [N]2 = D1 ∪ . . . ∪Dr by putting:
{x < y } ∈ Di ⇔ y − x ∈ Ci.
By Ramsey Theorem there exists an infinite H = {h1 < h2 < · · · } whose
pairs are monochromatic (i.e. [H]2 ⊆ Di for some i).
Putting a = h2 − h1 we have that {h1, h2 } ∈ Di and therefore a ∈ Ci. We
choose k such that a < hk − h2 and we put b = hk − h2. Then b is in Ci and
a+ b = h2 − h1 + hk − h2 = hk − h1 belongs to Ci too.
Schur used the finite version of this result in his work related to Fermat’s
Last Theorem. More specifically, he proved that Fermat’s Last Theorem2 is
false in the finite field Zp for any suitable prime p.
Theorem 2.1.4 (Schur, finite version). For all natural number r, there
exists N ∈ N such that in every finite colouring of { 1, . . . , N } there is a
monochromatic Schur triple a < b < a+ b.
Proof. Let assume, by contradiction, that for any n ∈ N there exists an
r-colouring { 1, . . . , n } = Cn1 ∪ . . . ∪ Cnr without Schur triples.
Let x ∈ N and Γi(x) = {n ∈ N | x ∈ Cni }. Consider a non-principal ultrafil-
ter U . Notice that Γ1(x) ∪ · · · ∪ Γn(x) = [x,+∞) ∈ U . By the properties of
ultrafilters there exists an unique index i such that Γi(x) ∈ U .
Define now a colouring of natural numbers [N] = C1 ∪ . . . ∪ Cr by putting:
x ∈ Ci ⇔ Γi(x) ∈ U .
2In 1637 (there is some debate about the date), Fermat scribbled into the margins of
his copy of Arithmetica by Diophantus, that
It is impossible for a cube to be the sum of two cubes, a fourth power to be the sum of
two fourth powers, or in general for any number that is a power greater than the second to
be the sum of two like powers. I have discovered a truly marvellous demonstration of this
proposition that this margin is too narrow to contain.
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By the infinite version of Schur’s Theorem there exists a monochromatic
Schur triple a < b < a+ b ∈ Ci. By the definition of the colouring we have
that Γi(a),Γi(b),Γi(a+ b) ∈ U , and so their intersection is non-empty. Then
we find N ∈ Γi(a) ∩ Γi(b) ∩ Γi(a+ b), that means that a < b < a+ b ∈ CNi ,
and this is absurd.
Theorem 2.1.5. For any k ∈ N the equation xk + yk = zk has no trivial
solution in every field Zp, for any sufficiently large prime p.
Proof. Let us consider, in the multiplicative semigroup Z∗p, the subgroup
Mk = { ak | a ∈ Z∗p } of the k-powers. Notice that [Mk : Z∗p] = gcd(k, p−1) =
r ≤ k.
By the finite version of Schur’s Theorem we have that, colouring Z∗p as follows
Z∗p ' Zp−1 =
r⋃
j=1
ajMk,
we can find a natural number N such that, for all p− 1 ≥ N , there exists a
monochromatic Schur triple. Let u < t < u+ t such a triple and i its colour.
We can write u = aiξk, t = aiηk and u+ t = aiζk, whence
aiξ
k + aiηk = aiζk,
and, dividing by ai, we obtain the thesis.
2.2 From the infinite to the finite
All the results of this chapter has two versions: the infinite one, if we consider
colouring of natural numbers, or the finite one, if we consider a particular
natural. In this section we introduce a technique, the compactness principle,
to pass from the first case to the second one.
Let us start with a definition.
Definition 2.2.1. Let A be a family of sets and let r be a natural number.
A is r-regular on a set X if, whenever X is r-coloured, there exists an element
of A that is monochromatic. In other words:
∀X = C1 ∪ · · · ∪ Cr, ∃A ∈ A ∃i such that A ⊆ Ci.
Theorem 2.2.2 (Compactness principle). If A is a family of finite sets
r-regular on a infinite set X, then A is r-regular on a finite subset Y of X.
Proof. Let us assume, by contradiction, that for all Y ⊆ X finite there exists
a r-colouring of Y , Y = CY1 ∪ · · · ∪ CYr , without the required property, that
is for all A ∈ A, for all i, A * Ci.
Now define a r-colouring ofX. First let J = Pfin(X) = {Y ⊆ X | Y is finite },
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and consider, for all x ∈ X the set xˆ = {Y ∈ J | x ∈ Y }. Let us observe
that ⋂nj=1 xˆj = {Y ∈ J | x1, . . . , xn ∈ Y } 3 {x1, . . . , xn }, and so the family
{ xˆ | x ∈ X } has the finite intersection property and then we can pick an
ultrafilter U that extends it.
If we define Γi(x) = {Y ∈ J | x ∈ CYi }, then Γ1(x) ∪ · · · ∪ Γr(x) = xˆ ∈ U ,
and so there exists an unique index i such that Γi(x) ∈ U . The r-colouring
X = C1 ∪ · · · ∪ Cr is the following:
x ∈ Ci ⇔ Γi(x) ∈ U .
By the hypotheses, A is r-regular on X, then there exist A ∈ A and an
index i such that A ⊆ Ci. But A is finite, then A = {x1, . . . , xn }. In
other words ⋂nj=1 Γi(xj) ∈ U , and so it is non-empty. Therefore there exists
Y ∈ ⋂nj=1 Γi(xj) and then in the r-colouring Y = CY1 ∪ · · · ∪ CYr , x1, . . . , xn
and then A are monochromatic, against the assumption.
Let us apply, for example, the compactness principle to infinite Schur’s
Theorem.
Example 2.2.3. Let A = { {a, b, a+ b ∈ N} | a < b, a+ b }. A is r-regular
on N, and so there exists Y ⊂ N finite on which A is r-regular. Since Y
is finite, there exists n ∈ N such that Y ⊆ { 1, . . . , n }. The property that
we want prove is upward closed and this prove the finite version of Schur’s
Theorem.
In the same way we can obtain a finite version of Ramsey Theorem.
2.3 Van Der Waerden’s Theorem
Schur’s Theorem can be generalized, we see that it is a particular case of
a more general theorem regarding systems of linear equations, known as
Rado’s Theorem.
Before analysing it, we need to examine some important results, namely Van
Der Waerden’s Theorem and two interesting applications of its.
Theorem 2.3.1 (Van Der Waerden, infinite version). For every colouring
of the natural numbers there exist monochromatic arbitrarily long arithmetic
progressions.
This theorem was proved by Van Der Waerden in a purely combinatorial
way, and much later one has found proofs in the topological environment.
We prove the theorem with a rarely utilized proof that involves the ultrafilter
theory.
Proof. Let V be a minimal ultrafilter, and let i be the index such that Ci ∈ V .
The thesis follows from the following
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Proposition 2.3.2. Let V be a minimal ultrafilter. Then every A ∈ V
contains arbitrarily long arithmetic progressions.
Proof. Let k ∈ N and N0 = N∪{ 0 }. Let us consider the topological space
(βN0)k = βN0× · · · × βN0︸ ︷︷ ︸
k times
,
with the operation
(U1, . . . ,Uk)⊕k (U ′1, . . . ,U ′k) = (U1⊕U ′1, . . . ,Uk⊕U ′k).
By the definition, it follows that (βNk,⊕k) is a compact and Hausdorff right
topological semigroup.
Let
AP k = { (a, a+ d, . . . , a+ (k − 1)d) | a ∈ N0 and d ∈ N } ⊆ Nk0 .
Identifying the natural numbers with the principal ultrafilters, we have that
AP k ⊆ βNk0. If we name AP k the topological closure of AP k in βNk0, then
for all U ∈ βN the following facts are easily shown to be equivalent:
• Uk = (U , . . . ,U) ∈ AP k;
• for all A ∈ U , (OA × · · · × OA) ∩AP k 6= ∅;
• for all A ∈ U , there exist a, d ∈ N0, d ≥ 1, such that a, a+ d, . . . , a+
(k − 1)d ∈ A.
To prove the thesis we have to verify that if V is minimal, then Vk ∈ AP k.
Consider the diagonal ∆k = { (a, . . . , a) | a ∈ N0 } ⊆ Nk0, that we can see as
the set of arithmetic progressions with common difference 0. It is easy to
show that ∆k = { (U , . . . ,U) | U ∈ βN0 }, in fact: if U = (U1, . . . ,Uk) ∈ ∆k,
with for example U1 6= U2, then there exist A1, A2 ⊆ N, such that A1 ∈ U1,
A2 ∈ U2 and A1∩A2 = ∅. Then (OA1 ×OA2 ×· · · )∩∆k = ∅, that is U /∈ ∆k
and this is absurd.
Finally let X = AP k ∩∆k = AP k ∩∆k.
The thesis will follow from the following three properties:
(1) X is a sub-semigroup of βNk0, and so it is a compact and Hausdorff
right topological semigroup;
(2) AP k is a bilateral ideal of X;
(3) if V is a minimal ultrafilter then Vk is a minimal element of X.
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By (2) and (3) we have that if V is a minimal ultrafilter then Vk ∈ K(X) ⊆
AP k (where K(X) is the the smallest bilateral ideal in X).
Let us prove the three properties. (1) and (2). Let U = (U1, . . . ,Uk) ∈ X
and U ′ = (U ′1, . . . ,U ′k) ∈ X and let (OA1 × · · · × OAk) be a neighbourhood
of U ⊕k U ′.
For all j = 1, . . . , k, Aj ∈ U j ⊕U ′j if and only ifBj = {n | Aj − n ∈ U ′j } ∈ U j .
Then (OB1 × · · · × OBk) is an open neighbourhood of U ∈ X, and by the
hypotheses there exist a + d, . . . , a + kd ∈ AP k ∩ ∆k, with a + jd ∈ Bj ,
that is Cj = Aj − a − jd ∈ U ′j for all j. Therefore (OC1 × · · · × OCk)
is an open neighbourhood of U ′ ∈ X, and again by the hypotheses there
exist b + e, . . . , b + ke ∈ AP k ∩ ∆k, with b + je ∈ Aj − a − dj, that is
(a+ b) + j(d+ e) ∈ Aj . This concludes the point (1).
Notice that if U = (U1, . . . ,Uk) ∈ AP k and U ′ = (U ′1, . . . ,U ′k) ∈ AP k, then
we can assume that d ≥ 1 or e ≥ 1 and then (a+b+(d+e), . . . , a+b+k(d+e)) ∈
AP k and this prove the point (2).
(3). Let I a minimal left ideal in βN0, with V ∈ I. Trivially Ik = I × · · · × I
is a left ideal in βNk0. Let J ∈ Ik be a minimal left ideal and pick U =
(U1, . . . ,Uk) ∈ J an idempotent element. Since U j ,V ∈ I, where I is
a minimal left ideal and U i is idempotent, then V = V ⊕U j . In fact,
βN0⊕U j = I and we can write V = W⊕U j , for a suitable W; then
V ⊕U j = (W⊕U j) ⊕ U j = W⊕(U j ⊕U j) = W⊕U j = V. In conclusion
Vk = Vk⊕kU ∈ J is minimal.
Actually what we really need is the finite version of Van Der Waerdern
Theorem, that we deduce from the preceding theorem by the compactness
principle.
Theorem 2.3.3 (Van Der Waerden, finite version). For all k, r ∈ N there
exists a natural number W = W (k, r) such that, if { 1, . . . ,W } is r-coloured,
then there exists a monochromatic arithmetic progression of length k, that is
there exist a, d ∈ N so that
{ a, a+ d, a+ 2d, . . . , a+ (k − 1)d }
is a monochromatic subset of { 1, . . . ,W }.
Proof. Fixed k ∈ N, it is enough to apply the compactness principle to the
family
A = { { a, a+ d, a+ 2d, . . . , a+ (k − 1)d } ∣∣ a, d ∈ N0, and d ≥ 1}.
A stronger property states that we can find a special monochromatic
arithmetic progression of length k + 1.
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Theorem 2.3.4. For all k, r, s ∈ N there exists a natural number n =
n(k, r, s) such that, if { 1, . . . , n } is r-coloured, there exist a, d ∈ N so that
{ a, a+ d, a+ 2d, . . . , a+ (k − 1)d } ∪ { sd }
is a monochromatic subset of { 1, . . . , n }.
Proof. If r = 1 it is enough to choose n = max(k, s) and a = d = 1.
Let assume r > 1 and m = n(k, r − 1, s) exists.
Claim. n = n(k, r, s) def= sW (km, r).
Let { 1, . . . , n } = C1 ∪ · · · ∪ Cr be a r-colouring. By the definition of Van
Der Waerden’s number we can find a monochromatic arithmetic progression
of length km in the first W (km, r) natural numbers. let l ∈ { 1, . . . , r } and
let { a+ id′ | 0 ≤ i ≤ km } ∈ Cl such a progression.
If there exists some 1 ≤ j ≤ m such that sd′j ∈ Cl then setting d = jd′ we
find { a, a+ d, a+ 2d, . . . , a+ (k − 1)d } ∪ { sd } ∈ Cl.
Notice that the first k elements are always monochromatic for all choice of
j ≤ m. Indeed, sd ≤ sW (km, r) since d = d′j ≤W (km, r).
If there does not exist some 1 ≤ j ≤ m such that sd′j ∈ Cl, then the set
{ sd′j | 1 ≤ j ≤ m } is at most (r − 1)-coloured.
Define now an (r−1)-colouring of { 1, . . . ,m } by giving every number x in this
set the colour of sd′x. By inductive hypothesis there exists a monochromatic
set, { a, a+ d, . . . , a+ (k − 1)d } ∪ { sd } in { 1, . . . ,m }. From the definition
of the colouring, the set { sd′a, sd′a+ sd′d, . . . , sd′a+ (k − 1)sd′d }∪{ s2d′d }
must be monochromatic since { a, a+ d, a+ 2d, . . . , a+ (k − 1)d } ∪ { sd } is
monochromatic in { 1, . . . ,m }.
As a consequence we furthermore find an arithmetic progression that also
involves the integer numbers.
Corollary 2.3.5. For all k, r, s ∈ N there exists a natural number n =
n′(k, r, s) such that, if { 1, . . . , n } is r-coloured, there exists a, d ∈ N such
that
{ a+ λd | |λ| ≤ k − 1 } ∪ { sd }
is a monochromatic subset of { 1, . . . , n }.
Proof. Using the previous theorem and replacing (k − 1) by 2(k − 1) we can
find a′, d′ ∈ N such that { a′, a′ + d′, a′ + 2d′, . . . , a′ + 2(k − 1)d′ } ∪ { sd′ }
is monochromatic. This is clearly possible since k can be any natural
number. We can then define d = d′ and a = a′ + (k − 1)d′ so that the
elements in { a+ id | |i| ≤ k − 1 } ∪ { sd } correspond to the elements in
{ a′ + id′ | 0 ≤ i ≤ 2(k − 1) } ∪ { sd′ } which we found to be monochromatic.
This last result, with Van Der Waerden’s Theorem, are the basis on
which we establish the proof of Rado’s Theorem.
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2.4 Rado’s Theorem and its consequences
We first define the Cp colouring of the natural numbers.
Definition 2.4.1. For any z ∈ N and p ≥ 2, we may write out the p-
expansion of n, that is, we may write z = n0 +n1p+n2p2 + · · ·+nkpk where
ni ∈ { 0, 1, . . . , p− 1 } for all i.
We define Cp : N → { 1, . . . , p− 1 }, the (p − 1)-colouring of N, by setting
Cp(z) = ni where i is the smallest index such that ni 6= 0.
Such an i is called the rank of z under the Cp colouring.
In other words, Cp is the colouring that associates to every natural number
z the element z/pi mod p, where i = rank(z) is the greatest natural number
such that pi divides z.
We can also see Cp(z) as the first digit non-null, starting from the left, in the
base p representation. Clearly Cp(pz) = Cp(z) for every z ∈ N. Besides,
Lemma 2.4.2. If Cp(y) = Cp(z) then Cp(p−m1y) = Cp(p−m1z), where m1 =
min{rank(y), rank(z)}.
Proof. If Cp(y) = Cp(z) = a, then we have that y = api+ni+1pi+1 + · · ·+njpj
and z = apk +mk+1pk+1 + · · ·+mlpl for some i, j, k, l ∈ N.
Without loss of generality let us assume that rank(y) = i ≤ k = rank(z), i.e.
i = min{rank(y), rank(z)}. Then
p−iy = a+ ni+1p+ · · ·+ njpj−i,
and
p−iz = apk−i +mk+1pk+1−i + · · ·+mlpl−i.
Therefore Cp(p−m1y) = a = Cp(p−m1z).
Now we have all the means to prove Rado’s Theorem, a result that
characterizes the partition regular linear equations.
Theorem 2.4.3 (Rado). Let P (x1, . . . , xn) = c1x1+. . .+cnxn ∈ Z[x1, . . . , xn]
be a linear polynomial, where all ci 6= 0. Then P is partition regular if and
only if the following condition holds
• Rado’s condition: there exists a non-empty subset of the ci that sums
to zero.
Proof. Assume first that Rado’s condition holds. We fix a finite colouring of
N and reorder the coefficients if necessary so that c1 + · · ·+ ck = 0 for some
k ≤ n. If k = n, for every a ∈ N, we can set xi = a, for all 1 ≤ i ≤ n, this
is trivially a monochromatic solution. Indeed, since the coefficients sum to
zero, we have that
c1x1 + c2x2 + · · ·+ cnxn = c1a+ c2a+ · · ·+ cna = (c1 + c2 + · · ·+ cn)a = 0.
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We now assume k < n. We define A = gcd(c1, c2, . . . , ck) and B = ck+1 +
· · · + cn. If B = 0 then, as before, we can easily find a monochromatic
solution. If B 6= 0 we set s = Agcd(A,B) . Notice that s ∈ N. We can find
t ∈ Z so that At+Bs = 0, namely t = −Bgcd(A,B) . By a fundamental result of
arithmetic we can find λ1, ..., λk ∈ Z such that c1λ1 + · · ·+ ckλk = At, since
A = gcd(c1, c2, . . . , ck). We can now find a solution with parameters a and d
to the equation c1x1 + · · ·+ cnxn = 0, by setting:
xi =
{
a+ λid if 1 ≤ i ≤ k,
sd if k < i ≤ n.
Indeed:
c1x1 + · · ·+ cnxn =
k∑
i=1
ci(a+ λid) +
n∑
i=k+1
cisd
= d
k∑
i=1
ciλi + sd
n∑
i=k+1
ci
= d(At+Bs) = d · 0 = 0.
Finally by Corollary 2.3.5, one can find a, d ∈ N such that solutions
{xi | 1 ≤ i ≤ n } are monochromatic. This completes the proof that if some
non-empty subset of the ci sums to zero then P is regular.
Conversely let us now prove that if P is regular then some non-empty subset
of the ci sums to zero. We prove this by contradiction, and assume that
we can find some prime p such that the sum of any non-empty subset of
{ ci | 1 ≤ i ≤ n } is not a multiple of p.
Claim: under this condition, the equation c1x1 + · · · + cnxn = 0 has no
monochromatic solution in N when coloured using Cp. Clearly if our claim is
true then P is not regular over N.
We will prove this claim by contradiction, and we assume that we have
natural numbers x1, . . . , xn which, under the Cp colouring, forms a monochro-
matic solution to c1x1 + · · · + cnxn = 0. We may assume that p - xi for
some i. Indeed Lemma 2.4.2 implies that that p−kx1, . . . , p−kxn also form a
monochromatic solution to c1x1 + · · ·+ cnxn = 0 in which p - p−kxi for some
i, where k is the minimum of the ranks of the xi. We can now reorder the
equation in such a way that p - xi for 1 ≤ i ≤ k and p | xi for k < i ≤ n.
Now,
c1x1 + · · ·+ cnxn ≡ 0 (p),
that is
n∑
i=1
cixi ≡ 0 (p).3
3With z we denote the congruence class of z modulo p.
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Clearly for k < i ≤ n, xi = 0. The xi were defined to be monochromatic
integers and so from the definition of Cp(xi) and since p - xi, for all 1 ≤ i,
j ≤ k, we have that xi = xj 6= 0. Therefore
n∑
i=1
cixi =
k∑
i=1
cixi =
( k∑
i=1
ci
)
x1 = 0.
Since x1 6= 0, we have ∑ki=1 ci = 0 which implies that p divides the sum of
a non-empty subset of { ci | 1 ≤ i ≤ n }, contrary to the assumption. Thus
the claim is proved, that is c1x1 + · · · + cnxn = 0 has no monochromatic
solutions when coloured using Cp colourings.
As a corollary, we can extend this result to some particular class of
nonlinear polynomials.
Corollary 2.4.4 (Multiplicative Rado). Let n,m ≥ 1, a1, . . . an, b1 . . . bm be
positive natural numbers,
P (x1, . . . , xn, y1, . . . , ym) =
n∏
i=1
xaii −
m∏
i=1
ybii .
Then P is partition regular if and only if there are two non-empty subsets
I1 ⊆ { 1, . . . , n } and I2 ⊆ { 1, . . . ,m } such that ∑i∈I1 ai = ∑i∈I2 bi.
Proof. (⇐) By the hypotheses there exist I1 ⊆ { 1, . . . , n }, I2 ⊆ { 1, . . . ,m }
such that ∑i∈I1 ai = ∑i∈I2 bi.
By Rado’s Theorem, the polynomialQ(x1, . . . , xn, y1, . . . , ym)
def= ∑ni=1 aixi−∑m
j=1 bjyj is partition regular.
Given a colouring N = C1 ∪ · · · ∪ Cr, let consider the colouring, N =
D1 ∪ · · · ∪Dr, so defined:
n ∈ Di ⇔ 2n ∈ Ci.
As Q is partition regular, there exists an index i ∈ { 1, . . . , r } and there exist
ξ1, . . . , ξn, ζ1, . . . , ζm ∈ Di such that
n∑
i=1
aiξi =
m∑
j=1
bjζj .
Then
2
∑n
i=1 aiξi = 2
∑m
j=1 bjζj ,
that is
n∏
i=1
(2ξi)ai =
m∏
j=1
(2ζj )bj .
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Therefore (2ξ1 , . . . , 2ξn , 2ζ1 , . . . , 2ζm) is a monochromatic solution of P by the
definition of Di.
(=⇒) If there are no I1 ⊆ { 1, . . . , n }, I2 ⊆ { 1, . . . ,m } such that ∑i∈I1 ai =∑
i∈I2 bi, then the polynomial Q is not partition regular. We can therefore
consider a finite colouring of N without monochromatic solutions of Q. Let
c : N→ { 1, . . . , r } be such a colouring.
Now fix p and define R : N → N the function that associates to every
natural number its rank under the Cp-colouring; and let χ : N→ { 1, . . . , r }
be the new colouring such that n 7→ c(R(n)). With this colouring χ, the
polynomial P has no monochromatic solutions. In fact if there exist i ≤ r
and x1, . . . , xn, y1, . . . , ym ∈ χ−1(i) such that
n∏
i=1
xaii =
m∏
i=1
ybii ,
then
R(
n∏
i=1
xaii ) = R(
m∏
i=1
ybii ).
Now let us observe that R(xy) = R(x)+R(y) and that R(xa) = aR(x). Then
a solution of Q is given by R(x1), . . . , R(xn), R(y1), . . . , R(ym), which are
monochromatic regarding to c. This is absurd and the thesis is proved.
In this thesis we only deal with polynomials with constant term equal to
zero. In fact, when the constant term is not null, Rado proved, in [Ra33],
that the partition regularity is, to some extent, trivial:
Theorem 2.4.5 (Rado). Let P (x1, . . . , xn) = c1x1 + . . . + cnxn + c be a
linear polynomial with non-zero coefficients and non-zero constant term c.
P is partition regular if and only if either
• there exists a natural number k such that P (k, . . . , k) = 0;
• there exists an integer z such that P (z, . . . , z) = 0 and there is a
non-empty subset of the ci that sums to zero.
2.5 Hindman’s Theorem
Definition 2.5.1. Let A be a set of natural numbers. We denote by
• FS(A) = {∑x∈F x | F is a non-empty finite subset of A } and
• FP (A) = {∏x∈F x | F is a non-empty finite subset of A }.
We say that a set X is a-large (additively large) if there exists an infinite set
A such that FS(A) ⊆ X. Similarly we say that X is m-large (multiplicatively
large) if FP (A) ⊆ X, for some infinite A.
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The idempotent ultrafilters and the large sets are strictly connected, in
fact:
Theorem 2.5.2 (Glazer). If U = U ⊕U , then for any A ∈ U , A is a-large.
Moreover if U = U ⊗U , then for any A ∈ U , A is m-large.
Proof. Let U an additive idempotent ultrafilter and A ∈ U . The set
Aˆ = {n ∈ N | A− n ∈ U } ∈ U ,
then B = A ∩ Aˆ ∈ U . Picking b1 ∈ B, we have that B − b1 ∈ U , in fact:
B − b1 = (A − b1) ∩ (Aˆ − b1) = (A − b1) ∩ ̂(A− b1) and both the the set
belong to U .
Then we can pick b2 ∈ B ∩ (B − b1), with b2 > b1. With this choice of b2 we
have that B − b2 ∈ U and b1 · b2 ∈ A.
Pick now b3 ∈ B ∩ (B − b1) ∩ (B − b2) ∩ (B − b1b2).
Iterating the process we obtain a set { b1 < b2 < · · · } that satisfies the re-
quests.
Using the same proof, replacing the sum with the product, we have the thesis
for the multiplicative case.
Theorem 2.5.3 (Hindman additive multiplicative). In every finite colouring
N = C1 ∪ . . . ∪ Cr there is a colour that is both a-large and m-large, that is
there exists i ∈ { 1, . . . , r } and there exist infinite subsets, A,B ⊆ N, such
that FS(A), FP (B) ⊆ Ci.
The theorem has a number of proofs, in particular a very elegant one in
the language of ultrafilters.
Proof. The set H = {U ∈ βN | ∀A ∈ U A is a-large } is a multiplicative left
ideal of βN.
In fact, recall that A ∈ U  V if and only if Â def= {n ∈ N | A/n ∈ V } ∈ U ,
where A/n = { k ∈ N | kn ∈ A }. As V is an element of H, the set A/n is
a-large for all n ∈ Â, that is there exists an infinite X with FS(X) ⊆ A/n.
Then, if we define nX = {nx | x ∈ X }, we have that FS(nX) ⊆ A, and A
is a-large.
This prove that (H,) is a topological right semigroup. Notice that H is
a closed subset of the compact Hausdorff space βN, and so H is compact.
Then H satisfies the hypothesis of Ellis’s Theorem and hence it contains
idempotent elements. Let U be such an element.
Given an r-colouring N = C1 ∪ . . . ∪ Cr there exists an index i such that
Ci ∈ U and since U is idempotent with respect to  there exists an infinite
B for which FP (B) ⊆ Ci. Moreover U ∈ H, so Ci is a-large, and there exists
an infinite A such that FS(A) ⊆ Ci.
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2.6 Milliken-Taylor Theorem
The Milliken–Taylor Theorem in combinatorics is a generalization of both
Ramsey Theorem and Hindman’s Theorem.
Let start with two definitions.
Definition 2.6.1. Let k ∈ N and a1, . . . , am ∈ N. We say that a finite string
(a1, . . . , am) is reduced if, for all i ≤ m:
• ai 6= 0;
• ai 6= ai+1.
Definition 2.6.2. Let (a1, . . . , am) ∈ N be a reduced string of natural
numbers. A set X ⊆ N is (a1, . . . , am)-Milliken-Taylor set if there exists
B ⊆ X such that FS(a1,...,am)(B) ⊆ X, with
FS(a1,...,am)(B) = {a1(b1,1 + · · ·+ b1,n1) + · · ·+ am(bm,1 + · · ·+ bm,nm) |
b1,1 < · · · < b1,n1 < · · · < bm,1 < · · · < bm,nm}.
Theorem 2.6.3 (Milliken-Taylor). Let (a1, . . . , am) ∈ N be a reduced string
of natural numbers. For every finite colouring N = C1 ∪ . . . ∪ Cr there
exists i ∈ { 1, . . . , r } and there exists an infinite subset, X ⊆ N, such that
FS(a1,...,am)(X) ⊆ Ci (i.e. Ci is an (a1, . . . , am)-Milliken-Taylor set).
To prove this theorem, we need another result.
Theorem 2.6.4. Let a = (a1, . . . , ak) ∈ N be a reduced string of natural
numbers and X ⊆ N. The following condition are equivalent:
(i) X is an (a1, . . . , am)-Milliken-Taylor set;
(ii) there exist an idempotent ultrafilter U such that X ∈ a1 U ⊕ · · · ⊕ am U .
Proof. Let start with the case a = (1), the statement becomes:
X is A-large if and only if there exist an idempotent ultrafilter U such that
X ∈ U .
One direction (⇐) is Glazer’s Theorem (Theorem 2.5.2), the other one fol-
lows from Hindman’s Theorem. Precisely, let B = { b1 < b2 < · · · } such
that FS(B) ⊆ X. Let us define Bn = FS({ bi }i≥n) and K =
⋂
n∈NOBn . K
satisfies the hypotheses of Ellis’s Theorem and then it contains an idempotent
element, U . Such an U is the ultrafilter required.
(i)⇒ (ii). X is an a-Milliken-Taylor set, then there exists Y = { y1 < y2 < · · · }
such that FSa(Y ) ⊆ X. Let U be the idempotent ultrafilter that contains
FS(Y ).
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By downward induction on l ∈ { 1, . . . ,m }, we show that for all natural
number k, the following set belongs to al U ⊕ · · · ⊕ am U :
A =
{
m∑
i=l
ai
∑
t∈Fi
yt
∣∣∣∣∣ Fl, . . . , Fm ∈ Pf ({ k, k + 1, . . . }) and Fl < · · · < Fm4
}
.
If l = m, FS
( { yi }i≥k ) ∈ U , then FS( { amyi }i≥k ) ∈ am U .
Let l ≤ m − 1 and assume that the assertion is true for l + 1. Let k ∈ N.
Prove that FS
( { alyi }i≥k ) ⊆ {x ∈ N | A− x ∈ al+1 U ⊕ · · · ⊕ am U }.
Let b ∈ FS( { alyi }i≥k ) and Fl ∈ Pf ({ k, k + 1, . . . }) such that b = al∑i∈Fl yi.
Choose r = maxFl + 1.{
m∑
i=l+1
ai
∑
t∈Fi
yt
∣∣∣∣∣ Fl+1, . . . , Fm ∈ Pf ({ k, k + 1, . . . }) and Fl+1 < · · · < Fm
}
⊆ A− b,
then A− b ∈ al+1 U ⊕ · · · ⊕ am U as required.
For the second part of the proof we use the nonstandard analysis.
(ii)⇒ (i). Observe that X ∈ a1 U ⊕ · · · ⊕ am U , with U = Uα, if and only if
a1α+ · · ·+ am(m−1)∗α ∈ m∗A. From this we have that:
α ∈ ∗B1 , where B1 = {n ∈ N | a1n+ a2α+ · · ·+ am(m−2)∗α ∈ (m−1)∗A }
and, as Uα is idempotent (then α ∼
u
α+∗α)
α ∈ ∗B2 , with B2 = {n ∈ N | a1n+ a1α+ a2 ∗α+ · · ·+ am(m−1)∗α ∈ m∗A } .
Therefore α ∈ ∗B1 ∩ ∗B2, and B1 ∩B2 is infinite. Choose y1 ∈ B1 ∩B2.
We now define Y = { y1 < y2 < · · · }, by induction on n. Suppose we have
already y1, . . . , yn that satisfy:
for all J1 < · · · < Jh, with h ≤ m and max Jh ≤ n the following properties
hold
1.
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ahα+ · · ·+ am(m−h)∗α ∈ (m−h+1)∗A;
2.
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ah+1α+ · · ·+ am(m−h−1)∗α ∈ (m−h)∗A.
x1 satisfies the inductive basis n = 1, in fact the only valid set J is J = { 1 },
and the properties 1 and 2 hold.
Since Uα is idempotent, from 1 and 2, we obtain:
4We say that a set A is less than another set B if maxA < minB.
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3.
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ahα+ ah ∗α+ · · ·+ am(m−h+1)∗α ∈ (m−h+2)∗A;
4.
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ah+1α+ ah+1 ∗α+ · · ·+ am(m−h)∗α ∈ (m−h+1)∗A.
Defining
Γ(J1 < · · · < Jh) ={
n ∈ N
∣∣∣∣∣
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ahn+ ah+1α · · ·+ am(m−h−1)∗α ∈ (m−h)∗A
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ah+1n+ · · ·+ am(m−h−2)∗α ∈ (m−h−1)∗A
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ahn+ ahα+ · · ·+ am(m−h)∗α ∈ (m−h+1)∗A
h∑
i=1
( ∑
k∈Ji
aiyk
)
+ ah+1n+ ah+1α+ · · ·+ am(m−h−1)∗α ∈ (m−h)∗A
}
and
Γ =
⋂
J1<···<Jh,
h≤k, max Jh≤n
Γ(J1 < · · · < Jh),
we have that α ∈ ∗Γ, then Γ is an infinite set and it contains an element
xn+1 greater than xn.
Finally Milliken-Taylor Theorem is a trivial consequence of this result.
Proof of Milliken-Taylor Theorem. Let V = a1 U ⊕ · · · ⊕ am U , we have that
N ∈ V , then there exists an index i such that Ci ∈ V and, by Theorem 2.6.4,
Ci is an (a1, . . . , am)-Milliken-Taylor set.
CHAPTER 3
PARTITION REGULARITY OF NONLINEAR
POLYNOMIALS
The chapter is dedicated to prove the partition regularity of a few particular
equations. In the preceding sections, Rado’s Theorem completely settled
the characterisation of partition regularity of the linear polynomials. We
see that this result is a basic condition to extend the partition regularity on
nonlinear polynomials.
We start with a reformulation of Rado’s Theorem that also involves the
injectivity of solutions. Subsequently, with a mix of theory of ultrafilters
and nonstandard tools, we are able to prove, for example, that equations of
the form P (x1, . . . , xn, y1, . . . , ym) =
∑n
i=1 aixi
∏
j∈Fi yj , with Fi subsets of
{ 1, . . . ,m } are partition regular under the condition that aix1 + . . .+ anxn
is partition regular. Furthermore we give necessary conditions to say when a
polynomial is partition regular. These conditions depend on Rado’s Theorem
and on the degree of the nonlinear variables.
3.1 Non-constant monochromatic solutions
In this section we describe the conditions for the injective partition regu-
larity of linear polynomials. The result, that we now present, is completely
explained in [HL06]. We do not prove it, since, in the authors’ words:
Curiously, this rather pleasant feature seems not to have a direct
proof. It seems remarkable that the equivalence could not be
’trivially obvious’, given that it is true, but we have been unable
to find a direct argument.
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Theorem 3.1.1. Let n be a positive natural number, and let P (x1, . . . , xn) =
a1x1 + . . .+ anxn be a polynomial with rational coefficients. These facts are
equivalent:
1) P is injective partition regular on N;
2) P is injective partition regular on Z \ { 0 };
3) P is injective partition regular on Q \ { 0 };
4) P satisfies Rado’s condition and has an injective solution in Q, that is
there exist x1, . . . , xn ∈ Q such that P (x1, . . . , xn) = 0 and xi 6= xj if
i 6= j.
By this result we can redraft Rado’s Theorem as follows:
Theorem 3.1.2. Let n be a positive natural number, and let P (x1, . . . , xn) =
a1x1 + · · ·+ anxn be a linear polynomial with integer coefficients. Then:
1. if n = 2, P is partition regular if and only if a1 + a2 = 0, in this case
there are no non-constant solution, and so P is not injective partition
regular;
2. if n > 2, P is partition regular if and only if P is injective partition
regular.
Proof. 1. Trivially, by Rado’s Theorem we must have that a1 + a2 = 0.
Then P (x1, x2) = a1(x1 − x2) is not injectively partition regular for
obvious reasons.
2. One direction is trivial. Let us suppose that P is partition regular.
By Theorem 3.1.1, P is injective partition regular if and only if P
satisfies Rado’s condition and has an injective solution in Q. One can
easily verify that the last condition is always satisfied if the number of
variables is greater than 2.
It is important to highlight that if the numbers of variables is greater
than 2, the notions of partition regular and injective partition regular are
equivalent.
3.2 Partition regularity of polynomials
In this section we investigate the partition regularity of particular classes
of polynomials. As proved in [Lu14], we find, under suitable conditions,
partition regular nonlinear diophantine equations.
Let us start with a property of homogeneous polynomials.
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Theorem 3.2.1. If P (x1, . . . , xn) ∈ Z[x1, . . . , xn] is an homogeneous injec-
tively partition regular polynomial, then the set of witnesses
ΓP = {U ∈ βN | U is an injective P -witness }
is a closed bilateral ideal in (βN,).
Proof. ΓP is non-empty since P is an injectively partition regular polynomial.
ΓP is a left ideal: given U ∈ βN and V ∈ ΓP , we have to show that U V
is an element of ΓP . V ∈ ΓP means that there exist α1, . . . , αn ∈ µ(V) such
that P (α1, . . . , αn) = 0. Taken β, a generator of U , we have that:
for all i = 1, . . . , n, αi · ∗β is a generator of U V
and, since P is homogeneous,
P (α1 · ∗β, . . . , αn · ∗β) = (∗β)dP (α1, . . . , αn) = 0,
where d is the degree of the polynomial. This proves that ΓP is a left ideal.
In a similar way, it is also proved that ΓP is a right ideal: in this case we
consider as generators of V U the elements β · ∗α1, . . . , β · ∗αn. As before
P (β · ∗α1, . . . , β · ∗αn) = βdP (∗α1, . . . , ∗αn) = 0,
because, by transfer, if P (α1, . . . , αn) = 0 then
∗(P (α1, . . . , αn)) = P (∗α1, . . . , ∗αn) = 0.
Finally, ΓP is closed; in fact, if U /∈ ΓP then there exists A ∈ U that does
not contain injective solutions of P ; clearly OA ∩ ΓP = ∅ and this concludes
the proof.
Corollary 3.2.2. If P (x1, . . . , xn) ∈ Z[x1, . . . , xn] is an homogeneous injec-
tively partition regular polynomial, then there exists a multiplicative idempo-
tent ultrafilter that is an injective P -witness.
Proof. ΓP is a closed bilateral ideal in (βN,), and hence (ΓP ,) is itself a
compact Hausdorff right topological semigroup. Then by Ellis’s Theorem
(1.2.9) we obtain the thesis.
By using this theorem, we can find an alternative proof of
Theorem 3.2.3 (Hindman). Let n,m be positive natural numbers with
n+m ≥ 3, and consider the polynomial
P (x1, . . . , xn, y1, . . . , ym) =
n∑
i=1
xi −
m∏
i=1
yi.
Then P is injectively partition regular.
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This theorem is described in [Hin11] as a particular case of a more general
result.
Proof. Let us start with two simple cases.
If m = 1 and n ≥ 2, by Rado’s Theorem the polynomial P (x1, . . . , xn, y1) =∑n
i=1 xi − y1 is partition regular. It is also injective partition regular; in fact,
given a finite partition of N, by Theorem 2.5.3, we can find an infinite set
X = { a1 < a2 < · · · } such that FS(X) is monochromatic. Then xi = ai for
i = 1, . . . , n and y = ∑ni=1 xi form an injective monochromatic solution.
In a similar way we can prove the theorem when n = 1 and m ≥ 2 by
considering an infinite Y with FP (Y ) monochromatic, whose existence is
given by Theorem 2.5.3.
Now let us turn to the general case, and let U be a multiplicative idempotent
ultrafilter that is an R-witness, where R(x1, . . . , xn, y1) =
∑n
i=1 xi−y1; notice
that such an U exists since R is homogeneous injectively partition regular
polynomial.
Consider α1, . . . , αn, β mutually distinct elements of µ(U) ∩ ∗N such that:
n∑
i=1
αi − β = 0.
Let us denote βi = i∗β, for i = 1, . . . ,m− 1; µ = ∏m−1i=1 βi; and ξi = αiµ for
i = 1, . . . , n. As U is multiplicative idempotent, all these elements are in
µ(U). Besides,
P (ξ1, . . . , ξn, β, β1, . . . , βm−1) =
n∑
i=1
ξi − β ·
m−1∏
i=1
βi =
n∑
i=1
αiµ− βµ
= µ
( n∑
i=1
αi − β
)
= µ · 0 = 0.
Observe that ξ1, . . . , ξn, β, β1, . . . , βm−1 are mutually distinct and therefore
they form an injective solution of P .
The above result can be generalized as follows.
Definition 3.2.4. Let m be a positive natural number, { y1, . . . , ym } a set
of variables, and F a subset of { 1, . . . ,m }. We define QF as the polynomial
QF (y1, . . . , ym) =
{∏
i∈F yi if F 6= ∅;
1 if F = ∅.
Theorem 3.2.5. Let R(x1, . . . , xn) = a1x1 +· · ·+anxn be a partition regular
linear polynomial, where n ≥ 3. Let { y1, . . . , ym } be new variables, and let
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F1, . . . , Fn be subsets of { 1, . . . ,m }.
Then
P (x1, . . . , xn, y1, . . . , ym) =
n∑
i=1
aixiQFi(y1, . . . , ym)
is injective partition regular.
Proof. Since n > 2, R is partition regular if and only if it is injectively
partition regular, so we can pick U a multiplicative idempotent ultrafilter
that is an injective R-witness. Consider α1 ∼
u
· · · ∼
u
αn ∼
u
β mutually distinct
elements of µ(U) ∩ ∗N such that:
n∑
i=1
aiαi = 0.
Let us denote βi = i∗β, for i = 1, . . . ,m; γ =
∏m
i=1 βi; and ξi = αi
∏
j /∈Fi βj
for i = 1, . . . , n (we agree that ∏j∈∅ βj = 1). As U is a multiplicative
idempotent, all these elements are in µ(U). Besides,
P (ξ1, . . . , ξn, β1, . . . , βm) =
n∑
i=1
aiξiQFi(β1, . . . , βm)
=
n∑
i=1
(aiαi
∏
j /∈Fi
βj)
∏
j∈Fi
βj = γ
( n∑
i=1
aiαi
)
= γ · 0 = 0
and this concludes the proof.
Remark. Let us observe that, when n = 2, in the previous theorem we
cannot assure the injectivity. Indeed, if n = 2 then it is easily seen that the
polynomial
P (x1, x2, y1, . . . , ym) = a1x1QF1(y1, . . . , ym) + a2x2QF2(y1, . . . , ym)
is partition regular if and only if a1 = −a2. Now:
• if F2 = ∅ and F1 6= ∅, the polynomial a1(x1QF1(y1, . . . , ym) − x2) is
injective partition regular by Theorem 3.2.3;
• if F1 = ∅ and F2 6= ∅ we obtain the injectivity too;
• however, if F2, F1 6= ∅ the situation is more complicated; for example
if F2 = F1 the polynomial P is not injective partition regular.
Before continuing, we need to introduce some definitions.
We only consider polynomials in Z[X], where X is a finite set of variables.
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Definition 3.2.6. If x is a variable of a polynomial P (x1, . . . , xn), we denote
with dP (x) the degree of x in P . We write P (x1, . . . , xn) to mean that the
variables of P are all and only x1, . . . , xn, that is: for all x ∈ X, dP (x) ≥ 1 if
and only if x ∈ {x1, . . . , xn }. When we consider a monomial of P (x1, . . . , xn),
we write M(x1, . . . , xn) even if not all the variables appear in M .
We indicate with V (P ) = {x1, . . . , xn } the set of all variables of a polynomial
P and we call partial degree of P (x1, . . . , xn) the maximum degree of its
variables.
A polynomial is linear if all its monomials have degree equal to one. A
polynomial is homogeneous if its monomials have all the same degree.
Definition 3.2.7. A polynomial P (x1, . . . , xn) is linear in each variable
(abbreviated as l.e.v.) if every variable xi has degree one in P .
Definition 3.2.8. Let n be a positive natural number, {x1, . . . , xn } a
set of variables, and k ≤ n. Let P (x1, . . . , xn) = ∑ki=1 aiMi(x1, . . . , xn)
be a polynomial where M1(x1, . . . , xn), . . . ,Mk(x1, . . . , xn) are its distinct
monomials.
We say that { z1, . . . , zk } ⊆ {x1, . . . , xn } is a set of exclusive variables for
P if for every i, j ≤ k, dMi(zj) ≥ 1⇔ i = j (that is, zi only appears in Mi).1
Definition 3.2.9. Let P (x1, . . . , xn) =
∑k
i=1 aiMi(x1, . . . , xn) be a polyno-
mial, where M1(x1, . . . , xn), . . . ,Mk(x1, . . . , xn) are its distinct monomials.
We call reduct of P (denoted as Red(P )) the linear polynomial:
Red(P )(y1, . . . , yn) =
k∑
i=1
aiyi,
where { y1, . . . , yn } are new variables (variables not appearing in P ).
Definition 3.2.10. A polynomial P (x1, . . . , xn) =
∑k
i=1 aiMi(x1, . . . , xn),
where M1(x1, . . . , xn), . . . ,Mk(x1, . . . , xn) are distinct monomials, satisfies
the Rado’s condition if there exists a non-empty subset J ⊆ { 1, . . . , k } such
that ∑i∈J ai = 0.
Let us observe that a polynomial P (x1, . . . , xn) satisfies Rado’s condition
if and only if its reduct is partition regular.
With these notions we are ready to prove the following
Theorem 3.2.11. Let n ≥ 3 and k ≤ n be natural numbers. If P (x1, . . . , xn)
is a l.e.v. polynomial that admits a set of exclusive variables and that satisfies
Rado’s condition, then P (x1, . . . , xn) is injective partition regular.
1dMi(z) is the degree of the variable z in the monomial Mi.
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Proof. Let { z1, . . . , zk } be a set of exclusive variables of P .
If k = n then { z1, . . . , zk } = {x1, . . . , xn } and, since the polynomial is l.e.v.,
P (x1, . . . , xn) =
∑k
i=1 aixi. Then the polynomial P is injective partition
regular by Rado’s Theorem.
If k < n, without loss of generality, we can suppose that x1, . . . , xk are the
exclusive variables, and we can write P as:
P (x1, . . . , xn) =
k∑
i=1
aixiMi(xk+1, . . . , xn),
where M1(xk+1, . . . , xn), . . . ,Mk(xk+1, . . . , xn) are its distinct monomials.
Let us observe that, since P is l.e.v.,Mi is on the form of QFi for some Fi sub-
set of { k + 1, . . . , n }. More precisely Fi = {m | m > k and xm divides Mi }.
By Theorem 3.2.5 we obtain the thesis.
3.3 A further generalization
By using the same argument as in the preceding theorem one may ask if
every nonlinear polynomial
P (x1, . . . , xn) =
k∑
i=1
aixiMi(x1, . . . , xˆi, . . . , xn), 2
with a set of exclusive variables of degree one which satisfies Rado’s condition,
can be proved to be partition regular.
Clearly, if k = n, the set of exclusive variables is {x1, . . . , xn }. Then
P (x1, . . . , xn) =
∑k
i=1 aixi satisfies Rado’s condition by hypothesis, so it is
partition regular by Rado’s Theorem.
If k < n, without loss of generality, we can suppose that x1, . . . , xk are the
exclusive variables. Then we can write P as:
P (x1, . . . , xn) =
k∑
i=1
aixiMi(xk+1, . . . , xn).
For j ≥ k + 1, let lj be the degree of xj in P , and for j ≥ k + 1 and i ≤ k,
let lj,i, be the degree of xj in Mi.
Consider U a multiplicative idempotent ultrafilter that is an R-witness, where
R is the reduct of P , that is R(x1, . . . , xk) =
∑k
i=1 aixi.
Let α1 ∼
u
· · · ∼
u
αk be mutually distinct elements of µ(U) such that:
R(α1, . . . , αk) = 0.
2We write xˆ to mean that the variable x does not appear.
3.3 A further generalization 43
Let β be another element of µ(U), and denote βi = i∗β, for i = 1, . . . ,m;
µ = ∏ni=k+1 βlii ; and
ξi =
{
αi
∏n
j=k+1 β
lj−lj,i
j for i = 1, . . . , k;
βj for i = k + 1, . . . , n.
With respect to the proof of Theorem 3.2.11 there is a problem: with our
choice of ξi we have that P (ξ1, . . . , ξn) = 0, but we cannot say that the
numbers ξi are all in µ(U). For instance, if α ∼
u
β it is not true in general
that α ∗β2 ∈ µ(U).
In conclusion, the proposed solutions ξ1, . . . , ξn may not be all monochro-
matic.
However we will see that, under suitable hypotheses, the problem can be
solved.
Let us start with a notation.
Let us consider a polynomial P (x1, . . . , xn) =
∑k
i=1 aiMi(x1, . . . , xn),
where M1(x1, . . . , xn), . . . ,Mk(x1, . . . , xn) are its distinct monomials.
Denote by:
• li = max { d(x)− di(x) | x ∈ NL(P ) }, where d(x) is the degree of the
variable x in P and di(x) is the degree of x in Mi.
Theorem 3.3.1. Let k ≥ 3 be a natural number. Let P (x1, . . . , xn) =∑k
i=1 aixiMi(x1, . . . , xˆi . . . , xn) be a polynomial that satisfies Rado’s condi-
tion. If for all i = 1, . . . , k, Mi has at least mi = max{1, li} exclusive
variables of degree one, then P is injective partition regular.
Proof. Rename the variables so that:
xi,1, . . . , xi,mi be exclusive variables of Mi of degree 1.
Denote with E = {xi,j | i ≤ k, j ≤ mi }, with NL(P ) = { y1, . . . , ys } the
set of nonlinear variables of P and with { z1, . . . , zh } = V (P )\
(
E∪NL(P )).
Then we can rewrite P (x1, . . . , xn) = P (x1,1, . . . , xk,mk , z1, . . . , zh, y1, . . . , ys).
Define P˜ (x1,1, . . . , xk,mk , z1, . . . , zk) = P (x1,1, . . . , xk,mk , z1, . . . , zh, 1, . . . , 1).
P˜ is a l.e.v. polynomial with at least three monomials that satisfies Rado’s
condition and it has at least one exclusive variable for each monomial. Then,
by Theorem 3.2.11, P˜ is injective partition regular.
Let then U be a multiplicative idempotent ultrafilter that is a P˜ -witness and
let α1,1 ∼
u
· · · ∼
u
αk,mk ∼u β1 ∼u . . . ∼u βh be mutually distinct elements of µ(U)
such that:
P˜ (α1,1, . . . , αk,mk , β1, . . . , βh) = 0.
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Let γ be another element of µ(U), and denote by γj = j∗γ, for all j = 1, . . . , s;
η = ∏sj=1 γd(yj)j .
Let us call
M
(NL)
i =
s∏
j=1
γ
di(yj)
j =
1
ai
Mi(1, . . . , 1, γ1, . . . , γs),
and
ηi =
η
M
(NL)
i
=
s∏
j=1
γ
d(yj)−di(yj)
j .
Clearly the maximum exponent of a γi in ηi is li.
Define, for all 1 ≤ j ≤ mi, Ii,j = {m ≤ s | d(ym)− di(ym) ≥ j }, and
γi,j =
∏
t∈Ii,j
γt.
All numbers γi,j belongs to µ(U), since U is a multiplicative idempotent
ultrafilter. Moreover, ∏mij=1 γi,j = ηi, then ∏mij=1 γi,jM (NL)i = η.
Put, for all i ≤ k and j ≤ mi,
xi,j =
{
αi,jγi,j if li > 0;
αi,j if li = 0;
and
yi = γi for all i ≤ l, zi = βi for all i ≤ h.
With this choice we have
P (x1,1, . . . , xk,mk , z1, . . . , zh, y1, . . . , ys) = η·P˜ (α1,1, . . . , αk,mk , β1, . . . , βh) = 0.
Let us see an example to clarify as the theorem works.
Example 3.3.2. Let
P (x1,1, x1,2, x2,1, x3,1, x4,1, x4,2, z1, z2, y1, y2) =
x1,1x1,2 − 3x2,1z1y21y22 + x3,1z2y1y2 + x4,1x4,2y1.
Then P satisfies the hypotheses of Theorem 3.3.1.
Let us calculate P˜ :
P˜ (x1,1, x1,2, x2,1, x3,1, x4,1, x4,2, z1, z2) = x1,1x1,2−3x2,1z1 +x3,1z2 +x4,1x4,2.
P˜ is injective partition regular, so there exist mutually distinct elements
α1,1, α1,2, α2,1, α3,1, α4,1, α4,2, β1, β2 ∈ µ(U) such that:
P˜ (α1,1, α1,2, α2,1, α3,1, α4,1, α4,2, β1, β2) = 0.
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Let γ be another element of µ(U). Let us calculate the sets Ii,j :
I1,1 = I1,2 = I3,1 = I4,1 = { 1, 2 } , I4,2 = { 2 } , I2,1 = ∅.
Then
γ1,1 = γ1,2 = γ3,1 = γ4,1 = γ1γ2, γ4,2 = γ2.
Finally:
x1,1 = α1,1γ1,1 = α1,1γ1γ2,
x1,2 = α1,2γ1,2 = α1,2γ1γ2,
x2,1 = α2,1,
x3,1 = α3,1γ3,1 = α3,1γ1γ2,
x4,1 = α4,1γ4,1 = α4,1γ1γ2,
x4,2 = α4,2γ4,2 = α4,2γ2,
z1 = β1,
z2 = β2,
y1 = γ1,
y2 = γ2,
and we conclude that
P (x1,1, x1,2, x2,1, x3,1, x4,1, x4,2, z1, z2, y1, y2) =
α1,1γ1γ2α1,2γ1γ2 − 3α2,1β1γ21γ22 + α3,1γ1γ2β2γ1γ2 + α4,1γ1γ2α4,2γ2γ1 =
γ21γ
2
2(α1,1α1,2 − 3α2,1β1 + α3,1β2 + α4,1α4,2) =
γ21γ
2
2 · P˜ (α1,1, α1,2, α2,1, α3,1, α4,1, α4,2, β1, β2) = 0.
Remark. As in the preceding section, we have to deal with the case k = 2
separately.
LetM1(x1, . . . , xn) andM2(x1, . . . , xn) be the two monomials of P (x1, . . . , xn).
As P satisfies the Rado’s condition, a2 = −a1, then
P (x1, . . . , xn) = a1(M1(x1, . . . , xn)−M2(x1, . . . , xn)).
Consider D(x1, . . . , xn) the greatest common divisor of M1,M2, and Qi =
Mi/D. We can write P as:
P = D(Q1 −Q2).
P is injective partition regular if and only if R = Q1−Q2 is injective partition
regular (as D is non-zero). We distinguish two cases:
1. NL(R) 6= ∅. In this case Q1, Q2 are relatively prime, and so a variable
y divides Q1 if and only if y does not divides Q2. In particular at least
one of the two monomials, for example Q1, has at least one nonlinear
variable, say y (that is d1(y) ≥ 2 and d2(y) = 0). In P we have that
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d(y)− d2(y) ≥ 2 and so M2 has at least two exclusive variables. Then
by Theorem 3.2.5 R˜(x1,1, . . . , zh) is partition regular, but we cannot
assure the injectivity of solutions.
2. If NL(R) = ∅, then R is l.e.v., and by Rado’s Theorem, it is injective
partition regular if and only if n ≥ 3.
CHAPTER 4
NON-PARTITION REGULAR EQUATIONS
In this chapter we investigate the non-partition regularity of large classes of
nonlinear equations, and we prove several new results by using the nonstan-
dard methods as introduced in the previous chapter.
In the first section we focus on some important properties of u-equivalence;
those tools seemingly move them away from our final objective, but actually
they are essential in order to achieve our purpose.
We start from the nonstandard proofs of the non-partition regular of two
simple polynomials, namely x2 + y2 − z and x+ y − z2, and then we aim at
extending such results. As a first step towards a generalisation, we consider
the equations xn + yn = zk and xn + ym = zk with n,m, k mutually distinct,
and we show that they are non-partition regular.
Subsequently we increase the numbers of variables and we prove that also
the following equations are non-partition regular:
• ∑ms=1 xns = yk with m ≥ 2 and k < n, or k > n and there exists a
prime p that divides m with pk−n - m;
• ∑ms=1 xns = yn+1.
Finally we further generalize by introducing coefficients ci. Under suitable
conditions on ci we have that the two following equations are non-partition
regular:
• ∑ms=1 csxns = yk, with k < n, m ≥ 2;
• ∑ms=1 csxns = yn+1 with m ≥ 2.
4.1 Relevant properties of u-equivalence
Let us start this chapter by analysing some of the properties of the u-
equivalence, as defined in Section 1.4.
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Theorem 4.1.1. Let f : N→ N. If α ∼
u
β, then ∗f(α) ∼
u
∗f(β).
Proof. ∗f(α) ∈ ∗A if and only if α ∈ ∗ {n ∈ N | f(n) ∈ A }, if and only if
β ∈ ∗ {n ∈ N | f(n) ∈ A } if and only if ∗f(β) ∈ ∗A.
Theorem 4.1.2. Let f : N → N, such that f(n) 6= n for all n ∈ N. Then
there exists a 3-colouring χ : N→ { 1, 2, 3 } such that n and f(n) have distinct
colours.
Proof. Let us start by proving the result in a finite version:
Let F ⊆ N be finite, and f : F → N. Then there exists a 3-colouring
χ : F → { 1, 2, 3 } such that n and f(n) have distinct colours, whenever f(n)
belongs to F .
We use induction on the cardinality of F . If |F | = 1 the proof is trivial.
Suppose that the thesis is true for k, and consider F = {n1, . . . , nk+1 }. By
the pigeonhole principle there exists an element ns with at most one preimage.
By induction, we can colour F \ {ns } as required. Now it is enough to
colour ns with a colour that is different from its image and different from its
preimage (in case there is one).
For every finite set Y of N, let us consider a 3-colouring, χY , that satisfies
the previous property.
Let nˆ = {A ⊆ N | A is finite and n ∈ A } and let U be an ultrafilter that
extends the family { nˆ | n ∈ N } (observe that this family has the finite
intersection property). Consider, for a fixed n ∈ N,
Γq(n) = {Y | Y is finite and χY (n) = q } ,
for q ∈ { 1, 2, 3 }. Since Γ1(n)∪ Γ2(n)∪ Γ3(n) = nˆ ∈ U , there exists a unique
index q such that Γq(n) ∈ U .
Now let us define a 3-colouring χ : N→ { 1, 2, 3 } in the following way:
χ(n) = q ⇔ Γq(n) ∈ U .
Trivially χ is the required function, in fact: if, by contradiction, χ(n) =
χ(f(n)) = q, then Γq(n) ∩ Γq(f(n)) 6= ∅ as it is an element of the ultrafilter,
and so there exists a finite subset of N, say Y , in this intersection, i.e. n and
f(n) are such that χY (n) = χY (f(n)) = q and this is absurd.
As a consequence we have an important result, that will be a useful tool
in finding non-partition regular polynomial equations.
Theorem 4.1.3. Let f : N→ N and γ ∈ ∗N. If ∗f(γ) ∼
u
γ, then ∗f(γ) = γ.
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Proof. Let us assume, by contradiction, that ∗f(γ) 6= γ. Then
γ ∈ ∗A, where A = {n ∈ N | f(n) 6= n } .
Define a function g in this way:
g(n) =
{
f(n) if n ∈ A;
any value distinct from n if n 6∈ A.
Observe that γ ∈ ∗A = ∗ {n ∈ N | f(n) = g(n) }, and therefore ∗f(γ) =
∗g(γ).
By Theorem 4.1.2, we can find a 3-colouring χ such that n and g(n) have
distinct colours for every n.
If i is the colour of γ, then by construction ∗f(γ) = ∗g(γ) 6∈ χ−1(i).
Now if we define X = {n ∈ N | χ(n) = i }, we have that γ ∈ ∗X, but
∗f(γ) 6∈ ∗X, then ∗f(γ) 6∼
u
γ.
Theorem 4.1.4. Let α ∈ ∗A, and let f : N→ N be injective when restricted
to A. The following properties hold:
1. there exist a bijection φ such that ∗f(α) = ∗φ(α);
2. for every function g : N → N with ∗f(α) ∼
u
∗g(α), we have ∗f(α) =
∗g(α).
Proof. (1). If α is not infinite the thesis is trivial, then we can assume that
α ∈ ∗N \N. With this additional hypothesis we have that A is infinite and we
can divide f(A) = B ∪ C into two disjoint infinite sets, where, for example,
∗f(α) ∈ ∗B. Since N \B is infinite, we can extend f a bijection φ that agree
with f on f−1(B).
(2). By the previous point there exists a bijection φ such that ∗f(α) = ∗φ(α).
Now we have that
∗g(α) ∼
u
∗φ(α) then, as φ is a bijection, ∗φ−1 ∗(g(α)) ∼
u
α.
By the preceding theorem we have that ∗φ−1 ∗(g(α)) = α, and so ∗f(α) =
∗φ(α) = ∗g(α).
When A = N, the statement (2) of the above theorem is simpler, in fact
the only needed condition is that f or g be injective.
Corollary 4.1.5. Let α ∈ ∗N, and f : N→ N be injective. Then for every
function g : N→ N with ∗f(α) ∼
u
∗g(α), we have ∗f(α) = ∗g(α).
Corollary 4.1.6. Let α, β ∈ ∗N. If α ∼
u
β, then only one of the two following
conditions is satisfied:
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1. α = β;
2. α and β have infinite distance.
Proof. Let us suppose that α 6= β and, by contradiction, that α − β = n,
with n ∈ N. Then we have that α = β + n ∼
u
α+ n. By Theorem 4.1.3 we
have that α = α+n (we choose the function f as m 7→ m+n). In particular
n = 0 and so α = β and this is absurd.
We are now ready to find examples of non-partition regular equations.
4.2 The equation x+ y = z2
The non-partition regularity of this equation was first proved by Csikvári,
Gyarmati and Sárközy in [CGS12]. One can find an alternative proof, that
use nonstandard methods, in [DiN15(3)].
Proposition 4.2.1. The polynomial P (x, y, z) = x+ y − z2 is not partition
regular, except for the trivial solution x = y = z = 2.
Proof. Assume by contradiction that there exists an ultrafilter U that is a
P -witness.
Let α ∼
u
β ∼
u
γ be elements of µ(U) such that:
α+ β = γ2.
Observe that α, β, γ are necessarily in the same congruence class modulo 5,
that is α ≡ β ≡ γ ≡ i (5). Write
α = 5aα1 + i, β = 5bβ1 + i, γ = 5cγ1 + i,
with a, b, c > 0 and α1, β1, γ1 6≡ 0. Let us observe that
a ∼
u
b ∼
u
c and α1 ≡ β1 ≡ γ1 6≡ 0 (5).
To prove this it is enough to take the function f : N→ N that maps every
natural number n to h, where h is the unique natural number such that
n = 5hk + i for a suitable k not divisible by 5 and 0 ≤ i ≤ 4. Notice that
a, b, c are the images respectively of α, β, γ under ∗f . By Theorem 4.1.1 we
have that a ∼
u
b ∼
u
c. Now consider the function g : N→ N that maps every
natural number n to k, where k is the unique natural number not divisible
by 5 such that n = 5hk + i for a suitable h ≥ 0 and 0 ≤ i ≤ 4. As above we
have that α1 ∼
u
β1 ∼
u
γ1, and then α1 ≡ β1 ≡ γ1 6≡ 0 (5).
From α+ β = γ2 we derive, evaluating the equation mod 5, that 2i ≡ i2 (5),
then we have that necessarily either i = 0 or i = 2. We distinguish two cases.
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i = 0. We have to distinguish three sub-cases:
(a < b) α+ β = 5a(α1 + 5b−aβ1) = 52cγ21 = γ2.
α1 + 5b−aβ1 and γ1 are not divisible by 5, and so α2 + β2 = γ
implies that 2c = a ∼
u
c. In consequence c ∼
u
2c and by Theorem
4.1.3, 2c = c, that is c = 0 and this is absurd.
(a > b) This case is analogous to the previous one.
(a = b) α+ β = 5a(α1 + β1) = 52cγ21 = γ2.
α1 + β1 ≡ 2j 6≡ 0, then a = 2c ∼
u
2a, and, by Theorem 4.1.3,
2a = a, that is a = 0 and this is absurd.
i = 2. We have that γ2 − 4 = 5c(5cγ21 + 4γ1), where 5cγ21 + 4γ1 ≡ 4j 6≡ 0 (5).
We have to distinguish three sub-cases:
(a < b) α+ β − 4 = 5a(α1 + 5b−aβ1) = 5c(5cγ21 + 4γ1) = γ2 − 4.
α1 + 5b−aβ1 is not divisible by 5, then α1 + 5b−aβ1 = 5cγ21 + 4γ1.
But we have that j ≡ 4j (5) and this is absurd as j 6≡ 0 (5).
(a > b) This case is analogous to the previous one.
(a = b) α+ β − 4 = 5a(α1 + β1).
α1 + β1 ≡ 2j 6≡ 0, then α1 + β1 = 5cγ21 + 4γ1. But we have that
2j ≡ 4j (5) and this is absurd as j 6≡ 0 (5).
In the next section we will see a new simple example of non-partition
regular equation.
4.3 The equation x2 + y2 = z
Proposition 4.3.1. The polynomial P (x, y, z) = x2 + y2− z is not partition
regular.
Proof. By contradiction, let α ∼
u
β ∼
u
γ be elements of µ(U) such that:
α2 + β2 = γ.
Observe that α, β, γ are necessarily even. Write
α = 2aα1, β = 2bβ1, γ = 2cγ1,
with α1, β1, γ1 odd and a, b, c > 0.
Let us observe that
a ∼
u
b ∼
u
c and α1 ∼
u
β1 ∼
u
γ1.
We distinguish three cases:
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(a < b) α2 + β2 = 22a(α21 + 22b−2aβ21) = 2cγ1 = γ.
α21 + 22b−2aβ21 and γ1 are odd, so α2 + β2 = γ implies that 2a = c ∼u a,
in particular a ∼
u
2a and, by Theorem 4.1.3, 2a = a, that is a = 0 and
this is absurd.
(a > b) This case is analogous to the previous one.
(a = b) α2 + β2 = 22a(α21 + β21) = 2cγ1 = γ.
α1, β1 are odd. Now the sum of squares of two odd numbers is congruent
to 2 modulo 4. In fact:
(2k + 1)2 + (2h+ 1)2 = 4(k2 + h2 + k + h) + 2 = 4s+ 2,
so α2 + β2 = 22a+1(2s+ 1) = 2cγ1 = γ.
In particular, 2a+ 1 = c ∼
u
a, and, by Theorem 4.1.3, 2a+ 1 = a, that
is a = −1 and this is absurd.
Starting from this two examples, with similar techniques, it is possible to
find large classes of non-partition regular polynomials.
4.4 The equation xn + yn = zk, with n 6= k
Theorem 4.4.1. The polynomial P (x, y, z) = xn + yn − zk, with k 6= n, is
not partition regular, except for the trivial solution x = y = z = 2 when
k = n+ 1.
Proof. Let α ∼
u
β ∼
u
γ be elements such that:
αn + βn = γk.
Let us notice that α, β, γ must be even, then we write
α = 2aα1, β = 2bβ1, γ = 2cγ1,
with α1, β1, γ1 odd and a, b, c > 0.
Let us observe that
a ∼
u
b ∼
u
c and α1 ∼
u
β1 ∼
u
γ1.
We distinguish three cases:
(a < b) αn + βn = 2na(αn1 + 2nb−naβn1 ) = 2kcγk1 = γk.
αn1 + 2nb−naβn1 and γk1 are odd, then αn + βn = γk implies that na =
kc ∼
u
ka, and, by Theorem 4.1.4, na = ka, that is a = 0 (since n 6= k)
and this is absurd.
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(a > b) This case is analogous to the previous one.
(a = b) αn + βn = 2na(αn1 + βn1 ) = 2kcγk1 = γk.
Let us observe that, if α1 = 2r + 1 and β1 = 2s + 1, αn1 + βn1 =∑n
l=0
(n
l
)
2l(rl + sl), then, evaluating mod 4, we obtain that
αn1 + βn1 ≡ 2(r + s) + 2 (4).
Since α1 and β1 are u-equivalent, then r ∼
u
s, in fact: r, s are the image
respectively of α1, β1 under the function F : N→ N that maps
n 7→
{
n/2 if n is even,
(n− 1)/2 if n is odd.
Now r, s are in the same equivalence class mod 2; then r + s is even
and so αn1 + βn1 ≡ 2 (4). Therefore αn1 + βn1 = 2(2m+ 1).
In particular αn + βn = 2na+1(2m+ 1) = 2kcγk1 = γk.
Finally, since γk1 is odd, na + 1 = kc ∼u ka, and, by Theorem 4.1.4,
na+ 1 = ka, that is:
(n− k)a = −1 if k < n,
(k − n)a = 1 if k > n.
If k < n we directly have an absurd, while if k > n and then a = 1/k−n,
and the only possible case is k − n = 1.
To sum up, we showed that the equation xn+yn = zk is not partition regular,
for all k 6= n and k 6= n+ 1.
Let us assume that k = n+ 1 to conclude the proof of the theorem.
Consider, by contradiction,
• α ∼
u
β ∼
u
γ such that αn + βn = γn+1.
Let p be a prime greater than 2. Observe that α, β, γ are necessarily in the
same congruence class modulo p, say α ≡ β ≡ γ ≡ i, with i ∈ { 0, . . . , p− 1 }.
Write
α = paα1 + i, β = pbβ1 + i, γ = pcγ1 + i,
with a, b, c > 0 and α1, β1, γ1 in the same congruence class modulo p, but
not divisible by p, that is α1 ≡ β1 ≡ γ1 ≡ j (p), where j ∈ { 1, . . . , p− 1 }.
Let observe that
a ∼
u
b ∼
u
c and α1 ∼
u
β1 ∼
u
γ1.
From the equation αn +βn = γn+1, we derive that in(i− 2) ≡ 0 (p), then
either i = 0 or i = 2. Let us analyse the two possibilities.
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i = 0. We have to distinguish three cases:
(a < b) αn + βn = pna(αn1 + pn(b−a)βn1 ) = p(n+1)cγn+11 = γn+1.
αn1 + pn(b−a)βn1 and γn+11 are not divisible by p, and so αn + βn =
γn+1 implies that na = (n + 1)c ∼
u
(n + 1)a, and by Theorem
4.1.4, na = (n+ 1)a, that is a = 0, and this is absurd.
(a > b) This case is analogous to the previous one.
(a = b) αn + βn = pna(αn1 + βn1 ) = p(n+1)cγn+11 = γn+1.
αn1 + βn1 ≡ 2jn 6≡ 0 (p), then na = (n + 1)c ∼u (n + 1)a, and, by
Theorem 4.1.4, na = (n+ 1)a, that is a = 0 and this is absurd.
i = 2. We have that αn = ∑nl=1 (nl)plaαl12n−l+2n, and similarly for βn. Then
αn + βn =
n∑
l=1
(
n
l
)
2n−l[plaαl1 + plbβl1] + 2n+1
=
n+1∑
l=1
(
n+ 1
l
)
plcγl12n+1−l + 2n+1 = γn+1,
and so
n∑
l=1
(
n
l
)
2n−l[plaαl1 + plbβl1] =
n+1∑
l=1
(
n+ 1
l
)
plcγl12n+1−l.
We have to distinguish three cases:
(a < b) Factor pa on the left side and pc on the right side of the
equation:
pa
[
n∑
l=1
(
n
l
)
2n−lp(l−1)a[αl1+plb−aβl1]
]
= pc
[
n+1∑
l=1
(
n+ 1
l
)
p(l−1)cγl12n+1−l
]
.
Observe that ∑nl=1 (nl)2n−lp(l−1)a[αl1 + plb−aβl1] ≡ n2n−1j (p) and∑n+1
l=1
(n+1
l
)
p(l−1)cγl12n+1−l ≡ (n+ 1)2nj (p); then n2n−1j ≡ (n+
1)2nj (p), and so n ≡ 2(n+ 1) (p) and we conclude
n ≡ −2 (p).
It is enough to choose p prime such that n 6≡ −2 (p), and we
obtain a contradiction.
(a > b) This case is analogous to the previous one.
(a = b) ∑nl=1 (nl)2n−lpla[αl1 + βl1] = ∑n+1l=1 (n+1l )plcγl12n+1−l. Factor pa
on the left side and pc on the right side of the equation. Then in
a similar way as in previous point, we obtain
n2nj ≡ (n+ 1)2nj (p),
that is j2n ≡ 0 (p) and this is absurd.
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4.5 The equation xn+ym = zk with n,m, k mutually
distinct
Theorem 4.5.1. The polynomial P (x, y, z) = xn + ym − zk, with n,m, k
mutually distinct natural numbers, is not partition regular.
Proof. By contradiction, let α ∼
u
β ∼
u
γ be elements such that:
αn + βm = γk.
Let us notice that α, β, γ must be even. Write
α = 2aα1, β = 2bβ1, γ = 2cγ1,
where α1, β1, γ1 are odd and a, b, c > 0.
Let us observe that
a ∼
u
b ∼
u
c and α1 ∼
u
β1 ∼
u
γ1.
The equation becomes:
2naαn1 + 2mbβm1 = 2kcγk1 .
We distinguish the three cases:
(na < mb) αn + βm = 2na(αn1 + 2mb−naβm1 ) = 2kcγk1 = γk.
αn1 + 2mb−naβm1 and γk1 are odd, then αn + βn = γk implies that
na = kc ∼
u
ka, and, by Theorem 4.1.4, na = ka, and hence a = 0 (since
n 6= k) and this is absurd.
(na > mb) We have that αn + βm = 2mb(2na−mbαn1 + βm1 ) = 2kcγk1 = γk.
2na−mbαn1 + βm1 and γk1 are odd, then αn + βn = γk implies that
mb = kc ∼
u
kb, and, by Theorem 4.1.4, mb = kb, and hence b = 0 (since
m 6= k) and this is absurd.
(na = mb) If na = mb ∼
u
ma, then, by Theorem 4.1.4, na = ma. But then
a = 0 (since n 6= m) and this is absurd.
As we can observe, the equations that we considered are variations of the
Fermat’s equation xn + yn = zn.
Fermat’s last Theorem states that there not exists 3 natural numbers such
that
an + bn = cn
for any natural value of n greater than 2. The theorem was dated back to
1637, but Fermat did not publish the proof. In this respect he wrote in a
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copy of "Arithmetica" of Diophantus that he had a marvellous proof that
was big enough to enter in a margin. In the centuries several mathematicians
tried to find a solution of this problem, but only in the 1994 the conjecture
was solved by Andrew Wiles.
In conclusion, if we consider the equation
xn + ym = zk,
we have the non-partition regularity when
• n = m 6= k;
• n = m = k > 2;
• n,m, k are mutually distinct.
The unsolved cases are:
• the Pythagoras equation x2 + y2 = z2 (see [Ber96] for more details);
• xn + ym = zn, with n 6= m.
Let us observe that, for example, that the equations x+ y2 = z is partition
regular, as it is been proved in [Ber03].
4.6 The equation x+ y = az2 + bz3
In [DL], the authors describe necessary properties for the partition regularity
of polynomial equations. In particular:
Lemma 4.6.1. Let P (y) = a1yk1 + · · · + asyks, where ai ∈ Z \ { 0 } and
k1 > k2 > · · · > ks ≥ 1. Let
n∑
i=1
cixi = P (y) (4.1)
be partition regular. Let us assume that the linear part of 4.1 does not satisfy
Rado’s condition (that is for all ∅ 6= I ⊆ { 1, . . . , n }, ∑i∈I ci 6= 0 and, if
ks = 1, for all ∅ 6= I ⊆ { 1, . . . , n }, ∑i∈I ci 6= as).
Then there exist a set ∅ 6= I ⊆ { 1, . . . , n } and N ∈ N such that{∑n
i=1 ci =
P (N)
N ;∑
i∈I ci = P ′(N).
We do not prove the above result and we refer to the article [DL] for
more details.
Here we prove a consequence of the above lemma about equations of
degree 3. Precisely:
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Proposition 4.6.2. Let a, b be integer numbers. The equation x + y =
az2 + bz3 is not partition regular (except possibly when x = y = z = 1 is a
solution).
Proof. If we assume, by contradiction, that x + y = az2 + bz3 is partition
regular, then we can apply the preceding lemma and we obtain that there
exist a set ∅ 6= I ⊆ { 1, 2 } and N ∈ N such that{
2 = aN + bN2;
|I| = 2aN + 3bN2 = 2(aN + bN2) + bN2 = 4 + bN2.
Then bN2 = |I| − 4, that is
N2 = |I| − 4
b
=
{−3
b if |I| = 1;
−2
b if |I| = 2.
Since N is a natural number and b ∈ Z, we necessarily have that N = 1, and
b = −3 (if |I| = 1) or b = −2 (if |I| = 2). With these conditions we obtain
that: {
b = −2
a = 4
and
{
b = −3
a = 5.
In conclusion, the only possible partition regular equations are:
x+ y = 4z2 − 2z3 and x+ y = 5z2 − 3z3.
Let us consider the first equation. Now, x+ y = 2z2(2− z) has solution in N
if and only if 2− z > 0, and so the only solution is x = y = z = 1. With the
same considerations we have that x+ y = z2(5− 3z) has a unique solution
in N, namely x = y = z = 1.
We conclude that the equation x+ y = az2 + bz3 is not partition regular, by
any a, b ∈ Z, except for the trivial solution x = y = z = 1 in the two cases
considered above.
Let now see families of non-partition regular equations with a number of
variables greater than 3.
4.7 The equation ∑ms=1 xns = yk, with k 6= n
Proposition 4.7.1. Let m,n, k be natural numbers, with m ≥ 2.
If one of the two following conditions holds:
1. k < n;
2. k > n and there exists a prime p that divides m with pk−n - m;
then the polynomial P (x1, . . . , xm, y) =
∑m
s=1 x
n
s − yk is not partition regular.
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Proof. By contradiction, let α1, . . . , αn, β be u-equivalent elements of ∗N \N
such that
m∑
s=1
αns = βk. (4.2)
Let p be a prime, we can write for all 1 ≤ s ≤ m
αs = pasα′s + i and β = pbβ1 + i,
where α′1 ≡ · · · ≡ α′n ≡ β1 ≡ j 6≡ 0 (p) and a1 ∼u . . . ∼u an ∼u b.
Let p such that p | m. Evaluating this equation modulus p, we have that
min ≡ ik (p), that is i = 0.
Let a = min{a1, . . . , am} and Γ = { s | as = a }. Factoring pna on the left
side of the equation 4.2, we obtain:
pna
(∑
s∈Γ
(α′s)n +
∑
s/∈Γ
pnai−na(α′s)n︸ ︷︷ ︸
≡|Γ|·jn (p)
)
= pkbβk1 .
We distinguish two cases:
|Γ| 6≡ 0 (p). |Γ| · jn 6≡ 0 (p), then for all s ∈ Γ, nas = na = kb ∼
u
kas, that is
nas = kas, so as = 0 and this is absurd.
|Γ| ≡ 0 (p). We write |Γ| = pdδ, with δ 6≡ 0 (p) and d ∈ N.
Let us observe that, if we write α′s = pγs + j, then
∑
s∈Γ
(α′s)n =
∑
s∈Γ
n∑
l=0
(
n
l
)
plγlsj
n−l =
n∑
l=0
(
n
l
)
pljn−l
∑
s∈Γ
γls.
Let us notice that γ1 ≡ · · · ≡ γm ≡ γ (pd+1), since they are u-equivalent,
and so ∑
s∈Γ
γls ≡ |Γ|γl ≡ pdδγl (pd+1).
Then we obtain ∑
s∈Γ
(α′s)n ≡ |Γ|jn 6≡ 0 (pd+1),
that is ∑s∈Γ(α′s)n is not divisible by pd+1.
Since for s /∈ Γ, as ∼
u
a, but as 6= a, then as − a is infinite. Then there
exists an infinite power of p that divides ∑s/∈Γ pnai−na(α′s)n. In other
words the quantity ∑s∈Γ(α′s)n +∑s/∈Γ pnai−na(α′s)n is a multiple of pd,
but not of pd+1.
In conclusion we have that for all s ∈ Γ, nas + d = na+ d = kb ∼
u
kas,
and so nas + d = kas.
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If k < n, then (n − k)as = −d and this is absurd. If k > n, then
(k − n)as = d. If pk−n - m, then d < k − n and so as is not an
hyper-natural number.
Remark. Clearly, if in the decomposition in prime factors of m there is a
prime that appears with power 1, then by choosing such a prime, the term d
is necessarily 1. From nas + d = kas we have that, if k > n, (k − n)a = 1
and this is absurd for all k 6= n+ 1.
4.8 The equation ∑ms=1 xns = yn+1
Proposition 4.8.1. Let m,n be natural numbers, with m ≥ 2.
The polynomial P (x1, . . . , xm, y) =
∑m
s=1 x
n
s − yn+1 is not partition regular.
Proof. By contradiction, let α1, . . . , αn, β be u-equivalent elements of ∗N \N
such that
m∑
s=1
αns = βn+1. (4.3)
As before let p be a sufficiently large prime (say p greater than mn), we can
write for all 1 ≤ s ≤ m
αs = pasα′s + i and β = pbβ1 + i,
where α′1 ≡ · · · ≡ α′n ≡ β1 ≡ j 6≡ 0 (p) and a1 ∼u . . . ∼u an ∼u b.
Evaluating this equation modulus p, we have that min ≡ in+1 (p), that is
i = 0 or i = m.
Let a = min{a1, . . . , am} and Γ = { s | as = a }.
(i = 0) Factoring pna on the left side of the equation 4.3, we obtain:
pna
(∑
s∈Γ
(α′s)n +
∑
s/∈Γ
pnai−na(α′s)n︸ ︷︷ ︸
≡|Γ|·jn (p)
)
= p(n+1)bβn+11 .
Since |Γ| ≤ m, and p is a prime greater than m, then |Γ| 6≡ 0 (p) and
|Γ|jn 6≡ 0 (p). In particular we have that, for all s ∈ Γ, nas = na =
(n + 1)b ∼
u
(n + 1)as, that is nas = (n + 1)as, so as = 0 and this is
absurd.
(i = m) In this case the equation 4.3 becomes
m∑
s=1
αns =
m∑
s=1
( n∑
l=1
(
n
l
)
plas(α′s)lmn−l
)
+
m∑
s=1
mn =
n+1∑
l=1
(
n+ 1
l
)
plbβl1m
n+1−l +mn+1 = βn+1.
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Factoring pa on the left side and pb on the right side,
pa
[∑
s∈Γ
( n∑
l=1
(
n
l
)
pla−a(α′s)lmn−l
)
+
∑
s 6∈Γ
( n∑
l=1
(
n
l
)
plas−a(α′s)lmn−l
)
︸ ︷︷ ︸
≡nmn−1|Γ|j (p)
]
=
pb
[
n+1∑
l=1
(
n+ 1
l
)
plb−bβl1m
n+1−l
︸ ︷︷ ︸
≡(n+1)jmn (p)
]
.
Notice that nmn−1|Γ|j 6≡ 0 (p) and (n+ 1)jmn 6≡ 0 (p), since we are
assuming p > mn. In particular, it must be
a = b and (n+ 1)jmn ≡ nmn−1|Γ|j (p)
and so (n + 1)m ≡ n|Γ| (p). However both quantities are strictly
smaller than p and hence they are equal, but n < n+ 1 and |Γ| ≤ m,
and so this is absurd.
Remark. If in the decomposition in prime factors of m there is a prime
that appears with power 1, we have that, the polynomial P (x1, . . . , xm, y) =∑m
s=1 x
n
s − yk is not partition regular for all natural numbers k, n.
A further step towards generalization is to consider polynomials with
coefficients also different to 1.
4.9 The equation ∑ms=1 csxns = yk, with k < n
Proposition 4.9.1. Let m,n, k be natural numbers, with k < n and m ≥ 2.
Let P (x1, . . . , xm, y) =
∑m
s=1 csx
n
s − yk be a polynomial with integer coeffi-
cients. Let us suppose that for all ∅ 6= I ⊆ { 1, . . . ,m },
1. ∑s∈I cs 6= 0,
2. ∑ms=1 cs 6= 1,−1.
Then P is not partition regular.
Proof. By contradiction, let α1, . . . , αn, β be u-equivalent elements of ∗N \N
such that
m∑
s=1
csα
n
s = βk. (4.4)
Let p be a prime, we can write for all 1 ≤ s ≤ m
αs = pasα′s + i and β = pbβ′ + i,
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where α′1 ≡ · · · ≡ α′n ≡ β′ ≡ j 6≡ 0 (p) and a1 ∼u . . . ∼u an ∼u b.
Let p be a prime such that p |∑ms=1 cs (note that this is possible because
we are assuming ∑ms=1 cs 6= 1,−1).
Evaluating this equation modulus p, we have that ∑ms=1 csin ≡ ik (p), that
is i = 0.
Let a = min{a1, . . . , am} and Γ = { s | as = a }. Factoring pna on the left
side of the equation 4.4, we obtain:
pna
(∑
s∈Γ
cs(α′s)n +
∑
s/∈Γ
csp
nai−na(α′s)n︸ ︷︷ ︸
≡
(∑
s∈Γ cs
)
·jn (p)
)
= pkb(β′)k.
We name δ = ∑s∈Γ cs and we we have to distinguish two cases:
δ 6≡ 0 (p). δ · jn 6≡ 0 (p), then for all s ∈ Γ, nas = na = kb ∼
u
kas, that is
nas = kas, so as = 0 and this is absurd.
δ ≡ 0 (p). As δ 6= 0 by the hypothesis, we write δ = pdδ1, with δ1 6≡ 0 (p)
and d ∈ N.
Let us observe that, if we write α′s = pγs + j, then
∑
s∈Γ
cs(α′s)n =
∑
s∈Γ
cs
n∑
l=0
(
n
l
)
plγlsj
n−l =
n∑
l=0
(
n
l
)
pljn−l
∑
s∈Γ
csγ
l
s.
Let us notice that γ1 ≡ · · · ≡ γm ≡ γ (pd+1), since they are u-equivalent,
and so ∑
s∈Γ
csγ
l
s ≡ δγl ≡ pdδ1γl (pd+1).
Then we obtain ∑
s∈Γ
cs(α′s)n ≡ δjn 6≡ 0 (pd+1),
that is ∑s∈Γ cs(α′s)n is not divisible by pd+1.
Since for s /∈ Γ, as ∼
u
a, but as 6= a, then as − a is infinite. Then there
exists an infinite power of p that divides ∑s/∈Γ cspnai−na(α′s)n. In other
words the quantity ∑s∈Γ cs(α′s)n +∑s/∈Γ cspnai−na(α′s)n is a multiple
of pd, but not of pd+1.
In conclusion we have that for all s ∈ Γ, nas + d = na+ d = kb ∼
u
kas,
and so nas + d = kas, that is (n− k)as = −d and this is absurd.
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4.10 The equation ∑ms=1 csxns = yn+1
Proposition 4.10.1. Let m,n be natural numbers, with m ≥ 2.
Let P (x1, . . . , xm, y) =
∑m
s=1 csx
n
s − yn+1 be a polynomial with integer coeffi-
cients. Let us suppose that
• for all ∅ 6= I ⊆ { 1, . . . ,m }, ∑s∈I cs 6= 0,
• for all ∅ ⊆ J ( { 1, . . . ,m }, n∑s∈J cs +∑ms=1 cs 6= 0.
Then P is not partition regular.
Proof. By contradiction, let α1, . . . , αn, β be u-equivalent elements of ∗N \N
such that
m∑
s=1
csα
n
s = βn+1. (4.5)
Let p be a sufficiently large prime, p > ∑ms=1 |cs| and such that, for all
∅ ⊆ J ( { 1, . . . ,m }, p does not divide n∑s∈J cs +∑ms=1 cs 6= 0.
We can write for all 1 ≤ s ≤ m
αs = pasα′s + i and β = pbβ1 + i,
where α′1 ≡ · · · ≡ α′n ≡ β1 ≡ j 6≡ 0 (p) and a1 ∼u . . . ∼u an ∼u b. Evaluating
this equation modulus p, we have that ∑ms=1 csin ≡ in+1 (p), that is i = 0 or
i = ∑ms=1 cs.
Let a = min{a1, . . . , am} and Γ = { s | as = a }.
(i = 0) Factoring pna on the left side of the equation 4.5, we obtain:
pna
(∑
s∈Γ
cs(α′s)n +
∑
s/∈Γ
csp
nai−na(α′s)n︸ ︷︷ ︸
≡
∑
s∈Γ cs·jn (p)
)
= p(n+1)bβn+11 .
Since ∑s∈Γ cs is not zero, and p is a sufficiently large prime, then∑
s∈Γ cs 6≡ 0 (p) and
∑
s∈Γ csjn 6≡ 0 (p). In particular we have that, for
all s ∈ Γ, nas = na = (n+ 1)b ∼
u
(n+ 1)as, that is nas = (n+ 1)as, so
as = 0 and this is absurd.
(i = ∑ms=1 cs) In this case the equation 4.5 becomes
m∑
s=1
csα
n
s =
m∑
s=1
cs
( n∑
l=1
(
n
l
)
plas(α′s)lin−l
)
+
m∑
s=1
csi
n =
n+1∑
l=1
(
n+ 1
l
)
plbβl1i
n+1−l + in+1 = βn+1.
4.11 Directions for further research 63
Factoring pa on the left side and pb on the right side,
pa
[∑
s∈Γ
cs
( n∑
l=1
(
n
l
)
pla−a(α′s)lin−l
)
+
∑
s 6∈Γ
( n∑
l=1
(
n
l
)
plas−a(α′s)lin−l
)
︸ ︷︷ ︸
≡nin−1j
∑
s∈Γ cs (p)
]
=
pb
[
n+1∑
l=1
(
n+ 1
l
)
plb−bβl1i
n+1−l
︸ ︷︷ ︸
≡(n+1)jin (p)
]
.
Notice that nin−1j∑s∈Γ cs 6≡ 0 (p) and (n + 1)jin 6≡ 0 (p), since we
are assuming p sufficiently large. In particular, it must be
a = b and (n+ 1)jin ≡ nin−1j
∑
s∈Γ
cs (p)
and so n∑s 6∈Γ cs +∑ms=0 cs ≡ 0 (p), and this is absurd.
4.11 Directions for further research
The area of study that concerns partition regularity problem is little explored.
Further research can be oriented to generalize the results of this thesis.
Research into non-partition regularity could be pursued in a number of
directions.
As first step one should consider the equation:
• xn + yn = c1zk, with c1 6= 1.
This can lead to resolve the case:
• ∑ms=1 xns = cm+1zk, with cm+1 6= 1.
Clearly the final aim is to prove the (non-)partition regularity of a generic
polynomial
• ∑ms=1 csxnss = 0.
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