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I. INTRODUCTION
Well-functioning capital markets and the low interest rates that often accompany them are important for economic development and growth. High interest rates, for example, can deter governments from borrowing to finance investments on which to base future economic growth. High rates are often due to risk premiums that reflect the possibility that the government will default.
It seems likely that the risk of default is lower if a country has better political institutions. Although this hypothesis seems intuitive, no scholarly work documents or tests whether in fact institutions that improve electoral accountability and foster more democracy reduce the risk of default and therefore lower risk premiums. This paper tests whether changes in political institutions have a direct effect on financial markets, measured as a reduction in the risk premium.
Previous work estimates the effects of institutions on economic growth and documents that some institutions improve it. This work is based on the theoretical contributions of, for example, Shleifer and Vishny (1993) , who argue that the structure of government institutions is important for economic development. Institutions that have been found to slow economic growth include corruption and insecure property rights (e.g., Mauro, 1995; Keefer and Knack, 2003; Acemoglu, Johnson, and Robinson, 2005) . Determinants of insecure property rights and high corruption include the timing of elections and the lack of checks and balances (Keefer 2004) .
Besides growth as a measure of economic performance, some scholars explain performance in the financial sector as a consequence of the institutional setting. For example, financial sector employment and banking crises are related to the security of property rights, the rule of law, and checks and balances. North and Weingast (1989) , for example, provide evidence that improved checks and balances, credible commitments, and better property rights in England during the seventeenth century led to the development of stable capital markets and reduced interest rates, which at that time was an important prerequisite for economic growth. Related work on financial markets includes Keefer (2001 Keefer ( , 2002 , who points to the critical role of checks and balances for suitable governmental decisions related to banking crises. Further, Keefer and Knack (2003) show that political institutions are important determinants of sovereign creditworthiness.
In this paper, we examine the effect of institutions, such as checks and balances, quality of governance, elections, and other democratic institutions, on sovereign interest rate spreads. Better institutions can affect financial markets through at least two channels. One is that better institutions lead to better fiscal policy, which reduces default risk. The other is that they affect financial markets because better institutions promote trust, facilitate exchange, and thus facilitate economic growth. We look at the direct effect of political institutions on financial markets, controlling for fiscal policy.
We focus on explaining spreads from emerging market economies that have issued debt since the early 1990s. The spreads are a measure of the risk premium demanded by investors for holding these bonds. Differences between spreads have been explained in terms of country fundamentals, such as inflation, debt, and reserves (see for example Edwards, 1994; Cline and Barnes, 1997; and Eichengreen and Mody, 2000) . However, no scholarly work has examined how spreads respond to changes in political institutions and government accountability.
We find that financial markets value institutions beyond the economic and fiscal outcomes the institutions shape. Democracy and accountability lower sovereign spreads, and political risk increases them. Finally, financial markets demand higher spreads in election years.
In what follows, Section II presents the analytical framework, Section III discusses the empirical strategy, and Section IV describes the data and presents the results. Section V highlights the main conclusions and their policy implications.
II. ANALYTICAL FRAMEWORK

A. The Empirical Model
The empirical model is derived from a model developed by Edwards (1984 Edwards ( , 1986 . Like him, we assume that a risk-neutral investor lends to a country that is a price-taker in the world capital market. The equilibrium condition for optimal allocation of the investor's portfolio can be expressed as:
where * r is the risk-free world interest rate; is the probability of default; is the payment made by the borrower to the lender in the default state; and It is straightforward to derive from equation (1) the equilibrium condition for the spread:
where s is the spread over the risk-free world interest rate ( * r ). As is standard practice, we specify a logistic form for the probability of default:
where are the determinants of the probability of default that are elaborated below, and k Z k β are the corresponding coefficients. By combining equations (2) and (3) and taking the natural logarithm, the resulting equation can be written as 1 :
Adding country and time dimensions and allowing for the time and fixed effects, the stochastic model to be estimated is given by:
where is the secondary market spread over the risk-free world interest rate in country i in year t; is a country fixed effect; is the time fixed effect; and is a Gaussian error t
In this framework r* is absorbed in the time fixed effect t λ .
B. Testing the Impact of Institutions on Spreads
The basic formulation used to test the impact of political institutions on spreads is:
For the choice of political institution variables we draw on the political economy literature, which relates political institutions to government size and policy credibility. 2 For political institutions (Pol it ), we include the political system (presidential versus parliamentary); political constraints (Henisz, 2000) ; the Freedom House indexes of political rights and civil liberties; the Kaufmann voice and accountability index; the democracy index (Polity) produced by the University of Maryland; the democratic accountability index of the International Country Risk Guide (ICRG); the ICRG political risk index; and whether there 1 Without loss of generality, is assumed to be zero. 0 ω 2 See, for example, Persson and Tabellini (1999, 2000a, and 200b) .
is an election in a particular year. Since many of these institutions are highly correlated, we will estimate separate regressions for each.
Besides including these institutions in the regression equations, we also explicitly control for current fiscal policy by including government revenues, current expenditures, and government investment. We do so because we want to examine whether institutions have an effect after controlling for government policies that are affected by these institutions. Specifically, we include the total revenue-to-GDP ratio (Rev it ); the current government spending-to-GDP ratio (Curex it ); and the public investment-to-GDP ratio (Ginv it ).
Total revenue-to-GDP is predicted to have a negative sign because, all else being equal, higher revenue improves the primary balance. The sign of the public investment-to-GDP ratio is ambiguous. On the one hand, its coefficient could be negative, because higher investment improves growth prospects. On the other hand (see Edwards, 1986 ), higher investment ratios may increase default risk, so the sign could also be positive. Government current spending-to-GDP is expected to have a positive sign, because higher current spending adds to the deficit, often without improving growth prospects.
As for additional control variables, previous studies point to a large number of variables as possible determinants of sovereign risk. We aim for a parsimonious empirical model, capturing the key indicators of liquidity, solvency, and macroeconomic fundamentals.
Q it , a vector of additional control variables, includes debv it , which is the ratio of total debt outstanding to gross national income (GNI) . 3 This measure is a key indicator of a country's long-run solvency. Higher debt-to-GNI increases the default probability, and hence the sovereign risk. This variable is predicted to be positively associated with the spread. Other control variables include the ratio of foreign exchange reserves to GDP, the inflation rate, the output gap, default history, and the regional spread index. Foreign exchange reserves-to-GDP is expected to reduce spreads, because it is a measure of a country's capacity to service external debt. The inflation rate is a key indicator of economic stability. Monetization of fiscal deficits can lead to high inflation, which reduces growth by raising the cost of acquiring capital. Moreover, a higher degree of political instability is associated with higher inflation (e.g., Aisen and Veiga, 2005) . For these reasons, higher inflation will tend to increase sovereign risk. We include the output gap to control for the economic cycle, and monetary conditions because recent work has shown that the timing and type of fiscal adjustment also depend on the economic cycle (Mulas-Granados, 2003, and von Hagen and Strauch, 2001 ). We include a country's default history as one of the control variables and hypothesize that it has a positive coefficient because defaults increase risk. Another control variable is a regional spread index that controls for contagion effects; the regions are Africa, Asia, Europe, and Latin America.
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III. EMPIRICAL STRATEGY FOR FISCAL POLICY VARIABLES
Although we are concerned with estimating the effect of institutions on spreads, to determine whether institutions have an independent effect on the fiscal policy they influence, we want unbiased estimates on the fiscal policy variables. Our fiscal variables-government revenues, spending, and investment-are likely to be correlated with the disturbance term. There are three potential sources of endogeneity in the fiscal variables that may bias estimates: interest payments, automatic stabilizers, and the timing of discretionary fiscal consolidations. To address these issues we construct a measure of discretionary changes in the fiscal variables. It is important to use discretionary fiscal policy variables to neutralize the effect of automatic stabilizers that may bias the evidence in favor of current-spending-based adjustment. Moreover, the use of discretionary fiscal variables is motivated by the evidence that the economic cycle does matter for the timing and type of fiscal adjustments (Mulas-Granados, 2003, and von Hagen and Strauch, 2001 ).
To derive the discretionary fiscal policy variables, we estimate the following equation:
where F it is the fiscal variable (either government revenues, current spending, or investment, each relative to GNI), and outgap it is a measure of the output gap, defined as the difference between real GDP and its country-specific Hodrick-Prescott trend, as a percentage of trend GDP. The variable inf it indicates the inflation rate. In deriving discretionary fiscal policy, Fatás and Mihov (2003) suggest including the inflation rate to ensure that the results are not driven by high-inflation episodes. We also add the square of the inflation rate to account for a possible nonlinear relation between inflation and the fiscal variables. We estimate equation (7) by instrumental variables, using lagged output gap, lagged inflation, and lagged inflation squared as instruments. The residuals it ξ ) are interpreted as the discretionary fiscal variables. As Alesina and others (2002) argue, cyclically adjusted fiscal variables may not fully eliminate endogeneity, given the possibility of a discretionary fiscal response to the business cycle. Accordingly, we address any remaining endogeneity by using as instruments for discretionary fiscal variables the following variables: a dummy for the political system (presidential versus parliamentary); a dummy for the electoral system (proportional versus majoritarian); an electoral indicator; a right-wing government indicator; the indicator of political constraints constructed by Henisz (2000) ; the dependency ratio; the urbanization rate; the log of real GDP per capita; and openness (measured by total trade as a percent of GDP). 6 In the second stage, we estimate the original specifications (equation 6), using country and year fixed effects (FE), with the three fiscal variables replaced by their corresponding fitted values from the first stage regression.
IV. DATA DESCRIPTION AND RESULTS
A. Data Description
The data set for the dependent variable is the stripped spread obtained from the Emerging Markets Bond Index Global (EMBI Global). The EMBI Global, which is widely used, tracks total returns for traded external debt instruments issued in emerging markets by sovereign and quasi-sovereign entities. These instruments include US dollar-denominated Brady bonds, loans, and Eurobonds. Bonds included in the index must have a face value of over US$500 million, a maturity of more than 2½ years, and verifiable daily prices and cash flows. The EMBI Global, which currently covers 32 countries, is a market-capitalizationweighted index, with a country's spread computed as the weighted average of the spreads of the bonds included. 7 The bond spread is measured against a comparable U.S. government bond. Like other financial data, the EMBI index exhibits high volatility and heteroscedasticity. While these problems are less severe in the annual data than in the daily ones, we do correct for heteroscedasticity in computing the covariance matrix of the estimated coefficients.
The data sources of our right-hand-side economic variables are from the World Bank's World Development Indicators and the IMF's World Economic Outlook database and International Financial Statistics. The variable measuring whether a country is in default is based on the classification by Manasse and Roubini (2005, page 9 , Table 1 ) and Gelos, Sahay, and Sandleris (2004, page 36, Table A7 ). The indicator variable is set to 1 if in a specific year the country is classified by either paper to be in default. The political and institutional variables are taken from Persson and Tabellini (2001) ; the ICRG; and the World Bank's Database of Political Institutions (DPI).
Descriptive statistics can be found in Table 1 . A list of the countries included in our regression analysis in given in Appendix Table A1 . The reason the frequency of countries differs is that some were not included in all years in the EMBI Global. 
B. Results
The model is estimated using ordinary least square (OLS) and fixed effects estimation, with robust standard errors. Table 2 reports OLS regression results that do not include fiscal policy variables and country fixed effects but do include year indicators. The point estimates on these indicators are not reported. Table 3 adds country fixed effects to the specifications in Table 2 . In both tables, all the traditional control variables have the expected effect on spreads and are statistically significant. Moreover, the magnitude of the estimates is roughly consistent with findings in the literature (see, for example, Edwards, 1986, and Min, 1998) . Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. All specifications have year indicators. The results in Table 3 , column 1, imply that a 1 percentage point increase in debt-to-GNI leads to about a 1 percent increase in spreads, which implies that countries with higher debt are penalized in international markets. Similarly, the coefficient of the liquidity indicator (total foreign exchange reserves as a percent of GDP) is also significant at the 1 percent level, with the expected negative sign. Like Edwards (1986) , we find that financial markets are sensitive to changes in reserves, evidence that liquidity concerns are important in the international investor's decision. A 1 percentage point increase in reserves-to-GDP causes the spreads to fall by about 4.5 percent. The magnitudes of the estimated coefficients on the debt and reserves indicate that each percentage increase in reserves is four times as effective in reducing spreads as each percentage reduction in debt.
With regard to other economic fundamentals, the effect of higher inflation on spreads is statistically significant and positive, as expected, while higher output causes spreads to fall (Table 3 ). The default history variable is also statistically significant, with the predicted positive sign. Tables 2 and 3 give similar estimates for these variables; the only notable difference is the estimate for the output gap, which has a negative sign in both tables but is statistically significant only in Table 2 , where we control for country fixed effects. The negative sign indicates that spreads are lower when countries are in boom periods and higher when they are in recessions.
Political institutions matter for financial markets. The findings are robust to a wide range of indicators of institutional quality. First, democracy, regardless of how it is measured-the Kaufmann voice and accountability index, the Freedom House index of political rights, the Polity index, or the ICRG democratic accountability index-lowers spreads. The point estimates are statistically significant and all have the expected negative sign, indicating that more democracy is associated with lower spreads. Although the Freedom House index for political rights has a positive sign, it too shows that more democracy leads to lower spreads, because higher values in Freedom House indexes imply less democracy. 8 More civil liberties also lower spreads, because civil liberties fosters democracy. These results forcefully suggest that financial markets are giving a premium to democratic regimes. Put differently, the markets tend to penalize nondemocratic regimes by charging them relatively higher interest rates. Since financial markets affect economic development through better resource allocation and risk diversification, our findings seem to suggest that democracy also matters for growth. Since we find that more government accountability, as measured by the ICGR index and the Kaufman index, lowers spreads, our results lend support to Keefer and Knack's (2003) findings that checks and balances increase creditworthiness.
The negative and statistically significant sign on the ICRG political risk variable shows that lower political risk reduces spreads, which confirms the widely held view that financial markets dislike political risk. We also find some evidence that sovereign borrowing costs tend to be higher in election than in off-election years. This corroborates Block and Vaaler's (2004) finding that rating agencies and bondholders view elections negatively, presumably because elections are associated with uncertainty about the future. Table 3 adds country fixed effects to the specifications in Table 2 . This does not alter our previous conclusions. Further, the point estimates are roughly similar in the country fixed effects specification to the results reported in Table 2 .
The effects of democratic institutions are substantial (Table 3) . For example, a one standard deviation in the ICRG democratic accountability index decreases spreads by about 25 percent. Similarly democracy, as captured by more civil liberties and political rights, lowers spreads. A one point reduction in political rights, as measured by the Freedom House index on a one to six scale, reduces spreads by 8.5 percent, and the same reduction in civil rights reduces spreads by 19 percent.
It is also of interest whether institutions affect spreads even when controlling for fiscal variables that themselves are influenced by democratic institutions. Table 4 reports specifications corresponding to Table 2 with fiscal variables added. Table 5 corresponds to Table 3 with fiscal variables added. Before discussing the effects of institutions on spreads as documented in these tables, let us first look at the results on the fiscal variables. The fiscal variables have the anticipated effect on spreads. Both government revenue and current expenditure always enter with the expected sign and are statistically significant. Revenue increases or current spending cuts reduce spreads. The coefficient of government investment is often not statistically significant. The size of public investment may not matter to investors as much as its quality. But overall, these findings support the hypothesis that revenues and current spending decisions affect financial markets.
The results also allow us to examine whether financial markets distinguish between expenditures financed by debt or out of revenues. If a country finances current spending by raising revenue, the increase in revenue would reduce the spread, thereby offsetting the impact on spreads of increasing current spending; on the other hand, if current spending is debt-financed, the increase in the country's indebtedness will heighten the risk. Put differently, tax-financed current spending and debt-financed current spending have different impact on spreads. For example (see Table 5 , column 1), a 1 percentage point increase in current spending financed by debt raises spreads by about 11 percent 9 l; financed by taxes it reduces spreads by about 10 percent.
As for whether political institutions affect financial markets, in Table 4 almost all of our previous results on political institutions reemerge and are therefore robust to the inclusion of fiscal variables, suggesting that institutions have independent influence on spreads over and above the fiscal outcomes they shape. Democracy-as measured by Kaufmann's voice and accountability index, the Freedom House index for political rights, and the ICRG democratic accountability index-continues to reduce spreads in a statistically significant way. The point estimate on the Polity variable is not statistically significant, although it has the same sign as previously. Investors continue to view political risk negatively. The indicator variable for the election year is statistically significant in the fixed effect specification, suggesting that financial markets penalize sovereign borrowers in an election year. The results reported in Table 5 show that the findings in Table 4 are robust to the inclusion of country fixed effects.
C. Sensitivity and Robustness
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Our findings are robust to a variety of different specifications. First, we estimated the model with alternative measures of solvency and liquidity, and the results obtained were very similar to those reported. Second, we also tested whether currency crises help explain changes in spreads, but our measures of currency crisis variables were not statistically significant. Third, given the role of regional contagion in the pricing of sovereign risk, we also consider a regional spread index to measure contagion. The reason we use a regional index is that many authors have suggested that contagion is more a regional than a global phenomenon (see, for example, Kaminsky and Reinhart, 2000) . We group the sample countries into four regions: Europe, Latin America, Africa, and Asia. We expect the contagion variable to have a positive coefficient. This estimate on the contagion variable was not statistically significant, but the results on political institutional variables hold.
We also tried two nonlinear specifications. First, a number of studies suggest that a debt ratio of 40 or 50 percent of GDP could increase debt intolerance and spreads. 11 We therefore estimated a threshold model for the 40 percent and 50 percent cut-off and found that in both the interaction variable is not statistically significant. Second, we tested whether political variables may interact with the debt variable to affect spreads. We found that the evidence does not support this hypothesis.
V. CONCLUSIONS
This paper investigates whether political institutions matter for financial markets. Using panel data from emerging market countries, we find that financial markets care about changes in political institutions. Institutions appear to have some independent influence on spreads beyond the fiscal and economic outcomes they shape. In particular, financial markets reward democracy and electoral accountability by charging lower interest rates spreads, thereby contributing to economic growth. Also, governments borrowing costs are likely to be higher in election than in off-election years.
This study has a number of policy implications for countries seeking to lower the cost of borrowing on international capital markets. First, a country would be better off if it strengthened check and balances and democratic accountability. Second, the country should simultaneously ensure that macroeconomic and structural policies are appropriate to ensure a lower debt-to-GDP ratio and comfortable reserves. Third, when fiscal adjustment is needed to reassure financial markets, the country would be better off pursuing revenue-driven fiscal adjustments and cutting current spending instead of public investment, because financial markets do pay attention to the composition of fiscal consolidation.
For future research, it would be useful to deepen the empirical analysis by investigating the role of particular types of institutions-e.g., central bank independence, public expenditure management, bankruptcy law, and labor market institutions. Data that have a larger number of countries with a longer time series than those used in this paper would make these inquiries more promising.
