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ABSTRAC : In the first chapter we study the Banach algebra of functions
defined on a compact metric space with values in a Banach algebra and we
characterize its spectrum . The main result is : Let (K,d) be a compact metric
space, A a commutative unitary C*-algebra . If DQC and f:D 3 A is a bounded
lipschitzian function on D, then there exists a Lipschitz extension of f to
all K .
The second chapter is the study of the algebra D(m) of Cm -class
functions on a compact subset K of Rn whose partial m-derivatives verify
a Lipschitz condition . It is shown that spectral synthesis is verified in
D(m) for closed ideals . For this we offer first a characterization of the
minimal closed ideal of a point and we also study the primary ideals. of
D(m) and their relations with the derivations of order m on D(m) .
INTRODUCCION
La memoria que aquí se presenta trata de algunos problemas en álge-
bras de funciones que cumplen una condición de Lipschitz .
Está dividida en dos capítulos y cada uno de ellos trata de proble-
mas distintos .
En el capítulo primero se estudia un problema de extensión de fun-
ciones, conservando una condición de Lipschitz, para funciones a valores
en una C*-álgebra .
En el capítulo segundo se hace una descripción completa del álgebra
de funciones de clase Cm sobre un compacto K de Rn tales que sus derivadas'
m-simas cumplan una condición de Lipschitz . Se caracteriza el ideal de nuli
dades en un punto de K, se estudian los ideales primarios, las derivaciones
de orden m + 1 y su relación con los ideales primarios asociados a un ideal
cerrado y finalmente se demuestra un teorema de síntesis espectral y se apli-
ca a raracteri7ar ól i,deál dP niilida<iá- dP un rerrado de K .
Cada uno de los capítulos va precedido de una introduccióh que plan-
tea con precisión el problema que en él se trata, sus antecedentes y los
resultados que se obtienen . Los capítulos están divididos en secciones, to
das ellas empiezan con un breve comentario sobre los resultados de la misma ;
así pues para más detalles, véanse esos comentarios e introducciones .
Sólo me queda agradecer al Prof . Dr . Juliá Cufí, Director de este
trabajo, la ayuda y apoyo prestado en todo momento para poder realizar esta
memoria . Además sus observaciones a la primera redacción han permitido mejo-
rar algunos aspectos de la misma .
Al Prof . Dr . Joaquín Ortega tengo que agradecer el haberme introdu-
cido en el tema y haber estado siempre dispuesto a hablar de él . A él, junto
con otros, debo mi interés por algunos problemas del análisis y haber podido
trabajar en ellos .
Finalmente es para mi obligado agradecer la colaboración y el com-
pañerismo de todos los componentes durante estos años de la Sección de Mate-
máticas de la Universidad Autónoma
pez y Sebastián Xambó, con quienes
temáticos, y de otros, y a Joaquim
problemas que he abordado .
Quisiera dedicar estas páginas a mi Madre y a mi
confiado en que las escribiría .
Esta memoria es la tesis doctoral presentada por
Universidad Autónoma de Barcelona . Algunos de los resultados de la misma
aparecerán por separado en otras publicaciones .
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I .0 .- INTRODUCCION
Parece ser que, aproximadamente en .1923, S . Banach descubrió que
una función real definida en conjunto de números reales, que sea acotada
y verifique una condición de Lipschitz en ese conjunto, se puede extender
a todos los números reales, manteniendo la cota y verificando la misma con-
dición de Lipschitz . Nunca he encontrado la referencia exacta de este resul-
tado que se suele llamar Teorema de extensión de Banach para funciones de
Lipschitz, pero si son conocidos resultados posteriores en esa misma linea .
Normalmente, cada resultado posterior utiliza en la demostración
los mismos procedimientos que Banach para construir la extensión o se apoya
en el resultado de Banach para obtener resultados que se pueden aplicar en
condiciones más generales .
En principio hay dos posibilidades de generalizar el resultado . La
primera consiste en ampliar el espacio en que está definida la función . Esta
nanerali7ariíin ce hi7n ininrii,átamentin
	
va niia el métn_do de Ban.arh nn utili
zaba propiedades esenciales de los números reales y era aplicable a todo
espacio métrico .
La segunda es generalizar el espacio en el que la función tome valo-
res . Es inmediato hacerlo en el caso en que la función toma valores en un
espacio vectorial finito sobre R ó C . El problema es estudiar el caso en que
la función tome valores en un espacio de Banach en general, o por lo menos
en algunos casos particulares .
Voy a intentar hacer una breve relación cronológica de los resultados
en este campo . Los trabajos que creo más representativos son los siguientes :
1934, McShane (1)
Teorema 1 : Sea f una función real definida en un subconjunto E de un espacio
métrico (S,d), que satisface la condición de Lipschitz :
sobre E . Éntonces f se puede extender a todo S conservando la misma condi-
ción de Lipschitz .
Teorema 2 : Sea f una función real definida en un subconjunto E de un espacio
métrico (S,d), tal que f admita un módulo de continuidad w cóncavo para
t > 0 y que se acerca a cero con t, entonces f se puede extender a todo S
conservando a w como módulo de continuidad . (Recordamos que un módulo de
continuidad para una función f es una función w :(-t,t) - R definida en un
entorno de cero de R tal que :
Obsérvese que es una mera extensión del resultado de Banach a un
espacio métrico cualquiera . Sin embargo se obtienen consecuencias como :
Una función continua en un conjunto cerrado de Rn extiende a una función
continua en Rn . Este resultado para las funciones continuas ya había sido
obtenido por Whitney unos meses antes y con métodos semejantes . Para más
detalles véase Whitney (1) .
1943, Valentine (1)
Teorema 4 : Sea S un subconjunto de R2 y
ca
Jf(x 1 ) - f(x2)' < Md(xl,x2)
Jf(x) - f(y)J < w(d(x,y))
	
para d(x,y) < t)
11f(x) - f(y)11 < Kil x - y11
sea f : S -> R2 una función que verifi-
cuando x e y son de S .
Si T es un subconjunto de R2 que contiene a S, f se puede extender
a T preservandose la condición de Lipschitz . La extensión se puede hacer
de forma tal que el conjunto imagen de la función extendida esté contenido
en un conjunto convexo fijado previamente, con la condición de que contenga
a la imagen de f .
Este es el primer intento, y el único que yo conozca, en el que
se intenta decir algo sobre la extensión o sobre su imagen .
1955, Czipszer y Geher (1)
Teorema 1 : Sea X un espacio métrico y S un subconjunto de X . Sea
ción real definida en S que satisface la condición de Lipschitz :
Jf(x) - f(y)J < Kd(x,y)
para todo x,y de S . Entonces existe una función F :X -> R que coincide con
f sobre S y que verifica la misma condición de Lipschitz sobre todo X .
Teorema 2 : Sea X un espacio métrico y S un subconjunto de X . Si f :S ;
fica para cada x de S la condición :
If(x) - f(y)J < Kd(x,y)
	
para d(x,y) < d
con K > 0, y, S > 0, dependiendo K y d del punto x . Entonces existe
función F :X 3 R que coincide con f sobre S y que verifica esa misma
ción para todo x de X .
1966, Schonbeck (1)
Teorema 1 : Sean E y F espacios de Banach reales o complejos . Si para todo
subconjunto D de E y toda contracción T:D } F, existe una contracción
T' :E -> F que es una extensión de T, entonces E y F son espacios de Hilbert .
Corolario : No existe ningún espacio de Banach complejo F tal que para todo
éspacio de Banach complejo E, dada una parte D de E y una contracción
T :D -> F, entonces T extienda a una contracción T:E -> F .
Los resultados de Schónbeck son los primeros en los que aparece un
intento de extender funciones a valores en un espacio de dimensión no finita
y respetando una condición de Lipschitz, aunque sólo estudia los casos de con
tracciones . Un análisis de sus resultados nos lleva a que no es posible resol-
ver el problema completamente ya que hay que hacer restricciones sobre los
espacios en los que está definida y toma valores la función .
f una fun-
R veri-
una
condi-
1970, Minty (1)
Teorema : Sea H un espacio de Hilbert, M un espacio métrico, D una parte de
M . Sea f :D -> H tal que :
jf(x) - f(y)j < (d(x,y)) a
	
0 < a < 1
Entonces existe una extensión de f a todo M conservándose esa condición si
y sólo si se cumple una de las dos condiciones siguientes :
1 .- a < 1/2
2 .- M es un espacio vectorial dotado de un producto escalar con distancia
dada por kl/ajIx-yjI, en donde k > 0 .
Además la extensión se puede hacer en forma tal que la imagen de la
extensión esté en el cierre convexo de la imagen de f .
Minty¡hace observar expresamente la falta de resultados acerca
problema de extender funciones lipschitzianas a valores en espacios de
sión infinita .
1974, Flett (1)
del
dimen-
E queTeorema : Sean E y F espacios normados reales y sea D un subconjunto de
sea acotado, cerrado y convexo, con diametro p y que
da con diámetro d > 0 y centro xo . Sea f :D -> F una función que verifica la
condición de Lipschitz :
jif(x) - f(y)jj < Ki~-yll en D .
En esas condiciones, f se extiende a una función g :E -> F que verifica en
E la condición :
llg(x) - g(y) jj < (Kp/d) lix - yjj
El resultado y los métodos de Flett son distintos de los de los ante-
En realidad estudia las condiciones que ha de cumplir el subconjunto
contenga una bolsa cerra-
todo
riores .
D de E para que una función lipschitziana f de D en F se extienda a una fun-
ción g :E -> F conservando la condición de Lipschitz . Reduce el problema a to-
mar exclusivamente subconjunto D de E tales que exista una aplicación
lipschitziana h :E -> D tal que sea la identidad sobre D y que h2 = h . Es decir,
Flett no aborda el problema de la extensión sino el de buscar buenos subcon-
juntos para poder hacerla
Hay otros resultados sobre el problema que se pueden encontrar en
las referencias que se dan en los artículos citados .
Dentro de estos resultados se plantea el siguiente problema :LEn que
condiciones es válido el teorema de extensión para funciones a valores en
un álgebra de Banach? . En esta situación, las funciones definidas en un es
pacio métrico (X,d) a valores en un álgebra de Banach A, forman una nueva
álgebra de Banach . Denominaremos Lip(X,A) al álgebra de Banach de las funcio-
nes definidas en el espacio métrico (X,d) a valores en el álgebra de Banach
A y que cumplan una condición de Lipschitz en X . Al estudiar la estructura
multiplicativa de ese álgebra obtenemos resultados en el siguiente sentido .
En primer lugar, la representación de Guelfand permite tratar a los
^lementos de LÍPP _a1 romo funciones continuas en el espectro maximal y valo-
radas en los números complejos .
En segundo lugar, los resultados de Sherbert (2) permiten interpre-
tar a los elementos de Lip(X,A) como funciones de Lipschitz definidas en el
espectro maximal, dotado de una distancia conveniente, y a valores en los
números complejos .
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Con estos precedentes y los resultados sobre extensión de funciones
a valores en los números complejos probamos lo siguiente : Sea A una C*-álge-
bra conmutativa y unitaria y sea (K,d) un espacio métrico compacto con distancia
d . Sea D un subconjunto de K y f :D -> A una función acotada que verifique la
condición de Lipschitz
11f(x) - f(y) 11 < ad(x,y)
para toda pareja x,y de D . En esas condiciones existe una función F del álge-
bra Lip(K,A) tal que restringida a D coincide con f .
El método utilizado es distinto de los anteriores, pues como ya se
ha dicho, nos basamos en la estructura multiplicativa de Lip(K,A) . En primer
lugar, describimos las propiedades esenciales de ese álgebra de Banach y
caracterizamos y estudiamos su espectro maximal y la regularidad del álgebra .
En segundo lugar, interpretamos, mediante las representaciones de Guelfand
y Sherbert, sus elementos como funciones a valores complejos que son lips-
chitzianas y en el caso de que A tenga suficientes propiedades construimos
la extensión .
En todo momento que haga falta, y sin citar expresamente su proceden-
cia, utilizaremos los resultados de Sherbert (1) y (2) sobre el álgebra
Lip(X,C), en particular que es regular .
I .1 .- El álgebra Lip (X,A) .
I .L 0.- En este apartado damos las definiciones previas a todo el problema,
construimos el álgebra de funciones con la que vamos a tratar y deducimos
las primeras propiedades de este álgebra . Algunos de esos resultados se usa-
rán posteriormente, otros son generalización de resultados ya conocidos en
el caso de funciones de Lipschitz a valores en los números complejos .
1 .1 .1 .- Definiciones
Sea A un álgebra de Banach conmutativa y con unidad, (X,d) un espacio
métrico con distancia d . Consideramos las funciones f:X ; A, acotadas, tales
que para cada una de ellas existe un número real a>0 tal que :
1 .1 .2 .-
	
Jif(x) - f(Y)JJ < ad(x,y)
para toda pareja x, y de puntos de X .
Para una de esas funciones f llamamos :
1 .1 .3 .- Proposición
lifib = sup {11f(x)11 ;x e X}
~~ f
	
sup { f xd x ,Y ) ; x,y
e X, x ~ y}
Ilf11 = Ilf1b +Ilf%
Sea Lip(X,A) el conjunto de tales funciones . Lip(X,A) con la suma y
el producto naturales y la norma 11 11 es un álgebra de Banach conmutativa
y con unidad . Lip(X,A) tiene involución si A la tiene .
La norma Ilf11 = Ilfib + Ilf % es equivalente a tomar sup(11%, lif i~)
con lo que se puede tomar una u otra . Sherbert en (2) toma la segunda y en
algunos trabajos posteriores de sus discipulos también, aunque la usual es
la primera .
Pasamos a describir algunas propiedades elementales de este álgebra .
A partir de ahora supondremos siempre que A es un álgebra de Banach conmu-
tativa con unidad e involución .
1 .1 .4.- Proposición
Lip(X,A) es cerrada por truncación : Dada f e Lip(X,A) y un número
real a > 0, la función definida por
a la que llamaremos truncación de f por a, es una función del álgebra y ve-
rifica que :
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f(x) ,
(TXf)(x) =
si 11fW11 -<x
af x) si I l f( x ) I 1 > alf x
JITxfIL <_a JITA fi~ <211 f%
Demostración
Por comodidad, llamaremos g a la función Taf . Desde luego llglb <x.
Veamos que g e Lip(X,A) .
Sean :
	
U = {x e X ; IIf(x)II < x,}
V = {x e X ; 11f(x)I1 < a}
Si x,y e U, se tiene :
IIg(x) - 9(Y)II = IIf(x) - f(Y)II_II% d(x,Y)
Si x,y e V :
fxY I I nf(x) - f(Y)II + 111f(Y)1i - 11f(x)II 11
_<
< 2 (IIf(x) - f(Y)II) < 211% d(x,Y)
Si x6 U,yeV:
como queríamos demostrar .
II9(x) - 9(Y)II = Iixf x ) ~ If (x
fxY 11 f(x) f
11
(x) - f(Y)I1
-Ilf Y I1II f(x)	-
f(Y)II + I f( x ) - 1111f (x)11 I=
II9(x) - 9(Y)II = IIf(x) - Iaf
(Y)
II <_
< ¡If(x) - f(Y)II + I f Y I - l I IIf(Y)II
=
= IIf(x) - f(Y)II + Ia-11f(Y)II <
< 2 IIf(x) - f(Y)II < 2 11% d(x,Y)
1 .1 . 5 .- Proposición
Lip (X,A) separa los puntos de X : Si a,b e X, a # b, existe una fun-
ción f e Lip(X,A) tal que f(a) ~ f(b) .
Demostración
Sea e el elemento unidad de A y sea f la .función definida por :
,f(x) -_ d xa)d b,a e
desde
	
luego f(a) = 0, f (b) = e ~ f(a) . Basta ver que f es - del álgebra .
Para ello es suficiente ver que la función dada por : x -t d(x,a)e es un
elemento del álgebra . En efecto tenemos :
Ild(x,a)e - d(y,a)ell < d(x,y)Ilell
Si el espacio X no está acotado, tomaríamos la truncación por la uni-
dad de esa función .
1 .1 .6 .- PY'UpUJ I [: I UII
Sea f e Lip(X,A) tal que f(x) es invertible para todo x e X y existe
un número real e > 0 tal que Ilf(x)II > e para todo x ¿ X . En tal caso f es
un elemento invertible de Lip (X,A) .
Demostración
Siempre existe 1/f(x) en A, tenemos entonces :
Ilf x - f--j II = 11 f f x ffyx	II~r211 f(x)
- f(y)II _<
Además la aplicación x -> 1/f(x) está acotada .
1 .1 . 7 .- Proposición
Si X es compacto, f e Lip(X,A) y f(x) es invertible en A para todo
x e X, entonces f es invertible .
Demostración
Para poder aplicar la Proposición 1 .1 .6 .- basta comprobar que existe
un número real d > 0 tal que Ilf(x)jj > 5 para todo x e X . En efecto si no
fuera así, para cada n natural existiría xn e X tal quejIf(xn )j1 < 1/n . Sea
x un punto de acumulación de la sucesión {xn}, que existe por ser X compac-
to ; una subsucesión {x i
	
} de {x n } es convergente a x y por lo tanto IIf(x)11=0
n
de donde f(x) no seria invertible en A .
1 .1 .8 .- Proposición
Demostración
tiene :
está .
Lip(X,A) es cerrada por composición con endomorfismos continuos de A.
Sea T : A - A una aplicación lineal y continua y sea f e Lip(X,A) . Se
~~(T-f) - (T- f)(y)11 ° JIT(f(x) - f(y))II
<_11T11 . 11f(x) - f(y)~~ <
< JITII . Ilfl~ .d(x,y)
Y hemos terminado, ya que está claro que Tof está acotada si f lo
1 .2 .0 .- En esta sección caracterizamos el espectro de ideales maximales del
álgebra descrita en el apartado anterior y describimos sus propiedades topo-
lógicas . El resultado fundamental es el teorema 1 .2 .1 .- .
Si A es un álgebra de Banach, llamamos espectro de A, Sp A, al conjun-
to de ideales maximales de A, que coinciden con el conjunto de morfismos
lineales multiplicativos de A en el cuerpo complejo .
Se utilizan resultados sobre el álgebra Lip(K,C) que se puede ver en
Sherbert (1) o sobre el álgebra C(K,A) que se puedEnver en Naimark (1) .
1 .2.1 .- Teorema
Demostración
1 .2 .- Estudio del espectro de L i p(K,A), K compacto .
Sea (K,d) compacto . Se tiene que :
Sp Lip(K,A) = K x Sp A
Para probar el enunciado usaremos que el espectro maximál del álgebra
C(K,A), las funciones continuas de K en A con la norma del supremo, es
K x Sp A . La demostración puede verse en Naimark (1) .
Sea M un ideal maximal de A y sea x e K . Entonces
es un ideal maximal de Lip(K,A) ya que :
Tenemos pues la aplicación :
K x Sp A
	
Sp Lip(K,A)
Mx
Mx = (f e Lip(K,A) ;f(x) e M}
Lip(K,A)/Mx = A/M = C
Obsérvese que Lip(K,A) está contenida en C(K,A) y la inyección natural
es continua . La aplicación
	
es la inducida entre los espectros por esa in
yección natural . Entonces es simplemente cortar el ideal maximal (x,M) de
C(K,A) con Lip(K,A), esto es :
Si M e Sp A, llamamos (x,M) al ideal maximal de C(K,A) formado por las
funciones que en x toman valores en M y tenemos :
. ~(x,M) = (x,M) n Lip(K,A)
Vamos a ver que ~ es biyectiva .
a) Es inyectiva
al) y(x,M) ~ jp(y,M) si x # y .
Basta tomar f e Lip(K,A) con f(x) = 0, f(y) = e . Se tiene entonces que
f e ~(x,M) , f 0 ~P(y,M) .
a2) ~(x,M) # p(x,N) si M ¢ N .
En efecto, sea a e M, a 1 N y sea f e Lip(K,A) la función constante
f(y) = a, para todo y e K . En ese caso f es de ~(x,M) pero no es de ~(x,N) .
a3) ~(x,M) ~ ~(y,N) si x ¢ y, M ~ N .
Sea f e Lip(K,A) con f(x) = 0, f(y) = e, en ese caso f es de ~(x,M)
pero no es de ~(y,N) .
b) Es epiyectiva
Sea I un ideal maximal de Lip(K,A) . I no contiene elementos inverti-
bles en C(K,A), con lo que I está contenido en un ideal maximal Í de C(K,A) .
Consideremos el ideal o(1) = I nLip(K,A) . El ideal o(1) contiene a I, y por
ser éste maximal es I .
De ahora en adelante a los ideales maximales del álgebra Lip(K,A)
los llamaremos (x,M) en donde x es un punto de K y M es un ideal maximal de
A . (x,M) está formado por todas las funciones f de Lip(K,A) tales que f(x)
es de M .
1 .2 .2.- Proposición
La topología producto en K x Sp A coincide con la topología espectral
inducida por Lip(K,A) .
(Entendemos por topología producto, la inicial en K por la espectral
en Sp A) .
Demostración
Veamos que la topología producto es más fina que la espectral en
KxSpA .
Sea M un ideal maximal de A . Llamaré ,M al carácter inducido por M .
Los entornos espectrales de K x Sp A son de la forma :
U((x'M)' E, 9 1 , . . ., gn ) =
siendo g i elementos de Lip(K,A) .
Veamos que contiene un entorno de (x,M) en la topología producto .
Sean :
U1 = {y e K ;j¡gi(y) - 9i(x)jj < 3, i = 1, . .n}
U2 = {N e Sp A ; l~o N(gi (x)) - ~PII1 (9 i (x)) 1 <3, i=1, . .,n}
U1 es un entorno abierto de x ya que las g i e Lip(K,A) son funciones conti-
nuas . U2 es un entorno espectral de M en Sp A .
={(y,N) ;I`PN(gi(y)) - `PM (9i(x))1 <E , i=1, . .,n)
de donde U1 x U2 C U .
Ahora bien, K x Sp A es compacto con ambas topologias, y por tanto al
ser una más fina que otra ambas coinciden . De ahí la identificación de
K x Sp A con Sp Lip(K,A) es topológica .
1 .2 .3 .- Proposición
Si A es regular, Lip(K,A) es regular .
Demostración
Sea (x,M) e Sp Lip(K,A) y U un entorno abierto espectral de (x,M) .
Vamos a construir una función g e Lip(K,A) tal que g((x,M)) = 1 y que g se
anule en el complementario de U .
Sean U 1 C K y U2 C Sp A, abiertos tales que U 1 x U2 C U, además
xeU 1,MeU 2 .
Sea f e Lip(K,C) con f(x) = 1 y f nula en K - U 1 . La función f existe
por ser Lip(K,A) un álgebra regular (véase Sherbert 1 y 2) .
Sea a e A con wM (a) = 1 y a nula sobre Sp A - U2 . También a existe
por ser A un álgebra regular .
Sea g = af . Esto es g(x) = af(x) . La función g es de Lip(K,A), pues
está acotada y además :
Y queda :
I%PN (9i(Y)) - %(9 i (x))1 < IspN(9i(Y)) - WN(9i(x))1 +
19N(gi(x)) - spM(9i(x))l
< 11 9i (Y)
	
- 9i (x) 11 + s/3
< 2E/3 < E
llg(x) - 9(Y)jj = ¡la¡¡ . lf(x) - f(Y)¡
g((x,M)) = ~om(9(x)) = sp M (af(x)) = 9M (a) = 1
g es nula en Sp Lip(K,A) - U1 x U 2 , luego nula en el complementario de U
en Sp Lip(K,A) .
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1 .3 .- Teorema de representación y consecuencias .
1 .3 .0 .- En este párrafo se interpretan los elementos del álgebra Lip(K,A)
como funciones a valores complejos definidas en un cierto espacio métrico .
Además se comprueba que cumplen una condición de Lipschitz en ese espacio .
Todo esto es el teorema 1 .3 .1 .- .
	
'
Este resultado nos permite atacar y resolver el problema de extensión
de una función que cumpla una condición de Lipschitz y estando valorada en
un álgebra de Banach . Este estudio se hace en el Teorema 1 .3 .2 .- .
Se utiliza el teorema de extensión de Banach para funciones a valores
complejos cuya demostración se puede ver en cualquiera de los artículos co-
mentados en la introducción general a este Capítulo I . También se puede ver
en Sherbert (1) .
1 .3 .1 .- Teorema
Lip(K,A) se representa como una subálgebra de Lip(K x Sp A, C), dotan-
do a K x Sp A dé la topolog ü unétricá def`iiriida por :
de la topología fuerte .
Demostración
22
d((x,M),(y,N)) = sup {d(x ,y) , JispM - SPN11}
Entendiendo,p
M y 'PN como elementos de la esfera unidad de A' dotado
Sea f e Lip(K,A) . Si (x,M) e K x Sp A, f define una función f en
K x Sp A de la siguiente forma :
f((x,M) = wM(f(x))
a valores en los números complejos .
Basta ver que f e Lip(K x Sp A, C) dotado K x Sp A de la distancia
s . Se tiene :
Sean y e U 1 , N e U2 . Se tiene :
If((x,M)) - f((Y,N))I = I9M (f(x)) - ,PN (f(Y))I <
IWM (f(x)) - SPM(f(Y))I + ISPM(f(Y)) - SPN(f(Y))I <
_IISPM II-IIf(x)
	
- f(Y) II + IIWM	- WN II' II f (Y) II <
< IIf Ild d(x,Y) + IIf Ib II% - 'PNII
_IIfil é((x,M),(Y,N))
con lo que hemos terminado .
Así tenemos la siguiente representación :
1 .3 .2 .- Corolario
La aplicación definida en el teorema anterior es continua y, si A es
semisimple, es inyectiva .
Demostración
n : Lip(K,A) --> Lip(K x Sp A,C)
f ----} f : (x,M) - spm(f(x))
IIn(f)II = IIn(f)II0 +IIn(f)¡Id _IIf1I +IIf1I = 2IIf1I
de donde n es continua .
Si A es semisimple, la inyectividad es clara pues n es la representa-
ción espectral de Lip(K,A) . 0 de otra forma, n(f) = 0, implica que para cada
x e K, f(x) es nula en todo punto de Sp A, esto es que f(x) es del radical
de A .
1 .3 .3 .- Comentario 1 . La representación dada en el teorema anterior es la
misma que la que da Sherbert en (2) . En ese articulo, la distancia que uti-
liza Sherbert en Sp Lip(K,A) es :
d((x,M),(Y,N)) = sup
	
I'PM (f(x)) - 9N(f(Y))1
1If1I <1
Esta distancia y la que usamos nosotros son acotadamente equivalentes (la
nomenclatura es de Sherbert (2)), y por lo tanto las funciones de Lipshitz
con ambas distancias son las mismas . Se verifica que :
2d((x,M),(y,N)) > 8((x,M),(y,N)) > min {1,1/diam K} d((x,M),(y,N))
En efecto : La segunda desigualdad se comprueba de la siguiente forma :
Tomando f(z) = (d(z,x)/diam K)e, f e Lip(K,A),IIfII < 1, de ahí :
d((x,M),(y,N)) > IspN ((d(x,y)/diam K)e)j = d(x,y)/diam K
Y tomando las funciones constantes :
f e Lip(K,A)
8((x,M),(Y,N)) > sup I9M(a) - wN(a)I =IIspm - N11
IIalj< 1
aeA
de ahí la segunda desigualdad .
Para la primera desigualdad tenemos :
ó((x,M),(Y,N)) = sup I~P M (f(x)) - ~PN(f(Y))I
11 f 1I <1
f e Lip(K,A)
< sup I9M (f(x)) - WM (f(Y))1 + SUPIWM(f(Y)) - SPN(f(Y))I
< d(x,Y) +II'PM - WNII< 2d((x,M),(Y,N)) "
1 .3 .4 .- Comentario 2 : La representación estudiada no es sino la represen-
tación de Guelfand de Lip(K,A) en C(K x Sp A, C) pero interpretando las imá-
genes como funciones de Lipschitz sobre K x Sp A con una métrica d convenien-
te . Obsérvese que los elementos de la imágen de n son d-lipschitzianos so-
bre K x Sp A y son continuos sobre K x Sp A tomando la topología inicial en
K por la espectral en Sp A (cuando hablamos de continuidad en K x Sp A, nos
referimos siempre, y salvo aclaración, a esa topología) . Esta topología pro-
ducto es más débil que la inducida por s . Así pués tenemos una representa-
ción :
Lip(K,A) -
	
-; Lip(K x Sp A, C) n C (K x Sp A, C)
en donde la condición de Lipchitz y la continuidad están tomadas con topolo-
gías distintas .
Por razones que se verán seguidamente necesitamos el siguiente lema
que nos permite averiguar con facilidad si un elemento es de la imágen de n .
1 .3 .5 .- Lema
Sea f : K x Sp A -+ C, d-lipschitziana y separadamente continua
en K x Sp A . Entonces f es continua en el producto K x Sp A .
Demostración
Si f es d-Lipschitz, sea jf(x,M) - f(y,N)j < H¿((x,M),(y,N)),
(xo,M0 ) e K x Sp A y c > 0 .
Por ser f separadamente continua, existe un entorno espectral U(M0 )
de Mo tal que si M e U(M0 ) se tiene :
Por otra parte si x e K y d(x,x0 ) < e/H, se tiene que :
fx,M) - f(xo ,M)¡ < H d (x,xo ) < c
para todo M e Sp A .
jf(xo ,M) - f(xo,Mo)1 < e
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De ahí si d(x,x0 ) < s/H, M e U(P10) se tiene :
if(x,M) - f(xo ,M0 )I < if(x,M) - f(xOX I + if(xo ,M) - f(x o , M0 )l < 2e
y por lo tanto f es continua en el producto K x Sp A .
1 .3 .5 .- Sea ahora F un espacio topológico compacto y sea A = C(F,C), el ál-
gebra de Banach de todas las funciones continuas de F en C * con la norma de
la convergencia uniforme . En ese caso Sp A = F y además A = C(Sp A,C) .
Consideremos el álgebra Lip(K,A) . Vamos a ver que, en este caso, la
representación n es exhaustiva sobre Lip(K x Sp A, C) n C(K x Sp A, C) .
En efecto, sea f : K x Sp A --> C una función d-lipschitziana y continua .
Consideremos la función :
Por ser f continua en K x Sp A, f(x, ) es continua sobre Sp A, esto es
f (x,
	
) e A, luego f está bien definida .
Por otra parte f e Lip(K,A), en efecto :
K - f A = C(F,C)
x -= f(x, ) : M - f(x,M)
117(x) - 7(Y) 11 = sup{llf(x,M) - f(Y,M)11 ; M e Sp A}
< liflla d((x,M)(YM)) = lifllg d(x,Y)
en donde 11 lia es la seminorma 11 li d en K x Sp A .
Veamos ahora que n(f) = f . En efecto :
de donde n es epiyectiva .
n(f)(x,M) = ;PM (f(x)) = f(x,M)
Por ser A un álgebra sin radical, n es un isomorfismo .
Más aún : n es un homeomorfismo . Para comprobarlo, basta ver que n-1
continua . En efecto :
1 .3 .6 .- Teorema
11n-1(9)110
=
de ahí ¡In-1 (9)11
d
< II0d
sup{IIn
-1 (9)(x)II ; x e K} =
sup{sup{ 19(x,M)1 ; t± e Sp A} ; x e K} =
sup { 19(x,M) 1 ; x e K, M e Sp A} = 119110
In-1 (9)(x) - n-1 (9)(y)j = sup {19(x,M)j- 9(y,M)I ;M e Sp A} <
< 119 116 ó((x,M),(y,M))
	
= 119Íjó d(x,y)
De todo ello (g)jI < IIg11 y por lo tanto n-1 es continua .
Así pués Lip(K,A) es homeomorfa por la representación espectral a
Lip(K x Sp A, C) n C(K x Sp A, C) . Todo lo dicho es válido siempre que A
sea completamente isométrica al álgebra C(Sp A, C), esto es cuando exista
una isometría de álgebra simétrica entre A y C(Sp A, C) . Tenemos pués el
siguiente teorema :
es
Sea A una C*-álgebra conmutativa, con unidad y sea (K,d) un compacto
métrico con distancia d . El álgebra Lip(K,A) es homeomorfa por la represen-
tación espectral al álgebra Lip(K x Spec A, C) n C(K x Spec A, C) tomando
en K x Spec A la distancia ó definida en 1 .3 .1 .- para la condición de lips-
chitz y la topología producto de la inicial en K por la topología débil en
Spec A para la continuidad .
Condiciones equivalentes a que A sea una C*-álgebra conmutativa y con
unidad pueden verse en Naimark (1) .
Como consecuencia de este teorema, obtenemos el siguiente teorema de
extensión :
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1 .3 .7 .- Teorema
En las mismas condiciones para A y K que en el teorema 1 .3 .4 .-, sea
D un subconjunto cerrado de K y sea f : D - A una función acotada tal que
exista un número real a > 0 tal que :
llf(x) - f(Y)II < ad(x,Y)
para toda pareja de puntos x,y de K . Entonces existe una función F e Lip(K,A)
que coincide con f en D, es decir existe una extensión de f a K .
Demostración
Sea 11f(x)IJ <_ u, 11f(x) - f(Y)JJ < ad(x,Y) ,
	
x, Y e D .
f*A.- Consideremos la función : D x Sp A C
(x,M) - f* (x,M) =spm (f(x))
f* es continua en D x Sp A'y es d-lipschitziana verificando que
IIf*(x ;M)II < v, Ilf*(x,M) - f*(y .N)I,1 < (a + u)8((x,M),(y,N))
Además, f* es continua sobre Sp A uniformemente sobre D . En efecto,
dado e > 0 y P e Sp A, para cada x e D, existe Vx entorno abierto de
x y Ux entorno espectral de P tales que : If*(y,M) - f*(x,P)J < e/2, para
todo y e Vx y M e Ux . Los abiertos {Vx ; x e D} son un recubrimiento abierto
del compacto D, sea V1 . . . V u unyubrecubrimiento finito, correspondientes
a xl " -- xn y siendo U 1 " -- Un los correspondientes
entornos de P . Sea
U = Uln --- nun'
Sean y e D, M e U, sea y e Vf . Se tiene :
If* (Y,M) - f* (Y,P)1 < If * (Y,11) - f*(x i , P)I + If * (xi,P)I - f* (Y,P)I < e
puesto que M e U c U i . Vamos a utilizar posteriormente esta propiedad .
f*MB .- Sea M e Sp A y considérese la función D= C
fM es Lipschitz en D y además If*(x)j < u,
jf*(x) - f*(y)I < ad(x,y)
Tenemos así una familia {f* : D
	
- C ; M e Sp A} acotadas por M
constante de Lipschitz a .
C .- Cada miembro de la familia extiende a X de la forma clásica :
fM = a
m
+ ib hl , partes real e imaginaria, siendo aM ,bM : D-R , con
lam (x)I < u, lam (x) - am(y)I
< ad(x,y)
IbM (x)I < u, IbM(x) - bM (y)I < ad(x,y)
Obsérvese que, de acuerdo con las propiedades de f* estudiadas en A.-, dado
P e Sp A y e > 0, existe un entorno espectral U de P tal que:
Iam (x) - a (x) j <E: si M e U y x e D
lbm (x) - bp (x)I < e
las extensiones de aM y bM vienen dadas por :
BM,AP1 :
X -> R , AM (z) = sup{am(x) - ad(x,z) ; x e O}
BM (z) = sup{bm(y) - ad(y,z) ; y e O}
verificando que IAM(z)I < u, IA, 1(z) - BM (t)I < ad(x,y)
IBM(z)I < u, IBM (z) - BM(t)I < ad(x,y)
Y de las propiedades ya probadas de aM y bM obtenemos que dados
e > 0 y P e Sp A, existe un entorno espectral U de P tal qué
IAM (z) - BP (z)I < e
IBM (z) - BP(z)I < E para todo M e U, z e X .
Sea ahora FM = AM + ¡ BM : X : C, se tiene
y con
IFM(z)I < ,.i ,~2
IFM(z) - FM(t)~ < a v/2 d(x,Y)
teniendo en cuenta las cotas de AM Y BM-
Así tenemos una familia {FM : X - C ; M e Sp A} de funciones acotadas
por vN/2
	
y lipschitzianas de constante a -2
D.- Consideremos la función F* : X x Sp A C
(X,M)
. FM(x)
que tiene las siguientes propiedades :
1 .- F* es continua sobre X para cada M e Sp A fijo .
En efecto pués F*( ,P~= FM que es continua y además lipschitziana sobre
X con constante a v/2 .
2 .- F* es continua sobre Sp A para z e X fijo .
En efecto, sea e > 0 . y P e Sp A . Sabemos existe un entorno espectral
U de P tal que si M e U, JAM (z) - A p (z)I_< E, IBM (z) - B p (z)I < E, para
todo z e X . De ahí
IF*(z,M) - F*(z,P)I < E, para todo M e U y z e X .
3 .- F* es d-lipschitziana . En efecto :
IF*(x,M) - F*(Y,N)I < IF*(x,M) - F*(Y,M)I + IF*(Y,M) - F*(Y,N)I
< a J2 d(x,Y) + IIY~1 - Y N II II Fy*II_
av`2 d(x,Y) + IIY~~ - Yti ¡IvJ2 < (a + M) \/2 d((x,M),(Y,N))
De 1 .-2 .- y 3 .- obtenemos que F* es continua en el producto X x Sp A, y
por ser d-lipschitziana, F* pertenece a la imagen de la representación
(lema 1 .3 .5 .-)
n : Lip(X,A) - Lip(X x Sp A, C) n C(X x Sp A, C)
.De ahí, existe F e Lip(X,A) con n(F) = F* .
Veamos que F es una extensión de f : Si x e D se tiene :
SPM (F(x)) = F*(x,M) = f*(x,M) = 9Pi(f(x))
para todo M e Sp A, y ahí F(x) = f(x) .
Vamos a calcular la norma de F :
JIF(x)jj = sup {I`PM(F(x)I
	
; Me Sp A} _
De ahí :
1 .3 .8 .- Corolario
= sup {IF*(x,M)I ; M e Sp A} < p V12
IIF(x) - F(y)II = sup {I'PM(F(x) - F(y) )1 ; M e Sp A}
IIFII = JIFIIO + IIFIId < IIflIo./2 + (I1f11o
sup{IF*(x,M) - F*(y,M)I ; M e Sp A} <
< (a + p) ,/2 d(x,y)
IIfi~)\/ 2 = J2 (1I1fIId +IIflId)
En las mismas condiciones para X y A que en el teorema anterior, si
D no es cerrado, es válido el resultado .
Demostración
Sea D la adherencia de D . D es compacto y f extiende por continuidad
a D conservando la cota y la constante de Lipschitz .
II .0 .- Introducción .
El estudio de las funciones que cumplen una condición de Lipschitz
fué iniciado esencialmente por Sherbert, (1) y (2) . En estos artículos se
dota al álgebra de las funciones definidas en un espacio métrico (X,d) a
valores complejos y que cumplan una condición de Lipschitz de una norma que
la hace álgebra de Banach y se estudian sus propiedades . En el primer arti-
culo se estudian los ideales de nulidades de un punto y de un cerrado de X
y los ideales primarios, conjeturando que se verifica la síntesis espectral
para ideales cerrados ; se estudian además las derivaciones de ese álgebra y
su relación con los ideales primarios asociados a un ideal . La conjetura
enunciada fué resuelta en un caso particular por Glaeser (1) y en casos más
generales por Waelbroek (1) .
En el artículo segundo se comparan las topologías inicial en X y la
inducida por el álgebra y se estudia la regularidad de ese álgebra, que lla-
maremos Lip (X .d) .
El estudio de Sherbert se continúa en Jhonson (1), (2) y (3) para
funciones a valores en un espacio de Banach E y que cumplan una condición
de Lipschitz . Si E es R ó C, se estudian los puntos extremales de la esfera
unidad de Lip(X,da), siendo 0 < a < 1, y se caracterizan los subconjuntos
relativamente compactos de lip(X,d) para X compacto (lip(X,d) son las fun-
ciones de Lip(X,d) tales que
Jf(x) - f(y)I/d(x,y) -> 0 cuando d(x,y) - 0 y constituye una subálgebra cerra-
da de Lip(X,d)) . Además se caracteriza a Lip(X,d) a valores en E como un es-
pacio de Banach dual si E lo es .
En 1976, Daly y Downum (1) estudian el álgebra de las funciones de
clase Cn en [0,11 a valores complejos tales que la derivada n-sima cumpla
una condición de Lipschitz . Dan varias caracterizaciones de ese álgebra y
estudian los ideales primarios . Enuncian un teorema de síntesis espectral
pero la demostración que dan no es correcta .
Con estos presupuestos se pueden plantear generalizaciones varias
de estos problemas, que interesa conocer .
Nosotros hemos pretendido estudiar en este capítulo II el álgebra
de las funciones de clase Cm en un compacto K de R n , a valores complejos,
tales que todas sus derivadas parciales m-simas cumplan una condición de
Lipschitz . El capítulo está dividido en cuatro secciones que pasamos a
comentar .
La sección II .1 .- es de notaciones .
La sección II .2 .- da las definiciones precisas del álgebra a estu-
diar, y después de algunas proposiciones descriptivas de propiedades ele-
mentales de este álgebra y de propiedades de la norma, pasa a caracterizar
el ideal de nulidades de un punto . El resultado principal es el teorema
11 .2 .2 .4 .- Este resultado es una generalización del obtenido por Sherbert
en (-1) y del obtenido por Daly-Downum en (1), pero el método utilizado para
demostrarlo es distinto . El método es semejante al usado por Whitney en (1)
para probar los teoremas de extensión de funciones diferenciables .
La sección II .3 .- estudia los ideales primarios en un punto de K .
El esquema previo es todo lo que ocurre en el caso Cn y los resultados son
semejantes, aunque menos precisos . Los resultados obtenidos generalizan el
trabajo de Daly-Downum (1) que está hecho para el caso n = 1 . Los métodos
son semejantes aunque la descripción es más incompleta por la complicación
de la dimensión .
La sección II .4 .- introduce las derivaciones de orden m + 1 en un
punto de K y estudia sus relaciones con los ideales primarios . Esas deriva-
ciones se definen como funcionales continuos que se anulan sobre un cierto
subconjunto del álgebra . El precedente es el estudio de Sherbert (1) para
el caso m= 0, aunque los resultados no son exactamente iguales .
Despues pasamos a estudiar los ideales primarios asociados a un
ideal y la relación entré las derivaciones y algunos de ellos . Los resulta-
dos principales son las proposiciones 11 .4 .3 .3 .- y 11 .4 .4 .1 .- y se pueden
enunciar así : Si I es un ideal cerrado y a E K es un cero de todas las fun-
ciones de I y de todas sus derivadas hasta el orden m inclusive, el ideal
primario asociado a I en ese punto está formado por todas las funciones
del álgebra sobre las que se anulan todas las derivaciones nulas sobre I,
esto es, todas las funciones que "aparecen como constantes para todas las
derivaciones que ven a las funciones de I como funciones constantes" .
En la sec%i0n 11 .5 .-, última de este capítulo, se estudia la sín-
tesis espectral en ese álgebra y el ideal de nulidades de un cerrado F de
K .
II .1 .- Notaciones .
A los puntos de Rn los denotaremos x =
	
(x1,x21 . . . . xn ) . Los vectores
de la base usual de Rn serán e1,e2 . . . . en .
Un multiíndice es una colección a = (a 1 ,a2"an ) de n números na-
turales ordenados . Llamaremos ¡al = a1 + . . .+ an . Si a y s son multiíndice
diremos que a <
e
si a l < si , para i= 1,2 n . Llamaremos a!= a1 ! . . . an! .
Por Da entendemos el operador :
ala1
1ax 1 . . .ax n
n
Si a E Rn , h E N y f es una función definida en Rn , ponemos :
oáf(x) = f(x)
oáf(x) = f(x + a) - f(x)
oaf(x)
	
= oa-l (o1 f(x))
S1 a = (a l - . .,an ) es
a al.
anoaf(x) = oa1el  oanenf.(x)
Verificandose :
Ilfle = sup {1f(x)1 ; x E A}
un multiíndice, escribimos :
n
o a (fl - fn )(x) = i E lfl(x) . . .fi -l(x)oa f i (x) af i+l (x+a) . . .fn (x+a)
Si f es una función definida en Rn y A C R n ponemos :
lifle = sup { f d)xfy ; x,y E A, x # y}
Si f es, al menos, de clase Cm , ponemos : (si existen)
lal E < m a . + m+l ¡ a l=m IDafI~
11 .2 .- Definiciones . Funciones planas en un punto .
11 .2 .0 .- Introducción .
En el apartado 11 .2 .1 .- de esta sección introducimos todos los da-
tos del problema y el álgebra con la que vamos a trabajar . Describimos,ade-
más, sus propiedades elementales que vamos a necesitar posteriormente .
En el apartado 11 .2 .2 .- estudiamos el ideal de nulidades cerrado
de un punto . Ese ideal queda caracterizado en función de propiedades de las
funciones y de sus derivadas en el punto .
Todos los resultados de esta sección son generalización de las pro=
piedades del álgebra Lip(K,C) descrita por Sherbert en (1) con las adapta-
ciones necesarias . El estudio del ideal de nulidades en el caso n=1 está
hecho en Daly-Downum (1) aunque sólo para el compacto [0,1] . En este caso
el método a utilizar es mucho más sencillo debido a que para funciones de
fina variable real es posible reconstruir la función si se conoce la deriva-
da m-sima y además los valores que toman las m-1 primeras derivadas en un
punto . Al no ocurrir ésto, en general, es imposible hacer una demostración
directa .
11 .2 .1 .- El álgebra D(m)_ .
Sea K un compacto, adherencia de un abierto, de Rn , Dm (K) es el
álgebra de todas las funciones f:K - C de clase Cm en K y tales que sus
derivadas parciales de orden m sean lipschitzianas .
De acuerdo con la definición, si f es de D'(K), entonces 1,f,IK es
finita y la llamamos simplemente ilfil .11 lies una norma que dota a Dm(K)
de estructura de álgebra de Banach conmutativa y con unidad, semisimple
y con involución simétrica .
Si K cumple la condición P de Whitney (Dados dos puntos x e y de
K, existe una poligonal finita P C K que una x con y tal que la longitud
de sus lados sea menor o igual que d(x,y)) entonces las funciones de clase
C
m+1
en K son de Dm (K) y por tanto ésta es regular .
	
Para más detalles véa-
se Kufner-John-FuYik (1), página 24 y siguientes . Es suficiente que K sea
convexo para que verifique la propiedad P y eso es lo que vamos a suponer
de ahora en adelante, que K es convexo .
Con las notaciones ya señaladas, una función f :K ~> C es de Dm (K) si
y sólo si verifica :
Demostración
1 .- f es de clase Cm en K .
2 .- .Existe un número real mayor que cero, a, tal que
1A a D af(x)1 < alla11 ,
11 .2 .1 .1 .- Proposición
Por simplicidad en la notación y teniendo en cuenta que K es fijo,
pondremos D(m) en lugar de D
m
(K) .
Se tiene que Spec D(m) = K, entendiendo por Spec el espectro de
ideales maximales, y además la siguiente :
La topología inducida por D(m) en K coincide con la topología
inicial de K .
Dado un abierto espectral entorno de a E K,
U = U(a,f1, . . .,fh ;E) = {x E K ;If i (x) - f i (a)i < c, i= 1, . . .,h}
U es un abierto de la topología inicial puesto que las funciones de D(m)
son funciones continuas .
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Por otra parte, K es compacto con ambas topologías y acabamos de
probar que una es más fina que la otra, de ahí que ambas coinciden .
En la siguiente proposición obtenemos una forma de construir fun-
ciones de D(m) .
11 .2 .1 .2 .- Proposición
Demostración
Sea {fn } una sucesión de funciones de Cm+1 (K,C) acotada en norma
por una constante . Si fn converge a f en Cm(K,C), entonces f es de
D(m) .
La función f es de clase Cm , basta pués ver que si IaI = m entonces
Daf es lipschitziana .
Si x es un punto de K, se tiene que Dafn (x) , Daf(x) . Sea a E Rn
con x+ a E K, tenemos que oa Dafn(x) -r AaDaf(x) .
Ahora bien :
Ioa Dafn (x)I = IDafn (x+a)-D
af
n(x)I =I
	
E
II
Da~n (E6 )a ' J< anllall
=1
Y de ahí :
con lo que D"1` es lipschitziana .
La siguiente proposición es una generalización de la obtenida por
Glaeser en (1) y nos da un método de hallar la norma sub d de las derivadas
m-simas de un producto .
II .2 .1 .3 .-Proposición
Sea A c K, A convexo,
Se tiene :
Ioa
Daf(x)I < nx1Ia1I
y a un multiíndice con IaI=m .
IIDa (f9)Iid _ IIf1Iá IIDa911á + IIDaflIAII9IIA +
para toda f,g
	
D(m) .
Demostración
Y
ID"(f9)(x) - D"(f9)(Y)I =
_ 11f11IIDa911 A + IID a fll~lgll A +
DY A+ (m-1) ~ ( ~ I I f11o
) (
E
A
I l D091Io
)
ly1 < m Y! W < m
s .
I E (s) [D0 f(x)Da-09(x) - D0f(Y)D"-09(Y)1I
<
0<a
E (')[ID0f(x)D"-09(x) - Dof(y)Da-09(Y)11 <
0<a
< E (s)[IDSf(x) - Dsf(y)11
Da-0
9(x)1 + ID 0f(Y)11
D
a-0 9(x) - Da-09(Y)I1
0<a
separando los casos 0 = 0, 0< 0< a , 0 = a, nos queda :
11D"(f9)II A < ( E ll?f1 ¡ A )IIDa911 A + 11f11 A 11D"91I A	+d - 1V1-1 0
0 o d
+ E (") [ ( E 11D
S+V~l A )jjD"-s 911 A + ¡ID' flIA ( E IIDa-a+Vi glI A )1 +0 < 0 < a 0 IVI=1
0 0 0 IuI=1
0
+ liDa f11 A I1911 A + IIDa fll A ( E IID u glI A ) _d o o IuI=1
0
Ilfll AIl Da 911 A + l l DO' flI A 11911 A + E (") ( E ¡ID
s+V fI I A )11 Da-1 911 A +o d d o 0<0<a 0 IVI=1
0 0
(")IIDSfilA( E ¡ID O'-a+u 9II A )+ E s 0 IviI=1
0
0<0<a
Vf=I
IID
a+V fll A	l¡DO'-
1911A
( )!+ m-1 0+V, +D < S
< "
IlD S filó u =111Da-a+u9IIA+ (m-1)! E
0! (a-B+11)!
<
0<0<a
liD Y fII A	II S911 A
_Ilf1ló11D a911d + IIDa flldll9lló + (m-1)!( E Y , 0
)(IaIE<m a! 0
)
¡-Y¡ <M
(XX)
pués : m-1 "! , =
á < 0+ú , si lal
= m, ym ' m-1
11 .2 .2 .- Funciones planas en un punto .
11 .2 .2 .1 .- Lema
Sea z un punto de K y f una función de D(m) tal que ella y todas
sus derivadas parciales hasta el orden m, inclusive, se anulen en
z .
Supongamos que :
Demostración
Sea :
IIa1I á-r 0
x -} z
para
	
todo I « I= m .
Entonces, para cada número natural h existe un número real n(h)
tal que:
1 .- ID °°f(x)I < n(h)/h, si x E U(z,l/h), bola de centro z y radio
1/h .
2 .- n(h) -> 0 si h
Sea x E U(z,l/h), se tiene : Si I«i= m
ID«f(x)
I = ID'f(x) - D"f(z) I =Io x - ZD"f(z) I
n'(h) = sup
{ I~x-ZDaf(z)I ; x E U(z,1/h), x # zl
Ilx-z 11
que existe por ser D ° `f una función lipschitziana .
Se tiene : ID °`f(x)I < n°(h)d(x,z) < n(h)/h (x)
si x pertenece a U(z,l/h) .
Veamos que n°`(h) tiende a cero si h tiende a infinito . En efecto,
dado c>0, existe s > 0 tal que :
JAaD af(z)
n(h) = sup {n'(h) ; I«I = m 1
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< E/2 si ¡la II < S .
ya que :
Sea r, natural, tal que 1/r < ó ; si h > r se tiene que
láaDaf(z)I
<Ea si
	
lla ll < 1/h y de ahí na(h) < E
sup {-
I4aDaf(z)I
Ahora bien si n a(h) tiende a cero también lo hace n(h) .
OBSERUACION : Lo que se ha probado es que existe n(h) cumpliendo las condi-
ciones 1 .- y 2 .- para toda función f de D(m) tal que Daf(z)= 0 si la¡ < m
y que loaDSf(z)l si lal = m . Evidentemente las condiciones del
-llall a --> 0
enunciado del lema son más fuertes que éstas y por tanto el lema está probado .
Las razones para enunciar el lema con esas condiciones se verán en
las proposiciones siguientes .
II .2 .2 .2 .- Corolario
Sea s un multiíndice con lsl< m . Se tiene :
lD
af(x)l <
n(h)/hm-11I+1
si x E U(z,l/h)
para una función en las condiciones del lema II .2 .2 .1 .- .
Demostració n
ID S f(x)I _
l s IDYDS f(~)Illx-zIIm_a !
IYI+IaI=m
n (m-Is I )'. n(h) 1 n(h)
11 .2 .2 .3 .- Lema
Sea z un punto de K y sea Hz el conjunto de las funciones de D(m)
tales que :
1 .- Daf(z) = 0, para todo Jai < m .
En donde n (m-101 ) es una cota superior del número de sumandos, cota supe-
rior que puedo cambiar por nm , y en donde se han integrado en n(h) todas
las constantes que intervienen .
Demostración
2 .- Aa D Sf(x)
H es un cerrado de D(m) .
Sea :
1 0
	
para todo 101 = m
a-->0
x ~z
Las funciones de D(m) que cumplen la condición 1 .- forman un cerra-
do de D(m), basta pués ver que también lo son las que cumplen la condición
2 .- '
S = {(x,a) ; x E K, a E Rn , a ~ 0, x+ta E K, t E [0,1]}
y sea C(S) el álgebra de las funciones continuas y acotadas sobre S, dotada
de la norma del supremo .
Si (al = m, consideremos la aplicación :
D(m)~. C(S)
. oaDaf(x)f -. ~ya(f) .(x,a)
Desde luego ~a(f) es continua y está acotada, en efecto :
a) V~ a (f) es producto de (x,a) > o a Daf(x) que es continua por serlo
Daf, con (x,a) -" 1/11a lI que también lo es .
b) Por otra parte :
con lo que hemos probado además que ~- es una aplicación continua .
x -+ z, a - ; 0 . W a es un cerrado de C(S), de ahí 4, -1 (W ) es un cerrado dez
	
a z
D(m) y por tanto
también lo es .
¡ oaD
a
f(x)~
sup 1,y (f)(x,a)J = sup -
S a S
= sup Daf x+a)a-11 -
Daf(x) < i,Dafild _ Ilf 11
S
Sea Wz el conjunto de funciones de C(S) tales que g(x,a) -+ 0 cuando
Hz = n ~a
1
(Wz )a=m
11 .2 .2 .4 .- Teorema
Sea z un punto de K y sea Jz el ideal de nulidades cerrado de z
en D(m) (adherencia del ideal de las funciones de D(m) que son nulas
en un entorno de z) . Se verifica que J z = Hz .
Demostración
Si f es nula en un entorno de z E K, f cumple las condiciones 1 .-
y 2 .- del lema 11 .2 .2 .3 .-, por lo que f es de H z . Por ser Hz un cerrado se
tiene que J z C H z .
Veámoslo al revés . Sea f E Hz , vamos a ver que f es límite de una
sucesión de funciones nulas en un entorno de z . Por ser f de H z verifica
las condiciones del lema 11 .2 .2 .1 .-, por lo tanto existe n(h) tal que :
IDSf(x), <
hm
n
s +1
1
si x E. U(z,1/h) , 101 < m
yademás n(h) tiende a cero cuando h tiende a infinito
.
Sea
~P
:Rn
-> R una función que v rifique
:
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1 .-
sp es de clas C°°, -p(x) E [0,11 para todo x de Rn
2 .-
w(x) = 0, si d(z,x) < 1/2, est es si x E U(z,l/2)
3 .-
P( > , esto es i x ¢ U(z,l)
La
exist cia de ~P es c n cida
.
Para más detalles véase Narasimhan
Pero :
Sea
Ma = ¡IDavllón	
=
IIDO,9 U(Z,1)
M
= max {Ma
; lal <
m + 1}
Para
c da número natur l h, e wh(x) = p(hx
.
Se
tiene
:
IIDaWhIIón=
hlalJ Da9l C _ h1 IM , s I I <_m+1
y
ph e nula en U(z l/2h)
Sea
fh fsph esto fh(x) = f(x)sph(x)
.
D sde luego fh es nula e
U(z,l/2h)
y además f s de D(m) ya que amb s f y SPh lo son
.
S tie e qu
f
y fh coinc n e K-U z, /h)
.
Vamos
v r qu l -fhll-> 0 cu ndo h tie de a infinito y h br mos
terminado .
Sea
0 u multií ic o l l < m, se t en
:
IIDS(f-fh)IIo
= s p
ID
Sf(x
- D0fh(x)I =
su
100f(x) - Dsfh(x)I' xEK xEU(z,1/h)
<_
IIDSfiiU(Z, /h) + IDSfhiló(z,l/ )
IIDOfIlU(z,l/h)
< h) -101 1
0
h--}~
IIDSfhIIU(z,l/h) < s (s) IIDY~Ph ii U
( z,l /h )IID S- YfliU (z , l/h) <
Y< S
n
De ahí IIDS(f-f 'h )IIR
	
> 0 .
h --,
IIDa(f-fh)IId, se tiene :
< E ( s )h IY¡ M _Y hm- 0
+ Y +1 _
E ( S )	Mn(h
Y hm- S + 1+ Y h --,
Por otra parte, sea ahora a con ¡al = m y vamos a calcular
a a .
IDa'f(x)
- Dafh( x ) - Daf(Y) - Dafh(Y)I_IIDf-Dfh1Id=sup dx,Yx,yEK
x #y
Ahora bien :
= IIDaflld(z,l/h) +
IIDafhIId(z,l/h)
IIDaf11U(z,l/h)
= sup
Iáx - Daf(y)I , 0
d x,YEU(z,l/h)
d x,y h
IIDafh ild (z,l/h) =
x~y
Pero : IID S Ph .Da sfild(z,l/h) _
sup
x,yEU(z,1/h)
x ¢y
ID
afh(x) - Dafh(Y)I
d x,y -<
< E (
a
)IID
S
9h- Da-S fII U(z,l/h)-S<a S d
ID
awh (x)Da
-Sf(x) - DSSPh(Y)D'+sf(Y)I
sup , <-x,yEU(z,l/h) d xy
x¢y
< sup
	
I DO ' (X)
¡De'-'f(X)
x-yDa
-sf(Y)I +
x,yE U(z,l/h)
x ¢y
+ suP IDa-sf(Y)~
IDS'Ph (x) -
DoSph(Y)I
x,yEU(z,l/h) d-(x,Y
x~y
En todas estas expresiones, S va variando con la condición de ser
S < a . Para calcularlas tenemos dos casos distintos :
Caso 1 : S = 0 . En este caso los dos sumandos quedan :
19h(X)1
Daf x
d
-xDyf < Daf x - Daf 1 -r 0
IDaf(Y) I
I'Ph(x) - Wh (Y) I <  h E ID'd x,y -
Idl=1h
I -(1)
ya que x,y E U(z,l/h) .
IDa-)I
IDaah(x) - Dswh(Y)Isf(Y Al N-
Caso 2 : S ~ 0 . En este caso los dos sumandos quedan :
IDS"h(x)I IDa-Sf(x)Y~ Da-Sf
(y) 1 <
< hIBIM E ID O' -O" f(E) < hOMn
n(h)
= nMn(h) - - 0 con lo que hemos terminado .
h->-
= nMn(h)
< n(h) E S+ó < n(h nMhISI +1 =_ hm- -1+101+1 Ial-1
ID ~h (~)~ - h S +1
>0
II .3 .- Ideales primarios en D(m) .
11 .3 .0 .- Introducción .
a de K .
El punto de partida es el conocimiento de los ideales primarios
en un punto a de K en el álgebra Cm(K) de las funciones m veces derivables
sobre K . En este caso, sea Ma el ideal maximal de las funciones - nulas en a .
Las sucesivas potencias cerradas de Ma , esto es Má son ideales primarios
de ese álgebra en el
	
punto a E K . En Cm (K) se tiene que Má+1	= Ja , ideal de
nulidades cerrado del punto a . Además, si Sh es el ideal cerrado de las fun-
ciones nulas en a ellas y sus derivadas hasta el orden h inclusive, se veri-
fica que Mh+l = Sh para h =1,2 ^ Los demás ideales primarios cerrados
en a son los subespacios lineales cerrados comprendidos entre dos adyacentes
de entre los S h .a
Partiendo de esa base se intenta ver los parecidos y las diferen-
cias con ese esquema . En nuestro caso, J a está contenido estrictamente en
Sa ' lo que añade un eslabón más a esa cadena de ideales primarios, quedando
en la forma :
nuestro caso .
Se estudian en esta sección los ideales primarios en un punto
Ja c SIC Sa-1c Sá-2 c . . . C Sác so = Ma
Conjeturamos que también en nuestro caso se verifica que Mh+l =
= Sh , para h = 1,2 ^ pero sólo lo hemos probado en el caso h =m . Además
probamos que J a =Má
+2 .
Al igual que en caso Cm (K) los subespacios cerrados
comprendidos entre Si y Si+l son ideales primarios en a .
El estudio en el caso n= 1 está hecho en Daly-Downun (1) . En ese
caso si que es cierto que Sá -1 = m i pero sus métodos no son aplicables a
11 .3 .1 .- Ideales_
	
marios .
Sea a E K y sean Ma y Ja los ideales cerrados maximal y minimal,
respectivamente, correspondientes al punto a .
Pretendemos estudiar los siguientes ideales asociados al punto a :
a) M' : Cierre de la potencia i-ésima de Ma , i E:N .
b) Sá = {f ED(m) jDaf(a) = 0, ja¡ < i } , i EN, i <m .
Los dos tipos Má y Sá son ideales cerrados y tenemos los siguien-
tes resultados :
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11 .3 .1 .1 .- Proposición .
a) Mác Sk
-1
Demostración
b) Ma+2 - Ja
a) Por ser Sá-1 cerrado, basta ver que si f es de Mk entonces f
Sea f de Ma ' f = .E fi , con f i
i=1
que f i C- Sá-1 . Se tiene :
Y Y
D afi = E 'a
. . .
D 1g1 . . .Dk gk
Yi<a,EYi=a
Y
1 Yk'
Ahora bien, si la¡< k se tiene que ly l l + . . .+¡ Y k j< k, luego algún
Yi
es nulo, así en cada sumando de esa expresión hay alguna g i
sin estar afectada de ningún operador D, pero 9i (a)= 0, y por lo tanto :
Dafi (a) = 0, si ¡al <k, de donde f i E Sk-1
b) Al igual que antes, por , ser Ja cerrado
caso, por ser Ja minimal coinciden.
Sea pues fEMm+2 , f = E fa ii=1
f i = 9 1 9 2 . . .gmgm+lgm+2' siendo gde Mi a .
En primer lugar, Má+21Má+1c Sm
basta pues probar la condición 2 del Lema
= g l g 2 . . gk y g i E Ma . Basta ver
basta ver que Mm+2 c Ja
y en ese
y de ahí Daf(a) =0 si lal <m .
11 .2 .2 .3 .- para cada f i .
Dsf i = Ds(gl . . .gm+2) = EyE=
	
!
s
-
-Y
¡B! , DY191 . . .D
Ym+2
gm+2
Sea entonces
La condición 2 del referido lema es lineal, de ahí basta probarla
para cada sumando . Obsérvese que al ser 1Y11 + . . .+ lYm+21 = m, al menos dos
de las
Yi
de cada sumando son nulas, se tiene entonces :
ob [DY1g 1 (x) . . .0Ym+2 gm+2(x)]
Y1
m+2 Y1 Yi_ l obD 9 i (x) Yi+1 Ym+2
= lE 1 D 9 1 (x) . . .0 gi-1(x)
.
b D gi+l (x+b) . . .D gm+2(x+b)
De ahí obtenemos :
Io b [DYlgl (x) . . .0Ym+2gm+2 (x)11
11 b1l
1o1 = m y calculemos D o f i , tenemos :
mE 11gi111DY191(x) . . .0 g i (). . .0 m+2 gm+2 (x+b)~
i=1
J a = Má+2 C Mma+1 C
Mma C. _ . C M3 C M2 C Ma
n n n n~
S
m
C Sá-1C. . CSá CSá
que tiende a cero si x tiende a a y b tiende a cero, ya que al menos dos
de las
Yi
son nulas y gj (a) = 0 para todo j .
De esta proposición obtenemos el siguiente esquema de los ideales
primarios cerrados en el punto a :
Pasamos ahora a enunciar y demostrar algunos resultados técnicos
que se usarán posteriormente y algunas consecuencias inmediatas de esos re-
sultados .
11 .3 .1 .2 .- Proposición .
mll CJSaa a
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Demostración
Sea hE SáMa ,
	
h = fg, f EMa , gE Sá . Basta probar que h es de J a
pués los elementos de SáMa son sumas finitas de elementos como h .
Sea IaI< m, se tiene que Da h(a) = 0 ya que SmMa C Sa .
Sea ahora la1= m, tenemos :
(Da h(x)-Dah(y)I -_
d(x,y)
E (IX)
DYf(x)Da- Yg(x)-Dyf(Y)D
P
-y9(Y)
0< Y < a Y d(x,Y)
+ E ( a )1 DY f(x) Da-Y9( x)-Da-Yg(Y)
0< Y < a Y d(x,Y)
<
lf(x)
Dag(x) - Dag(Y) 1 + IDa 9(y) f(x)-f(y) 1 +
d(x,y) d(x,y)
+ Da-Y g (Y) DYf(x)-D~f(Y) ( < 1f(x)I I1911 + 1Dag(y)1 I1f11 +
d(x,y)
+ E ( a ) IDY f(x) E IDa
-
y +d g(1)1 + IDa-yg(y)IIlfll
0<y<a
Y
ldl=1
En donde he aplicado el teorema del valor medio a Da-Yg ya que lo
que estamos haciendo es estudiar el comportamiento en una bola de centro a,
puede pues suponer que x e y están en esa bola así como también 1 y además
que 1 está en el segmento que una x con y . Cuando x,y -> a, también 1 - a
y por lo tanto obtenemos :
lf(x)I llgll -+ 0 , ya que fEMa
x -> a
IDa9(y)I lifll -> 0 , ya que gESm
y3a
IDaf(x)I E IDa Y+%(C)I -> 0, pues
151=1 x y -> a
IDa Yg(Y)I llf11-> 0 , pues gESm
y -> a
gESm
y por lo tanto hEJa .
11 .3 .1 .3 .- Corolario
(Sa )
2 CJa
II .3 .1 .4 .-Proposició n
Demostración
Sea
	
fE L y hE D(m) . Se tiene que h-h(a) es de Ma , de ahí
(h-h(a))f E SáMa C Ja CL, luego hf-h(a)f
E L, pero h(a)f es de L, por ser éste
un subespacio, de ahí hf es de L y hemos terminado .
II .3 .1 .5 .- Proposición
SáMa C Sá
+l
Demostración
S i m CSi .aa a
Demostración
De ahí
Los subespacios cerrados comprendidos entre Ja y Sá son ideales
primarios en a .
II .3 .1 .6 .-Corolari o
Dah(x)-Dah(y) , 0
d(x,y) x,y ~ a
Sea L un subespacio cerrado y Ja C L C Sm . Veamos que L es un ideal .
Sea h = fg, fE Sá, gE Ma . Si la¡ < i , se tiene que Da h(a) = 0 pues
Sea ahora las= i+l, tenemos :
Da h(a) = s (Y)DY f(a)D'-19(a)
0<Y<<a
si y < a, DYf(a) = 0 pues entonces ¡-y¡< i . Si y = a. entonces g(a) = 0 pues
g es de Ma y por tanto todos los sumandos son nulos .
Los subespacios cerrados comprendidos entre
primarios en a . .
S i S i+la y a son ideales
Igual que la de la Proposición 11 .3 .1 .,4 .- pero en lugar de aplicar
la proposición 11 .3 .1 .2 .- se aplica la proposición II .3 .1 .5 .- . 5 1
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II .4 .- Derivaciones e ideales primarios asociados .
11 .4 .0 .- Introducción
En esta sección se estudian dos problemas distintos .
el párrafo 11 .4 .1 .- Se definen las deriva-
sobre le álgebra D(m), por analogía con el
Sherbert (1) . En el caso m = 0, las deriva-
caracterizadas como funcionales definidas
por parejas de sucesiones de elementos de K, ambas con límite a . En nuestro
caso veremos que esa caracterización no es válida . Igualmente, en ese párra-
fo, se estudian algunas propiedades de esas derivaciones .
Algunas de estas derivaciones cumplen la regla de Leibniz . La
En primer lugar, en
ciones puntuales de orden m + 1
caso m = 0 que es el tratado por
ciones puntuales en a K quedan
existencia y la construcción de derivaciones de ese tipo se estudia en el
párrafo II .4 .2 .- .
En segundo lugar, en el párrafo 11 .4 .3 .- se estudian los idea-
les primarios contenidos en SM .
	
Recuérdese que en la sección 11 .3 .- se han
estudiado los ideales primarios comprendidos entre S i+1 y S i para 0< i < m-1
y los ideales primarios comprendidos entre J a y Sa . Esos ideales primarios
eran allí los subespacios cerrados comprendidos entre esas dos parejas . Va-
mos a estudiar aquí las relaciones que existen entre las derivaciones que
hemos caracterizado previamente y los ideales primarios contenidos en Sm
Los ideales primarios contenidos en Sm quedarán caracterizados como los
conjuntos de funciones sobre los que se anulan ciertos conjuntos de deriva-
ciones . En particular, se caracteriza en términos de las derivaciones, el
ideal primario ,I a en el punto .a K asociado a un ideal cerrado I, al menos
para algunos puntos a de K : aquellos en los que se anulan todas las funcio-
nes de I así como todas sus derivadas hasta el orden m inclusive .
En el párrafo 11 .4 .4 .- se comprueba que las derivaciones que
hemos llamado de Leibniz son suficientes para caracterizar esos ideales pri-
marios asociados a un ideal cerrado I .
11 .4 .1 .- Derivaciones de orden m +,1 .
11 .4 .1 .0 .- Definiciones y planteo del problema .
Sea a un punto no aislado de K . Una derivación de orden m + 1
en el punto a sobre el álgebra D(m) es un funcional lineal y continuo 9
sobre D(m) que se anule sobre Ja y sobre las funciones constantes .
La existencia de funcionales de ese tipo viene asegurada por
el Teorema de Hahn-Banach ; más adelante encontraremos algunas que cumplen
condiciones especiales .
Llamaremos Da al conjunto de tales elementos y a ellos simple-
mente derivaciones .
Se tiene que Da = (Ja (D C)1 con lo que Da es un subespació ce-
rrado de D(m)' .
Sea a un multiíndice con
	
m . Consideremos las sucesiones
(xn , yn ) -~ (a,a) con (xn , yn ) # (a , a), x n	# yn . Para cada sucesión de
ese tipo consideremos los siguientes funcionales sobre al álgebra .D(m) :
X °` : fn
Daf(xn) - Daf(yn)
d(xn ,yn )
lIXñ11 ° sup {lXnf1 ;Ilf11 <1} < 1
con lo que Xn está en la bola unidad de D(m)', llamemos S a esa bola unidad .
Sea Xá el conjunto de los puntos de acumulación débiles de las
sucesiones {Xn } con (xn ,yn ) ; (a,a), x n ~ yn . Xá es no vatio y está conte-
nido en S, ya que ésta es debilmente compacta en D(m)' .
Xa es lineal y además JXñf1 <JIDaf¡id
<Ilfil, de donde Xñ es continua para
cada ne N . Se tiene además :
11 .4 .1 .1 .- Proposición
Demostración
sobre las funciones constantes .
Xa es una parte de Da .
Basta ver que los elementos de Xa se anulen sobre Ja = Má+2 y
Está claro que se anulan sobre las constantes y por ser funcio-
nales continuos es suficiente ver que se anulan sobre Mm+2 .
Sea pues
	
f un elemento de Ma+2, f = fl . . fm+2' con fi	d Ma .
Sea X un elemento de Xá . X es un punto de acumulación débil dé
una sucesión {Xc} . Sea (Xñ,} una subsucesión convergente a X y sea
(xn yn ,) 3 (a,a) la subsucesión correspondiente . Tenemos :
Y gi 6 Ma
.
Pero tenemos que :
DOY (x n1 ) - D°`f(Yn
1
)
X(f) = lim
d(xn yn 1 )
Por comodidad, a partir de ahora pondremos n en lugar de n' .
Da f = E a! Dal f . . .Dam+2fm+2 al! . . . . am+2! 1 m+2
E al = a
i=1
Ahora bien, al+ . . .+am+2=a y tal = m, de ahí en cada sumando hay al menos
dos de las a l que son nulas . Por tanto cada sumando de esa expresión es de
la forma ghu, en donde g y h son funciones de D(m), además g,he Ma , y u
es de la forma
s, d
u = h 1 . h
m = D 91 . D mgm con dl+ . . .+am=a
lo tanto que X(f) =0 .
Primer sumando :
El cálculo de Xf se reduce pues al de los límites :
Tenemos :
(9hu)(x n ) - (9hu)(Yn)
lim
d(xn ,Yn )
(9hu)(xn ) - (9hu)(Yn )
	
u(xn ) - u(Yn)
9(xn)h(xn) +
d(xn ,yn ) d(xn ,Yn )
h(x n ) - h(Yn ) 9(x n ) - 9(Yn)
+ g(x n ) u(yn ) + h(Yn)u(Yn)
d(xn ,Yn ) _d(xn ,Yn )
Vamos a ver que el límite de estos tres sumandos es cero y por
ox _y u(yn ) m ox -y h i (yn )
n n = E .h l (Yn ) . .h i _ 1 (Y.) n n hi+l
(xn) . . .hm(xn)
d(xn ,Yn ) i=l d(xn ,Yn )
Y aplicando el teorema del valor medio, lo que puedo hacer pues puedo supo-
ner que estoy en una bola de centro a, nos queda :
Y de ahí obtenemos :
Ax _Y u(Yn ) I
d(xn ,Y n )
u(x n ) - u(Yn)
9(xn)h(xn)
d(xn,Yn)
I < l9(xn )11h(x n )SI9111 . -119m il
que tiende a cero si x n -> a, ya que 9 y h son de Ma .
Segundo sumando :
h(x ) - h(y )I g(xn)
	
n n u(Yn) ~ ~9(x n ) ~ 11hIlli9111 .	-1191d(xn ,Yn )
Que también tiende a cero si xn -r a ya que ge Ma .
Tercer sumando :
I 9( xn ) - 9(Yn)
h(Yn )u(Yn )j < JIglilh(Y n MI91H .	-119,1
d(x n ,Yn )
que también tiende a cero si yn } a pués h e Ma .
11 .4 .1 .2 .- Proposición
De ahi que X se anula sobre Ja y por tanto X es de Da .
Sea w un multiindice con jwj= m + 1 y sea a un multiindice con
ice¡ = m y a< w . Existen derivaciones en Xa1 tales que se anulan sobre todos
loS nnlinnmin5 (x-a )Y ron  ~-m Y el iínirn nn1innmin de grado m+1 tnhrá
el que no se anulan es (x-a)' .
Demostración
Sea S = w- a . Por simplicidad pondremos d = (1,0, . .,0) .
Tomemos las sucesiones :
x
j
= (x~, a2 , . . ,an ) con x~ -~ al
yJ
= a
siendo a = (a1 , . .,an ) y x1 ~ a1 .
Sea {C la sucesión de funcionales asociada a (xj,yj) y sea
X un punto de acumulación de {X
j
}, sea {Xi} una subsucesión convergente a
X .
X es un elemento de X a que se anula sobre todo
< m puesto que Da(x-a) 0 = k¿as , ke R .
Ahora bien :
(Da(x-a)w)(x )-(D'(x-a)W)(Y )
X((x-a)w)
	
= lim
pero Da (x-a)' = a(x-a) 6 ' con a e R, a # 0 .
De ahi :
a(xl-al )
X((x-a) w ) = lim i -- = a(±1) ~ o
d(x i ,a )
polinomio (x-a)' con
en donde el signo más o menos depende de la subsucesión elegida .
Sea ahora 1Yl = m + 1 y y # w, facilmente se obtiene que X((x-a)Y)=0
pues entonces Da (x-a)y = u(x-a) Y-d que se anula en {x i } y en {y i } .
11 .4.1 .3 .- Comentario : Sea Xa = u Xa y sea Va el cierre débil del subespacio
~a1 =m
engendrado por Xa en D(m)' . Obsérvese que en nuestra álgebra D(m), se verifi-
cierto que Va = Da , como sucede en el caso D(O)ca que V c Da pero no esa
Sherbert (1)) . En
pero ,p 9 Va , ya que todo elemento de Va se anula sobre las funciones
f e D(m) tales que Daf = 0 para todo 1a1=
f(x)= (x l-al ) que es de D(m), todo Va se
w(f) = 1) .
(Véase
,Pepa
11 .4 .2 .- Derivaciones de Leibniz
11 .4 .2 .0 .- Definiciones
efecto, considérese w = (8/ax l )a . Claramente
m y sP no lo hace (basta tomar
anula sobre f y sin embargo
En la proposición 11 .4.1 .2 .- hemos probado la existencia de derivacio-
nes especiales enDa para cada w escogida con la condición Iwl= m + 1 . Al
conjunto de esas especiales, dada w, le llamaremos 0" . Los elementos de Dw
son pues derivaciones de orden m + 1 que se anulan sobre todo los polinomios
(x-a)' con ¡a l <m y el único polinomio de ese tipo de grado m + 1 sobre el
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que no se anulan es (x-a)' .
Vamos a ver que los elementos de Da verifican la regla de Leibniz
salvo una constante .
A los elementos de Da les llamaremos derivaciones de tipo w .
11 .4 .2 .1 .- Proposición
en donde :
Sea w un multi1ndice con
	
Iwl= m + 1 y sea X un elemento de Dá . Sea
X((x-a)') = a # 0 . Sea X = !~ X . X es una derivación en a de tipo w y
w w a w
w
que verifica :
Demostración
Sean f, g e D(m), se tiene
Xw(f9) = E ( s) Dáf Dá-s9
0<S<w
Dáf = f(a), Dáf = DYf(a) si 0 < y < w
Dwf=Xfa w
f(x ) = E D f(a) ( x-a)a + Rm(f) = Ta(f) + Rm(f)
< m
9(x) = E D 9(a (x-a)B
+ Ra (9) = Ta(g) + Ra (9)
m
En donde DY(Ra(f))(a) = DY(Ra(,))(a) = 0, si (yl <m.
Además, por ser X de Dá, se verifica que :
X(f) = X(Ra (f)) X(9) = X(Ra(9))
ya que X anula sobre (x-a)Y con jyl< m .
Se tiene además :
f(x)9(x) = T a (f)Ta (,) + T a (f)Ra (,) +'Ta (9)Rm(f) + Ra(f)Ra(,) .
Veamos cuanto vale X sobre fg . Ya que X es lineal veamos lo que vale
sobre cada sumando :
a) X(Ra (f)Ra (9)) = 0
Ya que tanto Ra(f) como R a (9) son de Sm ,
	
luego su producto es de(Sm ) 2
que, por el corolario 11 .3 .1 .3 ., está contenido en Ja , de ahí X se anula
sobre ese producto por ser una derivación .
b) X(T a (f)Rm(9)) = f(a)X(Ra(9)) = f(a)X(9)
En efecto, se tiene :
T a (f)Ra (,) = E Oaá,a ((x-a)'Ra(9))
I-I -<m
En donde (x-a) c Ra (g) e M a SM, que por la proposición 11 .3 .1 .2 .- está
contenido en J a si Iaj> 1, con lo que en estos casos X se anula sobre esos
sumandos, y por tanto queda :
X(T a (f)Rm(9)) = X(f(a)Ra(9)) = f(a)X(Ra(9)) = f(a)X(9)
c) X(T a (9)Rm(f)) = 9(a)X(Rm(f)) = 9(a)X(f)
Por los mismos argumentos que b) .
d) Veamos como queda el último sumando :
X(Tm(f)Tm(9)) = X(( E
Oaáfa (x-a)')( E Oss¡á) (x-a) s ))
IaI <m IsI <m
= X (	E Oaf(a)OSg(a) (x-a)a+s) _
IaI <m,Isl
<m a !S!
E
Oaf(a)OS9(a) "X((x-a)'+6) _
a!S!la+SI=m+1
Por lo tanto tenemos :
= E Daf(a)DS9(a) X((x-a)') _
a+S=w a! S!
_ Daf(a)DS9(a)E
	
x
a+g=w a!S! w
0<a<w
X(f9) = f(a)X(9) + E
Daf(a)D'-ai(a)
~w + 9(a)X(f)0<a<w a w-a .
!
Sea ahora Xw = á X, se tiene :
w
Xw(f9)' = f(a)Xw(9) + E Cc! w!a Daf(a)Dw-a9(a) +0<a<w
que es lo que queríamos demostrar .
Daf a) D °' -a ( a
a! w-a ! ~w
+ 9(a)Xw(f)
11 .4 .3 .- Ideales primarios contenidos en Sm
a
11 .4 .3 .0 .- Definiciones (a es un punto de K)
Sea I un ideal cerrado de D(m), llamaremos :
Da(I) = I1nDa
Da (I) es un subespacio debilmente cerrado de D(m)' .
Si H es un subconjunto de D(m)', llamaremos :
I a( H ) = H1nSa
I a (H) es un subespacio cerrado contenido en Sá .
Si I es un ideal cerrado de D(m), llamaremos :
HP(I)
	
= {x e K ;Daf(x) = 0 , lal < p , f e I}
para p = 0,1^. ,m . Si b e HP(I) entonces I C Sb .
11 .4 .3 .1 .- Proposición
Demostración
11 .4 .3 .2 .- Proposición
= Dá n Sá = Ia(Da)
Sea J = Dá n Sm , se tiene que J a C Dá y también Ja C Sm , de ahí
J a C J C Sm
, de donde J es un subespacio cerrado compren dido entre J a y
Sm , de ahí J es un ideal cerrado y primario en a e K, de acuerdo con la
proposición II .3 .1 .4 .- .
Para ver la contención al revés, vamos a ver que si f no está en Ja ,
tampoco está en J . Sea pues f 0 Ja . Por el teorema de Hahn7Banach existe
un funcional lineal y continuo sobre D(m) tal que se anula en Ja y en los
polinomios de grado menor o igual que m en (x-a), pero que no se anula en
f . Sea X tal funcional . Por existir X, tenemos que f no es de Da ' luego no
es de J .
Obsérvese que X no existiría si f fuera un polinomio de grado menor
o igual que m en (x-a), pero en tal caso f no está en Sá de donde f no está
en J y ya habríamos terminado .
Sea H un subconjunto de Da . I(H) es un ideal primario en a e K .
Demostración
Sabemos que 1 a (H) =
H1n Sm . Pero Ja C I a (H), ya que H C Da , de ahí
á C J y por tanto :
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Por lo tanto, I a (H) es un subespacio de D(m), debilmente cerrado y
comprendido entre Ja y Sa . Por la proposición 11 .3 .1 .4 .-, Ia (H) es un ideal
primario en a e K .
11 .4 .3 .3 .- Proposición
Sea I un ideal cerrado de D(m) y sea a e Hm (I) . Se tiene que
la = I a (0a(I)), siendo la el ideal primario asociado a I en a .
Demostración
N=J .
Sea
	
J = 1 (Da (I))
=
.
Da (IJ n Sá =
(Il
n
Da) 1
n.Sm
a) J es un ideal primario y cerrado en a, de acuerdo con la proposición
11 .4 .3 .2 .- .
b) I C J, pues I C Sm ya que a e Hm(I) y además I C D,(I~
!a 0
c) Falta ver que J es mínimo entre los que cumplen las condiciones . a) y b) .
Sea N un ideal cerrado y primario en a tal que I C N C J, veamos que
Para ello basta ver que si f no está en N, tampoco está en J .
Sea f 1 N, entonces f no es de I ni es de Ja , pues N es primario y
Ja es el mínimo de los primarios .
Por el teorema de Hahn-Banach, existe un funcional lineal y continuo
X, nula sobre J a , nulo sobre I y sobre los polinomios en (x-a) de grado
menor o igual que m, pero no nulo sobre f, de ahí f no está en Da1 y por
tanto f no está en J .
Obsérvese que X no existiría si f fuera un polinomio en (x-a) de grado
menor o igual que m, pero en tal caso f no es de Sm , luego f no está en J
y habríamos terminado .
Comentario : Mediante estas proposiciones quedan determinados los ideales
primarios asociados a un ideal cerrado I, en los puntos de Hm(I) . La inter-
pretación es clara : Si a e Hm (I), la son todas las funciones de D(m) sobre
las que se anulan todas las derivaciones que se anulan sobre los elementos
de I .
11 .4.4 .- Ideales primarios contenidos en Sm y derivaciones de Leibniz .
11 .4.4 .0 .- Definiciones .
Sea I un ideal cerrado de D(m) y sea a e Hm (I) . Mediante el espacio
Da de las derivaciones de orden m + 1 en el
	
punto ae K ha quedado determinado
el ideal primario asociado a I en el punto a . Vamos a ver que no es necesa-
rio tomar todo el espacio Da sino solamente las derivaciones de tipo w cuan-
do w va recorriendo todos los multiíndices tales que Iwi = m + 1 .
Sea así C = u Dw , llamaremos DT al cierre débil del subespa-a Iwl = m+ 1 a a
cio de D(m) engendrado por Ca . Claramente se tiene que Da C Da .
Si I es un ideal cerrado, llamaremos :
Tenemos así las siguientes proposiciones :
11 .4.4 .1 .- Proposición
DT(I) = I1 n Da
1
Ja = Ia(DT) = Da n Sm
11 .4.4 .1 .- Proposición
Si I es un ideal cerrado de D(m) y a e Hm(I), se tiene que
l a = Ia(DT(T))
Demostración
la demostración de estas dos proposiciones se hace exactamente igual
que la demostración de las proposiciones 11 .4 .3 .1 .- y 11 .4 .3 .3 .- salvo
que el
	
funcional allí construido ha de ser . de DT y no sólo de Da . Para ello
basta imponer a X que no se anule sobre (x-a)' para un cierto w con
I W I = m + 1, cosa que siempre podemos hacer . En el caso en que la función
f de que se habla allí sea de la forma f(x) = (x-a)' con m +l, hay
que tomar precisamente w = y y todo sigue igual .
11 .4 .4 .2 .- Proposición
Demostración
Tanto Sm como Mm+1 son primarios en a, de ahí :
Má+1 = 1a(DT(Mm+1)) Sm = 1a(Dá(Sá))
Pero DT(Mm+1 ) _ {0},
combinación lineal'de esos tipos y se anula sobre todo los polinomios en
(x-a) de grado m + 1 es que es la derivación nula . Ahora bien si una de esas
derivaciones se anula sobre Má+1 es que se anula sobre todos esos polinomios .
como queríamos probar .
Sm = Mm+1
a a
pues si una derivación es de un tipo w , o una
De ahí obtenemos :
Má+1 = Ia (Da(Ma+1 )) = 1 a ({0}) = {0} n Sm = Sm
II .5 .- Un teorema de síntesis espectral y consecuencias .
11 .5 .0 .- Introducción
El propósito de esta sección es demostrar que en el álgebra D(m) se
verifica la síntesis espectral en el siguiente sentido : Sea I un ideal ce-
rrado de D(m) y para cada a de K sea l a = I + Ja el ideal primario asociado
a I en el punto a de K .
Entonces :
I n l a
aEK
El antecedente de este resultado es, al igual que en otros de nues-
tros problemas, que eso es lo que ocurre en el álgebra Cm(K) . En este caso
hay otros precedentes : Este resultado está enunciado para el álgebra D(m)
cuando K=[0,11 en Daly-Downun, pero la demostración que dan creemos que no
es correcta .
	
El resultado también es cierto en el caso m = 0 ; la conjetura
Sherbert (1) y lo prueban Glaeser (1) y Waelbroeck (1) por métodos distin-
tos . Las referencias a Daly-Downun pueden verse también en la bibliografía
final .
El método que usamos para probar este resultado es distinto del que
usan ambos . Seguiremos el utilizado por Malgrange (1) para demostrarla sín-
tesis espectral en el álgebra Cm (K), aunque ligeramente modificado .
La demostración exige tres lemas previos : Dos de ellos permiten acotar
uniformemente las normas de ciertas funciones de D(m) y en el tercero semejan-
te al utilizado por Malgrange pero adecuado al álgebra D(m) .
Como aplicación del resultado caracterizamos el ideal de nulidades
de un cerrado F de K . Eso es el apartado II .5 .2 .- . La caracterización es
muy semejante a la hecha en 11 .2 .2 .- para el ideal de nulidades de un punto
de K .
En toda esta sección, si I es un ideal cerrado de D(m), pondremos :
h(I) = {x E K ; f(x) - 0, f E I}
II .5 .1 .- Síntesis espectral en D(m)
11 .5 .1 .1 .- Lema
Demostración
Sea aE K y sea fC=D(m) tal que Daf(a) = 0 para todo IaI < m . Sea
r un número real positivo . Si x está en B(a,r) n K y S es un multi-
índice con IBI < m, se verifica :
IDSf(x) < nm-I6~(x,a)m-Isl+lmax IIDaf1IB(a,r)
IaI =m
Por comodidad pondremos B = B(a,r) .
Por inducción sobre lo¡ tenemos :
a) Sea Io¡= m, se tiene :
IIDSf(x)I = IIDSf(x) - Dsf(a)I, < IIDSfliBd(x .a) < d(x,a) max IIDafI0
IaI-m
u
b) Sea cierto hasta
	
Iol= h < m y sea Iy¡= h-1, se tiene :
IDyf(x)I = ID yf(x) - Dyf(a)j =
~ al x -1
[V 49f(E)(x-a)I _<
< n .nm-lyl-I@Id(x,a)m-Iyl-lal+lmax IIDaflldd(x,a)_
IaI=m
= nm-Iyld(x,a)m-IyI+1max IIDafllá
1-1 =m
Como queríamos demostrar .
11 .5 .1 .2.- Lema
Sea f de J a , para todo
Demostración
pero :
IsI<m se verifica :
Daf(x)/d(x,a)m- Ia1+1	0
x > a
Esto es : Dado e > 0, existe un número real positivo r, tal que si
x E B(r,a) entonces :
	
.
ID Sf(x)I/d(x,a)m- I s I +1 < e
Para todo número real positivo r, se verifica que :
ID Sf(x)I/d(x,a)m-Is I +1 <
nm-
Islmax IID a1d( a,r)_
IaI =m
IIDaf1I8(a,r)
= sup{IDaf(x) - Daf(y)I/d(x,y) ; x,y E B(yr)}
Y por ser f de Ja se verifica que :
esto es IIDafJIB(a,r)
0
r 0
Con lo que hemos terminado el lema .
11 .5 .1 .3 .- Lema
Sea I un ideal cerrado de D(m), i = n (I + J z ) .zEK
Sea f de i, esto es, para cada z de K, existe fz del ideal I tal
f-fz está en Jz .
Dado e > 0, existen funciones m E D(m) y g E I tales que
	
= 1
en un entorno abierto de H p y h f-gil < e
Demostración
Sea Hp = {x E K ; ilf-fx ll < p}, p E N .
Consideremos Rn dividido en cubos de lado d y tomemos los cubos
abiertos de lado 2d y con el mismo centro . Sea p ese recubrimiento abierto
de Rn . Sea {~i ; i E p} una partición de la unidad de clase C °° subordinada
a p y tal que para tal < m + 1 se verifique :
en donde C es una constante que depende sólo de m y de n .
Sea Q la familia de los cubos de p que cortan a Hp . Claramente Q es
finita pues Hp está contenido en K .
Sea j E Q, a E j n H , j C B(a-,2d~'n) . Sea ~ = E ~ ., g = E Va .
j p J j EQ j j EQ j
comodidad aremo s f = f Sea además-, h = fif - g = E m (f - f_) .Por í.uiTi~au pondremos j a1 . -	Q i -
Desde luego ~ = 1 en un entorno de H p , g E I pues f j E I y
~j
E C(K) C D(m) .
Vamos a calcular la norma de h = ~f - g . Por comodidad pondremos
h j = f - fi , de ahí h =E ~jh j .
Q
E ID'~i(x)l <_ C/dlaI
iep
Sea x un punto de K y sea IBI < m, se tiene :
IDSh(x)j = ID S (z~jhj)(x)l _
~E E
(0)DaOj(x)DB-ahj(x)~ <
Qa <s
E ( s ) E Da~
j
(x)DS-°''hj (x)
a<B
a Q
Si x 95 , Vi, ~j(x) = 0 y sus derivadas, basta pues considerar los
puntos x de
	
u j . Para esos j E Q, sabemos que j E B(a .,2dVn) = B ., de donde :
Q
ID'-ah .(x)I <
nm-lal+I-Id (x, a .)m-IBl+la.l+lmax IIDYh IIdjJ J IYI=m J
< nm- IBI
+ I"Id(x,aj )m-I0I+I .I+1p
<
< nm- I .BI+lal p ( 2d ~.rn)m- lal+lal +1 =
= 00-101+1a1+1
en donde a sólo depende de n y m .
De ahíja expresión marcada con (-) se continúa en :
_< E
(s)
( C/d lal) apdm- IBI+IaI+1 = u dm-I0I+1a <S a
Puesto que If < m, el exponente es siempre positivo, por tanto tomando d
suficientemente pequeño obtengo : k
E IID S hII/s' < e
Isl <m
Sea ahora Isj = m y calculemos IIDShjid . Se tiene :
IIDSh(x) - Dsh(Y)I = ID S (E0jhj)(x) - D~(Eaj h j )(Y)I =
( ") =l<
s(á)(E(DNj(x)DS-ahj(x)
- Da0j(Y)DS-ahj(Y)))I
CLE
1 : Ni x ni y pertenencen a v j .
Q
En este caso ~j(x) _ ~j(y) = 0 así como sus derivadas, de ahí Dsh(x) = Dsh(y)=O .
Caso 2 : xEJu j, y Euj .
Q Q
Se tiene que Damj(y) = 0, para todo a , de ahí nos queda IDSh(x)I .
El punto x pertenece como máximo a un número finito de cubos, número
que sólo depende de n . Todos los sumandos son nulos menos los de ese número
finito . Para cada uno de los sumandos se tiene, de acuerdo con los lemas an-
teriores :
IDa~j(x)D 0- "hj (x) 1 < ID«Oj (x) In lald(x aj )
las+1max JIDYh j 11dj <
Y =m
< (C/d I°`I )n 1a1(2d fn) 1 ' 1+lmax
	
¡ID hj ~~d .7 =
IYI=m
= u d max IIDYhj11dj (. .^ ..)
IMI=m
En donde u es una constante que sólo depende de m y n .
como ocurre en este caso, existe un número real v > 0 tal que d(x,y) > vd .
El número v sólo depende de n . De aquí la expresión marcada por (---) queda :
con lo que : ID Sh(x) - Dsh(y)1 < Ed(x,y)
Caso 3 : x,yE U j
Ahora bien, si x e y no pertenecen al mismo cubo del recubrimiento,
< ud(d(x,y)/vd) max IlD Y hj lldj = (u/v) max JIDYhjJIdj d(x,y)
IMI=m M =M
De acuerdo con el Lema 11 .5 .1 .2 .-, existe d > 0 tal que
max IIDY h j 1jdj < (,,/m) e
IYI=m
Q
a) x e y pertenecen ambos al mismo cubo i de Q .
En este caso la suma está extendida a lo sumo a todos los cubos
que cortan a i . Para cada uno de ellos, que son en total un número finito
que sólo depende de n, tenemos los casos 1 .- y 2 .- anteriores, o el caso
de los cubos que ~ortan al cubo i que contengan a x y a y . Los dos primeros
casos están resueltos anteriormente y para el tercero se tiene :
l a <
s(á)(Da~j(x)DS-ahj(x)
- D"Yy)DS-ahj (Y))I
<
s(á)(ID'~j(x)(DS-ahj(x) - D O-ahj(y))I +
a
+ I(D"~j(x) - Da'~j(Y))DS-ahj(Y)¡)
Consideremos por separado los dos sumandos . Para el primero tenemos :
< D
(a)ID
c
'Oj(x)(D
S-a
hj(x) - DS-ahj(y))I
a
	
=
= láj (x)(DShj (x) - D shj(Y))I + E ( 0 )IDamj (x)(D1-ahj(x) - DO-ahj(Y))I<_
0< a <s
IIDS h j lldj d(x,Y) + E (á)ID'~ .(x) E DO-° `+d h j (j)(x-Y)6 I _
0<a<s Idi=1
< ¡ID hj1IB j d(x,Y) + E (
s )(C/d
I"I )nl a l
-1 (2drrn) I-I-1+1max IID Yh . II Bj d(x,Y)
D<a<B a IYI=m
d
< (1+n) max IIDYhjlldj d(x,Y)
IYI =m
En donde n es una constante que sólo depende de n y de m .
Existe d tal que max IIDYhjlidj < e/2(1+ n) con lo que este primer
sumando nos queda menor que (e/2) d(x,y) .
Para el segundo sumando tenemos :
a
~ S (á)I(Da~j(x) - D%j(Y))DS-ahj(Y)I
<	
E ( 1 )I E Da+%~( E)(x-y)di IDO-ah (y) I --
a < S a IdI=1
J J
E (á)(nC/d ial+l )d(x,y) n l ' I d(y,a) Ial+lmax
=
IID Yhjl1d<
a< B
j
IYIm
< E (s)(nC/d ial+l )d(x,y) nI«I(2dNrn)I'I +lmax IID'YnjIldj <
a< S M =m
< p max IIDYhjlldj d(x,y)
IYI=m
En donde p es una constante que sólo depende de n y de m .
Existe d tal que maxijDYh-jlldj < e/2p, de acuerdo con el Lema 11 .5 .1 .2 .-,
con lo que ese segundo sumando nos queda menor que (c/2)d(x,y) .
De acuerdo con todo esto, para un d suficientemente pequeño se
tiene :
ID Oh(x) - DOh(y)I < ed(x,y)
para el caso en que ambos, x e y, pertenezcan al mismo cubo i de Q .
b) x e y no pertenecen ambos al mismo cubo de Q .
En este caso tenemos :
IDOh(x) - DO h(y)I < IDSh(x)I + IDOh(y)I
Y calculemos ahora cada sumando . Obsérvese que Ds h(x) = 0 salvo, a lo más,
en los cubos a los que pertenecen x, que son un número finito que sólo de-
pende de n . Para uno de esos cubos tenemos :
IDO h(x)1= I a 7
R
(a)D
a
~j(x)DO-ahj(x)I -
< E (á) IDa~j(x)I
IDO-ahj(x)1
a<S
con lo que
< E (s)(D/dlal)nlald(x,a) Ial+1max IIDYh .IIBj <-a<0 a
	
j M=m J
d
_< E (á) (c/dial )n 1-1 (2dfn)I'I + lmax IIDYhlldj <
a< B IY1 =m
j
< ad max IIDYhjlIdj
IYI =m
en donde a sólo depende de m y de n .
La misma acotación obtengo para ID Sh(y)I . De ahí, tendríamos que
sumar un número finito que sólo depende de n, nos queda :
IDSh(x) - D sh(y)I < 2xd max IIDYnj dj <
IY1 =m
De acuerdo con los resultados anteriores, existe d tal que
De las desigualdades obtenidas en los casos 1,2 y 3 tenemos :
JID S hIld < E 1 101 = m
Y por lo tanto :
< 2ad(d(x,y)/vd) max ¡IDYhj IIdj =
IY1=m
_ (2a/v) max JIDYh j 1Idj d(x,y)
Iy1
=m
max IIDYhjIIdj < v c72 a
IY1=m
IDSh(x) - Dsh(y)I < Ed(x,y)
110 - 911 < E
para lo cual basta tomar una d suficientemente pequeña .
11 .5 .1 .4 .- Teorema ( Síntesis espectral en D(m))
Sea I un ideal cerrado de D(m) . Se .verifica que :
	
I = n (I + Jz)
zEK
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Demostración
Claramente el ideal I está contenido en esa intersección de ideales,
de ahí que basta probar la contención al revés .
Por ser I un ideal cerrado, es suficiente probar que dado
e > 0 y f E n(I+Jz ), existe una función g del ideal I tal que lif-9P e.
Para ello consideremos el siguiente enunciado : Para cada número
natural p, existen funciones
~p
E D(m), g p E I tales que ~ p
= 1 en un entor-
no abierto Up de Hp siendo U p-1 c U p y tales que li~pf - 9 ph e .
Supongamos probado este enunciado, en ese caso los Up , con p natu-
ral, son un recubrimiento de K, de ahí K c Uh para un cierto número natural
h . De ahí, % = 1 en K y tendré :
Ilf - 9h1) = 11%f - 9h1l < e
con lo que habríamos terminado .
Vamos a probar ese enunciado por inducción . Para p = 1 es el lema
anterior .
Supongámoslo cierto hasta p-1, esto es :Existen ~p-1, g p-1 siendo
~p_1 E I, ~ p-1 = 1 en Up-1 D Up-2 y li~p -1f - 9 p-111 ~ FI ~p_1 E D(m),9 p-1
E I .
Veámoslo para p . La función (1 - ~p_1)f pertenece a n(I+ Jz ) ya
que (1 - ~p _ 1 )fz E I y además
(1 - 4p_1)f - (1 - ~p_ 1 )fz E Jz .
Además se verifica que :
II ( 1 - ~P_1)f-(1 - ~ P-1 )fz ll < 111 - ~P_ 1 11 Ilf - fz11
así pués,
	
los puntos de HP para la función f, son puntos de Hp1lI-0P_1 11 para
la función (1 - ~p_ I )f, de ahí aplicando el lema anterior, tengo :
Existen ~ E D(m), g (=- I tales que = 1 en un abierto U, entorno
de Hp , y además 11(1 - Op_1)f - gll < e .
Sea ahora :
~ p = Op-1 + W -
~P-1)
gp
=9+ gp-1
Se tiene :
Si x E U P-1,
~p-1
= 1, de donde ~ p (x) = 1
Si x E U, ~(x) = 1, de donde ~
P
(x) = 1
Así pués, ~
p
= 1 en un entorno abierto U p = Up-1
u U de H p y además
La función 9
p
está en el ideal I pués ambas g y
9P-1
son de I .
Por otra parte :
lhpf - 9 p ll = 11(~P_ 1 + a( 1 - ~p_ 1 ))f - 9 - 9p_111
1
XEh(I)
(I+Jx)
U p-1
hP-1f - 9p_1 11 + 11 o(1 - ~p_1)f - 911 <
2e
con lo que hemos terminado .
II .5 .1 .5 .- Corolario
En las mismas condiciones del teorema anterior y por ser D(m) un
álgebra regular, se tiene :
C Up .
7 5
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11 .5 .2 .- Funciones planas en un compacto .
II .5 .2 .0 .- Definiciones
Sea H un cerrado de K . El mínimo idela cerrado JH tal que h(JH ) = H
es el cierre del ideal de las funciones nulas en un entorno de H .
Sean :
KH	=
	
{f e D (m) ; 1 .- Daf(x) = 0 , x e H, lal < m
2 .- Dsf(x)-DSf(y)
II .5 .2 .1 .- Lema
KH es un cerrado de D(m) .
Demostración
d(x,y) " 0
La condición 1 .- que define a KH obliga a que sea un cerrado, veamos
la condición 2 .- .
Sea C(K x K - o) el álgebra de las funciones continuas y acotadas en
K x K - o, siendo o la diagonal de K x K, a valores complejos . Sea B un
multiíndice con lsl = m, consideremos la siguiente aplicación :
D(m) s	C Kx K - o)
f Dsf(x - Dof( y)
d x,y
Tomando en C(K x K - o) la norma del supremo, si f es de D(m), tenemos :
%f 11 =
,yeupx K-olDof(d)x-yDof(Y)
.
x
de donde 1
0
es una aplicación continua .
Sea :
F S
	
=
~sl
{9 e C (K x K 9(x,y) --, 0}
x,y -> H x H
F s es un cerrado de D(m) ya que es la antiimagen de un cerrado de
C(K x K - o) por una aplicación continua .
Tenemos además que :
de donde KH es un cerrado de D(m) .
11 .5 .2 .2 .- Teorema
Demostración
a ) JH = IH
tanto :
b) JH = KH
K = n FH lo ¡=M S
JH= IH=KH
Se tiene que h(J H ) = H, de ahí que JH es un ideal cerrado y por lo
JH = n (JH + Jx )x6H
Ahora bien, J H C Jx , si x e H, ya que ambos son cerrados y si f se
anula en un entorno de H, se anula en un entorno de cualquier x e H . De ahí :
JH = n Jx = IH
xeH
Las funciones nulas en un entorno de H verifican las condiciones que
definen a KH y ya que éste es cerrado tenemos que contiene a JH .
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