unique. We would really prefer if it were evaluators, not our processing codes, that make this decision. Here we both describe the problem and propose a solution that allows evaluators to be in control of how their evaluations are interpreted.
Several friends who read a preliminary version of this paper asked: what inconsistency is acceptable or important; could we make a short list of important materials that really need attention. After hearing this I realized that they had missed the whole point of this paper. The bottom line is that for use in our applications NO inconsistency is acceptable = ZERO!!! What it comes down to is that either evaluators make their evaluations consistent the way they decide, or we will be forced to make their evaluations consistent, without evaluator approval; of these we would prefer that evaluators maintain control and make the decisions.
In Praise of Evaluators
We should start by praising the excellent job that our nuclear and atomic data evaluators do. Compared to the accuracy and volume of data available in the early days of the ENDF system, today thanks to the excellent work of evaluators we have an enormous amount of very accurate data. So readers should not consider this paper to be a criticism of the ability of evaluators as far as the quality of their evaluation work.
What we are trying to point out here is that we think it is asking too much of our evaluators to also be experts in the ENDF system. The problems we discuss here are strictly due to having to represent their very accurate evaluated data in the ENDF format, and their having to deal with the constraints that the ENDF system puts on evaluators, as far as maintaining the accuracy and uniqueness of their evaluated data.
What we suggest here is that evaluators be allowed to concentrate on what they know best: namely, evaluation. In addition we suggest that they rely on us and our verified codes to deal with the problems of the ENDF format.
Our Suggested Solution
It would be much better if the evaluators would agree to insure consistency of their evaluated data. Here we propose that rather than having us change the evaluations to make the data consistent, evaluators do this BEFORE distributing their evaluations. This is the only way that we can insure that users can uniquely interpret their data.
The data can easily be made consistent by using existing computer codes [2, 3] to insure that the total tabulated in the evaluation is equal to the sum of its parts. This summation can only be done for all energies if ALL cross sections are linearly interpolable; non-linear interpolation does not allow accurate summations at ALL energies. By ALL energies, we mean not just those energies where cross sections are tabulated, but also the entire range of energies between tabulated energies, since it is ALL energies which are important to accurately define the integrals over energy that we are interested in our applications.
We recommend that evaluators, 1) Use the PREPRO LINEAR code to linearize all cross sections. 2) Use the PREPRO FIXUP code to define total, and other redundant cross sections, by summation. 3) Use the PREPRO DICTIN code to correct the section lines counts in MF/MT=1/451. The result will be an evaluation whose cross sections are consistent and completely compatible for use in applications. Running these three codes takes seconds of computer time, and eventually can end up saving evaluators effort and time having to explain why your evaluations may be misinterpreted by users and give poor answers.
An Offer You Can't Refuse
We feel that this is so important that I will even offer to do this work for evaluators for FREE: think of me as a FREE consultant. If you e.mail me, RedCullen1@comcast.net , your evaluation in the ENDF format, I will run it through these three codes, and usually within 24 hours, return to you my results, including a consistent version of the evaluation and plots of any inconsistencies that I find. We cannot make this any easier for you.
Let me stress: In doing this I will merely be acting as a FREE consultant to you; I will not make any final decisions. After seeing any inconsistencies, the evaluators will still have complete freedom to use either the original form of their evaluation, or the consistent form I return to them, or anything else that they decide on; the decision will remain strictly in the hands of the evaluators, where we feel it should be.
Don't mess with my Evaluation
As stated above, evaluators do an excellent job in preparing their evaluated data, so it is only natural if they may be reluctant to let us mess with their evaluations, by running them through our codes (read, black boxes), to make evaluations "consistent". Let me suggest that if an evaluator does not want us to mess with their evaluations, that they at least run our codes to check on the consistency of their data; they can then decide what to do. If you want to check your data we suggest you use the PREPRO codes [3] as follows, 1) Use the PREPRO LINEAR code to linearize all cross sections. 2) Use the PREPRO FIXUP code to define total, and other redundant cross sections, by summation.
After running these codes you will have three versions of your evaluation, 1) The original data that you started with. 2) LINEAR output.
3) FIXUP output.
The only difference between the LINEAR and FIXUP output will be due to FIXUP making ALL cross sections consistent, by defining them as the sum of their parts; this applies to the Total, as well as total inelastic, total (n,2n), total charged particles, and others. We suggest that you use the PREPRO COMPLOT [3] code to compare the FIXUP and LINEAR outputs; any difference between these two indicates inconsistencies in the evaluation. Based on what the evaluator "sees" they can decide what course of action to follow.
Naturally if evaluators prefer I can run these codes for them; see above for "An Offer You Can't Refuse". Regardless of who runs these codes to check for inconsistencies, the final decision regarding the evaluation will remain with the evaluator, where we feel it should be.
Backup Plan
We have been preaching about this problem to ENDF evaluators for decades, but human nature being what it is, very little has been accomplished; each version of ENDF that is distributed continues to include the same problem. Therefore as a backup we propose that Nuclear Data Centers only distribute data after they have been made consistent. If they think this is too much work, I will volunteer to do it for them. For example, the summaries of ENDF/B-VII.0 (Appendix C) , JEFF-3.1 (Appendix D), JENDL-3.3 (Appendix E) and CENDL-3.1 (Appendix F) were created by me processing ALL of the evaluations in each library to create consistent evaluations. In each case I processed an entire library on my own PC using a single batch run in less than a day. Send me your WHOLE library and I will fix ALL OF IT for you, usually the same day.
As our second backup plan, one purpose of this report is to inform data users of this problem and suggest that data users be sure to make ALL data consistent before they use it; they can use exactly the same codes we suggested evaluators use. See the section below on "PREPRO Documentation"; this documentation will allow you to check any evaluation to see whether or not it has been made consistent (just look for the PREPRO comment lines in any evaluation). I do not volunteer to do check evaluations for every data user, but I will mention that consistent ENDF/B-VII.0 data is now available on-line at, http://www-nds.iaea.org/point2009/pt2009.htm [6] .
Uncertainty versus Errors
We would like to distinguish between the inherent uncertainty in nuclear data, and any error that our formats or data processing codes add to the uncertainty. Our objective in processing ENDF formatted data is to insure that the additional error that we add is always small compared to the inherent uncertainty in the data. Today there are few cross sections for any material at any energy and any target temperature that are known in absolute terms to better than roughly 1%; that is what we mean by the inherent uncertainty in the data. In an attempt to insure that we preserve the accuracy of data, today we attempt to process data to within an accuracy substantially less than 1%. Today the error we introduce in data processing cross sections we attempt to keep under 0.1% and in the thermal range even 0.01%. Please remember that here we are not talking about the inherent uncertainty in the data; we are only talking about the additional error that our data processing introduces. If we can accomplish this we can claim that our data processing has not introduced any significant additional error that changes the overall uncertain of the data we use in our applications.
With that as background, hopefully the reader can appreciate that we can control the extra error we introduce by our data processing, but we cannot control any error due to non-uniqueness in the evaluated data which is given to us. That's is why we are so concerned with any non-uniqueness in the total cross section defined by evaluators; if the non-uniqueness in the evaluation in the ENDF format is comparable to the uncertainty in the data or even to the error we introduce by our data processing, much of our efforts to provide accurate data for use in applications will be wasted.
Only the Tip of the Iceberg
Here we only have time to discuss the inconsistency of the evaluator defined total cross section. But this is only the tip of the iceberg. Trying to define consistent ENDF tabulated total cross sections and its constituents is complicated, and the rules keep changing as new reactions (MT numbers) are defined. Also in order to define consistent cross sections more than the total are required. The FIXUP code [3] calculated a variety of cross sections including: the total inelastic (MT=4, as the sum of MT=50 through 91), total (n,2n) (MT=16), total charged particles (MT=103 through 107), first chance fission (MT=19), and others (see, the FIXUP output listing for details). Depending on the applications that an evaluation is applied to, these other sum cross sections may be more important than their individual constituents, e.g., the total (n,p) cross section may be more important for activation than the individual (n,p) levels. Indeed for activation the individual (n,p) levels may be completely ignored, and only the total (n,p) used, so if this is not correct you will get the wrong answer.
Details of the Problem
The introduction of a standard universally accepted computer format for nuclear and atomic data, namely the ENDF format [1] , has led to a tremendous improvement in the quality and the availability of data for use in applications throughout the World. In principle this format allows us to uniquely interpret our data, so that we can easily compare different data sets, and use them in our applications to identify the importance of differences.
Although our efforts have generally been quite successful there remains one glaring problem, that has been recognized since the inception of ENDF, that we periodically address and think we have solved, only to find that eventually it manages to creep back into our data files as the problem is forgotten by each new generation of data evaluators and users as they start to use ENDF.
The problem that we address here is that in many ENDF formatted evaluations [1] , the evaluator defined total cross section is not equal to the sum of the evaluator defined parts; let us stress the point that BOTH the total and parts are DEFINED by the EVALUATOR, and yet because of constraints of the ENDF format these are inconsistent, resulting in a non-unique total cross section. Below we show but a few examples. In each of these cases the evaluator defined the low energy elastic to be constant and the capture to be 1/v (varying inversely as the speed of the incident neutron); this was done correctly. The evaluator had to define the total cross section AND its continuous variation versus energy by using one of the ENDF interpolation laws. But there is no ENDF interpolation law that corresponds to the sum of a constant cross section plus a 1/v cross section. In each case the evaluator MUST decide the "best" choice for their evaluation; usually they define the total to be log-log (INT=5) or lin-lin (INT=2) interpolable. The below plots show the results: the total cross section defined by the evaluator in each evaluation grossly overestimates the "real" total defined by summing the constant elastic and 1/v capture. The differences are ENORMOUS: in the plots shown, up to 46%, 31% and 1856%; these are unacceptable for use in our applications. The real question: Here the total is obviously not unique, but which total is correct? What did the evaluator really intend?
It is Integrals, not Energy Points that Matter
In this discussion it is important for the reader to understand that in our applications it is integrals over energy ranges, not values at specific energy points that matter. As such we MUST define cross sections at ALL energies, not merely the energies at which they are tabulated. To do this ENDF defines cross sections as a combination of tabulated cross sections at discrete energies, and an interpolation law that defines how to interpolate between tabulated values. In order to obtain accurate integrals it is IMPERATVE that we use both the tabulated values and the interpolation law. See Appendix A for an example of the effect of interpolation; hopefully from the plots in Appendix A the reader can appreciate the effect on integrals, i.e., the area under these curves. Virtually all of the differences shown in the figures in this report are due solely to how we interpolate between tabulated values.
Definition of ENDF Interpolation Laws
Tabulated cross sections in the ENDF format are defined at ALL energies. This is accomplished by defining a table of cross sections at discrete energies, and an interpolation law to define the cross section at ALL energies between where it is tabulated. The available ENDF evaluation laws [1] are very useful during evaluation, e.g., 1/v cross section can be exactly defined using log-log interpolation. The most popular interpolation laws are INT=1 through 5, corresponding to histogram interpolation as well as linear or log in energy and cross section.
For any two tabulated data points (E1,σ1) to (E2,σ2) our problem is to define the cross section for each reaction (MT) at ANY energy, E, between E1 and E2. In each case we can define the cross section as a weighted average of the cross sections at the two ends of the energy interval. In all of the following equations the weights are defined as: wt1 + wt2 = 1,
Log E wt1 = (ln E2 -ln E)/(ln E2 -ln E1) ; wt2 = (ln E -ln E1)/(ln E2 -ln E1)
Lin E -Lin σ σ(E) = wt1*σ1 + wt2*σ2 3 Log E -Lin σ σ(E) = wt1*σ1 + wt2*σ2 4
Lin E -Log σ ln σ(E) = wt1*ln σ1 + wt2* ln σ2 5 Log E -Log σ ln σ(E) = wt1*ln σ1 + wt2* ln σ2
To define sums we sum over contributions for a collection of reactions. For linear cross section interpolation (INT=1 through 3) for all reactions we can easily do this by defining the summed cross section at the same energies at which each reaction is tabulated. For example, we can define the Total summed cross sections σTot1 and σTot2 at the tabulated energies E1 and E2, as the LINEAR sum, σTot1 = Σ σ1; σTot2 = Σ σ2 ; sum Σ over contributing reactions (MTs) For the total at any other energy we can then use EXACTLY the same linear cross section relationship that we used for each individual reaction, to define the Total summed cross section at ANY other energy E, between E1 and E2,
σTot(E) = wt1*σTot1 + wt2*σTot2 3
σTot(E) = wt1*σTot1 + wt2*σTot2
But no such linear relationship exists for the log cross section interpolation or for a mix of interpolation schemes for the reactions (i.e., different interpolation for each reaction). For log cross section interpolation the interpolated cross section for one reaction is,
Here there will be a different exponential variation for each reaction, and there is no ENDF interpolation law for a sum of such variations. In other words, when we have log cross section interpolation or a mix of interpolation schemes, we cannot accurately define the sum of reaction for use in ENDF. Let me stress this point: IT IS IMPOSSIBLE WITHOUT LINEAR INTRRPOLATION.
The bottom line is that within the ENDF format we can only accurately define summed cross sections, such as the total, at ALL energies, if ALL contributing reactions are lin E -lin σ interpolable. Again, let me state that the rules for defining ENDF summed cross sections are complicated and periodically change as new reactions (MTs) are defined; the purpose of the PREPRO [3] codes LINEAR and FIXUP is to do this for you, so that we can accurately define summed cross sections, such as the total, for use in our applications.
Introducing the ENDF Interpolation Problem
Most of the inconsistencies shown below are a direct result of the problem of trying to define the total cross section because of interpolations difficulties, as explained above. If you look closely at each of the below evaluations you can see that the evaluators tried to accurately define the thermal cross sections, by defining an energy point at 0.0253 eV. For capture they then used 1/v varying to define of energy point at 1.0d-5 eV and another energy point in the eV energy range. The ENDF interpolation laws allow this to be done very accurately and easily using only three tabulated energy points: 1.0d-5 eV, 0.0253 V, and one in the eV range, assuming linear variation for elastic (INT=2, lin-lin interpolation) and 1/v for capture (INT=5, log-log). So that as far as elastic and capture we can find no fault with the evaluators; they did a good job on what they are familiar with, namely neutron data evaluation.
But the evaluators had a problem when it came to making their evaluations available in the ENDF format; here the rules are that each evaluation MUST include a total cross section, and the evaluators made the mistake in assuming that they could define the total at the same energies at which the elastic and capture are given, and assume log-log (INT=5) or lin-lin (INT=2) interpolation between these points. This is the sole source of the non-uniqueness. In these cases INT=5 (log-log) is the best evaluator choice; using INT=2 (lin-lin) give even worse results.
The case of 90-Th-228 clearly illustrates the problem of the evaluators trying to define the "best" interpolation law for their tabulated total cross sections. Based on the evaluator's choice of INT=2 (lin-lin) interpolation, we found an inconsistency of up to 1836%. This is such a shame, because if instead the evaluator had used INT=5 (log-log) there is NO SIGNIFICIANT INCONSTITENCY. Let us repeat this: For exactly the same evaluator defined tabulated total cross section, the evaluator's choice of INT=2 (lin-lin) results in an inconsistency of 1836%, whereas had the evaluator used INT=5 (log-log) there would be essentially no inconsistency. In other words, in this case the evaluator did have a good choice available, but mistakenly made the wrong choice. This is an excellent example where the evaluator did a good job in evaluating the data, but apparently was not an expert in the ENDF format. We contend that evaluators need not be ENDF experts; we suggest evaluators be allowed to concentrate on evaluation, and leave the problems of the ENDF format to us. This is a case where the evaluators made a poor choice of INT=2 (lin-lin) for their total, but fortunately they made good choices to define elastic INT=2 (lin-lin) and capture INT=5 (loglog), so that our codes can correct this problem by defining the total by summation.
What did the Evaluators Intend?
Generally we like to try and insure that we interpret evaluated data exactly as the evaluator intended. In the case of the ENDF format we attempt to do this by having strict coding rules; rules that both the evaluator MUST use to code their data and that data users MUST use to interpret data for use in their applications.
As much as we would like to interpret data as the evaluator intend, once the data is coded into the ENDF format the "best" we can do it to try and interpret the data exactly as the evaluator coded it, i.e., we cannot read the evaluator's mind to try and figure out what they intend; their intent MUST be clear from what they coded. Above we presented a few examples where the evaluators ran into interpolation law problems; in most of these cases we feel we can infer the intent of the evaluators by our defining a new total as the sum of its parts.
Below we present a few examples where it isn't at all clear to us what the evaluators intended; in these cases there are significant differences, and at least to us, no apparent correspondence between the evaluator defined totals and the sum of its parts. In these cases the "best" we can do for use in applications is to continue to ignore the evaluator defined total and define a new total as the sum its parts. We find this to be very unsatisfactory; we would much prefer that the evaluators make their total and sum of its parts consistent. Otherwise sorry to say they have to accept the fact that we may be misinterpreting their data.
The first two plots below show results for 27-Co-58 and 27-Co-58m. In both cases it appears that the evaluators went to some effort to include detail in their tabulated total. Unfortunately, the details in the tabulated total do not exactly correspond to that tabulated with the parts (elastic and capture). In the case of 27-Co-58 there is a correspondence above about 1 milli-eV, but below this energy the tabulated total is significantly larger; up to 163% larger. In the case of 27-Co-58m there is a background correction to the total over the entire energy range, but none for the parts below about 1 keV. We would like the evaluators to understand: the "best" interpretation we can give this data is to ignore their total and define a new total as the sum of its parts; in doing this much of the evaluator's effort in creating their tabulated total is lost.
This seems crazy: why go to all of this effort and then have your efforts wasted? This is but one example where we ask evaluators to insure that their data are consistent. We also want to stress that if evaluators do not make their data consistent, we are forced to do the "best" to can to make their data consistent, and in doing this we may not interpret their data as they intend. Just to be clear: We [2, 3] ALWAYS ignore the evaluator given tabulated total, and define a new total that is equal to the sum of its parts; this is what we use in our applications.
In the following two figures we illustrate cases where the evaluator included details in their parts (elastic and capture), but not in their tabulated total. In the case of 60-Nd-143 there is no tabulated total below 225 keV, but the parts include background corrections to the parts. The case of 62-Sm-149 is similar; here there is no tabulated total below 22.6 keV, but there are background corrections at lower energy. Just to be clear: We [2, 3] ALWAYS ignore the evaluator given tabulated total, and define a new total that is equal to the sum of its parts; this is what we use in our applications. So that in this these cases we will define a new total including the background corrections. Anyone who uses the original total will not include this background.
Evaluators Often Do Try
Below are two examples from JEFF-3.1, where the evaluators did try to include a sufficient number of data points to allow their tabulated total to "better" approximate the sum of its parts. The evaluators did a pretty good job and managed to reduce the difference to about 1%. This illustrates that it is difficult to know where to add additional energy points; and is something that evaluators really should not have to be concerned about. In these cases our codes can easily add additional energy points at energies where they are needed, and reduce the difference to say 0.01%; well below the accuracy to which we know any cross sections.
Below are two examples from JENDL-3.3 that are similar to the above two examples, where the evaluators did try to include a sufficient number of data points to allow their tabulated total to "better" approximate the sum of its parts. The evaluators did a pretty good job and managed to reduce the difference to about 1%. Again, this illustrates that it is difficult to know where to add additional energy points. It is important to understand that in the above and below figures the overall uncertainty of the data is not the 1% indicated on these figures. This is the additional ERROR added by constraints of the ENDF/B format and our code attempting to make the cross sections consistent. It may be acceptable to have evaluated data with an inherent uncertainty of 1%, but we judge an additional 1% due to inconsistencies to be unacceptable.
Evaluator Error
Nobody is perfect and the ENDF rules are complicated, so it should not come as surprise to us that evaluators occasionally make mistakes. In the above figures we saw a variety of cases where the evaluation had used INT=5 (log-log) interpolation for the low energy capture cross section and INT=2 (lin-lin) for the elastic. As a result the evaluators had trouble accurately defining the total, which is the sum of elastic and capture; again, there is no ENDF interpolation law that corresponds to the sum of 1/v and constant. Fortunately in these cases we could use our codes to correct the situation by defining a new total equal to the sum of its parts.
Here we see a case from JEFF-3.1 81-Tl-Nat where the evaluator apparently tried to avoid this problem by defining both elastic and capture using INT=2 (lin-lin); then they had no problem defining the total using INT=2 (lin-lin). Unfortunately this has led to disastrous results, because the evaluators did not accurately tabulate the capture cross section. The result is an enormous "Bubble" in the total cross section due to linearly interpolating the capture over a large energy range. This is disastrous because since the original evaluated data is all linearly interpolable, we cannot automatically correct this problem using our codes; as far as they are concerned the total is exactly as the evaluator defined it.
In order to illustrate the magnitude of the error we modified the JEFF-3.1 81-Tl-Nat to use INT=5 (log-log) interpolation for the capture, and below we compare this is how the evaluators Originally defined their data. We can see that over a large energy range below thermal the evaluators are overestimating the capture by up to 519% (over a factor of 5).
Unfortunately there is no way that our codes can automatically correct this, and even if you use our codes [2, 3] correctly what you will be using in your applications is the Original data shown below, with the obviously non-physical "bump" in the total. Only the evaluator can correct this problem.
Inconsistencies in Current Data Libraries
In the Appendices we summarize the differences that we found for all 393 materials in the ENDF/B-VII.0 library (Appendix C), 381 materials in the JEFF-3.1 library (Appendix D), 337 materials in the JENDL-3.3 library (Appendix E), and 240 material in the CENDL-3.library (Appendix F). We will mention that there is nothing special about these particular data libraries; we found similar differences when we looked at other data libraries. To define these differences we started from each original evaluation, 1) We used the PREPRO LINEAR code to linearize all cross sections.
2) We used the PREPRO FIXUP code to define cross sections by summation.
3) We used the PREPRO COMPLOT code to compare the results of steps 1) and 2). On all plots these are identified as 1) Original or 2) Summed.
The differences that we found illustrate the non-uniqueness of the data defined by the evaluator; remember that both the tabulated total and tabulated reaction cross sections, used to define sums, are BOTH defined by the evaluator. There are many computer codes that use ENDF formatted data, and depends on how each defines and uses the cross sections, we could see differences like this between results from various computer codes, strictly because of this nonunique definition of the total cross sections.
The results in the Appendices show large differences for many materials, but we should mention that even seemingly small differences could potentially result in important differences in results. For example, below we illustrate the differences for ENDF/B-VII.0 1-H-1, which are up to over 0.5 %, which might seem small. But we are asked by data users to process evaluated data to high accuracy to insure that data processing introduces very little additional uncertainty, so that we can give them cross sections in the thermal energy range that are accurate to a small fraction of 1%. That is pretty hard for us to do when we start from evaluated data that is already non-unique to over 0.5 %.
This problem is seen not only in the ENDF/B-VII.0 library. The below figure of ENDF/B-VII.0 1-H-1, is followed by a figure showing CENDL-3.1 1-H-1, which at very low energy has differences similar to that seen for ENDF/B-VII.0. However, the CENDL-3.1 1-H-1 has in addition differences of almost 0.7% over a much widely energy range extending up to 100 eV.
We are not the ONLY users of this Data
Here we have tried to make sure that evaluators understand the importance of having unique data, and we also have tried to explain how we [2, 3] try to make ALL evaluated data consistent, so we can uniquely interpret it for use in our applications: Again, let us state we ignore the tabulated total and define a new total equal to the sum of its parts. But it is important for evaluators to realize that we [2, 3] are not the only users of your data. There are currently many computer codes that interpret and use data that has been coded in the ENDF format. WARNING -we have no idea how other codes interpret your data, so if you want to be sure that your evaluated data is uniquely interpreted it is up to you, the evaluator, to uniquely define it; in particular, insure your tabulated total is equal to the sum of its parts. If you cannot easily do this, we volunteer to do it for you.
Effect of Non-uniqueness
We use the nuclear and atomic data to solve the Boltzmann equation [4, 5] (see Appendix B for details of the Boltzmann equation), which can be summarized as,
The total cross section Σ t ) , , ( t E r defines the losses due to interaction, and the cross sections for each reaction ) ' , ( E r k Σ defines the gains due to re-emission of neutrons, e.g., scatter, (n,2n), fission, etc. If we consider only neutron interactions any difference between the total, used to define losses, and the sum of the reactions, used to define gains, in deterministic codes (Sn) will be implicitly indistinguishable from either neutron capture (if the total exceeds the sum), or multiplication (if the total is less than the sum). In Monte Carlo any imbalance can lead to unpredictable results.
For the three examples shown above, at low neutron energy the evaluator defined total cross section greatly exceeds the sums of the parts (elastic and capture), so that if this total were used in actual Sn applications far too many neutrons would be lost from the system; here we assume the sum of the parts is what the evaluator actually intended.
PREPRO Documentation
When any PREPRO code processes ENDF formatted data and in any way changes the contents of the data, this is documented within the evaluation. At the end of the evaluation's documentation in section MF/MT=1/451, each PREPRO code adds its own documentation. Below is an example of the documentation added by PREPRO codes. From top to bottom the order of such comments define which version of each PREPRO code was used and the parameters used by these codes.
In the below example the codes run were, 1) LINEAR (Version 2010-1): This linearized ALL cross sections that are greater than 10 -10 barns, to within 0.01% (0.0001 as a fraction). During this initial phase in linearizing all cross sections it is important to keep all original tabulated points (an input option), and only add additional energy points as needed to replace non-linear interpolation ranges.
2) FIXUP (Version 2010-1): This defines cross sections by summation. The important input options highlighted below, include: Allow cross section reconstruction (otherwise summation cross sections are not defined), and DO NOT make all cross sections non-negative -this is important if an evaluation includes any background cross sections for the resonance energy range; these may be negative, and you want to insure that they be allowed to stay negative.
3) DICTIN (Version 2010-1): There are no input options.
After running these three codes the resulting evaluation should include completely consistent cross sections and conform to ENDF formats and conventions [1] and be ready for further processing for use in applications. As a data user you can easily check any evaluation to see if these codes were used; if they haven't, we suggest you use them before you use the data in any application. 
Conclusion: An Easily Avoidable Problem
This problem is so easily avoidable, requiring little additional effort by evaluators. We suggest that evaluators use some of our codes [2, 3] that have existed for decades and been verified for accuracy. Specifically we recommend, 1) Use the PREPRO LINEAR code to linearize all cross sections.
2) Use the PREPRO FIXUP code to define total, and other redundant cross sections, by summation.
3) Use the PREPRO DICTIN code to correct the section lines counts in MF/MT=1/451.
The result will be an evaluation whose cross sections are consistent and compatible for use in applications. Running these three codes takes seconds of computer time, and eventually can end up saving evaluators much more effort and time trying to explain why your evaluations may be misinterpreted by users and give poor answers.
We feel that this is so important that I will even offer to do this work for evaluators. If you e.mail me, RedCullen1@comcast.net your evaluation in the ENDF format, I will run it through these three codes and return it to you, usually within 24 hours. We cannot make this any easier for you.
As an example of consistent data that is now available for FREE on line, see POINT 2009 [6], http://www-nds.iaea.org/point2009/pt2009.htm. This includes of the all evaluations in ENDF/B-VII.0 library, both the original data (with the inconsistencies described here), as well as data at many temperatures; the temperature dependent data has been made consistent using exactly the procedures recommended here.
Bottom line
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THANKS BOB!!! Appendix A: The Effect of Scaling on What you see
When comparing data using non-linear scaling for a figure, you may be confused by what you see.
Here we show exactly the same data: 1/v compared to Linear, using four different scales for the figures: all combination of linear and log scaling for energy and cross section (four results).
In the first figure (upper, left) , with lin-lin scaling we see the Linear data as a straight line, compared to the 1/v that rapidly decreases; the result being a difference of over 3700% (over a factor of 37). This may be the most familiar view to you. Now look at the other figures using exactly the same 1/v and Linear data, with the only difference being the x and y scaling of the figure (linear or log) . By the last figure (lower, right), with log-log scaling, we now see that it is the 1/v that appears as a straight line, and the Linear appears as a curve, well above the 1/v. Regardless of how we display the data the ratio remains the same. Be assured that this is not a mistake or an optical illusion; this is the effect of how the figures are scaled.
Appendix B: Details of Boltzmann Equation
We can defined the time dependent Boltzmann equation as,
Neutron flux per unit volume, energy, and solid angle at time t.
v Neutron speed (not, velocity)
Total macroscopic cross section at location r and time t for a particle of energy E. Generally the macroscopic cross sections will be spatially dependent since different materials will be used at different positions (e.g., core vs. shield) and time dependent because of burn-up.
Differential cross section, describing the transfer of particles with initial coordinates ' , ' Ω E before the interaction to Ω , E after the interaction. Written in this form it includes the effect of all possible processes, e.g., scatter, fission, (n,2n), etc.
Flux independent neutron source
The differential cross section can be written in terms of the contributions from the individual reactions in the form,
Where the summation is over reactions k, e.g., k = elastic, fission, etc., and
Multiplicity or average number of secondary neutrons, e.g., 1 for elastic, 2 for (n,2n),
Probability Distribution for process k, describing the transfer of particles with initial coordinates ' , ' Ω E before the interaction to Ω , E after the interaction. This is a normalized distribution which is equalm to unity when integrated over all final Ω , E . 
Appendix C: Summary of ENDF/B-VII.0 Non-uniqueness

