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Abstract
An odd (resp. even) subgraph in a multigraph is its subgraph in
which every vertex has odd (resp. even) degree. We say that a multi-
graph can be decomposed into two odd subgraphs if its edge set can
be partitioned into two sets so that both form odd subgraphs. In
this paper we give a necessary and sufficient condition for the decom-
posability of a multigraph into two odd subgraphs. We also present a
polynomial time algorithm for finding such a decomposition or showing
its non-existence. We also deal with the case of the decomposability
into an even subgraph and an odd subgraph.
1 Introduction
In this paper we mainly consider multigraphs, which may have multiple edges
but have no loops. A graph without multiple edges or loops is called a simple
graph. Let G be a multigraph with vertex set V (G) and edge set E(G). The
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number of vertices in G is called its order and denoted by |G|, and the number
of edges in G is called its size and denoted by e(G). Let EvenV (G) denote
the set of vertices of even degree and OddV (G) denote the set of vertices of
odd degree. For a vertex set U of G, the subgraph of G induced by U is
denoted by 〈U〉G. For two disjoint vertex sets U1 and U2 of G, the number of
edges between U1 and U2 is denoted by eG(U1, U2). For a vertex v of G, the
degree of v in G is denoted by degG(v). Moreover, when some edges of G are
colored with red and blue, for a vertex v, the number of red edges incident
with v is denoted by degred(v), and the number of red edges in G is denoted
by ered(G). Analogously, degblue(v) and eblue(G) are defined.
An odd (resp. even) subgraph of G is a subgraph in which every vertex has
odd (resp. even) degree. An odd factor of G is a spanning odd subgraph of
G. It is obvious by the handshaking lemma that every connected multigraph
containing an odd factor has even order. This condition is also sufficient as
follows.
Proposition 1 (Problem 42 of §7 in [2]). A multigraph G has an odd factor
if and only if every component of G has even order.
Moreover, such an odd factor, if it exists, can be found in polynomial
time (Problem 42 of §7 in [2]). Consider a connected multigraph of even
order on the vertices v1, . . . , v2m and for any i ∈ {1, 2, . . . , m}, fix a path Pi
connecting vi and vi+m. Then the edges appearing odd times in the paths
P1, . . . , Pm forms an odd factor. The above proposition also follows from the
fact that for a tree T of even order, the set
{e ∈ E(T ) : T − e consists of two odd components}
forms an odd factor of T .
We say that G can be decomposed into n odd subgraphs if its edge set
can be partitioned into n sets E1, . . . , En so that for every i ∈ {1, . . . , n},
Ei forms an odd subgraph. Some authors say that in this case G is odd
n-edge-colorable.
Our main result gives a criterion for a multigraph to be decomposed into
two odd subgraphs, and proposes a polynomial time algorithm for finding
such a decomposition or showing its non-existence.
We begin with some known results related to ours.
Theorem 2 ([6]). Every simple graph can be decomposed into four odd sub-
graphs.
This upper bound is sharp, for example, the wheel of four spokes (W4,
see Figure 1) cannot be decomposed into three odd subgraphs. In [4] Ma´trai
constructed an infinite family of graphs with the same property.
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Theorem 3 ([6]). Every forest can be decomposed into two odd subgraphs.
Theorem 4 ([6]). Every connected simple graph of even order can be decom-
posed into three odd subgraphs.
Since every connected simple graph G of even order has an odd factor,
if we take an odd factor F with maximum size, then G − E(F ) becomes
a forest, and it can be decomposed into two odd subgraphs by Theorem 3.
Thus Theorem 4 follows.
Theorem 5 ([3]). Every connected multigraph can be decomposed into six
odd subgraphs. And equality holds if and only if the multigraph is a Shannon
triangle of type (2, 2, 2) (see Figure 1).
Theorem 6 ([5]). Every connected multigraph can be decomposed into four
odd subgraphs except for the Shannon triangles of type (2, 2, 2) and (2, 2, 1)
(see Figure 1).
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Figure 1: The wheel W4 and the Shannon triangles of type (1,1,1), (2,1,1),
(2,2,1), (2,2,2).
We say that G can be covered by n odd subgraphs if its edge set can
be covered by n sets E1, . . . , En (not necessarily disjointly) so that for every
i ∈ {1, . . . , n}, Ei forms an odd subgraph.
Theorem 7 ([4]). Every connected multigraph of odd order can be covered
by three odd subgraphs.
In this paper we study the decomposability of a multigraph into an even
subgraph and an odd subgraph, and into two odd subgraphs. We also remark
that the case of decomposing into two even subgraphs is trivial.
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Proposition 8. A multigraph G can be decomposed into an even subgraph
and an odd subgraph if and only if every component of 〈OddV (G)〉G has even
order.
Proof. Such a decomposition exists if and only if there is an odd factor in
〈OddV (G)〉G, since all edges incident with any vertex of even degree must
belong to the even subgraph. So by Proposition 1, the proposition follows.
Since an odd factor can be found in polynomial time, we can conclude
the following.
Corollary 9. There is a polynomial time algorithm for decomposing a multi-
graph into an odd subgraph and an even subgraph or showing the non-exis-
tence of such a decomposition.
Remark 1. The case of the decomposability into two even subgraphs is trivial:
a multigraph can be decomposed into two even subgraphs if and only if every
vertex of the multigraph has even degree.
The following two theorems are our main results.
Theorem 10. Let G be a multigraph and let X denote the set of compo-
nents of 〈OddV (G)〉G, and let Y and Z denote the sets of components of
〈EvenV (G)〉G with odd order and even order, respectively. Now G can be
decomposed into two odd subgraphs if and only if for every S ⊆ Y ∪ Z with
|S ∩ Y| odd, there exists X ∈ X that has neighbors in odd number of compo-
nents of S.
Theorem 11. There is a polynomial time algorithm for decomposing a multi-
graph into two odd subgraphs or showing the non-existence of such a decom-
position.
2 Proofs of Theorems 10 and 11
We begin with a definition and a proposition on it.
Definition 1. Let G be a multigraph and T ⊆ V (G). A subgraph J of G is
called a T -join if OddV (J) = T .
Proposition 12 ([1]). Let G be a multigraph and T ⊆ V (G). There exists
a T -join in G if and only if every component of G contains an even number
of vertices of T .
4
The following theorem gives another necessary and sufficient condition
for a multigraph to be decomposed into two odd subgraphs.
Theorem 13. Let G be a multigraph and Y and Z denote the sets of com-
ponents of 〈EvenV (G)〉G with odd order and even order, respectively. Then
G can be decomposed into two odd subgraphs if and only if there exists a
partition R ∪ B of the components of 〈OddV (G)〉G such that
(i) eG(R, Y ) and eG(B, Y ) are both odd for every Y ∈ Y, and
(ii) eG(R,Z) and eG(B,Z) are both even for every Z ∈ Z,
where R and B are the sets of vertices that belong to the components in R
and B, respectively.
OddV (G)
Y Z EvenV (G)
R B
Y Z
odd odd even even
Figure 2: The structure of the multigraph.
Proof. Suppose that G can be decomposed into two odd subgraphs, and color
the edges of one with red and with blue the other. Obviously, if a vertex of
G has odd degree, then all edges incident with it must have the same color.
Consider an arbitrary component X of 〈OddV (G)〉G. Then all edges that
have at least one endpoint in X have the same color. Let R and B denote
the set of those components of 〈OddV (G)〉G in which the edges are red and
blue, respectively. Let Y ∈ Y . Then
∑
v∈Y
degred(v) = 2ered(〈Y 〉G) + eG(R, Y ).
Since |Y | is odd and degred(v) is odd for every v ∈ Y , the left side of the
equation is odd, and so eG(R, Y ) must be odd. Similarly, eG(B, Y ) is also
odd, and eG(R,Z) and eG(B,Z) are both even. Therefore, the conditions (i)
and (ii) hold.
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Next assume that there exists a partition R ∪ B satisfying (i) and (ii).
Then color all the edges incident with any vertex of R red and all the edges
incident with any vertex of B blue. Note that no edge of 〈EvenV (G)〉G is
colored now, and there exist no edges between R and B. Let T ⊆ EvenV (G)
be the set of vertices having even red-degree in this stage.
Now we show that every component of 〈EvenV (G)〉G contains an even
number of vertices of T . Let Y ∈ Y . Then by condition (i),
∑
v∈Y
degred(v) =
∑
v∈Y ∩T
degred(v)︸ ︷︷ ︸
even︸ ︷︷ ︸
even
+
∑
v∈Y \T
degred(v)︸ ︷︷ ︸
odd
= eG(R, Y )︸ ︷︷ ︸
odd
.
Hence |Y \ T | is odd, and since |Y | is odd, |Y ∩ T | must be even. By the
same argument given above, for any Z ∈ Z, it follows that |Z| is even and
eG(R,Z) is even by the condition (ii), and thus |Z \ T | is even and |Z ∩ T |
is even. So by Proposition 12, there exists a T -join in 〈EvenV (G)〉G. Color
all the edges of this T -join red, and all the remaining edges blue. Now the
resulting red subgraph and blue subgraph are odd subgraphs and form a
partition of E(G).
Now we prove Theorem 10.
Proof of Theorem 10. Let X denote the set of components of 〈OddV (G)〉G,
and let Y and Z denote the sets of components of 〈EvenV (G)〉G with odd
order and even order, respectively.
Consider the bipartite graph G∗, whose vertices correspond to the ele-
ments of X and Y ∪ Z, and an element of X and that of Y ∪ Z is joined
by an edge if and only if there are odd number of edges of G between the
corresponding components. Then it is easy to see that every vertex of Y ∈ Y
and Z ∈ Z has even degree in G∗.
Our goal is to give a system of linear equations that is solvable if and
only if G is decomposable into two odd subgraphs and its solutions describe
partitions satisfying the properties of Theorem 13. For every Xi ∈ X , we
assign a binary variable xi which decides whether Xi ∈ R or not. If xi = 1,
then Xi ∈ R, and if xi = 0, then Xi ∈ B. Since we want eG(R, Y ) to be
odd for every Y ∈ Y and eG(R,Z) to be even for every Z ∈ Z, consider the
following system of linear equations over the binary field GF (2) = {0, 1}.
∑
Xi∈NG∗ (Y )
xi = 1 for all Y ∈ Y
∑
Xi∈NG∗ (Z)
xi = 0 for all Z ∈ Z
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By Theorem 13, the multigraph G is decomposable into two odd sub-
graphs if and only if this system has a solution. The system is solvable if and
only if one of the following three equivalent statements holds.
(i) There is no collection of equations such that the sum of the left-hand
sides is 0 and the sum of the right-hand sides is 1 (over the binary
field).
(ii) For any subset of the equations if the sum of the right-hand sides is
1, then there exists a variable xi which appears odd times in these
equations.
(iii) For any S ⊆ Y ∪ Z for which |S ∩ Y| is odd, there exists X ∈ X such
that |NG∗(X) ∩ S| is odd.
Note that statement (iii) is a graph presentation of statement (ii).
Since a system of linear equations over the binary field can be solved in
polynomial time, Theorem 11 follows.
However, it is worth translating the algorithm to the language of graphs.
The steps of the Gauss-elimination can be followed in the auxiliary bipartite
graph Ĝ∗ which is a slight modification of the graph G∗ used in the proof of
Theorem 10. In the following we will use ∗ as an operation that contracts
components into single vertices. So the color classes of G∗ are the vertex sets
X ∗ and Y∗ ∪ Z∗, and our goal is to partition X ∗ into R∗ and B∗. To obtain
Ĝ∗ a new vertex b is added to G∗ and it is connected to all vertices in Y∗.
This vertex b corresponds to the constant 1 on the right side in the linear
equations.
To start the Gauss-elimination we need to select a variable that has a non-
zero coefficient (i.e. 1) in at least two equations and pick one of these equa-
tions. Therefore in Ĝ∗ we choose an edge xiw with |NĜ∗(xi)| ≥ 2, xi ∈ X
∗ and
w ∈ Y∗∪Z∗. Now in the Gauss-elimination, we add the equation correspond-
ing to w to all the equations corresponding to any element ofN
Ĝ∗
(xi)−{w} to
make the coefficient of xi zero in these equations. Then the resulting system
of linear equations corresponds to the bipartite graph Ĝ∗1 that is obtained
from Ĝ∗ by replacing the induced subgraph 〈NĜ∗(w) ∪
(
NĜ∗(xi)− {w}
)
〉Ĝ∗
with its complement. So x′ ∈ N
Ĝ∗
(w) and w′ ∈ N
Ĝ∗
(xi)− {w} are adjacent
in Ĝ∗1 if and only if x
′ and w′ are not adjacent in Ĝ∗. The other edges are
not changed. Notice that the degree of xi in Ĝ
∗
1 will be one.
Next we repeat this procedure by choosing an other edge xjw
′ in Ĝ∗1 that
satisfies the same conditions. Since the degree of xi is already one, xj will
automatically differ from the previously chosen vertices, but we also choose
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w′ to be different from all previously chosen vertices. If there are no more
such edges then the procedure stops.
Consider the graph of the final stage. At this point we can obtain the
desired partition of the edge set into two odd subgraphs or show the non-
existence of such a partition as follows.
• If a vertex w ∈ Y∗ is connected only to the vertex b, then the graph G
cannot be decomposed into two odd subgraphs, since this means that
adding up some equations results 0 on the left-hand side and 1 on the
right-hand side.
So we may assume that no vertex w ∈ Y∗ is connected only to the vertex b.
In this case we obtain a solution as follows.
• If a vertex xi ∈ X
∗ has degree at least two, then let xi ∈ B
∗ and remove
all the edges incident with xi. This means that the variable xi is a free
variable, so it can be set to 0. Thus we may assume that every x ∈ X ∗
is adjacent to at most one vertex of Y∗ ∪ Z∗. Removing these edges
makes xi an isolated vertex, but note that other vertices in X
∗ cannot
be isolated.
If there is a vertex in Y∗ ∪Z∗ that is adjacent to b and has more than
one neighbors in X ∗ (that are all leaves), then let one of these neighbors
be in R∗ and all the others in B∗. This means that we set one variable
to 1 and all the others to 0, so their sum is equal to 1.
• Otherwise, if xi is in the same component as b, then let xi ∈ R
∗,
meaning that xi was set to 1 in the solution.
• If xi is not in the component of b, then let xi ∈ B
∗, meaning that xi
was set to 0 in the solution.
The above graph operation gives us a partition of X ∗ into R∗ ∪ B∗ and the
corresponding partition of X satisfies the conditions in Theorem 13, and
hence G is decomposed into two odd subgraphs.
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