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Zusammenfassung
Die fundamentalen atomaren Vorgänge beim Versintern eines Nano-Pulvers zu ei-
nem festen, nanostrukturierten Material sind bisher kaum verstanden. Aber genau
diese Vorgänge bestimmen letzten Endes die Eigenshaften des Nanomaterials. Für
die experimentelle Beobahtung sind die relevanten Zeitskalen im Nanosekunden-
Bereih viel zu kurz, für die etablierten Simulationstehniken hingegen zu lang. Die
vorliegende Arbeit beshreibt ein neuartiges, hybrides Simulationsverfahren, mittels
welhem die geläuge Modellkonguration zweier sphärisher Partikel in anfäng-
lih losem Kontakt untersuht wird. Durh die Verknüpfung von kinetisher Monte-
Carlo-Methode mit einer deterministishen Starrkörperdynamik wird hierbei eine
Erweiterung der darstellbaren Zeitspanne um drei Gröÿenordnungen erreiht, ohne
auf atomare Auösung zu verzihten. Dieses gelingt durh ein sorgfältig abgestimm-
tes Modell mit wenigen Parametern, wobei hiermit gewisse Einshränkungen an die
beshreibbaren Materialien einhergehen.
Das harakteristishe Verhalten der untersuhten Systeme besteht aus einer kur-
zen Phase der gegenseitigen Umorientierung der Partikel, gefolgt von einer langen
Phase des Vershmelzens zu einem mehr oder weniger kompakten Körper. Während
die mittlere Dauer der ersten Phase linear mit der Partikelgröÿe anwähst, wird für
die Zeit der anshlieÿenden Relaxation in vielen Fällen das aus der klassishen Konti-
nuumstheorie bekannte R4Gesetz bestätigt. Häug aber führt eine besondere Form
der Korngrenze auh zum Verharren in einem Zustand, der weit vom thermishen
Gleihgewiht entfernt ist.
Die statistishe Auswertung der umfangreihen Simulationsreihen ergibt wei-
ter, dass besonders die kleinsten Partikel zunähst derart rotieren, dass sih deren
Kristallgitter entweder perfekt überdeken oder dass sih eine niedrigenergetishe
Korngrenze ausbilden kann. Unter diesen verhilft überrashenderweise die am häu-
gsten beobahtete Zwillingsgrenze zu einer deutlih verkürzten Relaxationszeit des
Systems im Vergleih zu allen anderen Fällen einshlieÿlih des kohärenten Gitters.
Mit zunehmendem Radius nden sih die Primärpartikel dagegen häuger in einer
für ein shnelles Vershmelzen ungünstigen Orientierung ein, sodass das beobahte-




The fundamental atomi proesses whih govern the properties of a solid nanostru-
tured material being onverted from a nanopowder by thermal sintering are still
largely unknown. While the relevant time sales in the order of nanoseonds are
by far too short for experimental observation, they are too long to be aptured by
traditional simulation tehniques. In this thesis I desribe a new, hybrid simulation
sheme whih is used in order to explore the popular model ase of two spherial
partiles brought into loose ontat. By ombining the kineti Monte-Carlo approah
with deterministi rigid body dynamis we ahieved to expand the overable real
time by three orders of magnitude, without losing atomi resolution. This is gained
by areful tuning of the few parameters in a simplied model that in turn leads to
some restritions onerning the type of material to be addressed.
The harateristi behaviour of the simulated systems an be summarized by a
short phase of mutual realignment, followed by a long regime of oalesene into
a more or less ompat body. The average duration of the rst phase is found to
grow linearly with the partiles' radii. The lassial ontinuum model predition of
a R4 law for the relaxation time is onrmed in many ases, but ompletely fails in
others, where a ertain kind of grain boundary leads to a persistent state far away
from thermal equilibrium.
A statistial analysis of extensive simulation series reveals that espeially the
smallest partiles rotate either to a perfet math of their latties or in favour of a
low-energy grain boundary. Among these, the most frequently observed twin boun-
dary surprisingly shows the fastest relaxation ompared to all other ases, inluding
the oherent lattie. Larger primary partiles, in ontrast, more often get stuk in a
position inappropriate for rapid fusion, so that the found priniple move to merge
is identied as a mere nano-property.
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Wir haben einen Vor-Ort-Tehniker geholt,
der den Nano-Controller repariert.
Faustkeil. Dampfmashine. Nanotehnologie. Fortsetzung folgt. Dieser Slogan
der Imagekampagne Das Handwerk, die Wirtshaftsmaht von nebenan aus dem
vergangenen Jahr basiert augensheinlih auf der Annahme, dass in der öentlihen
Wahrnehmung die Nanotehnologie die Errungenshaft der heutigen Zeit ist. Die-
ser Auassung kann auh aus wissenshaftlihem Blikwinkel uneingeshränkt zuge-
stimmt werden. Im Gegensatz zu den anderen beiden Meilensteinen der Tehnologie-
Geshihte steht die Nanotehnologie allerdings noh in den Kindershuhen. Ein
reht treendes Gefühl vom derzeitigen Entwiklungsstand vermittelt der einleitende
Cartoon: Wir haben bereits eine kaum übershaubare Menge an Nano-Materialien
und Nano-devies, aber wirklih kontrollieren können wir diese noh niht. Der
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Grund dafür ist, dass wir an vielen Stellen einfah noh niht verstanden haben,
warum das Nanomaterial diese spezielle Eigenshaft hat, die wir ganz selbstver-
ständlih nutzen. Typisherweise gelangt man durh Zufall zu so einem funktionel-
len Material, sei es bei eigenen Versuhen oder durh Abguken von der natürlihen
Evolution. Auf der anderen Seite hat es in den vergangenen Jahren doh auh einen
groÿen Wissensshub auf der Nano-Skala gegeben. Dass hat u.a. dazu geführt, dass
altbekannte Fertigungsverfahren einen neuen Anwendungsbereih in der Nanoteh-
nologie nden konnten.
Dazu gehört auh das Sintern als ein tehnishes Fertigungsverfahren, bei wel-
hem unter hohen Temperaturen oder starkem Druk ein körniger bzw. pulverför-
miger Sto unter Umgehung der üssigen Phase zu einem festen Körper verarbeitet
wird [1℄. In den letzten Jahren kommen als Ausgangsstoe dieses Urformverfah-
rens immer häuger Nano-Pulver zum Einsatz, woraus Materialien mit bisher un-
gekannten Eigenshaften entstehen. Zu den wihtigsten etablierten Sinterprodukten
gehören Gebrauhskeramiken (Porzellan, Isolatoren, Shneidwerkzeuge, Magnete)
und Metallpulver, welhe shon seit Jahrzehnten z.B. im Automobilbau oder bei
Haushalts-, Heimwerker- und Büromashinen zur Anwendung kommen.
Neuere Anwendungsgebiete von Nanomaterialien umfassen Katalysatoren, Brenn-
stozellen und Gassensoren, und aktuell von besonders groÿem Interesse ist die Ma-
terialgruppe der Thermoelektrika, bei welhen durh den Einsatz nanostrukturierter
Komponenten in Zukunft eine enorme Steigerung der Ezienz (gure of merit)
erwartet wird [2, 3℄. Im letzten Jahrzehnt konnten die Produktionsraten vieler Ar-
ten von Nanopartikeln derart gesteigert werden, dass die Erzeugung groÿer Mengen
Bulk-Materials durh Kompaktierung geeigneter Nanopulver für viele Anwendungen
realistish geworden ist. Niht zuletzt aus ökonomishen Gesihtspunkten ist daher
das Nanopulver-Sintern von stetig steigendem Interesse, was auh durh entspre-
hende Veröentlihungen in fahübergreifenden Wissenshaftsmagazinen zum Aus-
druk kommt [4, 5, 6, 7℄. Umfassende Darstellungen aller bisher erforshten Aspekte
aus diesem Themenkomplex nden sih in den Lehrbühern von Edelstein [8℄, Ger-
man [9℄, Rahaman [10℄ und Ring [11℄.
Ein in der Praxis sehr bedeutsames Verfahren zur Herstellung ganz spezieller
Materialien ist die Deposition von vordenierten Nanopartikeln auf einer vorhande-
nen Oberähe, die Epitaxie [12℄. Die Struktur und damit auh die Eigenshaften
der auf diese Weise epitaktish aufgewahsenen Filme hängen empndlih vom
Diusionsverhalten der deponierten Partikel ab [13℄. So wird speziell die Morpho-
logie  kompakt oder grobkörnig  der gebildeten Shihten hauptsählih von dem
Verhältnis zwishen Sinterdauer und der Zeit bestimmt, die neue Cluster benötigen,
um sih einer bereits existierenden Gruppe anzushlieÿen. Ist das Verhältnis groÿ
gegen 1, wird ein poröses Material erwartet, für sehr kurze Sinterzeiten dagegen
geht die Erinnerung an die ursprünglihe Struktur verloren, und es entsteht ein
gleihmäÿiges, homogenes Material [14℄.
Zahlreihe Experimente haben nun gezeigt, dass einzelne, kugelförmige Partikel
mit Durhmessern von wenigen Nanometern auh auf einem Substrat wie z.B. Gra-
phit noh sehr mobil sind [13℄. Ein gegenseitiger Kontakt einer kleinen Anzahl die-
3ser Cluster führt aber bereits zu einer immobilen Nukleation, so dass stark fraktale
Inseln entstehen. Besonders interessant ist folglih der Vorgang des Anshlusses ei-
nes einzelnen Nanopartikels an einen vorhandenen Nukleationskeim oder an einen
zweiten Cluster, wobei in den meisten Fällen beides als gleihwertig anzusehen ist.
Wieder stellt sih dabei die Frage, in welher Weise und wie shnell sih die Form der
Agglomerate danah verändert. Die in dieser Arbeit betrahteten Partikel benden
sih gedanklih jedoh niht auf einem Substrat, sondern in einem dünnen, iner-
ten Trägergas. Dieses soll als Thermostat wirken und verhindern, dass das System
durh die beim Vershmelzen der Partikel gewonnene potentielle Energie aufgeheizt
wird. In [15℄ weisen Song et al. nah, dass diese Voraussetzungen z.B. in dem in [16℄
beshriebenen Experiment erfüllt sind.
Das gängige Verfahren zur Herstellung gröÿerer Mengen festen Materials mit
Nanostrukturen beginnt mit der Präparation des sog. Grünkörpers aus einem Na-
nopulver. Dabei handelt es sih um ein trokenes Agglomerat von näherungsweise
sphärishen Partikeln, welhe durh shwahe Van-der-Waals-Kohäsionskräfte an-
einander haften (siehe z.B. Israelahvili [17℄). Aus diesem Grund weisen die aus
der Gasphase deponierten Nanopulver eine enorm hohe Porosität auf und besitzen
zudem oft fraktale Unterstrukturen [18, 19, 20℄. Das geringe Eigengewiht dieser De-
posite führt i.a. zu keiner nennenswerten Verdihtung, so dass wir die Gravitation
im Folgenden vernahlässigen können [21℄. Dennoh gehen wir davon aus, dass die
Kontakte zwishen den Partikeln anfangs sehr zerbrehlih sind und nennen das Ma-
terial ein weihes Agglomerat. Dessen Eigenshaften sind heute von besonderem
Interesse und werden auh theoretish intensiv untersuht [22, 23℄.
Je nah Koordination der Partikel im weihen Agglomerat ist es auh durhaus
möglih, dass einzelne Körner bzw. kleine Floken gegeneinander abrollen. In der
ersten Phase des Sintervorganges verhärtet sih dann das Agglomerat durh die
Ausbildung stabiler Hälse zwishen benahbarten Partikeln.
Alle Beobahtungen deuten also darauf hin, dass das Versintern von gleih oder
vershieden groÿen Nanopartikeln von fundamentaler Wihtigkeit für das Verständ-
nis der Entstehung von Nano-Materialien ist. Eine zentrale Gröÿe in diesem Zusam-
menhang ist die Relaxationszeit, welhe die Dauer vom ersten Kontakt der Körner
bis zum Vershmelzen zu einer homogenen Kugel, d.h. dem thermishen Gleihge-
wihtszustand, angibt. Die klassishe Theorie des Sinterns von Nihols und Mullins
(1965) [24℄, welhe als treibende Kraft den Massentransport von Bereihen starker
Krümmung hin zu Regionen mit niedrigerer Krümmung der Oberähe annimmt,
sagt eine Relaxationszeit von
trelax ∝ TR4
voraus, wobei T die absolute Temperatur und R der Ausgangsradius der beiden
kugelförmigen Partikel sind. Während dieses Gesetz zwar für Körper in der Gröÿen-
ordnung von µm mit hoher Genauigkeit stimmt [25℄, sheint es bei Nanopartikeln
jedoh zu versagen, wie etlihe Arbeiten zeigen (Buat and Borel 1976 [26℄; Flüelli
et al. 1988 [27℄; Lewis et al. 1997 [14℄). Die Hauptursahe dafür ist die leiht er-
sihtlihe Tatsahe, dass sehr kleine Kugeln, die nur aus wenigen tausend Atomen
gebildet werden, niht mehr rund, sondern faettiert sind [28℄. Die Oberähe ist
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dann im Gegensatz zur Annahme von Nihols und Mullins niht mehr isotrop, son-
dern es gibt gröÿere ebene Flähen und sharfe Kanten zwishen solhen. Dadurh
wird der Fluss von Atomen zum Hals zwishen den Kugeln verringert und die
Relaxationszeit deutlih verlängert (Shwoebel 1969 [29℄, Villain 1991 [30℄).
Ein bisher ebenfalls wenig verstandenes Phänomen bei noh kleineren Clustern
haben Yu und Duxbury erstmals 1995 mittels Computersimulationen aufgezeigt
[31℄. Während ab einer Clustergröÿe von a. 800 Atomen tatsählih die Diusion
der Atome auf der Oberähe der Körper der dominierende Vorgang beim Wahs-
tumsprozess ist, behalten kleinere Cluster dagegen für vergleihsweise lange Zeiten
ihre ursprünglihe Form bei und wehseln irgendwann abrupt zu einer kompakteren
Form über. In der jüngeren Vergangenheit ist die Rehengeshwindigkeit von Com-
putern derart gestiegen, dass die diskutierten Systeme aus einigen tausend Atomen
mittels Molekulardynamik-Simulationen (MD) theoretish untersuht werden kön-
nen. Zhu und Averbak haben 1996 auf diese Art und Weise zwei weitere wihtige
Faktoren beim Sintern von Nanopartikeln aufgezeigt, plastishe Deformation und
relative Rotation [32℄. Letzteres bedeutet nihts anderes, als dass zwishen den sin-
ternden Körnern eine ehte Korngrenze im Sinne einer kristallographishen Miss-
orientierung der beiden Gitter der Partikel existiert. Überrashenderweise nden
die Autoren für die kleinsten Nanopartikel ein gegenüber der Kontinuumstheorie
deutlih beshleunigtes Vershmelzen, was auh im Einklang mit experimentellen
Beobahtungen ist [33℄. Einen Überblik über den aktuellen Entwiklungsstand der
omputerunterstützten Erforshung des Sinterns gibt der Beriht von Barnard [34℄.
Auf der experimentellen Seite haben vor allem mikrokopishe Untersuhungen
dünner metallisher Filme in vielen Fällen nahgewiesen, dass spontane Partikel-
Umorientierungen die Entwiklung der Mikrostruktur während des Heizvorganges
maÿgeblih beeinussen können [35, 36, 37, 38, 39℄.
Vergröberung versus Verdihtung
Sowohl in der Theorie als auh in der tehnishen Realisierung des Festkörpersinterns
ist die Balane zwishen zwei fundamentalen gegensätzlihen Strukturänderungen,
der Vergröberung (engl. oarsening) und der Verdihtung (densiation), von
zentraler Bedeutung. In jedem Fall ist ein Sinterprozess durh lokale Massenum-
verteilungen getragen, wodurh mit der Zeit Körner wahsen und die gesamte freie
Oberähe des Materials verringert wird. Je nahdem, wo die Quellen des Massen-
transportes liegen, entwikelt sih das Material jedoh in grundlegend vershiedener
Weise: Passiert die Massenumverteilung überwiegend an der Oberähe, so stabili-
sieren sih die Sinterhälse zwishen benahbarten Körnern und xieren damit deren
Positionen im Agglomerat. Dadurh wahsen gröÿere Partikel und Poren zu Lasten
der kleineren Strukturen, ohne dass sih die räumlihe Ausdehnung des Körpers bzw.
dessen Dihte ändern [40℄. Diese Vergröberung der Mikrostruktur kann erwünsht
sein, wenn das Material unter Beibehaltung von Porosität und Dihte verfestigt
werden soll.
Bei der alternativen Strukturänderung begünstigt das Vorhandensein von Flähen-
und Volumendefekten, besonders von Korngrenzen, eine Massenumverteilung vom
5Inneren (bulk) des Materials zu den Porenrändern starker Krümmung (Hälse),
was ein Zusammenrüken der Partikel und die Verkleinerung aller Poren, d.h. ei-
ne Verdihtung des Materials, zur Folge hat. Da bei dieser Strukturänderung  im
Gegensatz zur Vergröberung  die Nanoskaligkeit mit ihren besonderen Eigenshaf-
ten, insbesondere die hohe (innere) spezishe Oberähe, erhalten bleiben, ist die
Verdihtung heutzutage der weitaus stärker erwünshte Prozess.
Ding et. al. [41℄ haben in jüngster Vergangenheit mittels MD-Simulationen ge-
zeigt, dass Korngrenzen in der Tat eine den Sintervorgang beshleunigende Wirkung
haben können, welhe sie mit dem Phänomen der Korngrenzendiusion erklären. Da-
bei shat der Massentransport von der Mitte des Halses nah auÿen an die Ober-
ähe angeblih immer wieder Freiräume, so dass  in Verbindung mit kleinsten
Gleit- und Rotationsbewegungen  die Shwerpunkte der Partikel langsam näher
zusammenrüken.
An dieser Stelle setzen nun meine Forshungen an. Ih beabsihtige, mittels
Computersimulationen herauszunden, in welher Art und Weise Korngrenzen zwi-
shen Nanopartikeln entstehen, und wie diese das Sinterverhalten beeinussen. Im
Gegensatz zur überwiegenden Mehrzahl der theoretishen Forshungsarbeiten auf
diesem Gebiet, welhe die MD-Methode benutzen, habe ih ein hybrides Verfah-
ren aus der kinetishen Monte-Carlo-Methode (KMC) und einer kontinuierlihen
Partikel-Dynamik entwikelt und angewendet. Dieses Hybridverfahren bietet den
Vorteil niedrigeren Rehenaufwandes und maht es somit möglih, in der gleihen
Zeit gröÿere Systeme bzw. längere Zeitskalen zu untersuhen.
Die erste Umsetzung dieser Grundidee und daraus resultierende, vielverspre-
hende qualitative Beobahtungen waren bereits Inhalt meiner Diplomarbeit [42℄.
Die zentrale erste Erkenntnis aus diesen frühen Hybridsimulationen bestand dar-
in, dass zwei sih annähernde Partikel ganz bestimmte Orientierungen bevorzugt
einnehmen, und dass die Mehrzahl dieser Konstellationen auh im Coinidene
SiteLattie (CSL)  Modell eine besondere Bedeutung haben. In dieser Arbeit be-
shreibe ih nun eine deutlih erweiterte Implementation des Hybridalgorithmus,
wobei eine konsequente Starrkörpermehanik und deren Synhronisation mit der er-
weiterten KMC-Dynamik nun u.a. auh quantitative Aussagen zu den beobahteten
Zeitskalen zulässt. Ferner ist mit dem verbesserten Simulationsverfahren erstmals
eine umfangreihe Statistik erstellt worden, bei welher vershiedene Akzeptanz-
kriterien getestet werden konnten, welhe in der experimentellen Erforshung von
Korngrenzen gängig sind. Eine zusätzlihe Variation der Primärpartikelgröÿe ergab
shlieÿlih eine überrashende fundamentale Erkenntnis über die Besonderheit von
Nanopartikeln. In einem zweiten Ergebnisteil stelle ih erstmals eine quantitative
Untersuhung des eigentlihen Vershmelzens der Partikel vor. Dabei vermag das
neu entwikelte KMC-Verfahren, einige bereits bekannte harakteristishe Wahs-
tumsexponenten mit guter Genauigkeit zu bestätigen. Zu guter Letzt tritt bei dem
Vergleih vershiedener Korngrenztypen ein weiterer unerwarteter aber erklärbarer
Eekt zutage, dessen tieferes Verständnis zu einer neuartigen Kontrollmöglihkeit
über Sintervorgänge und letztendlih über die Nanoskaligkeit des Endproduktes ver-
helfen könnte.




Von den vielen Möglihkeiten, Sintervorgänge theoretish zu beshreiben, habe ih
mih aus den in der Einleitung dargelegten Gründen für Computersimulationen ent-
shieden, welhen u.a. ein stark abstrahiertes, diskretes Modell zugrunde gelegt wird.
Dieses wiederum basiert auf dem Phänomen des diusiven Massentransports durh
zufällige Molekülbewegungen, welhes bereits ausführlih theoretish behandelt wor-
den ist (siehe z.B. [43℄). Den Übergang von der kontinuierlihen zur atomistishen
Beshreibung von Diusionsprozessen haben Einstein und Smoluhowski [44, 45℄
maÿgeblih mitbegrüdet, welhe einen Ausdruk für die makroskopishe Diusions-
konstante mittels mikroskopisher Gröÿen nden konnten. Die erste konsequente
Analyse der Dynamik eines gebundenen mikroskopishen Teilhens unter dem Ein-
uss thermisher Fluktuationen durh Kramers [46℄ wurde dann durh Vineyard
[47℄ auf mehrere Dimensionen erweitert. Damit war im Prinzip der Weg zur Be-
shreibung von Diusionsvorgängen mittels der Kinetishen MonteCarloMethode
geebnet, welhe ih in Kapitel 2.2 vorstelle.
Zuvor gebe ih einen Abriss über die wihtigsten traditionellen Theorien, welhe
bisher zur kontinuierlihen Beshreibung der in dieser Arbeit untersuhten Sinter-
vorgänge herangezogen wurden. Neben einer Vielzahl an Experimenten und voraus-
gegangener Computersimulationen stellen die Erkenntnisse der klassishen Theorien
eine weitere Möglihkeit dar, meine Forshungsergebnisse zu überprüfen bzw. das
Verhalten von Partikeln vershiedener Gröÿenordnungen gegeneinander abzugren-
zen.
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2.1 Klassishe Sintertheorien
Das Gleihgewiht eines Flüssigkeits-Gas-Übergangs ist in drei Dimensionen anhand
der Drukdierenz durh das Laplae-Gesetz









bestimmt, wobei Rx und Ry die lokalen Hauptkrümmungsradien der Oberähe und
γ12(T ) > 0 die (temperaturabhängige) Oberähenspannung sind. Die Abbildung
2.1 zeigt zwei für diese Arbeit wihtigen Beispiele von Körperformen, bei denen der
Laplae-Druk eine Formänderung erzwingt. Im Fall des Footballs (links) lautet
(2.1) an den Orten A bzw. B der Oberähe:

















Nimmt man p2,A = p2,B = p2 an, so folgt wegen Rx,A < Rx,B und Ry,A < Ry,B:













was einen Massenuss von A nah B zur Folge hat. Bei der Hantel ist am Punkt A
bei annähernder Kugelform Rx,A = Ry,A = R, weswegen im Limes makroskopisher
Körper
p1,A − p2 = γ12 2
R
R→∞−−−−→ 0
gilt, wohingegen am Hals (B) wegen Rx,B > 0 > Ry,B und Rx,B > |Ry,B|







und damit auh hier ein Massentransport von A nah B, also ein Vershmelzen zur
Kugelform, folgt.
Bei dem Übergang von einem Kristall zu einem anderen, d.h. an einer Korn-
grenze, ist (2.1) durh das Gibbs-Kelvin-Gesetz














zu ersetzen, welhes die Änderung des hemishen Potentials durh die kombinierten
Hauptkrümmungen der Oberähen ausdrükt und somit ein Gleihgewiht bezüg-
lih des direkten Austaushes von Atomen deniert. γs ist die Oberähenenergie
pro Fläheneinheit und Ω das Volumen einer diundierenden Einheit (eines Atoms).
Genau so wie beim Laplae-Gesetz resultiert hier auh ein Netto-Fluss von Regionen
positiver zu solhen mit negativer Krümmung.
2.1.1 Erste Phase des Sinterns 9
Abbildung 2.1: zwei für diese Arbeit wihtige Körperformen, bei welhen nah dem
Laplae-Gesetz aufgrund der Untershiede in den lokalen orthogonalen Krümmungsradien
Rx und Ry der Oberähe jeweils ein Massenuss vom Punkt A zum Punkt B herrsht.
Man kann sih nun vorstellen, dass ein Körper mit einer vom absoluten ther-
modynamishen Gleihgewiht stark abweihenden Form dennoh eine Oberähe
dergestalt ausbildet, dass an jedem Ort r der Oberähe die kombinierte Haupt-
krümmung 1/R(r) denselben Wert hat. Nah (2.2) würde dann auh der Gradient
des hemishen Potentials überall vershwinden. Es konnte jedoh kürzlih bewiesen
werden [48℄, dass jede Konguration mit konstanter kombinierter Hauptkrümmung
 mit Ausnahme des absoluten Gleihgewihtes  instabil gegenüber kleinen Stö-
rungen ist.
2.1.1 Erste Phase des Sinterns
Die erste Phase des Sinterns ist durh die Bildung von Sinterhälsen zwishen Pulver-
Partikeln im losen Kontakt gekennzeihnet. In diesem Stadium sind die Sinterhälse
noh so klein, dass benahbarte Hälse als voneinander unabhängig wahsend be-
trahtet werden können. Dementsprehend werden die Konzepte zum anfänglihen
Halswahstum traditionell im Zwei-Kugel-Modell (Abbildung 2.2) eingeführt, bei
welhem das Verhältnis X/D aus Halsdurhmesser X und dem Durhmesser D bei-
der Primärpartikel niht gröÿer als 0.3 ist,
X
D
≤ 0.3 . (2.3)
Diese erste Phase, das Frenkel-Regime, ist nah dem Begründer der kinetishen
Theorie des Sinterns durh viskoses Flieÿen benannt [49℄. Das Hauptuntershei-
dungsmerkmal der etablierten Sintergesetze in diesem Modell ist der dominierende
Mehanismus des Massentransports [50℄. Der Einfahheit halber nehmen wir zu-
nähst an, dass jeweils nur ein alleiniger Transportmehanismus existiert. Bei als
konstant angenommener Temperatur lassen sih dann in erster Näherung die ent-
sprehenden Zeitentwiklungen (Zeit t seit erstem Kontakt) der dimensionslosen







Die Konstanten m, n und B sind durh die Art des Massentransportes gegeben und
in der Tabelle 2.1 aufgeführt. Neben der Einshränkung auf jeweils einen einzigen
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Transportmehanismus liegt diesem Gesetz noh die stark idealisierte Annahme zu-
grunde, dass alle in dem Faktor B enthaltenen Zustandsgröÿen zeitlih konstant
sind.
Transportmehanismus n m B∗) Referenz
Viskoses Flieÿen 2 1 3γ/η [49℄
Plastishes Flieÿen 2 1 9πγbDv/kT [51℄
VerdampfenKondensieren 3 2 (3Pγ/ρ2)(π/2)1/2(M/kT )3/2 [52℄
Volumendiusion 5 3 80DvγΩ/kT [53℄
Korngrenzendiusion 6 4 20δDbγΩ/kT [54℄
Oberähendiusion 7 4 56DsγΩ
4/3/kT [52℄
Tabelle 2.1: Charakteristishe Konstanten des allgemeinen Sintergesetzes (2.4) in




γ = Oberähenenergie Dv = Volumendiusivität
η = Viskosität Ds = Oberähendiusivität
b = Burgers-Vektor Db = Korngrenzendiusivität
k = Boltzmann-Konstante P = Dampfdruk
T = absolute Temperatur M = Molekülmasse
ρ = theoretishe Dihte Ω = Atomvolumen
δ = Korngrenzenbreite
Die Transportmehanismen aus Tabelle 2.1 lassen sih in zwei Gruppen einteilen:
Oberähen-Transportmehanismen, wozu VerdampfenKondensieren, die Oberä-
hendiusion und auh eine Form der Volumendiusion zählen (Abb. 2.2 links), und
Bulk-Transportmehanismen (Abb. 2.2 rehts). Die Einteilung beruht darauf, dass
die Mehanismen der zweiten Gruppe unmittelbar zu einer Annäherung der Partikel-
shwerpunkte und somit zu einem Shrumpfen des Partikelpaares um die Länge ∆L
führen. Ein entsprehender Eekt ist bei den Oberähen-Transportmehanismen
niht vorhanden [9℄. Diese Aussage gilt allerdings streng genommen nur für ein
Agglomerat vieler Partikel. Dort können unter Oberähentransport zwar an be-
stimmten Stellen lokal benahbarte Partikel (mehr oder weniger stark) versintern,
das Gesamtvolumen und die Porosität des Agglomerats bleiben aber nahezu kon-
stant, weil die Transportwege vom äuÿeren Rand zum Inneren des Pulvers sehr lang
im Verhältnis zur Gröÿe D der Körner sind.
Der hier beshriebene Vorgang, bei welhem sih tendenziell kleine Poren shlie-
ÿen und groÿe noh vergröÿern, wird gewöhnlih als Vergröberung (engl. oarse-
ning) bezeihnet. Wenn hingegen Bulk-Transportmehanismen aktiv sind, rüken
alle Partikelshwerpunkte näher zusammen, wodurh alle Poren kleiner werden und
folglih sih auh das Gesamtvolumen und die Porosität verringern, was eine eek-
tive Verdihtung bedeutet.
In dieser Hinsiht beshreibt das hier vorgestellte Zwei-Kugel-Modell das ha-
rakteristishe Verhalten benahbarter Partikel in einem Agglomerat, aber niht das
Verhalten eines isolierten Partikelpaares, wie es in dieser Arbeit theoretish unter-
suht wird. Letzteres wird auh bei Oberähendiusion als alleinigem Mehanismus
des Massentransports zunähst immer eine Formoptimierung, d.h. eine Längenkon-
traktion, in Rihtung der Kugelform vollführen. Die Art des Massentransportes be-
stimmt dann jedoh die Abhängigkeit der Dauer einer derartigen Relaxation von der
Partikelgröÿe D. Nehmen wir irgendeinen festen Halsdurhmesser X/D = const. als














Abbildung 2.2: Zwei-Kugel-Modell des Sinterns zweier Körner mit Durhmesser D, wel-
he durh einen Sinterhals mit Durhmesser X verbunden sind. φ ist der dihedrale Winkel.
In der linken Abbildung ndet nur Oberähen-Transport statt, wozu die Mehanismen
Oberähendiusion (OD), Volumendiusion (VD) und VerdampfenKondensieren (VK)
gehören. In der rehten Abbildung sind hingegen die Bulk-Mehanismen VD, Korngren-
zendiusion (KD) und Plastishes Flieÿen (PF) dargestellt, welhe im Gegensatz zu den
Oberähenmehanismen ein Shrumpfen des Systems um die Länge ∆L bewirken können.









wobei µ die Mobilität der Atome unter dem entsprehenden Transportmehanismus
ist. Aus der Tabelle 2.1 wird ersihtlih, dass der Exponent m zwishen eins und
vier variiert, und demnah ist z.B. die Oberähendiusion (OD) im Vergleih zum






zu vernahlässigen. Entsprehend des Exponenten m nimmt also die Bedeutung der
einzelnen Transportmehanismen in der Tabelle mit wahsender Partikelgröÿe nah
unten hin fortlaufend ab.
In dieser Arbeit sind die Voraussetzungen jedoh völlig anders: Die Partikel ha-
ben eine Ausdehnung in der Gröÿenordnung von wenigen Nanometern, und wir
gehen von Materialien aus, die bei den angenommenen Temperaturen kristallin sind
und kein Verdampfen aufweisen. Somit fallen die drei oberen Transportmehanismen
komplett heraus, und wir beshränken die Untersuhungen auf Diusionsprozesse,
von welhen aufgrund besonderer Eigenheiten des verwendeten Modells letztendlih
die Oberähendiusion eektiv als alleiniger Mehanismus übrig bleibt. Auh wenn
die Gesamtheit der mit unserer Methode beshreibbaren realen Systeme dadurh
u.U. weiter eingeshränkt wird, so ist doh bekannt, dass Atome in Grenzähen und
besonders im Bulk des Materials grundsätzlih eine deutlih geringere Mobiltität als
an der Oberähe besitzen [55℄. Auh konnte anhand von in-situ Ultrahohvakuum-
TEM-Untersuhungen vershiedener Sinterstadien bei Kupfer-Nanopartikeln eindeu-
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tig nahgewiesen werden, dass die Oberähendiusion der wihtigste Transportme-
hanismus ist [56℄.
Wie bereits zu Anfang erwähnt, nehmen wir hier die Temperatur als zeitlih und
räumlih konstant an. Dabei darf aber niht vergessen werden, dass die Mobilität
µ wegen der thermishen Aktivierung der erwogenen Prozesse nah dem Arrhenius-
Gesetz die exponentielle Temperaturabhängigkeit






besitzt, wobei Q eine Aktivierungsenergie und µ0 jetzt die Konstante ist, welhe die
in Tabelle 2.1 dargelegten Materialkonstanten zusammenfasst.
Unter der Annahme von Bulk-Transportmehanismen gilt für die Längenkon-
















folgt, welhes gegenüber (2.4) den praktishen Vorteil besitzt, dass die hier beshrie-
benen Längenänderungen experimentell besser zu bestimmen sind als die Durh-
messer der Sinterhälse.
2.1.2 Spätere Sinterphasen
Eine ausführlihe numerishe Analyse des Versinterns  wieder unter der Annahme
viskosen Flieÿens  welhe erst für Zeiten lange nah dem Frenkel-Regime Gültigkeit
zu besitzen sheint, stammt von Hiram & Nir [57℄. Die Autoren kommen zu dem









mit dem endgültigen Halsdurhmesser xfinal und der Relaxationszeit τ gilt. Aus
diesem Gesetz leiten Koh & Friedlander [58℄ einen vergleihbaren Ausdruk für die
zeitlihe Entwiklung der Oberähe A des Agglomerates her. In beiden Arbeiten,
sowie auh in jüngeren Analysen [59℄, wird die Relaxationszeit als von x bzw. A
unabhängig angenommen. In [60℄ wurde gezeigt, dass diese Annahme tatsählih nur
für derart späte Sinterstadien gilt, in welhen der typishe Abstand zwishen Quellen
und Senken der Diusion bereits in der Gröÿenordnung der sih ausbildenden Kugel
liegt.
2.1.2 Spätere Sinterphasen 13
Unter der obigen Annahme ist (2.9) eine lineare Dierentialgleihung, welhe die
exponentielle Abnahme
x(t) = xfinal + (x0 − xfinal) · e−t/τ (2.10)
zur Lösung hat, wobei x0 = x(t = 0) ist. Die harakteristishe Relaxationszeit τ muss
hier in ähnliher Weise von den Materialeigenshaften abhängen wie die Konstante
BD−m aus (2.4). Dieses spätere Stadium wird wegen der zunehmenden Gültigkeit
mit x→ xfinal als asymptotishes Regime oder nah den Begründern des Gesetzes als
Hiram-Nir-Regime bezeihnet. In jedem Fall wird davon ausgegangen, dass das Ver-
shmelzen der Primärpartikel von einer einzigen Längenskala, der typishen Diusi-
onslänge, dominiert wird. Darüber, was diese Länge und damit die Relaxationszeit
in dem allgemeinen Fall zweier sehr vershieden groÿer Primärpartikel ist, existieren
jedoh kontroverse Ansihten: Während Westerho [60℄ erneut das bekannte R˜4
Gesetz ndet, wenn R˜ der reduzierte Radius R1R2/(R1 +R2) ist, kommt Hawa [59℄
zu dem Ergebnis, dass τ unabhängig vom Volumenverhältnis der Ausgangspartikel
ist. In [61℄ zeigt Wolf, dass diese letztere Studie einen Argumentationsfehler enthält.
Es stellt sih jetzt natürlih noh die Frage nah einem Ausdruk für den nalen
Halsdurhmesser, für welhen im Fall des kompletten Vershmelzens zweier gleih
groÿer Ausgangspartikel zu einer perfekten Kugel trivialer Weise
xKugelfinal = 2
1/3 ≈ 1.26
gilt. Dabei ist zu beahten, dass die thermodynamishe Gleihgewihtsform eines
Kristalls unter Berüksihtigung von Oberähen-, Grenzähen- und Verspannungs-
einüssen durh die Wul-Gestalt [62℄ gegeben ist, welhe die geringste freie Ober-
ähenenergie bei gegebenem Volumen aufweist.
Der absolute Gleihgewihtszustand wird allerdings nur dann erreiht, wenn der
Relaxation keine zu groÿe Barriere im Wege steht. Wir wollen aber in dieser Arbeit
gerade den allgemeineren Fall betrahten, in welhem eine Korngrenze zwishen den
beiden Partikeln existieren kann, deren stetige Vergröÿerung bei der Annäherung
zur Kugelform Energie kostet. Je nah Gröÿe der spezishen Korngrenzenergie in
Relation zum Energiegewinn durh die Verringerung der freien Oberähe ist ein
kleinerer Gleihgewihtswert xfinal < 2
1/3
zu erwarten.
Wie der Abbildung 2.2 (links) zu entnehmen ist, ist die Beshreibung des sym-








äquivalent zur Angabe des Winkels φ, welher als Kontaktwinkel bezeihnet wird.
Für einige der klassishen Sintermodelle wurden Gleihgewihtsbedingungen für
die jeweiligen treibenden Kräfte bei Existenz einer Korngrenze anhand eines Aus-
druks für den Gleihgewihts-Kontaktwinkel φeq angegeben, welher auh als di-
hedraler Winkel bezeihnet wird. Im Falle des Verdampfens und Kondensierens als
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Oberähen-Transportmehanismus, wo aufgrund der Abnahme des lokalen Dampf-
drukes nah (2.1) ein Massenuss von konvexen zu konkaven Regionen herrsht, ist
das Gleihgewiht durh die Young'she Gleihung




bestimmt, wobei γB die Korngrenzenenergie und γs die Festkörper-Dampf-Oberähen-
energie sind [63℄. Nah dieser simplen Theorie endet die Wirkung von Verdampfen
und Kondensieren in einer Pore dann, wenn alle darin eingeshlossenen Kontakt-
winkel den Wert φeq angenommen haben. Ab diesem Moment ist ein weiteres Hals-
wahstum nur bei gleihzeitigem Kornwahstum möglih, welhes φeq erhält.
Kellet & Lange haben, basierend auf dieser Theorie, umfangreihe analytishe
geometrishe Untersuhungen zur Dynamik von Poren in regelmäÿigen geshlos-
senen Anordnungen regulärer Polyeder durhgeführt [64℄. Bei einer kreisförmigen
Anordnung von n gleih groÿen Partikeln um eine Pore ergibt sih z.B. ein Koor-
dinationswinkel von θ = 2pi
n
. Unter der Annahme ebener, immobiler Korngrenzen
weisen die Autoren für diese Konguration nah, dass die Pore nur dann bis zu
einer Gleihgewihtsgröÿe shrumpft, wenn die Summe aus dihedralem Winkel und
Koordinationswinkel φeq+θ < pi ist. Im gegenteiligen Fall vershwindet die Pore voll-
ständig. Wenn also durh Kornwahstum die Koordinationszahl einer Pore verringert
(d.h. der Koordinationswinkel vergröÿert) wird, kann dieses dazu führen, dass die
Pore instabil wird und vershwindet. Da das Ergebnis völlig unabhängig von der Art
des Massentransportes gilt, kann also  im Widerspruh zu den obigen Behauptun-
gen  z.B. auh die reine Oberähendiusion zu einer lokalen Verdihtung führen.
Voraussetzung dafür ist lediglih, dass ein oener Transportweg zwishen äuÿerer
Oberähe der Anordnung und der (inneren) Porenoberähe vorhanden ist.
Als nähstes wollen wir beahten, dass die hier  sowie in der Literatur auh
sonst übliherweise  vorausgesetzte Anfangskonguration zweier identish groÿer
Primärpartikel in der Realität selten gegeben ist. Das ist besonders in Verbindung
mit einer Korngrenze wihtig, da sih bei der Existenz einer solhen die Symmetrie
auf natürlihe Weise auh nie einstellen wird. Der Grund dafür liegt darin, dass eine
Korngrenze zwishen gleihartigen aber vershieden groÿen Partikeln immer zum
kleineren hin gekrümmt ist (siehe Abbildung 2.3).
Unter der üblihen Annahme einer isotropen Oberähenspannung γB an der
Korngrenze kann der Krümmungsradius rB der Grenzähe aus dem Gibbs-Kelvin-



























folgt. Der zweite Ausdruk ergibt sih durh die Verwendung von (2.12), basiert also
auf dem dihedralen Winkel einer ebenen Korngrenze. Obwohl die Relation (2.13)
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Abbildung 2.3: Eine Korngrenze zwishen gleihartigen aber viershieden groÿen
Partikeln ist immer zum kleineren Partikel hin gekrümmt, wobei der Krümmungsradius rB
von den beiden Radien r und R und von den Oberähenspannungen γ und γB abhängt.
Die Vergröÿerung der unteren Nahtstelle der Partikel verdeutliht, dass die Tangente an
die Grenzähe den Kontaktwinkel nun i.a. in vershieden groÿe Winkel ϕ und φ teilt.
in der Literatur gebräuhlih ist, so zeigt die Vergröÿerung der Kontaktstelle in
Abbildung 2.3 jedoh, dass die verlängerte Korngrenze den Kontaktwinkel i.a. niht
mehr genau halbiert.
Die Krümmung der Korngrenze hat nun nah dem Gibbs-Kelvin-Gesetz ein
Netto-Atomübertritt von der konvexen Grenzähe des kleineren Partikels zum kon-
kav gekrümmten groÿen Partikel zur Folge. Im Gegensatz zum Oberähentransport,
welher nah den zwei Eingangsbeispielen die Krümmungsuntershiede ausgleiht,
führt die Korngrenzenmobilität zu einer weiteren Steigerung des Gröÿenmissverhält-
nisses und somit nah (2.13) auh zu einer stärkeren Krümmung der Korngrenze.
Dieser sih selbst antreibende Prozess ist in der Literatur als Ostwald-Reifung be-
kannt [65℄. Aber da sih in der hier gegebenen Hantel-Geometrie i.a. gleihzeitig auh
die Grenzähe und somit die Energie der Korngrenze weiter vergröÿert, existiert
weiterhin ein Gleihgewihtszustand, der nah wie vor durh den dihedralen Winkel
ϕ+ φ = φeq (2.14)
bestimmt ist, welher sih aus (2.12) ergibt.
Zusammengefasst passiert im allgemeinen Fall des Aufeinandertreens zweier
untershiedlih groÿer sphärisher Partikel folgendes: Der Oberähentransport re-
duziert die freie Oberähe und vergröÿert die Flähe der Korngrenze und den Ge-
samtkontaktwinkel. Wegen der Krümmung der Grenzähe ndet gleihzeitig ein be-
shleunigter Massenuss vom kleinen zum groÿen Partikel statt, wodurh die Krüm-
mung weiter ansteigt, und somit auh die Shenkel des Kontaktes immer weiter zum
kleinen Partikel hin geneigt werden. Beide Prozesse enden zunähst gedanklih, wenn
(2.14) erfüllt ist. Angenommen, diese Situation sei in der Abbildung 2.3 dargestellt,
dann ist dieses ein stabiles Gleihgewiht, da jede Änderung die freie Energie des
Systems vergröÿern würde. Anders sieht es aber aus, wenn r in diesem Moment shon
so klein ist, nämlih r = rc, dass der grüne Shenkel parallel zur Mittelpunktsahse
verläuft. In diesem Fall könnte die Korngrenze durh das kleine Partikel hindurh
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unter ständigem Energiegewinn ganz aus dem System herauswandern, was shlieÿ-
lih den Weg zur vollständigen Relaxation in die Kugelform erönen würde. Die
Länge rc ist oenbar gegeben durh
cos(pi − φeq) = rc
R
,








folgt. Das endgültige Shiksal des Partikelpaares hängt also in diesem einfahen Mo-
dell vom dihedralen Winkel des Materials und von dem im Sinterverlauf erreihten
Gröÿenverhältnis R/r ab.
Lange & Kellet gehen noh weiter und stellen Gleihungen für ein kritishes
Ausgangsverhältnis (Ri/ri)crit der Radien als Funktion des dihedralen Winkels auf,
welhe sie jedoh niht analytish lösen [66℄. In dieser zweiten Studie untersuhen
die Autoren das Verhalten vershiedener Anordnungen polydisperser Partikel unter
expliziter Einbeziehung eines Massenaustaushes zwishen den Körnern, d.h. einer
Korngrenzenbewegung. Obgleih die äuÿere Formoptimierung und eine Korngren-
zenwanderung prinzipiell gleihzeitig stattnden können, wird argumentiert, dass
letztere bei niht allzu vershieden groÿen Primärpatikeln in Anbetraht des an-
fangs sehr shmalen Sinterhalses vernahlässigt werden könne. Deswegen wurde für
das analytishe Modell angenommen, dass ein Massenaustaush zwishen den Kör-
nern erst dann einsetzt, wenn die Kontaktwinkel ihre Gleihgewihtswerte (dihedra-
le Winkel) angenommen haben. Die Gültigkeit dieser Annahme sehen die Autoren
von experimentellen Befunden an gepressten Metalloxid-Pulvern [67, 68℄ gestützt,
bei welhen eine nennenswerte Grenzmobilität erst beobahtet wurde, nahdem die
Dihte des Materials auf über 90% des Endwertes angestiegen war. Die numeri-
she Lösung der Gleihungen für zwei runde Partikel ergibt ein mit dem dihedralen












◦) ≈ 1.1 . (2.17)
Aus diesem Ergebnis kann gefolgert werden, dass im realistishen Fall einer shon







(φeq) = 1 (2.18)
existieren könnte. Derart niedrig-energetishe Korngrenzen würden also selbst zwi-
shen fast perfekt monodispersen Partikeln niht lange überleben.
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Kistalliner Festkörper
Die bisherigen Ausführungen bezogen sih auf makroskopishe Partikel, und die vor-
gestellten Kontinuumsbeshreibungen setzen ein isotropes Material voraus. Der in
dieser Arbeit betrahtete Fall eines kristallinen Festkörpers auf Nanometer-Skala ist
prinzipiell deutlih komplizierter, da die Oberähenspannung dort noh zusätzlih
von der kristallographishen Orientierung (Oberähennormale) n und dem Deh-
nungstensor ǫij abhängt: γs = γ(n, ǫij). Wenn γ dierenzierbar bezüglih der Ober-
ähenorientierung ist, dann behalten die erörterten Gesetze weiterhin Gültigkeit,
wenn die Oberähenspannung durh die Oberähensteigkeit




ersetzt wird. Besitzt der Kristall jedoh Faetten, dann existiert die zweite Ableitung
von γ nah n niht mehr, so dass das hemishe Potential auh niht länger mit
der lokalen Oberähenkrümmung zusammenhängen kann. Unter diesen Umständen
sind Halswahstum und Formoptimierung der Partikel niht mehr durh diusiven
Massentransport, sondern durh die weitaus langsamere Nukleation von Inseln auf
den Faetten dominiert [69℄.
Diese kurze Einführung in die etablierte theoretishe Beshreibung von Sintervor-
gängen hat gezeigt, dass eine geshlossene Theorie oder gar eine komplett analytishe
Behandlung des Themenkomplexes noh niht in Siht ist. Diese Erkenntnis shat
neben der tehnishen Relevanz eine weitere Motivation, einigen der oenen Fragen
mithilfe von Computersimulationen auf die Spur zu gehen. Die Grundzüge der von
mir zu diesem Zwek gewählten Kinetishen Monte-CarloMethode als ein Baustein
des Hybrid-Verfahrens werden im folgenden Kapitel vorgestellt.
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2.2 Die Kinetishe Monte-Carlo-Methode
Die Monte-CarloMethode (MC) [70℄ besteht darin, statistishe Ensembles von mit
Boltzmannfaktoren gewihteten Kongurationen sehr komplexer Systeme zu erzeu-
gen, welhe niht exakt analytish behandelbar sind. Durh eine zufällige Auswahl
immer neuer Elemente dieser Ensembles entsteht dann eine Abfolge von Kongura-
tionen, wobei solhe mit niedrigerer Gesamtenergie bevorzugt sind. Somit gelangt
das System mit der Zeit immer näher an das thermodynamishe Gleihgewiht, wenn
niht eine kontinuierlihe Störung wie z.B. bei der Molekularstrahlepitaxie gegeben
ist.
Grundsätzlih kann die MC-Methode sowohl für kontinuierlihe als auh für dis-
krete Modelle verwendet werden, wobei wir im Folgenden nur den für diese Arbeit
relevanten Fall eines diskreten Systems betrahten. Die Diskretisierung des Raum-
es besteht übliherweise in der Einteilung in äquivalente Zellen, denen bestimmte
Eigenshaften zugeordnet sind. In unserem Fall sind es die regulären Plätze eines
Kristallgitters, und deren einzige veränderlihe Eigenshaft ist der Zustand besetzt
bzw. niht besetzt. Unser Modell ist prinzipiell auh zeitlih diskret, d.h. alle Ein-
zelshritte sind zunähst voneinander unabhängig und passieren instantan, wodurh
die Systementwiklung als Markov-Prozess [71℄ dargestellt werden kann.
2.2.1 Die Master-Gleihung
Im Gegensatz zur reinen MC-Methode und vielen anderen statistishen Verfahren
der Thermodynamik verfolgt die Kinetishe Monte-Carlo (KMC) Simulation [72,
73℄ das Ziel, Nihtgleihgewihts- bzw. Relaxationsprozesse in ihrer tatsählihen
Zeitentwiklung nahzubilden.
Zur mathematishen Beshreibung unseres Systems denieren wir mit einer mög-
lihen Systemkonguration (d.h. einem Gesamtzustand) C den
Konfigurationsraum S = {C}
aller möglihen Zustände und die zeitabhängige
V erteilungsfunktion P (C, t),
welhe die Wahrsheinlihkeit dafür angibt, dass sih unser System zur Zeit t im
Zustand C bendet. Ferner shaen wir eine Verbindung zwishen den Zuständen
durh Angabe einer zeitunabhängigen Matrix für die
U¨bergangswahrscheinlichkeiten W (C → C′)
von einem Zustand C in den Zustand C′. Damit lautet die als Master-Gleihung






W (C → C′) P (C, t) +
∑
C′
W (C′ → C) P (C′, t). (2.20)
In dieser Formulierung kann die Kinetishe Monte-CarloMethode als Lösungsver-
fahren für die Master-Gleihung angesehen werden.
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Markov-Prozesse und detailed balane
In der gewöhnlihen, thermodynamishen MC-Simulation haben die Übergangs-
wahrsheinlihkeiten zwishen den möglihen Zuständen des Systems in der Regel
keine physikalishe Bedeutung. Sie sind lediglih so gewählt, dass die Verteilungs-
funktion der Zustände während der Simulation möglihst shnell zur gewünshten
Gleihgewihtsverteilung P (C) konvergiert. Jede MC-Simulation besteht nun darin,
zufällige Testkongurationen auszuwählen, welhe entweder akzeptiert oder abge-
lehnt werden. Die Wahl der Kongurationen geshieht durh einen Markov-Prozess,
welher allein vom derzeitigen Systemzustand C ausgehend gemäÿ der festgelegten
Wahrsheinlihkeiten W (C → C′) ein Ensemble von möglihen Zielzuständen C′ ge-
neriert und shlieÿlih zufällig einen daraus auswählt. Ein wihtiges Merkmal dieses
Prozesses ist die fehlende Erinnerung an die Vorgeshihte des Systems, wenn ein
neuer Zustand gesuht wird.
Für die Matrix der Übergangswahrsheinlihkeiten müssen noh die folgenden
Bedingungen ∑
C′
W (C → C′) = 1, ∀
C,C′
W (C → C′) ≥ 0 (2.21)
und die Ergodizität erfüllt sein, was bedeutet, dass der Markov-Prozess aus jedem
Zustand heraus irgendwann jeden anderen Zustand erreihen kann, wenn er lang
genug läuft.
Shlieÿlih fehlt noh eine Forderung, welhe die angestrebte Gleihgewihts-
verteilung als Zielzustand des Gesamtprozesses siherstellt. Ein erster mathemati-
sher Ausdruk für die Tatsahe des Gleihgewihts ergibt sih durh Nullsetzen der
Master-Gleihung (2.20) und der Ersetzung P (C, t)→ P (C):∑
C′
W (C → C′)P (C) =
∑
C′
W (C′ → C)P (C′) (2.22)
Es lässt sih jedoh zeigen, dass die Erfüllung dieser Bedingung noh keine Ga-
rantie dafür darstellt, dass unser System tatsählih der Verteilung P (C) zustrebt.
Genauso ist es unter dieser Bedingung möglih, dass sih ein beliebig langer Grenz-
zyklus vershiedener Verteilungen einstellt, was einem dynamishen Gleihgewiht
des Systems mit einer völlig anderen Wahrsheinlihkeitsverteilung entsprähe.
Eine hinreihende Bedingung für das Erreihen der gewünshten Gleihgewihts-
verteilung ist durh die detailed balane
W (C → C′)P (C) = W (C′ → C)P (C′) (2.23)
gegeben, welhe besagt, dass im zeitlihen Mittel genauso viele Übergänge C → C′
wie deren Umkehrprozesse C′ → C stattnden. Unter dieser Forderung ist ein Grenz-
zyklus mit einer periodishen Rotation von Wahrsheinlihkeitsverteilungen niht
möglih, da dazu die jeweiligen Übergangswahrsheinlihkeiten in Umlaufrihtung
des Zyklus die entsprehenden Werte für die Gegenrihtungen übertreen müssen.
Ein weiterer Aspekt, der die Bedingung der detailed balane nahe legt, ist die
Tatsahe, dass die überwiegende Mehrzahl an simulierten physikalishen Vorgän-
gen zeitumkehrinvariant sind. Die abgeshwähte Bedingung der global balane
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(2.22) erlaubt jedoh Grenzzyklen, deren Rihtungen sih mit der Zeit umkehren
würden. Nihtsdestotrotz ist die detailed balane zwar eine hinreihende aber keine
notwendige Bedingung für die Konvergenz eines Markov-Prozesses.
2.2.2 Wahl der Übergangswahrsheinlihkeiten
Die bisher aufgestellten Bedingungen (2.21,2.23) lassen noh einen groÿen Spiel-
raum für die konkrete Wahl der Übergangswahrsheinlihkeiten bei einer gegebenen
Gleihgewihtsverteilung. Letztere ist in den meisten Fällen die Boltzmannvertei-
lung, was nah Gibbs [74℄ durh die kanonishe Verteilungsfunktion
P (C) = 1
Z









und EC die Energie des Zustands C sind. Die obige Summation muss sih über alle
möglihen Zustände des Gesamtsystems erstreken, so dass die Zustandssumme in
den allermeisten Fällen mangels genauer Kenntnisse über das reale System niht
analytish berehenbar ist. In diesem Sinne kann die Monte-CarloMethode als ite-
ratives Approximationsverfahren zur Abshätzung der wahren Verteilungsfunktion
(2.24) angesehen werden.
Die Bedingung der detailed balane (2.23) lautet mit (2.24):
W (C → C′)
W (C′ → C) =
P (C′)
P (C) = e
−β∆E, ∆E = EC′ − EC. (2.26)
Eine einfahe Wahl, die (2.26) erfüllt, ist
W (C → C′) ∝ e 12β∆E, (2.27)
welhe allerdings aus später ersihtlihen Gründen die Simulation sehr inezient
maht. Eine bessere und weit verbreitete Wahl stammt von Metropolis [75℄ und
lautet
W (M)(C → C′) = min
(
1,
V (C′ → C)P (C′)
V (C → C′)P (C)
)
. (2.28)
Dabei ist V (C → C′) eine stohastishe Testmatrix, welhe möglihe Übergänge fest-
legt. Die Strategie des Metropolis-Algorithmus lautet: Das Akzeptieren einer mög-
lihen neuen Konguration C′ passiert mit Siherheit, wenn deren Energie niedriger
als die derzeitige ist und mit einer Wahrsheinlihkeit e−β∆E im Fall EC′ ≥ EC.
Ein Maÿ für die Ezienz der verwendeten Übergangsmatrix ist das Akzeptanz-
verhältnis, welhes den Anteil der akzeptierten Übergänge an der Gesamtzahl gene-
rierter Zielzustände angibt [76℄. Im ersten Beispiel (2.27) ist das Akzeptanzverhält-
nis aber genau der exponentiell kleine Boltzmannfaktor, was bedeutet, dass der
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entsprehende Algorithmus  besonders bei niedrigen Temperaturen  fast alle zu-
fällig gewählten Zustände ablehnt und kostbare Rehenzeit lang im selben Zustand
verharrt.
Beshreibung der Dynamik
Wenn  wie im Fall dieser Arbeit  das zu simulierende System zu Beginn weit
vom thermodynamishen Gleihgewiht entfernt ist, und wenn wir uns für die Dy-
namik des Systems auf dem Weg ins Gleihgewiht, d.h. die Form der Relaxation,
interessieren, dann ist noh eine Erweiterung der bisher vorgestellten MCMethode
notwendig. Die hier nun verwendete Kinetishe Monte-CarloMethode ist ein Lö-
sungverfahren der Master-Gleihung mithilfe von Markov-Prozessen, die jetzt al-
lerdings Zustände generieren müssen, welhe eine in der Realität möglihe Entwik-
lung des Systems beshreiben. Das bedeutet wiederum, dass jetzt auh die Elemente
der Übergangsmatrizen  im Gegensatz zur bisherigen Annahme  eine physik-
alishe Bedeutung tragen. Sie stellen nun tatsählih möglihe Zustandsänderungen
des Systems dar. Diese sind durh die Natur des Systems selber festgelegt, und die
Wahlfreiheit der Übergangswahrsheinlihkeiten im rein thermodynamishen Fall ist
niht mehr gegeben.
Jeder möglihe elementare Vorgang, Elementarprozess genannt, des realen Sys-
tems passiert mit einer bestimmten Wahrsheinlihkeit pro Zeiteinheit, der Rate Ra,
wobei der Index a = 1 . . . N alle momentan möglihen Vorgänge durhzählt. Sowohl
N , als auh die Ra, hängen von der jeweiligen Konguration C des Systems ab. Mit
diesen Bezeihnungen denieren wir die Gesamtrate




und die Übergangswahrsheinlihkeiten lassen sih durh




a(C → C′) (2.30)
ausdrüken, wobei die V a(C → C′) wiederum stohastishe Matrizen sind, welhe
festlegen, ob der Übergang C → C′ durh den Prozess a möglih ist. Im Laufe der
Simulation muss jeder einzelne Vorgang a mit einer relativen Häugkeit Ra/Q(C)
auftreten, was dadurh gewährleistet wird, dass alle Elementarprozesse mit einer
Wahrsheinlihkeit proportional zu ihrer physikalishen Rate ausgewählt werden.
Was die Bedingung der detailed balane anbelangt, so ist diese bei einer KMC
Simulation ebenso wenig zwingend notwendig wie im rein thermodynamishen Fall,
doh es hat sih gezeigt, dass sie in vielen Fällen auh hier Vorteile bietet. Das gilt
insbesondere, wenn Relaxationsprozesse betrahtet werden, die das thermodynami-
she Gleihgewiht erreihen sollen, da ja die Bedingung (2.23) eine Konvergenz der
Markov-Folge zur Gleihgewihtsverteilung garantiert.
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Kapitel 3
Das Modell
In diesem ersten der vier Kapitel, welhe meine Forshungsbemühungen wieder-
geben, stelle ih das physikalishe Modell vor, welhes den Simulationen von Korn-
grenzen zwishen kristallinen Nanopartikeln zugrunde gelegt wird. Damit einher geht
die Beshreibung der von mir zu diesem Zwek in der Programmiersprahe C++ ge-
shriebenen Simulationsprogramme. Dabei habe ih versuht, den Shwerpunkt auf
die prinzipielle Arbeitsweise zu legen und nur auf die wesentlihen tehnishen De-
tails einzugehen.
3.1 Grundlagen
Bei den zu untersuhenden Körpern handelt es sih um Vielteilhensysteme, kon-
kreter haben wir es hier mit bis zu N = 300 000 Atomen zu tun. Eine vollständige
Beshreibung des momentanen Zustandes eines solhen Systems beinhaltete die Po-
sition und die Geshwindigkeit jedes Atoms, d.h. 6N = 1800 000 reelle Zahlen. Sinn
und Zwek der Simulation ist es nun, die zeitlihe Entwiklung des Systems un-
ter bestimmten äuÿeren Bedingungen wie Temperatur, Druk, elektromagnetishen
Feldern, u.s.w. vorherzusagen. Dabei muss vor allem ein Modell für die interato-
maren Wehselwirkungen entwikelt werden, aus welhem sih die Kräfte zwishen
den Atomen ableiten. Dazu gibt es die vershiedensten Ansätze, wobei die rea-
listishsten, die ab initioMethoden, auf quantenmehanishe Berehnungen der
Elektronen- und Kernkongurationen der Atome zurükgreifen. Um den damit ver-
bundenen enormen Rehenaufwand zu vermeiden, benutzen wir ein stark verein-
fahtes Modell, das empirishe 12-6 Lennard-Jones-Potential [77℄. Hierbei hängt
die Wehselwirkung zwishen jeweils zwei gleihen Atomen nur von deren räumlihen
Abstand R ab. Dieses Potential setzt sih aus zwei Beiträgen zusammen: Einer an-
ziehenden Van-der-Waals bzw. Dipol-DipolWehselwirkung, die nah der London-
Formel proportional zu −R−6 ist, und einem stark abstoÿenden Anteil aufgrund des
Pauli-Verbots für Elektronen. Letzterer überwiegt dann, wenn sih die beiden Ato-
me auf einen Abstand nähern, der kleiner als der nominelle Atomdurhmesser ist,
d.h. wenn die Atomorbitale überlappen, und es wird V ∝ R−12 angenommen. In der
Realität wehselwirkt jedes Atom mit jedem anderen, aber auh in dieser Hinsiht
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soll eine Näherung stattnden, indem nur Wehselwirkungen zwishen Atomen mit
Abständen R ≤ 2 Atomdurhmesser berüksihtigt werden.
Unabhängig davon, welhes interatomare Potential benutzt wird, besteht das
analytishe Problem aus N Bewegungsgleihungen, d.h. aus 3N gekoppeltenDierential-
gleihungen für die Koordinaten der Atome. Das bisher am häugsten verwendete
Verfahren, die Molekulardynamik-Simulation (MD), besteht aus der numerishen
Lösung aller Bewegungsgleihungen, und stellt somit eine sehr genaue aber auh re-
henaufwendige Simulationsmethode dar. Die MD-Simulation einer Vershmelzung
von zwei Nikel-Partikeln mit einem Durhmesser von a. 3 nm (a. 3000 Atome)
nimmt mit den shnellsten derzeit verfügbaren Prozessoren ohne Parallelisierung
etwa eine Wohe Rehenzeit in Anspruh.
Die für diese Arbeit entwikelten Simulationsprogramme basieren auf der deut-
lih shnelleren Kinetishen Monte-Carlo-Methode (KMC), welhe im Abshnitt 2.2
vorgestellt wurde. Die entsheidende Idee dabei ist folgende: Wir gehen davon aus,
dass die Partikel in kristalliner Form vorliegen, wobei die Kristallklasse des verwen-
deten reinen Materials bekannt ist. Die Hauptannahme des Modells besteht also
darin, dass sih die Atome nur auf den regulären Plätzen des zugrunde liegenden
Kristallgitters benden können. Für dieses wählen wir die bei vielen Metallen wie
z.B. Cu, Ag, Au, Ni, Pd, Pt und Al auftretende kubish ähenzentrierte Struktur
(siehe 3.2.1).
Eine starke Einshränkung unseres Modells besteht also in der Annahme, dass
jedes Partikel für sih ein perfektes Gitter ohne Stapelfehler oder elastishe Ver-
zerrungen aufweist. Dass diese Annahme zumindest bei moderaten Temperaturen
konsistent mit der Wahl des atomaren Wehselwirkungspotentials ist, hat Zinetullin
[78℄ mithilfe der minimal energy pathMethode nahgewiesen. In der Realität ist
die geforderte Eigenshaft z.B. bei allen Ionenkristallen erfüllt, bei welhen die Cou-
lombkräfte perfekte Untergitter der Kationen bzw. Anionen erzwingen. Wie elas-
tishe Verformungen prinzipiell mit der KMC-Methode vereinbar sind, zeigen die
Arbeiten von Brendel [79℄ und Westerho [60℄.
Die Positionen der Atome sind somit diskretisiert worden, d.h. sie sind durh
drei ganzzahlige Indizes i, j, k harakterisierbar. Die Bewegungen der Atome be-
shränken sih jetzt nur noh auf einen Wehsel des Gitterplatzes, ohne die spe-
zielle Trajektorie aufzulösen. Weiterhin impliziert die MC-Methode, dass in einem
Monte-Carlo-Shritt immer nur ein Atom diundiert [80℄, und die Zeit, die es da-
für benötigt, ist zunähst unbekannt. Prinzipiell ist eine Erweiterung des Modells
auf kollektive Diusionsprozesse durhaus denkbar, und diese Idee wird später bei
der Diskussion über den Mehanismus der Korngrenzendiusion (Kap. 6.1.1) noh
einmal aufgegrien.
Übliherweise besteht eine konkrete Implementation eines solhen Kristalls dar-
in, einen würfelförmigen Ausshnitt (Kantenlänge L) des theoretish unendlih aus-
gedehnten Gitters, die Simulationsbox, zu konstruieren und jedem Gitterplatz die
Eigenshaft besetzt oder leer zuzushreiben. Daraus resultieren jedoh zwei Nah-
teile: Erstens die sogenannten tehnishen nitesize-Eekte, d.h. Artefakte, die
von der Endlihkeit des Gitters in der Implementation herrühren. Um diese Eekte
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im Einzelfall ausshlieÿen zu können, muss jede Simulation viele Male unter syste-
matisher Variation von L durhgeführt werden, und erst dann, wenn die Ergebnisse
der Simulationen niht mehr von L abhängen, ist die Systemgröÿe ausreihend.
Die Konsistenz des Modells bezüglih der Bewegung von Atomen von einem Git-
terplatz am Rand der Box in jede Rihtung des theoretish unendlihen Gitters kann
zwar durh die Einführung von periodishen Randbedingungen gesihert werden, je-
doh vershwinden die nite-size-Eekte dadurh noh niht. Der Wiedereintritt
eines Atoms in die Box z.B. an der gegenüberliegenden Kante ist oensihtlih un-
natürlih. Die einzige Möglihkeit, diese Behelfsmaÿnahmen komplett zu umgehen,
besteht darin, L von vornherein so groÿ zu wählen, dass ein Austritt eines Atoms aus
der Box gar niht vorkommt. Das wiederum maht das zweite Problem des Ansatzes
deutlih: Es müssen L3 Gitterplätze gespeihert werden, wovon u.U. ein nur sehr
kleiner Bruhteil mit Atomen besetzt ist.
Die von mir verwendete Implementation der Gitter kommt dagegen ohne die
Verwendung von künstlihen periodishen Fortsetzungen aus, und den geshilderten
Speiher-Overhead gibt es auh niht, da ein anderes Konzept benutzt wird: An-
stelle jedes einzelnen Gitterpunktes werden hier nur die Atome gespeihert, deren
momentane Positionen im gedahten Gitter durh die ganzzahligen Indizes i, j, k
der Gitterplätze festgelegt sind. Dadurh ist das Gitter in seiner Gröÿe nunmehr
lediglih durh den Wertebereih der Indizes begrenzt, und die Atome können in
diesem Sinne beliebig weit im Raum verteilt sein. Allerdings bedeutet diese Mo-
dellierung einen beahtlihen Mehraufwand zur Laufzeit der Simulation: Z.B. bei
der Bestimmung der momentanen Bindungsenergien oder mögliher Sprungrihtun-
gen der Atome sind deren Nahbarshaftsbeziehungen im Gitter von entsheidender
Bedeutung. Während diese für die Gitterpunkte konstant sind und nur einmal zu
Beginn bestimmt werden müssen, ändern sih Nahbarshaftsbeziehungen der Ato-
me ständig und sind nah jedem Hop entsprehend zu aktualisieren. Dadurh wird
das Programm zunähst wieder deutlih inezienter, bekommt aber noh weitere
Fähigkeiten: Die Atome kennen ihre Nahbarn, können also im Prinzip ihre energe-
tishe Lage selbst bestimmen und theoretish auh selber entsheiden, ob und wohin
sie hüpfen. Das erönet ganz neue Möglihkeiten hinsihtlih der Parallelisierung des
Simulationsalgorithmus, wird aber im derzeitigen Entwiklungsstadium noh niht
weiter ausgenutzt.
Kommen wir nun zur Dynamik des Systems. In unserem Modell sind die KMC-
Elementarprozesse (Abshnitt 2.2) die Hops der Atome von einem regulären Gitter-
platz zu einem anderen freien Platz des Gitters.
Bis zum heutigen Zeitpunkt sind von unserer und anderen Computational-Physis-
Gruppen shon viele Simulationen des thermishen Sinterns von Nanopartikeln mit-
tels kinetisher Monte-Carlo-Simulation  auh in 3 Dimensionen  durhgeführt
worden [60℄. Nah meinem Wissensstand wurden dabei die beiden Ausgangspartikel
bzw. Cluster immer auf einem zusammenhängenden Kristallgitter konstruiert. Eine
allgemein zu erwartende und in der Natur auh beobahtete gegenseitige Missori-
entierung der jeweiligen Kristallstruktur der beiden Körner, d.h. eine Korngrenze,
26 3.1 Grundlagen
wurde dabei grundsätzlih vernahlässigt. Diese Lüke soll mit dieser Arbeit wie
folgt geshlossen werden: Jeder Atomluster hat sein eigenes, unabhängiges Gitter,
und die Bewegung der Atome innerhalb der Partikel, sowie ein Austaush von Ato-
men zwishen ihnen wird mittels der diskreten KMC-Methode simuliert. Zusätzlih
werden diese Prozesse aber noh von einer globalen kontinuierlihen Dynamik der
beiden Körner als Ganzes überlagert. D.h. die beiden Gitter können sih beliebig
im Raum bewegen, soweit es die Besetzung mit Atomen zulässt. Dieses hat dann
eine zusätzlihe kollektive Bewegung aller Atome zur Folge. Die Ursahe für die
makroskopishe Bewegung der Partikel sind die Kräfte zwishen den Atomen ver-
shiedener Partikel an der Korngrenze. Diese Kräfte und die daraus resultierenden
Drehmomente gehen dann in die Newtonshen Bewegungsgleihungen der als starre
Körper angenommenen Partikel ein und werden numerish integriert.
Alles in allem handelt es sih bei dem hier verwendeten Verfahren also um eine
Kombination aus kinetisher Monte-Carlo und Starrkörper-Simulation. Die wesent-
lihen Bestandteile, interne Hops, externe Hops und Starrkörper-Dynamik, sowie
deren übergeordnete Koordination, werden in den folgenden Unterkapiteln näher
beshrieben.
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3.2 Geometrie von Kristallgittern
Da die Geometrie des in unserem Modell verwendeten kubish ähenzentrierten
(fae-entered ubi, f) Kristallgitters von groÿer Bedeutung für das Verständnis
der Methodik und der späteren Auswertungen ist, werde ih diese jetzt ausführ-
lih darstellen. Bei der Diskussion der Modellierung spezieller Diusionsprozesse
in Abshnitt 3.3.2 kommt noh eine andere Kristallklasse, die hexagonal dihteste
Kugelpakung, ins Spiel, weswegen diese am Ende ebenfalls kurz beshrieben wird.
3.2.1 Das kubish ähenzentrierte Gitter
Die Abbildung 3.1 zeigt links zwei benahbarte konventionelle Elementarzellen des
f-Gitters, dessen Basisvektoren a1, a2, a3 wie in jedem kubishen Gitter paarweise
senkreht aufeinander stehen und alle dieselbe Länge a haben.
Das namensgebende Merkmal des f-Gitters ist die Positionierung der Atome
sowohl auf den 8 Eken der würfelförmigen Elementarzelle als auh in der Mit-
te jeder der 6 Würfelseiten. Da sih jeweils 8 Elementarzellen eine Eke und zwei





Die alternative Konstruktion des Gitters mittels der primitiven Elementarzelle,
deren Basisvektoren niht senkreht aufeinander stehen, ist zu der hier gewählten
äquivalent, hat aber den Vorteil, dass das Volumen dieser Einheitszelle minimal ist
(sie enthält nur ein Atom). Da diese Darstellung aber weniger anshaulih ist und
für diese Arbeit keinen Gewinn bringt, gehe ih niht weiter darauf ein.
Die Gitterkonstante, d.h. die Kantenlänge des Kubus, sei a. Wie der Abbildung
3.1 leiht zu entnehmen ist, beträgt der kürzeste Abstand zwishen zwei Atomen










Übliherweise werden in der Kristallographie Längen in Einheiten der Gitterkon-
stante a gemessen. Da für das im Folgenden benutzte Modell jedoh der Abstand
nähster Nahbarn von herausragender Bedeutung ist, soll dieser unsere Längenein-
heit (LE) sein:
dNN = 1 LE .
In der Abbildung 3.1 haben Atome, die durh gestrihelte Linien verbunden sind,
genau diesen Abstand voneinander, durhgezogene Linien hingegen bedeuten einen
Abstand von a =
√
2. Da diese Gröÿe hier in unserer reduzierten Längeneinheit
angegeben ist, für die wir aber keinen neuen Namen ausgesuht haben, lasse ih die
Einheit im Folgenden meistens weg.
Es fällt nun auf, dass die am nähsten beisammen liegenden Atome zueinander
parallele Ebenen bilden. Diese sind die {111}Ebenen des Gitters, d.h. ihre Norma-
lenvektoren zeigen in die <111>Rihtung entlang der Raumdiagonalen des Kubus.
Das Besondere dieser Ebenen ist also, dass sie eine hohe Pakungsdihte der Atome
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aufweisen. Mit ihrer hexagonalen Symmetrie  jedes Atom hat 6 nähste Nah-
barn  erreihen sie sogar die maximal möglihe Pakungsdihte von Kugeln in der
Ebene.
Betrahten wir nun das rote Zentralatom der mit • markierten {111}-Ebene,
dann wird ersihtlih, dass sowohl in der darüberliegenden (), als auh in der dar-
unterliegenden (H) Ebene jeweils drei weitere Atome den kürzesten Abstand von
1LE zu diesem besitzen. Insgesamt hat das rote Atom also 6 + 3 + 3 = 12 nähste
Nahbarn, welhe rosa shattiert gezeihnet sind. Aufgrund der Translationssymme-
trie des Gitters gilt dasselbe natürlih auh für jedes andere Atom, und wir sprehen
von einer Koordinationszahl Z = 12 der f-Struktur.
Wir entfernen uns nun von der Geometrie aus Siht der kubishen Elementarzelle
und betrahten ein Koordinatensystem, in welhem die (111)Ebene mit der XY
Ebene bzw. die [111]Rihtung mit der ZAhse und die [110]Rihtung mit der X
Ahse zusammenfallen (Abb. 3.1 rehts). Weil wir ein rehtshändiges Koordinaten-
system haben wollen, zeigt die YAhse damit in die Rihtung [112].
Zu der Angabe von Raumrihtungen im Kristall ist noh zu bemerken, dass
in einem kubishen Gitter alle möglihen Permutationen der Miller-Indizes a, b, c
und auh beliebige Negationen kristallographish gleihwertige Rihtungen anzei-
gen, welhe alle unter der Bezeihnung <h k l> mit h ≥ k ≥ l ≥ 0 zusammengefasst
werden. Die Angabe [a b c] in ekigen Klammern bezeihnet hingegen eine konkre-
te Raumrihtung, d.h. den Vektor (a, b, c). Am Beispiel der 4-zähligen Drehahsen
sind es die 6 spezishen Rihtungen [100], [010], [001], [100], [010] und [001], die
drei vershiedene räumlihe Ahsen und nur eine kristallographishe Rihtung, näm-
lih die Würfelkante <100>, beshreiben. Da Kristallebenen mit vershiedenen aber
gleihwertigen Normalenrihtungen ebenfalls untereinander äquivalent sind, sieht
die Konvention hier eine Benennung konkreter Ebenen im Raum anhand der Indizes
(a b c) in runden Klammern vor, und die Gesamtheit äquivalenter Ebenen wird in
geshweifte Klammern, {h k l}, gesetzt.
In den Abbildungen 3.1 sieht man nun, dass man sih die f-Struktur als aus
übereinandergestapelten dihtestgepakten Kugelebenen konstruiert vorstellen kann.
Die Kugeln liegen dabei jeweils in den Mulden zwishen drei Kugeln der tieferen
Shiht. Wie in Abbildung a) dargestellt, liegt die dritte Shiht () niht etwa ge-
nau über der ersten (H), sondern daneben, so dass sih eine Stapelfolge ABC . . .
bzw. H •  . . . ergibt. Dadurh wird die hexagonale Symmetrie auf eine 3-zählige
Drehahse reduziert, von welhen die f-Struktur entsprehend der Raumdiagona-
len vier besitzt. Aufgrund der kubishen Symmetrie der Elementarzelle existieren
noh drei 4-zählige Drehahsen mit den Rihtungen <100>.
Allgemein gilt für den Abstand benahbarter kubisher {h k l}Ebenen
dhkl =
a√
h2 + k2 + l2
,
so dass die {111}Ebenen in unserem Modell den Abstand d111 =
√
2/3 haben.
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In Abbildung 3.1a) sind durh den gestrihelten Kreis noh einmal die zwölf Git-
terplätze der nähsten Nahbarn des Atoms im Ursprung eingerahmt. Die nähsten
Nahbarplätze eines Atoms sind besonders wihtig, weil sie  wenn sie leer sind 
möglihe Ziele für einen Hop des Atoms darstellen, und  wenn sie besetzt sind 
den gröÿtmöglihen Beitrag zur Bindungsenergie des Aufatoms leisten. Aufgrund der
Festlegung, die Paar-Wehselwirkung zwishen Atomen bis zu einem Abstand von
2 Atomdurhmessern, also 2 Längeneinheiten zu berüksihtigen, sind auh entfern-
tere Nahbarn eines Atoms von Interesse. Es gibt 6 übernähste Nahbarn in einem
Abstand von
√
2, 24 drittnähste (Abstand
√
3) und 12 viertnähste (Abstand 2),
so dass z.B. bei einer Energieberehnung 54 Gitterplätze zu beahten sind.
Zuletzt sei noh erwähnt, dass die f-Struktur mit einer Raumfüllung von 74%
die gröÿtmöglihe Pakungsdihte von Kugeln im Raum erzielt.
So wie in den beiden Abbildungen dargestellt, ist nun das körperfeste Koordinaten-
system jedes einzelnen Partikels in den Simulationen deniert. Die dadurh festge-
legten Gitterplätze können nun entweder leer oder durh ein Atom besetzt sein.
3.2.2 Die hexagonal dihteste Kugelpakung
Die hexagonal dihteste Kugelpakung (hexagonal lose-paked, hp) ist der eben
vorgestellten kubish-ähenzentrierten Struktur sehr ähnlih. Der einzige Unter-
shied besteht darin, dass die an sih äquivalenten dihtestgepakten {1 1 1}Ebenen
niht die Stapelfolge ABC. . . , sondern ABAB. . . besitzen. Somit liegen die Atome
über einer bestimmten {1 1 1}Shiht in den Mulden zwishen den selben Atomen
wie diejenigen in der Lage unter dieser Shiht. In der rehten Abbildung hätten
die blauen () und die grünen (H) Atome folglih die gleihen XYKoordinaten.
Wegen der völligen Äquivalenz aller Mulden in der dihtestgepakten Ebene erreiht
die hp-Struktur  ebenso wie die f-Struktur  die namensgebende maximal
möglihe Raumfüllung.













Abbildung 3.1: links: Zwei kubishe Elementarzellen (Gitterkonstante a) des f-Gitters
mit einem Atom auf jedem Gitterpunkt; gleih markierte Atome benden sih in der selben
hexagonal dihtestgepakten {111}Ebene. Die 12 rosa shattierten Atome sind die nähs-
ten Nahbarn des roten Zentralatoms mit dem Abstand 1 Längeneinheit (LE) = a/
√
2.
Das körperfeste Bezugssystem wurde so gewählt, dass die X-Ahse mit der [110]Rihtung
(Seitendiagonale) und die Z-Ahse mit der [111]Rihtung (Raumdiagonale) zusammenfal-
len. rehts: a) Shnitt entlang der (111)Ebene (XY in Simulation); die Atome in dieser
Ebene ( • ) besitzen eine hexagonale (6-zählige) Symmetrie, und nähste Nahbarn haben
den Abstand 1LE. Mit H bzw.  sind die Atome der darunter- bzw. darüberliegenden
Lage bezeihnet. Alle 12 Atome im gestrihelten Kreis sind nähste Nahbarn des Atoms
im Koordinatenursprung. b) Der Blik entlang der Y-Ahse verdeutliht die Shihtung der
{111}-Ebenen entlang der Z-Ahse im Abstand von
√
2/3; die Atome der oberen () und
unteren (H) Shiht haben zwar die gleihen X-Koordinaten, dafür verändert sih aber die
Y-Koordinate der gezeihneten Atome von Lage zu Lage um
√
1/12. Deswegen stimmen die
X- und Y-Koordinaten der Atome nur in jeder dritten {111}Ebene überein, es liegt eine
Stapelfolge ABCABC. . . vor.
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3.3 Hüpfprozesse innerhalb der Gitter
Die wihtigsten Prozesse unserer KMC-Dynamik sind die Hüpfbewegungen der Ato-
me (Hops) zwishen den regulären Plätzen des zugrunde liegenden f-Gitters.
Jedes Partikel in unserem Modell besitzt dabei sein eigenes, unabhängiges Gitter.
Deswegen geshieht auh die Bewegung der Atome auf den beiden Partikeln prinzi-
piell unabhängig voneinander. Im Bereih der Korngrenze, und noh a. 2LE davon
entfernt, müssen jedoh bei allen Energieberehnungen auh die Beiträge der Atome
des jeweils anderen Partikels mit einbezogen werden. Damit bleibt unsere Festle-
gung, Paar-Wehselwirkungen bis zum viertnähsten Nahbarn zu berüksihtigen,
für alle Situationen erfüllt. Direkt an der Korngrenze, d.h. an der Berührungsähe
beider Partikel, müssen zusätzlih noh etwaige Kollisionen mit Atomen des anderen
Clusters erkannt und verhindert werden.
Von diesen eher seltenen Fällen abgesehen können die beiden Partikel  was
die internen Hops betrit  aber als völlig eigenständig angesehen werden. Es
gibt jedoh noh eine implizite Verknüpfung zwishen ihnen: Die gemeinsame Zeit.
Diese sheinbare Selbstverständlihkeit stellt aber hier gerade eine besondere Her-
ausforderung an das KMC-Modell dar. Die Ursahe dieser Shwierigkeit liegt in der
noh ausführlih zu diskutierenden Sonderrolle der Zeit in der kinetishen Monte-
Carlo Methode begründet. Dieses Thema und die Art und Weise, wie die notwendige
Synhronisation aller Prozesse des Systems konkret erfolgt, wird im Kapitel 3.6 be-
handelt.
3.3.1 Erlaubte Prozesse
Nun kommen wir zum Kern der Dynamik und entsheiden, welhe Arten von
Prozessen generell in Betraht gezogen werden sollen. Dazu legen wir fest, dass
ein Atom in einem MC-Shritt immer bis zu einem (freien) der 12 nähstgelegenen
Nahbargitterplätze diundiert. Im Normalfall bleibt es dann dort, der Hop ist
erfolgt (Abbildung 3.2a). Dass wir durhaus denkbare direkte Sprünge zu einem
weiter entfernten Gitterplatz niht gesondert behandeln müssen, folgt aus [81℄, wo
gezeigt wurde, dass die entsprehende Energiebarriere propotional zur Anzahl n
übersprungener nähster Nahbarn ist. Wie später noh klar wird, potenziert sih
die Wahrsheinlihkeit des Prozesses dadurh mit n, so dass der Prozess in Relation
zum kurzen Hop sehr unwahrsheinlih ist.
Es kann jedoh sein, dass der ausgewählte Zielplatz aufgrund weniger Bindungs-
partner, wie es an einer Kante der Fall ist, nur bedingt stabil ist (Abb.3.2b). Dann
wird in der direkten Nahbarshaft dieser Zwishenposition nah anderen Zielplätzen
gesuht, welhe stabiler sind, d.h. wo das Atom stärker gebunden wäre. Falls es meh-
rere solhe Zielplätze gibt, wird aus all diesen Kandidaten zufällig einer ausgesuht,
und das Atom springt direkt dorthin weiter (Abb. 3.2). Dieser endgültige Zielgit-
terplatz kann aber auh der Ausgangsplatz des Atoms sein. Ein Zurükspringen ist
also genauso wahrsheinlih wie ein Weiterhüpfen in eine beliebige andere Rih-
tung. Da die Möglihkeit des Zurükspringens immer gegeben ist, bleibt das Atom
aber in keinem Fall an der gedahten, bedingt stabilen Zwishenposition. Unabhän-
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gig davon, welher Zielplatz shlieÿlih eingenommen wird, zählt auh so ein langer
Hop als ein einzelner Hüpfprozess und wird im Folgenden als bedingt stabiler Hop
bezeihnet.
Abbildung 3.2: zweidimensionale shematishe Darstellung eines Atoms, welhes zu ei-
nem stabilen (a) bzw. zu einem bedingt stabilen (b) Gitterplatz gelangt, von welhem aus
es sofort zu einem stabilen Zielplatz () weiterspringt
An dieser Stelle muss nun eine kleine Shwähe unseres Modells erwähnt wer-
den, welhe im nähsten Abshnitt noh genauer erläutert wird: Das Fehlen von
hp-Gitterplätzen, welhe einerseits zur Modellierung von Stapelfehlern, aber ande-
rerseits auh für die Diusion über eine bestimmte Art von Kante an der Oberähe
benötigt werden. Dieses Manko konnten wir jedoh durh gezielte Absenkung der
Aktivierungsenergie für instabile Prozesse (siehe nähster Abshnitt) stark mindern.
Ein wihtiges Kriterium dafür, dass ein bestimmter Prozess erlaubt wird, ist also,
dass der (vorläuge) Zielgitterplatz zumindest bedingt stabil ist. Die Einteilung der
möglihen Zielplätze in drei Stabilitätsgruppen erfolgt, wie in Tabelle 3.1 angege-
ben, anhand der Anzahl nähster Nahbaratome am Zielplatz. Dass wir endgültige
Zielplätze mit weniger als drei Nahbaratomen als niht stabil ansehen und daher
verbieten, ist wie folgt begründet: Eine komplette Desorption des Atoms (Koordi-
nationszahl 0) von der Oberähe ist extrem unwahrsheinlih, da wir annehmen,
dass der Dampfdruk über der Festkörperoberähe vernahlässigbar klein ist. Der
Zustand mit lediglih einem oder zwei Nahbaratomen kann nur sehr kurze Zeit an-
dauern, da die übrigen Atome eine starke Anziehungskraft ausüben, und somit han-
delt es sih dabei um einen Übergangszustand, den wir ja bei der KMC-Methode
bewuÿt niht auösen wollen.
Die bisherigen Überlegungen bezogen sih nur auf die Entsheidung darüber, ob
ein denkbarer Hüpfprozess eines Atoms in eine der 12 möglihen Rihtungen erlaubt
werden soll oder niht. Nur wenn die Entsheidung positiv ausgefallen ist, wird dieser
spezielle Prozess in die Ratenliste aufgenommen. Dazu muss dann seine Rate selbst
berehnet werden, was in den folgenden beiden Abshnitten beshrieben wird.
3.3.2 Bestimmung der Aktivierungsenergien
Wie in Kapitel 2.2 beshrieben beruht die KMC-Methode hauptsählih darauf, zu
jedem Zeitpunkt allen möglihen Einzelprozessen eine Rate zuzuweisen, die die rela-
tive Wahrsheinlihkeit des Prozesses repräsentiert. Die physikalishe Gröÿe, welhe
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Anzahl NN Stabilität erlaubt Aktivierungsenergie
0, 1 instabil nein −
2 bedingt stabil ja Ea = (Eb,f − Eb,i) · fcs
3 - 11 stabil ja Ea = ES,0 − Eb,i
Tabelle 3.1: Einteilung von Hops in Stabilitätsgruppen anhand der Anzahl nähster Nah-
barn (NN) am Zielplatz; Ea ist die Aktivierungsenergie, Eb,i und Eb,f sind die Bindungs-
energien am Start- und am Zielplatz, ES,0 bezeihnet die als konstant angenommene
Sattelpunktsenergie und fcs ist ein Modellparameter, der das Fehlen teilweiser bedeut-
samer hp-Bindungsplätze kompensiert.
die Wahrsheinlihkeit der hier betrahteten Hüpfprozesse bestimmt, ist die sog.
Aktivierungsenergie Ea. Diese wiederum ergibt sih aus der Überlegung, dass das
betroene Atom auf dem Weg von seinem Start- zum gewählten Zielplatz eine i.a.
reht komplizierte Energielandshaft durhqueren muss. Deren detaillierte Gestalt
jedes Mal individuell zu bestimmen, würde jedoh so viel Rehenzeit in Anspruh
nehmen, dass der Geshwindigkeitsvorteil des KMC-Verfahrens gegenüber anderen
Methoden wie MD verloren ginge.
In Anbetraht der Tatsahe, dass die hier behandelten Elementarprozesse bereits
atomarer Natur sind, ist folgende Vereinfahung einleuhtend: Entsheidend für die
Wahrsheinlihkeit des Hüpfprozesses ist lediglih die Höhe der Energiebarriere zwi-
shen Start- und Zielplatz. Um diese zu bestimmen, müssen nur zwei Energieniveaus
bekannt sein: Das Maximum der Energie auf dem Diusionspfad, die Sattelpunkts-
energie ES, und die derzeitige Bindungsenergie am Startplatz Eb,i. Die gesuhte
Energiebarriere bzw. Aktivierungsenergie ist dann einfah die Dierenz
Ea = ES − Eb,i .
Eb,i ist ja die Bindungsenergie eines Atoms an einem regulären Gitterplatz. Da
sih in unserem Modell alle Energien als Summen von Paar-Wehselwirkungen nah
dem Lennard-Jones-Potential berehnen und alle anderen Atome auh auf Gitter-
plätzen sitzen, ist die Bestimmung denkbar einfah: Die Abstände der jeweiligen
Nahbarn sind konstant und somit auh die Beiträge E1b . . . E
4
b der nähsten, über-
nähsten,..,viertnähsten Nahbarn. Das hier verwendete Bond-Counting-Verfahren
(Newman und Barkema [82℄) besteht also nur in der Bestimmung der Anzahl ent-








Die Energiefunktion des Lennard-Jones-Potentials (Abbildung 3.3) lautet
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wobei die Konstanten ǫ und σ die Energie- und die Längenskala festlegen. Die kon-
krete Wahl des Modellparameters ǫ wird im Kapitel 3.7 bei der Vorstellung des in
dieser Arbeit verwendeten Einheitensystem erläutert.
Der Parameter σ ist durh die Bedingung gegeben, dass das Minimum des
Lennard-Jones-Potentials beim Abstand nähster Nahbarn liegen muss, welher
ja unsere Längeneinheit deniert, d.h. RNN = 1LE. Rein rehnerish liegt das Mi-
nimum der Funktion (3.1) bei Rmin = 2
1/6σ
!
= 1, woraus σ ≃ 0.891 folgt. Allerdings
bezieht sih das Potential auf ein Atompaar, dessen Gleihgewihtsabstand gröÿer ist
als RNN im Festkörper. In [78℄ ist der Gleihgewihtsabstand im Festkörper bei Be-
rüksihtigung bis zu viertnähster Nahbarn bei T = 0 analytish zu RNN ≃ 1.098σ
bestimmt worden. Gleihzeitig wurde dort an MD-Simulationen beobahtet, dass
RNN noh linear mit der Temperatur ansteigt. Eine Testrehnung [60℄ bei einer
ähnlih hohen Temperatur, wie sie auh in dieser Arbeit verwendet wird, und bei
der auh Beiträge bis zum viertnähsten Nahbarn berüksihtigt wurden, ergab
shlieÿlih RNN ≃ 1.116σ, und somit σ ≃ 0.896.














Abbildung 3.3: Energiefunktion des 12-6 Lennard-Jones-Potentials zwishen zwei Ato-
men, deren Minimum (≃ −ǫ) beim Gleihgewihtsabstand der Atome (hier 1 LE ≃ 1.116σ)
liegt; shon beim doppelten Abstand besitzt die Funktion einen Wert von nur noh −0.03ǫ.
Nähern sih die Atome dagegen auf einen Abstand < 1, steigt die Energie mit 1/R12 an.
Die Energiebeiträge durh entsprehend weit entfernte Nahbaratome lauten:
E1b = E
LJ










3) = −0.01504824 eV
E4b = E
LJ
b (2.0) = −0.00642024 eV
Der Ausdruk für die Bindungsenergie ist aber noh niht komplett, da wie eingangs
erwähnt, unter Umständen auh Beiträge des anderen Clusters mit eingehen. Dazu
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wird in Einklang mit der bisher gewählten Genauigkeit im Abstand von R ≤ 2LE
von dem betrahteten Gitterplatz nah Atomen auf dem anderen Gitter gesuht.
Deren Energiebeiträge errehnen sih ebenfalls aus dem Lennard-Jones-Potential











Die Suhe nah hinreihend nahen Atomen auf dem jeweils anderen Cluster und die
Bestimmung des besagten tatsählihen Abstandes Rj sind dabei keinesfalls trivia-
le Vorgänge. Die Freiheit der beiden Partikel, sih im Laborsystem beliebig bewegen
zu können (Translation und Rotation), maht nämlih den ständigen Gebrauh von
Koordinatentransformationen zwishen dem Körper- und dem Laborsystem notwen-
dig. Eine genauere Beshreibung dessen erfolgt in Kapitel 3.5.
Bei der Bestimmung der Sattelpunktsenergie mahen wir es uns vom Konzept
her noh einfaher als bei den Bindungsenergien: Im Fall eines Hops zu einer stabilen
Zielposition nehmen wir eine konstante Sattelpunktsenergie
EstabilS = ES,0 = −0.6 eV
an. Dieser Wert liegt ganz leiht über der maximalen Energie eines Atoms an ei-
nem  nah unserer Festlegung  gerade noh stabilen Gitterplatz mit lediglih
drei nähsten und sonst keinen Nahbarn. Damit ist die Sattelpunktsenergie immer
gröÿer als die Bindungsenergie Eb,f am angestrebten Zielplatz, E
stabil
S > Eb,f . Die
Vorteile dieses Ansatzes sind dessen Ezienz wegen völligen Verzihtes auf Rehen-
operationen und die angenehme Tatsahe, dass keine Kalibrierung von Parametern
notwendig ist. Der alternative Ansatz [78℄
ES = max(Eb,f , Eb,i) + ∆E , (3.3)
welher also von beiden Bindungsenergien abhängt und noh einen zusätzlihen Pa-
rameter besitzt, mag etwas realistisher sein, doh bringt er für unsere Simulationen
keinen Vorteil. Auÿerdem hat sih gezeigt, dass kein ∆E gefunden werden kann, wel-
hes die Gesamtheit aller in diesem Modell erwogenen Prozesse rihtig beshreibt.
Dennoh habe ih einige Simulationen, die wesentlihe Merkmale meiner Ergebnis-
se zeigen, noh einmal unter Verwendung dieser alternativen Vorshrift wiederholt
(siehe Kapitel 6.1). Da sih dort keine nennenswerten Untershiede in den interes-
sierenden Merkmalen zeigten, habe ih mih für die Verwendung der einfaheren
Vorshrift entshieden.
Aufgrund der globalen Dynamik der Partikel, welhe im Kapitel 3.5 noh aus-
führlih erläutert wird, kann allerdings in seltenen Fällen doh Eb,i > ES,0 gelten.
Die Ursahe dafür liegt darin, dass zwei Atome an der Korngrenze so nah zusammen-
gedrükt werden können, dass der Fremdgitteranteil zur Bindungsenergie sehr groÿ
wird (siehe dazu Abb. 3.3). Da wir aber nur positive Aktivierungsenergien zulassen
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wollen, shneiden wir diese bei Null ab:
Estabila =
{
ES,0 − Eb,i , ES,0 > Eb,i
0 , sonst
(3.4)
Im Fall eines bedingt stabilen langen Hops nehmen wir an, dass die relativ ho-
he Bindungsenergie Eb,f an der vorläugen Zielposition die gesuhte Sattelpunkts-
energie darstellt, und deswegen folgt mit Ebed.stab.S = Eb,f :
Ebed.stab.a =
{
(Eb,f − Eb,i) · fcs , Eb,f > Eb,i
0 , sonst
(3.5)
Die generelle Absenkung aller Aktivierungsenergien für bedingt stabile Hops um
den konstanten Faktor fcs = 0.8 entspringt der im folgenden Abshnitt diskutierten
Tatsahe, dass in unserem Modell die in einer bestimmten Situation entsheidend
wihtigen hp-Bindungsplätze niht implementiert sind.
Bedeutung theoretisher hp-Gitterplätze
Wie eine Analyse unserer Systeme gezeigt hat, besteht die Oberähe der hier un-
tersuhten Nanopartikel aus vielen {111} und {100}Faetten, welhe in allen drei
Kombinationen direkt aneinandergrenzen können. Ein Ausshnitt eines Partikels
mit einem Übergang zwishen zwei {111}Oberähen ist in Abbildung 3.4 gezeigt.
Ein Atom, welhes sih auf der Oberähe bendet, durh die eine violettfarbene
Ebene gelegt wurde, soll nun über die rehte Kante auf die türkisfarbene Faette
wehseln. Die rehte Abbildung zeigt diese Situation von oben betrahtet, wobei die








Abbildung 3.4: shematishe Darstellung eines Atoms, welhes von einem Bindungsplatz
der violetten auf die angrenzende türkisfarbene {111}Faette wehseln soll; dieses ist in
unserem Modell niht möglih, da der direkte Weg über einen niht vorhandenen hp-Platz
(blaues o) führt und die mit einem rotem x markierten f-Plätze nur einen besetzten
Nahbarplatz haben.
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Die 6 nähsten Nahbargitterplätze des Atoms am Startplatz in der {111}
Shiht über der violetten Lage sind mit einem x bezeihnet. Die mit o markierten
übrigen Tetraederlüken sind entsprehend die in unserem Modell niht implemen-
tierten hp-Bindungsplätze, zeigen also die Atompositionen in der Shiht direkt
unter der Faette. Wie die Abbildung verdeutliht, kann der Weg auf die türkisfar-
bene Faette aber nur über das blaue o erfolgen. Der Umweg über einen der roten
f-Plätze ist verboten, da an diesen jeweils nur ein Nahbaratom existiert.
Bei der zweiten Variante, einem Übergang von einer {111} auf eine {100}
Faette, besteht dieses Problem jedoh niht, wie die Abbildungen 3.5 zeigen. Hier
liegen die regulären f-Bindungspläzte niht direkt an der Kante (vgl. Abb.3.4),
sondern über den Lüken der zweiten Reihe, d.h. genau dort, wo im Fall des Über-
gangs zu einer anderen {111}Faette die virtuellen hp-Plätze sind. In diesem Fall
kann das diundierende Atom beiden blau eingezeihneten Wegen folgen, da die
f-Zwishenplätze auf diesen Wegen jeweils zwei nähste Nahbarn haben und in




Abbildung 3.5: Bei dem Übergang von einer [111℄- auf eine [100℄-Faette (orange) sind
die beiden blau dargestellten Wege bei unseren Simulationen möglih, da das Atom an
den mit den grünen x gekennzeihneten Kanten-Gitterplätzen jeweils zwei Nahbarn hat.
Diese bedingt stabilen Zwishenplätze sind nähste Nahbarn sowohl des Start- als auh
des Zielplatzes.
Beim Übergang zwishen zwei aneinandergrenzenden {100}Faetten existiert
das beshriebene Problem ebenfalls niht, da dort aufgrund der jeweiligen ABAB...-
Shihtfolge an den Kanten ebenfalls gemeinsame Lüken existieren, die für das
diundierende Atom die Koordinationszahl 2 besitzen. Die in (3.5) formulierte Ab-
senkung der Aktivierungsenergie für genau diese Prozesse sorgt also dafür, dass das
Verbot der Übergänge zwishen {111}Faetten durh eine Verstärkung der ande-
ren Faettenwehsel kompensiert wird. Ebenso wird dadurh noh ein Sonderfall
begünstigt, welher den sonst unmöglihen Faettenwehsel doh möglih maht,
nämlih wenn sih an der Kante der Ziel-Faette bereits ein Atom an der rihtigen
Stelle bendet. Dann haben auh die Bindungsplätze mit dem roten x (Abb.3.4)
die Koordinationszahl 2.
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Zum Abshluss dieses Themas sei noh bemerkt, dass ih aus später dargelegten
Gründen so hohe Simulationstemperaturen wähle, dass die Partikeloberähen rau
sind und daher die hier beshriebenen Umstände kaum eine Rolle spielen. Bei der
Untersuhung der Vershmelzungsphase der Partikel in Abshnitt 6.1.2 tauhen je-
doh Indizien auf, welhe vermuten lassen, dass die hp-Bindungsplätze im Bereih
der Korngrenze einen groÿen Einuss auf das Sinterverhalten haben könnten.
3.3.3 Berehnung der Raten
Die entsheidende harakteristishe Gröÿe eines speziellen Prozesses beim kineti-
shen Monte-Carlo Verfahren ist seine Rate q. Diese wird hier, wie bei thermish
aktivierten Prozessen üblih, nah dem Arrhenius-Gesetz
q = ν0 exp(−βEa) mit β = 1
kBT
(3.6)
aus der absoluten Temperatur T und der Aktivierungsenergie Ea berehnet. kB ist
die Boltzmannkonstante, und ν0 ist ein als Versuhsfrequenz bezeihnete Konstante.
Diese empirishe Gröÿe, die genau genommen von der Atomsorte, dem konkreten
Hüpfprozess und auh von der Temperatur abhängt, deniert für die betreenden
Atome eine allgemeine Zeitskala, auf welher die Diusionsprozesse stattnden und
wird im Folgenden auf einen üblihenWert von ν0 = 10
13s−1 festgelegt [83℄. Dieses ist
wegen Ea ≥ 0 auh gleihzeitig die gröÿtmöglihe Rate. Eine genauere Betrahtung
des Wertes von ν0 erfolgt in Kapitel 3.7.2.
Es soll nun noh einmal zusammengefasst werden, welhe Bedingungen erfüllt
sein müssen, damit ein spezieller Hüpfprozess innerhalb des Gitters erlaubt wird,
und wie seine Rate berehnet wird. Spezieller Hop bedeutet hier, dass das Atom
und seine Sprungrihtung bereits feststehen.
1. Das Atom ist an der Oberähe des Clusters, d.h. es hat mindestens einen
freien Nahbarplatz.
2. Der Zielgitterplatz ist niht besetzt.
3. Es gibt keine starken Kollisionen mit Atomen des anderen Clusters.
4. Die Zielposition ist niht instabil, d.h.
(a) Zielplatz stabil: drei oder mehr besetzte nähste Nahbarplätze
⇒ Ea = ES,0 − Eb,i, oder
(b) Zielplatz bedingt stabil: genau zwei nähste Nahbaratome
⇒ Ea = (Eb,f − Eb,i) · fcs.
5. Berehne Rate q = ν0 exp(−βEa), und trage Prozess in Ratenliste ein.
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Es sei hier noh einmal darauf hingewiesen, dass im Fall (b) eines bedingt stabilen
Hops der endgültige Zielplatz des Sprunges an dieser Stelle noh niht feststeht.
Erst wenn ein Prozess dieser Art tatsählih ausgewählt wird, fällt die Entsheidung
über den endgültigen Zielplatz wie oben beshrieben. Dieses Vorgehen ist deswegen
möglih, da ein Grundprinzip der KMC-Methode darin besteht, dass die Prozess-
bzw. Ratenlisten jederzeit aktuell sind.
Zu Punkt (3) ist zu bemerken, dass in einer speziellen Abwandlung des Simula-
tionsverfahrens, bei welher die beiden Gitter in einer bestimmten Fehlorientierung
festgehalten werden (siehe Kapitel 4), ein Überlappen zweier Atome an der Korn-
grenze um bis zu 10% erlaubt wird. Auh wenn diese Situation wegen der i.a. sehr
hohen Aktivierungsenergie selten eintritt, so kann ein Atom durh den Hop an eine
solhe Position seine Energie dennoh herabsetzen, wenn die höhere Koordination
am Zielplatz die Überlapp-Energie (vgl. erneut Abb. 3.3) überkompensiert. Tatsäh-
lih hat sih gezeigt, dass ein generelles Überlapp-Verbot in manhen Fällen zu einer
sihtbar poröseren Grenzshiht führt. Beim Hybrid-Verfahren wird ein Überlappen
dagegen immer verhindert, da dabei derart groÿe Kräfte entstehen können, dass bei-
de Partikel für immer auseinandergetrieben werden. Auÿerdem haben die Partikel ja
sowieso die Freiheit, sih gegeneinander zu bewegen und dadurh die Koordination
der Grenzshiht zu verbessern.
Wie in einem MC-Shritt aus der Vielzahl der möglihen Prozesse einer ausge-
wählt wird und wie die ständige Aktualität der Ratenlisten erreiht wird, erklärt
das Kapitel 3.6. Das folgende Kapitel beshäftigt sih nun mit der zweiten Gruppe
von Elementarprozessen, den Hops zwishen den beiden getrennten Gittern unseres
Systems.
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3.4 Hüpfprozesse zwishen den Gittern
Mit externem Hop - sei im Folgenden das Überwehseln eines Atoms von einem
Cluster auf den anderen, d.h. das Wehseln des Gitters, bezeihnet. Grundsätzlih
werden diese Hüpfvorgänge genauso wie die internen Hops als Einzelprozesse mit-
tels kinetisher Monte-Carlo Simulation modelliert. Entsprehend existiert zu jeder
Zeit für jeden möglihen externen Prozess eine Rate, die seine Wahrsheinlihkeit
repräsentiert. Diese wird natürlih wie alle anderen Raten bisher auh nah dem
Arrhenius-Gesetz (3.6) aus einer Energiebarriere bzw. einer Aktivierungsenergie Eexta
berehnet.
Die Bestimmung von möglihen externen Hops und deren Aktivierungsenergien
ist verständliherweise komplizierter als im Fall eines einzigen, kohärenten Gitters.
Vor allem müssen dabei die in Frage kommenden Zielgitterplätze immer wieder neu
ermittelt werden, da eine eindeutige Nahbarshaft wie im regelmäÿigen Gitter niht
mehr existiert. Es gilt ebenso zu berüksihtigen, dass die reale Entfernung, die ein
Atom bei der Hüpfbewegung zurüklegt, niht mehr eine Längeneinheit beträgt.
Zunähst einmal muss festgelegt werden, in welhem räumlihen Umfeld des
Wehselkandidaten nah möglihen Zielplätzen gesuht werden soll. Unter der Vor-
gabe, dass die externen Hops niht wesentlih weitere Streken überwinden sollen als
ihre internen Pendants, ist folgende Vorshrift entstanden: Derjenige Gitterplatz des
Zielgitters, der dem aktuellen Ort des Hüpfkandidaten am nähsten liegt, ist der erste
Ziel-Kandidat. Die tehnishe Realisierung dessen beinhaltet eine Koordinatentrans-
formation vom Startgitter zu Laborkoordinaten, eine weitere von Laborkoordinaten
zu denen des Zielgitters und zuletzt die Abbildung dieser internen Koordinate auf
den nähstgelegenen regulären Gitterplatz. Alle 12 nähsten und 6 übernähsten
Nahbarn dieses Gitterplatzes sind ebenso Ziel-Kandidaten, so dass es für jeden
Gitterwehsel eines Atoms 1 + 12 + 6 = 19 möglihe Zielrihtungen zu untersuhen
gilt.
Genauso wie bei den gitterinternen Hops gibt es auh hier noh eine Reihe weite-
rer Kriterien dafür, dass ein bestimmter Hüpfvorgang erlaubt, d.h. in die Prozessliste
aufgenommen wird. Sind Hop-Atom und Zielplatz ausgesuht, muss im Einzelnen
noh folgendes erfüllt sein:
1. Das Atom ist an der Oberähe des Clusters (es hat mindestens einen freien
Nahbarplatz).
2. Start- und Zielgitterplatz sind mindestens 0.4LE voneinander entfernt.
3. Der Zielgitterplatz ist niht besetzt.
4. Die Zielposition ist stabil, d.h.
(a) es gibt drei oder mehr besetzte nähste Nahbarplätze, oder
(b) es gibt genau zwei Nahbaratome und der Beitrag des Startlusters zur
Bindungsenergie an diesem Platz beträgt mindestens E1b (Ahtung: Hüpf-
kandidat selbst darf niht mitberüksihtigt werden!).
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5. Es gibt keine starken Kollisionen mit Atomen des Ausgangs-Clusters.
Erklärungsbedürftig ist lediglih der Punkt (2): Wie später noh deutlih wird,
sinkt die Aktivierungsenergie annähernd quadratish mit sinkendem Hüpfabstand.
Da die Raten dann exponentiell ansteigen, würde das Erlauben kleinerer Hüpfweiten
dazu führen, dass Atome lange Zeit zwishen beiden Gittern hin- und heroszillie-
ren, bevor ein anderer Prozess ausgewählt wird. Damit würde viel Rehenzeit mit
Prozessen vershwendet werden, welhe am Zustand des Systems gar nihts ändern.
Zu Punkt (4) ist noh zu sagen, dass hier  im Gegensatz zum Vorgehen inner-
halb der Gitter  nur stabile Zielpositionen erlaubt werden. Erst nahdem all diese
Kriterien in der o.g. Reihenfolge überprüft worden sind, wird die Aktivierungsener-
gie für diesen speziellen Prozess berehnet. Wie dieses geshieht, wird im folgenden
Abshnitt beshrieben.
Zunähst möhte ih jedoh noh etwas genauer auf das immerwährende Pro-
blem der Rehenzeit eingehen. Die soeben beshriebene Überprüfung von möglihen
externen Prozessen ist nämlih eine der zeitkritishsten Operationen des gesamten
Simulationsalgorithmus, da sie mit Abstand am häugsten aufgerufen wird. Das
ist wie folgt einzusehen: Im Gegensatz zu den lusterinternen Prozessen müssen
alle externen Hop-Raten nah jeder Starrkörperdynamik-Integration neu berehnet
werden, da diese die relative Lage der beiden Gitter verändert. Dieses verändert
die Auswahl an möglihen Zielplätzen und auh die energetishen Lagen von Start-
und Zielplatz. Vershiedene Ansätze zum selektiven Update einzelner Raten haben
gezeigt, dass es im Mittel einer ganzen Simulation doh am ezientesten ist, die
Liste externer Prozesse immer komplett neu zu erstellen. Das bedeutet nun für eine
typishe Konguration aus Ausgangspartikeln der Radien R = 13:
2 ∗ 13 000 Atome ∗ 19 Rihtungen = 494 000 Aufrufe/Simulationsshritt
Es galt also, die fünf Einzelshritte von oben möglihst geshikt zu programmie-
ren und die Kriterien in einer Reihenfolge zu prüfen, die möglihst viel Rehenzeit
spart. Punkt (1) ist aus zweierlei Gründen eindeutig zuerst auszuführen: Er ist sehr
shnell überprüfbar, da jedes Atom jederzeit seine direkten Nahbarn kennt. Au-
ÿerdem werden hier bereits (bei zwei sphärishen Partikeln) mindestens 60% aller
Kombinationen abgelehnt, da sih dieses Kriterium auf den Hüpfkandidaten bezieht.
Kriterium (2) ist ebenfalls shnell zu testen, kann aber nur beim nähstgelegenen
der 13 Zielplätze eine frühe Ablehnung erwirken. Von den übrigen drei Kriterien, die
sih alle auf nur die Zielplätze beziehen, benötigt Punkt (3) wieder am wenigsten
Rehenzeit. Allerdings ist er auh sehr oft erfüllt. Genau anders verhält es sih mit
Kriterium (4): Die Überprüfung der Stabilität ist aufwendig, sortiert aber alle Plätze
aus, die niht an den anderen Cluster angrenzen, was zu 70-90% der Fall ist. Erst ab
Punkt (4b) ndet eine zeitintensive Berehnung von Lennard-Jones-Energien statt,
welhe dann auh für Kriterium (5) und für die Aktivierungsenergien selbst benötigt
werden.












E  = 0a
Abbildung 3.6: Energielandshaft für externe Hops nah dem parabolishen Ansatz, wel-
her einen quadratishen Anstieg der Bindungsenergie bei Auslenkung eines Atoms von
seinem regulären Gitterplatz annimmt; für einen hinreihend groÿen Abstand d zwishen
Start- und Zielplatz (a) ist die Sattelpunktsenergie durh den Parabelshnittpunkt festge-
legt, im Fall (b) liegt der Shnittpunkt aber auÿerhalb des Bereihs zwishen Start- und
Zielplatz, und deswegen wird hier Ea = 0 angenommen.
3.4.1 Parabelansatz und Sattelpunktsenergien
Genauso wie bei den (bedingt stabilen) Prozessen innerhalb der Gitter werden die
Raten der externen Prozesse hauptsählih von den Bindungsenergien am Startplatz
Eb,i und am Zielplatz Eb,f bestimmt. Diese setzen sih auh weiterhin aus jeweils
einem Bond-CountingBeitrag des eigenen und einem Lennard-JonesBeitrag des
anderen Gitters zusammen (siehe Gleihung (3.2) aus Abshnitt 3.3.2). Zusätzlih
muss jetzt aber noh berüksihtigt werden, dass der räumlihe Abstand der beiden
Gitterplätze niht mehr genau 1LE beträgt, sondern zwishen 0.4LE und a. 1.9LE
variiert.
Der hierbei verwendete parabolishe Ansatz geht davon aus, dass die Bindungs-
energie eines Atoms quadratish ansteigt, wenn es um die Länge x von seinem no-
minellen Gitterplatz (Bindungsenergie Eb,nom) ausgelenkt wird,
Eb(x) = Eb,nom + κx
2 .
Diese einfahste Form eines lokalen Minimums soll als Näherung für beide Bindungs-
plätze (Eb,nom = Eb,i/f ) gleihermaÿen gelten. Das Modellpotential verläuft also iso-
trop in alle Bewegungsrihtungen, was bestimmt niht immer den realen Verhält-
nissen entspriht. Der Dehnungsfaktor κ ist ein weiterer Modellparameter und wird
im späteren Verlauf gezielt ermittelt. In der Energielandshaft zwishen Start- und
Zielplatz werden die beiden Parabeln im Hüpfabstand d entsprehend ihrer energe-
tishen Lage angeordnet (Abbildung 3.6).
Die Sattelpunktsenergie ES ergibt sih nun prinzipiell aus dem Shnittpunkt der
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beiden Parabeln, und die Aktivierungsenergie beträgt wieder
Eexta = ES(Eb,i, Eb,f , d) − Eb,i .
Dieses gilt aber, wie die Abbildung 3.6 zeigt, nur dann, wenn d so groÿ ist, dass
sih die Parabeln zwishen den beiden Gitterplätzen shneiden (a) und niht auÿer-
halb dieses Bereihs (b). Für den hier gezeigten Fall Eb,i ≥ Eb,f soll bei (b) Ea = 0
gelten, so wie es auh bei den bedingt stabilen internen Hops geregelt ist. Im ande-
ren Fall Eb,i < Eb,f beträgt die kleinste Aktivierungsenergie Eb,f − Eb,i. Insgesamt
sind also drei Fälle zu untersheiden, und nah der analytishen Berehnung des
Shnittpunktes ergibt sih für die Aktivierungsenergie eines externen Prozesses
Eexta (∆E, d) =


0 , d ≤
√
|∆E|/κ ∧ ∆E ≤ 0










wobei zur Abkürzung ∆E = Eb,f − Eb,i deniert wurde. Hierbei ist noh zu beah-
ten, dass gemäÿ des Ausdruks (3.7) die Aktivierungsenergie niht einfah quadra-
tish mit dem Abstand d ansteigt, und ebenso wenig geht κ nur linear ein. Die hier
abgeleitete Vorshrift ist also niht mit dem parabolishen Ansatz für das Bindungs-
potential zu verwehseln.
3.4.2 Bestimmung des Parameters κ
Um den eben vorgestellten Ansatz für die Aktivierungsenergien bei Hüpfprozessen
zwishen den beiden Gittern zu vervollständigen, muss noh der bisher nur formal
eingeführte Parabelfaktor κ festgelegt werden. Hierbei besteht natürlih erneut die
Shwierigkeit, dass unser Modell so weit von der Realität abstrahiert ist, dass auh
hierfür keine experimentellen Daten zu nden sein werden. Zwei vernünftige Krite-
rien sind jedoh:
a) Externe und interne Raten sollen in einem ähnlihen Intervall liegen.
b) Beide Ansätze sollen sih niht widersprehen.
Aus (a) folgt wegen des exponentiellen Zusammenhangs insbesondere, dass die Ak-
tivierungsenergien in einem vergleihbaren Intervall liegen. Wäre dem niht so, dann
würde der Algorithmus entweder fast nur externe oder fast nur interne Prozesse aus-
wählen. Unter (b) ist zu verstehen, dass  zumindest für die häugsten Prozesse 
bei gegebenem Eb,i und Eb,f die externe Aktivierungsenergie dann mit der internen
übereinstimmen sollte, wenn d = 1 gilt.
Zur ersten Abshätzung des Parameters κ betrahten wir daher den niht sel-
tenen Fall des Hops eines Atoms zwishen benahbarten Bindungsplätzen auf einer
glatten {100}Oberähe. Da für diesen Prozess Eb,f = Eb,i ≃ −0.96 eV und d = 1
gelten, vereinfaht sih der Ausdruk (3.7) erheblih, und der Vergleih mit der
Vorshrift (3.4) für stabile interne Prozesse ergibt:




= ES,0 − (−0.96 eV) = 0.36 eV ⇔ κ = 1.44 eV
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Erste Testsimulationen zeigten dann shnell, dass dieses κ zu viele externe Hops
erzeugt, so dass die Systeme bei einer gewissen Halsbreite quasi einfroren, da so
gut wie keine internen Hops mehr ausgeführt wurden. Eine langsame Anhebung von
κ shwähte diesen Eekt zwar zunehmend ab, doh gleihzeitig wurde das Intervall
der externen Raten deutlih zu breit. Mit dem gegebenen Ansatz ist ansheinend
shon die Bedingung (a) niht erfüllbar. Daher führen wir noh eine zusätzlihe An-
hebung Eext0 > 0 aller externer Aktivierungsenergien ein, so dass sih (3.7) erweitert
zu:
Eexta (∆E, d) =


Eext0 , d ≤
√|∆E|/κ ∧ ∆E ≤ 0
Eext0 +∆E , d ≤
√










Nah diesem neuen Ausdruk hat allein der Parameter κ Einuss auf die Breite
des Spektrums der Aktivierungsenergien, während Eext0 und κ dessen Lage bestim-
men. Daher sollte zuerst der Dehnungsfaktor κ festgelegt werden.
Um die Wirkung der konkreten Parameterwahl genauer einsehen zu können ist
das Simulationsprogrammmit einer Histogramm-Funktion ausgestattet worden, wel-
he zu regelmäÿigen Zeitpunkten die internen sowie die externen Aktivierungsenergi-
en der aktuellen Prozessliste getrennt in 300 Teilintervalle von [0; 2.5 eV] einsortiert.
Die Gesamtzählraten N int(Ea,i) und N
ext(Ea,i) in den Energie-Bins um Ea,i wurden
dabei über jeweils 1000 Stihproben pro Simulation aufsummiert.
Diese Zählung ist mit einem ersten festen Eext0 = 0.15 eV für vershiedene Wer-
te von κ an mehreren Sintervorgängen zweier Kugeln mit den Radien R = 13 bei
T = 950K durhgeführt worden. Als Ausgangskonguration wurden jeweils fest ori-
entierte Partikel mit Σ = 1, Σ = 3, Σ = 5 und Σ = 7 verwendet (zur Erklärung siehe
Kapitel 5.3.1). Hier zeigte sih zunähst als erster Erfolg, dass kein Einfrieren mehr
zu beobahten war, d.h. alle Simulationen strebten bis zum Ende weiter einem sphä-
rishen Partikel zu. Das Verhältnis von externen zu internen Hops variierte bei den
Simulationen vor allem mit der Orientierung der Partikel und lag in etwa zwishen
1 : 100 (bei Σ = 1) und 2 : 1 (bei Σ = 7).
Die Abbildung 3.7 (links) zeigt die beiden Histogramme der internen und der ex-
ternen Aktivierungsenergien exemplarish bei einer Σ=7Orientierung und dem am
Ende zum Sieger erklärten κ = 1.5. Um in dieser Gegenüberstellung die Verteilung
der externen Energien besser erkennen zu können, sind die internen Zählraten um
den Faktor 10 verkleinert worden. Daran zeigt sih deutlih, in welhem Verhältnis
die Gesamtzahl von externen zu internen Prozessen in der Ratenliste steht. Aus
dem Vergleih der entsprehenden Auftragungen für alle untersuhten Parameter-
werte und Orientierungen der Partikel ist dasjenige κ = 1.5 für am besten erahtet
worden, bei welhem die Breite der internen und externen Verteilungen aller Simu-
lationen am besten übereinstimmten.
An dieser Stelle ist nun besonders zu beahten, dass wir uns eigentlih niht
für die häugsten Aktivierungsenergien in der Prozessliste, sondern für die Aktivie-
rungsenergien der am häugsten ausgeführten Prozesse interessieren. Da die Wahr-
sheinlihkeit eines Prozesses aber mit steigender Aktivierungsenergie Ea nah dem
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Arrhenius-Gesetz (3.6) exponentiell sinkt, ist es vernünftig, alle Zählraten mit dem
Boltzmannfaktor zu wihten. Dementsprehend ist im rehten Teil der Abbildung
3.7 die Gröÿe N(Ea)e
−βEa
mit β = 1/kBT über Ea aufgetragen. Daraus wird er-
sihtlih, dass die Dynamik des Systems maÿgeblih von Prozessen getragen wird,
welhe Aktivierungsenergien im Bereih zwishen 0 und ≈ 0.8 eV haben. Diese gehen
aber in der ungewihteten Auftragung unter der Dominanz der groÿen Maxima bei
höheren Ea unter. In der gewihteten Auftragung kehrt sih damit für das gezeigte
System auh die relative Bedeutung von externen zu internen Prozessen um, und
das erklärt das weiter oben erwähnte ungewöhnlih hohe Verhältnis von 2 : 1.
































Abbildung 3.7: Histogramme der Aktivierungsenergien für interne und externe Hops,
jeweils aufsummiert über eine komplette Simulation bis zur Kugelform bei einer Σ=7
Korngrenze; der Radius der Primärpartikel betrug R = 13, die Temperatur T = 950K und
die externen Modellparameter waren als Eext0 = 0.15 eV und κ = 1.5 eV gewählt. Links
sind die internen Zählraten zur besseren Vergleihbarkeit um den Faktor 10 verkleinert
worden, und in der rehten Abbildung sind alle Zählungen mit dem Boltzmannfaktor e−β Ea
gewihtet, um die Häugkeit der entsprehenden Prozesse zu sehen.
3.4.3 Optimierung des Parameters Eext
0
Eine erneute erste Abshätzung der bisher nur geratenen Energieanhebung Eext0
anhand des Hüpfprozesses zum nähsten Nahbarplatz auf einer ebenen Oberähe
führt jetzt zu keinem sinnvollen Ergebnis mehr, da die Bedingung







die negative Lösung Eext0 = −0.015 eV hat.
Als nähstes soll untersuht werden, ob der neu eingeführte Parameter Eext0 uns
auh noh dazu befähigt, die anfangs als (b) bezeihnete Bedingung der annähernden
Gleihheit von internen und externen Raten mit d = 1 bei häugen Prozessen zu
gewährleisten. Wie jedoh shon die Abbildung 3.7 zeigt, gibt es bei jeder Simulation
mehrere vershiedene Prozesse mit herausragender Häugkeit.
Auÿerdem ist die Form der Häugkeitsverteilung auh bei kohärenten Gittern
(Σ = 1) für interne und externe Prozesse sehr vershieden, so dass es aussihtslos
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ist, eine grundsätzlihe Dekungsgleihheit von Maxima erzielen zu wollen. An dieser
Stelle müssen wir also die Forderung revidieren und kehren zu deren allgemeineren
Formulierung als Widerspruhsfreiheit zurük. Diese fassen wir nun pragmatisher
auf und verlangen, dass die folgenden zwei Simulationsverfahren ein möglihst iden-
tishes Ergebnis liefern sollen:
I) Versintern zweier Kugeln auf vershiedenen Gittern, die jedoh völlig dekungs-
gleih sind (Σ = 1 und keine Vershiebung)
II) Versintern zweier Kugeln auf einem Gitter (nur interne Prozesse)
In den Simulationen des Typs (I) ist also seit Beginn noh eine rein imaginäre
Korngrenze dadurh gegeben, dass sih die Atome zur Hälfte auf dem einen bzw. auf
dem anderen Gitter benden, obwohl das von auÿen betrahtet keinen Untershied
maht. Ein Gitterwehsel eines einzelnen Atoms im Inneren des Systems ist natür-
lih aufgrund der Kompaktheit der Ausgangspartikel und der Regeln für die Wahl
mögliher Zielplätze kaum zu erwarten. Im Prinzip besteht aber die Möglihkeit ei-
ner stetigen Verformung bzw. des (von dem Auÿenrand des Halses angestifteten)
Wanderns der Gittergrenze durh das System, und auh beides wird mehr oder
weniger stark beobahtet werden (Abshnitt 6.1.3).
Genauer wünshen wir uns nun die gleihe zeitlihe Entwiklung der Systeme,
und die Messung dieser Entwiklung erfolgt hier anhand des Gyrationsradius (sie-
he Kapitel 3.7.3). Drei Testsimulationen mit Eext0 = 0.1 eV, 0.2 eV und 0.3 eV zeig-
ten keine signikante Auswirkung der Parameterwahl (Abbildung 3.8 links), wobei
die Kurve für Eext0 = 0.2 eV der Referenzkurve etwas näher kommt. Das Verhältnis
von externen zu internen Hops betrug ≈ 1 : 230 bei Eext0 = 0.2 eV und ≈ 1 : 760 bei
Eext0 = 0.3 eV.
Grundsätzlih kann dieser Untersuhung entnommen werden, dass das harak-
teristishe Verhalten des Referenzsystems (II) in dem Zwei-Gitter-Modell zufrie-
denstellend wiedergegeben wird. Eine Dekungsgleihheit der Kurven ist shon aus
folgendem Grund niht zu erwarten: Die Ausgangskonguration dieser Simulations-
reihe ist niht geometrish exakt konstruiert worden, sondern bereits das Ergebnis
einer vorausgegangenen Hybrid-Simulation, bei welher erst die Partikeldynamik zur
annähernd kohärenten Ausrihtung beider Gitter geführt hat. Eine etwaige kleine
Abweihung der exakten Positionen der Gitterplätze ist in den Simulationen des
Typs (I) dauerhaft erhalten geblieben (Erklärungen siehe Kapitel 4). Aus diesem
Grund ist die direkte Gegenüberstellung des Verlaufes des Gyrationsradius bei (I)
und (II) mit 14 anderen Ausgangskongurationen wiederholt worden, wobei jetzt
Eext0 = 0.2 eV festgehalten worden ist. Dabei zeigte sih dann im Mittel eine sehr
gute Übereinstimmung beider Verfahren.
Wir können also auh unsere Forderung (b) als hinreihend erfüllt ansehen und
haben trotzdem noh eine (zumindest kleine) Wahlfreiheit für Eext0 . Diese wollen wir
noh dazu nutzen, die Simulationseigenshaften weiter zu verbessern und wenden uns
noh einmal den Systemen zu, an denen wir auh shon den Parameter κ abgeglihen
haben. Hier waren die Kongurationen mit der Korngrenze vom Typ Σ = 7 als noh
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0.10 eV →  1:70 (ext:int)
0.20 eV →  1:230
0.30 eV →  1:760 }Σ ≈1

















 = 0.2 eV)
0.15 eV →  2:1 (ext:int)
0.20 eV →  1:1
0.25 eV →  1:2
0.30 eV →  1:4 }Σ=7
Abbildung 3.8: zeitlihe Entwiklung des Gyrationsradius für zwei sinternde Kugeln mit
Radius R = 13 in Abhängigkeit der Wahl des Parameters Eext0 ; links ist der Fall einer (nä-
herungsweise) kohärenten Überdekung der beiden Gitter gezeigt, wobei die mit Kreuzen
markierte Kurve das Referenzsystem mit tatsählih nur einem Gitter darstellt. Rehts ist
der Fall einer Σ=7Orientierung abgebildet, wobei zum Vergleih als Σ= 1.. noh die
grüne Kurve der linken Abbildung eingefügt wurde.
etwas problematish aufgefallen, was auh durh das ungewöhnlih hohe Verhältnis
von 2 : 1 externen zu internen Prozessen zum Ausdruk gekommen ist. Dieses ist
natürlih lediglih das Endergebnis der gesamten Simulation, denn zu Beginn gibt es
nur einen sehr dünnen Hals und somit sehr wenig externe Prozesse. Zum Ende hin
zeigte sih dann aber zunehmend der alte Eekt immer häugerer Gitterwehsel.
Eext0 sollte demnah noh vergröÿert werden. Dabei legen wir uns aber auf ei-
ne Obergrenze von 0.3 eV fest, um niht die κ-Kalibrierung wieder in Frage stellen
zu müssen. Auÿerdem ist die Veträglihkeit in diesem Bereih für ein Σ=1System
ja bereits nahgeprüft worden. Es sind daher noh einmal Simulationen des Σ=7
Systems unter Variation von Eext0 zwishen 0.15 eV und 0.3 eV durhgeführt worden
(Abbildung 3.8 rehts). Auh dort ist keine signikante Abhängigkeit des Kurven-
verlaufs von dem Wert des Parameters zu erkennen, wohl aber eine Änderung des in
der Legende angegebenen Hop-Verhältnisses extern : intern. Der direkte Vergleih
der Kurven mit einer Kurve für Σ = 1 zeigt hingegen harakteristishe Untershiede,
welhe in Kapitel 6 noh genau untersuht werden.
Hier ziehen wir jetzt das Fazit, dass der Parameter Eext0 in zwei sehr untershied-
lihen Typen der Gitterausrihtung innerhalb des als sinnvoll erahteten Wertebe-
reihs [0.15 eV, 0.3 eV] keine signikante Auswirkung auf die Simulationsergebnisse
hat. Dass ein Wert von mindestens 0.15 eV notwendig ist, hatte die κKalibrierung
deutlih gezeigt. Wir legen shlieÿlih Eext0 = 0.2 eV als endgültigen Wert fest, da
dieser an einem Σ=1System die beste und auh bei 14 weiteren Systemen eine gute
Konsistenz mit dem Modell der internen Diusionsprozesse ergeben hat.
48 3.5 Starrkörperdynamik der Cluster
3.5 Starrkörperdynamik der Cluster
Dieses Kapitel beshäftigt sih nun mit der entsheidenden Erweiterung des Simu-
lationsmodells, welhe die Untersuhung einer Korngrenze zwishen zwei Partikeln
ermögliht: Die Dynamik der Cluster. Da hierbei  im Gegensatz zu diskreten Hops
zwishen den Gitterplätzen  kontinuierlihe Bewegungen im Raum beshrieben wer-
den, kann die verwendete Simulationstehnik auh als Starrkörperdynamik bzw. Ri-
gid Body Dynamis (RBD) bezeihnet werden.
Bereits in den vorangegangenen Kapiteln ist deutlih gemaht worden, dass unser
Modellsystem aus zwei völlig unabhängigen, unendlih ausgedehnten Translations-
gittern besteht, die sih gegenseitig durhdringen. Diese beiden Gitter sind identish,
es sind beides f-Gitter mit derselben Gitterkonstanten. Allerdings ist die Lage bei-
der Gitter im Raum beliebig und zeitlih veränderlih. Alle Atome auf einem Gitter
bilden zusammen ein Partikel bzw. Cluster. Die globale Bewegung der Cluster im
Raum wird nun durh die Bewegung der entsprehenden Gitter modelliert.
Für die Momente der Simulation, in denen die RBD-Integration durhgeführt
wird, nehmen wir unsere Cluster als starre Körper an, die jeweils 3 Freiheitsgrade
der Translation und der Rotation besitzen. Letzere bedürfen grundsätzlih shon
einer besonderen Beahtung, und aufgrund der Tatsahe, dass die Partikel im späte-
ren Verlauf einer Simulation meistens stark unsymmetrish werden, berüksihtigen
wir auh die zeitlihe Entwiklung des Trägheitstensor der Körper in konsequenter
Weise. Der Erfahrung nah ist auh gerade die numerishe Behandlung von Rotati-
onsbewegungen stark von einer Drift durh Rehenungenauigkeiten betroen. Aus
diesen Gründen ist es sehr wihtig, eine gute Wahl für die numerishe Rerpräsen-
tation der Eigenshaft Drehung zu nden, und die gängigen Modelle dazu werden
im Folgenden vorgestellt.
3.5.1 Mathematishe Beshreibung räumliher Drehungen
Es viele Möglihkeiten, eine Drehung im Raum mathematish darzustellen [84℄. Alle
Ansätze gehen von der Vorstellung aus, dass der betrahtete (starre) Körper fest
mit einem eigenen kartesishen Koordinatensystem verbunden ist. Alle Gröÿen in
diesem Körpersystem K′ werden im Folgenden mit gestrihenen Symbolen (z. B. Ort
r′) bezeihnet. Die Beshreibung der Kinematik des starren Körpers wird auÿerdem
deutlih vereinfaht, wenn sein Shwerpunkt im Ursprung von K′ liegt.
Die Orientierung des starren Körpers in unserem raumfesten (ebenfalls kartesishen)
Laborsystem K wird nun durh eine Koordinatentransformation von Ortsvektoren
aus K′ nah K beshrieben. Auh hierbei wird der Einfahheit halber zunähst
angenommen, dass die Ursprünge beider Systeme zusammenfallen.
Drehmatrizen
Eine wihtige Klasse von Verknüpfungen zwishen zwei Vektoren ist die lineare
Transformation
r = A r′, (3.9)
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wobei in unserem Fall der dreidimensionalen Ortsvektoren r bzw. r′ die allgemeine
Linearität durh die 3× 3Matrix
A =






mit den reellen Matrixelementen aij gegeben ist. Da wir die Transformation auf die
Koordinaten des Vektors im körperfesten System K′ anwenden (in dieser Sihtweise
bleibt der Ortsvektor an sih unverändert) beshreibt die Matrix A eine Eigenshaft
des starren Körpers.
Wir wissen nun aber, dass die Rotation zwishen den beiden Koordinatensystemen
lediglih 3 Freiheitsgrade besitzt, und deswegen können die 9 Elemente aij niht alle
voneinander unabhängig sein. Vielmehr müssen die Matrixlemente gewissen Zwangs-
bedingungen unterliegen, welhe siherstellen, dass unsere Transformation die Norm
erhält, d.h. stets |r| = |r′| gilt. Dieses ist äquivalent zu der Forderung, dass bei-
de Koordinatensysteme orthonormal sind. Mit r = (r1, r2, r3) bzw. r





lautet unsere Transformation (3.9)
ri = aij r
′
j, i = 1, 2, 3 , (3.11)
wobei hier, sowie auh im Folgenden, die Einsteinshe Summenkonvention voraus-
gesetzt, d.h. grundsätzlih über mehrfah auftretende Indizes (hier j = 1, 2, 3) sum-
miert wird. Somit lässt sih unsere Forderung an das Betragsquadrat von r wie folgt
shreiben:









Diese Bedingung ist oensihtlih genau dann erfüllt, wenn
aij aik =
{
1 fu¨r j = k
0 fu¨r j 6= k ,
was sih mit dem Kroneker-Symbol kurz als
aij aik = δjk, j, k = 1, 2, 3 (3.13)
shreiben lässt. Diese 6 (!) Gleihungen sind unsere Orthogonalitätsbedingung, und
diese reduzieren die Anzahl an Freiheitsgraden wie gefordert auf 9 − 6 = 3.
Shlieÿlih nennen wir eine Matrix A, die die Bedingung (3.13) erfüllt eine Dreh-
matrix oder Rotationsmatrix, und die entsprehende orthogonale Transformation
(3.9) eine Drehung bzw. Rotation.












was sih formal wieder als eine einzige Rotation
r = A r′′






ausdrüken lässt, da diese als Produkt zweier orthogonaler Matrizen ebenfalls or-











was bedeutet, dass die Reihenfolge zweier naheinander ausgeführter Drehungen eine















Die Umkehrung der Transformation (3.9), also diejenige, welhe Koordinaten
vom Laborsystem zurük in das Körpersystem überführt, lautet
r′ = A−1 r. (3.16)
Hierbei ist A−1 die zu A inverse Matrix, welhe über
A A−1 = A−1 A = 1 (3.17)
deniert ist, wobei auf der rehten Seite die Einheitsmatrix steht. Von rehenteh-
nishem Interesse ist dabei noh die Tatsahe, dass für orthogonale Matrizen die
inverse Matrix gleih der transponierten Matrix ist,
A−1 = AT , (3.18)
welhe aus A einfah durh Vertaushen von Zeilen und Spalten zu erhalten ist.
Rotation von Tensoren
Wir haben im vorausgegangenen Abshnitt besprohen, wie man prinzipiell mit Hilfe
einer Rotationsmatrix A und ihrer Transponierten die Koordinaten eines Vektors
zwishen zwei gegeneinander gedrehten Bezugssystemen transformieren kann. Im
streng mathematishen Sinn bleibt dabei der Vektor selbst, der ja eine physikalishe
Gröÿe beshreibt und daher niht von der Wahl des Bezugssystems abhängen darf,
unverändert. Unser dualistishes Modell, in welhem wir die Nanopartikel derzei-
tig als rotierende starre Körper ansehen, bringt noh eine komplexere physikalishe
Gröÿe ins Spiel, das Trägheitsmoment. Die Partikel weihen im Verlauf der Simu-
lationen aufgrund der Diusion zwishenzeitlih deutlih von der ursprünglihen
Rotationssymmetrie ab, weswegen deren Trägheitstensoren ständig aktualisiert und
bei der Dynamik berüksihtigt werden. Zweifellos ist es am praktikabelsten, den
Trägheitstensor I ′ jedes Partikels zunähst in dessen körperfestem System zu be-
stimmen (siehe Abshnitt 3.5.4). Die globale Partikeldynamik aufgrund der äuÿeren
Kräfte zwishen ihnen erfordert dann jedoh eine Transformation der Tensoren in
das Laborsystem.
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Dazu fassen wir den Tensor zunähst als einen Operator auf, der auf einen Vek-
tor im körperfesten System wirkt und einen neuen Vektor erzeugt. Lassen wir den
Trägheitstensor z.B. auf die momentane Winkelgeshwindigkeit des Partikels wirken,
so erhalten wir den Drehimpuls
L′ = I ′ ω′, (3.19)
wohlgemerkt alle Gröÿen gemessen im körperfesten System K′. Wenn wir die Kom-
ponenten des Drehimpulses nun mit der Drehmatrix A in das Laborsystem trans-
formieren, wird daraus
A L′ = AI ′ ω′, (3.20)
wo wir auf der rehten Seite zwishen Trägheitstensor und Winkelgeshwindigkeit
als identishe Abbildung noh die Einheitsmatrix, für welhe nah (3.17) und (3.18)
auh 1 = AT A gilt, einfügen:
A L′ = AI ′ AT A ω′. (3.21)
Jetzt erinnern wir uns an die Assoziativität (3.15) der Matrixmultiplikation und
interpretieren den Ausdruk (3.21) als Anwendung des Operators
I = A I ′ AT (3.22)
auf die Labor-Winkelgeshwindigkeit ω = Aω′ unseres Partikels, um shlieÿlih den
Drehimpuls L = AL′ gemessen im Laborsystem zu erhalten, also
L = I ω. (3.23)
Damit ist (3.22) die gesuhte Transformation der Darstellung eines Tensors zweiter
Stufe zwishen zwei gegeneinander gedrehten Bezugssystemen.
Die numerishe Repräsentation einer Rotation mittels einer Drehmatrix hat für die
Koordinatentransformation zwishen vershiedenen Bezugssystemen den enormen
Vorteil, dass als Rehenoperationen nur Multiplikationen und Additionen auftreten,
welhe in modernen Computern höhst ezient implementiert sind [85℄. Aus die-
sem Grund verwende ih diese auh an den entsprehenden Stellen im Simulations-
programm (siehe Abshnitt 3.5.2). Es gibt aber auh einen gravierenden Nahteil:
Wegen der kontinuierlihen Bewegungen, die die simulierten Partikel vollführen, sind
die Drehmatrizen zeitabhängig, d.h. A = A(t) und daher aij = aij(t). Die unver-
meidbare numerishe Drift bei der Integration der noh aufzustellenden Bewegungs-
gleihungen für die Partikel würde sih in jedem Zeitshritt auf alle 9 Matrixelemente
auswirken. Viele Simulationen haben gezeigt [86℄, dass selbst bei sehr stabilen Inte-
grationsverfahren wie dem Veloity-Verlet-Algorithmus, Drehmatrizen mit der Zeit
ihre Orthogonalität verlieren und damit keine korrekte Koordinatentransformation
mehr erlauben.
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Eulershe Winkel
Der groÿe Nahteil der orthogonalen Rotationsmatrix zur Beshreibung der Orientie-
rung eines rotierenden Körpers lässt sih im Sinne der Lagrangeshen Formulierung
der Mehanik wie folgt ausdrüken: Die Orientierung im Raum kann gemäÿ der drei
Rotationsfreiheitsgrade durh genau drei generalisierte Koordinaten dargestellt wer-
den, so dass die Rotationsmatrix mit ihren 9 Elementen 6 redundante Koordinaten
besitzt. Eine weitere, bisher unerwähnte, Einshränkung an eine Drehmatrix besteht
darin, dass orthogonale Matrizen grundsätzlih die Determinanten (Eigenwerte) +1
und −1 annehmen können, was im zweiten Fall jedoh keine physikalishe Drehung
beshreibt, da die Transformation mit detA = −1 immer zusätzlih eine Inversion
der Koordinatenahsen beinhaltet.
Aus der groÿen Zahl an Möglihkeiten, drei generalisierte Parameter der Rotation
zu wählen, sind die Eulershen Winkel die gebräuhlihsten. Diese beshreiben die
relative Orientierung eines Systems gegenüber eines anderen mittels drei naheinan-
der auszuführenden Rotationen um die Drehwinkel φ, θ und ψ. Natürlih müssen zur
Gewährleistung der Eindeutigkeit der Beshreibung einerseits die jeweiligen Dreh-
ahsen und wegen der Niht-Kommutativität der Rotation auh die Reihenfolge
der Einzeldrehungen festgelegt werden. In Wissenshaft und Tehnik sind drei ver-
shiedene Konventionen besonders geläug, von denen ih exemplarish die in der
Molekül- und Festkörperphysik etablierte sog. x-Konvention vorstelle.
Zuerst erfolgt eine Drehung des Ausgangssystems xyz um den Winkel φ im
Rehtssinn um die z-Ahse, wodurh das erste intermediäre Ahsensystem ξηz
entsteht. Im zweiten Shritt werden die Ahsen η und z um den Winkel θ um die ξ-
Ahse rotiert, woraus als zweites intermediäres System die Ahsen ξη′z′ resultieren.
Die letzte Drehung erfolgt mit dem Winkel ψ um die z′-Ahse, wodurh ξ in x′ und
η′ in y′ überführt werden. Die resultierenden Ahsen x′y′z′ bilden shlieÿlih unser
transformiertes Koordinatensystem K′.
Für die Koordinatentransformation zwishen den beiden Bezugssystemen sind
wir weiterhin auf eine Rotationsmatrix angewiesen, deren Matrixelemente jetzt aber
nur noh von den drei Eulershen Winkeln abhängen. Die gesuhte Matrix gewinnen
wir nah den Überlegungen des vorausgegangenen Abshnitts aus dem Produkt
A = B C D ,
wobei sih die oben beshriebenen Einzeldrehungen nah einfahen geometrishen
Betrahtungen (z.B. nahzulesen in [84℄) wie folgt darstellen:
D =

 cosφ sinφ 0− sinφ cosφ 0
0 0 1

 , C =

 1 0 00 cos θ sin θ
0 − sin θ cos θ

 , B =





Die Produktmatrix ist somit
A =

 cosψ cosφ− cos θ sinφ sinψ cosψ sinφ+ cos θ cosφ sinψ sinψ sin θ− sinψ cosφ− cos θ sinφ cosψ − sinψ sinφ+ cos θ cosφ cosψ cosψ sin θ
sin θ sinφ − sin θ cosφ cos θ

 . (3.24)
Die Drehmatrix erfüllt in dieser generalisierten Parametrisierung unser Ziel der Ve-
träglihkeit mit der Lagrange-Mehanik, da sie keine Redundanz mehr aufweist. Auf
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der anderen Seite ist die Festlegung der Einzeldrehahsen völlig willkürlih, und es
gibt keine natürlihe Verknüpfung zwishen den Parametern, die eine einfahe Ver-
kettung von Rotationen ausdrükt. Auh kann eine als Gimbal Lok bezeihnete
Singularität entstehen, wenn θ Null wird. Dann ist nämlih die letzte Drehahse
z′ = z gleih der ersten und ein Freiheitsgrad der Drehung verlorengegangen. Und
niht zuletzt ist die numerishe Auswertung der Matrix (3.24) aufgrund des in-
tensiven Gebrauhs trigonometrisher Funktionen für unsere Simulationen viel zu
aufwendig.
Wir werden daher eine dritte Variante zur Darstellung der räumlihen Orien-
tierung der Partikel verwenden, welhe im übernähsten Abshnitt dieses Kapitels
eingeführt wird. Für dessen Verständnis ist jedoh zunähst noh das im Folgenden
vorgestellte Theorem besonders wihtig.
Das Eulershe Theorem
Ein im Jahre 1752 von Leonhard Euler aufgestelltes Theorem lautet:
Die allgemeine Bewegung eines starren Körpers, von dem ein Punkt fest-
gehalten wird, ist eine Drehung um eine Ahse.
Da sih alle Punkte des Körpers, die niht auf der Drehahse liegen, mitdrehen,
muss insbesondere auh der festgehaltene Punkt auf dieser Ahse liegen. Wenn wir 
wie shon weiter oben vereinbart  den als Shwerpunkt des Körpers identizierten
Fixpunkt in den Koordinatenursprung legen, kann die Orientierung der Drehahse
z.B. mittels zweier Polwinkel θ und φ und der Drehwinkel durh ψ angeben werden,
so dass das Tripel (φ, θ, ψ) eine weitere, niht-redundante Parametrisierung der all-
gemeinen Rotation darstellt. Diese hat gegenüber den Eulershen Winkeln shon den
Vorteil, dass z.B. eine doppelte Ausführung einer bestimmten Drehung einfah durh
Verwendung des Parameters 2ψ dargestellt werden kann. Die verbliebene Beliebig-
keit bei der Festlegung der Polwinkel lässt sih dadurh umgehen, dass die Rihtung
der Drehahse durh den Vektor u = (u1, u2, u3) angegeben wird. Die Redundanz
in dieser Darstellung mit den vier als Euler-Parameter bezeihneten Koordinaten
(u1, u2, u3, ψ) liegt darin begründet, dass der Betrag von u keine Bedeutung hat.
In dieser Parametrisierung lautet die Darstellung der Rotationsmatrix nah [87℄
A(u, ψ) = 1 + u sinψ + u u (1− cosψ)
mit der shiefsymmetrishen 3× 3 − Matrix
u =





wobei hier jetzt wihtig ist, dass |u| = 1 gilt.
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Quaternionen
Im Jahr 1843 entwikelte Sir William Rowan Hamilton die Idee der Quaternionen
als Verallgemeinerung der komplexen Zahlen, wobei er forderte, dass die eine (!)
Multiplikation zwishen den Elementen die drei Verknüpfungen zwishen Vekto-
ren bzw. Matrizen konservieren soll, die wir heute Skalarprodukt, Kreuzprodukt
und Determinante nennen [88℄. Wenn wir die durh Quaternionen zu beshreibende
Rotation eines Vektors r symbolish mit Rot(r) bezeihnen, lauten die Bedingungen
im Einzelnen
Rot(r1) · Rot(r2) = r1 · r2
Rot(r1)× Rot(r2) = Rot(r1 × r2)
det(Rot(r1),Rot(r2),Rot(r3)) = det(r1, r2, r3)
(3.25)
Diese entsprehen unseren Forderungen nah Erhaltung von Längen (3.25.1), Ortho-
gonalität (3.25.2) und dem Verbot einer Inversion (3.25.3) aus dem ersten Abshnitt
dieses Kapitels. Es ist leiht zu verizieren, dass die Rotationsmatrizen, d.h. ortho-
gonale Matrizen A mit det(A) = +1, die Bedingungen (3.25) erfüllen.
Es kann weiter gezeigt werden [89℄, dass auh für Systeme aus genau zwei, vier
und aht Komponenten eine einzige Multiplikation deniert werden kann, welhe
die Bedingungen (3.25) erfüllt. Da wir drei Rotationsfreiheitsgrade bei minimaler
Redundanz unterbringen wollen, interessieren wir uns für die vierkomponentige Dar-
stellung und nennen sie Quaternion.
Wir gruppieren die vier Komponenten des Quaternions q in einen Skalar s und
einen 3-komponentigen Vektor v als Imaginärteil:
q = [s, v] = [s, vx, vy, vz] (3.26)
Die Addition denieren wir als
q1 + q2 = [s1 + s2 , v1 + v2], (3.27)
und für die gesuhte Multiplikation vereinbaren wir nah [90℄
q1 q2 = [s1s2 − v1 · v2 , s1v2 + s2v1 + v1 × v2]. (3.28)
Der Zusammenhang zu komplexen Zahlen wird klar, wenn man beahtet, dass ein
Quaternion auh als s + ivx + jvy + kvz geshrieben werden kann, wenn für die
imaginären Einheiten i2 = j2 = k2 = ijk = −1 gilt.
Die Kodierung unserer beabsihtigten Rotation beruht auf der Darstellung mit-
tels Drehahse u und Drehwinkel ψ aus dem vorangegangenen Abshnitt, und das
entsprehende Quaternion lautet nah [91℄
q(u, ψ) = [cos(ψ/2) , sin(ψ/2)u]. (3.29)
Wir fordern noh, dass u normiert ist und nennen wegen
|q|2 = s2 + v2x + v2y + v2z = 1 (3.30)
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q Einheitsquaternion. Unter dieser Vereinbarung lautet das inverse Element anshau-
liher Weise
q−1 = [s , −v], (3.31)
denn [s , v] [s , −v] = [1 , 0] ist das neutrale Element der Multiplikation.
Jetzt fehlt noh die Rotationsvorshrift für einen Vektor r. Dafür shreiben wir
diesen als das Quaternion r = [0 , r], und dann erhalten wir den rotierten Vektor
r′ in Form des Quaternions
r′ = [0 , r′] = q r q−1. (3.32)
Hieraus folgt direkt, dass r′1 r
′
2 = (r1 r2)
′
, was impliziert, dass unsere ursprünglihe
Forderung (3.25) nah Konservierung von Skalar- und Kreuzprodukt tatsählih er-
füllt ist. Man beahte auh die formale Äquivalenz zur Tensortransformation (3.22).
Eine weitere Konsequenz aus (3.32) ist, dass die Verkettung zweier Rotationen wie-
der durh das Produktquaternion erreiht wird:
r′′ = q2 r




2 = (q2 q1) r (q2 q1)
−1. (3.33)
Die Quaternionen sind die ideale Wahl zur Repräsentation der Rotation, da sie
nur einen redundanten Parameter besitzen, ohne Konventionen auskommen, mul-
tiplizierbar sind, keine Singularitäten aufweisen und fast ausshliesslih elementare
Rehenoperationen auftreten. Die Stärke dieser Darstellung wird sih im Kapitel
3.5.5 bei der Entwiklung des Integrationsverfahrens noh bestätigen. Eine weitere
Besonderheit soll aber shon hier erwähnt werden: Die unvermeidbare numerishe
Drift bei der Integration wird sih  wenn auh gering  ebenfalls auf die Quaternion-
Parameter auswirken, wodurh sie langsam ihre Normierung verlieren. Da aber jedes
Einheitsquaternion eine Rotation beshreibt ist es möglih, ein leiht abgedriftetes
Quaternion einfah neu zu Normieren, womit die Drift wieder behoben ist.
Trotz der überwältigenden Vorteile wollen wir aus Zeitgründen bei der Koordinaten-
transformation wieder eine Drehmatrix verwenden, die sih wie folgt aus dem Qua-
ternion [s, x, y, z] ergibt:
A =

 1− 2y2 − 2z2 2xy − 2sz 2xz + 2sy2xy + 2sz 1− 2x2 − 2z2 2yz − 2sx
2xz − 2sy 2yz + 2sx 1− 2x2 − 2y2

 . (3.34)
Shlieÿlih benötigen wir noh die Parametrisierung eines Quaternions nah Euler-
Winkeln [92℄
qEuler(φ, θ, ψ) = [ cosψ cos θ cosφ+ sinψ sin θ sinφ ,
cosψ cos θ sinφ− sinψ sin θ cosφ ,
cosψ sin θ cosφ+ sinψ cos θ sinφ ,
sinψ cos θ cosφ− cosψ sin θ sinφ ] .
(3.35)
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3.5.2 Koordinatensysteme und -transformation
Zur Modellierung der Dynamik besitzt jeder Cluster sein eigenes Koordinatensystem,
das wie in Kapitel 3.2 beshrieben, fest mit den kristallographishen Ahsen des Git-
ters verbunden ist. Unser Laborsystem ist natürlih ebenfalls ein ortsfestes, reht-
winkliges Koordinatensystem. Zur Einbettung in dieses besitzt jeder Cluster vier
Zustandsvariablen, welhe seine derzeitige Lage im Raum und deren zeitlihe Ver-
änderung harakterisieren (Abbildung 3.9).
Abbildung 3.9: Einbettung der Partikel in das ungestrihene Laborsystem anhand von je-
weils vier Zustandsvariablen; der Ort L und die DrehmatrixM denieren die Koordinaten-
transformation zwishen Partikel und Laborsystem, und die Shwerpunktsgeshwindig-
keit v und die Winkelgeshwindigkeit ω harakterisieren den dynamishen Zustand eines
Partikels.
Im Einzelnen beshreibt der Vektor Li(t) die Position des Ursprunges vom Koor-
dinatensystem des Clusters i. Dazu ist folgendes zu bemerken: Dieser Nullpunkt
fällt i.a. niht mit dem Shwerpunkt Ci(t) des Partikels zusammen. Dieses gilt zwar
näherungsweise für den Beginn jeder Simulation, da die Mittelpunkte der kugel-
förmigen Partikel in die jeweiligen Koordinatenursprünge gelegt werden. Durh die
Diusion der Atome wird sih der Shwerpunkt mit der Zeit dann jedoh gegenüber
dem Koordinatenursprung vershieben.
Die zweite Zustandsvariable eines Clusters ist die momentane Translationsge-
shwindigkeit vi(t). Der Wahl unserer Zustandsvariablen liegt das zentrale meha-
nishe Prinzip der völligen Trennbarkeit der allgemeinen Bewegung eines starren
Körpers in einen Translations- und einen Rotationsanteil zugrunde. Dabei rotiert
der Körper nah den Überlegungen aus Kapitel 3.5.1 um eine Ahse, die durh
den Shwerpunkt verläuft. Somit bleibt die Position des Shwerpunktes durh die
Rotation unverändert, weswegen vi(t) die Shwerpunktsgeshwindigkeit des Partikels






Um die Konsistenz der Beshreibung zu wahren, wird es für unsere Simulationen
also von groÿer Wihtigkeit sein, jederzeit die Lage der Shwerpunkte C ′i(t) beider
Cluster in ihrem körperfesten Bezugsystem zu kennen.
Die anderen beiden Zustandsvariablen beziehen sih auf die Rotationsfreiheits-
grade der Partikel, wobei wir die derzeitige Orientierung gemäÿ Kapitel (3.5.1) durh
die Drehmatrix M
i
(t) beshreiben. Dies ist allerdings nur bei der Koordinatentrans-
formation der Fall, bei der Integration der Bewegungsgleihungen verwenden wir
stattdessen Quaternionen. Die dynamishe Variable der Rotation ist die Winkelge-
shwindigkeit ωi(t), welhe niht einfah die zeitlihe Ableitung der Drehmatrix ist.
Der Zusammenhang zwishen diesen beiden Gröÿen läÿt sih nah [84℄ am elegantes-
ten ausdrüken, wenn man aus den Komponenten (ωx, ωy, ωz) der Winkelgeshwin-
digkeit die shiefsymmetrishe Matrix
ω∗ =






konstruiert. Damit gilt dann
d
dt
M(t) = ω∗(t) M(t). (3.38)
Mit den hier denierten Zustandsvariablen lautet die Transformation der Koor-
dinaten eines Ortsvektors R′ (z.B. ein Atom) im Cluster (I) in das Laborsystem
nah (3.9) und Abbildung 3.10
R(t) = M
I
(t) R′(t) + LI(t). (3.39)









3.5.3 Kräfte und Drehmomente
Die Ursahe für die Bewegung der sonst im feldfreien leeren Raum isolierten Partikel
sind deren interatomare Kräfte. Diese ergeben sih, genauso wie die Bindungs-
energien (Kapitel 3.3) aus der Lennard-Jones-Wehselwirkung, hier aber jeweils
zwishen einem Atom aus Cluster (I) und einem aus Cluster (II). Der Betrag der
Kraft durh das Atom i auf das Atom j ist die erste Ableitung der Lennard-Jones-
Energie (3.1) nah dem Abstand, und die Rihtung ist durh den Verbindungsvektor
R = Ri −Rj zwishen beiden Atomen gegeben (Abb. 3.11):
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Abbildung 3.10: zur Transformation von Ortskoordinaten zwishen dem körperfesten

















· Ri −Rj‖Ri −Rj‖
(3.41)
Hierbei müssen alle Ortsvektoren in Laborkoordinaten vorliegen. Die Zeitabhän-
gigkeit der Vektoren shreibe ih im Weiteren zur besseren Lesbarkeit zunähst niht
mehr aus. Der Ausdruk (3.41) erfüllt natürlih das Newton'she Axiom Actio =
Reactio, d.h. FLJji = −FLJij . Diese Tatsahe nutzt auh der verwendete Simulati-
onsalgorithmus, welher die Kräfte zwishen allen Atompaaren jeweils nur einmal
berehnet.
Genaugenommen übt jedes Atom eines Partikels auf jedes Atom des anderen
Partikels eine derartige Kraft aus. Mit der gleihen Begründung, die wir shon bei der
Berehnung der Bindungsenergien benutzt haben, nämlih dass sih das Lennard-
Jones-Potential ab einem Abstand R > 2 LE kaum noh ändert (siehe Abbildung
auf Seite 34), ist es auh hier gerehtfertigt, die Wehselwirkung zwishen weiter
entfernten Atomen zu vernahlässigen.







Diese Kraft leistet nun einerseits einen Beitrag zur Gesamtkraft des Clusters (I)
auf den Cluster (II) (und umgekehrt), aber auh einen Beitrag zum Drehmoment.
Wie die Abbildung 3.11 zeigt, ist dabei noh eine Besonderheit zu beahten: Der
Ortsvektor Rj des Punktes, an dem die Kraft angreift, wird  wie alle anderen
Vektoren hier bisher auh  im Laborsystem gemessen. Der Partikel wird jedoh















Abbildung 3.11: Bestimmung der Gesamtkraft F j auf ein Atom Rj des Clusters (I)
durh Atome Ri des Clusters (II) mittels Aufsummieren der Lennard-Jones-Paarkräfte
FLJji ; bei der Berehnung des durh F j bewirkten Drehmomentes ist zu beahten, dass der
Shwerpunkt (grün) des Partikels (I) niht im Koordinatenursprung, sondern (gemessen in
Körperkoordinaten) am Ort C ′I liegt. Erneut deuten blaue Peile Körper- und rote Pfeile
Laborkoordinaten an.
um seinen Shwerpunkt (grün gezeihnet) rotieren, welher im körperfesten System







wobei N die Anzahl der (gleihartigen) Atome des Partikels und R′k der Ortsvek-
tor des Atoms k sind. Der rihtige Vektor, der den Hebelarm des Drehmomentes
beshreibt, ist oenbar R˜j = R
′
j − C ′I . In diesem Ausdruk ist der Hebelarm R˜j
im Körpersystem gemessen, was in der Abbildung 3.11 durh die blaue Färbung
dargestellt ist. Da sih das niht mit der Angabe der Kraft F j im Laborsystem
verträgt, muss R˜j noh entsprehend der Orientierung des Partikels rotiert werden.
Diese reine Rotation darf dabei niht mit der Bezugssystem-Transformation (3.39)
der Ortsvektoren verwehselt werden.
Der korrekte Ausdruk für den Beitrag zum Drehmoment (hier auf den Cluster
(I)) lautet somit




(R′j − C ′I)
)
× F j. (3.44)
Die Gesamtkraft und das Gesamtdrehmoment auf einen Partikel berehnen sih




F j , T =
∑
j
T j . (3.45)
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Diese beiden Gröÿen sind jeweils für beide Partikel (I bzw. II) zu bestimmen,
wobei bei den Kräften immer noh das 3. Newton'she Axiom F I = −F II gilt. Das
wird wiederum vom Simulationsalgorithmus genutzt, d.h. die Kraft wird tatsählih
nur einmal berehnet. Diese oder eine ähnlih praktishe Beziehung existiert für die
beiden Drehmomente T I und T II leider niht, so dass sie beide einzeln berehnet
werden müssen.
Was die Behandlung der Translation angeht, so muss noh ein Zusammenhang
zwishen der dynamishen Variablen v(t) und seinem statishen Pendant L(t) her-
gestellt werden, so wie er in Gleihung (3.38) auh für die Rotation existiert. Der
Abbildung 3.11 entnimmt man
L(t) = C(t)−M C ′(t) , (3.46)









ergibt, wobei der Shwerpunkt in Körperkoordinaten nah (3.43) deniert ist.
Leider hängt dieser Ausdruk noh von der Zustandsvariablen M i(t) der Rotation
ab, so dass formal die Entkopplung von Rotation und Translation niht mehr gegeben
ist. Aus diesem Grund werden wir für die Integration der Bewegungsgleihungen
doh den Ort C(t) als statishe Zustandsvariable verwenden und nah Beendigung
des Integrationshrittes L(t) daraus berehnen.
Praktish ist dieser Umstand unerheblih, da der verwendete Integrationsalgo-
rithmus (siehe Kapitel 3.5.5) sowieso eine iterative, selbstkonsistente Lösungsmetho-
de verwendet, bei welher alle Zustandsvariablen untereinander vermisht werden.
3.5.4 Bewegungsgleihungen für Translation und Rotation
Als wihtiger Bestandteil der Dynamik unserer Partikel werden im Folgenden deren
Bewegungsgleihungen, d.h. die Beziehungen zwishen den eben aufgestellten trei-
benden Kräften und den (dynamishen) Zustandsvariablen v und ω hergeleitet.
Wir gehen dazu von den entsprehenden Erhaltungsgröÿen für die Translation
bzw. Rotation aus:
p(t) = M(t) · v(t) Impuls,
L(t) = I(t) · ω(t) Drehimpuls ,
wobei der hier nur vorübergehend eingeführte Drehimpuls L(t) natürlih nihts mit
den gleihnamigen Ursprungsvektoren der Gitter zu tun hat.
Ebenso darf der Skalar M(t), welher die momentane Masse des Partikels dar-
stellt, niht mit der Drehmatrix verwehselt werden. Die Gesamtmasse eines Clusters
ist das Produkt aus der aktuellen Anzahl von Atomen N(t) auf dem Gitter und der
Masse m eines Atoms
M(t) = N(t) ·m .
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Die Gröÿe m ist ein Simulationsparameter, auf welhen im Kapitel 3.7 noh aus-
führliher eingegangen wird. Die Anzahl der Atome auf dem Gitter nehmen wir für
die Zeitdauer des RBD-Shrittes als konstant an, da währenddessen nur sehr we-
nige externe Hops stattgefunden haben können (siehe dazu Kapitel 3.6), so dass
M = Nm = const gilt.
Die Herleitung der Bewegungsgleihung für die Translation ist nun sehr einfah,




p(t) = F (t) gehorht. Dieses Verhalten ist zwar hinlänglih bekannt aber
keinesfalls trivial. Ein eleganter Beweis durh explizite Annahme interner Zwangs-
kräfte, die keine Netto-Arbeit im starren Körper verrihten, bendet sih in [93℄.









= M · d
dt
v(t) = F (t). (3.47)
Die zu der Masse analoge Gröÿe bei der Rotation ist das Trägheitsmoment I(t).
Hier ist die Linearität jedoh allgemeiner Natur, so dass wir es mit einem Tensor
zweiter Stufe zu tun haben, dem Trägheitstensor. Dieser beshreibt die Trägheit des
Körpers gegenüber Rotationen um bestimmte Ahsen. In Einklang mit der Bereh-
nung der Drehmomente und der Transformationsmatrizen müssen sih auh diese
Trägheitsahsen auf unser Laborsystem beziehen. Da in die Matrixelemente von
I(t) folglih die momentanen Laborkoordinaten aller Massenpunkte/Atome einge-
hen, ändert sih der Trägheitstensor mit der Rotation.
Um uns den massiven Gebrauh von Koordinatentransformationen zu ersparen,
berehnen wir den Trägheitstensor zunähst im körperfesten System [93℄






i ·R′i) 1−R′i R′Ti
)
, (3.48)
wobei in der Summe links vor der Einheitsmatrix ein Skalarprodukt, rehts dagegen
ein dyadishes Produkt Spaltenvektor mal Zeilenvektor steht, was eine Matrix
ergibt. Die hier angegebene explizite Zeitabhängigkeit rührt nur noh daher, dass
sih die Atompositionen durh die Diusion ändern können. Wir nehmen jedoh
auh hier (analog zur Masse) während der RBD-Integration I ′ = const an. Diesen
körperfesten Tensor transformieren wir nun mithilfe der Vorshrift (3.22) aus Kapitel
3.5.1 zu Laborkoordinaten,
I(t) = M(t) I ′ MT (t) , (3.49)
so dass die Rotationsmatrix nur zweimal zur Anwendung kommt.
Weiter unten wird sih zeigen, dass unser Algorithmus aber den inversen Trägheits-
tensor benötigt. Wir wollen auh an der Rehenzeit für das Invertieren sparen, in-
vertieren also direkt den konstanten Körper-Trägheitstensor und transformieren am
Ende diesen:
I−1(t) = M(t) (I ′)−1 MT (t) . (3.50)
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Hierbei haben wir ausgenutzt, dass für eine Drehmatrix AT = A−1 ist und noh(
AT
)T
= A gilt. Wie der Ausdruk (3.50) zeigt, hat die Umformung natürlih nihts
an der Tatsahe ändern können, dass das Trägheitsmoment  jetzt wegen der Trans-
formationsmatrix  zeitabhängig ist.
Für die Herleitung der Bewegungsgleihung der Rotation benötigen wir gleih
die erste Zeitableitung des Trägheitstensors in Laborkoordinaten. Aus (3.49) folgt
I˙ = M˙ I ′ MT + M I ′ M˙T
und mit 2×(3.38) und noh 2×(3.49)


















Diese Gleihung hat die praktishe Eigenshaft, dass alle Gröÿen  genauso wie das
Drehmoment  im Laborsystem gemessen werden.
Analog zur Translation entsteht die Bewegungsgleihung wieder aus der Erhal-











Bei der Translation waren wir an dieser Stelle fertig, da auf der linken Seite nur
noh die Ableitung der dynamishen Zustandsvariable stand (Gleihung 3.47). Hier
müssen wir noh die Produktableitung ausführen, umstellen und (3.51) einsetzen:
I˙ ω + I ω˙ = T
⇔ ω˙ = I−1
[












T − ω∗ I ω − I (ω∗)T ω
]





T (t)− ω∗(t) I(t) ω(t)
]
. (3.52)
Bemerkung 1. An dem Ausdruk (3.52) ist zu erkennen, dass sih auh ohne äu-
ÿeres Drehmoment (T (t) = 0) die Drehahse i.A. zeitlih ändert. Dieses gilt, solange
der Ausdruk ω∗ I ω = ω∗ L, was nah [84℄ nihts anderes als das Kreuzprodukt
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ω × L ist, niht vershwindet, d.h. solange Winkelgeshwindigkeit und Drehimpuls
in vershiedene Rihtungen zeigen.
Bemerkung 2. In dem Spezialfall, dass wir uns im Hauptahsensystem des starren
Körpers benden, ist I = diag(Ix, Iy, Iz) und damit auh I
−1 = diag(1/Ix, 1/Iy, 1/Iz)
diagonal, und (3.52) ist identish mit den bekannten Eulershen Gleihungen, die in
jedem Standardwerk der Mehanik auftauhen.
3.5.5 Symplektishe Integrationsverfahren
Unser Simulationsprogramm soll die Bewegungsgleihungen der Partikel ezient
aber hinreihend exakt lösen und dabei vor allem eine gute numerishe Stabilität
der Erhaltungsgröÿen Energie, Impuls und Drehimpuls gewährleisten.







für die kanonishen Koordinaten Ort q und Impuls p spiegeln sih Energie- und Im-
pulserhaltung in der Erhaltung des Phasenraumvolumens wider, welhes mittels des
Dahproduktes kurz als die symplektishe dierentielle 2-Form dp∧ dq ausgedrükt
werden kann [94℄. Ein numerishes Integrationsverfahren, welhes diese 2-Form und
damit das Phasenraumvolumen erhält, wird entsprehend symplektisher Integrator
genannt. Eine groÿe Anzahl symplektisher Verfahren [95, 96, 97℄ basiert  wenn
möglih  auf der Aufsplittung des Hamilton-Operators in einen kinetishen und
einen potentiellen Energieterm
H(p,q) = T (p) + V (q) . (3.54)
Werden die kanonishen Koordinaten in einem Symbol z = (q,p) zusammengefasst,
so lassen sih die Bewegungsgleihungen (3.53) mit Hilfe der Poisson-Klammern in
der Form einer Liouville-Gleihung
z˙ = {z, H(z)} = DH z (3.55)
shreiben, deren formale Lösung
z(t) = etDH z(0) (3.56)
lautet, wobei der Liouville-Operator DH = {·, H} bei Anwendung auf z die Poisson-
Klammer {z, H(z)} erzeugt. Das Konstrukt etDH in (3.56) wird anshauliher Weise
als Zeitentwiklungsoperator bezeihnet.
Ist der Hamilton-Operator separabel nah (3.54), dann ist die Lösung (3.56)
äquivalent zu
z(t) = et (DT+DV ) z(0) . (3.57)
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Ein symplektisher Integrator approximiert den gesplitteten Zeitentwiklungsopera-
tor als ein Produkt von Operatoren
et (DT+DV ) =
k∏
i=1
ecitDT editDV +O(tk+1) , (3.58)
worin die ci und di reelle Zahlen sind. Die ganze Zahl k wird als die Ordnung des
Integrationsverfahrens bezeihnet.
Für die konkrete Implementation eines Integrators wird die Tatsahe ausgenutzt,

































p− t di ∂V∂q (q)
) (3.59)
Das Produkt der Operatoren in (3.58) verwandelt sih somit in eine Addition von
Ableitungstermen bis zur Ordnung k in der Koordinatenentwiklung.
Das Euler-Verfahren
Die einfahste Form des symplektishen Integrators ist durh die Wahl
k = c1 = d1 = 1








zu den folgenden Iterationsvorshriften
v(t+∆t) = v(t) + a (t,x(t)) ∆t
x(t+∆t) = x(t) + f (t,v(t+∆t)) ∆t
führt. Im Untershied hierzu benutzt das gewöhnlihe, niht-symplektishe Euler-
Verfahren [98℄ die Geshwindigkeit v(t) (an Stelle von v(t+∆t)) bei der Auswer-
tung der Funktion f . Im Fall einer Translationsbewegung ist natürlih f(t,v) = v
die ehte Geshwindigkeit und a(t,x) die momentane Beshleunigung.
Beide Euler-Varianten sind nur Integratoren erster Ordnung und produzieren
einen für uns unakzeptablen numerishen Fehler der Gröÿenordnung O(∆t).
3.5.5 Symplektishe Integrationsverfahren 65
Der Veloity-Verlet-Algorithmus
Das Veloity-Verlet-Verfahren [99℄ ist zuerst als Weiterentwiklung des Leapfrog-
Algorithmus mit einer deutlih verbesserten numerishen Stabilität entstanden [100℄.
Später ist der Veloity-Verlet-Algorithmus dann wie oben beshrieben systema-
tish durh Aufsplittung des Liouville-Operators und Entwiklung des Zeitentwik-
lungsoperators mit den Parametern
k = 2, c1 = c2 =
1
2
, d1 = 1, und d2 = 0
hergeleitet worden [101℄. Die Iterationen des Veloity-Verlet-Algorithmus lauten
x(t +∆t) = x(t) + v(t)∆t + 1
2
a(t) (∆t)2
v(t +∆t) = v(t) + 1
2
[a(t) + a(t +∆t)] ∆t ,
(3.60)
wobei a(t) wieder die momentane Beshleunigung bezeihnet, und damit klar ist,
dass wir hier erneut eine Translationsbewegung voraussetzen. Im Prinzip haben
wir in (3.60) also shon die Integrationsvorshrift für die Translationsfreiheitsgrade





Der globale numerishe Fehler sowohl in den Orten, als auh in den Geshwin-
digkeiten ist beim Veloity-Verlet-Verfahren  entsprehend der Ordnung k = 2 der
Approximation  von der Gröÿenordnung O((∆t)2).
Veloity-Verlet und die Rotation
Aufgrund der deutlihen Vorteile gegenüber den anderen Varianten (siehe Kapitel
3.5.1) wollen wir nun Einheitsquaternionen zur Repräsentation der Zustandsgröÿe
Orientierung unserer Partikel verwenden. Im Sinne der Hamilton'shen Formulie-
rung ist das Quaternion also der generalisierte Ort q, und als generalisierter Impuls
kommt nur die Winkelgeshwindigkeit ω in Frage. Die erste Bewegungsgleihung,






[0, ω(t)] q(t) , (3.61)
was eine shöne Analogie zur Entwiklung der Rotationsmatrix (3.38) darstellt, aber




eine Funktion von ω und q, und daher ist eine Aufsplittung (3.54) à la
H(ω,q) = T (ω) + V (q) niht möglih. Dasselbe gilt auh für die zweite Bewegungs-
gleihung, denn nah (3.52) hängt ω˙ auh von ω selbst ab.
Aus diesem Grund werden wir eine von Martys und Mountain [102℄ angereg-
te Modikation des Veloity-Verlet-Algorithmus verwenden, welhe als Beshleuni-





[0, ω˙(t)] q(t) + [0, ω(t)] q˙(t)
)
(3.62)
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benutzt, die natürlih u.a. wieder von ω˙ abhängt. An dieser Stelle setzt unsere eigene
Erweiterung des Algorithmus an, welhe darauf basiert, dass auh die momentane
Rotationsbeshleunigung ω˙(t) gespeihert und somit als weitere Zustandsvariable
angesehen wird. Diese benutzen wir dann zunähst bei der Auswertung von (3.62)
und generieren daraus die neue Orientierung nah dem Shema
q(t +∆t) = q(t) + q˙(t) ∆t + 1
2
q¨(t) (∆t)2 . (3.63)
Die Bestimmung der neuen dynamishen Variablen ω(t + ∆t) und ω˙(t + ∆t)
muss später selbstkonsistent erfolgen, da im Geshwindigkeits-Update von (3.60)
die neue Beshleunigung zur Zeit t+∆t verwendet wird, wohingegen ω˙ nah (3.52)
eine Funktion von ω ist.
Darüberhinaus existieren noh unliebsame Abhängigkeiten zwishen den Koor-
dinaten der Rotation und der Translation. Die Kräfte zwishen den Partikeln z.B.
hängen natürlih auh von deren Orientierungen q(t) ab, und somit gehen diese
über die Beshleunigungen a(x(t),q(t)) = 1
M
F (x(t),q(t)) letztendlih auh in die
Integration (3.60) der Translationskoordinaten ein.
Wir müssen also unsere konzeptionelle Entkopplung von Translation und Rotation
aufgeben, alle Zustandsvariablen der Partikel in einem Satz von generalisierten Ko-
ordinaten zusammenfassen und shlieÿlih den Veloity-Verlet-Algorithmus so ab-
wandeln, dass er trotz der ershwerten Bedingungen korrekt und stabil arbeitet.
3.5.6 Integrationsshema für kombinierte Freiheitsgrade
Als Hilfe bei der Entwiklung des Integrationsshemas sind in der Tabelle 3.2 alle
Zustansdvariablen unserer Partikel zusammengefasst, die wir bei der Integration
bzw. für die Koordinatentransformation benutzen.
Zustandsvariable Integration Koordinatentransf.
Ort C(t) (Shwerpunkt) L = C −M C ′ (Ursprung)
Orientierung q(t) (E.-quaternion) M(q(t)) nah (3.34)
Geshwindigkeit v(t) = C˙(t) 
Winkelgeshw. ω(t) mit q˙ = 1
2
[0 , ω]q 
Beshleunigung v˙(t) nah (3.47) 
Winkelbeshl. ω˙(t) nah (3.52) 
Tabelle 3.2: Zustandsvariablen der Partikel, wobei sih die statishen Variablen Ort und
Orientierung bei der Koordinatentransformation von denjenigen der Integration untershei-
den.
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In Kapitel 3.5.1 habe ih bereits die praktishe Eigenshaft erwähnt, dass ein
möglihes Abdriften des Quaternions von seiner Normierung durh einfahes Wieder-
Normieren behoben werden kann. Zur weiteren Verbesserung der Stabilität unseres
Algorithmus wollen wir diesen kleinen Fehler jedoh erst gar niht entstehen lassen
und verwenden dazu eine von Omelyan [103℄ beshriebene Methode. Unsere Nor-
miertheitsbedingung |q|2 = 1 wird durh eine explizite Zwangskraft fN(t) siherge-
stellt, die wir zum Beshleunigungsterm der Iterationsvorshrift (3.63) addieren,
q(t +∆t) = q(t) + q˙(t) ∆t + 1
2
(q¨(t) + fN(t)) (∆t)
2 , (3.64)
und die linear in q sein soll, d.h. fN(t) = −Λq(t). Die Bedingung |q(t + ∆t)|2 = 1
führt unter der Annahme, dass |q(t)|2 = 1, zu einem eindeutigen Ausdruk für Λ,
und dieser konvergiert für kleine ∆t zu Λ→ q˙(t) q¨(t)∆t.
Zu Beginn eines RBD-Integrationsshrittes, also zum Zeitpunkt t, sind folgende












Ebenso sind der Shwerpunkt in körpereigenen Koordinaten C ′, die Masse M und der
Körper-Trägheitstensor I ′ bekannt. In den nun folgenden Einzelshritt-Anweisungen
unseres Algorithmus bedeutet der Index n an einer Varibale, dass ihr Wert zum
neuen Zeitpunkt t +∆t gültig ist.
Die Einzelshritte des RBD-Integrationsalgorithmus lauten:
1a) qn = q+ q˙ ∆t +
(











2a) Cn = C + v ∆t + v˙
(∆t)2
2
2b) Ln = Cn −Mn C
′ C ′ aus (3.43)
Diese Shritte können für alle Partikel unabhängig voneinander ausgeführt werden
(Parallelisierung !), danah sind alle Orte und Orientierungen aktualisiert.




4a) Berehne Kräfte F n (3.45), (3.42), (3.41)




F n , vn = vtempora¨r + v˙n
∆t
2
Shritte (4a+b) paarweise für alle Partikel, wobei die einzelnen Atompaar-Kraftbeiträge
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FLJj,i aus (3.41) direkt einen Beitrag T j,i zu T n des rehten Partikels (Abb. 3.11) leis-
ten. Nah (5) sind alle Geshwindigkeiten und Beshleunigungen aktualisiert.
6a) ω
(0)





































Shritte (6b+) k mal bis zur gewünshten Genauigkeit iterieren.












T n − ω∗n In ωn
)
Damit ist der Algorithmus beendet.
Bemerkung 1. Der Shritt (3) ist nur dann notwendig, wenn die Kräfte geshwin-
digkeitsabhängig sind. In unserem Fall erspart er uns die zusätzlihe Speiherung der
alten Beshleunigung v˙(t) in einer anderen Variablen (benötigt im Update (3.60)).
Bemerkung 2. Der soeben beshriebene Integrationsalgorithmus ist speziell für
das im Rahmen dieser Arbeit entwikelte Simulationsverfahren gestaltet und erhebt
keinen Anspruh auf universelle Anwendbarkeit. Dazu wäre es erforderlih, eine kon-
sequente Abshätzung des globalen numerishen Rehenfehlers durhzuführen. Wir
begnügen uns an dieser Stelle jedoh mit einem praktishen Tauglihkeitstest, wel-
her im Folgenden beshrieben wird.
Kalibrierung der Integrationsparameter
Die freien Parameter des eben vorgestellten RBD-Algorithmus sind das Zeitinkre-
ment ∆t und die Iterationsanzahl k bei der selbstkonsistenten Bestimmung der
dynamishen Rotationsvariablen. Bei letzterer sind wir auf keine besonders gute
Konvergenz angewiesen und wählen k = 2.
Die Wahl von ∆t ist durh zwei Faktoren bestimmt: Zuerst muss der Wert klein
genug sein, um eine stabile Arbeitsweise des Integrators siherzustellen. Damit ist
für unser Vorhaben vor allem eine Erhaltung des Gesamtdrehimpulses des Systems,
nämlih null, gemeint. Der zweite Faktor ist die Verträglihkeit im Zusammenspiel
mit der KMC-Methode, was in Kombination unseren Hybrid-Algorithmus ausmaht.
In diesem Sinne deniert ∆t eine globale Zeitskala, welhe mit derjenigen der KMC-
Dynamik synhronisiert werden muss. Dieser Vorgang wird in Kapitel 3.6.2 beshrie-
ben. Diese Synhronisation hat zur Folge, dass sih eine Anhebung des Verhältnis-
ses von RBD-Shritten zu KMC-Shritten negativ auf die Gesamt-Performane des
Hybrid-Verfahrens auswirkt. Aus diesem Grund wollen wir ∆t möglihst groÿ wäh-
len.
Die Bestimmung des optimalen Wertes geshah nun wie folgt: Es wurden ty-
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pishe Partikel-Ausgangskongurationen (Radius 9) erzeugt, wie sie später in den
Sinter-Simulationen verwendet werden (für Details siehe Kapitel 4). Dann wurden
naheinander 500 000 RBD-Integrationsshritte ausgeführt, die KMC-Diusion blieb
dabei aus.
Gemäÿ einer Debye-Frequenz von Phononen in der Gröÿenordnung von 1013 s−1
ist in entsprehenden Molekulardynamiksimulationen eine zeitlihe Auösung im
Femtosekundenbereih notwendig, um die atomaren Trajektorien stabil zu bereh-
nen. Da hier jedoh die Bewegung deutlih trägerer Partikel integriert werden soll,
wurde ein Startwert von ∆t = 10−14 s gewählt. Dieses führte zu einem shnellen ge-
geneinander Abrollen der Partikel, aber bis zum Simulationsende war keine globale
Bewegung  weder Drift noh Rotation  des Gesamtsystems zu beobahten. Die-
se Testsimulation wurde mehrfah wiederholt, wobei der Parameter ∆t jeweils um
10−14 s vergröÿert wurde.
Bei demWert von∆t = 5 · 10−14 s zeigten sih gegen Ende zum ersten Mal leihte
kurze Verdrehungen des Gesamtsystems, die jedoh  wie bei einem Random-Walk
 immer wieder stokten und ihre Rihtung änderten. Bei ∆t = 6 · 10−14 s setzten
diese Eekte shon eher ein, und bei ∆t = 10−13 s entwikelte sih eine mit der Zeit
immer weiter beshleunigte Rotation des Gesamtsystems.
Aufgrund dieser Testreihe und mit Blik auf die erstrebte Gesamtperformane
ist der Wert des RBD-Zeitshrittes auf ∆t = 5 · 10−14 s festgelegt worden.
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3.6 Der hybride KMC-RBD-Algorithmus
Nahdem die vorangegangenen Kapitel die Hauptbestandteile des Simulationsmo-
dells, Hüpfprozesse innerhalb bzw. zwishen den Gittern und Dynamik der Partikel
als Ganze, im Einzelnen behandelt haben, soll in diesem Kapitel die übergeordnete
Steuerung dieser Vorgänge beshrieben werden. Eine besondere Rolle spielen dabei
die Wahrsheinlihkeiten bzw. Raten der Einzelprozesse und die physikalishe Zeit,
welhe eng damit in Verbindung steht.
Das Simulationsprogramm besteht auf dieser obersten Ebene prinzipiell aus einer
einzigen Shleife. Ein Durhlauf dieser Shleife beinhaltet hauptsählih eine Abfolge
von Monte-Carlo-Shritten, danah folgen ggf. ein oder mehrere RBD-Shritte, und
in einem dritten Teil ndet optional die Aufnahme von Messwerten oder die An-
fertigung eines Shnappshusses des Gesamtsystems statt. Die o.g. Einzelshritte
werden nun in der Reihenfolge ihrer Ausführung erklärt.
3.6.1 Wahl eines Monte-Carlo-Prozesses
Das wesentlihe Anliegen des kinetishen Monte-Carlo-Verfahrens [70℄ (siehe Kap.
2.2) ist es, eine tatsählih möglihe bzw. sogar eine möglihst wahrsheinlihe Zeit-
entwiklung eines realen Systems zu simulieren. Deswegen ist versuht worden, die
jeweiligen (relativen) Wahrsheinlihkeiten bzw. Raten aller momentan denierten
möglihen Einzelprozesse mit mit einem einfahen Modell so genau wie möglih wie-
derzugeben. Das MC-Prinzip besteht dabei darin, naheinander zufällig Prozesse aus
der Menge aller Möglihkeiten auszuwählen und auh auszuführen. Die Aufgabe des
MC-Algorithmus ist es shlieÿlih siherzustellen, dass die Prozesse auh tatsählih
mit der ihnen zugeshriebenen Wahrsheinlihkeit ausgewählt werden.
Der von mir verwendete BKL-Algorithmus (Bortz, Kalos, Lebowitz 1975 [104℄)
arbeitet wie folgt: Es seien insgesamt N(t) vershiedene Prozesse mit den Raten





ist die Gesamtrate des Systems zum gegenwärtigen Zeitpunkt t.
An dieser Stelle muss auf eine Gefahr bei der Implementation des Algorithmus
hingewiesen werden. Nah dem Arrhenius-Gesetz (3.6) hängen die Raten Ri(t) ex-
ponentiell von dem Verhältnis aus Aktivierungsenergie Ea zur thermishen Energie
kBT ab. Typishe Werte bei einer hohen Temperatur sind kBT ≈ 1/12 eV und Ea
zwishen 0 und etwa 3 eV. Somit bewegen sih die Boltzmannfaktoren in einem
Wertebereih zwishen 1 und e(−3·12) = 1.27 · 10−16. Nehmen wir an, dass die eben
denierte Gesamtrate Q(t) z.B. in einer Variablen des Datentyps double abgespei-
hert ist, welhe eine Mantissenlänge von 53 Bit hat. Das entspriht einer durh-
shnittlihen Genauigkeit von ⌊log10 (253)⌋ = 15 Dezimalstellen. Sobald also bei der
Auswertung der Summe (3.65) die Teilsumme Qk der ersten k Raten in der Gröÿen-
ordnung 1 ist, dann führt eine Addition einer Rate Rk+1 < 10
−15
zu keiner Änderung
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der Mashinenzahl für die Gesamtrate. Wenn Qk = 100 ist, dann beträgt die kleinst-
möglihe Addition ≈ 10−13. Dieses Problem kann entweder durh die Verwendung
eines gröÿeren Datentyps oder durh eine Einshränkung des Wertebereihs z.B. der
Aktivierungsenergien umgangen werden. Die für diese Arbeit verwendeten konkre-
ten Implementationen beinhalten einen andauernden Test, welher das Auftreten
des o.g. Fehlers erkennt und verhindert.
Es wird nun eine gleihverteilte Zufallszahl Z ∈ [0, Q(t)] generiert, und der ge-
suhte Prozess ist derjenige mit dem Index p, für welhen
p−1∑
i=1




gilt. Warum dieses Verfahren die obige Anforderung bezüglih der Eintrittswahr-
sheinlihkeiten erfüllt, ist in Abbildung 3.12 verdeutliht, welhes ein Beispielsys-
tem mit N = 8  der Einfahheit halber  ganzzahligen Raten zwishen 7 und
98 zeigt. Diese Raten sind in beliebiger Reihenfolge nebeneinander an einem Zah-
lenstrahl aufgereiht, welher somit von 0 bis zur Gesamtrate Q = 370 reiht. Die
zufällig ermittelte Zahl Z = 199 zeigt nun auf den Prozess mit der Nr. p = 6 und
der Rate R6 = 98, da eben gilt:
5∑
i=1




Aus der Abbildung ist sofort ersihtlih, warum die relative Wahrsheinlihkeit,
mit der ein bestimmter Prozess nah diesem Verfahren ausgewählt wird, proportional
zu seiner Rate ist. In unserem Beispiel hat es also doh niht ganz zufällig den Prozess
mit der gröÿten aller Raten getroen.
Der geshilderte Algorithmus ist folglih bezüglih unserer Anforderung korrekt,
aber ist er auh ezient? Dass er dies ist, erkennt man an dem Akzeptanzverhältnis,
welhes hier den optimalen Wert von eins besitzt und besagt, dass jeder ausgewählte
Prozess auh sofort ausgeführt wird. Es kann jedoh noh Rehenzeit durh ein
geshiktes Suhen nah der Zahl p selbst gespart werden. Der naheliegende Ansatz,
p beginnend mit 1 solange zu vergröÿern, bis die obige Bedingung erfüllt ist, würde
einen in N linearen Aufwand O(N) bedeuten.
Wir benutzen in unserem Simulationsprogramm ein ezienteres Verfahren, das
Suhen in einem binären Baum [105℄. Dieser ist ebenfalls in Abbildung 3.12 darge-
stellt, wobei die Raten der Einzelprozesse, d.h. die Blätter, unten und die Gesam-
trate als Wurzel ganz oben liegen. Der Aufbau des Baums erfolgt dabei von unten
nah oben derart, dass jeder Vater-Knoten die Summe der Werte beider Kinder-
Knoten enthält. Die Suhe nah dem Prozess erfolgt dagegen umgekehrt beginnend
bei der Wurzel und mit Z = 199. Auf jeder Ebene wird dann nah folgender Vor-
shrift in Abhängigkeit des Wertes Slinks im linken Kind-Knoten weitergegangen:
Falls Z ≤ Slinks ⇒ verzweige nah links
Falls Z > Slinks ⇒ verzweige nah rehts und Z := Z − Slinks
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Abbildung 3.12: Auswahl eines MC-Prozesses nah dem BKL-Algorithmus in Verbindung
mit der Suhe in einem binären Baum; dieser wird von den Einzelraten als Blätter bis zur
Gesamtrate Q als Wurzel, also in der Abbildung von unten nah oben, durh die Addition
von jeweils zwei benahbarten Knotenwerten in einer Ebene aufgebaut. Die Suhe des zu der
zufällig gewählten Zahl Z ∈ [0, Q] gehörenden Prozesses geshieht umgekehrt beginnend
mit der Wurzel.
In unserem Beispiel wird also wegen 199 > 146 zunähst nah rehts verzweigt
und Z zu 53 verkleinert. Dann wird wegen 53 < 133 nah links und zuletzt (53 > 35)
noh einmal nah rehts verzweigt. Da wir uns dann bereits an einem Blatt benden,
ist der auszuführende Prozess gefunden.
Das Prinzip des BKL-Algorithmus, den Prozess mit einer Wahrsheinlihkeit
proportional zu seiner Rate auszuwählen, wird also jetzt mehrmals hintereinander
auf die jeweiligen beiden Raten-Summen im linken bzw. rehten Kind-Knoten an-
gewendet. Diese Summen in den Knoten geben also die Wahrsheinlihkeit dafür
an, dass der entsprehende Ast zu ihnen gegangen wird. Die Verkleinerung von Z
bei einer Rehtsverzweigung bedeutet eine Reduktion des Problems auf den rehten
Teil-Baum, dessen Zahlenstrahl wieder mit Null beginnen soll.
Da sih die Anzahl der Blätter, also der Einzelraten mit jeder Ebene verdop-
pelt, ist umgekehrt der Suhaufwand bei diesem Verfahren nur von der Ordnung
O(logN). Allerdings besteht ein zusätzliher Aufwand darin, den Baum zu erstel-
len, zu erweitern/verkleinern oder einfah eine Änderung einer Rate umzusetzen.
Aktualisierung der Ratenliste
Die Menge aller möglihen Einzelprozesse und deren Raten hängen vom momentanen
Gesamtzustand des Systems ab. Jeder einzelne Hop ändert aber den Gesamtzustand,
was sih streng genommen also auh auf alle anderen Prozesse auswirkt. Dieses
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genauestens beahten zu wollen, würde bedeuten, nah jedem Hop die komplette
Ratenliste neu berehnen zu müssen.
Unsere grundsätzlihe Vereinfahung, Wehselwirkungen zwishen Atomen nur
bis zu einshlieÿlih viertnähsten Nahbarn zu berüksihtigen, erspart uns aber
auh in dieser Hinsiht sehr viel Rehenzeit. Wir können uns nah einem Hop näm-
lih bei der Neubestimmung der Raten auf diese Nahbarshaft vom Start- und vom
Zielplatz beshränken. Zusätzlih muss innerhalb der nähsten Nahbarn dieser Git-
terplätze noh überprüft werden, ob ggf. neue Prozesse möglih oder alte unmöglih
geworden sind. Und dabei sind  wie in den beiden Kapiteln über die internen bzw.
externen Hüpfprozesse shon genau beshrieben  u. U. wieder beide Partikel zu
beahten, wenn der Hop in der Nähe der Korngrenze stattgefunden hat.
Die durhshnittlihe Anzahl an Raten, die sih nah einem Hüpfprozess geändert
haben, liegt bei einem System von 10 000 Atomen bei 40, die mittlere Gesamtzahl an
Raten beträgt a. 15 000. Die Gröÿe des Raten-Baumes kann also für solhe Systeme
zu Beginn z.B. auf 214 = 16 384 gesetzt werden, wobei niht benötigte Knoten den
Wert Null enthalten. Jeder Suhvorgang eines Prozesses benötigt dann genau 14
Verzweigungen, und nah dem Hop sind im Mittel 40 ∗ 14 = 560 Knoten-Summen
neu zu berehnen. Beim linearen Suhen hingegen wären pro Hop im Mittel 7 500
Summen zu berehnen und 1 650 Vergleihe anzustellen. Für die in dieser Arbeit
untersuhten Systeme ist der hier vorgestellte Algorithmus also oensihtlih eine
gute Wahl.
3.6.2 Zeitsynhronisation
Eine besonders wihtige Tatsahe ist bisher nur am Rande erwähnt worden: Alle Ra-
ten der einzelnen Prozesse drüken relative Wahrsheinlihkeiten aus, d.h. die Werte
sind nur im direkten Vergleih untereinander von Bedeutung. Deswegen müssen sih
auh immer alle Prozesse  egal ob interne oder externe Hops  gleihzeitig mit-
einander messen, damit das Monte-Carlo-Prinzip niht verletzt wird.
Kommen wir nun zu einer grundsätzlihen Problematik bei Monte-Carlo-Simula-
tionen: der physikalishen Zeit. Diese wurde nämlih durh die strikte Diskretisie-
rung des Modellsystems hin zu instantanen Elementarprozessen zunähst völlig aus
unserer Beobahtung eliminiert. Dazu kommt der Umstand, dass diese Prozesse ein-
zeln naheinander ausgeführt werden, obwohl sie in Wirklihkeit gleihzeitig ablaufen
können. Die Zeit ist aber gerade für unser hybrides Modell eine entsheidende Gröÿe,
da sie in Form des Parameters (∆t)RBD in die Integration der Bewegungsgleihungen
für die Partikelbewegungen eingeht (Kapitel 3.5.6).
Um die Einheitlihkeit der simulierten Zeit gewährleisten zu können, müssen wir
die in der Monte-Carlo-Simulation implizit verstrihene Zeit nahträglih abshät-
zen. Das geht mittels des in [104℄ vorgeshlagenen stohastishen Zeitinkrements ∆t
pro MC-Shritt, welhes sih aus folgender Überlegung ergibt:
Die momentane Gesamtrate Q unseres Systems (3.65) läÿt sih als die im Mittel
zu erwartene Anzahl an erfolgten Einzelprozessen pro Zeiteinheit interpretieren. Die
Wahrsheinlihkeit, dass während eines innitesimalen Zeitintervalls dt irgend ein
Prozess stattndet ist also Qdt. Wir wollen daraus nun die Verteilung der Zeitin-
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tervalle zwishen zwei aufeinanderfolgenden Hops berehnen. Dafür sei mit P (∆t)
die Wahrsheinlihkeit bezeihnet, dass kein Prozess stattndet, bevor die Zeit ∆t
seit dem vorherigen Hop vergangen ist. Dann ist die Wahrsheinlihkeit dafür, dass
kein Hop stattndet, bevor die Zeit ∆t+ dt vergangen ist,
P (∆t+ dt) = P (∆t) − dp .
dp ist also die Wahrsheinlihkeit, dass kein Prozess vor ∆t, aber wohl einer zwishen
∆t und ∆t+ dt stattgefunden hat, was sih ausdrüken lässt durh
dp = P (∆t) ·Qdt .
Zusammen ergibt sih also folgende Dierentialgleihung
P (∆t+ dt) = P (∆t) − P (∆t) Q dt
⇔ P (∆t+ dt)− P (∆t)
dt
= P ′(∆t) = −Q P (∆t) ,
welhe mit der oensihtlihen Randbedingung P (0) = 1 die Lösung
P (∆t) = exp(−Q ∆t)
besitzt. Jetzt berehnen wir das stohastishe Zeitinkrement, indem wir zufällig ein
gleihverteiltes Z ∈ (0, 1) wählen und P (∆t) := Z setzen, woraus shlieÿlih das
gesuhte
(∆t)KMC = − 1
Q(t)
lnZ (3.66)
folgt. Diese Zeitdauer hat also nihts mit den tatsählih ausgeführten Prozessen zu
tun, sondern stellt nur den Beitrag zu einer sog. kumulativen Zeit dar, welhe mit
zunehmender Zahl an stohastishen Einzelprozessen  also auh mit der Zeit  eine
immer bessere Abshätzung der tatsählih vergangenen realen Zeit liefert.
Dass in die einzelnen Zeitinkremente jeweils die aktuelle Gesamtrate Q(t) des
Systems eingeht, ist ein weiterer wihtiger Grund dafür, warum alle denierten Pro-
zesse  egal welher Art  in einen einzigen Ratenbaum integriert werden müssen.
Würde man getrennte Auswahlverfahren für die vershiedenen Typen von Hops ver-
wenden, dann hätte das zur Folge, dass für diese die Zeit vershieden shnell ver-
streiht.
Das soeben hergeleitete stohastishe Zeitinkrement (3.66) für den aktuellen
Monte-Carlo-Shritt benutzen wir im zweiten Teil der Simulations-Hauptshleife zur
Bestimmung der Anzahl durhzuführender RBD-Shritte. Somit halten wir die bei-
den tatsählih gegebenen Zeitskalen für KMC-Diusion und RBD-Partikeldynamik
ständig synhron.
Die konkrete Implementation der Synhronisierung basiert auf der zusätzlihen
Speiherung der Gesamtzahl bisher ausgeführter RBD-Shritte NRBD. Damit liefert
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der Vergleih zwishen kumulativer KMC-Zeit TKMC und vergangener RBD-Zeit
NRBD (∆t)
RBD







Wenn diese Zahl negativ oder gleih Null ist, wird der RBD-Teil ausgelassen, und
TKMC vergröÿert sih im nähsten Shleifendurhlauf um ein weiteres stohastishes
Zeitinkrement (3.66). Ist die Zahl jedoh positiv, dann wird in einer weiteren Shleife
nRBD mal hintereinander der im Kapitel 3.5 beshriebene Integrationsalgorithmus
ausgeführt. Die Trägheitstensoren I ′ im körperfesten System brauhen für jeden
Partikel nur einmal zu Beginn berehnet zu werden, da während der RBD-Shritte
keine Atomdynamik simuliert wird.
Die Synhronisation der beiden Zeitskalen läÿt sih mit einem kuriosen Wett-
rennen zweier Kamele versinnbildlihen, bei welhem nur das gerade zurükliegende
Kamel weiterlaufen darf. Je nah herrshender Temperatur maht aber ein Kamel
u.U. viel gröÿere Shritte als das andere.
Aufgrund des stohastishen Prinzips der Monte-Carlo-Methode vertrauen wir
deren Vorhersagen mehr, je mehr Einzelshritte unternommen wurden. Um in der
begrenzten Simulationszeit möglihst viele KMC-Shritte auszuführen, können wir
die Anzahl notwendiger RBD-Shritte durh die Wahl einer hohen Temperatur mi-
nimieren. Für groÿes T sind nämlih nah (3.6) die Prozessraten und damit auh die
Gesamtrate (3.65) groÿ und die Zeitinkremente wegen (3.66) entsprehend klein. So-
mit maht das KMC-Kamel kleine Shritte, und das Anzahl-Verhältnis von KMC-
zu RBD-Shritten ist groÿ.
Weiteres Optimierungspotenzial ergibt sih durh die Tatsahe, dass jeder Kamel-
Überholvorgang viel zusätzlihe Rehenzeit kostet. Das liegt erstens daran, dass
nah jeder RBD-Phase aufgrund der gegenseitigen Verdrehung der Partikel sehr vie-
le Prozessraten neu berehnet werden müssen. Zweitens ist nah einer KMC-Phase
die Aktualisierung der Trägheitstensoren der Partikel notwendig. Eine erheblihe
Steigerung der Simulationsleistung KMC-Hops pro Rehenzeit ist durh folgende
Regelergänzung möglih: Wenn ein Kamel das andere überholt hat, darf es noh klead
weitere Shritte mahen, bevor es stehen bleiben muss. Dieser Parameter ist aber mit
groÿer Vorsiht zu benutzen, und er sollte auf jeden Fall im niedrigen zweistelligen
Bereih bleiben, um die Stabilität der Hybrid-Simulation niht zu gefährden.
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3.7 Gröÿen und Einheiten
Dieses Kapitel beshäftigt sih mit allen physikalishen Gröÿen, die in den durhzu-
führenden Simulationen eine Rolle spielen. Zuerst wird dazu das von uns verwendete
Einheitensystem vorgestellt und ausführlih begründet. Danah erfolgt eine sorgfäl-
tige Ableitung aller relevanter materialspezisher Simulationsparameter, wozu z.B.
der Energiefaktor ǫ im Lennard-Jones-Potential zählt. Dieser Teil wird mit einer
Übersiht aller zeitlih konstanten Gröÿen der Simulation, d.h. Material- und Mo-
dellparameter, abgeshlossen. Im letzten Teil werden die wihtigsten Messgröÿen,
also zeitlih veränderlihe Eigenshaften des Systems, und die Vorgehensweise bei
deren Bestimmung beshrieben.
3.7.1 Einheitensystem
In der theoretishen Physik ist es weit verbreitet, sog. reduzierte bzw. natürlihe
Einheiten zu verwenden. Das bedeutet, dass man das Ergebnis eines genau de-
nierten Messvorgangs an dem untersuhten Objekt mit dem Wert vergleiht, den
dieselbe Messung an einem konkreten, sehr fundamentalen Naturphänomen ergibt.
Ein beliebtes Beispiel dafür ist die Vakuum-Lihtgeshwindigkeit. Das wihtigste
Kriterium bei der Wahl des Referenzobjektes ist die uneingeshränkte Reproduzier-
barkeit des Messergebnisses. Diese spezielle Messung Geshwindigkeit an diesem
Phänomen Liht muss zu jeder Zeit und an jedem Ort dasselbe Ergebnis liefern.
Im Fall der Vakuum-Lihtgeshwindigkeit besteht heute wohl kein Zweifel mehr
an der Tauglihkeit als Referenzphänomen und somit als Maÿeinheit. Ein ebenso
beliebtes Negativ-Beispiel ist die Längeneinheit Fuÿ. Auh wenn diese zunähst
mindestens genauso natürlih ersheint, hapert es doh stark an der Reproduzier-
barkeit. Und dennoh hat diese Maÿeinheit einen gravierenden Vorteile gegenüber
der Lihtgeshwindigkeit: Sie ist unserer alltäglihen Erfahrung viel näher und damit
der Vorstellungskraft zugängliher.
Im Prinzip kann man sih für jede physikalishe Messgröÿe nah eigenem Ge-
shmak eine geeignete Maÿeinheit aussuhen, in welher man sie angibt. Wenn
man das maht, darf man aber i.A. niht beliebig mit diesen Gröÿen rehnen. Die
beliebte Aussage Die Gültigkeit physikalisher Gesetze hängt niht von der Wahl
der Einheiten ab stimmt ihrerseits nur dann, wenn das Einheitensystem konsistent
ist. Wenn ih unbedingt Streken s in Fuÿ, die Zeit t in Sekunden und Geshwin-
digkeiten v in Einheiten der Vakuum-Lihtgeshwindigkeit (LG) angeben möhte,
dann gilt für mih niht das Gesetz v = s
t
, sondern v = 1.016 · 10−9 s LGFuß−1 · s
t
.
Diese wihtige Erkenntnis ist für die meisten Naturwissenshaftler wahrsheinlih
aus zwei Gründen niht einmal erwähnenswert: Erstens hat man sih bei shrift-
lihen Rehnungen längst das Mitführen der Einheiten angewöhnt, und zweitens
benutzt man sowieso das SI-System. Und sogar dieser weltweite Standard beinhal-
tet eine Inkonsistenz, welhe durh die Festlegung der Einheit Ampère für die
Stromstärke als Basiseinheit entsteht, obwohl diese nah dem Coulomb-Gesetz aus
den anderen Basiseinheiten Kilogramm,Meter und Sekunde abgeleitet werden kann.
Eine Konsequenz daraus ist z.B. die elektrishe Feldkonstante ǫ0, welhe von vie-
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len fälshliherweise als Naturkonstante angesehen wird, die aber in Wahrheit nur
dazu dient, die Überdenition der Basisgröÿe Stromstärke aus den Gesetzen der
Elektrodynamik herauszukürzen.
Bei Computersimulationen sieht die Sahe wieder ganz anders aus. Jeder spei-
hert den Wert physikalisher Gröÿen in Flieÿkommavariablen und programmiert
die bekannten physikalishen Gesetze als arithmetishe Operationen. Ih kenne aber
niemanden, der auh die Maÿeinheiten mitprogrammiert und überprüft. Das ist 
wie bereits geshrieben  niht weiter shlimm, wenn das Einheitensystem konsis-
tent ist. Wählt man jedoh für mehrere Gröÿen, die voneinander abgeleitet sind, eine
besondere Einheit  und genau das werden wir tun  dann ist besondere Vorsiht
geboten.
Beginnen wir mit der Basisgröÿe Zeit, welhe wir zur leihteren Interpretati-
on und Vergleihbarkeit der Simulationsergebnisse wie gewohnt in der SI-Einheit
Sekunde (s) angeben wollen. Unsere Zeitskala wird durh die als konstant angenom-
mene Versuhsfrequenz ν0 festgelegt, welhe als Vorfaktor vor dem Arrhenius Gesetz
(Kapitel 3.3.3) steht.
Die nähste Basiseinheit, die wir festlegen, ist die Maÿeinheit für die Länge. Ge-
mäÿ Kapitel 3.2 messen wir diese aber in Einheiten des Abstandes nähster Nahbarn
dNN , was eine enorme Rehenersparnis für das Simulationsprogramm darstellt und
kumulativen numerishen Fehlern vorbeugt. Es handelt sih also um eine reduzierte
Einheit, für die wir zur Siherstellung der Konsistenz unseres Einheitensystems eine
Entsprehung in SI-Einheiten nden müssen. Gehen wir davon aus, dass die Git-
terkonstante a unseres kristallinen Materials den Zahlenwert a˜ gemessen in Metern









Als nähstes beshäftigen wir uns mit einer zentralen Gröÿe in der kinetishen
Monte-Carlo-Simulation, der Energie. Diese wird für Paare von Atomen anhand
des Lennard-Jones-Potentials berehnet (Kap. 3.3.2), und aus dem Verhältnis der
Aktivierungsenergien zur thermishen Energie kBT errehnet das Arrhenius-Gesetz
(3.6) shlieÿlih die Raten der Hüpfprozesse. Wir wählen für die Energie die in der
experimentellen Physik gebräuhlihe Einheit Elektronvolt (eV) und geben für die
Boltzmannkonstante einen Wert von 8.62 · 10−5 in der Einheit eV
K
vor. Dadurh ist
die Temperatureinheit formal diejenige der absoluten Temperatur, das Kelvin
(K). Unsere Energieeinheit weiht also auh von der SI-Energieeinheit, Joule, ab,
und weil diese eine abgeleitete Gröÿe ist, müssen wir deren Denition gleih mit
berüksihtigen.
Die in Kapitel 3.5 vorgestellte kontinuierlihe Dynamik der Partikel bringt shlieÿ-
lih noh eine weitere SI-Basisgröÿe, dieMasse, ins Spiel. Hier ist Vorsiht geboten,
denn wir haben die Einheiten von Länge, Zeit und von der aus Länge, Zeit und Mas-
se abgeleiteten Gröÿe Energie bereits festgelegt. Damit ist implizit auh shon eine
neue Masseneinheit (ME) deniert, und um die Gültigkeit der Naturgesetze in der
bekannten Form zu erhalten, bestimmen wir die Entsprehung unserer abgeleiteten
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Masseneinheit in der SI-Basiseinheit Kilogramm wie folgt:



























In dieser Einheit muss später der Simulationsparameter Atommasse angegeben wer-
den.
Die für unsere Simulationen relevanten Gröÿen, sowie die dafür gewählten Ein-
heiten und deren Entsprehungen im SI-System sind in Tabelle 3.3 noh einmal
zusammengefasst.
Gröÿe Einheit Denition SI-Äquivalent













Energie Elektronvolt, eV üblih 1.602 · 10−19 J
Temperatur Kelvin, K SI 
Tabelle 3.3: Das bei der hybriden KMC-RBD-Simulation verwendete Einheitensystem
stellt einen Kompromiss aus Vergleihbarkeit mit reellen Experimenten (Zeit, Energie)
und ezienter Programmierung (Länge) dar. a˜ ist der Zahlenwert der Gitterkonstante a
gemessen in Metern. Die ungewöhnlihe Masseneinheit ist eine Konsequenz aus der Wahl
der anderen Einheiten.
3.7.2 Simulationsparameter
Das Simulationsprogramm verwendet eine Reihe von Parametern, die für die Dauer
einer kompletten Simulation konstant sind und wihtige physikalishe Eigenshaften
des simulierten Systems beshreiben.
Für die Versuhsfrequenz wählen wir einen konstanten Wert von ν0 = 10
13 s−1,
welhes ein typisher Wert für Metalle ist [83℄. Die Ezienz unseres Simulations-
verfahrens basiert u.a. auf der Annahme einer einheitlihen Versuhsfrequenz für
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alle Diusionsprozesse, was auh der gängigen Praxis bei KMC-Simulationen von
Wahstumsprozessen entspriht [106, 107℄.
Bei einer reinen KMC-Simulation bewirkt die Versuhsfrequenz eine globale Ska-
lierung aller Raten (3.6), so dass wegen des Ausdruks (3.66) für das stohastishe
Zeitinkrement mit dieser eine globale Skalierung der Zeitahse einhergeht. Das Ver-
halten des Systems bleibt durh die Wahl von ν0 jedoh unangetastet. In unserer
hybriden KMC-RBD-Simulation ist das niht mehr der Fall, denn wegen der notwen-
digen Zeitsynhronisation (Kapitel 3.6.2) verbessert hier eine hohe Versuhsfrequenz,
genauso wie eine hohe Temperatur, das zahlenmäÿige Verhältnis von KMC- zu RBD-
Shritten. Der groÿe Untershied besteht jedoh darin, dass die Temperatur einen
exponentiellen Einuss hat, während ν0 lediglih linear eingeht. Den gleihen Eekt
hat auh der entsprehende (inverse) Parameter der Partikeldynamik, für welhen
in Abshnitt 3.5.6 eine akzeptable Obergrenze von (∆t)RBD = 5 · 10−14 s bestimmt
worden ist.
Damit kommen wir zum nähsten wihtigen Simulationsparameter, den Faktor ǫ
im Lennard-Jones-Potential (3.1), welher die Energieskala und damit auh die Tem-
peraturskala unserer Simulationen deniert. Im Prinzip ist also auh ǫ eine Material-
konstante, die die thermishen Eigenshaften des simulierten Stos beinhaltet. Jetzt
erinnern wir uns daran, dass wir zugunsten der Ezienz unseres Hybrid-Algorithmus
eine möglihst hohe Temperatur vorgeben wollen. Wegen der Festlegung auf die sta-
tishe Kristallstruktur muss diese aber auf jeden Fall unterhalb der Shmelztem-
peratur des Systems liegen. Das Verhalten eines Lennard-Jones Bulksystems bei
hohen Temperaturen ist bereits mittels Molekulardynamik-Simulationen untersuht
worden [108℄, wobei der Tripelpunkt zu 0.694ǫ bestimmt worden ist. Da darüber
hinaus bekannt ist, dass die Shmelztemperatur bei kleineren Partikeln weiter ab-
gesenkt ist [109℄, hat Zinetullin [78℄ eine Testrehnung unter den in dieser Arbeit
herrshenden Bedingungen folgendermaÿen durhgeführt: Es wurde ein bestimmtes,
festes ǫ vorgegeben und die Temperatur des kleinsten verwendeten Clusters mittels
eines Nosè-Hoover-Thermostaten [110, 111℄ sehr langsam stetig angehoben. Ab ei-
ner gewissen Temperatur, die ih als Shmelztemperatur T LJschmelz bezeihne, brah
die bisweilen einheitlihe Kristallstruktur des Clusters allmählih zusammen, das
Material wurde langsam üssig.
Für diese kritishe Temperatur gilt folgender Zusammenhang:
kB · T LJschmelz ≈ 0.43 ǫ .
Damit haben wir eine untere Grenze für die Shmelztemperatur eines Lennard-
JonesClusters von Nanometer-Gröÿe in Abhängigkeit von ǫ gefunden. Jetzt würde
man übliherweise den Parameter ǫ aus der bekannten Shmelztemperatur des zu
simulierenden Materials errehnen. Das ergibt jedoh nur dann Sinn, wenn das Po-
tential überhaupt dazu in der Lage ist, die Shmelztemperatur dieses speziellen
Stoes korrekt wiederzugeben. Leider ist das für die in dieser Arbeit angedahte Art
von Materialien niht der Fall, da das LJ-Potential ursprünglih für die Beshrei-
bung von Edelgasen konzipiert ist [112, 113℄. Deshalb wählen wir für die imaginäre
Shmelztemperatur unseres Systems einfah den markanten Wert von T = 1000K
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= 0.2 eV .
Mit dieser Festlegung können wir davon ausgehen, dass das verwendete Potential zu-
mindest irgend einen Festkörper repräsentiert, wenn wir eine Simulationstemperatur
von T < 1000 K wählen.
Jetzt müssen wir eigentlih nur noh die Atommasse m unseres Stoes angeben.
Auh wenn wir aus o.g. Gründen niht den Anspruh erheben, die Eigenshaften ei-
nes konkreten Materials korrekt wiederzugeben, so wollen wir hierfür dennoh einen
realistishen Werte wählen und orientieren uns am relativ leihten Metall Nikel mit
m = 58.7 u = 9.75·10−26 kg. Der Hintergrund dabei ist, dass wir zur Umrehnung auf
unsere abgeleitete Masseneinheit die Gitterkonstante unseres Materials benötigen,
und Nikel liegt als Festkörper tatsählih in der bei uns vorausgesetzten f-Struktur
mit einer Gitterkonstanten von a = 3.524 ·10−10m vor, d.h. a˜ = 3.524 ·10−10. Damit
folgt aus (3.69) shlieÿlih
m = 9.75 · 10−26 kg = 9.75 · 10
−26 · a˜2
3.204 · 10−19 ME = 3.78 · 10
−26ME .
In [78℄ ist  allerdings unter Verwendung der alternativen Vorshrift (3.3) für
die Aktivierungsenergien von Hops zu stabilen Bindungsplätzen  anhand des Ver-
gleihs mit MD-Simulationen eine temperaturabhängige, eektive Versuhsfrequenz
bestimmt worden. Dazu wurde mittels KMC die Formänderung eines Nano-Zylinders
auf einem f-Gitter simuliert, und das verwendete Modell und die Wahl der Parame-
ter entsprah den eben dargestellten Festlegungen. Die höhste untersuhte Tempe-
ratur betrug T ∗ = 0.4 in reduzierten Einheiten, was in dem hier verwendeten Einhei-
tensystem T = 0.4
0.43
· 1000K ≈ 930K entspriht. Das Ergebnis ν∗0(T = 0.4) = 21.27
muss ebenfalls in unsere Einheiten umgerehnet werden, und es ergibt sih






ν∗ = 5.46 · 1013 s−1.
Dass dieser Wert etwa um den Faktor 5.5 gröÿer als unsere Festlegung ist, muss
bei der Auswertung der Zeitskalen bei den hier untersuhten Phänomenen beahtet
werden.
In der Tabelle 3.4 sind noh einmal alle Materialparameter und auh die wih-
tigsten Modellparameter, welhe im Verlauf des Kapitels erläutert wurden, zusam-
mengefasst.
3.7.3 Messgröÿen
Nahdem nun die konstanten Parameter der Simulationen festgelegt sind, beshreibt
der folgende Abshnitt die zeitlih veränderlihen Messwerte des Systems.
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ǫ Lennard-Jones Energie-Faktor 0.2 eV 3.7.2
m Atommasse 3.78 · 10−26 3.7.2
σ Lennard-Jones Länge 0.896 3.3.2
E0S Sattelpunktsenergie stabile Hops −0.6 eV 3.3.2
fcs Skalierung bed. stabiler Hops 0.8 3.3.2
dextmin minimale Hüpfweite extern 0.4 3.4.1
κ Parabeldehnungsfaktor 1.5 eV 3.4.2
Eext0 Aktivierungsenergie-Oset ext. 0.2 eV 3.4.2
(∆t)RBD RBD-Zeitinkrement 5 · 10−14 s 3.5.6
krot Iterationstiefe Rot.-Integration 2 3.5.6
klead erlaubter Kamelvorsprung 10 3.6.2
Tabelle 3.4: Parameter und deren Werte, die für die Dauer einer Simulation konstant sind;
im oberen Teil benden sih materialspezishe Gröÿen, und in den unteren beiden Blöken
sind Modellparameter aufgeführt. Der mittlere Blok bezieht sih auf das KMC-Verfahren
und der untere auf die RBD-Partikeldynamik.
Gesamtenergie
Die momentane Gesamtenergie des Systems ist die Summe über die momentanen





Die einzelnen Bindungsenergien setzen sih, wie in Kapitel 3.3.2 dargestellt wur-
de, aus einem Bond-Counting-Anteil des eigenen und einem Lennard-Jones-Anteil
des fremden Gitters zusammen (Gleihung 3.2). Für jedes Atom werden dabei alle
Nahbarn mit einem Abstand bis zu R ≤ 2 LE berüksihtigt.
Es ist eine Erfahrungstatsahe, dass sih selbst überlassene Systeme einem Zu-
stand niedrigerer freier Energie zustreben. Da diese jedoh an unserem System niht
zu messen ist, kann stattdessen die Gesamtenergie als Indikator dafür betrahtet
werden, wie weit das System vom thermishen Gleihgewiht entfernt ist.
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Gyrationsradius
Der sog. Gyrationsradius ist ein Maÿ für die Ausdehnung eines Körpers, und er
soll hier die räumlihe Ausdehnung aller N Atome des Systems ausdrüken. Mit den















| Rj − C |2 .
Bei der Messung wird aus Zeitgründen aber dessen Quadrat benutzt und der Aus-






|Rj|2 − |C|2 . (3.72)
Diese Gröÿe nimmt ein Minimum an, wenn die Atome eine Kugel bilden. Für unse-
re Kongurationen ist das als gleihbedeutend mit dem Erreihen des thermishen
Gleihgewihtes anzusehen. Eine exakte Kugelgestalt ist natürlih shon geometrish
niht möglih, und auÿerdem treten immer thermishe Fluktuationen um den Gleih-
gewihtszustand auf. Im Zuge vieler Simulationen hat sih immer wieder gezeigt,
dass der Gyrationsradius gegenüber der Gesamtenergie deutlih geringeren Shwan-
kungen unterliegt und sih deshalb besser zur Charakterisierung der Entfernung des
Systems vom Gleihgewiht eignet.
Relative Partikel-Orientierung
Die Quaternionen qI(t) bzw. qII(t) geben die momentane Orientierung des Partikels
(I) bzw. (II) im Laborsystem an. Wir suhen jetzt nah der Orientierung des Partikels
(II) vom Koordinatensystem des Partikels (I) aus betrahtet. Wegen der Möglihkeit
der Verkettung von Rotationen über das Produkt von Quaternionen (siehe (3.33))
führt der Weg von (I) mittels q−1I über das Laborsystem und von dort mittels qII
nah (II) und somit zur gesuhten Transformation
qrel = qII q
−1
I . (3.73)
Die gegebene Zeitabhängigkeit aller Quaternionen wurde hier der Übersihtlihkeit
wegen niht ausgeshrieben.
Um die in qrel = [srel, vrel] gespeiherte gegenseitige Missorientierung der beiden





vrel und Drehwinkel ψ = 2 arccos(srel) .
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Diese Darstellung hat noh einen Nahteil: Das Koordinatensystem, auf welhes sih
die Drehahse u bezieht, ist das in Kapitel 3.2 denierte körperfeste System, bei dem
die X-Ahse mit der [110℄-Rihtung und die Z-Ahse mit der [111℄-Rihtung des f-
Gitters zusammenfallen. Diese Festlegung dient vor allem einer möglihst ezienten
Speiherung und Positionsbestimmung der Atome auf den Gittern. Für eine Aus-
zeihnung von Rihtungen im Kristall ist sie jedoh unglüklih, da sie niht der
üblihen kristallographishen Norm entspriht. Deswegen werden wir die Koordina-
ten von u noh ein letztes Mal so transformieren, dass die Rihtung der Drehahse
im Basisvektorsystem {a1, a2, a3} des kubishen Gitters ausgedrükt wird. Der Ab-
bildung 3.1 auf Seite 30 ist zu entnehmen, dass der Übergang in das XYZ-System
z.B. durh eine Drehung von φ = 45◦ um a3 und anshlieÿender Rotation um die
neue a′1-Rihtung beshrieben werden kann. Bei der zweiten Rotation muss die
a3-Rihtung in die Raumdiagonale des Würfels überführt werden, so dass für den
zweiten Drehwinkel cos θ =
√
1/3 und sin θ =
√
2/3 gilt. Die Drehmatrix der ge-
shilderten Rotation ergibt sih dann (mit ψ = 0) aus (3.24) und anshlieÿender
Transponierung, weil ja die umgekehrte Transformation geshehen soll. Daraus er-
























Der so entstandene Vektor ist natürlih weiterhin normiert. Es wird bei der
konkreten Analyse der Simulationsergebnisse im Kapitel 5 noh im Einzelnen not-
wendig sein, die Rihtung n = (h′, k′, l′)  so gut wie möglih  in ganzzahlige
Miller-Indizes [h k l] umzurehnen. Der dazu verwendete Algorithmus teilt den Rih-
tungsvektor n zunähst durh den Betrag seiner betragsmäÿig kleinsten Komponente















 mit rnd(z) =
{
⌊z − 0.5⌋, z < 0
⌊z + 0.5⌋, sonst . (3.75)
An dieser Stelle endet die Beshreibung des physikalishen Modells und der Ar-
beitsweise der wesentlihen Algorithmen. Das folgende Kapitel stellt die vershiede-
nen Simulationsprogramme und den prinzipiellen Ablauf einer Simulation vor.
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Kapitel 4
Das Simulationsverfahren
Dieses Kapitel stellt zunähst die während meiner Arbeit entstandenen Simulations-
programme vor, erklärt deren prinzipielle Arbeitsweise und beshreibt die grundsätz-
lihen Abläufe bei einer einzelnen Simulation. Die Aufteilung auf mehrere unabhän-
gige Programme erfolgte vor allem wegen der Übershaubarkeit und auh wieder
aus Ezienzgründen. Der Funktionsumfang der Programme ist ähnlih, doh das
Simulationsprinzip untersheidet sih stark:
Programm A) Vollständiges KMC-RBD-Hybridverfahren
• Zwei unabhängige, unendlih ausgedehnte Gitter
• Anfangskonguration über vordenierte geometrishe Formen (Aufruf-Parameter
bzw. Steuerungsdatei) oder Shnappshuss-Datei A
• erzeugt Messdatei, 3D-Einzelbilder, Histogramme, Shnappshuss-Datei 'A'
Programm B) KMC-Verfahren, 2 Gitter
• Zwei unabhängige, endlihe Gitter mit fester Orientierung
• Anfangskonguration über vordenierte geometrishe Formen (Aufruf-Parameter
bzw. Steuerungsdatei) oder Shnappshuss-Datei A/B
• erzeugt Messdatei, 3D-Einzelbilder, Histogramme, Shnappshuss-Datei 'B'
Programm C) KMC-Verfahren, 1 Gitter
• Anfangskonguration über vordenierte geometrishe Formen (Aufruf-Parameter)
oder Shnappshuss-Datei A/B/C
• generiert möglihst genaues Abbild der Eingabe-Konguration
• erzeugt Messdatei, 3D-Einzelbilder, Histogramme, Shnappshuss-Datei 'C'
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Das typishe Vorgehen ist ein Beginn mit Programm (A), welhes auf jedem
Gitter jeweils eine Vollkugel mit gegebenem Radius erzeugt. Nah ausreihend langer
Simulation, z.B. bis zum Einrasten in einer unveränderlihen Orientierung, oder
wenn bereits ein deutliher Hals zwishen den Partikeln gewahsen ist, wird ein
Shnappshuss 'A' des Gesamtsystems erstellt. Mit diesem kann die eingefrorene
Simulation dann mit Programm (B) oder (C) fortgesetzt werden, je nahdem, ob
die ggf. noh vorhandene Korngrenze beibehalten werden soll oder niht. In beiden
Fällen wird die globale RBD-Partikeldynamik zugunsten einer um den Faktor 1000
gesteigerten Simulationsgeshwindigkeit ausgelassen.
Was die Shnappshuss-Dateien betrit, gibt es eine Aufwärtskompatibilität,
d.h. jedes Programm kann seine eigenen und die Ausgabe-Dateien des darüberste-
henden Programmes als Input verarbeiten. Somit können ordentlih beendete Si-
mulationen immer wieder fortgesetzt werden. Auÿerdem werden Shnappshüsse in
einem regelmäÿigen Siherheits-Intervall erzeugt, um den Zeitverlust bei ungewoll-
tem Programmabbruh gering zu halten.
4.1 Erzeugen der Anfangskonguration
Die Anfangskonguration einer Simulationsreihe wird durh Vorgabe von geometri-
shen Formen und deren Dimensionen festgelegt. Zur Zeit möglih sind Vollkugeln
(Radius R), Hohlkugeln (innerer und äuÿerer Radius), Vollzylinder (Radius, Länge),
Quader (3 Kantenlängen) und Zigarren (Vollzylinder mit abgerundeten Enden).
Durh Verwendung einer Steuerungsdatei können die genannten Objekte beliebig
kombiniert werden, um zum Beisipel eine Kette von Kugeln zwishen zwei ausge-
dehnten, parallelen Wänden zu konstruieren.
In dieser Arbeit werden als Ausgangskonguration ausshlieÿlih zwei gleih
groÿe Vollkugeln verwendet. In der Realität werden die in Kontakt tretenden Pri-
märpartikel i.a. niht gleih groÿ sein, was nah Abshnitt 2.1.2 zu einem weiteren
Massenuss vom kleinen zum groÿen Partikel führt. Die angenommene Ausgangssi-
tuation stellt also ein labiles Gleihgewiht dar. Die Simulationen werden tatsäh-
lih alle mit der Zeit die Ausbildung einer leiht gekrümmten Korngrenze zeigen,
die zu einer mehr oder weniger shnellen Ostwald-Reifung führt. Somit geht der
hier betrahtete Sonderfall der Ausgangskonguration sehr wohl in eine realistishe
Entwiklung über, wenn der Gröÿenuntershied der zu simulierenden Ausgangspar-
tikel hinreihend klein ist. Unter diesen Voraussetzungen stellt sih u.a. die span-
nende Frage, ob das Radienverhältnis der Partikel sogar noh über den kritishen
Wert (2.15) ansteigen kann, was ein vollständiges Entfernen der Korngrenze aus
dem System ermöglihen würde. Wenn das der Fall ist, heiÿt das, dass in unse-
rem Modell Korngrenzen entstehen können, für die das kritishe Anfangsverhältnis
(Ri/ri)crit = 1 ist.
Die Simulationsprogramme sind natürlih prinzipiell ohne Weiteres dazu in der
Lage, den Fall vershieden groÿer Primärpartikel systematish zu untersuhen.
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nah der Erzeugung: nah der Thermalisierung:
Abbildung 4.1: Da die als Kugeln (hier R = 15) konstruierten Ausgangspartikel (links)
noh keine realistishe Gestalt haben, werden sie unabhängig voneinander in einer ersten Si-
mulation der gegebenen Temperatur T = 950K ausgesetzt, wodurh sih ihre Oberähen-
beshaenheit deutlih ändert (rehts). Die Kanten der die Partikel umshlieÿenden Quader
sind parallel zu den Koordinatenahsen der körperfesten Bezugssysteme und veranshauli-
hen daher die Orientierung der Gitter.
Erzeugung und Thermalisierung der Partikel
Entsprehend der Parametervorgabe werden die geometrishen Formen durh Auf-
füllen des Gitters mit identishen Atomen bis zur gewünshten Dimension erzeugt.
Das geshieht zunähst für beide Gitter unabhängig voneinander. Um die realistishe
Ausgangssituation der sih in einer Umgebung mit vorgegebener Temperatur spon-
tan treenden Partikel besser nahzubilden, werden die beiden Cluster daraufhin
(weiter unabhängig voneinader) der eingestellten Temperatur ausgesetzt. Es wird
dazu jeweils eine KMC-Simulation von einer Dauer ∝ R2 ausgeführt, bei der sih
die für die gewählte Temperatur harakteristishe Oberähenbeshaenheit aus-
bilden kann. Da wir eine hohe Temperatur knapp unterhalb des Shmelzpunktes
verwenden, werden die nah der Konstruktion perfekt ebenen Faetten (besonders
bei groÿen Partikeln) dadurh deutlih rauer, und deren gesamte Gestalt weist ther-
mishe Verformungen auf (Abbildung 4.1).
Anhand dieses Anfangszustandes werden die Shwerpunkte (3.43) und die Trägheits-
tensoren (3.48) der Cluster berehnet.
Initialisierung der RBD-Zustandsvariablen
Als nähste Vorbereitung auf die eigentlihe Simulation werden die Zustandsvaria-
blen der Starrkörper-Dynamik (Tabelle 3.2 auf Seite 66) initialisiert. Die dynami-
shen Variablen sind zu Beginn alle Null:
vI/II(t = 0) = ωI/II(t = 0) = v˙I/II(t = 0) = ω˙I/II(t = 0) = 0 .
Die Lage und die Orientierung der Partikel können durh Eingabeparameter vor-
gegeben werden, doh wir haben für die statistishen Studien im nähsten Kapitel
grundsätzlih folgendes Vorgehen benutzt: Die Anfangsorientierung des Partikels (I)
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war identish mit dem Laborsystem, und die des Partikels (II) zufällig. Dazu be-
nutzen wir die Parametrisierung (3.24) nah Euler-Winkeln und drei Zufallszahlen
zi ∈ [0, 1]:
qI(t = 0) = [1, 0, 0, 0] , qII(t = 0) = q
Euler(z1π, z2π, z3π) ,
wobei die Umwandlung von Euler-Winkeln in ein Quaternion nah (3.35) geshieht.
Die thermalisierten und orientierten Partikel werden dann entlang der x-Ahse des
Laborsystems so lange einander bis auf den Abstand d angenähert,













bis anziehende Kräfte (3.42) einsetzen.
Diese Konstruktion der Ausgangskongurationen (Orientierung von Partikel (I)
und Ahse durh Shwerpunkte konstant im Laborsystem) bedeutet, dass der an-
fänglihe Berührungspunkt der Partikel immer in der gleihen kristallographishen
Rihtung (<110>) des Partikels (I) liegt. Eine gedahte ebene Korngrenze senkreht
zur Shwerpunktsahse wäre also immer eine {110}-Ebene des Partikels (I). Inwie-
weit hierdurh eine ungewollte Einshränkung der Allgemeinheit der statistishen
Studie erfolgt ist, wird im späteren Verlauf noh diskutiert.
Als letzter Vorbereitungsshritt müssen noh alle Prozesse, interne und externe,
und deren Raten neu bestimmt werden.
4.2 Hybride KMC-RBD-Simulation (A)
Wie bereits in Kapitel 3.6 beshrieben, existiert im derzeitigen Implementations-
stadium noh eine übergeordnete Koordination aller Abläufe in einer Shleife. Im
Prinzip sind die einzelnen Bestandteile jedoh bereits für eine Parallelisierung des
Algorithmus konzipiert. Das manifestiert sih in der Umsetzung der fundamentalen
Einheiten wie Gitter, Atom oder Cluster als Instanzen von Klassen. Die Hauptauf-
gaben der zentralen Steuerung liegen in der Bildung der Gesamtrate, der Auswahl
eines neuen Prozesses, der Zeitsynhronisation und der Aufnahme von Messwer-
ten. Bei den Interaktionen zwishen den Partikeln, wie z.B. der Bestimmung von
externen Prozessen und deren Raten oder der Berehnung von Kräften und Dreh-
momenten, nehmen die Cluster selbständig Kontakt zueinander auf. Und auh wenn
der in Kap. 3.5.6 beshriebene RBD-Algorithmus nah einem streng linearen She-
ma abzulaufen sheint, so ist doh bereits an einigen Stellen auf gute Ansatzpunkte
zur Parallelisierbarkeit hingewiesen worden.
Die Bestandteile der Hauptshleife sind:
1. Berehnung der Gesamtrate des Systems
2. Zufällige Auswahl eines Prozesses und Ausführung dessen
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3. Bestimmung des KMC-Zeitinkrementes
4. Aktualisierung der Trägheitstensoren, falls RBD-Shritte notwendig
5. Ausführung der notwendigen Anzahl von RBD-Shritten
6. Neuberehnung aller externer Raten, falls RBD erfolgt
7. Aufnahme von Messwerten (wenn Intervall erreiht)
8. ggf. Ausgabe von 3D-Bild, Gesamtszustand-Shnappshuss, Ea-Histogramm
9. Überprüfung der Integrität
Der letzte Punkt beinhaltet vor allem eine Prüfung, ob die beiden Partikel noh in
Sihtweite sind. Wenn niht, wird die Simulation sofort abgebrohen. Ansonsten ist
das Ende einer Simulation nur durh die Vorgabe der Anzahl auszuführender KMC-
Prozesse festgelegt. Die bisherige Implementation einer automatisierten Erkennung
des Gitter-Einrastens arbeitet noh niht zuverlässig genug und wurde deshalb niht
genutzt.
4.3 KMC-Simulation bei festgehaltener Gitterori-
entierung (B/C)
Es wird sih im nähsten Kapitel zeigen, dass ein ganz typishes Merkmal der zeit-
lihen Entwiklung unserer Systeme in der Aufteilbarkeit in zwei harakteristishe
Sinterphasen besteht: Eine Orientierungs- und eine Vershmelzungsphase. Der Über-
gang ist mehr oder weniger abrupt und endet mit einer für die restlihe Zeit xierten
Ausrihtung der beiden Gitter. Der danah beshleunigt wahsende Sinterhals ver-
stärkt diese Verbindung zunehmend. Diese Beobahtung hat mih dazu veranlasst,
ein weiteres, für diese zweite Phase optimiertes Simulationsprogramm zu entwikeln.
Das Programm B verzihtet niht nur ganz auf die RBD-Dynamik, sondern be-
nutzt auh eine von der des Programmes A sehr vershiedene Repräsentation des
Systems. Hier wurde nun der Geshwindigkeit die höhste Priorität eingeräumt,
wodurh viele Ansätze des objektorientierten Hybrid-Programmes aufgegeben wer-
den mussten. Die Atome haben keine eigene Identität mehr, sondern existieren nur
noh implizit durh die Eigenshaft besetzt der Gitterplätze. Die  prinzipiell
noh vorhandenen  zwei Gitter sind jetzt fest verbunden, und daher können alle
N -Nähste-Nahbar-Plätze im vereinigten CSL-Übergitter shon am Anfang refe-
renziert werden. Das Programm geht sogar noh einen Shritt weiter und berehnet
alle möglihen Bindungsenergie-Beiträge shon im voraus. Deswegen läuft die Ener-
giebestimmung jetzt tatsählih auf ein reines bond-ounting hinaus. Die Regeln
für möglihe externe bzw. interne Hops und deren Raten sind natürlih unverändert
gültig.
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Durh die beshriebenen Modikationen erreiht das Programm (B) eine gegen-
über (A) etwa um den Faktor 1000 bis 1500 gesteigerte Simulationsgeshwindigkeit.
Wegen der Konstanz des mittleren stohastishen Zeitinkrements über sehr lange
Zeit ist die simulierbare Eigenzeit des Systems um den gleihen Faktor vergröÿert.
KMC-Simulation auf einzelnem Gitter (C)
Die dritte Variante C des Simulationsprogrammes ist nur für eine ganz bestimmte
Gruppe von Ausgängen der Orientierungsphase bestimmt, nämlih für diejenigen,
bei denen die beiden Gitter zur nahezu vollständigen Dekungsgleihheit gelangen.
Mit anderen Worten simuliert es einen f-Kristall ohne Korngrenze oder sonstigen
Volumendefekt, und entsprehend wird auh nur ein einziges Gitter implementiert.
Der besondere Sinn dieses Derivates besteht nun darin, dass eingefrorene Zustände
sowohl von Programm (A), als auh von Programm (B) eingelesen werden können.
Diese werden zunähst doh auf zwei Gittern rekonstruiert. Danah versuht ein
Algorithmus, jeden Gitterplatz des Gitters (II) eineindeutig auf den nähstgelege-
nen Bindungsplatz des Gitters (I) abzubilden. In einem zweiten Shritt wird dann
versuht, alle Atome entsprehend von Gitter (II) auf (I) überzusiedeln. Verständli-
herweise können dann Konikte mit bereits vorhandenen Atomen auftreten, wenn
die Annahme der Gitter-Koinzidenz im eingefrorenen Zustand niht gut genug erfüllt
war.
An dieser Stelle endet die Beshreibung des Simulationsverfahrens, und die fol-
genden Kapitel beshäftigen sih mit der Analyse der Simulationsergebnisse in den
beiden harakteristishen Phasen des Sintervorgangs.
Kapitel 5
Die Orientierungsphase
Es war natürlih keine besonders groÿe Überrashung aber dennoh eine Freude zu
sehen, wie sih die ersten Partikel, die aufeinander losgelassen worden sind, ver-
hielten: Wie erwartet drehten sie sih kurz gegeneinander, verharrten kurz, rollten
dann in einer ganz anderen Rihtung kurz aufeinander ab, blieben aber ständig in
Kontakt. Dieses Spiel wiederholte sih mehrfah, und es war die ganz konkrete mo-
mentane Form bzw. Beshaenheit der kleinen Berührungsähe beider Partikel,
die über die nähsten Bewegungen entshied. Manhmal war es ein einziges Atom,
welhes durh seinen Sprung die derzeitige Bewegung abbremste oder den Weg für
eine kleine Neuausrihtung freigab.
Lange dauerte dieses Spiel aber niht, denn sobald die beiden Körner einen gefäl-
ligen Kontakt gefunden hatten, der wegen der gröÿeren Kontaktähe auh etwas
länger andauerte, sammelten sih sofort immer mehr Atome in dem noh spitzen
Zwikel, weil sie dort besser koordiniert waren als auf der freien Kugeloberähe.
Dadurh wuhsen aber auh die Kontaktähe und damit die Barriere für eine erneu-
te Umorientierung weiter an. Es ist klar, dass diese positive feedbak loop shnell
eine sehr stabile Konguration herbeiführt. Ab diesem Moment ist also mit keiner
weiteren Verdrehung der ehemals getrennten Partikel zu rehnen, und das stetige
Vershmelzen zu einem einzigen groÿen Partikel beginnt.
Folglih liegt es tief in der Natur des untersuhten Phänomens, den gesamten
Prozess in zwei harakteristishe Phasen aufzuteilen: Die Orientierungsphase, wel-
he in diesem Kapitel behandelt wird, und die im nähsten Kapitel untersuhte
Vershmelzungsphase.
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5.1 Qualitative Beobahtungen
Um das in der Einleitung mit Worten beshriebene Verhalten der gegenseitigen Um-
orientierung der Partikel genauer analysieren zu können, messen wir deren momen-
tane relative Orientierung wie in Abshnitt 3.7.3 hergeleitet anhand einer Drehahse
v = (h′, k′, l′) und eines Drehwinkels ψ. Diese beiden Parameter denieren diejeni-
ge Rotation, welhe das Koordinatensystem des Gitters von Partikel (I) in das von
Partikel (II) transformiert.
Die Abbildung 5.1 zeigt den zeitlihen Verlauf ψ(t) des relativen Drehwinkels der
beiden Partikel am Beispiel einer typishen Simulation. Zusätzlih sind für drei Zeit-
punkte Momentaufnahmen der Berührungsstelle dargestellt. Das auälligste Merk-
mal des Kurvenverlaufs ist der deutlih lokalisierte Zeitpunkt tori = 14.3 ns, zu wel-
hem die beiden Gitter oensihtlih fest einrasten. Vorher ist eine Abfolge von
Winkeländerungen und kurzen Plateaus (t in den Bereihen [6 ns, 9 ns℄, [11 ns, 12 ns℄
und [13 ns, 14 ns℄) zu erkennen. Diese Zeitspannen waren wohl für die jeweilige Kon-
stellation zu kurz, um das Heranwahsen eines hinreihend stabilisierenden Halses
zuzulassen.
tori
Abbildung 5.1: Der Verlauf des relativen Rotationswinkels der Gitter beider Partikel
zeigt deutlih den Zeitpunkt tori = 14.3 ns, zu welhem die Gitter fest einrasten. An den
drei Momentaufnahmen der Berührungsähe ist zu erkennen, dass erst ab diesem Moment
das Halswahstum einsetzt.
Die Drehwinkel der Umorientierungsphasen liegen hier zwishen etwa 2◦ und
12◦, was ein typisher Wertebereih ist. In seltenden Fällen sind jedoh auh deut-
lih gröÿere Winkel über 90◦ zu beobahten. Bei der gezeigten Kurve ist aber zu
beahten, dass die aufgetragene Gröÿe, ψ(t), nur einer von den beiden Parametern
ist, welhe die relative Orientierung der Partikel beshreiben. I.a. gehört zu jedem
Datenpunkt der Kurve eine andere Drehahse v(t). Theoretish ist es sogar möglih,
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dass eine sih hier als Plateau darstellende Zeitspanne tatsählih doh eine Umori-
entierung beinhaltet, weil sih die Drehahse stetig ändert. Diese Situation ist jedoh
so unwahrsheinlih, dass wir sie hier niht in Betraht ziehen müssen. Von groÿer
Bedeutung ist die konkrete Rihtung der Drehahse allerdings ab dem Zeitpunkt tori,
und in fast allen durhgeführten Simulationen galt auh v(t ≥ tori) = onst. Die Tu-
pel {v, ψ} (t ≥ tori) werden im folgenden Abshnitt dazu verwendet, eine eindeutige
Klassizierung der eingenommenen Orientierung vorzunehmen.
Ein Vergleih der ersten mit der zweiten Momentaufnahme, welhe a. 1 ns nah
dem ersten Kontakt der Partikel bzw. kurz vor Ende der Orientierungsphase entstan-
den sind, bestätigt, dass die Berührungsähe am letzten Zwishenplateau etwas grö-
ÿer ist als zu Beginn der Simulation. Dieses kann am besten an der Farbgebung der
einzelnen Atome abgelesen werden, wobei der Farbton wieder die momentane Par-
tikelzugehörigkeit angibt. Die Atome mit stärkerer Farbsättigung erfahren aber im
Gegensatz zu den übrigen einen nihtvershwindenen Anteil ihrer Bindungsenergie
durh Atome des jeweils anderen Partikels (rehter Summand von (3.2) auf Seite
35). Somit ist die Anzahl dunkel gefärbter Atome ein Maÿ für die Ausdehnung der
Berührungsähe.
Die Gegenüberstellung von zweiter und dritter Momentaufnahme in Abbildung
5.1 zeigt dann, dass erst am Ende ein deutlih ausgeprägter Sinterhals existiert
und validiert damit die Annahme, dass erst nah Abshluss der Orientierungsphase
ein Halswahstum einsetzt. Diese Shlussfolgerung ist natürlih vor allem deswegen
rihtig, weil zwishem der zweiten und der dritten Momentaufnahme weniger Zeit
vergangen ist als zwishen den ersten beiden.
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Die bisherigen Beobahtung zum Verhalten zweier frei bewegliher Nanopartikel im
losen Kontakt, vor allem die klare Abgrenzung des Sintervorganges in zwei harak-
teristishe Phasen, werfen sofort eine zentrale Frage auf, deren Beantwortung als ein
Hauptanliegen meiner Arbeit bezeihnet werden kann: Wie sind die harakteristi-
shen Zeiten der beiden Phasen, und wie hängen diese von der Gröÿe der Partikel
ab? Die Dauer der zweiten Phase, die gemeinhin als Relaxationszeit bezeihnet wird,
zeigt zusätzlih eine starke Abhängigkeit von der am Ende der ersten Phase ein-
genommenen Orientierung. Deswegen ist der Vershmelzungsphase das komplette
nähste Kapitel gewidmet.
Wie in der Einleitung zu diesem Kapitel beshrieben, kann das Shiksal der
Partikel während der gegenseitigen Ausrihtung aufeinander von wenigen einzelnen
Atomen abhängen. Deren Bewegungen sind aber durh die Modellierung mittels
der Monte-Carlo-Methode für das individuelle Atom rein zufällig, so dass auh die
spontane Umorientierung der Körner dem Zufall unterliegt, obwohl deren Umset-
zung mit dem RBD-Algorithmus streng deterministish ist. An dieser Stelle kann
also durhaus die Idee aufkommen, auh die Gitterneuausrihtung durh einen zu-
fälligen instantanen Vorgang, d.h. einen Markov-Prozess, umzusetzen. Die Bestim-
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mung der jeweiligen Übergangswahrsheinlihkeiten wäre dabei jedoh eine groÿe
Herausforderung.
Die beshriebene, sehr einussreihe Zufallskomponente hat nun zur Folge, dass
der Ausgang einiger weniger Simulationen keine siheren quantitativen Aussagen
erlaubt. Daher und aufgrund der Verfügbarkeit der notwendigen Rehenkapazitäten
haben wir uns dazu entshieden, die Untersuhung anhand einer Statistik aus vielen
unabhängigen Simulationen vorzunehmen.
Nun sind aber Rehenkapazitäten und die Zeit bekannter Maÿen begrenzt, und
da wir uns ja im Besonderen für die Abhängigkeit der harakteristishen Zeiten und
Orientierungen von der Partikelgröÿe interessieren, mussten folgende Parameter der
Versuhsreihen gegeneinander abgewogen werden:
• Wertebereih der Partikelradien
• Anzahl vershiedener Partikelradien
• Umfang (simulierte Zeit) pro Simulation
• Anzahl an Simulationen pro Partikelradius
Der erste Punkt fällt insofern etwas aus der Reihe, als dass der Rehenaufwand
in Abhängigkeit des Partikelradius ein Potenzgesetz ist, für das wir  zumindest
was die Relaxationszeit betrit  aufgrund der Kontinuumstheorie (Kapitel 2.1)
einen Exponenten von ≈ 4 erwarten. Die anderen drei Parameter gehen dagegen
oensihtlih linear in den Gesamtaufwand ein. Für die erste und umfangreihs-
te Versuhsreihe habe ih als maximalen Radius Rmax = 13 gewählt, bei welhem
der Rehenaufwand pro Hybrid-Simulation bereits bei a. 2 Tagen liegt. Zugunsten
einer besseren Statistik bei festem Partikelradius haben wir uns mit vier vershiede-
nen Partikelradien begnügt. Da sih shon früh abzeihnete, dass auh die mittlere
Orientierungszeit mit dem Partikelradius ansteigt, ist der Umfang der einzelnen Si-
mulationen an diesen angepasst worden. In der Tabelle 5.1 sind die Parameter für
die Versuhsreihen zur Bestimmung der mittleren Orientierungszeit und die dafür
benötigten Rehenzeiten angegeben.
Radius R = 7 R = 9 R = 11 R = 13
Atome/Partikel 2071 4213 7883 13045
KMC-Shritte/Sim. 200 000 300 000 500 000 500 000
Reale Zeit/Sim. ≈ 40 ns ≈ 42 ns ≈ 50 ns ≈ 50 ns
Rehenzeit/Sim. 9 Std. 17 Std. 35 Std. 2 Tage
Anzahl Simulationen 1010 287 750 1289
davon ausgewertet 849 202 360 822
Tabelle 5.1: Wahl der Parameter für die Simulationsreihen zur mittleren Orientierungszeit
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Addiert man die vier Produkte aus Simulationsanzahl und benötigter Rehen-
zeit pro Simulation, so ergibt sih eine Gesamtrehenzeit von a. 4350 Tagen. Dass
wir die Untersuhung aber in deutlih weniger als 12 Jahren durhführen konnten,
liegt an zwei Umständen: Dank des verfügbaren Rehenlusters konnten stets a.
10 bis 20 Simulationen parallel ablaufen, und dann habe ih noh die im Folgenden
präsentierte Tatsahe genutzt, dass viele Partikel nur sehr kurze Zeit nah dem ers-
ten Kontakt bereits eine feste Orientierung eingenommen hatten. Bei regelmäÿigen
Kontrollbliken in die laufenden Simulationen habe ih diese in dem Fall eindeutig
stabiler Orientierung sofort vorzeitig beendet.
Die Tatsahe, dass niht alle Simulationen jeder Reihe ausgewertet wurden, hat
zwei Ursahen: Zum einen sind von den anfangs durhgeführten Simulationen niht
alle Daten erhalten geblieben, die zu der hier präsentierten Auswertung benötigt
werden, und zum anderen gab es ab und zu Simulationen, bei denen der Zeitpunkt
tori nur sehr shleht auszumahen war. Das bedeutet aber niht, dass in all diesen
Fällen die Orientierungsphase bis zum Ende der Simulation noh niht abgeshlossen
war. Das war nur in weniger als 1% aller Simulationen der Fall.
Ein wihtiger Simulationsparameter ist bisher noh niht erwähnt worden, die
Temperatur. Natürlih ist auh die Temperaturabhängigkeit der untersuhten Grö-
ÿen von starkem Interesse, doh angesihts des geshilderten Rehenaufwandes der
Simulationen, konnten wir die Temperatur niht auh noh variieren. Darüber hin-
aus wird der verwendete Hybrid-Algorithmus, wie in Abshnitt 3.6.2 erläutert, mit
sinkender Temperatur immer inezienter, weswegen wir für alle Simulationen ein
konstantes T = 950K knapp unterhalb des kritishen Wertes (siehe dazu Abshnitt
3.7.2) gewählt haben.
Was die Konstruktion der Anfangskonguration jeder Simulation anbelangt, so
wurde, wie in Kapitel 4.1 beshrieben, einem Partikel eine zufällige Orientierung
vorgegeben.
Die Abbildung 5.2 zeigt die Verteilung der  individuell nah Augenmaÿ  für
jede Simulation ermittelten Orientierungszeiten tori anhand zweier Histogramme für
R = 7 (links) und R = 13. Es fällt zunähst auf, dass die Zählraten längerer Zei-
ten in der groben Rasterung prinzipiell monoton abfallen, wir haben es hier also
mit sehr shiefen Dreieksverteilungen zu tun. Dieses gilt genauso für die anderen
beiden Partikelradien, wobei dort die Statistik wegen der kleineren Zahl an Simu-
lationen shlehter ist. Aufgrund der Monotonie bei der gewählten Auösung, die
bei den kleinsten Partikeln am stärksten ausgeprägt ist, wurde für das jeweils ers-
te Zeitintervall ein eigenes Histogramm erstellt (Insets der Abbildungen). Anhand
dieser sind die Maxima der ermittelten Verteilungen, d.h. die Erwartungswerte der
Orientierungszeit, als ≈ 0.4 ns bei R = 7 und ≈ 0.5 ns bei R = 13 abzushätzen.
Für eine genauere Ermittlung dieser Werte anhand einer weiteren Verfeinerung der
Histogramme reiht die Anzahl der Zählungen niht mehr aus, und die entsprehen-
den Werte 0.3 ns und 0.25 ns für R = 9 bzw. R = 11 sind aus diesem Grund noh
unsiherer. Anhand der Angaben in Tabelle 5.1 läÿt sih noh errehnen, dass in-
nerhalb dieser erwarteten Orientierungszeiten auf beiden Partikeln insgesamt nur
etwa 2000 bis 5000 Hops stattgefunden haben.
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Abbildung 5.2: Histogramme der Orientierungszeiten für Partikel der Radien R=7
(links) und R=13, bei welhen wegen der oensihtlihen Asymmetrie das jeweils erste
Intervall noh einmal mit einer Verfeinerung des Zeitrasters ausgewertet und als eigenes
Histogramm eingezeihnet wurde. Bei beiden Versuhsreihen zeigt sih daran eine groÿe
Diskrepanz zwishen dem Maximum der Verteilung (≈ 0.5 ns) und den arithmetishen Mit-
telwerten (9.3 ns bzw. 17.3 ns) aller ermittelter Zeiten.
Für jede Partikelgröÿe ist aus allen gemessenen Zeiten tori der arithmetishe Mit-
telwert berehnet und in die Histogramme der Abbildung 5.2 eingezeihnet worden.
Dass diese Zahlen, tori(R=7) = 9.3 ns und tori(R=13) = 17.3 ns um den Faktor 23
bzw. 35 gröÿer als die jeweiligen Erwartungswerte sind, zeigt noh einmal deutlih,
wie stark unsymmetrish die Verteilungen sind. Die gemittelten Orientierungszeiten
aller vier Versuhsreihen sind in der Abbildung 5.3 aufgetragen. Als Abszisse ist
jedoh niht der Radius selbst, sondern die dritte Wurzel aus der Anzahl an Atomen
pro Ausgangspartikel gewählt worden, da diese Zahl die Systeme besser harakte-
risiert. Der nominelle Partikelradius ist nämlih genau genommen der Radius der
Kugel, welhe alle diejenigen f-Gitterplätze einshlieÿt, auf denen Atome sitzen.
Aufgrund der Rasterung des Raumes durh das Gitter sind das Volumen bzw. die
Masse der Partikel natürlih beides unstetige Funktionen der Gröÿe Radius.
Um einen Eindruk von der Vertrauenswürdigkeit der dargestellten Mittelwerte
zu bekommen, wurden zusätzlih folgende Gröÿen in das Diagramm eingezeihnet:
Die Intervalle tori ± 2σR (braune Balken), die Intervalle tori ± 2σR/
√
NProben − 1
(rote Balken), die Mediane (0.5-Quantile) der Verteilungen und die jeweilige ma-
ximal simulierte Realzeit. Arithmetish sind die σR die Standardabweihungen der
Stihproben und somit Shätzwerte der wahren Standardabweihungen. Diese dürfen
aber aufgrund der Tatsahe, dass die tori stark unsymmetrish verteilt sind, niht als
Kondenzintervalle der Wahsheinlihkeit tatsählih benötigter Orientierungszei-
ten interpretiert werden. Das wird an der Lage der Mediane (Sterne) deutlih, denn
denitionsgemäÿ liegt jeweils genau die Hälfte aller Messwerte unter bzw. über die-
sen. Die roten Balken sind die Standardabweihungen der geshätzten Mittelwerte
und somit ein Maÿ für deren Unsiherheit.
Ansheinend ist die Statistik gut genug, um einen linearen Fit der vier Mittel-
werte zusammen mit dem Ursprung zu motivieren. Der daraus resultierende Zusam-
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Abbildung 5.3: Die gemittelten Orientierungszeiten der Versuhsreihen mit vershie-
denen Partikelradien sind hier über der dritten Wurzel aus der Anzahl an Atomen pro
Ausgangspartikel aufgetragen, da dadurh die Systeme genauer harakterisiert sind. Die
braunen Fehlerbalken sind die Standardabweihungen 2σ, die roten Balken deuten die
Messunsiherheit an, und die Sterne sind die Mediane der Verteilungen. Die blaue Gerade
ist der lineare Fit der arithmetishen Mittelwerte einshlieÿlih des Ursprungs. Anhand
der Lage der Messobergrenze kann davon ausgegangen werden, dass der Fehler durh die
Endlihkeit der simulierten Zeit sehr klein ist.
menhang
tori(R) = (0.739± 0.006) ns ·R (5.1)
bestätigt das lineare Verhalten, da die statistishe Unsiherheit des Faktors bei nur
0.8% liegt und die entsprehende Gerade fast zentral durh alle Messunsiherheiten
der Mittelwerte verläuft.
Der groÿe Abstand der in der Abbildung als Messobergrenze bezeihneten maxi-
mal simulierten Realzeit deutet noh einmal an, dass der zu erwartende Fehler durh
zu früh abgebrohene Simulationen ebenfalls sehr klein sein dürfte. Was den kon-
kreten Wert 0.74 ns des Proportionalitätsfaktors anbelangt, so darf niht vergessen
werden, dass der KMC-Teil der synhronisierten Zeitahse im Hybrid-Verfahren u.a.
von der Wahl der Versuhsfrequenz abhängt, die eine Materialkonstante mit einer
Streuung über mindestens eine Gröÿenordnung ist (siehe Kapitel 3.7.2). Einen noh
wesentlih gröÿeren Einuss auf die Häugkeit der Diusionsprozesse hat jedoh
die Temperatur, so dass von einer starken Temperaturabhängigkeit des ermittelten
Faktors ausgegangen werden muss.
Als Fazit kann nah dieser ersten quantitativen statistishen Untersuhung das
klare Ergebnis angeführt werden, dass die mittlere Dauer der gegenseitigen Aus-
rihtung zweier Nanopartikel bei Temperaturen niht weit unterhalb ihres Shmelz-
punktes linear mit ihrem Radius anwähst. Der Proportionalitätsfaktor liegt für die
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hier avisierten f-Metalle in der Gröÿenordnung von einer Nanosekunde pro atoma-
rem Abstand. Gleihzeitig haben die Simulationsreihen eindeutig gezeigt, dass die
Orientierungszeit in den meisten Fällen deutlih kürzer ausfällt, so dass die Maxima
der Verteilungen bei allen Partikelgröÿen unterhalb von einer Nanosekunde lagen.
5.3 Klassi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Nahdem wir jetzt shon eine Antwort auf die Frage gefunden haben, wie lange die
Orientierungsphase zweier Partikel bestimmter Gröÿe im Mittel dauert, interessieren
wir uns im Folgenden für das Ergebnis dieses Vorgangs. Wir wollen also die bereits
aufgenommenen Daten nun dahingehend untersuhen, welher Art die dauerhaft ein-
genommenen Orientierungen der Partikel und somit die etwaigen Korngrenzen sind.
Ein denkbares Ergebnis wäre z.B., dass in allen durhgeführten Experimenten am
Ende beide Gitter völlig dekungsgleih waren und somit keine Korngrenze existier-
te. Ebenso unwahrsheinlih aber möglih wäre eine genauso zufällige Orientierung
am Ende wie am Anfang, d.h. eine annähernde Gleihverteilung aller beobahteten
Rotationswinkel ψ(tori) und beliebig groÿe Miller-Indizes [h(tori), k(tori), l(tori)] der
Drehahsen.
Beide Szenarien sind niht eingetreten. Die Drehahsen waren oft durh kleine
Indizes gut beshreibbar, manhmal lagen sie aber auh mit hoher Genauigkeit bei
gröÿeren Werten zwishen 5 und 10, und die Drehwinkelverteilung zeigte viele ein-
deutige Häufungspunkte. Es war also klar, dass die meisten Simulationen spezielle
Arten von Korngrenzen hervorgebraht hatten, deren Bedeutungen im Folgenden
herausgefunden werden sollen.
5.3.1 Die Coinidene-Site-Lattie-Theorie
Zur Klassizierungen von Korngrenzen gibt es in der Kristallographie untershied-
lihe theoretishe Modelle, von denen die Bollmannshe 0-Gitter-Theorie [114℄ die
allgemeinste aber auh mathematish aufwendigste ist. Ih werde zur Interpretati-
on der Simulationsergebnisse zunähst ein anderes, weit verbreitetes und durhaus
anshaulihes Modell verwenden, das Koinzidenzgitter-Modell (Coinidene Site
Lattie, CSL). Dieses hat sih in zahlreihen Experimenten [115℄ als korrekt und
brauhbar erwiesen und basiert auf folgenden Überlegungen: Zwei identishe, un-
endlih ausgedehnte Translationsgitter beliebiger Symmetrie durhdringen sih ge-
genseitig im Raum. Wie auh in unserem Modell können die beiden Gitter beliebig
gegeneinander verdreht sein, wobei die Rotation um einen beliebigen, gemeinsa-
men Gitterpunkt erfolgt ist. Die zusätzlihe Freiheit der Translation unserer beiden
Gitter gibt es in diesem Modell also zunähst niht. Als Drehahsen werden auh
bevorzugt niedrig indizierte Rihtungen [h k l] des jeweiligen Kristallsystems vor-
ausgesetzt. Eine vollständige Charakterisierung des konkreten Systems besteht also
in der Angabe der Miller-Indizes h, k, l und eines Drehwinkels φ.
Eine zentrale Aussage des CSL-Modells ist nun, dass es ganz spezielle Orientie-
rungen (h, k, l, φ) gibt, die sih dadurh auszeihnen, daÿ dabei Gitterpunkte beider
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Einzelgitter genau zusammenfallen bzw. koinzidieren. Diese gemeinsamen Punk-
te wiederholen sih natürlih ebenfalls periodish im Raum und denieren somit
ein neues unendlihes Translationsgitter, das Koinzidenzgitter. Für diese speziel-
len Übergitter ist vor allem eine Eigenshaft von Bedeutung, die das Koinzidenz-
bzw. CSL-Gitter eindeutig harakterisiert: Das Volumenverhältnis Σ zwishen den
jeweiligen Elementarzellen
Σ =
Volumen der Elementarzelle (EZ) des CSL
Volumen der EZ des konstituierenden Gitters
.
Es ist ferner bewiesen worden [116℄, dass Σ immer ganzzahlig und ungerade ist. Die
harakteristishe Zahl kann auh so aufgefasst werden, dass der Bruhteil 1/Σ aller
Gitterpunkte Koinzidenzpunkte sind. Nah dem trivialen Fall Σ = 1 bei vollstän-
diger Dekungsgleihheit beider Gitter stellt also der nähstgröÿere erlaubte Wert
Σ = 3 das System mit der besten Übereinstimmung und der kleinsten Elementar-
zelle aller CSLs dar. Wegen dieser besonders guten Übereinstimmung wird eine Korn-
grenze in der Σ=3Orientierung auh Zwillingsgrenze (twin boundary) genannt.
Allgemein bezeihnet man solhe speziellen Grenzen wegen der Eindeutigkeit auh
einfah mit den Kürzeln S1, S3, S5, u.s.w.
Zur Veranshaulihung der eben vorgestellten Theorie ist in Abbildung 5.4 als
Beispiel eine von vielen möglihen Konstruktionen eines S5-Koinzidenzgitters ge-
zeigt. Die beiden primitiv kubishen Gitter (Gitterkonstante a) werden um eine
[100℄-Ahse, die senkreht zur Zeihenebene und durh einen gemeinsamen Gitter-
punkt verläuft, um φ = 36.87◦ gegeneinander verdreht. Die spezielle Rotation hat
nun dazu geführt, dass jeder fünfte Gitterpunkt eines jeden Gitters genau mit ei-
nem Punkt des anderen zusammenfällt (violett gezeihnet). Diese Koinzidenzpunkte
können z.B. wie in der Abbildung gezeigt, zur Denition einer Elementarzelle des
Koinzidenzgitters dienen, welhe in der Zeihenebene wieder quadratish ist und ei-
ne Kantenlänge von
√
5a aufweist. Da die Länge der rehtwinkligen EZ entlang der
Normalen zur Zeihenebene unverändert geblieben ist, gilt Σ = 5a3/a3 = 5.
Selbstverständlih ist ein derart konstruiertes CSL ebenfalls hohgradig symme-
trish, und es gibt in kubishen Systemen entsprehend der 24 Symmetrieelemente
[117℄ auh genau 24 untershiedlihe Rotationen (h, k, l, φ), die zum gleihen CSL,
d.h. dem gleihen Σ-Wert, führen. Für kubishe Ausgangsgitter, also auh für un-
seren f-Kristall, ergibt sih ein CSL genau dann, wenn mit den ganzen Zahlen y
und x die Gleihung




h2 + k2 + l2
)
(5.2)
erfüllt ist. Der harakteristishe Wert des CSL ist dann
Σ = x2 +
(
h2 + k2 + l2
)
y2 . (5.3)
Falls die letzte Formel eine gerade Zahl ergibt, muss sie solange naheinander
durh 2 geteilt werden, bis ein ungerades Σ resultiert.
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Abbildung 5.4: Konstruktion eines CSL-Gitters durh das Ineinanderstellen von zwei ein-
fah kubishen Gittern, die um den Winkel φ=36.87◦ um die zur Papierebene senkrehte
[100℄-Ahse verdreht wurden; eine aus den resultierenden Koinzidenzpunkten (violett) ge-
bildete CSL-Elementarzelle hat die Kantenlänge
√
5a und ein Volumen von 5a3, woraus
die harakteristishe Zahl Σ=5a3/a3=5 folgt.
Alle bisherigen Überlegungen bezogen sih ausshlieÿlih auf die Geometrie des
gedanklih kontruierten Koinzidenzgitters. Die wirklihe Korngrenze besteht jedoh
aus dem Übergang zwishen zwei realen Kristallen. D.h. unser theoretishes CSL
wird erst dann zu einer Korngrenze, wenn seine Gitterpunkte  zumindesst teilweise
 mit Atomen besetzt sind. Für die einzelnen Partikel ist abseits der Korngrenze
natürlih nur das eigene Kristallgitter von Bedeutung.
Die nähste Frage ist also die nah der konkreten Form der Korngrenze, d.h.
der Berührungsähe der Körner. Während im Allgemeinen und in realen Kristallen
tatsählih beliebig komplizierte Formen vorkommen, so gibt es doh immer Teilä-
hen (auh in der Gröÿenordnung von Nanometern [118℄), die völlig glatte Ebenen
darstellen. Deswegen gehen wir erst einmal davon aus, dass auh die Korngrenze
zwishen unseren beiden Nanopartikeln eine Ebene, und zwar eine bestimmte Ebe-
ne des CSL ist. Bei der Auswertung des Sinterverhaltens der Partikel werden wir
auf diesen Punkt zurükkommen.
Während eine ganz allgemeine Beshreibung einer Korngrenze drei Parameter
für die relative Orientierung der Gitter und (mindestens) zwei Parameter für die
Orientierung der Grenzebene erfordert, reihen im CSL-Modell dagegen der Σ-Wert
und die Lage der Ebene aus. Eine weitere zentrale Aussage der CSL-Theorie ist
aber, dass besonders die Ebenen des Koinzidenzgitters als Korngrenzebene in Frage
kommen, die die dihteste Pakung von Atomen zulässt. Das sind auh genau die
Ebenen mit der höhsten Dihte an Koinzidenzpunkten. Da diese Ebenen jedoh
kristallographish alle völlig gleihwertig sind, sind sie für jeden CSL-Typ eindeutig,
und eine ehte CSL-Korngrenze ist letztendlih allein durh Σ vollständig harak-
terisiert. Die aus [117℄ extrahierte Tabelle 5.2 gibt die dihtest gepakten Ebenen
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3 [111℄ 1.0 8.7◦ 6.0◦
5 [210℄ 0.39 6.7◦ 3.9◦
7 [321℄ 0.23 5.7◦ 3.0◦
9 [221℄ 0.29 5.0◦ 2.4◦
11 [311℄ 0.52 4.5◦ 2.0◦
13 [320℄, [431℄ 0.24, 0.17 4.2◦ 1.8◦
15 [521℄ 0.16 3.9◦ 1.6◦
17 [410℄, [332℄ 0.21 3.6◦ 1.4◦
19 [331℄, [532℄ 0.4, 0.14 3.4◦ 1.3◦
Tabelle 5.2: die dihtest gepakten Ebenen, deren Abstand relativ zum Abstand der
entsprehend indizierten Ebenen im f-Gitter und die nah Brandon bzw. Palumbo &
Aust maximal tolerierten Abweihungen des Rotationswinkels für die ersten 9 CSL-Gitter
(nah [117℄)
Eine wihtige Folgerung daraus ist nun, dass von beliebigen CSL-Grenzen die-
jenige mit der gröÿten Koinzidenz, d.h. die mit dem niedrigsten Σ, energetish am
günstigsten ist. Die günstigste unter allen CSL-Grenzen ist damit die Zwillingsgren-
ze Σ = 3. Die Menge der demzufolge 12 beliebtesten Grenzebenen in Tabelle 5.2
kann uns noh etwas beruhigen, da die [110℄Rihtung niht enthalten ist. In dieser
Kristallrihtung bendet sih nämlih nah Kapitel 4.1 für den Partikel (I) in je-
der Simnulation der anfänglihe Berührungspunkt mit dem anderen Partikel. Durh
diese Einshränkung der Allgemeinheit ist also eine Bevorzugung eines der ersten 9
CSL-Gitter niht zu erwarten.
Genauso wie der ganze reale Kristall nie die perfekte Geometrie seines Gitters
aufweist, enthält auh eine reale Korngrenze vershiedenartige Defekte. Davon gibt
es umso mehr, je weiter die tatsählihe Missorientierung der Körner von der eines
regulären CSL abweiht. Die Erweiterung des CSL-Modells auf lineare Korngrenzfeh-
ler geshieht durh die Einführung des DSC-Gitters (displaement shift omplete),
welhes durh diejenigen Versetzungsvektoren aufgespannt wird, die die Symmetrie
des CSL erhalten [119℄. Alle anderen Translationen würden dagegen die Koinzidenz
der Gitterpunkte zerstören. Die Burgers-Vektoren der Defekte sind nun genau die
Translationsvektoren des DSC-Gitters. Eine detaillierte Analyse von etwaigen Bau-
fehlern in den bei den Simulationen entstandenen Korngrenzen würde jedoh den
Rahmen dieser Arbeit sprengen, und deswegen gehe ih auf die DSC-Theorie hier
niht näher ein.
Die beshriebene CSL-Theorie ist bisher von sehr vielen experimentellen und
theoretishen Forshergruppen zur Charakterisierung von Partikelorientierungen ver-
wendet worden. Chan und Balu z.B. haben mittels Transmissionselektronenmikro-
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skopie (TEM) die Orientierung von Goldpartikeln auf einer Goldoberähe unter-
suht [120, 121℄. Dabei fanden sie hauptsählih Korngrenzen der Typen Σ = 1 und
Σ = 5 und in geringerer Anzahl Σ = 13, Σ = 17 sowie zu Σ = 27 ähnlihe Orien-
tierungen.
5.3.2 Akzeptanzkriterien für CSL-Orientierungen
Bei der praktishen Anwendung der soeben vorgestellten, einfahen Klassizierung
anhand einer ganzen Zahl Σ auf konkrete Messergebnisse zur Gitterorientierung,
seien sie experimentell oder wie in dieser Arbeit durh Computersimulationen ent-
standen, oenbart sih unweigerlih ein Problem: Aufgrund der Diskretheit der CSL-
Theorie im Gegensatz zu den kontinuierlihen Messgröÿen muss ein Kriterium für die
maximal tolerierte Abweihung zu den mathematish exakten Werten (5.2) verein-
bart werden. Was den Parameter Drehahse der relativen Orientierung anbelangt,
so sind entsprehende Kriterien bereits implizit im dem Algorithmus enthalten, der
den kontinuierlihen Vektor (h′, k′, l′) in eine kristallographishe Rihtungsangabe
aus drei ganzzahligen Miller-Indizes [h k l] umwandelt (siehe Kapitel 3.7.3). In der
experimentellen Praxis tauht eine Umwandlung in dieser Form niht auf, da die
zu analysierende Probe immer nur aus einer festen, sehr gut identizierbaren und
meistens niedrig indizierten Rihtung betrahtet wird.
Für den dann noh verbleibenden Freiheitsgrad, den Missorientierungswinkel θ
zwishen zwei Individuen in dieser Ebene, haben sih zwei vershiedene Varianten
eines von Σ selbst abhängigen Kriteriums etabliert.
Etablierte Kriterien
Brandon [117℄ hat als Akzeptanzkriterium für eine Orientierung mit dem Index Σ
folgende Vorshrift für den maximalen Wert der Abweihung ∆θ = |θexp − θtheo| von
Experiment und Theorie angegeben:
∆θ ≤ 15◦Σ− 12 = ∆θBrmax . (5.4)
Die Form des Kriteriums ist aus folgender Überlegung entstanden: Jede Abweihung
der tatsählihen Orientierung der sih begegnenden Gitter von der exakten CSL-
Konstellation muss durh eine bestimmte Anzahl an Punktversetzungen entlang der
Korngrenze einhergehen. Anshauliher Weise nimmt diese Anzahl mit zunehmender
Fehlstellung der Gitter zu. Nun ist die maximal tolerierbare Dihte an Versetzun-
gen, welhe die globale Koinzidenz noh niht zerstört, oenkundig durh die Dihte
der Koinzidenzpunkte in der Grenzebene limitiert. Da aber die Dihte an Koinzi-
denzpunkten mit steigendem Σ abnimmt, muss auh die maximal erlaubte Dihte
an Korngrenzversetzungen, d.h. die Stärke der tolerierten Fehlorientierung abneh-
men. Der Exponent in (5.4) entstammt dabei der Tatsahe, dass die Periodizität des
entsprehenden DSC-Gitters ∝ Σ−1/2 ist.
Palumbo und Aust haben anhand der Ergebnisse aus elektrohemishen Unter-
suhungen von Grenzähenstrukturen in hohreinem polykristallinem Nikel [122,
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123℄ eine vershärfte Form von Brandons Relation vorgeshlagen:
∆θ ≤ 15◦Σ− 56 = ∆θPAmax , (5.5)
die sih nur in dem verkleinerten Exponenten untersheidet. In der Tabelle 5.2 sind
die nah den beiden Kriterien maximal tolerierten Winkelabweihungen für die ers-
ten 9 CSL-Gitter aufgeführt.
King und Shekhar [124℄ haben die beiden vorgestellten und weitaus gebräuh-
lihsten Kriterien mit weiteren Varianten des Exponenten n in der allgemeinen Form
∆θmax = θ0Σ
−n
untereinander theoretish verglihen und an Röntgenbeugungsbil-
dern von speziellen 'triple juntions' getestet. Sie kommen zu dem Ergebnis, dass kein
allgemeingültiges n angegeben werden kann. Für die untersuhten 'triple juntions'
erahten sie jedoh das nBr =
1
2
für zu durhlässig. Interessanter Weise sprehen die
Autoren der Wahl von θ0 eine gröÿere Bedeutung zu, obgleih in der Literatur fast
ausnahmslos der auh hier vorgestellte Wert θ0 = 15
◦
benutzt wird. Dieser stammt
aus der Beobahtung eines Sprunges im Verlauf der Korngrenzenergie als Funkti-
on des Fehlorientierungswinkels durh Read und Shokley [125℄, die in ihrer Arbeit
einen bis heute als allgemeingültig angesehenen Übergang von einer Kleinwinkel-
zur Groÿwinkelkorngrenze bei θ = 15◦ postulierten.
Dynamishes Kriterium
Simulationen haben gegenüber den traditionellen experimentellen Methoden den
groÿen Vorteil, dass beliebig genau in das untersuhte System hineingeblikt werden
kann, wenn es nur hinreihend aufgelöst modelliert wurde. Das kann sih auh auf
die Zeitauösung eines Prozesses beziehen. Und in dieser Hinsiht liegen uns durh
das Hybrid-Verfahren wertvolle Informationen über die Entwiklung der Systeme auf
einer Zeitskala vor, die realen Experimenten heutzutage noh längst niht zugäng-
lih sind [39℄. Diese Tatsahe können wir nun dazu nutzen, ein grundlegend anderes
Akzeptanzkriterium für eine CSL-Orientierung zu formulieren. Dieses beruht auf der
Beobahtung, dass der gemessene Rotationswinkel φ(t > tori) nah dem Einrasten
der Gitter noh sehr shnelle kleine Oszillationen um seinen im zeitlihen Mittel
konstanten Wert ausführt. Die Amplitude dieser Oszillationen beträgt in etwa 0.1◦
bis 0.5◦ und nimmt tendenziell mit Σ zu. Die sih daher anbietende Bedingung, die
ih als Oszillationskriterium bezeihne, lautet: Die beobahtete Orientierung wird
als vom Typ Σ akzeptiert, wenn der exakte Winkel φΣ innerhalb des Oszillationsin-
tervalls mit der Höhe 2∆φOsz liegt, d.h.
|φΣ − φ(tori)| ≤ ∆φOsz . (5.6)
Der fundamentale Untershied zu den anderen Kriterien besteht darin, dass bei
diesen die Toleranz∆θmax mit steigendem Σmonoton abnimmt, während∆φ
Osz
eine
spezielle Eigenshaft jeder konkreten Simulation ist und mit Σ tendenziell zunimmt.
Beahtet man jedoh, dass in fast allen unseren Simulationen ∆φOsz < 0.5◦ gilt, so
ist das Oszillationskriterium wegen (0.5◦/15◦)−6/5 ≈ 59.2 de fato bis etwa Σ = 59
noh strenger als das Palumbo-Aust-Kriterium.
104 5.3 Klassizierung favorisierter Orientierungen
Die Abbildung 5.5 zeigt die Auswirkung der Wahl des Akzeptanzkriteriums an-
hand zweier Beispiele aus den durhgeführten Simulationsreihen (Radius 11).


















































Abbildung 5.5: zwei Beispiele zur Anwendung der untershiedlihen Akzeptanzkriterien
für eine Typ-Σ-CSL-Korngrenze; aufgetragen ist jeweils der zeitlihe Verlauf der Messgröÿe
Rotationswinkel ψ(t) während der Simulation (blaue Kurve). Die rote Linie zeigt den ex-
akten Winkel, der das Koinzidenzgitter Σ = 37 (links) bzw. Σ = 7 erzeugt, und die grünen
Linien zeigen die jeweilige Breite des Toleranzbereihs nah dem Palumbo-Aust-Kriterium
an. Da sih der Brandon-Toleranzbereih in beiden Fällen über den gamten gezeigten Win-
kelbereih erstrekt, sind im rehten Fall alle Kriterien erfüllt und im linken führt nur das
Oszillationskriterium zu einer Ablehnung.
Neben der blauen Messkurve des relativen Rotationswinkels ψ(t) während der Si-
mulationen sind noh der Wert φΣ der jeweils nähstgelegenen ehten CSL-Orientierung
Σ37 bzw. Σ7 (rote Linien) und die entsprehenden Toleranzintervalle nah dem
Palumbo-Aust-Kriterium (grün) gezeigt. Es ist hier auf die untershiedlihe Skalie-
rung der Ordinaten zu ahten, denn die Intervalle sind den Σ-Werten entsprehend
vershieden breit. Zur Bestimmung der Zahlen Σ und φΣ in den Beispielen wird na-
türlih noh die jeweilige momentane Drehahse [h k l] benötigt, die im linken Fall
[1 0 0] und in der rehten Abbildung [3 1 0] beträgt. Während in beiden gezeigten
Simulationen das Palumbo-Aust-Kriterium erfüllt ist, führt das Oszillationskriteri-
um im linken Fall zur Ablehnung, im rehten aber niht. Die Toleranzbereihe des
deutlih groÿzügigeren Brandon-Kriteriums erstreken sih über den dargestellten
Wertereih der beiden Abbildungen hinaus, was dazu führt, dass das linke System
sogar noh als Σ = 25-Grenze durhgehen würde, welhe einen noh gröÿeren Tole-
ranzbereih hat. Die Tatsahe, dass das erste längere Verharren der Partikel in der
rehten Simulation genau bei Erreihen der oberen Palumbo-Aust-Intervallgrenze
erfolgt ist, kann Zufall sein, oder es ist ein gutes Indiz für die Sinnhaftigkeit des
Kriteriums. Eine dahingehende Analyse für die anderen Simulationen ist möglih
aber bisher niht erfolgt.
In Rükblik auf die im vorangegangenen Abshnitt vorgestellte Auswertung der
Orientierungszeiten tori maht die linke Kurve in Abbildung 5.5 deutlih, dass der
Zeitpunkt des festen Einrastens der Gitter i.a. niht mit dem Moment überein-
stimmt, ab welhem ein Akzeptanzkriterium der Orientierung erfüllt ist. Während
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in der rehten Abbildung das Oszillationskriterium genau ab dem Zeitpunkt tori
greift, wird der grüne Akzeptanzbereih in der linken Simulation shon deutlih frü-
her erreiht. Anders herum wird es etlihe Simulationen geben, welhe eine feste
Orientierung aufweisen, die keinem Kriterium einer CSL-Korngrenze genügen.
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Die Daten der insgesamt 3336 Hybrid-Simulationen bei vier vershiedenen Parti-
kelgröÿen sind ebenfalls Basis der zweiten statistishen Auswertung, in der es nun
um die Art der fest eingenommenen Orientierung geht. Wir wollen eine Charakteri-
sierung nah der CSL-Theorie vornehmen und treen  auh in Anbetraht derer
Eigenheiten  wie shon bei der Orientierungszeit eine generelle Vorauswahl aller
Probanden. Dabei sind dieses Mal aber weniger Simulationen herausgefallen, da wir
zwar ein klares Einrasten der Orientierung verlangen, der genaue Zeitpunkt dafür
aber jetzt unerheblih ist.
Die verbliebenen Messwerte {h, k, l, ψ} (tmax) sind alle mit den drei Akzeptanz-
kriterien nah Brandon, Palumbo-Aust und der Oszillationsbedingung auf einen
niht mehr als dreistelligen Wert Σ getestet worden. Auh wenn es unsinnig er-
sheint, ein Koinzidenzgitter in Betraht zu ziehen, dessen Elementarzelle das 999-
fahe Volumen unserer f-Elementarzelle hat, so ist zu bedenken, dass zwei der
gröÿten Partikel (R = 13) zusammen ein Volumen von ≈ 2·4/3pi(13)3
23/2
= 6507 f-
Elementarzellen einnehmen und damit mindestens sieben Σ999-Zellen überdeken
würden. In der Tat ist dieses Σ niht beobahtet worden, und der gröÿte Wert, der
alle drei Kriterien bestand, lag bei Σ = 649. Für die folgende detaillierte statisti-
she Auswertung haben wir Σ = 45 als Obergrenze festgelegt, weil darüberhinaus
die Zählraten vershwindend klein wurden.
In der Tabelle 5.3 ist die generelle Erfolgsquote der Auswertung anhand der Azahl
gefundener Individuen dargelegt. Die Prozentangaben beziehen sih immer auf die
oberste Zahl, die Gesamtzahl der Simulationen, in der entsprehenden Spalte. In
der Zeile CSL-Orientierungen ist die Summe aller Simulationen eingetragen, bei
welhen mindestens eines der drei Kriterien einem höhstens dreistelligen Σ-Wert
zugestimmt hat. Zusätzlih zu dem selbstverständlihen Rükgang der Zahlen nah
unten wegen der zunehmenden Shärfe des Kriteriums ist auh ein Abfall nah
rehts, d.h. zu gröÿeren Partikeln hin, zu erkennen, welher nur beim letzten Über-
gang von R = 11 zu R = 13 gebrohen ist. Ein erstes Fazit lautet also, dass der Anteil
bedeutsamer Orientierungen nah der CSL-Theorie bei den kleinsten Partikeln am
gröÿten ist. Ebenso ist der Trend abzulesen, dass die Wahl des Kriteriums bei den
gröÿeren Partikeln gröÿere Auswirkungen hat, was bedeutet, dass diese i.a. stärker
von dem Idealwert der CSL-Theorie abweihen.
Was die detaillierte Aufshlüsselung nah den einzelnen Σ-Werten betrit, so
betrahten wir in der Abbildung 5.6 zunähst nur die Ergebnisse der kleinsten (links)
und der gröÿten Partikel, da bei diesen die Anzahl der Simulationen am gröÿten ist.
Die Höhe der Balken zeigt die geshätzte Wahrsheinlihkeit des Eintreens der
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Radius R = 7 R = 9 R = 11 R = 13
Anzahl Simulationen 1010 287 750 1289
davon ausgewertet 849 (84%) 202 (70%) 426 (57%) 1037 (80%)
CSL-Orientierungen 752 (75%) 190 (66%) 361 (48%) 814 (63%)
Anzahl Σ < 47
Brandon 631 (62%) 164 (57%) 228 (30%) 539 (42%)
Palumbo-Aust 562 (56%) 138 (48%) 192 (26%) 437 (34%)
Oszillation 498 (49%) 118 (41%) 146 (19%) 301 (23%)
Tabelle 5.3: Gesamtzahl an Simulationen und an Individuen, die die entsprehenden Kri-
terien erfüllt haben; CSL-Orientierungen ist die Gesamtzahl an Ausgängen, bei denen
wenigstens eines der drei Akzeptanzkriterien einem Σ ≤ 999 zugestimmt hat. Die Prozent-
angaben beziehen sih jeweils auf die erste Zeile der Spalte. Es zeigt sih die klare Tendenz,
dass niedrige Σ-Werte bei gröÿeren Partikeln seltener vorkommen, wobei der Gesamtan-
teil an auswertbaren Orientierungen (mit Ausnahme von R = 11) einigermaÿen konstant
ist. Weiterhin ist zu erkennen, dass die Wahl des Akzeptanzkriteriums bei den gröÿeren
Partikeln einen gröÿeren Einuss auf die Ergebnisse hat.
speziellen Orientierung an und ist der Quotient aus der Anzahl der identizierten
Individuen und der Gesamtzahl an Simulationen (erste Zeile in Tab. 5.3).
Beide Diagramme zeigen ausshlieÿlih die akzeptierten CSL-Typen unter Ver-
wendung des Palumbo-Aust-Kriteriums. Ih habe mih an dieser Stelle für dieses
Kriterium entshieden, da es bezüglih der Shärfe in der Mitte liegt und besondere
Beahtung in der Literatur erfährt. Einen Einblik in die Auswirkung der Wahl des
Kriteriums auf die speziellen Koinzidenzgitter-Häugkeiten gibt die Abbildung 5.7
(links), in der (bei R = 11) für jedes Σ < 47 die Anzahl akzeptierter Orientierungen
nah allen drei Kriterien genübergestellt ist. Man beahte dabei, dass hier jetzt die
Anzahl der Zählungen aufgetragen ist.
Die Abbildung 5.6 bestätigt zunähst einmal die allgemeine Erwartung, dass
Orientierungen mit niedrigeren Σ-Werten stärker favorisiert werden. Im direkten
Vergleih ist jedoh die bei den kleinsten Partikeln (links) besonders ausgeprägte
Häufung von Σ = 1, Σ = 3 und  überrashender Weise  Σ = 11 bei den gröÿten
Partikeln deutlih shwäher ausgeprägt. Lediglih der CSL-Typ Σ = 13 ist dort
auallend häuger als im linken Diagramm.
Interessant sind die oensihtlihen Ähnlihkeiten zwishen den in dieser Arbeit
ermittelten Verteilungen und einer entsprehenden Statistik, die aus Elektronen-
rükstreuungsaufnahmen einer unter Druk gesinterten SrTiO3-Probe entstanden ist
(Abb. 5.7 (rehts) aus [126℄). Bei dieser Auswertung wurde das Brandon-Kriterium
benutzt, so dass sih ein direkter Vergleih mit den blauen Balken in der linken
Abbildung anbietet. Trotz der sehr vershiedenen Herstellungsbedingungen zeigt
auh das reale Experiment signikante Häufungen bei Σ = 3, 13 und 17, wobei die
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Abbildung 5.6: geshätzte Wahrsheinlihkeiten, d.h. Quotienten aus Anzahl der Zählun-
gen und der Gesamtzahl an Simulationen (siehe Tabelle 5.3), der niedrigsten 23 Σ-Typen
für die kleinsten (links) und die gröÿten untersuhten Partikel; dargestellt sind die Ergeb-
nisse unter Verwendung des Palumbo-Aust-Akzpetanzkriteriums. Um die Signikanz der
ermittelten Häugkeiten für den simulierten Vorgang zu verdeutlihen, ist über jeden Bal-
ken die entsprehende Wahrsheinlihkeit bei rein zufälliger Wahl einer Orientierung und
entsprehender Klassizierung (shwarze Balken) gelegt. Demnah zeigen fast alle darge-
stellten CSL-Gitter ein signikant verstärktes Auftreten. Besonders auällig ist die starke
Favorisierung von Σ = 1, Σ = 3, und Σ = 11 bei den kleineren Partikeln, was bedeutet,
dass Partikel-Reorientierung zur Optimierung der Gitterkohärenz eine Nano-Eigenshaft
ist, die bei gröÿeren Partikeln verloren geht.















Abbildung 5.7: links: Gegenüberstellung der Anzahl an bestätigten CSL-Orientierungen
je nah Wahl des Akzeptanzkriteriums für Primärpartikel mit den Radien R = 11; rehts:
Ergebnis der Elektronenrükstreuungs-Analyse einer bei 1300◦ und 150 MPa eine Stunde
lang gesinterten SrTiO3-Probe; für die CSL-Klassizierung der a. 500 in der Probe identi-
zierten Korngrenzen wurde das Brandon-Kriterium benutzt. Dabei ist zu bedenken, dass
die Art der Probenanalyse eine Unsiherheit bei der Indizierung der Kristallrihtungen
aufweist (Stihwort Kikuhi-Muster). Durh die Balkenfärbung werden zwei vershiedene
Methoden der abshlieÿenden Proben-Polierung untershieden (Abbildung entnommen aus
[126℄).
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Abbildung 5.8: links: Eine zu den Simulationen (Abb. 5.6) völlig analoge Auswertung von
500 000 zufälligen relativen Orientierungen zeigt bei den niedrigsten Σ-Werten um etwa den
Faktor 20 kleinere Wahrsheinlihkeiten. rehts: Eine Auswertung der mittleren Orientie-
rungszeit für die am häugsten aufgetretenen CSL-Gitter zeigt klar, dass Konstellationen
mit höherer Punktkoinzidenz (kleines Σ) wesentlih shneller eingenommen werden.
Häugkeit des letztgenannten Typs oenkundig stark mit der Wahl des Kriteri-
ums zusammenhängt. Den besonders auälligen Peak bei Σ = 29 in Abbildung 5.7
(rehts) können die Autoren nur auf eine Fehlindizierung der analysierten Kikuhi-
Muster zurükführen, was wiederum durh unsere Ergebnisse unterstützt wird.
Bevor wir eine tiefergehende Interpretation der Ergebnisse vornehmen, stellen wir
uns die Frage nah der allgemeinen Signikanz der beobahteten CSL-Orientierungen
durh die beiden Partikel. Es wäre ja durhaus denkbar, dass die gezeigten Häu-
gkeitsverteilungen überhaupt niht mit der gegenseitigen Orientierung der Nano-
partikel korrelliert sind, sondern nur die Dihte der Σ-Typen (in Abhängigkeit des
benutzten Kriteriums) im Raum aller Orientierungen widerspiegeln. Und die Unter-
shiede zwishen den kleinen und den groÿen Partikeln könnten auh auf starke sta-
tistishe Shwankungen zurükgeführt werden. Um beide Punkte zu entkräften, ist
folgende Referenz-Auswertung durhgeführt worden: Es wurden insgesamt 500 000
zufällige Orientierungen nah exakt der gleihen Methode generiert, wie sie auh für
die Ausgangskonguration der Partikelsimulationen verwendet wurde. Diese zufälli-
gen Eulerwinkel-Tripel wurden dann  wieder exakt analog zum Vorgehen bei den
Partikeln  in eine Repräsentation mittels Drehahse (Miller-Indizes h, k, l) und
Drehwinkel ψ transformiert und shlieÿlih unter Verwendung des Palumbo-Aust-
Kriteriums auf die Zugehörigkeit zu einem CSL-Koinzidenzgitter überprüft. Das
Resultat ist in Abbildung 5.8 (links) gezeigt und weist gegenüber den Simulationen
durhweg kleinere absolute Wahrsheinlihkeiten auf. Bei den besonders herausra-
genden CSL-Typen der kleinen Partikel beläuft sih der Untershied auf Faktoren
von über 20. Auh der Gesamtanteil von Treern mit Σ < 47 ist mit 5.8% um den
Faktor 10 kleiner als der entsprehende Wert für die Radius-7-Partikel.
Die in Abbildung 5.6 unterlegten shwarzen Balken repräsentieren genau die-
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se Referenz-Auswertung und belegen somit eindruksvoll, dass fast alle niedrig-
indizierten CSL-Orientierungen von den Partikelpaaren in einem signikanten Aus-
maÿ vermehrt aufgesuht werden.
Um die Aussagekraft der Diagramme weiter zu steigern, sind die aufgetragenen
Werte mit Fehlerbalken versehen worden. Deren Bestimmung ist jedoh keineswegs
trivial, da die dargestellten Wahrsheinlihkeiten niht aus einer Mittelung mehrerer
Einzelwerte entstanden sind, für welhe eine Standardabweihung berehnet werden
könnte. Es ist auh niht zu erwarten, dass von der Wahrsheinlihkeit irgendei-
ner speziellen Orientierung auf die Wahrsheinlihkeit irgendeines anderen Σ-Typen
geshlossen werden kann. Mit anderen Worten haben wir keinen Hinweis auf die
wahre (diskrete) Verteilungsfunktion, sondern nur Shätzwerte für 23 voneinander
unabhängige und unbekannte Wahrsheinlihkeiten.
Bevor im nähsten Abshnitt näher auf die Entstehung der Fehlerbalken in den
Diagrammen 5.6 und 5.8 eingegangen wird, greife ih noh einmal kurz auf die Beob-
ahtung der stark unsymmetrishen Verteilung der individuellen Orientierungszeiten
zurük. In Kenntniss der Bedeutung einer groÿen Zahl der eingenommenen Orien-
tierungen können wir nun für jede CSL-Klasse eine eigene mittlere Orientierungszeit
bestimmen. Die Ergebnisse der entsprehenden Auswertung für die vier häugsten
CSL-Gittertypen bei den kleinsten Partikeln sind in Abbildung 5.8 (rehts) aufgetra-
gen. Dort zeigt sih, dass bei allen vier Partikelgröÿen das völlig kongruente Gitter
(Σ = 1) im mittel am shnellsten eingenommen wird, gefolgt von der Zwillingsgrenze
(Σ = 3). Interessanter Weise ist (mit Ausnahme der gröÿten Partikel) der CSL-Typ
Σ = 11 im Mittel nah etwa der Hälfte der Zeit gefunden worden, die für Σ = 5
beobahtet wurde. Die Abweihungen bei den Partikeln mit R = 13 können auf eine
unzureihende Statistik mit nur 20 (Σ11) bzw 30 (Σ5) Einzelwerten zurükgeführt
werden. Obwohl in diesem Diagramm ein leihter Trend des Anstiegs der individu-
ellen mittleren Orientierungszeiten mit dem Primärpartikelradius auszumahen ist,
so ist der in Kapitel 5.2 herausgearbeitete lineare Anstieg der generellen mittleren
Orientierungszeit ansheinend eher auf den Rükgang des Anteils niedriger Σ-Werte
(vgl. Abbildungen 5.6) zurükzuführen. Diese Vermutung wird auh dadurh un-
terstützt, dass gemäÿ Abbildung 5.3 die Mediane der Verteilungen mit steigender
Partikelgröÿe näher an die arithmetishen Mittelwerte heranrüken.
Kondenzintervall einer unbekannten Wahrsheinlihkeit
Im Folgenden erkläre ih das Zustandekommen der Fehlerbalken in den Abbildun-
gen 5.6 und 5.8. Dazu ist zunähst zu beahten, dass diese Abbildungen entgegen des
ersten Ansheins keine Histogramme im gewöhnlihen Sinne darstellen, obwohl sie
formal als solhe angesehen werden könnten. Die entsheidende Frage dabei ist, ob
die betrahtete Eigenshaft Σ ein metrish skaliertes Merkmal ist. Im Sinne seiner
Denition ist es das, doh es existiert nah meiner Auassung keine hier relevan-
te, metrish skalierbare Eigenshaft, welhe in eindeutigem Zusammenhang mit der
Klassizierung Σ steht. Ein gewöhnlihes Histogramm stellt eine Häugkeitsver-
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teilung einer kontinuierlihen Eigenshaft (Messgröÿe) in Klassen dar, welhe be-
stimmte, endlihe Intervalle dieser Gröÿe abdeken. In unserem Fall der Einteilung
in Klassen mit der Eigenshaft Σ haben wir eine Intervallbreite von null und einen
Abstand von zwei. Dieses ist zwar prinzipiell handhabbar, doh ih sehe den hier zur
Charakterisierung der Orientierungen verwendeten Parameter Σ als niht eindeutig
genug bestimmt an, um eine tiefergehende Statistik daraus zu erstellen. Auh ist die
Anordnung der Σ-Klassen im Sinne der Messvorshrift des Parameters völlig un-
klar. Eine Abweihung etwa in der Bestimmung der Drehahse der CSL-Erzeugung
würde  im Fall des Übergangs in ein anderes CSL-Gitter  mit hoher Wahrshein-
lihkeit niht zum Übertritt Σ→ Σ± 2 in eine der benahbarten Klassen führen.
Alles in allem ersheint es am sinnvollsten, die beobahteten Σ-Ereignisse als
voneinander unabhängig zu betrahten. Mit unserem derzeitigen Wissensstand über
die untersuhten Systeme können aus der Häugkeit eines bestimmten CSL-Typs
keine Rükshlüsse auf die Wahrsheinlihkeit irgend eines anderen Typs gezogen
werden. Wir haben hier  bildlih gesprohen  einen groÿen Topf mit einer jeweils
unbekannten Anzahl von einsen, dreien, fünfen,... und ziehen blind daraus.
Mathematish wollen wir für jedes einzelne Σ die Vetrauenswürdigkeit einer
Shätzung für die unbekannte Wahrsheinlihkeit dieses Ereignisses angeben, wo-
bei die Shätzung auf gleihartigen und unabhängigen Zufallsexperimenten beruht.
Da das Ergebnis jedes Einzelexperimentes nur bestimmtes Σ gefunden oder niht
gefunden lauten kann, müssen die jeweiligen Treer der Binomialverteilung gehor-
hen. Haben wir ein bestimmtes Σ bei N Simulationen XΣ mal identiziert, dann
lautet unsere Shätzung für die wahre Wahrsheinlihkeit pΣ des Auftretens von Σ
natürlih pˆΣ = XΣ/N . Bei der Frage nah der Vetrauenswürdigkeit dieser Shät-
zung, die ja von N und pˆΣ abhängen sollte, wird gewöhnlih auf ein Kondenzin-
tervall K = [u, v] zurükgegrien. Das Kondenzintervall mit dem Kondenzniveau
γ ∈ [0, 1] garantiert, dass im Mittel in 100γ von 100 Fällen u < pΣ < v gilt.
Das in überwältigender Mehrheit verwendete Standard-Intervall dieses Problems,
das Wald-Intervall [127℄, basiert auf einer Approximation der Binomial- durh die
Normalverteilung und lautet






das (1 − α/2)Quantil der Standardnormalverteilung mit der Verteilungsfunktion
Φ(z) ist. Für ein Kondenzniveau von 95% (γ = 0.95) ist das Fehlerniveau α =
1− γ = 0.05 und z0.025 = 1.96 [128℄.
Auh wenn das Wald-Intervall für die meisten Fälle sehr zuverlässig ist, so ist
doh hinlänglih bekannt, dass es für kleine N und für pˆ sehr nahe an 0 bzw. 1
unbrauhbar wird. Für die hier erstellte Statistik ist es also eindeutig niht geeignet,
da N niht besonders groÿ ist und einige pˆ tatsählih vershwinden. Für solhe
Grenzfälle werden in [129℄ mehrere funktionierende Alternativen vorgeshlagen, von
welhen ih wegen seiner verblüenden Einfahheit das Agresti-CoullIntervall [130℄
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verwende. Dieses führt zunähst eine von Wilson [131℄ vorgeshlagene Neuzentrie-
rung




des Standard-Intervalls aus und benutzt weiterhin das Wald-Interval (5.7) mit p˜
anstelle von pˆ. Im Fall eines gewünshten Vertrauensniveaus von 95% kann das






ist. Die simple und dennoh hervorragend funktionierende (ausführliher Nahweis
in [128℄) Korrektur des Standard-Intervalls lautet also: Addiere 2 Gewinner und 2
Nieten.
5.4 Messung der lokalen Gitterkoinzidenz
Streng genommen ist die wahre Koinzidenz von Gitterpunkten immer Null, wenn
niht ein Kriterium für die tolerierte Abweihung von den nah der CSL-Theorie ex-
aktenWerten festgelegt wird. Alle bisher in dieser Arbeit vorgestellten Akzeptanzkri-
terien bezogen sih auf die maximal zulässige Abweihung |φΣ − φ(t ≥ tori)| des Ro-
tationswinkels bei als stimmig angenommener Drehahse. Die Auswertung der spe-
ziellen Ausrihtungen, welhe die in zufälliger Orientierung konfrontierten Partikel
freiwillig eingenommen haben, hat u.a. ergeben, dass die Wahl des Akzeptanzkriteri-
ums i.a. einen groÿen Einuss auf das statistishe Ergebnis hat (Abb. 5.7). Mit Aus-
nahme von dieser Gegenüberstellung ist in den gezeigten Σ-Wahrsheinlihkeitsver-
teilungen die Information über die Genauigkeit, mit welher das verwendete Kriteri-
um erfüllt worden ist, komplett verborgen. Darüber hinaus haben wir einen weiteren
wihtigen Punkt in der jüngsten Diskussion noh völlig missahtet: den Freiheitsgrad
der Translation beider Gitter. Grundsätzlih könnten diese zwar unter der Maÿgabe
des strengsten Kriteriums z.B. eindeutig ein Σ=3CSL-Gitter erzeugen, aber zusätz-
lih derart gegeneinander vershoben sein, dass von keiner Koinzidenz irgendeines
Paares von Gitterpunkten mehr gesprohen werden kann.
Diese Überlegung motiviert shlieÿlih eine etwas andere Form der Charakterisie-
rung der eingenommenen Gitterorientierungen, und zwar anhand der tatsählihen
Anzahl an Paaren von Punkten aus beiden Gittern, welhe als im Raum koinzi-
dent bezeihnet werden können. Natürlih führt das auh auf die Notwendigkeit ei-
nes neuen Kriteriums dafür hinaus, welher maximale Abstand zwishen den beiden
Punkten noh toleriert werden soll. Ähnlih wie bei den klassishen Akzeptanzkrite-
rien muss diese neue Bedingung kalibriert werden, und das erfolgte anhand mehrerer
bereits durhgeführter Simulationen, welhe mit den geringsten aufgetretenen Ab-
weihungen ein Σ=3-CSL hervorgebraht haben. Das Vorgehen bei der Kalibrierung
maht  neben der Einbeziehung einer Gittertranslation  einen weiteren Vorteil
dieser neuen Charakterisierung deutlih: Die Auswertung des Kriteriums kann auf
112 5.4 Messung der lokalen Gitterkoinzidenz
einen bestimmten Raumbereih des Systems eingegrenzt werden und berüksihtigt
damit insbesondere auh die Gröÿe der Partikel. Wir gehen noh einen Shritt weiter
und konzentrieren das Ausmessen der Abstände zwishen nähsten Nahbargitter-
punkten auf einen a. 6 Atomradien breiten Zylinder um die Berührungsstelle der
Partikel herum. Die Kalibrierung des maximal erlaubten Punktabstandes dmax für
ein Koinzidenzpaar erfolgte dann durh bestmöglihe Annäherung der resultiereden
Akzeptanzquote an den erwarteten Wert 1/3 und ergab dmax = 0.2. Eine Wieder-
holung der Prozedur mit den sihersten Vertretern der (bei R = 7) zweithäugsten
CSL-Klasse Σ = 11 bestätigte diesen Wert.







































Abbildung 5.9: Ergebnisse aus den Messungen des tatsählihen Koinzidenzanteils
1/Σlokal von Gitterpunkten im Bereih der Korngrenze bei den Simulationen aus Abb.
5.6; der Radius eines Kreises an der Position (x, y) ist proportional zu der Anzahl an Si-
mulationen, die nah der bisherigen Einteilung vom CSL-Typ ΣRotation = x sind und ein
Σlokal = y aufweisen. In den äuÿerst rehten Spalten a *) sind Simulationen aufgeführt,
bei denen kein ΣRotation gefunden wurde, obwohl die beiden Gitter spontan fest eingerastet
sind.
Ih betone an dieser Stelle, dass die beshriebene Methode der lokalen Koin-
zidenzmessung die CSL-Klassizierung niht ersetzen sondern unterstützen bzw.
als Gegenprobe dienen soll. Aus diesem Grund wurden folgende Systeme derart ge-
testet: Alle in den Diagrammen 5.6 enthaltenen Simulationen mit Σ < 23 und eine
beahtlihe Anzahl (99) von Fällen, denen kein Σ-Wert zugeordnet werden konnte,
obwohl die Orientierung abrupt und unter sehr geringen Oszillationen eingerastet
ist, wie es sonst nur bei den niedrig indizierten CSL-Typen zu beobahten ist. Zur







errehnet worden, welhe im Gegensatz zu den bisher allein aus der relativen Rotation
der Gitter errehneten Indizes ΣRotation auh gerade Werte annehmen können.
In den Diagrammen der Abbildung 5.9 sind an den Positionen der Matrizen mit
Σlokal in den Zeilen und ΣRotation in den Spalten die Simulationen, welhe diese beiden
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Messwerte ergaben, anhand von Kreisen symbolisiert, deren Radius proportional zur
Anzahl der entsprehenden Fälle ist. Wie auh in Abb. 5.6 sind links die Ergebnisse
der Versuhsreihe mit den kleinsten Partikeln und rehts die der gröÿten Partikel ge-
zeigt. Bei einer ausnahmslosen Übereinstimmung beider Charakterisierungen wären
alle Kreise auf den mit gestrihelten Linien eingezeihneten Hauptdiagonalen ange-
ordnet. Oenbar gibt es aber, besonders bei den groÿen Partikeln, auh deutlihe
Abweihungen, hin zu weniger aber auh zu gesteigerter Koinzidenz. Zu beahten
ist noh die Tatsahe, dass sih so gut wie keine der untersuhten Simulationen
auÿerhalb der dargestellten Matrizen bewegen, d.h. ein Σlokal > 25 aufweisen. Eine
interessante Ausnahme sind 13 Fälle, für welhe die weiter oben hypothetish an-
genommene Situation, ΣRotation = 3 aber keine tatsählih koinzidierenden Punkte,
eingetreten ist. Diese sind als Σ =∞ in die Diagramme eingezeihnet worden.
Die jeweils letzte Spalte bezieht sih niht auf ΣRotation = 23, sondern auf die Si-
mulationen, die trotz deutlihen Einrastens keinen CSL-Index ergeben haben. Dass
sih diese fast alle an der Oberkante bei Σ ≃ 21 aufhalten, deutet jedoh darauf
hin, dass sie die im Rahmen der Kalibrierung minimal erreihbare lokale Koinzidenz
aufweisen. Eine Erklärung der Bedeutung dieser speziellen Funde kann die neue
Charakterisierung also ebenfalls niht liefern.
Anders verhält es sih mit der beobahteten unerwarteten Häufung von Σ = 13
und Σ = 19 bei den gröÿten Partikeln, insbesondere im Vergleih zu der Statistik für
die kleinsten. Das rehte Diagramm in Abbildung 5.9 zeigt deutlih, dass die Kohä-
renz von Gitterpunkten im Bereih der Korngrenze für beide CSL-Typen gegenüber
des formalen Wertes erheblih gesteigert ist, nämlih von 1/13 auf ≈ 1/8 bzw. von
1/19 auf ≈ 1/7. Ansheinend hängt es also von der Gröÿe der Partikel ab, ob eine
derartige Optimierung der Gitterausrihtung innerhalb einer speziellen CSL-Klasse
möglih ist.
Zwei weitere Auälligkeiten der lokalen Koinzidenzüberprüfung betreen die
Zwillingsgrenze (Σ = 3) und den bei den kleinen Partikeln bisher unerklärlih be-
liebten CSL-Typ mit Σ = 11. Bei den vermeintlihen Zwillingsgrenzen weist nämlih
eine auällige Zahl an Individuen (a. 20) die gleihe, verringerte Koinzidenz von 1/7
auf, und bei den groÿen Partikeln oenbaren fast alle Kandidaten mit ΣRotation = 11
 ganz im Gegensatz zu den kleinen Partikeln  eine tatsählih niedrigere Git-
terübereinstimmung.
Dennoh hat die Überprüfung für die am häugsten eingenommenen gegensei-
tigen Orientierungen (Σ = 3, 5, 7 und 11) der Partikel auh die entsprehenden
Bruhteile lokal zusammenfallender Gitterpunkte ergeben und somit die grundsätz-
lihe Anwendbarkeit der CSL-Klassizierung auf unsere Systeme bestätigt. Die hier
niht aufgeführten Fälle mit ΣRotation = 1 zeigen übrigens alle eine 100%-ige Koinzi-
denz mit einem maximalen Paarabstand von dmax ≈ 0.02.
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Im Rahmen der CSL-Theorie ist die herausragende Häugkeit des Σ=11Gitters
bei kleinen Ausgangspartikeln niht erklärbar, denn dessen Wahrsheinlihkeit sollte
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noh etwas kleiner sein als die des Vorgängers Σ = 9. Auh die Analyse anhand der
lokalen Koinzidenzmessung, welhe einen Hinweis auf die Bedeutung der auälligen
Typen Σ = 13 und Σ = 19 bei den gröÿten Partikeln gibt, sheitert in diesem Fall.
Um die Besonderheit des Σ=11Gitters zu verstehen, wollen wir nun doh die
oben erwähnte und prinzipiell sehr abstrakte 0-Gitter-Theorie bemühen. Aufgrund
des groÿen mathematishen Aufwands der vollständigen Formulierung werde ih hier
aber nur die notwendigsten Grundlagen darstellen.
Dem groÿen Nahteil der mathematishen Diskretheit des CSL-Modells, mani-
festiert durh die Bedingung, dass x und y in den Ausdrüken (5.2) und (5.3) gan-
ze Zahlen sind, sind wir durh die Festlegung auf ein Toleranzkriterium begegnet.
Dadurh konnten wir eine eindeutige Klassizierung der bei den Simulationen ent-
standenen Kongurationen vornehmen. Die grundsätzlihen Limitationen der CSL-
Theorie sind dadurh jedoh niht angetastet worden. Das 0-Gitter-Modell hat diese
Art der Einshränkung dagegen niht, es ist eine durhweg kontinuierlihe Theorie.
Darüber hinaus beshränkt sie sih niht nur auf eine Koinzidenz der Gitterpunk-
te, sondern berüksihtigt alle periodish wiederkehrenden Muster im konstruierten
Übergitter, auh dann, wenn kein einziger Gitterpunkt mit einem weiteren zusam-
menfällt. Weiterhin ist die ane Transformation A, welhe das Referenzgitter (I)
in das Gitter (II) überführt, jetzt völlig beliebig, kann neben einer Rotation al-
so z.B. auh noh Dehnungen enthalten. Dadurh wird eine Beshreibung von sog.
Phasengrenzen (phase boundaries), bei welhen vershiedenartige Kristalle zusam-
mentreen, ebenfalls möglih.
Die Grundgleihung des 0-Gitter-Modells lautet(
1−A−1) x(0) = t(I) , (5.11)
wobei t(I) ein beliebiger Translationsvektor des Gitters (I) ist. Die Lösungen x(0)
der Gleihung sind die Äquivalenz- oder 0-Punkte im erzeugten Übergitter. Die-
se Punkte können nun auf vershiedene Art und Weise interpretiert werden, z.B.
bilden sie die Menge aller Koordinatenursprünge bezüglih welher die Anwendung
der Transformation A ein zu (II) äquivalentes Translationsgitter erzeugt. In dem
Spezialfall einer Rotation, die zu einem CSL-Gitter führt, enthält die Menge der
0-Punkte die Koinzidenzpunkte als Teilmenge. Im Allgemeinen sind die 0-Punkte
aber weder diskret noh periodish im Raum und haben auh niht unbedingt eine
physikalishe Bedeutung.
Von entsheidender Wihtigkeit für die Beshaenheit des 0-Gitters ist der Rang
der Matrix T = 1−A−1. Nur wenn Rang(T) = 3 ist, gilt
det(T) 6= 0 ⇒ x(0) = T−1 t(I) , (5.12)
und die dann abzählbar vielen, diskreten 0-Punkte bilden ein neues periodishes
Translationsgitter, das 0-Gitter. Wenn Rang(T) = 2, dann deniert die Grundglei-
hung (5.11) shon überabzählbar viele 0-Punkte auf einer 0-Geraden, und für
Rang(T) = 1 gibt es ganze 0-Ebenen, deren Punkte alle Äquivalenzpunkte sind.
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Im Gegensatz zum CSL-Modell sind die untershiedlihen Möglihkeiten, ein
spezielles Übergitter zu erzeugen, hier niht mehr absolut gleihwertig, sondern von
physikalisher Bedeutung ist bei einer Mehrdeutigkeit nur diejenige Transformation
mit der betragsmäÿig kleinsten Determinanten, d.h. wir fordern
|det(A)| minimal ! (5.13)
Die Tabelle 5.4, welhe aus [114℄ zusammengestellt wurde, zeigt die so festgelegte
bedeutsame erzeugende Rotation und die entsprehende Determinante |det(T)| für
die ersten 6 CSL-Gitter.
Σ φ / < hk, l > |det(T)|
3 70.53◦ / < 110 > 0.0
5 78.46◦ / < 211 > 0.2
7 21.79◦ / < 111 > 0.143
9 38.94◦ / < 110 > 0.111
11 50.48◦ / < 110 > 0.0
13 22.62◦ / < 100 > 0.154
Tabelle 5.4: Die physikalish bedeutsame erzeugende Rotation und die entsprehende
Determinante für die ersten 6 CSL-Gitter: hier wird der qualitative Untershied von Σ = 3
und Σ = 11 zu den anderen CSL-Typen deutlih.
Erfreuliher Weise liefert diese kleine Aufstellung bereits den Shlüssel zum ver-
blieben Rätsel: Ausgerehnet für die CSL-Orientierungen Σ = 3 und Σ = 11 existiert
eine Transformation mit der minimalen Determinanten det(T) = 0. Das bedeutet
nun nah der obigen Aussage, dass Rang(T) < 3 ist und somit mindestens eine ganze
Gerade von Äquivalenzpunkten existiert. Im Gegensatz zu den übrigen CSL-Typen
beinhaltet also jede Elementarzelle des S3- und des S11-Übergitters statt einer dis-
kreten Anzahl shon unendlih viele 0-Punkte. Daraus erklärt sih shlieÿlih die
signikante Häugkeit dieser speziellen Orientierungen bei den Simulationen. Die
nähsten CSL-Typen mit det(T) = 0 sind übrigens S33 und S35, von denen letztere
gemäÿ Abbildung 5.6 tatsählih noh eine signikant verstärkte Häugkeit zeigt.
Trotz des shnellen Erfolgs bei dem ersten Versuh, die Simulationsergebnisse
mit Hilfe der 0-lattie-Theorie zu interpretieren, habe ih auf eine weitergehende
Analyse der Orientierungsphase an dieser Stelle verzihtet, da ih dem nun folgenden




Zum Abshluss des ersten Ergebnisteils dieser Arbeit können folgende Erkenntnisse
als vetrauenswürdig genannt werden:
• Die Orientierungsphase ist von kurzen Abfolgen kleiner, shneller Umorientie-
rungen und Momenten des Verharrens geprägt.
• Die Stärke der einzelnen Rotationen variiert im Bereih zwishen 0◦ und a.
20◦, in seltenen Fällen wurden auh ≈ 90◦ beobahtet.
• Die Dauer der Orientierungsphase liegt  unabhängig von der Partikelgröÿe
 in den meisten Fällen bei a. 0.5 ns.
• Aufgrund des mäÿigen Abfalls der Häugkeitsverteilungen zu längeren Ori-
entierungszeiten hin, liegen die mittleren Zeiten  je nah Partikelgröÿe 
zwishen 9 ns und 17 ns.
• Die mittlere Orientierungszeit der Partikel wähst im untersuhten Bereih mit
hoher Genauigkeit linear mit dem Partikelradius an.
• Die Coinidene-Site-Lattie-Analyse der von den Partikeln dauerhaft einge-
nommenen Orientierungen belegt eine signikante Favorisierung fast aller CSL-
Typen bis zum Wert Σ=45.
• Der Anteil an Simulationen, in denen ein Σ<47 eingenommen wurde, fällt
(nah dem Palumbo-AustKriterium) von 56% bei den kleinsten Partikeln
(R=7) auf 34% bei den gröÿten Partikeln (R=13) ab.
• Die herausragenden Häugkeiten (jeweils ≥ 10%) von völliger Dekungsgleih-
heit (Σ=1), der Zwillingsgrenze (Σ=3) und von Σ=11 bei den kleinsten
Partikeln verringern sih zu den gröÿten Partikeln hin um a. 60%.
• Die am häugsten eigenommenen Gittertypen weisen die kürzesten Orientie-
rungszeiten auf.
• Die drei vershiedenen Ansätze, CSL-Theorie, lokale Koinzidenz von Gitter-
punkten und 0-Lattie-Theorie, können zusammen die auälligsten Merkmale
der gefundenen Verteilungen erklären.
• Wesentlihe Ergebnisse der Untersuhung benden sih im Einklang mit zahl-
reihen experimentellen Untersuhungen [132, 133, 134, 135℄
Angesihts dieser Ergebnisse erahte ih diesen Teil meiner Arbeit und damit auh
das entwikelte Simulationsmodell selbst als erfolgreih. Die fundamentale Botshaft
dieser Untersuhung lautet, dass ein Umorientieren von in Kontakt gebrahten Partikeln




Nahdem im vorausgegangenen Kapitel untersuht wurde, unter welhen Vorausset-
zung Korngrenzen zwishen zwei im freien Raum zusammentreenden Nanopartikeln
entstehen, und welher Art diese sind, lautet die zentrale Fragestellung in diesem
Kapitel nun: Welhen Einuss haben die am häugsten auftretenden Korngrenzen
auf das weitere Vershmelzen der Partikel?
Im ersten Unterkapitel wird anhand einiger speziell ausgewählter Beispielsimula-
tionen ein Überblik über die wesentlihe Merkmale und den allgemeinen Charakter
des Sinterverhaltens der untersuhten Systeme gegeben. Aus diesen Beobahtungen
heraus werden konkretere Fragestellungen formuliert, welhe in den darauf folgen-
den Abshnitten einzeln untersuht werden. Die umfassenden quantitativen Analy-
sen beshränken sih dann auf die beiden häugsten Gitterkonstellationen Σ = 1
und Σ = 3. Die Auswahl der untersuhten Messgröÿen bzw. Charaktereigenshaf-
ten orientiert sih natürlih an bereits allgemein akzeptierten theoretishen sowie
experimentellen Erkenntnissen, wodurh die hier erzielten Ergebnisse an vershiede-
nen Stellen mit bereits vorhandenen Daten verglihen werden können. Ferner wird
es möglih sein, auh eine üblihe generelle Shlussfolgerung aus der CSL-Theorie
nahzuprüfen.
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6.1.1 Bedeutung der Gitterbewegungen
Die Tatsahe, dass die Vershmelzungsphase der Nanopartikel im untersuhten Grö-
ÿenbereih etwa drei Gröÿenordnungen länger dauert als die vorausgegangene Ori-
entierungsphase, stellt ein enormes Zeitproblem für den bisher verwendeten Hybrid-
Algorithmus dar. Wegen der ebenfalls aus Ezienzgründen erfolgten Festlegung auf
hohe Temperaturen ist hierbei kein Geshwindigkeitsvorteil gegenüber den weitaus
exakteren MD-Simulationen mehr zu erwarten. Andererseits ist die Abgrenzung der
Vershmelzungs- zur Orientierungsphase gerade dadurh gegeben, dass die Gitter
plötzlih in einer oenkundig dauerhaften Orientierung einrasten. Das wirft die Idee
auf, in der zweiten Sinterphase zugunsten einer gesteigerten Simulationsgeshwin-
digkeit auf die Gitterdynamik (RBD) zu verzihten.
Es hat sih aber auh gezeigt, dass die beiden Kristallgitter im weiteren Ver-
lauf der Simulationen niht völlig regungslos sind, sondern mehr oder weniger starke
Oszillationen um die Gleihgewihtslage vollziehen. Bei einer sehr glatten Grenz-
shiht ist z.B. auh ein gegenseitiges Abgleiten der Partikel denkbar, was bei Kupfer-
Nanopartikeln im Ultrahohvakuum tatsählih experimentell beobahtet wurde [56℄.
Um die tatsählihe Bedeutung der Freiheitsgrade der relativen Gitterbewegung
während der späteren Sinterstadien beurteilen zu können, sind für einige speziel-
le Gitterorientierungen Langzeitsimulationen unter fortlaufender Verwendung des
vollwertigen Hybrid-Algorithmus durhgeführt worden. Als Ausgangskonguratio-
nen dienten dabei Kongurationen, die aus den Simulationen zur Orientierungspha-
se von Primärpartikeln mit dem Radius R = 9 hervorgegangen sind. Die benötigte
Rehenzeit pro Langzeitsimulation lag im Bereih zwishen einer und drei Wohen.
Dadurh, dass bei diesen Simulationen bis zu einer Milliarde RBD-Shritte aus-
geführt worden sind, ist noh ein weiteres Problem aufgetauht, welhes bei der
Untersuhung der Orientierungsphase noh niht zu beobahten war: Ein zeitlih
zunehmender Gesamtdrehimpuls des Systems. Dieser Eekt konnte aber durh das
Einfügen eines einfahen Dämpfungsterms, welher die Winkelgeshwindigkeit der
Partikel in jedem RDB-Shritt um 1% verkleinert, erfolgreih unterdrükt werden.
Zum Vergleih des Sinterverhaltens der speziellen Partikelpaare mit niedrigin-
dizierten CSL-Orientierungen ist in Abbildung 6.1 der zeitlihe Verlauf der Gy-
rationsradien (siehe Kapitel 3.7.3) aufgetragen. Während die diken, durhgezoge-
nen Linien die Messwerte der Langzeitsimulationen unter Verwendung des Hybrid-
Algorithmus darstellen, zeigen die gestrihelten Kurven die entsprehende Gröÿe
der Vergleihssimulationen mit gleihen Ausgangskongurationen aber bei Verziht
auf eine Gitterdynamik. In diesen Fällen wurden die 6 Freiheitsgrade auf diejeni-
gen Werte festgelegt, die sih am Ende der Orientierungsphase eingestellt hatten
(Programm-Variante B).
Die Frage nah der Auswirkung einer Unterdrükung der Gitterbewegungen
hängt eng mit der Bedeutung der in Kapitel 2.1 erläuterten Korngrenzendiusion
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Abbildung 6.1: Vergleih des Sinterverhaltens spezieller CSL-Ausgangskongurationen
(Primärpartikelradius 9) anhand des zeitlihen Verlaufes des Gyrationsradius; während
die durhgezogenen Linien die Messwerte unter Verwendung des vollwertigen Hybrid-
Algorithmus (mit 1% Dämpfung der Rotation pro Integrationsshritt) zeigen, sind die
Gitter bei den gestrihelten Kurven dauerhaft xiert worden.
als Massentransportmehanismus zusammen, da dieser auf einem sukzessiven Zu-
sammenrüken der Partikelshwerpunkte beruht. Bei der dauerhaften Fixierung der
Kristallgitter ist eine Korngrenzendiusion daher ebenfalls prinzipiell unterdrükt.
Im Groÿen und Ganzen zeigt die Gegenüberstellung der Kurven mit bzw. ohne
Gitterdynamik ein qualitativ gleihes Verhalten. Lediglih bei den Korngrenzen der
Typen Σ = 3 und Σ = 9 ist eine nennenswerte Abweihung zu sehen, jedoh in ver-
shiedene Rihtungen: Während das Versintern bei der Zwillingsgrenze unter Ein-
beziehung der Gitterbewegung minimal beshleunigt ersheint  wenngleih sih
diese Abweihung im Rahmen der statistishen Shwankungen der Messgröÿe be-
wegt  ist das Vershmelzen im Fall Σ = 9 hingegen eindeutig leiht verzögert. Die
Auftragung 6.1 zeigt also, dass innerhalb unseres Sintermodells eine Gitterxierung
keine gravierende Einshränkung für die Untersuhung der späteren Sinterstadien
darstellt. Insbesondere sind keinerlei Hinweise darauf zu erkennen, dass wir dadurh
eine eektive Korngrenzendiusion unterdrüken. Um diesen Punkt noh etwas ge-
nauer zu erkunden, ist im Verlauf von drei der gezeigten Hybrid-Simulationen der
räumlihe Abstand der Gitterursprünge aufgezeihnet worden (Abbildung 6.2).
Unter der Wirkung einer Korngrenzendiusion müsste der Abstand der beiden
Kristallgitter mit der Zeit kontinuierlih abnehmen. Da die Abstandsänderungen
d(t) − d(t0) der Gitterurspünge in allen drei Fällen jedoh mit der Zeit monoton
ansteigen, kann die Beteiligung einer Korngrenzendiusion ausgeshlossen werden.
Das leihte Auseinanderrüken der Gitter in der Gröÿenordnung eines zehntel Atom-
radius während des kompletten Versinterns kann durh die stetige Vergröÿerung der
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Abbildung 6.2: Die zeitlihe Zunahme des Abstandes beider Gitter in drei der Langzeit-
simulationen aus Abb. 6.1 bestätigt, dass in unserem Sintermodell keine Korngrenzendif-
fusion stattndet.
Grenzähe zwishen den Partikeln erklärt werden. Unter der Annahme einer ge-
wissen Rauheit dieser inneren Oberähen kann die in Abb. 6.2 aufgetragene Gröÿe
als die Breite des Rauheitsprols interpretiert werden.
Das Ausbleiben einer Korngrenzendiusion in unserem Modell ist vermutlih
hauptsählih auf das Verbot elastisher Verzerrungen zurükzuführen, durh welhe
störendes Material in der Korngrenze leihter zu deren Rand hin befördert werden
könnte, um den notwendigen Raum für ein Zusammenrüken der Partikel freizu-
geben. Auh ist es gut vorstellbar, dass ebenfalls unterbundene kollektive Prozesse
für eine Korngrenzendiusion wihtig sind. Eine kleine Insel von wenigen Atomen
auf einer sonst ebenen Faette z.B., welhe gröÿere Hohlräume in der Korngrenze
verursahen und eine kleine Rotation der Partikel verhindern kann, ist in unserem
Modell quasi immobil. Durh ein kollektives Vershieben dieser Insel um nur wenige
Atomdurhmesser könnten Optimierungsbewegungen möglih werden, in deren Fol-
ge sih auh die Partikelshwerpunkte annähern.
6.1.2 Wesentlihe Merkmale häuger CSL-Gitter
Die Beobahtungen im vorausgegangenen Abshnitt bringen uns zu der Einshät-
zung, dass wir unser Modell des Sinterns keinen zusätzlihen bedeutsamen Ein-
shränkungen unterwerfen, wenn wir zur Untersuhung der weiteren Vershmelzung
der Partikel auf die Gitterdynamik verzihten. Aus diesem Grund sind alle nun fol-
genden Simulationen mit der zweiten Varianten B des Simulationsprogrammes,
d.h. mit zwei in einer speziellen Orientierung fest miteinander verbundenen Git-
ter, durhgeführt worden. Diese spezielle Orientierung ist aber immer als Resultat
aus einer Hybrid-Simulation hervorgegangen, in welher die Orientierungsphase be-
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reits abgeshlossen war. Im Prinzip könnten wir ohne irgendwelhe Einbuÿen jetzt
auh noh zu beliebig niedrigen Temperaturen heruntergehen, womit der Geshwin-
digkeitsvorteil gegenüber MD-Simulationen exponentiell ansteigen würde. Aber in
Anbetraht dessen, dass wir weiterhin die Abhängigkeit der Phänomene von der
Partikelgröÿe im Auge behalten wollen, würde eine zusätzlihe Variation des Para-
meters Temperatur den Rahmen dieser Arbeit sprengen. Die Fortsetzung der bereits
durhgeführten Hybrid-Simulationen soll shlieÿlih aus verständlihen Gründen un-
ter Beibehaltung der bisher verwendeten Temperatur erfolgen.
Da wir durh die Verwendung des Simulationsprogrammes B eine um etwa drei
Gröÿenordnungen gesteigerte Simulationsgeshwindigkeit erreihen, können wir die
folgenden Untersuhungen anhand der gröÿten verwendeten Primärpartikel mit dem
Radius R = 13 durhführen. Durh das gesteigerte Verhältnis aus Partikelgröÿe und
Ausdehnung der CSL-Elementarzellen (siehe Kapitel 5.3.3) erwarten wir ein deutli-
heres Bild davon, welhen Einuss die Art der Korngrenze auf das Sinterverhalten
der Partikel hat. Dieser Fragestellung nähern wir uns zunähst erneut durh eine
Gegenüberstellung des zeitlihen Verlaufes des Gyrationsradius' einiger Beispielsys-












































Abbildung 6.3: zeitliher Verlauf des Gyrationsradius einiger CSL-Kongurationen (Pri-
märpartikelradius 13) mit kleinen Σ-Werten bis zu deren sheinbarem Gleihgewiht; die
jeweils simulierte Realzeit betrug (bei allen Σ > 3) etwa 0.05 ms, wobei die Messwerte alle
auf dem hier gezeigten Endniveau blieben. Nebem diesem Gleihgewihtswert untershei-
den sih die Kurven deutlih in der anfänglihen Steigung, und auh im generellen Verlauf:
Während die meisten Kurven durhweg positiv gekrümmt sind, besitzen diejenigen von
Σ = 1 und Σ = 7 mindestens einen Wendepunkt; auällig ist auh die gute Übereinstim-
mung der Kurven von Σ = 5a und Σ = 13, wohingegen die Konguration Σ = 5b trotz
identishem CSL-Gitter gegenüber der Kurve a ein ganz anderes Verhalten zeigt.
Die höhere Geshwindigkeit der reinen KMC-Simulationen erlaubt uns nun niht nur
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Σ = 7: Σ = 5a: Σ = 3:
Abbildung 6.4: Aufnahmen dreier Systeme aus Abb. 6.3 zur Zeit t = 1 · 10−5 s
die Untersuhung gröÿerer Partikel, sondern auh deren Beobahtung über deutlih
längere Zeiten von bis zu einigen Millisekunden. Da sih aber die Werte des Gyrati-
onsradius gegenüber den Werten am rehten Rand der Abb. 6.3 im weiteren Verlauf
niht mehr änderten (abgesehen von Σ = 5b, welher noh auf den Wert 185 abfällt),
sind die Simulationen (mit Σ > 3) bei t ≈ 0.05 ms abgebrohen worden. Wegen die-
ser lang anhaltenden Konstanz bezeihne ih die entsprehenden Werte des Gyrati-
onsradius als Gleihgewihtswerte. Es kann aber anhand der bisher aufgezeihneten
Daten niht ausgeshlossen werden, dass sih die Systeme mit Σ > 3, z.B. nah ei-
nigen Sekunden, dem Zustand von Σ = 1 bzw. Σ = 3 angleihen. Letzterer kann
mit Gewissheit als Gleihgewihtszustand bezeihnet werden, da der Gyrationsradi-
us der einer Kugel entsprehender Masse (Anzahl der Atome) ist. Somit haben wir
in der Gleihgewihtsform ein erstes Merkmal gefunden, welhes durh die Art der
Korngrenze zwishen zwei Partikeln beeinusst wird, wobei in diesem Beispiel noh
der Typ Σ = 17 besonders hervorstiht. Dass dieses System noh weit von der Kugel
als ultimativer Gleihgewihtsform entfernt ist, zeigt das in der Abb. 6.3 eingesetzte
Bild dieser Simulation, welhes zum Zeitpunkt t = 3.5 · 10−5 s aufgenommen wurde.
Das Bild läÿt insbesondere einen ungewöhnlih spitzen dihedralen Winkel erkennen,
welher auf eine hohe spezishe Energie dieser Art von Korngrenze hindeutet.
Weiterhin untersheiden sih die Kurven sehr deutlih in der anfänglihen Stei-
gung, d.h. in der Sintergeshwindigkeit der Partikelpaare. Um diese Untershiede
besser zu verdeutlihen, wurde als Zeitpunkt t1 = 1 · 10−5 s gewählt, zu welhem
Shnappshüsse der drei niedrigsten Σ-Orientierungen erstellt wurden, die in Ab-
bildung 6.4 gezeigt sind. Dieser Zeitpunkt ist natürlih niht rein willkürlih ge-
wählt worden, sondern er fällt mit einer Besonderheit zusammen, die (innerhalb der
hier getroenen Auswahl) nur die Typen Σ = 1 und Σ = 7 aufweisen: einen mehr
oder weniger deutlih ausgeprägten Wendepunkt im Kurvenverlauf, bei welhem die
Krümmung vom Negativen ins Positive wehselt. Alle anderen Kurven hingegen sind
von Beginn an positiv gekrümmt. Im Fall des Systems ohne Korngrenze (Σ = 1) wird
sih später noh herausstellen, dass der Wendepunkt genau den Moment markiert,
an dem der Hals zwishen den ursprünglihen Partikeln vollständig gefüllt ist. Ex-
akter ausgedrükt ist es der Moment, ab welhem die Oberähe des Systems keine
konkaven Regionen mehr enthält.
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Grundsätzlih nimmt das System Σ = 1 shon deswegen eine Sonderrolle ein,
da es ein einziges kohärentes Gitter, also gar keine Korngrenze, beinhaltet. Umso
erstaunliher ist die Beobahtung, dass das Partikelpaar mit der Zwillingsgrenze
(Σ = 3) ein deutlih shnelleres Vershmelzen aufweist. Bis zum Zeitpunkt t1 nehmen
auh die Gyrationsradien von Σ = 5a, 13 und 11 (hier niht eingezeihnet) shneller
ab als im Fall ohne Korngrenze. Es liegt auf der Hand, dass der Vorteil dieser Kon-
stellationen mit der Möglihkeit des Gitterwehsels zusammenhängen muss. Diese
Überlegung führt auf eine neue Sihtweise der Klassizierung der Koinzidenzgitter:
Ein gröÿerer Wert des harakteristishen Parameters Σ bedeutet einer-
seits eine Verringerung der exakten Koinzidenz von Gitterpunkten, aber
andererseits eine Vergröÿerung der Anzahl an tatsählihen Gitterpunk-
ten pro Volumen und somit an möglihen Zielplätzen für diundierende
Atome in der Nähe der Korngrenze.
Diese Feststellung betrit in unserem konkreten Modell hauptsählih die Ober-
ähe im Bereih um den Sinterhals herum, und gerade in der Geshwindigkeit des
Halswahstums untersheiden sih die hier gezeigten Simulationen. Dieser Gedan-
kengang kann wie folgt noh weiter fortgesetzt werden: Ein höherer Σ-Wert sollte
nah der CSL-Theorie tendenziell auh zu einer geringeren Atomdihte in der Grenz-
shiht führen. Dieses hat dann aber wiederum eine höhere Mobilität µ der dort dif-
fundierenden Atome und somit nah (2.5) shlieÿlih eine verringerte Relaxationszeit
zur Folge.
Es ist also keineswegs siher, dass eine Vergröÿerung von Σ unbedingt eine zu-
nehmende Behinderung des Versinterns bedeutet. Diese Erkenntnis bestätigt sih
auh darin, dass in der Auftragung 6.3 die Kurven zu Σ = 5a und Σ = 13 fast de-
kungsgleih sind. Eine wegen der Übersihtlihkeit hier niht eingezeihnete Kurve
mit Σ = 11 verläuft z.B. noh zwishen S13 und S3 und erreiht am Ende sogar fast
die perfekte Kugelform. In diesem Zusammenhang muss allerdings beahtet werden,
dass die Bedeutung der räumlihen Dihte von Gitterpunkten in unserem Modell
dadurh künstlih verstärkt wird, dass wir keine elastishen Verrükungen der Ato-
me zulassen. Indirekt weisen die Beobahtungen also darauf hin, dass elastishe
Verzerrungen im Bereih der Korngrenze einen spürbaren Einuss auf das Sinter-
verhalten haben könnten. Darüber hinaus fehlen in unserem Modell, wie in Kapitel
3.3.2 ausführlih erörtert, die hp-Bindungsplätze des f-Gitters. Da sih mit diesen
die Anzahl an Gitterplätzen sogar verdoppelt, kann davon ausgegangen werden, dass
deren Beteiligung einen noh gröÿeren Vorteil für eine shnelle Relaxation bringen
kann, als die Zwillingsgrenze gegenüber dem reinen f-Gitter erreiht.
Der Wert Σ ist also oensihtlih für sih allein niht dazu geeignet, das Sin-
terverhalten eines Partikelpaares hinreihend vorherzusagen. Das wird auh daran
deutlih, dass die sehr vershieden verlaufenden Kurven Σ = 5a bzw 5b zu zwei
Kongurationen gehören, welhen beiden ein identishes Koinzidenzgitter zugrunde
liegt. Aus diesem Grund werden wir im folgenden Abshnitt die Charakterisierung
einer Korngrenze erweitern.
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Da  wie sih immer wieder von neuem bestätigt  die Gittertypen Σ = 1 und
Σ = 3 eine ganz besondere Bedeutung haben, sind diesen eigene Unterkapitel (6.2
und 6.3) gewidmet, in welhen die harakteristishen Teilphasen des Sintervorganges
auh quantitativ untersuht werden.
6.1.3 Eigenshaften der Grenzähe
Dass die bisherige Charakterisierung der Korngrenzen anhand des ganzzahligen Pa-
rameters Σ für eine zuverlässige Vorhersage des Sinterverhaltens niht ausreiht, ist
niht verwunderlih, denn die eigentlihe Korngrenze ergibt sih ja erst durh die
konkrete Besetzung der Koinzidenzgitterplätze mit Atomen. Der Wert Σ ist jedoh
davon völlig unabhängig. Der Begri Korngrenze setzt die Situation voraus, dass
ein kompakter Atomluster aus zwei klar voneinander abgrenzbaren Bereihen be-
steht, wobei der eine Bereih ausshlieÿlih das Gitter (I) und der andere nur das
Gitter (II) besetzt. Für die Grenze zwishen diesen beiden Bereihen nehmen wir
zunähst an, dass es eine niht allzu raue, zusammenhängende Flähe ist. Zur deut-
lihen Darstellung dieser Grenzähe verwende ih daher im Folgenden zunähst
weiterhin eine Farbkodierung der Atome anhand des Gitters, auf welhem sie im
Moment der Aufnahme sitzen.
Es ist völlig klar, dass sih die Grenzshiht erst im Verlauf des Sintervorganges
langsam ausbildet und daher mit der Zeit immer genauer harakterisiert werden
kann. Die bisher gezeigten Beispielaufnahmen lassen shon erkennen, dass wir bei
den meisten CSL-Systemen in guter Näherung davon ausgehen können, dass die
Grenzshiht sogar eine ebene Flähe ist. Unter dieser Voraussetzung ergeben sih
für die erweiterte Charakterisierung unserer Korngrenzen genau drei neue Para-
meter, welhe die räumlihe Orientierung der Grenzebene und deren Lage auf der
Hauptsymmetrieahse des Partikelpaares beshreiben. Die Vermutung besteht nun
darin, dass das sehr untershiedlihe Verhalten von Σ = 5a bzw. 5b (Abb. 6.3)
auf eine abweihende Orientierung der Grenzebene zurükzuführen ist, und dass die
Ähnlihkeit von 5a und 13 auf strukturellen Gemeinsamkeiten der beiden Grenzä-
hen beruht.
Mit Hilfe eines einfahen Algorithmus, welher zu jeder Messung diejenige niedri-
gindizierte Ebene ermittelt, welhe die tatsählihe Grenzähe zwishen den Partikeln
bestmöglih approximiert, kann die erste Vermutung bestätigt werden: Die Grenze-
bene ist näherungsweise eine {531}-Ebene im Fall Σ = 5a und eine {210}-Ebene
bei 5b. Diese Miller-Indizes gelten in beiden Fällen für beide Partikel, wobei die
Abbildung der zunähst wieder als reelle Vektoren bestimmten Raumrihtungen auf
ganzzahlige Gitterabshnitte deutlih ungenauer ist als im Fall der Drehahsen für
die Gitterüberführung.
Die in Kapitel 5.3.1 erwähnte Aussage der CSL-Theorie, die Grenzebene sei in
den meisten Fällen die dihtest gepakte Ebene des Koinzidenzgitters und damit für
ein gegebenes Σ eindeutig, sheint also für Σ = 5 niht zuzutreen. Nah Tabelle 5.2
(Seite 101) besitzt nur der Fall 5b eine dihtest gepakte Grenzebene, und bemer-
kenswerter Weise zeigt dieser ein deutlih langsameres Vershmelzen als die Variante
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5a. Diese Beobahtung dekt sih also genau mit der obigen Shlussfolgerung, dass
eine geringere Atomdihte in der Grenzshiht nah der klassishen Theorie zu einer
kürzeren Relaxationszeit führt.
Der ähnlihe Verlauf der Kurven 5a und 13 ist dagegen mit diesem Ansatz
niht zu erklären, denn die Grenzähe ist im zweiten Fall niht eben, sondern
weist einen ausgeprägten Knik (um ≈ 30◦) auf, der auh bei Σ = 7 auftritt. Die
besonders auällige Simulation Σ = 17 besitzt indes eine Grenzebene in annähern-
der <110>-Orientierung, welhe allerdings sehr rau ist und mit der {110}-Ebene
des f-Gitters keine oensihtlihen Ähnlihkeiten hat. Die einzigen zweifelsfrei-
en Fälle bei dieser Untersuhung sind die Zwillingsgrenze, welhe eine eindeutige
{111}-Grenzebene besitzt, und die shon mehrfah erwähnte Σ = 11-Paarung mit
deutliher {311}-Ebene, welhe nah Tabelle 5.2 auh tatsählih die dihtest ge-
pakte Ebene dieses Koinzidenzgitters ist.
Mobilität der Grenzähe
Als letzter Punkt dieser ersten qualitativen Beobahtungen zur Vershmelzungspha-
se der Partikel betrahten wir die zeitlihe Entwiklung der Grenzshiht, d.h. deren
Mobilität. Hier zeigt sih zunähst, dass die Orientierung  sofern es sih tatsäh-
lih um eine niedrigindizierte Ebene handelt  zeitlih kaum veränderlih ist. Das
gilt jedoh nur für die Ebenenausrihtung im kristallographishen Sinn, aber z.B.
niht für den Winkel, den die Korngrenze mit der Symmetrieahse des Systems bil-
det. Diese Untersheidung ist wie folgt zu verstehen: Die Korngrenze verläuft selten
genau senkreht zu der Verbindungsahse der anfänglihen Partikelzentren, was ei-
ner {110}-Ebene eines der Partikel entsprehen würde (siehe dazu Abshnitt 4.1)
und bisher nur bei dem o.g. Sonderfall Σ = 17 beobahtet wurde. Bei der Zwillings-
grenze mit ihrer {111}-Ebene beträgt der entsprehende Ausgangswinkel genau 60◦.
Somit bedeutet fast jede Korngrenze eine Verletzung der Rotationssymmetrie um die
Längsahse. Es zeigt sih nun, dass die sih selbst überlassenen Systeme zusätzlih
zur Minimierung der freien Oberähe auh bestrebt sind, eine Rotationssymmetrie
bezüglih der Normalen auf die Grenzebene herzustellen. In den meisten Fällen ist
also eine durh die Diusion getragene eektive Sherung der Cluster zu beobah-
ten. Die Orientierung der Grenzebene bezüglih des Koinzidenzgitters bleibt dabei
jedoh erhalten.
Diese Beobahtung liefert auh gleih eine möglihe Erklärung für das Problem
des Beispiels Σ = 17: Es hat sih  ggf. sogar durh die Wahl der Anfangskon-
guration bedingt  zu shnell eine Grenzebene ausgebildet, welhe die angestrebte
Symmetrie erfüllt aber in diesem speziellen Koinzidenzgitter die weitere Relaxation
zur Kugelform niht unterstützt.
Eine deutlihe Dynamik zeigt sih hingegen bei der Lage der Grenzshiht auf der
Shwerpunktsahse: Da eine derartige Vershiebung der Grenzähe nihts anderes
bedeutet als ein vermehrtes Überwehseln von Atomen zu einem der Partikel, kann
die Mobilität der Grenze anhand der Anzahl an Atomen auf Gitter (I) in Abhängig-
keit der Zeit dargestellt werden. Dieses ist in Abbildung 6.6 für die Simulationen aus
126 6.1 Allgemeine Charakteristik
Σ = 3, t = 1, 5 · 10−6 s: t = 7, 4 · 10−6 s:
Abbildung 6.5: Diese beiden Momentaufnahmen der Zwillingsgrenze zeigen, dass das
sih selbst überlassene System zusätzlih zur Verringerung der freien Oberähe auh noh
versuht, eine Rotationssymmetrie bezüglih einer Ahse senkreht zur Korngrenzebene
herzustellen.
Abbildung 6.3 gemaht worden, wobei auf der Ordinate der prozentuale Anteil an
Atomen aufgetragen ist. Auf der Höhe der gestrihelten Linien enthält ein Partikel
genau doppelt so viele Atome wie das andere.

























Abbildung 6.6: Die Auftragung des Anteils an Atomen, die das Gitter (I) besetzen, über
der Zeit verdeutliht die Bewegung der Korngrenze in den Simulationen aus Abbildung 6.3.
Ein Kreuzen der gestrihelten Linien bedeutet, dass ein Partikel doppelt so groÿ ist wie das
andere. Der eine Ausreiÿer, Σ = 3a, den auh die Momentaufnahme rehts unten zur Zeit
9 · 10−6 s zeigt, ist shon deswegen besonders, weil er einer von ganz wenigen Vertretern
der Zwillingsgrenzen ist, die von Beginn an keine {111}−Grenzebene besitzen. Die Bilder
lassen neben dem harakteristishen Kontaktwinkel an der Korngrenze eine Krümmung
der Grenzähen zum kleineren Partikel hin erkennen.
Die Abbildung zeigt im Groÿen und Ganzen eine langsame aber stetige Bewegung
der Grenzähen in eine feste Rihtung. Die einzige deutlihe Ausnahme, Σ = 3a,
welhe aus einer bisher niht gezeigten Simulation stammt, ist vor allem deshalb
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eine Kuriosität, weil es sih hier um eine Zwillingsgrenze handelt, die von Beginn an
keine klar identizierbare Grenzebene besitzt, und bestimmt keine {111}−Ebene. An
deren Momentaufnahme (Abb. 6.6 rehts unten), welhe die Partikel zum Zeitpunkt
9 ·10−6 s zeigt, ist sogar zu erkennen, dass die Grenzshiht in diesem Stadium stark
zum kleineren Partikel hin gekrümmt ist.
Interessanter Weise fallen die Systeme 5a und 13, welhe sih bereits in Abb.
6.3 als unerwartet ähnlih präsentiert haben, auh hier wieder aus dem Rahmen.
In diesen beiden Fällen sind bis zum Erreihen der sheinbaren Gleihgewihts-
form (t ≈ 2 · 10−5 s) bereits etwa 1/3 aller Atome eines Partikels auf das andere
gewehselt, und danah bremst auh die Wanderung der Grenze deutlih ab. Wie
das Bild von Σ = 13 bei t = 3.7 · 10−5 s zeigt, ist die Relaxation  vermutlih ein-
fah aufgrund der vergangenen Zeit  im Vergleih zu Σ = 3a shon viel weiter
fortgeshritten.
Die beiden Momentaufnahmen in Abb. 6.6 zeigen wiederum einhellig, dass ei-
ne Korngrenze auh noh in den späteren Sinterphasen mit einem harakteristishen
Kontaktwinkel φ verbunden ist, welher in Kapitel 2.1.2 als Formparameter des Zwei-
Kugel-Modells vorgestellt wurde. Weiterhin lässt ein Betrahten der hier gezeigten
Entwiklungen der Systeme als Film deutlih erkennen, dass sih dieser Kontakt-
winkel im späteren Verlauf kaum noh ändert, was das (bevorstehende) Erreihen
des  zumindest vorläugen  Gleihgewihtszustandes markiert.
Wenn eines dieser Systeme eine Gestalt angenommen hat, die durh den dihe-
dralen Winkel φeq der speziellen Korngrenze als Gleihgewihts-Kontaktwinkel fest-
gelegt ist, muss es einen anderen Weg wählen, seine Form weiter zu optimieren. Der
hier erörterte Ausweg ist eine Verkleinerung der Grenzähe durh Vershieben de-
rer an den Rand des Systems. Das Verhalten von 5a und 13, welhe besonders zu
Anfang eine relativ starke Bewegung der Korngrenze aufweisen, widerspriht aber
der Annahme von Lange, Kellet und anderen Autoren, dieses Phänomen setze erst
dann ein, wenn die äuÿere Formoptimierung abgeshlossen ist. Prägnant ist auh das
Verhalten von Σ = 7. Deutliher als in allen anderen Beispielen setzt hier das Wan-
dern der Ebene zur Zeit t = 1.27 · 10−5s reht abrupt ein, was ziemlih genau mit
dem Zeitpunkt übereinstimmt, an dem dieses System beginnt, sih einen Vorteil
gegenüber Σ = 5b bzw. 17 zu vershaen (vgl. Abb. 6.3).
Und damit können wir jetzt auh das Problem der letztgenannten Typen ge-
nauer benennen: Die spezielle Art der Korngrenze (deniert durh Σ und der Ori-
entierung der Grenzebene) hat a) einen kleinen dihedralen Winkel und deswegen b)
eine nur wenig mobile Grenzebene. In der Folge versagen beide Möglihkeiten der
Formoptimierung reht shnell, und die Systeme verharren in einem Zustand weit
entfernt von der Kugelform.
Der Vergleih von Σ = 3 und 3a maht noh einmal deutlih, wie groÿ der Ein-
uss der Orientierung der Grenzebene auf das Sinterverhalten ist. Die erste Zwillings-
grenze mit ihrer {111}Ebene hat eine Korngrenzenergie von γB ≈ 0 und erreiht
daher als einzige die perfekte Kugelform. Eine Vershiebung der Grenzebene ist hier
überhaupt niht nötig (und in unserem Modell auh niht möglih, wenn keine Git-
terleerstellen eingeshlossen sind). Der Typ 3a hat dagegen ansheinend nur ein
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leiht erhöhtes γB, welhes zu einem dihedralen Winkel führt, der eine Grenzver-
shiebung lohnenswert werden läÿt ohne gleihzeitig eine zu groÿe Barriere dafür
darzustellen. Vielleiht haben wir hier einen heiÿen Kandidaten für die in Kapitel
2.1.2 als möglih erahtete Korngrenze gefunden, welhe aus jedem System ganz
herauswandern kann.
Wie bereits angekündigt werden wir in den folgenden Abshnitten das Vershmel-
zen der Partikel für die sehr häug auftretenden Fälle Σ = 1 bzw. Σ = 3 quantitativ
untersuhen.
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6.2 Vershmelzung bei kohärenten Gittern (Σ = 1)
Es ist völlig klar, dass die Frage nah dem Einuss von Korngrenzen auf das Ver-
halten eines Systems nur dann beantwortet werden kann, wenn das Verhalten dieses
Systems ohne Korngrenzen hinreihend bekannt ist. Und shon das ist hier niht
unbedingt der Fall, da  wie bereits an mehreren Stellen angeklungen  die meis-
ten bisherigen Arbeiten zu diesem Thema entweder auf einem Kontinuumsmodell
beruhen, also deutlih gröÿere Partikel beshreiben, oder die Molekulardynamik-
methode verwenden, welhe nur kleine Systeme und sehr kurze Zeiten überdekt.
Eine Annäherung an die hier betrahteten Gröÿenordnungen ist bisher nur durh
die Beshränkung auf zwei Dimensionen gelungen [34℄. Experimentelle Befunde zu
der hier besprohenen Dynamik im Nanosekunden-Bereih sind derzeit auh noh
niht verfügbar. Folglih kann bereits diese erste Untersuhung der Diusion auf
einem Gitter wertvolle neue Informationen liefern. Ihr Hauptzwek besteht jedoh
darin, Referenzdaten zu gewinnen, mit denen spätere Ergebnisse aus entsprehen-
den Systemen, welhe vershiedenartige Korngrenzen beinhalten, verglihen werden
können.
6.2.1 Frenkel-Regime
Die erste Phase des Vershmelzens in den vorgestellten Kontinuumstheorien, das




< 0.3 harakterisiert. Für die gröÿten in Kapitel 5 betrahteten Partikel mit
D = 27 bedeutet das einen Halsdurhmesser von X < 9 in Einheiten eines Atom-
durhmessers. Da zwei näherungsweise sphärishe Kugeln mit D = 27, die sih auf
einem f-Gitter entlang einer <110>Ahse soeben berühren, bereits einen Hals
vom Durhmesser X0 = 5 aufweisen, besitzt die zugehörige Messkurve X(t) im ge-
samten Frenkel-Regime genau drei Stufen. Da die Messwerte noh zusätzlih inner-
halb weniger KMC-Shritte um ±1 uktuieren können (z.B. durh zwei kurz auf-
einander folgende Hops an vershiedenen Seiten des Halses), ist eine aussagekräftige
Auswertung dieser Messwerte niht möglih.
Eine Verbesserung der Situation ist also nur durh eine Vergröÿerung des Sys-
tems möglih, weshalb die Studie mit Primärpartikeln des Durhmessers D = 55
duhgeführt wurde, was eine Gesamtzahl von 233 290 Atomen bedeutet. Eine exem-
plarishe Messkurve daraus, für welhe das Frenkel-Intervall jetzt bei X = 17 endet,
ist in Abbildung 6.7 dargestellt.
Die in Kapitel 2.1 vorgestellte Kontinuumstheorie sagt für diese erste Sinterpha-
se im allgemeinen einen Verlauf X ∝ t1/n voraus, und tatsählih zeigt die doppelt-
logarithmishe Auftragung der Messwerte annähernd lineare Bereihe. Im Frenkel-
Regime stimmt die Steigung sogar reht genau mit dem für die Oberähendiusion
errehneten Wert n = 7 (Tabelle auf Seite 10) überein. Nah dem denitionsmäÿi-
gen Ende dieses Regimes bei X = 17 wehselt der Exponent dann shnell auf einen
Wert knapp unter 1/2. Dieser Bereih sollte den langsamen Übergang in das Hiram-
Nir-Regime einleiten, welhes ein asymptotishes exponentielles Annähern an den
Gleihgewihtswert (hier Durhmesser X = 21/3D ≈ 69 der Kugel) beshreibt.
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Abbildung 6.7: zeitliher Verlauf des Halsdurhmessers zu Beginn des Vershmelzens
zweier Partikel mit Durhmesser D = 55; die doppelt-logarithmishe Auftragung der ers-
ten Phase (links) zeigt tatsählih annähernd lineare Bereihe, wobei die beiden Gera-
den keine exakten Fits der Messpunkte, sondern die am besten passenden Geraden mit
Steigung 1/n, n ∈ N sind. Im Bereih des Frenkel-Regimes stimmt der geshätzte Expo-
nent mit n = 7 genau mit dem theoretishen Wert für reine Oberähendiusion überein.
Der weitere Verlauf (rehts) der 10-stündigen Simulation läÿt erahnen, dass der erwartete
Gleihgewihtwert von X ≈ 69 noh sehr lange (Rehen)zeit entfernt ist.
6.2.2 Übergangs-Regime
Während die Primärpartikel mit dem Durhmesser D = 55 gerade groÿ genug sind,
um eine einigermaÿen brauhbare Shätzung für den Wahstumsexponenten im
Frenkel-Regime zu erlangen, sind sie hingegen viel zu groÿ, um in akzeptabler Simu-
lationszeit in den Gültigkeitsbereih des exponentiellen Hiram-Nir-Regimes vorzu-
dringen. Dieses wird an dem weiteren Verlauf der Beispielsimulation deutlih (Abb.
6.7 rehts), wenn man bedenkt, dass diese Simulation a. 10 Stunden gedauert hat
und der erwartete Gleihgewihtswert X ≈ 69 beträgt. Die reht sharfe Krümmung
bei t ≈ 3.7 · 10−7 s hat noh nihts mit dem erwarteten Exponentialgesetz zu tun,
wie sih gleih zeigen wird.
Wir gehen daher wieder zu kleineren Partikeln mit Durhmessern im Bereih
von 26 < D < 40 über, welhe nah jeweils 1.4 Milliarden KMC-Shritten alle voll-
ständig zur Kugelform relaxiert sind. Für sehs vershiedene Partikelgröÿen wurden
zunähst jeweils sehs Simulationen durhgeführt. Wegen der mit der Zeit immer
langsameren Änderung des stark diskretisierten Halsdurhmessers benutzen wir er-
neut den Gyrationsradius des Systems zur Charakterisierung dessen linearer Aus-
dehnung. Die Auftragung der entsprehenden Messgröÿen R2g(t) in Abb. 6.8 zeigt
zwei deutlih trennbare Bereihe, von denen der erste einen linearen und der zweite
einen exponentiellen Charakter hat. Es stellte sih shnell heraus, dass der Übergang
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zwishen den beiden Bereihen mit dem Moment tHals zusammenfällt, in welhem
die Systeme die Einshnürung am ehemaligen Sinterhals verlieren. Am linken Rand
der Abbildung ist auh diejenige Kurve eingezeihnet, die durh das jeweilige Ende
des Frenkel-Regimes verläuft, welhes durh die Bedingung X(t0) = 0.3D deniert
worden ist.
































Abbildung 6.8: zeitliher Verlauf der Gyrationsradien R2g(t) bei Partikeln im Gröÿen-
bereih 26 < D < 40 mit jeweils 6 Simulationen; das Hiram-Nir-Regime beginnt zu den
Zeitpunkten tHals(D), wo der Hals zwishen den usprünglihen Partikeln vershwindet
(r˜(tHals) = 1) und ab welhem der Gyrationsradius den von der Kontinuumstheorie vorher-
gesagten exponentiellen Abfall zeigt. Die steil verlaufende Kurve am linken Rand markiert
das Ende des Frenkel-Regimes.
Um den markanten Zeitpunkt tHals genauer bestimmen zu können, wurde auh







max {h(x1, t); h(x2, t)} . (6.1)
Es handelt sih dabei um das Verhältnis aus kleinster (Halsmitte) und gröÿter ra-
dialer Ausdehnung des Systems entlang der Hauptsymmetrieahse (xKoordinate)
zwishen den beiden gröÿten lokalen Maxima h(x1, t) und h(x2, t).
Durh die Bedingung
r˜(tHals) = 1 (6.2)
denieren wir den gesuhten Zeitpunkt, an welhem der Hals zwishen den Partikeln
vershwindet, bzw. ab welhem die Krümmung der Oberähe überall das glei-
he Vorzeihen hat. In Abbildung 6.9 (links) ist der Verlauf der Messgröÿe (6.1)
mit den daraus bestimmten Zeiten tHals für einige der Simulationen aus Abb. 6.8
dargestellt. Der diagonale gestrihelte Linienzug in Abb. 6.8 verbindet die Punkte
(tHals; R
2
g(tHals)) auf den jeweiligen Kurven und trennt somit den linearen Bereih
von dem Hiram-Nir-Regime.
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Vor allem wird an Abbildung 6.8 deutlih, dass sih die stärksten Formänderun-
gen der Systeme mit D > 30 im bisher in der Literatur niht benannten Zeitintervall
t0 < t < tHals zwishen dem Frenkel- und dem Hiram-Nir-Bereih ereignen. Ih nenne
diesen Bereih daher das Übergangs-Regime. Das dort sheinbar universell gültige
Verhalten Rg(t)−Rg(t0) ∝ t−1/2 verträgt sih auh mit der Beobahtung des Über-
gangs zum Exponenten 1/2 beim Halsdurhmesser des sehr groÿen Systems kurz
nah Ende des Frenkel-Regimes (vgl. Abb. 6.7).









































Rm-Fit an Punkte 0-4 ⇒ m=5.35
R5-Fit an alle Punkte
(Anzahl Stichproben)






Abbildung 6.9: links: zeitliher Verlauf der relativen Halsbreite, welhe den Wert 1 an-
nimmt, sobald die Einshnürung am ehemaligen Sinterhals zwishen den Partikeln ver-
shwindet und damit gleihzeitig den Beginn des exponentiellen Hiram-Nir-Regimes mar-
kiert. Die Abhängigkeit des so denierten Zeitpunktes tHals von der Gröÿe der Ausgangspar-
tikel ist rehts aufgetragen.
Wir fragen uns nun nah dem funktionalen Zusammenhang zwishen tHals und der
Primärpartikelgröÿe D. Weil, wie die Abb. 6.8 zeigt, gerade die Zeit bis zum Shlie-
ÿen des Halses starken Shwankungen unterworfen ist, und da wir uns insbesondere
für das Verhalten von Nanopartikeln interessieren, sind vier weitere und umfang-
reihere Simulationsreihen mit Partikelgröÿen 14 < D < 28 durhgeführt worden.
Die daraus gemittelten Zeiten tHals(D) sind zusammen mit den Werten der ersten
Untersuhung im rehten Teil der Abbildung 6.9 dargestellt. Wie auh shon frü-
her ist wegen der Faettierung der Partikel auf der Abszisse die Gröÿe D˜ = N
1/3
Atome
aufgetragen, wobei NAtome die Anzahl der Atome pro Primärpartikel ist.
Die eingeklammerte Zahl neben den Datenpunkten gibt den jeweiligen Umfang
der Stihprobe an. Wegen des besonderen Interesses und der oensihtlih besseren
Statistik sind zunähst nur die ersten vier Messpunkte zusammen mit dem Ursprung
durh ein Potenz-Gesetz angenähert worden, was einen Exponenten von 5.35 ergibt.
Wie die Verlängerung der entsprehenden Parabel zu den gröÿeren Partikeln hin
zeigt, ist dieser Wert dort etwas zu hoh. Deswegen nehmen wir für das gesamte
Gröÿenintervall einen Exponenten von 5 an und erhalten als neuen Fit die Funktion
tHals(D˜) = 1.525 · 10−12 s · D˜5 . (6.3)
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6.2.3 Hiram-Nir-Regime
Wir wollen natürlih auh dieses letzte Regime der Vershmelzungsphase unserer
Partikel quantitativ untersuhen, zumal das Verhalten auf den ersten Blik gut mit
den Vorhersagen der Kontinuumstheorie übereinzustimmen sheint. Dazu gehen wir
von dem Gesetz (2.10) aus und nehmen an, dass es in der gleihen Form auh für
den Gyrationsradius gilt, d.h.
R2g(t) = R
2
g,final + k · e−(t−tHals)/τ , (6.4)
mit k = R2g(tHals)−R2g,final > 0 und t ≥ tHals.
Für alle durhgeführten Simulationen wurde zunähst der endgültige Gyrati-
onsradius bestimmt, und daraus wurden Mittelwerte R
2
g,final(D) für jede der neun
untersuhten Partikelgröÿen gebildet. Der Kurvenverlauf von Rg,final(D) erweist sih
mit hoher Genauigkeit als linear, was erneut etwas überrashend ist, da die Gleih-
gewihtsform bei gröÿeren Partikeln oensihtlih keine Kugel, sondern der Wul-
Körper ist.
Die halblogarithmishe Auftragung von R2g(t)−R
2
g,final einzelner Individuen aus
Abb. 6.8 ist exemplarish in Abb. 6.10 (links) gezeigt.





































































Rm-Fit an Punkte 0-4 ⇒ m=4.07
Abbildung 6.10: links: halblogarithmishe Auftragung der Entfernung R2g(t)−R2g,final
vom Gleihgewiht über der Zeit für einzelne Simulationen aus Abb. 6.8; aus der Steigung
der klar linearen Bereihe sind jeweils Relaxationszeiten τ ermittelt worden. Die Änderung
der mittleren harakteristishen Zeit τ aller Simulationen mit der Gröÿe der Ausgangspar-
tikel ist rehts aufgetragen.
Alle Kurven  mit Ausnahme der roten zum Primärpartikelradius D = 39 
weisen tatsählih ausgedehnte lineare Bereihe auf, welhe durh die gestrihelten
Geraden markiert sind. Als Beginn dieser Geraden wurde der individuelle Zeitpunkt
tHals der Simulationen gewählt, sodass hier ersihtlih wird, dass das exponentielle
Verhalten (auÿer bei D = 27) kurz nah tHals einsetzt. Gegen Ende der dargestellten
Simulationen zeigen sih Fluktuationen im Gyrationsradius, welhe in der halbloga-
rithmishen Auftragung stark vergröÿert ersheinen. Somit umfasst der hier relativ
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Die Abbildung 6.10 links läÿt zwar einen Anstieg von τ , d.h. eine Abnahme der
Steigung |1/τ | der Geraden mit wahsendem D erkennen, jedoh sind wir für eine
zuverlässige Quantizierung auh hier wieder auf eine Statistik über viele Simula-
tionen angewiesen. Das entsprehende Ergebnis der aus dem gleihen Datenumfang
des vorausgegangenen Abshnittes gemittelten Relaxationszeiten τ(D) ist im reh-
ten Teil der Abbildung dargestellt. Auh hier wurden nur die ersten vier Werte und
der Nullpunkt zum Fit durh eine Potenzfunktion herangezogen, welhe sih zu
τ(D˜) = 4.6 · 10−12 s · D˜4.07 (6.5)
ergibt, wobei wie bisher D˜ = N
1/3
Atome ist. Der hierdurh ermittelte Exponent weiht
um 1.75% von dem durh die Kontinuumstheorie für die Oberähendiusion vorher-
gesagten Wert m = 4 (siehe Tabelle 2.1 auf Seite 10) ab. Überrashend ist dabei vor
allem die besonders gute Übereinstimmung bei den kleinsten untersuhten Partikeln.
Die ermittelten Daten deuten dagegen zu den groÿen Partikeln hin eher eine allmäh-
lihe Sättigung der Relaxationszeit an, wobei die statistishen Unsiherheiten keine
präzisen Aussagen darüber zulassen. Eine möglihe Erklärung für die zunehmende
Abweihung von der klassishen Theorie wird jedoh bei erneuter Beahtung der Ab-
bildung 6.8 deutlih: Die im Hiram-Nir-Regime noh zu bewältigende Relaxation,
ausgedrükt in der Konstanten k in (6.4), könnte im Limes groÿer Partikel durh-
aus in eine Sättigung übergehen oder sogar vershwinden, was τ
D→∞−−−→ 0 bedeuten
würde.














asymptotischer Fit mit Grenzwert 1.255
Abbildung 6.11: Abhängigkeit der im Hiram-NirRegime im Mittel noh zu bewälti-






, von der Partikelgröÿe; der Fit
zeigt, dass sih die gröÿten untersuhten Systeme ggf. bereits in einer Sättigung benden
könnten.
Der hier niht gezeigte Kurvenverlauf der neun Punkte k(D˜) ist näherungs-
weise eine Gerade zwishen k(15) = 12.6 und k(39) = 48.5. Anders verhält es sih
jedoh, wenn Rg(tHals)−Rg,final über D˜ aufgetragen wird (Abb. 6.11). Hier steigt
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der Wert zwar auh erkennbar weiter an, doh der Kurvenverlauf ist tendenziell ne-
gativ gekrümmt, so dass zumindest eine Sättigung kurz bevorzustehen sheint. Die
blaue Kurve zeigt dazu einen Fit der neun Mittelwerte und des Nullpunktes mittels
einer exponentiellen asymptotishen Funktion. Nah dieser Auftragung kann sogar
ein komplettes Vershwinden des Hiram-NirRegimes für sehr groÿe Partikel möglih
sein.
Falls die Göÿe k(D˜) in (6.4) tatsählih eine obere Shranke hat, dann würde das
bedeuten, dass im Limes groÿer Partikel das Vershmelzen ohne Beteiligung einer
Korngrenze durh das Verhalten im ÜbergangsRegime dominiert wird. Zusam-
men mit dem Ergebnis der R5Abhängigkeit der dort harakteristishen Zeit t
Hals
stellt dieses eine deutlihe Abweihung von der klassishen Theorie dar. Insbesondere
kann diese Erkenntnis eine alternative Erklärung für die experimentelle Beobahtung
unerwartet kurzer Relaxationszeiten [33℄ bei sehr kleinen Nanopartikeln liefern.
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6.3 Vershmelzung mit Zwillingsgrenze (Σ = 3)
Für den folgenden Abshnitt wurden die Simulationen aus Kapitel 5.2, die eine
Σ = 3Orientierung hervorgebraht hatten, wiederaufgenommen, um die Sinterei-
genshaften der Partikel in dieser am häugsten eingenommenen Gitterkongurati-
on zu untersuhen. Um einen mit der Analyse der korngrenzenfreien Systeme ver-
gleihbaren Partikelgröÿenbereih zu erhalten, mussten darüberhinaus für D ≥ 29
neue Anfangskongurationen erzeugt werden. Zusätzlih versprehen wir uns von
den gröÿeren Systemen wieder detailliertere Informationen z.B. über die Beshaen-
heit der Grenzähe und generell eine stärkere Auswirkung des zugrundeliegenden
Koinzidenzgitters. Um die Ausbildung der hier ins Auge gefassten Σ = 3 Zwillings-
grenze  so wie bisher immer geshehen  von Anfang an dem System selbst
zu überlassen, wurden die Ausgangskongurationen wie folgt präpariert: In völliger
Analogie zum Vorgehen bei der Untersuhung der Orientierungsphase (siehe Kapitel
4.1) wurden zwei identishe Partikel erzeugt und getrennt voneinander thermalisiert.
Diese wurden daraufhin jedoh in eine Σ = 3Orientierung gedreht, bevor sie wie
gehabt auf einen Abstand einander angenähert wurden, bei welhem Kräfte zwi-
shen ihnen einsetzten. Aus diesem Zustand heraus wurden vollwertige KMC-RBD-
Hybridsimulationen durhgeführt, bis sih die Orientierung der Partikel gemäÿ der
bisherigen Kriterien als endgültig xiert darstellte. Diejenigen Systeme, bei welhen
die Σ = 3Orientierung bis zu diesem Zeitpunkt erhalten geblieben war (a. 80%),
dienten dann als Ausgangskongurationen für die weiteren Untersuhungen. Diese
bestanden aus einer Vielzahl von KMC-Simulationen, bei denen die Gitter in den aus
den Hybridsimulationen hervorgegangenen Orientierungen dauerhaft xiert waren.
6.3.1 Charakteristishe Regimes und Zeiten
Wir verzihten im kommenden auf eine dezidierte Analyse des hypothetishen Frenkel-
Regimes, welhes bei den hier realisierten Systemgröÿen sehr kurz und stug wä-
re und harakterisieren den Zustand der Cluster erneut hauptsählih anhand des
Gyrationsradius. Für die vier gröÿten simulierten Systeme sind in Abbildung 6.12
die entsprehenden Kurvenverläufe R2g(t) dargestellt (durhgezogene Linien). Der
Vergleih mit jeweils einem Exemplar eines entsprehend groÿen Partikelpaares oh-
ne Korngrenze (gestrihelte Kurven) bestätigt ausnahmslos die Beobahtung aus
Kapitel 6.1.2, dass bei Existenz einer Zwillingsgrenze das Vershmelzen erheblih
beshleunigt ist.
Analog zum Vorgehen beim kohärenten Gitter sind in der Abbildung 6.13 (links)
die gemittelten Zeiten tHals(D˜) bis zum vollständigen Auüllen des Halses für alle Si-
mulationsreihen in Abhängigkeit der Primärpartikelgröÿe aufgetragen. Ein Fit dieser
9 Datenpunkte (einshlieÿlih des Ursprungs) mit einem freien Exponenten ergibt
diesen zu m = 3.91. Da dieser Wert erneut eine gute Übereinstimmung mit dem
klassishen Exponenten bedeutet, ist die entsprehende Näherungskurve
tHals(D˜) = 1.34 · 10−11 s · D˜4 (6.6)
in die Abbildung integriert worden.
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Abbildung 6.12: zeitliher Verlauf der Gyrationsradien R2g(t) bei Partikeln im Gröÿen-
bereih 28 < D < 36 (jeweils 4 bzw. 3 Simulationen) mit Zwillingsgrenze (Σ = 3, durh-
gezogene Linien); die gestrihelten Kurven sind Beispiele für das Verhalten entsprehend






















































Abbildung 6.13: mittlere Zeit bis zum Auüllen des Halses, d.h. Dauer des Übergangs-
Regimes (links) und gemittelte Relaxationszeit im Hiram-NirRegime (rehts) in Abhän-
gigkeit der Primärpartikelgröÿe; zum Vergleih ist jeweils auh die entsprehende Kurve
für den Fall ohne Korngrenze (gestrihelt) eingezeihnet.
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Shlieÿlih ist noh das exponentielle Regime (t > t
Hals
)  wieder in der glei-
hen Art und Weise des Kapitels 6.2.3  ausgewertet worden. Die dabei ermittelten
Relaxationszeiten τ(D˜) sind (zusammen mit den Daten für Σ = 1) in Abbildung
6.13 (rehts) aufgetragen. Dabei ergibt sih nun ein geteiltes Bild: Während die
Datenpunkte zu den kleinsten drei Systemgröÿen eine gute Übereinstimmung zum
Verhalten bei Σ = 1, und damit zum R4Gesetz, zeigen, weihen die gröÿeren da-
von zunehmend ab. Es ist allerdings zu beahten, dass dort die geringe Anzahl
von jeweils 4 Simulationen mit starker Streuung oensihtlih eine groÿe Messun-
genauigkeit ergibt. Dennoh geht aus den Auftragungen 6.13 klar hervor, dass eine
Zwillings-Korngrenze das Shlieÿen des Halses zwishen den Partikeln beshleunigt,
die Relaxation zur Kugel mit steigender Partikelgröÿe dagegen verlangsamt.
6.3.2 Eigenshaften der Grenzebenen
Die in Abb. 6.12 gezeigten Simulationen mit Zwillingsgrenze besaÿen im Prinzip am
Ende alle die von der CSL-Theorie vorhergesagte dihtest gepakte {111}Ebene
als Grenze. Sämtlihe {111}Ebenen des Σ = 3Koinzidenzgitters (tatsählih de-
klariere ih Ebenen hier anhand des f-Gitters I (rot)) bilden jedoh einen Winkel
von 60◦ mit der anfänglihen Verbindungsahse zwishen den Partikelshwerpunk-
ten. Folglih besteht zwishen den dihtest gepakten Ebenen und der kleinen an-
fänglihen Berührungsähe der Partikel eine Neigung von 30◦. Diese Fehlstellung
bedeutet eine Symmetriebrehung, und das führt zu einem interessanten Verhalten
während des Vershmelzens der Partikel. Um dieses näher zu beleuhten, zeigt die
Abbildung 6.14 drei Shnappshüsse der Simulation mit Primärpartikeln des Durh-
messers D = 35, und dabei jeweils einen mittigen Shnitt durh das System entlang
der Hauptsymmetrieahse.
Eine Neuerung in den Abbildungen besteht in der Farbkodierung der Atome, wel-
he ihre ursprünglihe Farbe hier jetzt für die gesamte Simulation beibehalten. Alle
roten Atome stammen also von dem linken Ausgangspartikel. Wenn sih ein Atom
aber momentan niht auf dem Ausgangsgitter bendet, ist seine Farbe blasser dar-
gestellt. Auf diese Weise zeigen die Shnappshüsse sowohl den momentanen Verlauf
der Korngrenze als auh die vorherrshenden Diusionswege. Die weiÿe gestrihel-
te Linie verläuft parallel zur ursprünglihen Verbindungsahse der Partikelmittel-
punkte, und der gelbe Linienzug markiert den genauen Verlauf der momentanen
Korngrenze.
Im Ausgangszustand (a) verläuft die kleine Berührungsähe zwishen den Partikeln
noh annähernd senkreht zur Hauptsymmetrieahse. 2.7µs später (b) ist shon ein
breiter Sinterhals vorhanden, und die Korngrenze darin besteht aus einigen parallel
versetzten {111}-Faetten, wodurh die resultierende Grenzebene nun einen Win-
kel von etwas mehr als 60◦ mit der Mittelpunktsahse bildet. Da sih die am stärksten
gekrümmten Bereihe des Halses weiterhin am Shnittpunkt der Grenzähe mit der
äuÿeren Oberähe benden, sind diese Shnittpunkte jetzt entlang der Hauptahse
gegeneinander vershoben. Nah dem Gibbs-Kelvin-Gesetz muss sih daher auh ein
asymmetrisher Massentransport einstellen, welher im Endeekt dafür sorgt, dass
die Rotationssymmetrie bezüglih der Korngrenzennormalen wiederhergestellt wird
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Abbildung 6.14: Shnappshüsse der Simulation mit Primärpartikeldurhmesser D = 35,
wobei jeweils ein mittiger Shnitt durh das System gezeigt ist; anders als bisher behalten
die Atome hier für immer ihre ursprünglihe Farbe, welhe aber blasser dargestellt ist, falls
sie sih auf dem jeweils anderen Gitter benden. (a) Die anfänglihe Berührungsähe zwi-
shen den Partikeln liegt senkreht zur Verbindungsahse (weiÿ) der Partikelmittelpunkte.
(b) Im Sinterhals hat sih eine Grenzshiht ausgebildet (gelb), die im Wesentlihen aus
drei {111}-Faetten besteht. () Trotz Vergröÿerung der Grenzähe ist die Anzahl an Fa-
etten zurükgegangen. Zusätzlih zur Reduzierung der Oberähe hat eine asymmetrishe
Diusion dazu geführt, dass die Rotationssymmetrieahse wieder senkreht zur Grenzebene
steht.
(). Die Farbkodierung der Atome in den Abbildungen verrät uns jetzt aber, dass
das System eine alternative Variante zu den langen Diusionswegen einmal um die
halben Kugeln herum gefunden hat: Etwa die Hälfte aller Atome, die die neuen
Bereihe der Partikel bilden, stammen von jeweils anderen Partikel und sind durh
einen Gitterwehsel auf das eigene Gitter übergegangen. Ganz oensihtlih konnten




Auh für diesen zweiten Ergebnisteil fasse ih meine wesentlihe Ergebnisse noh
einmal kurz zusammen:
• Während die meisten Korngrenzen das Halswahstum behindern, gibt es ande-
re, allen voran die Zwillingsgrenze, welhe die Zeit t
Hals
bis zum vollständigen
Auüllen des Halses deutlih herabsetzen.
• In dieser Phase mit t < t
Hals
verringert sih in den Fällen Σ = 1 und Σ = 3
der Gyrationsradius der Partikelpaare ∝ t−1/2.
• Für t > t
Hals
bestätigt sih die bekannte exponentielle Abnahme der System-
ausdehnung mit einer Relaxationszeit τ .
• Während die harakteristishen Zeiten t
Hals
und (für kleine Partikel) τ im
Fall Σ = 3 das im Kontinuumsmodell abgeleitete R4Gesetz bestätigen, wähst
tHals bei Systemen ohne Korngrenze mit einem Exponenten von ≥ 5 an.
• Die wesentlihen Sintereigenshaften unter Beteiligung einer Korngrenze mit
Σ > 3 sind oensihtlih von der Struktur der Grenzebene dominiert und niht
von dem Koinzidenzparameter Σ.
• Einige Systeme mit Korngrenzen verharren bis zum Ende der beobahteten
Zeit, wie von der klassishen Theorie vorhergesagt, in einem von der Kugelform
deutlih abweihenden Zustand.
• Die Aussage der CSL-Theorie, die favorisierteste Grenzebene zwishen zwei
Körnern sei die dihtest gepakte Ebene des gebildeten Koinzidenzgitters,
konnte in vielen Simulationen bestätigt werden, wobei auh einige Ausnah-
men auftraten.
• In mindestens einem Fall (Σ = 5) führt die Ausbildung einer niht dihtest
gepakten Grenzebene zu einem beshleunigten Vershmelzen, was durh eine
höhere Mobilität der Atome in der Grenzshiht zu erklären ist.
• Die Simulationen zeigen in vielen Fällen die von der Theorie vorhergesagte
Mobilität der Grenzshiht, wodurh diese verkleinert und die Gesamtenergie
herabgesetzt wird. Im Gegensatz zu der bisherigen Annahme beginnt dieser
Vorgang shon lange vor dem Erreihen des dihedralen Kontaktwinkels.
• Zusätzlih zur Verringerung der freien Oberähe sind alle betrahteten Syste-
me mit Korngrenzen ebenso bestrebt, eine Rotationssymmetrie bezüglih der
Normalen auf die Grenzebene herzustellen.
• Das Verhalten der untersuhten Systeme deutet an einigen Stellen darauf hin,
dass sowohl die niht berüksihtigten elastishen Verzerrungen als auh die
fehlenden hpBindungsplätze einen merklihen Einuss auf die Sintereigen-
shaften haben könnten.
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