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Vorticity Confinement (VC) is a computational technique used to compute fluid flows with
thin vortical regions in an accurate and efficient manner. Recent results have shown that
it accurately computes the turbulent wake behind blunt bodies at large Reynolds numbers.
Physically, these flows are dominated by thin vortices that convect downstream with the
flow, which accounts for the important higher-order velocity statistics. These thin vortices
are artificially dissipated with traditional methods, whereas VC can accurately compute
them.
VC consists of a set of discrete equations with the confinement appearing as a source
term in the discretized momentum equations. The term is formulated to act solely on the
small vortical regions of the flow which are artificially spread with traditional methods. The
role of the confinement term is to contract the vortices to counteract the artificial spreading,
while maintaining the conservation of properties.
Previous VC investigations into turbulence utilized a constant user-specified confine-
ment strength which is analogous to the Boussinesq assumption. Here, two new models for
free turbulence are developed and validated along with a near-wall turbulence model. The
models replace the user-specified confinement strength with a confinement strength based
upon properties of the flows. The models choose the most appropriate confinement strength
to conserve energy, and in this way the new models are analogous to dynamic sub-grid mod-
els of LES. These models are developed such that energy behaves in a physically consistent
manner for high Reynolds number turbulence-energy decays solely at the smallest scales.
The new models for free turbulence are validated against experiment, numerical and
analytical solutions for the Taylor-Green vortex and the decay of forced homogenous tur-
bulence. Results indicate that the inertial range can extend to the largest wavenumber
resolvable by the computational grid. A new near-wall model is validated for the case of
flat plate boundary layer flow. A final investigation for the flow over a back-facing step is
also conducted and compared against experiment. VC results are found to be comparable
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Computational fluid dynamics (CFD) involves the investigation of flow field properties
(pressure, velocity, vorticity, energy, etc.) calculated from a set of equations, typically with
the use of a computer. CFD complements the two more traditional approaches of theoretical
analysis and experimental measurements. The traditional approach of CFD schemes is
to discretize the governing partial differential equations by use of Taylor expansions and
compute the flow field at a set of points within the domain of interest. With this approach,
the most exact solution that can be obtained is found when the combination of round-
off error and truncation error is minimized. Round-off errors occur because of the use of
the finite precision digital computer, while truncation errors are caused by exchanging the
partial differential equations with a finite number of terms of a Taylor expansion. Generally
to minimize the truncation error a large number of computational points are used. However,
this can lead to longer computing times.
There exist several problems that arise when taking the traditional approach to CFD.
Inherent in this approach, thin features (physically important properties of the flow such
as shocks and vortex filaments) of the flow are difficult to compute. Thin features can
have a significant effect on the properties of the overflow field, yet are generally so thin
that a grid developed to accurately resolve the feature is computationally infeasible. The
exact computational size of a thin feature is difficult to describe because it depends on the
method used, but typically any feature that contains gradients over less than O(10) grid
cells is considered thin. For many problems containing small length scales it is far too
impractical to develop grids that contain 10 grid points across the smallest features of the
flow.
The solution to this for compressible flow is called shock capturing, and it was first
described by von Neumann and Richtmyer [1]. In this early paper, they describe a nonlinear
discretization method that computes a weak solution to the governing equations, capturing
shocks over a few cells on the computational grid–far thicker than the physical shock.
However, as long as the shock remains thin, the properties of the greater flow field are correct
and the properties inside the discontinuity were not accurately solved. This development was
essential to advance CFD into the post-WWII supersonic/transonic age, as the use of shock-
fitting was much too complicated when computing flow over complex bodies with multiple
shocks and the interactions of these shocks. Perhaps because of this one development of
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shock-capturing, academic CFD has become synonymous with compressible computational
fluid dynamics.
There can also exist other quantities in a flow field that are much smaller than the
largest length scale of the problem. In incompressible flow there are often thin regions of
strong vorticity which are typically artificially dissipated (lost in the truncation error) by
the numerical scheme. A numerical technique called Vorticity Confinement (VC) has been
developed to model these thin regions of strong vorticity on 2-3 grid cells and convect them
over arbitrary long distances without numerical dissipation. In this manner, it is quite
similar to the pioneering work of von Neumann and Richtmyer in that thin features of the
flow field are captured over a few grid cells and the greater flow field (outside of these
features) is accurately represented. The method does not attempt to accurately resolve the
internal structure of the vortex, but instead models the internal structure while maintaining
the correct circulation and centroid position, as these are the important quantities in regards
to the greater flow field (external to the vortex cores). It should be mentioned that a thin
vortex (with large radius of curvature) tends to an axisymmetric state [2] and that a rapidly
non-symmetric internal structure appears axisymmetric when averaged over a short time
[3]. Then the external flow field is independent of the internal structure.
Turbulence in fluid dynamics has a wide range of length scales that can exist simul-
taneously. Simulating turbulence with traditional CFD is difficult because of the need to
compute the small vortical scales, which are often physically much smaller than even a grid
cell length. It is because of these small scales that Vorticity Confinement has been investi-
gated as an effective turbulence model. In comparison to traditional turbulence models in
computational methods, VC is closer to large-eddy simulations (LES) than direct numerical
simulations (DNS). LES-type models generally use a partial differential equation for closure,
and use a discretized form of the closure model and the Navier-Stokes equations to compute
a simulation. On contrast Vorticity Confinement is a set of discrete equations that are able
to capture the smallest vortical scales in a accurate and efficient manner. The results of a
recent investigation by Fan and Steinhoff [4] of fluid flow in the wake of a circular cylinder
provides a basis for developing Vorticity Confinement into a turbulence model.
The goal of this study should be mentioned. Currently there exists no general turbulence
model that has been able to accurately and efficiently compute flows with both boundary
layers and free shear layers. Furthermore the models in use tend to have a large number of
constants that must be calibrated to produce accurate results. Constants, however, are often
problem dependent adding an amount of user-empiricism. It is hoped that the Vorticity
Confinement method provides a model that can be called “universal”, in that it accurately
computes boundary layers, free shear layers and separated flows. Additionally it is hoped
that the model computes at this accuracy at a small fraction of the computational costs
associated with traditional LES.
The dissertation is organized as follows: in the second chapter the Vorticity Confinement
method is described and formulated. The third chapter provides a brief description of
turbulence, common models of it, and the rationale as to why Vorticity Confinement is a
good turbulence model. Chapter 4 contains the models for the confinement strength–the
major development of this dissertation. Chapters 5 through 8 contain common engineering
test cases that are used to validate the new confinement strength models. The test cases are
the Taylor-Green vortex, decay of forced turbulence, flat plate turbulent boundary layer and
2
flow over a back-facing (also called rearward facing) step. If the model cannot accurately
simulate these baseline cases, it seems doubtful that the method would work under more
complex geometrical configurations. The final chapter provides conclusions from the study




Vorticity Confinement is a method that allows the accurate computation of flow fields with
thin vortical regions. As mentioned in Chapter 1, traditional CFD methods have difficultly
in computing multiple thin regions of large gradients (which will be called features). For
the computation to be feasible, these need to be spread over only a small number of grid
cells. Vorticity Confinement is able to capture these thin features on a computational lattice
and convect them over arbitrary long distances without the effect of artificial dissipation
(truncation error). The Vorticity Confinement method works because it is a set of dis-
crete equations, as opposed to a discretized partial differential equations (pde) that contain
truncation errors due to Taylor expansion. While the equations can be written in a pde
equivalent form, the VC equations are discrete equations that describe the dynamics on
a computational lattice. The vortices are treated as solitary waves that convect over the
lattice, spread over only a few grid cells.
The partial differential equivalent form of the VC equations are:
0 = ∇ · ~q (2.1)








In these equations ~q is the velocity vector, ρ is the density, p is the pressure and ~s is the
confinement term. The two terms in the square brackets combine to form the confinement
term; it contains a dissipation needed to widen the feature when it becomes overly com-
pressed and a contraction needed to compress the feature to a small number of grid points.
Two parameters are used, µ to control the strength of dissipation and ε to control the
strength of confinement. When the dissipation and confinement balance, which happens for
a large range of parameters, the feature can be convected over arbitrary distances without
numerical spreading. Generally ε is chosen such that the smallest scales are 2-3 grid cells
in diameter.
Two different methods of Vorticity Confinement have been developed. These methods
have slightly different dynamics, however both retain the property that the thin vortical
features can be confined to a small number of grid cells and can be convected indefinitely
without artificial dissipation. The difference between the two methods is the order of the
derivative in the confinement term, something that also effects the quantities that are
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conserved. VC1, the first of these to be developed [5], utilizes a first derivative in the
contraction term, which leads to a method that does not explicitly conserve momentum
(however results have shown that it closely approximates it for many problems). VC2 [6]
contains a second derivative in the contraction term, resulting in an explicitly momentum
conserving formulation. Each of the two methods are described.
2.1 Multi-step Method
Typically the incompressible version of Vorticity Confinement is computed with a multi-step
method. Each step is denoted with a prime, ()′. The obtained velocity field of each step is
used in the computation of the next step. For the discretized versions of these equations,
please see the Appendix I.
Convection Step
The first step is a convection step that is given in partial differential form by:
~q ′ = ~q n −∆t∇ · (~q n~q n) (2.3)
The output velocity field is denoted ~q ′, and it is this field that is used in the next step. An
unstable central differencing approximation is used for the derivatives. A diffusion is then
used to overcome this. (It should be mentioned that a stable 2nd order upwind scheme is
nothing more than a central difference with a velocity dependent diffusion.)
Diffusion Step
To overcome the central differencing of the previous step, diffusion must be added to the
solution in order to obtain a numerically stable solution (in the sense that the solution will
not diverge). The amount of diffusion that is used is controlled by the diffusion coefficient,
µ (this is analogous to other convection methods).
~q ′′ = ~q ′ + ∆tµ∇2~q ′ (2.4)
Confinement Step
In this step, the confinement vector, ~s, is computed. The manner in which this step is
computed depends on the method being used, however they can be reduced to one basic
equation.
~q ′′′ = ~q ′′ + ∆tε~s ′′ (2.5)
The vector ~s is the confinement term, and the details on the two versions of Confinement
are discussed Sections 2.2 and 2.3.
Pressure Correction Step
Because this is an incompressible flow solver, the pressure function, ϕ = −p/ρ, can be used
to ensure mass-continuity. More details can be found in Appendix II. The pressure function
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is defined by:
∇2ϕ′′′ = − 1
∆t
∇ · ~q ′′′ (2.6)
A Poisson solver (in this case FishPak) is then used to compute, ϕ′′′, and the gradient of
ϕ′′′ is added as a correction to the velocity field. This becomes the new time step.
~q n+1 = ~q ′′′ + ∆t∇ϕ′′′ (2.7)
2.2 Nonconservative Formulation (VC1)
In the VC1 method, the confinement term is:
~s = −n̂× ~ω (2.8)
where ~ω is the vorticity and n̂ is a unit vector in the direction of the gradient of vorticity
given by
n̂ =
~∇ |~ω|∣∣∣~∇ |~ω|∣∣∣ (2.9)
The dynamics of this method are that vorticity is convected inward along gradients of
vorticity, ~ω, towards larger values.
2.3 Conservative Formulation (VC2)
In the VC2 method, the confinement term is:





| ~W | (2.11)






and N is the number of points contained in the harmonic mean and ~ω is the vorticity. The
dynamics of this method are that the vorticity is diffused against the gradient to reach a
2-3 grid cell size.
2.4 Implicit Boundary Layer Model
One of the most useful aspects of the Vorticity Confinement method is its use as a simple,
efficient boundary layer model. Typically CFD requires a body-fitted grid with significant
number of grid points near the boundary to capture the steep gradients within the boundary
layer. Further, this is then only a model solution of the time-averaged field (RANS). Years of
research have resulted in complex boundary layer models that often require a large number
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empirical constants that must be “tuned” (for a comprehensive review of these schemes, see
Wilcox [7]). VC has been shown that it can predict the separation from smooth surfaces
and the reattachment of boundary layer without the need of complex logic [4].
There is also an inconsistency with the body-fitted grids of traditional CFD methods.
In many problems the wake is as important as the boundary layer, yet the traditional CFD
methods generally do not resolve the wake in as much detail as the boundary layer. Some
work is being developed using adaptive grids to resolve the wake in regions of high vorticity
(or other quantity of interest), but these methods generally involve isolated vortices that
do not interact because this leads to difficulty in the grid-adaptation. This interaction of
vortices is an important phenomena of wake flows. The Vorticity Confinement method
models both the boundary layer and the vortices in the wake in a consistent manner. Grid-
adaptation is also a computationally expensive process.
In applying VC as a boundary layer model, it must first be understood that the boundary
layer is nothing more than a thin vortical region that is attached to the surface of the body.
To compute the body, a level set function, f , is developed such that it is negative (positive)
inside (outside) the body. Every time step, the velocity, ~q, is set to zero for points inside
the body or on the surface f ≤ 0. This creates a thin vortical region near the body that
can be captured with VC over just 2-3 grid cells without any “staircase” effects. In this
way VC can be considered an immersed boundary method.
2.5 Vorticity Transport Equation
To explain the difference between the conservative and non-conservative versions of Vorticity
Confinement, the vorticity transport equation is utilized. Taking the curl of Equation 2.2
the dynamics of vorticity are apparent.
∂t~ω + ~q · ∇~ω − ~ω · ∇~q − µ∇2~ω = ε∇× ~s (2.13)
Note the curl of the pressure field is zero since the pressure acts upon the centroid of a mass
and therefore generates no rotation.
For VC1, the last term of Equation 2.13 becomes
ε∇× (n̂× ~ω) (2.14)
Now examining this term, it can be rewritten as
∇× (n̂× ~ω) = ~ω · ∇n̂− n̂ · ∇~ω + n̂(∇ · ~ω)− ~ω(∇ · n̂) (2.15)
Note the third term on the right hand side (RHS) is zero because of the identity
∇ · ~ω = ∇ · ∇ × ~q = 0 (2.16)
The dynamics of the second term on the RHS of Equation 2.15 is the easiest to identify;
it is the convection of vorticity in the direction opposite to the gradient. The final term
on the RHS of Equation 2.15 can be analyzed by recalling that n̂ points in the direction of
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∇~ω. Now using this,
∇ · n̂ → ∇ · ∇|~ω| → ∇2|~ω| (2.17)
This part of the Confinement term thus acts as a diffusion of vorticity. The dynamics of
the first term on the RHS of Equation 2.15 are more difficult to explain. It contains the
gradients of n̂ dotted with the vorticity ~ω; this represents a stretching term. The properties
of this stretching is interesting because the stretching is stronger when the vectors ~ω and n̂
are aligned, and has no strength when these vectors are perpendicular.
For VC2, the right-hand-side of Equation 2.13 becomes
ε∇×∇× ~W (2.18)
where ~W is given by Equation 2.12. A useful vector identity is
∇×∇× ~W = ∇(∇ · ~W )−∇2 ~W (2.19)
Using this identity with Equation 2.13 and some rearranging it becomes
∂t~ω + ~q · ~ω = µ∇2~ω − ε∇2 ~W + (ε∇(∇ · ~W ) + ~ω · ∇~q ) (2.20)
Notice this equation resembles a passive scalar convection-Confinement equation with an




As mentioned in the opening chapter, academic CFD often considers laminar compressible
flow over streamlined bodies. However most flows of engineering interest are not laminar, not
compressible nor over streamlined bodies (i.e. most engineering flows are concerned with
incompressible, turbulent flow over blunt bodies). Two common everyday examples are
the aerodynamics surrounding of an automobile and atmospheric dynamics over an urban
landscape. Incompressible flow is well defined in textbooks, and it closely approximates
flow with Mach number (Ma) under 0.3. For air at standard temperature and pressure,
this limit is approximately 230 miles per hour (far slower than highway speeds and wind
speeds).
Turbulence is more difficult to define. Generally a flow is described as turbulent when it
contains certain characteristics, often chosen to be: disorder, enhanced mixing, and three-
dimensionality. Also in this definition is the presence of strong vortices that range in size
from the primary length scale of the problem down to the size where dissipation dominates.
How a flow becomes turbulent is a subject itself (transition) and will not be discussed
here. Because of the complexity associated with turbulent flows, many different methods
have been applied to it, each adding a small understanding of the complex dynamics of
turbulence.
3.1 Properties of Turbulence
The biggest challenge in turbulence is the randomness. Despite knowing the determinis-
tic equations of the flow, the Navier-Stokes equations, there still exists randomness due
to uncertainties caused by perturbations in the initial conditions, boundary conditions or
material properties. These perturbations can lead to significantly different flow fields, even
after short times. It is because of this property that statistical tools are often utilized.
These tools include probability density functions (pdfs), mean and moments, autocorrela-
tions, two-point correlations and spectral relations. While these tools do not solve any of
the underlying equations, their development has helped to understand turbulent flow and
has improved predictions for a wide variety of flows.
Enhanced mixing is a primary feature of turbulent flow. Often in engineering problems
there exists a desire to control the mixing, and thus careful understanding of the details of
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turbulent flow are needed. Another common description of turbulence is that it is generated
by the presence of large velocity gradients, which, through nonlinear interactions, increases
the mixing characteristics.
Three-dimensionality is an essential property of real turbulent flow. One of the primary
phenomena of turbulent flow is vortex stretching, and since vortex stretching occurs only in
three-dimensional flows, accurate representation of the flow is needed in all three dimensions.
(There exist one- and two-dimensional models of turbulence, but not all interactions in
three-dimensional turbulence are contained in these lower dimensions.)
Osborne Reynolds in his experiments discovered a single, dominant parameter that
dictated whether a flow is laminar or turbulent. The term, Re = UL/ν, is now called the
Reynolds number where U is the flow velocity, L is some suitable length scale and ν is
the kinematic viscosity of the fluid. Reynolds found that for pipe flow, if ReD > 4000 (D
denoting the tube diameter is the length scale used) the flow is turbulent. Other empirical
values have been obtained for common problems; for flow over a flat plate the critical
Reynolds number is Rex ≈ 5 × 105 where x is the distance measured from the leading
edge, and for a smooth sphere the critical Reynolds number is ReD ≈ 3 × 105 where D is
the diameter. These values are rule-of-thumb values and are not exact. This is because
there exist other factors in producing a turbulent flow (surface roughness, pressure gradient,
upstream turbulence, etc.), that are not accounted for in the Reynolds number.
Furthermore, Reynolds hypothesized that one could ignore the instantaneous velocity
and instead choose to investigate the flow as a combination of a mean and fluctuating part.
This led to the wide use of statistical tools in the computation of turbulent flow. Ideally
statistical methods would be to reproduce a flow field when given a statistical representation
of the flow (or the inverse case). However the main length scale and boundary conditions are
embedded into these results, and thus make it difficult to compare two completely different
problems.
3.2 Modeling and Historical Perspective
Turbulence has been a difficult problem for engineers, primarily because of the time depen-
dence and the highly nonlinear terms in the governing equations. Throughout the years,
tools have been added to the repertoire of the practicing engineer, but no truly universal
tool exists. One of the most powerful tools is the digital computer and today it is the
primary resource of most turbulent flow research. Below is a short review of the common
methods. The choice of models is dependent, of course, on the requirements of the solution
(i.e. time limitations, computational resources available, quantities of interest, accuracy
needed, etc.). The choice of models also is limited by the type of process to be modeled.
For instance, some of the models only work for homogeneous flows, while others fail for
those with boundary layer separation. Furthermore the empirical constants contained in
many models depend on the geometries being analyzed. In summation, there exists no
universal turbulence model that is accurate and efficient for all types of turbulent flow.
This has not stopped researchers looking for a universal turbulence model. The models
are generally developed with certain assumptions that restrict them to a certain class of
flows, and are then validated based on certain canonical problems. It may not make sense,
but is often done, to take a model that fails for baseline cases and apply it to more complex
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problems and assume that the results will be accurate. Generally, the development and
validation against benchmark cases should be as transparent as possible to allow the model
to be compared against other turbulence models. Any turbulence model accepted by the
community should be subject to this scrutiny. Also any study should include a “control”
case with a constant minimal diffusion so the effects of the model can be seen.
Several turbulence models will be presented. In describing the turbulence models, only a
brief description is given. Significant issues in turbulence modeling will be avoided so as not
to complicate the issues. Some of these issues include damping functions (which are used to
reduce the eddy viscosity near the walls), LES filtering (for which there are different types
with different properties) and stochastic forcing (a scheme used to overcome the numerical
energy loss caused by filtering). The primary issues presented here for these models are the
properties that are comparable to the Vorticity Confinement method. For a more complete
description see the associated references and the books by Pope [8] and Wilcox [7].
3.2.1 Reynolds Averaged Navier-Stokes
Osborne Reynolds first utilized the principle of averaging to obtain an understanding of
the complex dynamics associated with turbulent flow. In these types of flows the primary
interest exists in the mean flow field properties, so the velocity field is decomposed into
a mean part, qi, and a fluctuating part, q′i. The notation prime, ()
′, is different from the
notation used in Chapter 2 for the multi-step solver. Note the averaging can be temporal,
spatial or ensemble averaging. Applying this decomposition to the incompressible Navier-























These are considered the Reynolds Averaged Navier-Stokes (RANS) equations for incom-
pressible flow. The last term on the right hand side of Equation 3.2, is termed the Reynolds
stress tensor. It is this term where the fluctuations affect the mean flow field; it contains
six terms (since it is a symmetric tensor) and is unknown, and therefore is the term that is
modeled.
From this point, two distinct paths in turbulence modeling emerged. The first follows
the Boussinesq (1877) path of an eddy-viscosity that is analogous to the molecular viscosity.
In these a turbulent fluid is treated like a laminar one, but with an enlarged (eddy) viscosity,
following from the physical property that turbulent flow has enhanced mixing over laminar
flows. This hypothesis can be extended to the common models such as the k − ε and the
k−ω models. The other line is by Chou (1945) and Rotta (1951) where an attempt is made
to model the Reynolds-stress tensor with a differential equation. All of these models are
discussed below in more detail.
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Eddy Viscosity Hypothesis
Boussinesq [9], was the first to attempt to mathematically model turbulence when he de-
veloped an analogy between the molecular diffusion and the diffusion due to turbulent
eddies. This assumption provided closure to the equations when he modeled the last term












Here k is kinetic energy defined by ~q · ~q and δi,j is the Kronecker delta. In this the mean
flow field (qi) acts as a model for the Reynolds stress tensor (−q′iq′j). Inserting this equation
























Note the combination of the fluid viscosity and eddy viscosity can be combined into an
effective viscosity, µeff = µ + µt.
It is important to note that the eddy viscosity, µt, is not a fluid property instead is a
flow characteristic–nothing more than a proportionally constant. The value of this constant,
however, has been useful in the examination of several turbulent flow cases. For example,
in the examination of the velocity distribution in a wake of a cylinder, it is found that
µt = constant provides the desired exponential solution. Another proposed eddy viscosity
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While some accurate calculations can be obtained, the model fails because the most
accurate eddy viscosity, µt, is highly dependent on the geometry. This means that for every
flow a new constant or function must be obtained–clearly not a universal turbulence model.
Because of this, the eddy viscosity can not be used with confidence as a predictive tool for
flow that have not been properly calibrated. Further, these eddy viscosities computed from
experiment can produce regions of fluid that should have negative eddy viscosity; this de-
velopment leads to difficulty in stability when utilizing CFD. The basis of the eddy viscosity
hypothesis is that Reynolds stress is proportional to the mean rate of strain. However this
has been proven to be incorrect for simple experiments, including an homogeneous shear
flow study performed by Tavoularis and Corrsin [11].
It is seen that there is no physical basis for the virtual viscosity proposed by Boussinesq,
yet the model has been widely accepted by the fluid dynamics community. Many current
engineering studies utilize the k − ε and k − ω turbulence models. The basic principle of
these models goes back to Boussinesq.
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Mixing Length Hypothesis
Prandtl’s mixing length hypothesis tries to improve the Boussinesq approximation by noting
that the eddies convect with the flow so that the turbulence at one location is not local,
but instead dependent on the history of the eddies contained at that location. Prandtl [12]




The major drawback of this method is that the mixing length, `, must be specified,
and the correct choice is highly dependent on the geometry. Choice of the mixing length
depends on the assumptions made. Von Kármán developed a mixing length that had
assumed neither the conservation of momentum nor circulation, instead using a similarity
hypothesis [13]. All of these models provided some success and spurred the development
of more complex extensions utilizing the mixing length hypothesis. While the method has
obvious significant limitations, the mixing length model can accurately model a narrow
class of problems. In general, algebraic models are completely unreliable for separated
flows, usually over-predicting separation. A more in depth review of the mixing length
models and extensions can be found in References [14, 15].
One-Equation Models
Kolmogorov [16] and Prandtl [17] hypothesized that it would be better to base the velocity
scale on the turbulent kinetic energy, k. In these models the turbulent viscosity is given by
µt = ρ`k1/2. (3.7)
where k is the kinetic energy of turbulence and ` some suitable length. In comparison to the
mixing length models, it is expected that k1/2 be a better approximation to the turbulent
velocity scale than `



































Here CD and σk are both closure constants that must be specified along with the appropriate
length scale `.
Other one-equation models have been formulated that utilize other quantities than the
turbulent kinetic energy. Two of the most used are the Baldwin-Barth model [18] and
the Spalart-Allmaras model [19, 20], which both utilize the kinematic eddy-viscosity. The
details of these models will not be presented here, but the Baldwin-Barth model contains
seven closure coefficients and the Spalart-Allmaras model contains eight closure coefficients
and three damping functions.
It should be mentioned before continuing that there has been some work on one-equation
models that does not utilize the Boussinesq assumption. The one particular study [21]
hypothesized that for a wide range of flows the ratio of the Reynolds shear stress to the
turbulent kinetic energy is constant. In a conference held to evaluate the turbulence models,
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Table 3.1: Standard values of k − ω model constants from Wilson [25]
α β β∗ σ σ∗
5/9 3/40 9/100 1/2 1/2
this model was the closest to matching experimental measurements of skin friction for the
difficult to compute adverse pressure gradient case. (The conference was the 1968 AFOSR-
IFP-Stanford conference on the Computation of Turbulent Boundary Layers [22].)
Two-Equation Models
Two of the most popular turbulence models are the k − ε and k − ω models. Each of
these are considered “complete” because no a priori knowledge of the flow properties are
needed (i.e. length scale `), unlike the previously described models. In these models two
turbulence quantities and model transport equations are used to close the averaged flow
momentum equations. The turbulence quantities solved for can be combined in such a
manner to produce dimensionally consistent length scales, time scales and eddy viscosities.
Again the basis of most two-equation turbulence models is the Boussinesq approximation.
Kolmogorov [16] introduced the first two-equation model (k − ω), ω is the rate of dissi-
pation per unit volume and time. Independently Saffman [23] developed a k−ω turbulence
model, and improvements were made by Launder and Spalding [24]. Wilcox has developed




























































µt = ρk/ω, (3.11)





The five coefficients needed to close the equations are shown in Table 3.1.
The industrial acceptance of the k − ε model occurred in 1972 with two papers, Jones
and Launder [26] and Launder and Spalding [24]. Instead of ω, these models utilize the
energy dissipation rate, ε, as the second modeled flow variable. (Note in this dissertation ε is
used as the energy dissipation rate and ε denotes the confinement strength.) The standard



































Table 3.2: Standard values of the five k− ε model constants from Launder and Sharma [27]
Cµ Cε1 Cε2 σk σε








































The auxiliary equations for the k − ε are
µt = ρCµk2/ε, (3.16)
ω = ε/ (Cµk) , (3.17)
` = Cµk3/2/ε. (3.18)
Launders and Sharma [27] provided an improvement of the five model constants, which are
now industry standard, shown in Table 3.2.
The k − ε model has been shown to be quite poor at predicting flows with separation.
One baseline case where it fails is the flow over a back-facing step. When compared against
experimental measurements [28] the standard k− ε model (with coefficients presented here)
under predicts the reattachment length by over 15%. The model also performs poorly when
modeling an adverse pressure gradient, thus severely limiting its use as a predictive tool for
general engineering applications. It should be mentioned that results can be improved by
tuning the constants to match experimental measurements, but this defeats the purpose of
using it as a predictive tool.
There exists other two equation models, but the two presented here are the most com-
monly used and with the most industrial acceptance. In general two-equation models have
shown predictive capabilities for many flows of engineering interest. However, there also
exists many flows for which the k − ω, k − ε or other two-equation models are inaccurate.
A comparison done by Wilcox [29] compares the k − ω and k − ε models to algebraic and
one-equation models for a range of flows. His conclusion was that k−ε should not be trusted
as a predictive model and the k − ω showed satisfactory results for problems involving free
shear layers, attached boundary layers and mildly separated flows. (It should be noted that
David Wilcox is one of the biggest proponents of the k − ω model.)
Limitations of the Boussinesq Approximation
The Boussinesq hypothesis assumes principle axes of the Reynolds-stress tensor coincide
with the principle axes of the strain-rate tensor at all points in the flow. A proportionality
constant, the eddy viscosity µt, is used to equate these two quantities. However for many
flows this assumption is invalid. Flows which are difficult to model with the Boussinesq
assumption are flows with sudden changes in mean-strain rate, flow over curved surfaces,
flow in ducts with secondary motions, flow in rotating and stratified fluids, three-dimensional
flows and flows with boundary-layer separation. In general engineer applications, these
limiting phenomena are often encountered.
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Because of the engineering interest in modeling flows with curved surfaces, many cur-
vature corrections have been developed for both one- and two-equation models. Lakshmi-
narayana complied a review of these curvature-corrected models [30]. Looking to improve
the overall method, not just for a certain class of problems, Lumley [31] and Saffman [32]





ρkδij + 2µtSij −D
ρk
ω2
(SikΩkj + SjkΩki) (3.19)
























In comparison to the Boussinesq approximation, Equation 3.3, Equation 3.19 it is simply
a non-linear expansion with several terms removed because of their coefficients being zero.
However even these improvements do not provide much help for flows with separating
boundary layers and reattaching flows.
Second Order Closure Models
Using a different rationale to solve the RANS equations, Chou [33] and Rotta [34] proposed
to model the Reynolds stress tensor with a differential equation. For three-dimensional
flows these models introduced seven new variables and equations. These belong to a class
of models called the stress-transport models, which are significantly different than those
models developed with the Boussinesq eddy-viscosity assumption.
The model begins with the exact differential equation of the Reynolds-stress tensor, τij .














































Each of the pressure-strain tensor, Πij , dissipation tensor, εij , and the turbulent-transport
tensor, Cijk, must be modeled. Examining the governing equation of the Reynolds-stress
tensor, the presence of turbulent transport and dissipative terms indicate the importance
of accounting for the time history.
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Rotta [34] was the first to provide closure to the Reynolds-stress equations. Donaldson
[35] presented the idea of invariant modeling, meaning the closure approximations should
rigorously satisfy coordinate invariance. Lumley [36] developed a method that ensures real-
izability, meaning all physically positive-definite turbulence properties be computationally
positive-definite and all computed correlation coefficients lie between ±1. These three works
provide the computational framework around which second order closure models are based.
The pressure-strain tensor has been given the most attention from the modelers. The
most general of these is the Lumley pressure-strain model, which models the pressure-strain
as








+ ρk (a3bklSlk + a4bklblmSmk) bij





















+ a9ρk (bikΩjk + bjkΩik) + a10ρk (bikbklΩjl + bjkbklΩil) ,
(3.26)
where Sij and Ωij are the usual definitions of mean strain tensor and rotational tensor,







The eleven closure coefficients are functions of the tensor as described in Equation 3.28:
ai = ai (bijbij , bikbklbli) . (3.28)
Modeling the other two tensors are a bit more straightforward. The dissipation tensor,




ρεδij − 2ρεbij . (3.29)
Here bij is once again the Reynolds-stress anisotropic tensor given in Equation 3.27. The
turbulent transport tensor, Cijk, is often modeled using the general form developed by
Launder, Reece and Rodi [38]:















The closure coefficient for the turbulent transport tensor is given C ′s ≈ 0.25.
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For general flows, second-order closure models can overcome some the deficiencies in-
herent in the models that utilize the Boussinesq approximation. However they are generally
more complex and can require significantly more computational resources. They also in-
clude closure coefficients, but experience has shown these to be more general for a range of
flows when compared to those models developed with the Boussinesq assumption.
3.2.2 Direct Numerical Simulation
Direct Numerical Simulation (DNS) involves solving all scales in the Navier-Stokes equations
with associated boundary and initial conditions. A DNS solution is often called a realization
as it is the solution for exactly those boundary and initial conditions, but any slight change
in these conditions may result in a completely different realization. While DNS can produce
results at a desirable level of accuracy, the ability to produce these flows for engineering
interest is not yet computationally possible (nor expected to be in the near future). Because
DNS resolves all the scales of a turbulent flow, the computational costs are extremely
dependent on the Reynolds number of the flow. A rule-of-thumb estimate of the scaling
with Reynolds number is Re3, and even with modern supercomputers, the computation
one flow realization can take months. Thus DNS studies are only solved for low Reynolds
number flows. However DNS is still a valuable engineering tool because it can produce
results, even for low Reynolds number, in much more detail (including smaller scales) than
results obtained via experimental measurements.
3.2.3 Large-Eddy Simulation
The concept of Large-Eddy Simulation (LES) follows Kolmogorov’s (1941) theory of self
similarity, in that large eddies are effected by the boundary conditions, while smaller eddies
are assumed to have a universal character. LES resolves the larger scales, but uses a model
of the smaller scales to effect these larger scales. In this way it is more efficient than DNS,
yet it provides more detail than a RANS computation since it can produce instantaneous
flow conditions and not just averaged quantities. The key of LES modeling is the accurate
prediction of the unresolved scales onto the resolved scales. These types of models are
called subgrid-scale (SGS) models. The idea is that there is a filter that operates at a scale
within the inertial subrange, and the resolved scales can describe the energy-producing
mechanisms and the associated momentum fluxes. In this way, the only significant impact
of the unresolved scales is the dissipation of energy. However for most flows of engineering
interest there are regions near the boundary where the filtering scale does not lie within the
inertial subrange, causing difficulties.
LES consists of two steps: application of a filtering operation to the Navier-Stokes
equations and replacement of the SGS stress tensor that models the effect of the unresolved
scales onto the resolved. The type and width of the filter are not important through this
exercise, but the resulting computed velocity field will depend on it; generally a Gaussian


















where p and ~q are the filtered pressure and velocity fields, respectively. The required
modeling of the small scales is found in the SGS stress term, τij .
τij = qiqj − qiqj (3.32)
Early in the development of LES models the SGS stress was often decomposed into three
stress tensors through
τij = Lij + Cij + Rij (3.33)
where Lij is the Leonard stress tensor, Cij is the cross stress tensor and Rij is the SGS
Reynolds stress tensor. These are defined as
Lij = qiqj − qiqj (3.34)






It is important to note this type of decomposition is not widely implemented anymore since
it was found not to be Galilean invariant [39].
Before delving into the different LES schemes, it is important to note that the LES
method becomes computationally inefficient near the walls since the scale at which the
universal flow characteristics exists is much finer than away from wall regions. Often com-
putational codes combine the LES in the far wall region and RANS methods in the near
wall. This allows the computation to be efficient and compute the large scales away from
the wall and averaged values near the wall. These hybrid models are often given a new
name of detached-eddy simulation (DES).
The description of LES models presented here is by no means a complete survey of the
model; it is instead a brief overview showing the basic ideas so that it can be contrasted
to Vorticity Confinement. For a more complete survey of LES methods see Piomelli [40],
Mason [41] and John [42], Lesieur and Métais [43]. The pioneering papers of LES are
generally regarded as Smagorinsky [44], Lilly [45] and Deardorff [46].
Smagorinsky Model
In the first LES study by Smagorinsky [44], he utilized a rationale similar to the eddy-
viscosity assumptions to close the system of equations. Smagorinsky assumed the stress
tensor of the form





















In this equation ∆ is the grid size. For the Smagorinsky constant, Cs, a dimensional
reasoning can place the value for decaying isotropic turbulence in the range 0.18 < Cs < 0.23
[45]. However in applications with high shear the value computations require a smaller
number; in practice a Smagorinsky turbulence model uses a value Cs = 0.10. Even with
this relaxation to handle the wall shear layer, near wall turbulence is generally regarded as
over dissipative.
Vorticity Based Model
An interesting eddy-viscosity is proposed by Ferziger [47]. In this model the closure remains




Ferziger’s comments about this model admit that there exists no physical basis for it,
however it is proposed because it possesses the useful property of being zero in irrotational
regions. Ferziger found no significant difference between this model and the Smagorinsky
model.
Dynamic Sub-grid Scale Model
The first presentation of the dynamic SGS model was by Germano et al. [48]. Valuable
improvements were presented by Lilly [49] and Meneveau et al. [50]. Unlike other sections,
this section contains no equations, instead relying on a phenomenological description of the
method. This is due to the requirement of having to define filters leading to significant
notational issues. However this does not mean the section will lack in substance, in fact it
may actually enhance the understanding of the method since the basic philosophy is still
given without the required confusing notation that is often present in the literature.
The premise of the dynamic sub-grid scale model is that no a priori knowledge of the
Smagorinsky constant, Cs, should be required to produce an accurate computation. The
basis of the method is to use two different filter widths and, by comparing the properties
of the filtered field, produce an appropriate value of Cs. Often, the two filters are created
such that one is twice the width of the other creating significant simplifications. Generally
the flow quantity chosen to compare is a combination of the strain-rate tensor and the
Leonard stress tensor. In practice the quantity must be averaged to produce a numerically
stable solution [48, 51]. Also, often a negative value of Cs is found and can be regarded as
backscatter (transfer of energy from unresolved to the resolved). The practice of ensuring
that Cs is positive is called “clipping” and prevents this backscatter.
Two points that should be made before leaving the dynamic SGS model. The first is the
model still utilizes a Boussinesq assumption in that it is really an extension of the Smagorin-
sky model. The second is a localized dynamic models have been developed by Ghosal et al.
[52] and Piomelli and Liu [53]. These studies try to overcome the inconsistencies, caused
by local assumptions, in previously developed models but are far more complex.
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3.2.4 Dynamical Systems Approach
Certain sets of equations with small numbers of degrees of freedom have been shown to
produce extremely complicated (chaotic) solutions. Several of these simple systems have
been used to qualitatively understand physical problems. One problem where this approach
has been successful is Rayleigh-Bénard convection. The model, called the Lorenz model, is
the set of equations 
dX
dt = (Y −X) ∗ Pr
dY
dt = −XZ + rX − Y
dZ
dt = XY − bZ
(3.41)
where Pr is the Prandtl number, b and r are constants, and X, Y and Z are related to the
streamfunction and temperature. More detail about the derivation of this model can be
found in [54]. These equations provide a qualitative representation of the flow field, which
allows the engineer to understand how certain parameters effect the structure of the flow
field.
3.2.5 Vorticity Confinement
In this section the Vorticity Confinement method, described in Chapter 2, is compared and
contrasted to RANS, DNS, LES and dynamical system approaches to computing turbulent















In looking at Vorticity Confinement as a turbulence model, it is quite apparent that
the it does not follow the Boussinesq assumption. The Boussinesq assumption is far too
restrictive as the VC model is designed to handle complex dynamics, such as boundary
layer separation and flow over curved surfaces, without significant modifications. Vorticity
Confinement is designed to be an engineering tool that can be general enough to handle
flows flow containing vortical structures. Also apparent is that the method appears more
like an LES method since the majority of the flow field (irrotational regions) is accurately
resolved and only the small scales are modeled. The method is obviously not a DNS type
where all the scales are resolved. It is similar to the dynamical systems approach in that
only the necessary physical properties are modeled.
Comparing the RANS equations, Equation 3.2, to the VC equations, Equation 3.42, the





















Further comparison of the VC method to the Boussinesq assumption, many models
utilize an eddy viscosity. Eddies are structures of irregularities to the mean in the flow.
Often eddies are characterized by swirling motion. On the other hand a coherent structure
is some region of fluid that contains an irregularity in the flow (generally chosen to be
vorticity) and the region of fluid maintains this irregularity for some time. So in general
the constants utilized in the VC method can be thought of as a coherent structure viscosity
as opposed to the eddy viscosity.
Previous VC studies have utilized a constant µ and ε. This can be thought of as a simple
turbulence model with constant coefficients just the one in the early Boussinesq model. In
this dissertation a couple of models for ε are presented and assessed for viability. These can
be considered one equation models since one quantity, kinetic energy, is used to compute
the correct value of ε. Furthermore, it can be considered as a dynamic subgrid scale model
in the sense that the solution chooses the correct value of ε (in the case of the dynamic
subgrid scale model the Smagorinsky constant is obtained).
In looking at VC as an LES method, the confinement term acts as a filter, separating
the rotational field from the irroational field. Traditional LES methods have a fixed user-
defined filter whereas with VC the filter can be considered dynamic as it can have a variable
filter width. The width ensures that the confinement acts only where the flow is rotational.
It should be mentioned that one of the biggest difficulties with LES-type methods is
that they are under-resolved when the flow contains small scales. An example of this is in
the Taylor-Green vortex study conducted by Shu et al. [55], where they say “the computed
enstrophy is also a poor measure of the production of vorticity when the flow becomes under-
resolved at late times” and continues with “extreme care is needed to use and interpret the
computed kinetic energy and enstrophy in numerical assessments of numerical schemes at
late evolution times, as the solution eventually becomes under-resolved.” This conveys that
the fundamental operation in LES, filtering, inherently produces significant effects in the
computed kinetic energy and entrophy calculations. Vorticity Confinement, on the other
hand, can retain the necessary properties on the computational grid.
3.3 Problem Simplification
Often in the study of turbulence a set of separate, simplified problems are studied. Examples
of this include the study of homogeneous isotropic turbulence, which is, in a statistical
sense, translationally (homogeneous) and rotationally (isotropic) invariant. It is important
to mention that no flow is truly homogeneous and isotropic as this requires an unbounded
domain, but subdomains of a larger region of fluid can closely approximate it. First proposed
by Taylor in 1935 [56], this idealized case immediately inspired a number of theoretical
advances. Entire monographs have been written on this one idealized case (see for example
Reference [57]). Kolmogorov [58] speculated that this idealized case is closely approximated
at the smallest scales of many flows. Experimental results have shown this approximation
to be valid for many flows.
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Chapter 4
Development of ε Models
This chapter presents the most significant developments of this dissertation. Previous Vor-
ticity Confinement studies have utilized a user-specified constant ε formulation which has
proven to be successful for many applications. Here, two newly developed models are pre-
sented that show improvement over the constant ε formulations for several applications
where the constant ε has difficulty. Before presenting the models a short description of
deficiencies of the constant ε model is presented.
4.1 Kinetic Energy Effects of Vorticity Confinement
The Vorticity Confinement method artificially compresses medium sized vortical structures
to a compact fixed size. Medium sized structures are larger than the 2-3 grid cell size yet
still rotational, so that confinement effects them. Physically, vortices of this size would
slowly contract into smaller sizes through processes, such as vortex stretching, tearing, etc.;
however with VC these structures can be compressed at a faster rate than their physical
evolution. Generally, ε is chosen such that the vortices relax to a fixed size of 2-3 grid cells.
This means that an object that begins narrower than this fixed size will gradually expand
to this size and an object that is initially wider than this fixed size will gradually contract
to this size. It should be noted that the very wide features require many time steps before
approaching the fixed size, whereas objects in the order of the fixed size will quickly “relax”
to this size.
A simple one-dimensional representation of this phenomena is used to study how the
contraction or expansion to a fixed size can lead to significant changes in kinetic energy.
The model problem to be used is the one-dimensional convection of a passive scalar, φ, with
constant speed, c. The governing partial differential equation of this processes is
∂tφ = −c∂xφ (4.1)
As in any transformation from a continuous partial differential equation into an algebraic
discrete equation there are artificial dynamics that should be minimized. In this study one
of the primary properties to be considered is φ2 which is related to the kinetic energy in
the fluid flow computations. The nonlinear discrete equation shown in Equation 4.2 is used
23





j+1 − φnj−1) +
µ∆t
∆x2
(φnj+1 − 2 ∗ φnj + φnj−1)
− ε∆t
∆x2
(Φ(φnj+1)− 2 ∗ Φ(φnj ) + Φ(φnj−1))
(4.2)
The constant velocity, c, is used and µ and ε are the diffusion and confinement strengths,









Several computations are performed to understand the effects of ε on the solutions of φ2.
For each initial condition four cases are solved: first-order upwind (central differencing with
µ = c∆x2 & ε = 0.0), without confinement (µ = 0.2 & ε = 0.0), minimal confinement (µ = 0.2
& ε = 0.25), and “traditional” confinement (µ = 0.2 & ε = 0.4). Three different initial
conditions are used in this study: a sharp one-grid-cell-wide pulse, a wide hyperbolic secant
profile, and a wide Gaussian profile. Confinement has been developed for the convection
of sharp gradient features. This is the first systemic attempt in modeling smooth features.
In all studies Σjφnj = 1 and the speed, c, is chosen to be
√
2/5 to avoid possible aliasing
along the grid. Both ∆t and ∆x are taken to be unity and there are 256 grid cells in the x
direction. This means for the first-order upwind case that µ = c∆x/2 ≈ 0.1414.
Before turning to the cases there is one last point that should be made. If the pulse
maintains a fixed shape and is convected across the grid, the resulting Σφ2 oscillates as the
pulse is sampled at different points. This phenomena has been described as “wobble” in
publications [59, 60].
Sharp One-Cell-Wide Pulse
The first initial condition considered is a pulse with a width of one grid cell. This narrow
pulse evolves according to Equation 4.2. For the first simulation, the dissipation is chosen
such that the central differencing becomes first-order upwind. In the remaining simulations,
excess dissipation (µ = 0.2 ≥ c/2) is applied, while ε is varied from 0.0, 0.25 and 0.4,
respectively. The natural wobble in this case is between 0.5 ≤ Σφ2 ≤ 1.0. Examining
Figure 4.1, the upwind and central differencing quickly dissipate the pulse and the wobble
vanishes to plottable accuracy. The two confinement cases show wobble with the larger
value of ε clearly showing a closer approximation of the sharp pulse.
Wide Hyperbolic Secant
The second initial condition considered is a hyperbolic secant whose width is spread over
many cells. The equation for the initial condition is given in Equation 4.4.
φ0j = 0.063662 ∗ Sech(0.2 ∗ (j − j0)) (4.4)
Again, the computed cases are an upwind case and three central differencing cases, where
the variations in the central differencing cases are the strength of confinement. The wobble
in this case is negligible since the pulse is wide and Σφ2 stays at approximately 0.0405.
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Figure 4.1: Evolution of Σφ2 for an initial condition of a single, one-cell-width pulse.
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In examining Figure 4.2, none of the upwind and central differencing (with and without
confinement) cases make a good approximation the pulse. In comparing the two confinement
studies, the smaller value of ε better represents the natural convection of the smooth pulse.
This is because the pulse in the confinement cases relaxes to a fixed size determined by the
ratio of µ and ε.
Wide Gaussian
A final initial condition considered is a Gaussian whose width is also spread over many cells.
The equation for the initial condition is given in Equation 4.5.
φ0j = 0.0797885 exp(−(j − j0)2/50) (4.5)
The results of the four computations are presented in Figure 4.3. Again, because of the
smoothness of the pulse the wobble is not visible on the plots, yet it wobbles slightly around
Σφ2 = 0.0359. Comparing the cases, again none appears to be a good approximation to
the smooth pulse.
Conclusions of the constant ε model
It has been shown that the confinement model accurately convects features with sharp
gradients. However, for smooth cases the confinement alters the shape of the function as
it relaxes to the model size governed by µ and ε. Also shown is that neither first-order
upwind and central differencing provide sufficient approximation to the pulse. It should
be mentioned that Vorticity Confinement method has been generally used to accurately
confine and convect thin isolated vortices, and thus these types of results are expected. The
application to smooth flows and flows with many different sized vortical scales is new, and
thus through this short study it is shown that models for the confinement strength, ε, are
needed. This is the major development of this dissertation.
Before presenting the models, some theoretical analysis of the evolution of Σφ2 is pre-




j − νδcjφnj + µ̃δ2j φnj − ε̃δ2j Φ(φnj ) (4.6)
where ν = c∆t/∆x, µ̃ = µ∆t/∆x2 and ε̃ = ε∆t/∆x2. Squaring both sides of this equation












































































This equation is important in developing the ε models. With ε̃ = 0,
∑
φ2j only decreases.





Figure 4.2: Evolution of Σφ2 for a wide hyperbolic secant initial condition given by Equation
4.4.
27
Figure 4.3: Evolution of Σφ2 for a wide Gaussian initial condition given by Equation 4.5.
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4.2 Constant-in-space, Varying-in-time εn Model
The Vorticity Confinement equations are generally solved with a multi-step solver as de-
scribed in Chapter 2. However, the analysis of the previous section provides a framework
around which a global εn model for the fluid flow equations can be developed. In this model
the idea of conserving kinetic energy globally is presented. Just as the one-dimensional cases
presented in the preceding section, the difficulty with VC is computing the medium sized
vortices that are artificially compressed to the structure imposed by µ and ε. In the preced-
ing section there is also an idea to conserve a property, in that case Σφ2, by proper choice
of ε.
The goal of the global confinement model is to choose a confinement strength, εn, such
that the change energy in the computational domain is equal to the change in physical
energy between time steps (caused by the application of forcing, net flux into the domain,
small scale dissipation, etc.). For a periodic cube with no external forcing applied the system
should have no change in kinetic energy, except for small scale dissipation. Examining the
VC method in Chapter 2, it is apparent that at each step of the fractional step method
the system kinetic energy changes. For general stable solvers without a negative non-linear
dissipation, the kinetic energy of the system will only decrease (increasing the kinetic energy
requires a negative dissipation). However, the addition of Vorticity Confinement allows the
(stable) addition of energy into the system. The objective is to provide as much Confinement
to negate exactly the excess (non-physical) numerical dissipation.
In the new εn model, the convection and diffusion steps are performed following the
fractional step method. The kinetic energy of the post-diffusion fractional step, K ′′, is
then computed. Uppercase letters for K and E denote integration over the domain while
lowercase letters k and e denote pointwise values of these same quantities. Since the kinetic
energy from the previous time step is known, kn,the amount of energy that is needed to
maintain the kinetic energy of the system between time steps is computed. Following the




~q′′′ · ~q′′′ =
∑
ijk
~q′′ · ~q′′ + 2ε
∑
ijk
~q′′ · ~s′′ + ε2
∑
ijk
~s′′ · ~s′′ (4.8)
Equation 4.8 is simply a quadratic equation that can be solved for ε. Here the goal is
to replace the excess dissipation of energy caused by the dissipation step by use of the
confinement term. This is done by assuming
K ′′′ = Kn+1 = Kn (4.9)
If the inclusion of forcing and flux are needed the resulting equation, still quadratic, becomes
0 =
(











where Eflux is the net flux of energy into the system and Eforce is any additional energy
generated between time steps. The εn chosen for this computation is limited by a value
of εmax which limits the smallest of the vortices. The value of εmax is chosen to allow the
vortices to reach the 2-3 grid cell size before allowing them to dissipate.
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A final note should be made regarding the pressure correction step which also affects
the kinetic energy of the system. Typically, the pressure correction step slightly reduces the
system kinetic energy, and thus with even this minimal amount of energy dissipation any
computation involving a large number of time steps results in a significantly lower system
kinetic energy. A simple correction involving a factor, based upon pressure correction energy
loss of the previous time step, is used to add more energy in the confinement step than what
is needed after the diffusion step. Instead of using Equation 4.9, this method uses
K ′′′ = λKn (4.11)
where λ is a factor used to estimate the additional effect confinement should play to over-
come the kinetic energy losses attributed to the pressure correction step. This factor λ is
easily calculated by
λ = (K ′′′)n/Kn (4.12)
While this correction can be considered to be ad hoc, it has been found to work quite well.
One-dimensional model problem validation
In this section the development of the global εn model is used in the one-dimensional passive
scalar example. There are two differences between this model and the incompressible flow
multi-step solver. First, the convection, diffusion and confinement are all solved simultane-
ously, unlike the multi-step fluid solver. This difference is of minimal importance for this
demonstration. The second difference is that there is no equivalent pressure correction step
in the passive scalar convection problem. However the basic framework of the method is
consistent between them.
In examining Equation 4.7, it is apparent that there is a quadratic equation that can be




)2 = Σ (φn)2. Removing these two terms, there remain five, three and one terms,

















































































As in the case of the incompressible flow solver, the computed ε must be limited to some




Equation 4.2 is solved with the εn determined by Equation 4.13 for the pulse with width of
one grid cell. Results, presented in Figure 4.4, show that the model is effective in modeling
the physical behavior of the narrow pulse. Also shown in Figure 4.4 is the exact convecting
solution (red line). This is seen to “wobble” from 0.5 to 1.0. The results are nearly equivalent
to the user-specified ε shown in Figure 4.1 without the phenomena of “wobble”.
Wide Hyperbolic Secant
In this study the initial condition given by Equation 4.4 is evolved with the global εn model.
Figure 4.5 shows Σφ2 for both the convecting exact solution (red line) and the global εn
model (green line). To plottable accuracy the results are indistinguishable. Comparing
these results to the upwind or the confinement studies with constant ε, presented in Figure
4.2, shows that the model performs as desired by maintaining Σφ2. Figure 4.5(b) is the
φ distribution for the initial condition and after 905 time steps, which corresponds to one
pass through the computational domain with periodic boundary conditions.
Wide Gaussian
As before the final study is the evolution of the wide Gaussian whose initial condition is
given in Equation 4.5. Again the goals of the method is to maintain the sum of φ2 between
time steps. As shown in Figure 4.6(a) the global ε model maintains this property, far better
than any of the constant ε studies shown in Figure 4.3. Also presented in Figure 4.6(b) is
the distribution of φ at the initial condition and after 905 time steps, or once through the
periodic computational domain. It is seen the shape is only slightly altered.
4.3 Varying-in-time-and-space εnijk model
One of the essential features of turbulent flow is the wide range in length scales. It has been
shown a model εn can be computed such that Σφ2 is conserved (or closely approximated
for pulses narrower than two grid cells) between time steps for isolated smooth and sharp
gradient features. To assume this method is general enough to handle the wide scales
of turbulence where a small and large vortical scales may coexist is a bit presumptuous.
(It should be mentioned that one could easily assume it would be a good approximation,
perhaps better than the user-specified constant ε.) Hence a local model for εnijk is desired.
A local method can be developed using the same philosophy of conserving the kinetic
energy. However instead of conserving it globally it would be conserved pointwise. There is
a significant difference between the methods. In the local model the order of computational
steps is interchanged because of the pressure correction step, which ensures continuity.
For this local model, continuity is ensured (via the pressure correction step) between the
diffusion and the confinement steps. This change still produces a solution which obeys
conservation of mass since the confinement step simply redistributes the vorticity. The
reason for this is because the pressure correction step when examined pointwise can cause
significant changes in kinetic energy, unlike the global model which had only a small effect.
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Figure 4.5: Results for a wide hyperbolic secant initial condition given by Equation 4.4
using a global εn computed via Equation 4.13. (a) Evolution of Σφ2 (b) Pulse profile at




Figure 4.6: Results for a wide Gaussian initial condition given by Equation 4.5 using a
global εn computed via Equation 4.13. (a) Evolution of Σφ2 (b) Pulse profile at initial
condition and 905 time steps (one through the periodic computational domain)
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Another difference between the global and local methods is that the latter contains
two confinement steps. As in the global confinement method the value of ε is limited by
εmax to keep the vortical scales from being compressed smaller than the 2-3 grid cells size.
However in the local case this “clipping” of ε can still have effects on the kinetic energy.
A second confinement step using a globally computed ε2 is performed reintroducing any
energy removed due to “clipping”. It should be mentioned that “clipping” type process
also is utilized in the dynamic sub-grid scale LES models. In the dynamic sub-grid scale
case the value of the Smagorinsky constant is often limited to be positive [61, 62]. This
restriction leads to a computation which artificially restricts backscatter. However, unlike
VC, without some type of “clipping” or averaging the dynamic sub-grid scale LES modeling
is unstable.
In traditional LES modeling the energy transfer between the resolved scales into the
unresolved is of primary concern, but with stochastic forcing the inverse process, where the
energy transfer of the unresolved scales onto the resolved, is also modeled. This energy
transfer from the unresolved scales to the resolved scales is called backscatter. Significant
research has been conducted in developing models for this phenomenon [63, 64, 65] and
these are not discussed in detail here. Instead this work is only discussed here to show that
the second confinement step can be considered as a sub-grid scale forcing term similar to
stochastic forcing, but one that is physically motivated. Unlike stochastic forcing methods
the sub-grid scale forcing is correlated between time steps in the VC method, and convects
with the flow.
In the described method εnijk is computed not to ensure conservation of mass since it
is assumed that εnijk falls outside the Laplacian operator of Equation 4.2. However when
applying the confinement term εnijk must be placed within the∇2. This leads to errors which
are corrected in the second confinement step. An alternative approach that overcomes this
problem could involve using a fitting technique to obtain the best distribution of εnijk. This
computationally intensive process was not done in this dissertation.
The equations for the local model are similar to the global model. Shown in Equation
4.15, the equation for εnijk is still a quadratic equation.
0 =
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where eijk is the local change in kinetic energy due to external forcing or some other pro-
cesses. Unlike the global model the assumption of kn = kn+1 is invalid since ensuring this
pointwise would prevent the solution from properly modeling the evolving flow. The so-
lution is to develop an approximation to kn+1ijk . Several different approaches can be taken,
however the one used in this dissertation is to interpolate the velocity distribution at ~qn+1
by using velocity fields ~qn and ~qn+2. The velocity field ~qn+2 is approximated by
~qn+2 = ~qn + 2∆t∇ · (~qn~qn) (4.16)
Note in this equation there is no dissipation and yet a central differencing is used to ap-
proximate the spatial derivatives of the convection term. This can be done because the
instability requires many time steps before rendering the computation unstable.
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The second confinement step is even more similar to the global confinement model,
















Here ~q′′′′ is the velocity field post local confinement step and ~s′′′ is the computed confinement
field after the pressure correction step. This equation compares to Equation 4.10 in the
global model with the difference that only the “clipped” energy (difference of K ′′′′ and
Kn+1) is inserted into the solution.
In review, the local confinement model has two confinement steps. The first confinement
step computes a local εnijk such that the kinetic energy is conserved pointwise. The second
confinement step computes a global εn2 such that any energy clipped in the local model is
reinserted into the computation. If there is no energy clipped in the first step then the
second confinement step has no effect. In application, often no clipping occurs for the
first confinement step, and thus the second confinement step is not needed. The textbox
describes the method.
1. Compute the convection step, ~q ′, according to Equation 2.3
2. Compute diffusion step, ~q ′′, according to Equation 2.4
3. Apply pressure correction to the velocity field, ~q ′′′, according to Equation 2.7
4. Compute appropriate confinement vector, ~s ′′′
5. Compute first confinement strength, εnijk, according to Equation 4.15
6. Compute first confinement step, ~q ′′′′, according to Equation 2.5
7. Compute second confinement strength, εn2 , according to Equation 4.17
8. Compute new time step, ~qn+1, according to Equation 2.5
Fractional steps of the local εnijk Vorticity Confinement turbulence model
One-dimensional model problem validation
To validate the local model the method is again applied to the model problem of one-
dimensional passive scalar convection. Just as in the incompressible flow example the esti-










The local value of φn+2j is then averaged with the known φ
n
j to produce an estimate of φ
n+1
j .
It is assumed the solution is not highly dependent on this estimation of φ̃n+1 and that other
schemes can be used (the tilde represents the estimation of this value). The one presented
above is straightforward.
The computation of φn+1j then involves computing using two confinement steps as in the


































Notice the coefficients in this quadratic equation contain more terms than the fluid dynamics
version since the convection, diffusion and confinement are all computed in the same step.


















A second confinement step is used as in the fluid dynamics case, and as in the fluid
dynamics case there are two reasons that this is necessary. The first is to remove any loss
in φ2 caused by limiting the local εnj by “clipping”. The second is to account for errors
associated with the computation of the local εnj by not assuming that this coefficient is
contained within the second derivate operator. Otherwise, it would be required that this
coefficient be contained within the operator to ensure continuity. The second confinement




)2 −∑(φnj )2 + 2ε2∑(φ∗jΦ(φ∗j ))+ ε2∑(Φ(φ∗j ))2 (4.21)
Notice that in this equation the confinement term utilizes the result of the first confinement








Sharp One Cell Wide Pulse
Once again the first baseline case is the one grid cell wide pulse. Shown in Figure 4.7(a)
the method is able to maintain
∑
φ2 as desired. In fact the method shows the phenomenon
of wobble that was missing in the global ε model. Also presented in 4.7(b) is the φ-field. It
is seen that the pulse maintains the compact shape of 2-3 grid cells in size.
Wide Hyperbolic Secant
A second case was undertaken using the wide hyperbolic secant initial condition presented
in Equation 4.4. Shown in Figure 4.8(a) the method does well at approximating
∑
φ2. The
wobble in the computation is more pronounced than the exact case. The reason for this is
apparent when examining the φ-field shown in Figure 4.8(b). The structure of the pulse
is not as well maintained as in the global εnj model and this adapted structure causes the
fluctuations in
∑
φ2. Yet the local ε model is seen to still maintain the essential properties
of a wide pulse. It is expected that in the fluid dynamics case the distribution will be more
uniform since the vortex is spinning about a center.
Wide Gaussian
A final study used the wide Gaussian initial condition presented in Equation 4.5. Shown
in Figure 4.6(a) the local εnj model does well at preserving
∑
φ2. Again the wobble in the
computation is more pronounced than in the exact case. This is again the result of the
slight alteration in the profile of the pulse. It is expected that in the fluid dynamics case
the vortex will be better modeled since the rotation of the vortex will lead to smoothing.




Figure 4.7: Results for a narrow pulse one grid cell wide initial condition using a local εnj
computed via Equations 4.19 and 4.21. (a) Evolution of Σφ2 (b) Pulse profile at initial




Figure 4.8: Results for a wide hyperbolic secant initial condition given by Equation 4.4
using a local εnj computed via Equations 4.19 and 4.21. (a) Evolution of Σφ
2 (b) Pulse





Figure 4.9: Results for a wide Gaussian initial condition given by Equation 4.5 using a local
εnj computed via Equations 4.19 and 4.21. (a) Evolution of Σφ
2 (b) Pulse profile at initial




One of the most challenging problems associated with Large-Eddy Simulation (LES) is the
transition from laminar to turbulent flow. The difficulty arises from the fact that typical
Large-Eddy Simulations attempt to model the subgrid scale (SGS) energy and use this value
to destabilize the flow. However in modeling laminar flow, it is not desired to initiate the
instabilities in the laminar modes. Typical LES models such as the Smagorinsky model and
the structure-function model cannot meet this requirement without significant modification.
The Taylor-Green vortex is a model problem that exhibits the transition from laminar
to turbulent flow. Initial condition for Taylor-Green vortex is given by:
qx =sin(πx) cos(πy) cos(πz)
qy =− cos(πx) sin(πy) cos(πz)
qz =0
(5.1)
The flow domain is bounded in all three directions by periodic boundary conditions. Energy
is initially contained only in the large wavelengths. As the flow evolves, energy is transfered
to the shorter wavelengths through the process of vortex roll up. The resulting thin vortex
sheets are then subject to instabilities that breakdown the flow structure further, and these
smaller structures can merge and reconnect causing even further structural breakdown.
Taylor and Green were interested in the energy dissipation rate in turbulent flows [66]. In
more recent years, investigations have looked at the Taylor-Green vortex both analytically
and computationally [67, 68, 69, 55, 70]. Most work has investigated the rate of energy
dissipation ε = −∂K/∂t as a function of time. Again it is stressed that ε is used here for the
energy dissipation rate and ε for the confinement strength. Typical DNS results are shown
in Figure 5.1. Of particular interest is the dependence of ε on the Reynolds number; an
increase in Reynolds number causes the peak dissipation to occur at a later time (denoted
by tmax) and the rate of energy dissipation into this peak to increase. Extending this to
very high Reynolds number flows, it seems reasonable to assume that the energy dissipation
rate approaches a delta function. In fact, much of the investigation of the Taylor-Green
vortex has involved investigating the idea of whether a singularity can develop in the Euler
equations in a finite time. Taylor and Green found by expanding the first several terms of
the Taylor series in time, the solution seemed to diverge. However this phenomena is still
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considered current research and there is much debate on whether a singularity can develop
in a finite time (see page 117 of Reference [71]).
Another way of examining the structure of the Taylor-Green vortex is by examining the
system kinetic energy, K. Integrating the lines in Figure 5.1 indicates that the evolution of
the system kinetic energy at large Reynolds numbers is constant for a certain time and then
reduces to zero in a very short time. This significant drop will occur at tmax. In the large
Reynolds number limit the kinetic energy approaches a step-function centered at tmax.
Two other quantities that are used to validate the models for the Taylor-Green vortex are
the energy spectrum and the generalized enstrophies. Since the initial condition is highly
non-homogeneous, the initial energy spectrum does not follow the -5/3 law; as the flow
slowly evolves towards this feature. DNS studies [67, 72] have shown that the initial slope
of the energy spectrum begins steeper, close to E(k) = k−2.2, but as the flow evolves into
a homogeneous flow, the spectrum approaches the Kolmogorov prediction, E(k) = k−5/3.
As for the generalized enstrophies, Ωp, these have been derived in an analytic power-series
analysis of the Taylor-Green vortex.
Ωp = Σ(~ω · ~ω)p (5.2)
The enstrophy can be thought of as a measure of complexity within the flow.
Another quantity used for validation of the Taylor-Green vortex is the general skewness
factor given by:
Sn(r) = (−1)n
< (qx(x + r, y, z)− qx(x, y, z))n >
< (qx(x + r, y, z)− qx(x, y, z))2 >n/2
. (5.3)
where the <> denotes a spatial average over x, y, z. The primary skewness that appears
in the literature is S3(0) since it localized near r = 0. Skewness results from the Brachet,
et al. study are shown in Figure 5.2. The Reynolds number of ∞ study is an inviscid
computation using 2563 grid points. The important trend of the computations is that the
skewness S3(0) increases nearly linearly for 0 < t < 2 before leveling-off and then increasing










Only the value of S3(0) is published in the literature but S4(0), S6(0), S̄4(0) and S̄6(0) are
presented here for completeness.
As mentioned in section 4.1, the Vorticity Confinement method inserts energy into the
flow field. The goal is to compute the Taylor-Green vortex at a high Reynolds number.
The primary physical property of this flow is that the kinetic energy remains constant until
some time when the energy drops to zero.
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Figure 5.1: Energy dissipation rate of Taylor-Green vortex for several Reynolds numbers
from DNS study. Figure taken from Reference [67].
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Figure 5.2: Computed skewness, S3(0), time history for several Reynolds numbers from
DNS study. Figure taken from Reference [67]
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5.1 No Confinement (ε = 0)
Before beginning any study the basic discretization should be used to show how any ad-
ditional model effects (either improves or harms) the results. In this computation no con-
finement is used, ε = 0, and µ is reduced to the minimum value that still produces a stable
computation (µ = 0.889). (This is a “control” study that should be done in any serious
LES work, but if often neglected.) In the simulations conducted for this study the primary
metrics used to evaluate the models are the energy dissipation rate (and hence kinetic en-
ergy) and the energy spectrum. The secondary metrics include the generalized enstrophy
and the skewness and flatness factors. Each of these is computed in this simulation.
First, the kinetic energy is examined. As shown in Figure 5.3 the energy dissipation
is quite large at early times exhibiting behavior similar to a low Reynolds number flow.
Examination of the energy spectrum, Figure 5.4, shows the existence of a small inertial
range. This range does not extended to the 2-3 grid cells size. The inertial range is steeper
than the Kolomorogov −5/3 prediction at early times as it should be, but the solution still
maintains this property at later times, which is an erroneous behavior.
The second set of metrics include the generalized enstrophies. Shown in Figure 5.5 the
first enstrophy, Ω1, is found to be quite reasonable, however the remaining higher-order
enstrophies are not as accurate. In examining the skewness factor, S3(0), shown in Figure
5.6, the results once again indicate a low Reynolds number flow. Also shown in Figure 5.7
are the flatness factors S4(0) and S6(0) along with the normalized derivative flatness factors
S̄4(0) and S̄6(0). Neither of these plots has a computational or analytic solution to compare
against.
5.2 Constant ε model
The first Vorticity Confinement investigation of the Taylor-Green vortex used a constant
confinement strength, ε. The evolution of the kinetic energy for several different values
of ε are shown in Figure 5.8(a). The corresponding energy dissipation rates is shown in
Figure 5.8(b). These results indicate that increasing ε shows a similarity to increasing
Reynolds number in that the peak dissipation rate grows. However, the increases in ε do
not completely mimic the changes in Reynolds number as the peak dissipation rate occurs
at an earlier time, whereas it should come at a later time to match the Reynolds number
changes.
Typically previous VC studies have utilized a constant user-specified ε throughout the
flow field. Because of this it is important to know how this simple model effects the other
established metrics. The energy spectrum obtained from these computations is shown in
Figure 5.9 for several different values of ε. It is seen that the constant ε provides a good
approximation for the energy spectrum. Increasing ε increases the size of the inertial range
(wavenumbers which follow Kolmogorov’s −5/3 law). As for the generalized enstrophies,
Ωp, as presented in Figure 5.10, none of the constant ε results provides an accurate repre-
sentation of the flow when compared to the analytic solution. This is because the initially
smooth flow field is artificially compressed by the confinement, incorrectly modeling the
vorticity evolution. Correct modeling of the enstrophy requires accurate representation of




Figure 5.3: Evolution of kinetic energy for Taylor-Green vortex simulation with minimal
dissipation (µ = 0.889). (a) Evolution of kinetic energy (b) Energy dissipation rate
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Figure 5.4: Energy spectrum for the Taylor-Green vortex simulation with minimal dissipa-




Figure 5.5: Time history of generalized enstrophies for the Taylor-Green vortex simulation
with minimal dissipation (µ = 0.889). (a) Ω1(t)/Ω1(0) (b) Ω2(t)/Ω2(0) (c) Ω3(t)/Ω3(0) (d)
Ω4(t)/Ω4(0)
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Figure 5.7: Flatness factors of the Taylor-Green vortex simulation using minimal dissipation





Figure 5.8: Evolution of kinetic energy for the Taylor-Green vortex simulation with constant




Figure 5.9: Energy spectrum for constant ε Taylor-Green vortex simulations. Lines denote




Figure 5.10: Time history of generalized enstrophies for constant ε Taylor-Green vortex
simulations. Dashed line denotes power-series solution. (a) Ω1(t)/Ω1(0) (b) Ω2(t)/Ω2(0)
(c) Ω3(t)/Ω3(0) (d) Ω4(t)/Ω4(0)
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5.3 Constant-in-space, varying-in-time εn model
Because of the nature of the Taylor-Green vortex, it is believed that a globally (spatially)
constant εn that is allowed to evolve in time should be a good model. Initially, when the
flow is laminar, little confinement is needed since the scales are accurately resolved by the
low-order discretization; at later times, when the flow becomes turbulent and under-resolved
by the low-order discretization, the need for confinement increase. Also at these early times
vortical scales are generally around the same length scale so one value of ε may provide a
good approximation. Following the model introduced in section 4.2, the evolution of the
Taylor-Green vortex is computed. Shown in Figure 5.11, the confinement strength starts
small and slowly increases as the flow evolves–exactly as expected. The energy dissipation
rate for this computation is shown in Figure 5.12, behaving as expected at very large
Reynolds numbers. The maximum Reynolds number from a DNS study is 5000 [70]. This
study only involves this single Reynolds number, however it continues the trend presented
in the Brachet, et al. study [67]. The current results show a behavior of a larger Reynolds
number than the DNS studies, yet the present results follow the extrapolated behavior of
these DNS studies.
Examining another metric, the energy spectrum, it is hoped that these behave better
than the constant ε results. Shown in Figure 5.13, the spectrum of the flow begins steeper
than the homogeneous −5/3 spectrum, closer to the −2.2 behavior found by DNS studies
of the Taylor-Green vortex. As the flow becomes more homogeneous, the spectrum evolves
to the −5/3 homogeneous spectrum and slowly decays. Notice the spectrum follows this
−5/3 down to the highest possible wavenumber (kmax = 32 for a 64× 64× 64 grid).
The first four enstrophies (see Equation 5.2) are plotted in Figure 5.14 along with the
power-series solution obtained by Morf, Orszag and Frisch. It is unknown how these larger
enstrophy results compare to other studies, as the only published result for enstrophy is
the Shu, et al. [55] study which examined the first entrophy. The first enstrophy results
obtained with the constant-in-space, varying-in-time εn model compare within the accuracy
obtained in the Shu, et al. study, which used up to a fifth order WENO (weighted, essentially
non-oscillatory) scheme with a fine 2563 grid.
The final metrics used to validate the model are the skewness and flatness factors. Shown
in Figure 5.15 the skewness increases linearly at early times before leveling off at t = 2. This
behavior follows the DNS results shown in Figure 5.2. In examining the values of S4(0),
S6(0), S̄4(0) and S̄6(0), these are seen to increase with time. The large peaks are due to
the minimal flow at later times when even small values cause large values since they are in
the denominator (see Equations 5.4 and 5.5).
5.4 Varying-in-space-and-time εnijk model
Since the dynamics of turbulent flow include many length scales it seems natural to assume
that a local value of εnijk will produce a better solution than a global value of ε
n. Using the
method for εnijk described in section 4.3 a Taylor-Green vortex simulation was conducted.
The global properties of the Taylor-Green provide an excellent validation of the model. It
is hoped that results are comparable to the global model 5.3.
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Figure 5.11: Confinement strength, εn, history for the constant-in-space, varying-in-time
model.
55
Figure 5.12: Energy dissipation rate of Taylor-Green vortex for the constant-in-space,
varying-in-time confinement strength model, εn.
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Figure 5.13: Energy spectrum of Taylor-Green vortices for the constant-in-space, varying-
in-time confinement strength model, εn. Dashed line corresponds to −5/3 isotropic line.




Figure 5.14: Time history of first four enstrophies from Taylor-Green simulation using
constant-in-space, varying-in-time ε model. (a) Ω1(t)/Ω1(0) (b) Ω2(t)/Ω2(0) (c) Ω3(t)/Ω3(0)
(d) Ω4(t)/Ω4(0)
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Figure 5.16: Flatness factors for Taylor-Green vortex with constant-in-space-varying-in-time




Figure 5.17: Vorticity isosurfaces for the constant-in-time-varying-in-space εn model. (a)
t = 1 (b) t = 3.5 (c) t = 7 (d) t = 10
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As before the first quantity of interest is the energy dissipation rate. Shown in Figure
5.18, the peak energy dissipation rate is found to occur at approximately t = 9. This
follows both the results of the global εn (Figure 5.12) and the extrapolated results of the
DNS studies (Figure 5.1). The energy spectrum, presented in Figure 5.19, shows an inertial
range that extends down to the largest resolved wavenumber kmax = 32. Also seen in the
results is the steeper spectrum at earlier times resulting from the non-isotropic behavior of
the Taylor-Green vortex at early times.
In examining the skewness results shown in Figure 5.20, it can be seen that the model
accurately predicts an increase in skewness S3(0). Comparison to the DNS results presented
in Figure 5.2 where the flow increases skewness up to time t = 2, the present computational
results follow the same behavior. Also presented for completeness are the flatness factors
S4(0) and S6(0) along with normalized derivative flatness factors S̄4(0) and S̄6(0). These
are presented in Figure 5.21.
The final results presented in this study are the vorticity isosurfaces at times t =
1, 3.5, 7, 10. As seen in Figure 5.22, the results compare favorably with the results of the
global εn model presented in Figure 5.17. Comparing the t = 1 results between the two
models the local εnijk model appears to be a bit more developed than the global ε
n model.
While the figures may look significantly different the roll-up occurs quickly so this is likely
a result of the choice of isosurface levels. At the times t = 3.5 and 7, the results from the
local and global model are minimal. At time t = 10 the local model is seen to have more
structure than the global model. This structure is associated with the larger amount of
energy still left in the computational domain in the local model than the global model (this
is seen in both the energy dissipation and the energy spectrum).
5.5 Finite Reynolds-number model
It is not part of this dissertation to present a free-stream viscous model. However, to
compare the Vorticity Confinement results to the conducted DNS studies, a simple viscous
model was utilized so that the comparison with these studies could be undertaken. This
is only done for the constant-in-space, varying-in-time εn model. The desired result of the
model is to show that the energy dissipation rate peaks at tmax = 4.5 for a Reynolds number
of 100, and changes in Reynolds number cause the peak dissipation rate to move to a later
time, and that for large enough Reynolds number the peak rate increases. All of these
phenomena are clearly displayed in the DNS results shown in Figure 5.1.
The simple viscous model uses an additional step after the pressure correction step. It
begins by computing the energy loss due to viscous effects, through




where ∇2 is a simple centered difference second derivative and ~q′′′′ is the velocity after the
pressure correction step. The energy at the next time step attempts to match the energy
after this additional viscous step.
The results match the behavior found in the finite Reynolds number DNS studies. Shown
in Figure 5.23, the behavior of the energy dissipation rate quite well (compare to Figure
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Figure 5.18: Energy dissipation rate of Taylor-Green vortex for the varying-in-space-and-
time confinement strength model, εnijk.
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Figure 5.19: Enenergy spectrum of Taylor-Green vortex for the varying-in-time-and-space
confinement strength model, εnijk. Dashed line corresponds to the −5/3 isotropic line.
Spectrum computed at times t = 0, 3, 5, 7, 10.
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Figure 5.21: Flatness factors for Taylor-Green vortex with varying-in-space-and-time εnijk




Figure 5.22: Vorticity isosurfaces for the varying-in-time-and-space εnijk model. (a) t = 1
(b) t = 3.5 (c) t = 7 (d) t = 10
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5.1). The large fluctuations in energy dissipation rate for Reynolds number greater than
800 can be associated with the crudeness of the viscous model used. However the trend
that is shown in the DNS studies is matched by those in the present study. This provides
more evidence that the global εn model behaves as designed.
In a recent study, Hickel, et. al [69] investigated the viscous Taylor-Green vortex using
Large-Eddy Simulation. The work focused on a new adaptive local deconvolution method
(ALDM) which uses a nonlinear discretization scheme for Implicit Large Eddy Simulation
(ILES) but results also include a constant Smagorinsky model and a dynamic Smagorinsky
model. At the higher Reynolds numbers in the study, Re = 1600, 3000, all the models
exhibit excessive dissipation. It should be mentioned that for a Reynolds numbers greater
than 200 the dissipation rate appears to be independent of Reynolds number. Thus, as
a model of the highest Reynolds number flows, the computation is over-dissipative. This
was mentioned in the opening of this chapter. It can be seen that the present Vorticity
Confinement study with the simple viscous model provide as much accuracy as these more
complicated LES models.
5.6 Conclusions
An investigation of the Taylor-Green vortex was conducted. In the constant ε studies energy
is inserted into the computational domain since the initially smooth vorticity distribution is
artificially compressed by the confinement. This leads to an inaccurate representation of the
breakdown times. The energy spectrum was found to have an inertial range to the highest
possible wavenumber. The two newly developed ε models were developed and validated.
Each was shown to accurately model the energy evolution, energy spectrums, generalized
enstrophies, and skewness and flatness factors.
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Figure 5.23: Energy dissipation rate of Taylor-Green vortex for the constant-in-space,





Turbulent fluid flow is a complex process, dominated by physical length scales that are
often much larger than the dissipation scales. In order to better understand the dynamics
of turbulent flow, researchers have turned to a case which allows for better understanding of
the physical mechanisms associated with turbulent flow. Homogeneous isotropic turbulent
flow shows no preference for direction and is rotationally invariant resulting in a reduction
of the number of quantities required to describe the flow. This simplification allows for a
simpler mathematical representation of the flow. It should be noted that no physical flow
field is truly isotropic yet some flows can be made to closely approximate it. Also, the finest
scales of most flows are found to be nearly isotropic. Because of all these facts there is
significant interest in these turbulent flows.
In a numerical sense this case can be modeled as flow inside a box with periodic boundary
conditions in all directions. Forcing is then applied, generally at long wavelengths, to the
fluid and the velocity is allowed to decay naturally. With the increase in computing power
direct numerical simulation (DNS) studies have provided valuable insight into the structure
of this type of turbulent flow. One of the revelations of these DNS studies [73] is the presence
of thin vortex tubes. Much work has been conducted on understanding the formation,
evolution and decay of these structures along with the length scales associated with these
features. The Vincent and Meneguzzi study [74] found the worm-like vortex tubes have
length scales larger than those dominated by dissipation. Figure 6.1 shows the vorticity
field represented by vorticity vectors for vorticity magnitude larger than a fixed threshold.
Two length scales that are used to define the Reynolds number are the Taylor length
(microscale), λ, and the integral length scale, `0 (each of these is defined below). Very low
Reynolds numbers were studied in early DNS [75, 76, 73], which allowed for the examination
of only the dissipation-scale properties of turbulent flows. Later DNS studies [77, 78, 79,
80, 74, 81, 82, 83] were able to examine higher Reynolds numbers allowing for a larger range
of scales and some inertial subrange.
The investigation of homogeneous turbulence is not simply restricted to numerical sim-
ulations. Experimental work on homogeneous turbulence dates as far back as 1934 [84].
Experimental studies in wind tunnels generally involve flow through a fine mesh screen cre-
ating the small vortical scales of isotropic turbulence. Since then many experimental studies
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Figure 6.1: DNS computational results showing vorticity field as represented by vectors
of length proportional to the vorticity amplitude at each grid point. Only vectors with
magnitudes larger than a given threshold are shown. Computational grid is 2403. Figure
taken from Reference [74].
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have been conducted where most referenced study is of Comte-Bellot & Corrsin [85] and
the more recent work of Ferchichi & Tavoularis [86]. A commonly referenced DNS study is
the Jiménez, et al. study [81] which examined Reynolds numbers between 35 ≤ Rλ ≤ 170.
It was found that even the smaller Reynolds numbers exhibited turbulent-like behavior.
The commonly used length scales used to define the Reynolds number are the Taylor
microscale and the integral length. The Taylor length scale has no clear physical interpreta-
tion; despite this it is often referenced in turbulence studies. Taylor hypothesized [56] that
λ is a measure of the smallest eddies where the dissipation of energy occurs. (It should be
mentioned that the hypothesis is incorrect and the smallest eddies are of the Kolmogorov
length, η. Taylor assumed an incorrect velocity scale for the dissipative eddies.) In the
definition of the length scale, Taylor, used the transverse two-point velocity correlations.
Instead of using this definition, a simpler definition is presented here. This definition fol-
lows the simplification assumptions of a typical definition of the Taylor length scale for DNS













Once again it is stressed that ε denotes the energy dissipation rate while ε denotes the












For experimental definitions of these values it is always prudent to consult the definition
presented in the associated reference as there are many different variations which can lead
to difficultly in interpreting the data.
The second commonly used length scale is the integral length scale, `0. The definition







A turnover time of the large eddies are defined as T = L/u′, where L is the length scale
of the largest eddies. Generally the integral length is defined as the integral of the velocity
72





As mentioned above the numerical computation of isotropic turbulent flow often involves
the insertion of energy at small wavenumbers (large wavelengths). There are many different
types of forcing that have been proposed, but generally the intention is to apply forcing
until the flow field is “saturated”. The term saturated means that all wavelengths have the
maximum amount of energy meaning that the net energy flux through wavenumbers in the
inertial range is zero. The type of forcing used in this study is described by:


















































and rn are random numbers in the range of 0.0 ≤ rn ≤ 1.0. This forcing is added to the
momentum equations. In the Vorticity Confinement studies Equation 2.2 becomes








By taking the dot product of Equation 6.9 with itself, the energy input into the system is
found to be
kforcing = ~q · ~f + ~f · ~f (6.10)
In the decay process forcing is removed and the flow is allowed to naturally decay,
following a self-similar behavior. Since many experimental studies investigate the decay of
homogeneous isotropic turbulence, this flow is studied by forcing to saturation and then
allowed to decay. Without continuing forcing until the system is saturated the beginning of
the computation does not follow a self-similar pattern. Many time steps might be required
before the computation reaches the self-similar state. As as the flow evolves after forcing
is removed, it eventually decays into a stationary flow. By adding the maximum amount
of energy into system it allows the maximum amount of decay time to provide the most
results.
6.2 Results
In this section the results for a 64× 64× 64 periodic cube are presented. Forcing is applied
for 3, 000 time steps (denoted by n) to energize all available wavelengths of the flow field,
after which forcing is removed and the velocity is allowed to decay. The forcing is equivalent
between studies as a common seed is used for the random number generator. The forcing
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follows Equations 6.7 and 6.8, and a plot of
∑
ijk
~f · ~f is presented in Figure 6.2. The
amount of energy into the system is dependent upon the vector field and thus is different
between studies (as the studies have different flow fields).
Of primary interest in the studies are the energy and the energy spectrum. When
applying forcing it is important for the computation to capture all the energy at all of the
available scales. During the decay process it is hoped that the energy spectrum decays in a
self-similar manner following Kolmogorov’s −5/3 prediction for isotropic flow. Because of
this property the compensated energy spectrum (k5/3E(k)) is plotted, and thus a spectrum
following Kolomogorov’s prediction would be parallel to the abscissa. Also of interest are
the evolution of the two Reynolds numbers, Reλ and Re`. In order to compute the effective








where K is the system kinetic energy. The velocity scale used in Equations 6.4 and 6.6 is
the r.m.s. velocity which is computed using Equation 6.3.
6.2.1 Constant ε study
The first study involves a constant ε. In the study µ = 8.0 and ε = 6.0 with ∆t = 0.1
and ∆x = 1.0. Figure 6.3 shows the system energy, K, as a function of time (n). Clearly
visible is the forcing being removed at n = 3, 000, allowing the flow field to decay. Figure
6.4 shows the actual energy input (Equation 6.10) for this ε study. It can be seen that the
forcing inserts and removes energy from the system. The compensated energy spectrum
is shown in Figure 6.5. In Figure 6.5(a) it is apparent that the forcing is applied until all
wavenumbers are saturated. Figure 6.5(b) shows the self-similar decay as hypothesized by
Kolmogorov for an inertial range up to k ≈ 25.
The effective viscosity, computed using Equation 6.11, for this computation is presented
in Figure 6.6. It can be seen that the viscosity is negative in the regions around n =
4, 500 − 5, 500 and n = 9, 500. This is an indication that the energy dissipation rate is
negative and the energy is being inserted into the computational domain through the use
of confinement. The two length scales associated with the flow are presented in Figure 6.7.
The vorticity isosurfaces at four separate time steps are presented in Figure 6.8. The
thin elongated vortical tubes are clearly present that are also apparent in the DNS results
shown in Figure 6.1. Note that the DNS utilized a 2403 grid, thus the size of the vortical
structures appear to occupy a much smaller fraction of the computational flow field than the
current results. Also the volume occupied is dependent on the level of vorticity isosurfaces.
The constant ε results show the thin vortical worm-like regions that are seen in the
DNS results. However, the representation of energy is not accurate as the confinement term
affects the energy in an ungoverned manner. Also the inertial range is not well defined
for a large number of wavenumbers. Clearly for a complete representation of this type of
turbulence a variable ε is required.
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Figure 6.2: Magnitude of random forcing applied during the first 500 time steps of forcing.
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Figure 6.3: Kinetic energy evolution during the forcing and decay of box turbulence.
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Figure 6.4: Evolution of kinetic energy for the forcing and decay of turbulence using the




Figure 6.5: Compensated energy spectrum for isotropic turbulence for a constant ε compu-
tation. (a) Spectrum during forcing (b) Spectrum during decay
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Figure 6.6: Computed effective viscosity (Equation 6.11) for the free decay of turbulence
with a constant ε simulation.
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Figure 6.7: Turbulent characteristic lengths from the decay of turbulence with a constant




Figure 6.8: Vorticity isosurfaces (Constant ε)
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6.2.2 Global εn study
The global εn model was used to investigate the forcing and decay of stirred turbulence.
In the study µ = 8.0 and εmax = 12.0 as in the Taylor-Green vortex simulations. It is
not expected that this model will produce results as accurate as the Taylor-Green vortex
simulations since in the current study there will be many length scales present simultane-
ously whereas in the Taylor-Green breakdown the longest wavelengths occurred initially,
only when they were the primary scale.
Figure 6.9 shows the evolution of kinetic energy, K. The computed value of εn is shown
in Figure 6.10. The compensated energy spectrum is presented in Figure 6.11. With this
global εn model the energy spectrum is seen to decay in a self-similar manner. The inertial
range extends down to the k = 32 wavenumber, which is the maximum resolved wavenumber
on a 643 grid.
The vorticity isosurfaces at four separate time steps are presented in Figure 6.12. Again,
Vorticity Confinement results show the presence of thin vortical “worms”. These are also
shown in the DNS results shown in Figure 6.1.
6.2.3 Local εnijk study
The same case was performed using the local εnijk presented in Section 4.3. Once again a
64× 64× 64 grid was used with ∆t = 0.1. The grid was periodic in all three directions and
forcing was applied for 3, 000 time steps before allowing the flow to decay.
The first flow property is once again the energy. The evolution of energy is shown in
Figure 6.13. Notice the present results capture the energy changes caused by forcing better
than the global εn model shown in Figure 6.9 (the global model starts by showing fluctu-
ations but becomes less so at later time steps, whereas the local model shows fluctuations
at all time steps). The compensated energy spectrum, shown in Figure 6.14, also shows
improvement over global εn model. Unlike the global εn results, the local εnijk results do not
shown a build-up of energy at larger wavenumbers (small scale vortices). This is because
the global model cannot accurately represent all the scales simultaneously with a single
value of ε, unlike the Taylor-Green vortex where the primary vortical length scale is similar
throughout regions of the flow. By using the local values of εnijk a better representation
of the variety of vortical scales is obtained, preventing the build-up of energy at the small
scales.
Examining the flow structure shows the vortical “worms” described in the literature.
Figure 6.15 shows vorticity isosurfaces at four different time steps. One important result to
notice is the decay of the many vortical structures between n = 4, 000 and n = 6, 000. The
decay of the features can also be seen in the system energy as a significant drop between
these time steps.
6.3 Conclusions
It has been shown that both the global εn and the local εnijk models produced improved re-
sults over the constant user-specified ε. The computed energy spectrum of the global model
followed a self-similar behavior during the decay process. The energy spectrum from the
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Figure 6.9: Evolution of kinetic energy for forcing and decay of stirred turbulence using the
global εn model. Forcing ceases at n = 3, 000.
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Figure 6.11: Compensated energy spectrum (Global ε). (a) Forced portion of computation




Figure 6.12: Vorticity isosurfaces (Global εn)
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Figure 6.14: Compensated energy spectrum (Local εnijk). (a) Forcing phase of the compu-




Figure 6.15: Vorticity isosurfaces of forcing and decay of box turbulence. Forcing ceases at
n = 3, 000. (a) n = 1000 (b) n = 3, 000 (c) n = 4, 000 (d) n = 6, 000
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local model showed an even further improvement over the global model which occasionally
showed a build-up of energy at the smaller wavelengths. Each case followed Kolmogorov’s
−5/3 prediction for a significant portion of the energy spectrum. The local εnijk showed
an inertial range down to maximum resolved wavenumber, k = 32, while the global εn
showed this property at many time steps, but showed an accumulation of energy at the
larger wavenumbers for other time steps. The importance of using a new ε model to ensure
energy conservation was apparent as the results with the models showed improvements in
the energy spectrum over the constant ε results.
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Chapter 7
Flat Plate Boundary Layer
7.1 Introduction
Most flows of engineering interest involve flow over an obstacle or through a duct. In
both of these cases the effect of the boundaries become important. In most aerodynamic
problems the surfaces are modeled as no-slip boundaries which requires the velocity of any
fluid particle adjacent to the boundary be the same as the velocity of the boundary.
Typical CFD enforces the no-slip boundary condition by developing a mesh that con-
forms to the computational body and enforcing the no-slip condition on the grid points that
are aligned on the body surface. Developing such grids for simple geometries (cylinders,
cubes, airfoils, etc.) is relatively simple, but grid development for more complex geometries
(motorcycles, moving boundaries, etc.) is extremely difficult. Furthermore, to capture the
thin boundary layer many grid cells are positioned near the body. In fact, the development
of body-fitted grids for complex geometries has developed into its own field.
Furthermore, many turbulent flow simulations with body-fitted grids have shown the
solution to be dependent upon the grid used. For use as a predictive tool the computed
solution must not, of course, be dependent on the grid. The empirical constants of the
turbulence models used, which have been tuned to match experiment also have been found
to be grid dependent. Because of this there has been many rule-of-thumb techniques used in
development of viscous grids such as keeping five grid cells of constant size near the surface
before increasing the cell size away from the boundary of the body.
7.2 Immersed boundary methods
Immersed boundary methods utilize another approach to model the body. Instead of cre-
ating a mesh that conforms to the body, immersed boundary methods utilize a Cartesian
grid. The solid boundary is allowed to cut through cells unlike the body-fitted grids where
grid cell faces must be aligned with boundary. Modeling the effects of the boundary on the
flow requires modification of the equations for grid points near the body. The modeling
challenge then becomes developing a forcing model with an accuracy that is consistent with
the solver for the greater flow field.
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7.2.1 Conventional immersed boundary methods
A good review of immersed boundary methods is Annual Review of Fluid Mechanics [87].
There are many different types of immersed boundary methods using a variety of schemes
used to model the effects of the boundary onto the flow field. Common approaches to
modeling the immersed boundaries include the ghost-cell approach [88], cut-cell approach
[89], continuous forcing approach [90] and the ghost fluid approach [91].
The first studies using the term immersed boundary method was by Peskin in his dis-
sertation [90]. In these studies Peskin examines the fluid dynamics of a heart (results also
included in the Annual Review of Fluid Mechanics [92]). The dynamics of the heart is
a natural use of immersed boundary methods as the boundary is a function of time, and
requiring an adaptive body-fitted grid is computationally prohibitive. Since then many
biological flows have utilized immersed boundary methods [93].
Recently immersed boundary methods have found increasing prominence in the engi-
neering field. Often these engineering studies examine dynamics of biologically inspired
flows such as fish [94] and insects [95]. There exist other basic engineering flows, such as the
flow in a piston-cylinder arrangement [96], where immersed boundary methods have simpli-
fied the simulation of moving boundaries. Not all engineering type studies involve moving
boundaries, Dadone and Grossman [97] computed compressible flow over a NACA0012 air-
foil using an immersed boundary method.
One important point about these methods is that while using Cartesian grids, rarely are
the grids uniform. The viscous methods still attempt to resolve the detailed inner struc-
ture of the (time-averaged) boundary layer, and because of the large gradients within the
boundary layer small grid cells are required. For regions where small grid cells are required
these small grid cells extend in each direction, often into regions where the resolution is not
required. An example of this is shown in Figure 7.1. Notice the fine grid near the leading
edge of the body and any location where separation is expected. This fine grid extends far
away from body into regions where it is not required–the upper regions of the computa-
tional domain. Furthermore the turbulence model empirical constants have been tuned for
body-fitted grid and often have not been properly validated for immersed boundary flows.
The continuous equations used as a starting point in many of the immersed boundary
are
0 = ∇ · ~q
∂~q
∂t = −∇ · (~q~q)−
1
ρ∇p + νp∇
2~q + 1ρ ~f
(7.1)
where νp is the physical viscosity of the fluid and ~f represents external force on the fluid by
the immersed boundary. Two modeling difficulties are now apparent. The first is concerned
with how to compute the correct force such that it models both pressure (normal) and
shear (tangential) forces on the surface. The second difficulty arises in how best to apply
this force into the flow field. A common resolution of this second problem is to apply a
forcing filtered over 2-3 grid points near the surface. The computation of the proper forcing
function is a far more difficult problem. It is this difficulty that has lead to the large number
of different immersed boundary methods, several of which are mentioned above. A detailed
description of these methods is not presented here.
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Figure 7.1: Computational grid for a truck using an immersed boundary method. Figure
taken from Reference [98].
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7.2.2 Vorticity Confinement as a immersed boundary method
It has been shown that Vorticity Confinement (VC) is able to capture thin isolated vortical
structures to a region as thin as 2-3 grid cells. Since the boundary layer itself is a thin (for
high Reynolds numbers) vortical region a natural question arises if Vorticity Confinement
can be used as a boundary layer model. Vorticity Confinement has been used as a boundary
layer model for both body-fitted [99, 100] and immersed surface [4, 101] grids. The Vorticity
Confinement immersed boundary model has been shown to accurately model the separation
of the boundary layer from surfaces in many cases. This separated boundary layer often
becomes a thin vortex sheet or filament which is efficiently captured with the Vorticity
Confinement field model. This provides a consistent computational treatment for all vortical
scales regardless of their location. Furthermore since the boundary layer is captured over
2-3 grid cells there is no need to cluster grid cells near the surfaces allowing for the use of
uniform Cartesian grids.
Comparing the Vorticity Confinement equations (Equation 2.2) to the conventional im-
mersed boundary equations (Equation 7.1), some similarities arise. If the dissipation of the
VC equations, µ, is decomposed into a physical viscosity, µp, of the fluid and a numerical
viscosity, µn, the VC equations become
∂~q
∂t
= −∇ · (~q~q)− 1
ρ







Here the physical viscosity, µp, and the density, ρ, have been combined into the kinematic
viscosity of the fluid, νp. Notice the term in brackets in the VC equations can be considered
as a forcing term (a type of ~f) used in conventional immersed boundary layer methods.
The force is applied over the 2-3 grid cells near the boundary as this is the vortical region.
Unlike in conventional immersed boundary methods the forcing function is not solved
for directly. Instead to enforce the no-slip condition at the surface the velocity of all points
within and along the surface of the body are set to zero. This develops a region of vorticity
along the surface of the body. Computationally this is handled by using a level-set function,
F . The function is defined as distance between each grid point to the nearest point on the
body surface. Generally this is defined such that points outside the body are positive
while points inside the body are negative. At each time step during the computation the
velocity of all points for non-positive F is set zero. For the definition of the normal vector




7.3 Development of a new VC boundary layer model
A method has been developed and validated in the preceding chapters that allows for the
application of confinement such that the computed flow field conserves energy. Here the
method is used to develop a model for the boundary layer. In the presence of a boundary the
flow incurs an energy deficit due to viscous effects, which is often measured by the energy
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displacement thickness, δ3. As in the case with the displacement thickness, commonly
denoted δ1 or δ∗, and the momentum thickness, δ2 or Θ, the energy displacement thickness
represents a length that describes the total flux deficit due to viscous effects. The three






























Here u(y) is the time-averaged boundary layer profile and U∞ is the free-stream velocity.
The physical representation of the energy displacement thickness is the distance the surface
has to be displaced for the viscous flow to have the same energy as the potential flow. A
graphical representation of this is shown in Figure 7.2. The different thicknesses are each
a function of position, i.e. δ3(x) where x is aligned along the plate. A more thorough
description of the different thicknesses can be found in Schlichting [102] or Pai [14].
A common approximation for the turbulent boundary layer profile, u(y), is through the








where δ is the boundary layer thickness and n is a similarity parameter. The similarity
parameter is a function of Rex where the appropriate length scale is the distance along the




7 Rex < 107
8 107 < Rex < 108
9 108 < Rex < 109
(7.8)
Using this velocity distribution within the boundary layer the definition of the energy dis-





(n + 1)(n + 3)
(7.9)
Now that the energy displacement thickness has been determined as a function of the
boundary layer thickness, δ(x), an accurate representation of this quantity is needed. The







Figure 7.2: Physical representation of the energy displacement thickness, δ3. (a) Time-
averaged viscous flow boundary layer profile (b) Potential flow with energy displacement
thickness
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Now using the 17 -th-power velocity-distribution law (Equation 7.7) for the appropriate Rex
the momentum thickness is found to be
δ2 =
n


























Integrating the differential equation with the initial condition δ(x = 0) = 0 produces the







It is seen that the turbulent boundary grows as x4/5, substantially faster than the laminar
boundary layer (δlaminar ∝ x1/2).
Now that the boundary layer thickness has been found a description of the energy
displacement thickness can be written for distance along the plate. Combining Equations







The idea now is to utilize the estimate of the energy deficit caused by the viscous
boundary layer to estimate a proper value of εijk such that the computation better models
the energy loss of the physical system. Table 7.1 shows the thicknesses of a boundary layer
for velocity U∞ = 1.0[m]/[s] and viscosity of air, νair = 1.538 × 10−5[m]2/[s]. The last
two columns are computational results showing the energy displacement thickness with and
without confinement (in these cases ∆x = 1.5 [m] µn = 0.5). The correction for the over
dissipation of energy (displayed by the large displacement thicknesses) is the stable insertion
of energy through the use of confinement. Note in determining the correct amount of energy
reintroduced to the computational flow field a physical Reynolds number (which requires
knowledge of the physical viscosity) is needed.
In previous Vorticity Confinement studies no calibration was performed to calibrate ε.
The constraint of ε in these studies is simply to keep the boundary layer confined to 2-3
grid cells near the body. The proposed model is the first to make an attempt to include the
physical viscosity of the fluid into the Vorticity Confinement boundary layer treatment.
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x Rex δ(x) δ1(x) δ2(x) δ3(x) δ3(x) δ3(x)
(ε = 0.0) (ε = 0.5)
1.5 9.75× 104 0.0558 0.0070 0.0054 0.0098 3.0423 2.7429
15.0 9.75× 105 0.3519 0.0440 0.0342 0.0616 2.4710 1.0962
30.0 1.95× 106 0.6128 0.0766 0.0596 0.1072 3.2256 1.3638
45.0 2.93× 106 0.8476 0.1059 0.0824 0.1483 4.1649 2.0216
55.336 3.60× 106 1.0000 0.1250 0.0972 0.1750 4.7461 2.4177
60.0 3.90× 106 1.0669 0.1334 0.1037 0.1867 4.9845 2.5721
75.0 4.88× 106 1.2754 0.1594 0.1240 0.2232 5.6552 2.9738
90.0 5.85× 106 1.4758 0.1845 0.1434 0.2582 6.1953 3.2566
105.0 6.83× 106 1.6694 0.2087 0.1623 0.2921 6.6132 3.4444
120.0 7.80× 106 1.8576 0.2322 0.1806 0.3251 6.8823 3.5496
Table 7.1: Development of boundary layer thickness, δ, displacement thickness, δ1, mo-
mentum thickness, δ2, energy thickness, δ3, along a flat plate with zero pressure gra-
dient. The last two columns are computed energy thicknesses with different levels of
confinement strength, ε. For the columns 2-6, it is assumed U∞ = 1.0[m]/[s] and
ν = 1.538× 10−5[m]2/[s].
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7.4 Results
The first study involves modeling the correct energy deficit within the turbulent boundary
layer. In the preceding section a model for an accurate representation of the boundary layer
energy deficit was presented. Comparison with constant ε studies are made.
A second study investigates the modeling of the hairpin (also called horseshoe) vortices
within a turbulent boundary layer using the Vorticity Confinement method. An excellent
description of the physical mechanisms associated with the development of these features
and review of intensive studies into these features can be found in Grass, et al. [103].
Perhaps the first concrete description of these structures as hairpin vortices was from the
DNS studies of channel flow [104, 105, 106]. These hairpin vortices are formed within the
boundary layer and can be found throughout the boundary layer and they can migrate
outside the boundary layer.
7.4.1 Constant ε results
Figure 7.3(a) shows the flat plate boundary layer profile for a constant µ = 0.6 computation
without the use of confinement. Notice how the boundary layer grows along the length of
the plate at a rate far greater than the physical boundary layer. Also, the kinetic energy is
seen to be over dissipated in this computation.
The difference in energy thickness profile from the analytical description (Equation 7.15)
is plotted in Figure 7.5. This figure contains the energy displacement thicknesses within
Table 7.1. The first property of the computed energy thickness that causes concern is the
decreasing region near the leading edge. This is caused by the manner in which δ3(x) is
computed. The flow has an increased speed near the leading edge and defining the edge of
the boundary layer is difficult. Work should be done to correct this problem. The second
phenomenon displayed in the figure is oscillations in δ3 in the downstream regions. This
shows the need to utilize a time-averaged velocity in computing the energy displacement
thickness to compare to the analytic estimate.
7.4.2 Prescribed εijk results
Using the idea of Section 7.2.2 the value of ε is allowed to vary along the plate. This
model is denoted the εijk model. Examining the computed energy thickness results of
the constant ε of Figure 7.5, a significant difference is caused by using a large value of
∆x. Towards correcting this a computation with a smaller ∆x = 1.0 [m] is used. Also, it
should be mentioned that the εijk computed along the plate is limited by an εmax. In this
computation εmax = 1.2.
Figure 7.6 shows the computed energy displacement thickness and the analytic solution,
assuming a 17 power-law velocity distribution. By using a smaller ∆x the constant ε shows
a small improvement. The results for the constant ε do not match the accuracy of the
newly developed εijk model. The computed energy displacement thickness maintains only
a slightly larger value than the analytic solution for a significant region (25 ≤ x ≤ 80) of
the flat plate. This slight difference may be attributed to a poor computed estimate of the





Figure 7.3: Flat plate boundary layer profile for computation using constant ε. Velocity
vectors are colored and scaled by velocity magnitude. Computation is three-dimensional





Figure 7.4: Vorticity distribution within the flat plate boundary layer using a constant ε
model. Computation is three-dimensional while results are presented in a streamwise plane.
(a) ε = 0.0 (b) ε = 0.5 (c) ε = 1.0
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Figure 7.5: Energy displacement thicknesses, δ3, for constant ε simulations and analytical
estimate.
102
thickness is shown to drop; this is caused by computational difficulties caused by the change
in the flow direction due to the plate. Work is currently being done to correct this.
Further along the plate, x > 80, the limiting of ε to a value causes the deviation from the
analytic trend. Two solutions are apparent. One is to once again decrease the value of ∆x.
This leads to significantly longer computational times because of stability requirements;
the previous decrease of ∆x caused a five-fold increase in computational effort. The other
solution is to utilize a non-uniform Cartesian grid, larger in the ∆x direction, similar to the
other immersed boundary methods and inviscid grids. Neither of these solution is pursued
here.
7.4.3 Floor mounted roughness element
One common problem used to investigate the development and evolution of the hairpin
vortices is a flat plate with a hemisphere bump. This problem allows for a regular steady
formation of hairpin vortices allowing for a This geometric setup has been studied exper-
imentally [107, 108, 109] and computationally [110, 111]. In both cases regular developed
hairpin, or horseshoe, vortices were developed. This type of arrangement is considered a
type of “junction” flow [112], where other common obstacles include cubes and airfoils (of
natural interest in the turbomachinery field).
In this study a 193×97×37 computational grid is used. A uniform freesteam velocity is
applied as the upstream boundary condition. Periodic boundary conditions are applied in
the spanwise directions and freestream conditions are specified in the streamwise boundaries.
As in the previous studies the leading edge of the plate is placed 60 grid cell from the inlet
boundary and half way between the upper and lower boundaries (48 cells in each direction).
A hemispherical bump of radius 5 grid cells is placed on one side of the plate 20 cells
downstream of the leading edge.
Figures 7.7-7.9 show the vorticity isosurfaces at several different time steps. In Figure
7.9(a) both the head (or arch) and the legs of the hairpin vortex are clearly visible (the
other subfigures also display this, but not as clearly). The details of these features are
widely discussed in the literature. The legs are low speed quasi-streamwise vortices that
induce the generation of subsequent hairpin vortices. The head is a higher speed traverse
vortex whose inclination leads to the ejection or sweeping events of the boundary layer.
Figures 7.10 and 7.11 show the velocity vectors in the mid-plane behind the hemispheric
shell. The black half-circle denotes the location of the protuberance. Also indicated in the
figure is the location of the hairpin vortices (arrow). Notice that the features are ejected
far away from the plate and higher than the height of the hemispheric shell.
7.5 Conclusions
Vorticity Confinement is first presented as an immersed boundary method. These methods
have found increasing prominence in the engineering field as computational studies are being
conducted for many complex arrangements. The one common idea in these methods is that
for complex geometries body-fitted grids are a computational liability. Thus the effects of
the body are modeled and applied to the flow field as a forcing function.
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Figure 7.6: Computed energy displacement thickness. Results shown for constant ε, the
new εijk model and the analytical solution assuming a n = 17 power-law distribution. For




Figure 7.7: Hairpin vortices shed from hemispherical shell attached to a flat plate. Vortices




Figure 7.8: Hairpin vortices shed from hemispherical shell attached to a flat plate. Vortices




Figure 7.9: Hairpin vortices shed from hemispherical shell attached to a flat plate. Vortices





Figure 7.10: Velocity vectors in the midplane behind a hemispheric shell. Shell location
denoted by black hemisphere. Velocity vectors colored by vorticity magnitude. Arrow(s)





Figure 7.11: Velocity vectors in the midplane behind a hemispheric shell. Shell location
denoted by black hemisphere. Velocity vectors colored by vorticity magnitude. Arrow(s)
denote location of hairpin vortex.
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A new model has been presented that attempts to improve the accuracy of the constant ε
model that has been used in previous Vorticity Confinement studies. This model attempts
to account for the kinetic energy loss due to viscous effects. The estimate of how much
energy the physical flow field loses is done by using of the energy displacement thickness.
It is found that by limiting εijk errors result further down the plate. It is suggested that
nonuniform Cartesian grids may be able to solve this problem as continuing to decrease ∆x
significantly increases the computational costs.
A study was also conducted that showed that a constant ε was able to model hairpin
vortices shed from a hemispherical shell placed atop a flat plate. The properties of the
shed hairpin vortices agree with experiment. These features are thought to be the physical
events that lead to the self-sustaining behavior of turbulent boundary layers. This work




The presence of boundary layers that separate and reattach is quite common in flow fields
of engineering interest. To better understand this phenomenon, engineers often analyze
flows over a back-facing step, as shown in Figure 8.1. This flow arrangement is also called
“backward-facing step”, “single-sided sudden expansion”, “rearward-facing step” and back-
step in the literature. Because of the importance of the phenomena exhibited in this prob-
lem, many studies have been undertaken to understand the physical mechanisms associated
with the problem. A good early review is from Eaton and Johnston [113]. A systematic
study, sponsored by NASA and NSF, investigated the influence of several important flow
variables [114]. An experimental study conducted primarily for the validation of turbulence
models was performed by Driver and Seegmiller [28]. Several computational studies have
been validated against these results [115].
These investigations have lead to some physical understanding of the problem. First,
the reattachment length is found to be highly Reynolds number dependent for ReH < 104.
Secondly, a favorable or adverse pressure gradient has been shown through extensive studies
to lead to significant changes in the reattachment location. Thirdly, the reattachment
Figure 8.1: Geometry and common length scales associated with the backward-facing step.
Dashed line represents the mean dividing streamline. The distance Xr is the reattachment
length which is the distance from the base of the step to the reattachment point.
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length is dependent on the properties of the separating boundary layer. There is also
some terminology that is commonly used. The “separated” region is the region between
the step and the mean reattachment point. The “recovery” region is downstream of the
reattachment point. Another term is the forward flow fraction, γ, which is a quantity often
used to estimate the reattachment point. The forward flow fraction is defined as the amount
of time the flow is in the downstream direction.
In this study the primary comparison is to the Westphal, Johnston & Eaton study
[114]. This geometry used a step height of 5.08 [cm], upstream channel height (Y0) of
7.62 [cm] making the downstream channel height (Y1) 12.70 [cm]. The area ratio, or ratio
of downstream to upstream channel height, is 1.67. Air was the fluid used with inlet
velocity of 12.2 [m]/[s], making the Reynolds number based on step height, ReH = 4.2 ×
104. This configuration resulted in a reattachment length of approximately Xr/H = 8.50.
Five different measurement techniques were used to find the reattachment length, all of
which found this length to be between 8.24 ≤ Xr/H ≤ 8.61. Three different experimental
measurement techniques to detect where the forward flow fraction, γ, was 0.5. The other
two estimates found the location of the zero mean skin friction coefficient, Cf = 0, and the
mean streamwise velocity U = 0.
In the computations performed in this study, the computational grid was 407× 51× 31
in the streamwise, vertical and spanwise directions, respectively. The 50 grid cells in the
vertical direction resulted in a ∆y = 0.25 and step height, H, of 20.32 grid cells in height.
The upstream channel was step height in length and the flow domain included over 19 step
heights downstream of the back-facing step. In all of the Vorticity Confinement studies
presented here, surface confinement was applied in the 5 cells nearest the body.
8.1 Constant ε study
The first studies utilized a traditional constant ε throughout the computational domain.
Several cases were computed using various levels of confinement strength, ε. A case without
confinement, ε = 0.0, was run until a steady solution was reached. This solution was used
as an initial condition for the subsequent ε > 0.0 runs. Each case was run for 10,000 time
steps and statistical data was only computed after 3,000 time steps.
The computed reattachment lengths are presented in Table 8.1. The reattachment
lengths were computed using a γwall = 0.5 (interpolation from the nearest points) criteria
except for the ε = 0.0 case, which utilized Uwall = 0.0. In this ε = 0.0 case, the large dis-
sipation cause the reattachment length to be significantly under-predicted and the forward
flow fraction to vary between γ = 0.0 at x/H = 2.0 and γ = 1.0 at x/H = 4.0. Thus, using
a linear interpolation between these points produced a poor estimate and the Uwall = 0.0
criteria was used instead. It should be mentioned that many traditional RANS models
also under-predict the reattachment length [28]. This problem is likely caused by the same
reason–excessive dissipation.
Figures 8.2 and 8.3 show the forward flow fraction at several locations downstream for
two different values of ε. It is interesting that increasing ε causes a slower recovery of
the forward flow fraction downstream of reattachment. Experimental results indicated the
forward flow fraction should be nearly exclusively (within 5%) in the downstream direc-
tion for x/H > 10. The computational results for ε = 0.1 or ε = 0.2 do not find this
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Table 8.1: Back-facing step flow reattachment lengths, Xr for constant ε. Note the study
marked ∗ denotes a study that utilized a minimal µ to produce a numerically stable sim-
ulation. Reattachment lengths calculated with the γwall = 0.5 criteria except the ε = 0.0
case which used U(y = 0) = 0.0 criteria.
ε 0.0∗ 0.0 0.1 0.2 0.3
Xr/H 4.57 2.80 10.52 9.28 9.48
even at x/H = 18.0. This could be due to the combination of the over estimation of the
reattachment point and a poor representation in the recover region.
Examining the mean streamwise velocity profiles, Figures 8.4 and 8.5, several interesting
features can be seen. The primary feature is that the computation appears to over predict
the flow rate compared to the experiment. This is likely caused by a misinterpretation of
the experimental data. With this in mind, it is the trends which are important. It is seen
that certain regions at the flow field are better represented by a certain ε while other regions
are better represented by another ε. This leads to a conclusion that a local value of ε should
provide improved results over the globally constant ε.
A final look at the reattachment lengths for the constant ε results is done. Here the
forward flow fraction criteria, γ = 0.5, is compared to the zero mean streamwise velocity
criteria, U = 0.0. For ε = 0.1 the γ = 0.5 criteria indicates the reattachment point is
Xr/H = 10.52 while the U = 0.0 indicates the reattachment point to be Xr/H = 10.36.
For ε = 0.3 the γ = 0.5 criteria indicates the reattachment point is Xr/H = 9.48 while the
U = 0.0 indicates the reattachment point to be Xr/H = 9.61. Note that these values are
obtained by linear interpolation between measurement locations, which may lead to some
small errors.
8.2 Local εnijk model study
Because of the nature of the problem it seems unlikely that a single value of ε will be
sufficient for all regions of the flow field since different regions of the flow field contain
significantly different flow properties. The local εnijk model was utilized in combination
with a constant ε model for the surface confinement. The same initial condition as in the
previous studies was used. The solution was run for 10,000 time steps and the statistics for
the first 3,000 time steps were discarded to eliminate any transient effects.
As shown in Figure 8.6, the computed forward flow fraction provides a good estimate of
the reattachment length. The forward flow fraction, γ, at x/H = 8.0 was found to be 0.505,
whereas the experimental results indicated a forward flow fraction of γ = 0.5 at x/H = 8.0
for a thin turbulent boundary layer (for completeness a thicker boundary layer the γ = 0.5
criteria was found at x/H = 8.6). This agreement is by far closer than any other LES
computation [116].
Figures 8.7-8.9 show the computed mean profiles compared to the experimental results.
The results show closer agreement than any single globally constant ε results. Again there
is discrepancy seen in the quantitative results, likely caused by the misinterpretation of the




Figure 8.2: Forward fraction, γ, over a back-facing step using a constant ε = 0.1. (a) x/H




Figure 8.3: Forward fraction, γ, over a back-facing step using a constant ε = 0.2. (a) x/H




Figure 8.4: Back-facing step mean velocity profiles using a constant ε model. Profiles given




Figure 8.5: Back-facing step mean velocity profiles using a constant ε model. Profiles given







Figure 8.6: Forward fraction, γ, over a back-facing step using the local εnijk model. (a) x/H
= 2.0 (b) x/H = 4.0 (c) x/H = 6.0 (d) x/H = 6.67 (e) x/H = 7.33 (f) x/H = 8.0 (g) x/H
= 8.67 (h) x/H = 9.33 (i) x/H = 10.0 (j) x/H = 12.0 (k) x/H = 14.0 (l) x/H = 16.0
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an excellent representation of the flow. One region of disagreement is in the near-wall
region of the recirculation bubble. The small height of the bubble and the large variations
in properties in this region make it difficult to compute with the number of grid cells used.
In the region downstream of reattachment, there is poor agreement in the near wall region,
but the trend away from the redeveloping boundary layer is in qualitative agreement with
experiment.
8.3 Conclusion
It has been found that the local εnijk models provides improved results for the case of flow
over a back-facing step. The local εnijk produced excellent agreement in the reattachment
length, far better than traditional RANS or LES studies which typically under-predict the
reattachement length. Qualitatively, the mean streamwise velocity results match the trends
of the experimental data obtained by Westphal, Johnston & Eaton.
Further studies should be conducted to examine how the properties of the separating
boundary layer effect the solution, as experimental results have shown the resulting flow
field to be highly dependent on this. Also, the back-facing step should be studied using
nonuniform Cartesian grids. The nonuniform grid will allow for implementation of the
boundary layer model proposed in Chapter 7. It is expected that this and the increased
resolution, possibly with the use of a stretched grid, will provide improved results in the




Figure 8.7: Back-facing step mean velocity profiles using the local εnijk model. Profiles given




Figure 8.8: Back-facing step mean velocity profiles using the local εnijk model. Profiles given




Figure 8.9: Back-facing step mean velocity profiles using the local εnijk model. Profiles given




A good turbulence model should not introduce any amount of complexity beyond that
which is needed. Through a variety of studies the simplest, constant ε model has been
shown to produce a qualitative representation of a turbulent flow field. When a more
descriptive flow field is needed, dynamic ε models based on energy have been shown to
provide better accuracy. These models come with a small increase in computational costs
and coding complexity. However the results indicate that for some types of flows that it
may be necessary.
Two computational models were developed. These models were applied to the Taylor-
Green vortex and the forced and decaying turbulence for validation. Results for these
two types of flows showed significant increase in accuracy in the representation of energy
over the constant ε model. The constant ε model used in previous studies was found to
incorrectly simulate the breakdown of the Taylor-Green vortex. One concerning result of
the global εn results for the decaying turbulence is the minor build-up of energy at large
wavenumbers at certain times. This is because the single value of εn with the global model
cannot accurately represent all the length scales properly. In the Taylor-Green vortex is
behavior this disguised because the vortical scale have a similar length scale throughout the
evolution process. With the local εnijk model this build-up is not present because the spatial
variations of confinement allow a better representation of the vortical length scales in the
flow.
What has been presented here are two ε models which conserve energy for the Vorticity
Confinement method. These models have been validated for several canonical turbulent
flow problems. This validation is by no means complete, and thus future studies should
investigate the models for other common turbulent flow validation cases. Some of these
cases should include channel flows, free shear flows and cavity flows. Because of their
nature, experimental and DNS results from these flows are reported in a AGARD advisory
report titled “A Selection of Test Cases for the Validation of Large-Eddy Simulations of
Turbulent Flows” [117]. Also, more development into the local model may provide a local
model that does not require a second confinement step.
For the flat plate boundary layer model, future work should investigate the use of non-
uniform Cartesian grids to decrease the computational workload. The basis framework for
the model has been presented and preliminary results indicate significant improvements in
the computed energy deficit over the constant ε model. Work also showed that Vorticity
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Confinement can efficiently compute hairpin vortices shed by a protuberance. The hairpin
vortices are believed to a physical mechanism that helps to maintain turbulence within the
boundary layers.
It should be mentioned that no validation over more complex geometries has been per-
formed. However, because of the nature of the model and the baseline problems studied it
is believed that the presented models will only increase the accuracy over the constant ε
model. The four baseline cases–the Taylor-Green vortex, decay of homogeneous isotropic
turbulence, flat plate boundary layer and flow over a back-facing step–are typical engineer-
ing cases and encompass both a free shear layer and a boundary. Comparing to traditional
RANS and LES methods, which there has been no “universal” model, the Vorticity Con-
finement technique produces better accuracy at a fraction of the computational costs and





[1] J. von Neumann and R. Richtmyer. A method for the numerical calculation of hy-
drodynamic shocks. Journal of Applied Physics, 21:232–237, 1950.
[2] M. V. Melander, J. C. McWilliams, and N. J. Zabusky. Axisymmetrization and
vorticity-gradient intensification of an isolated two-dimensional vortex through fila-
mentation. Journal of Fluid Mechanics, 178:137–159, 1987.
[3] A. Misra and D. I. Pullin. A vortex-based subgrid stress model for large-eddy simu-
lation. Physics of Fluids, 9(8):2443–2454, 1997.
[4] M. Fan, Y. Wenren, W. Dietz, M. Xiao, and J. Steinhoff. Computing blunt body
flows on coarse grids using vorticity confinement. Journal of Fluids Engineering,
124:876–885, 2002.
[5] J. Steinhoff and D. Underhill. Modification of the euler equations for “vorticity con-
finement”: Application to the compuation of interacting vortex rings. Physics of
Fluids, 6:2738–2744, 1994.
[6] J. Steinhoff, W. Dietz, S. Haas, M. Xiao, N. Lynn, and M. Fan. Simulating small scale
features in fluid dynamics and acoustics as nonlinear solitary waves. AIAA 2003-0078,
2003.
[7] D. Wilcox, editor. Turbulence Modeling in CFD. DCW Industries, 1994.
[8] S. Pope. Turbulent Flows. Cambridge University Press, New York, 2000.
[9] T. V. Boussinesq. Theorie des l’ecoulement tourbillant. Mem. pres. par. div. Sav.,
XXIII, 1877.
[10] M. Potter and J. Foss. Fluid Mechanics. Great Lakes Press, 1982.
[11] S. Tavoularis and S. Corrsin. Experiments in nearly homogeneous turbulent shear
flow with a uniform mean temperature gradient. part 1. Journal of Fluid Mechanics,
104:311–347, 1981.
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In this appendix the discretized version of the Vorticity Confinement equations will be
given. These equations were presented in an equivalent partial differential equation form in
Chapter 2. As before, the solution is obtained as part of a multi-step solver. The indices are
given as i, j, k in the x-, y- and z- directions, respectively. Any superscript n is associated
with the time step, and any ′ is associated with the fractional step. The vector ~q is broken
up into the three Cartesian directions as {u, v, w}. This is done to remove difficulty in
writing the equations with multiple subscripts.
































































The second step is the diffusion step needed to stabilize the convection step. It also uses a














































The third step is confinement step. In this step there is some variation depending on which
of the two methods, VC1 or VC2, is chosen. Both methods require the computation of ~ω,
which occurs on a cell-centered position (denoted by the ±1/2 on the indices). Again, the























Then the confinement vector, ~s, is computed following the VC1 or VC2 method. The

























As mentioned above, the vorticity is computed cell-centered, however the gradient of vor-
ticity, n̂, is computed on the grid nodes. The routine begins by computing the cell-centered


























Afterwards, the magnitude of this gradient vector is computed at every grid point by using




















Since the vorticity, ~ω, is defined cell-centered and the gradient direction, n̂ is defined on the
nodes, the vorticity must be interpolated onto the grid nodes to produce the confinement










































The VC2 approach again begins with the vorticity, ~ω, computed cell-centered via Equation








Now the harmonic mean of vorticity, ~Wi,j,k, is also defined cell-centered using the six neigh-















































Note each divide operation has a small positive constant (i.e. 10−8) added to avoid compu-


















The final step is to insure that mass is conserved. A potential, ϕ, is solved for to enforce
mass conservation. A conventional “box” scheme with a staggered grid is used to compute
the divergence of velocity.


















The Poisson solver FishPak is utilized to derive the potential, ϕ, from this equation. The











































In this appendix it will cover the steps of how the pressure function is used to solve for
the conservation of mass. The conservation of mass requires that the velocity field be
divergence-free (solenoidal), i.e.
∇ · ~q n+1 = 0. (II.1)




Now the pressure function, ϕ, must be computed such that the velocity filed satifies this
criteria.
∇ · ~q n+1 = ∇ ·
(
~q ′′′ + ∆t∇ϕ′′′
)
= 0 (II.3)
This leads to the Poisson equation
∇2ϕ′′′ = − 1
∆t
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