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RIPS-SEGEV TORSION-FREE GROUPS WITHOUT THE UNIQUE PRODUCT
PROPERTY
MARKUS STEENBOCK
ABSTRACT. We generalize the graphical small cancellation theory of Gromov to a graphical small
cancellation theory over the free product. We extend Gromov’s small cancellation theorem to the
free product. We explain and generalize Rips-Segev’s construction of torsion-free groups without
the unique product property by viewing these groups as given by graphical small cancellation
presentations over the free product. Our graphical small cancellation theorem then provides first
examples of Gromov hyperbolic groups without the unique product property. We construct un-
countably many non-isomorphic torsion-free groups without the unique product property. We show
that the presentations of generalized Rips-Segev groups are not generic among finite presentations
of groups.
The outstanding Kaplansky zero-divisor conjecture states that the group ring of a torsion-free
group over an integral domain has no zero-divisors [Kap57,Kap70]. The conjecture is still open in
general. Unique product groups (or groups with the unique product property, see Definition p. 18)
are torsion-free groups that satisfy the conjecture [Coh74]. Examples of unique product groups
are abelian and non-abelian free groups, nilpotent groups, and hyperbolic groups which act
with large translation length on a hyperbolic space [Del97]. Answering a question of Passman
[Pas77], Rips and Segev have provided first examples of torsion-free groups without the unique
product property [RS87]. These groups and their Rips-Segev presentations have still not been
systematically investigated.
The conjecture is also known for torsion-free elementary amenable groups [KLM88] as well as
right-angled Artin groups, right-angled Coxeter groups and certain finite and elementary amenable
extensions of such groups [LOS12]. Other examples of torsion-free groups without the unique
product property can be found in [Pro88, Car14].
Our study of Rips-Segev’s groups is motivated by the following two open problems.
• Do Rips-Segev groups satisfy Kaplansky’s zero-divisor conjecture?
• Are unique product groups generic among finitely presented groups?
The second question is due to T. Delzant. We expect a positive answer to both questions.
This would also mean that a generic finitely presented group satisfies Kaplansky’s zero-divisor
conjecture.
Rips and Segev defined their group by taking as relators words that are read on the cycles of a
certain finite connected edge-labeled graph. The graph was designed to encode the non-unique
product relations. On the other hand, to conclude that their groups are torsion-free and without
the unique product property, the authors referred to the small cancellation theory [RS87, p. 123].
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2 MARKUS STEENBOCK
However, the statements they refer to either are not applicable (in fact, their presentations do not
satisfy the classical C(p)–condition for minimal sequences as described in [LS77, Ch. V.8] as
relators have to be of length 4 in a free group) or their proofs are not present in the literature
(the result [LS77, Th. 9.3, Ch. V] is available only in a specific case of the classical metric
C ′(λ)–condition over the free product and not under the C ′(λ)–condition for minimal sequences
as required by the Rips-Segev construction). In particular, contrary to the classical metric small
cancellation conditions, the relators given by Rips-Segev can have long common parts, see our
explanation in Section 2. Although Rips-Segev were the first to use a graphical group presentation,
the small cancellation conditions they consider are not graphical conditions.
We adapt a new viewpoint on the Rips-Segev presentations. Namely, we show that they satisfy
the graphical metric small cancellation condition with respect to the free product length on the
free product of certain torsion-free groups. We prove the following general result, of independent
interest, that can then be applied to the Rips-Segev presentations.
Theorem 1 (cf. Theorems 1.5, 1.6, 1.7). Let G1, . . . , Gn be finitely generated groups. Let Ω be a
family of finite connected graphs edge-labeled by G1∪ . . .∪Gn so that the graphical metric small
cancellation condition with respect to the free product length on the free product G1 ∗ · · · ∗Gn
is satisfied. Let G be the group given by the corresponding graphical presentation, that is, the
quotient of G1 ∗ · · · ∗Gn subject to the relators being the words read on the cycles of Ω.
Then G satisfies a linear isoperimetric inequality with respect to the free product length.
Moreover, G is torsion-free whenever G1, . . . , Gn are torsion-free; G is Gromov hyperbolic
whenever G1, . . . , Gn are Gromov hyperbolic and Ω is finite.
The graph Ω injects into the Cayley graph of G with respect to G1 ∪ . . . ∪Gn.
Our theorem extends to the free product setting Gromov’s graphical small cancellation theorem
which states that presentations with the graphical metric small cancellation condition over a free
group define torsion-free hyperbolic groups [Gro03, Oll06]. Our result also generalizes to the
graphical small cancellation setting a theorem of Pankrat’ev who establishes the hyperbolicity
of the free products of hyperbolic groups subject to relators satisfying the classical metric small
cancellation condition [Pan99].
As a corollary, our theorem provides all details to the Rips-Segev original construction, specifi-
cally, we conclude that the Rips-Segev groups are indeed torsion-free. In addition, this yields the
following new result. Note that the reference to the small cancellation conditions for minimal
sequences (as stated in [RS87, p. 123]) is not sufficient (as it could lead to quadratic Dehn
functions instead of linear ones which characterize hyperbolicity in the case of finitely presented
groups).
Theorem 2 (cf. Theorem 3.2). The Rips-Segev torsion-free groups without the unique product
property are Gromov hyperbolic.
Hyperbolic groups with large translation length have the unique product property [Del97].
Hence, we deduce that the Rips-Segev groups are first examples of torsion-free hyperbolic groups
which possess no action with large translation length on any hyperbolic space.
We also obtain that the Rips-Segev groups satisfy the Kadison-Kaplansky conjecture (stating
that the reduced C∗-algebra of a torsion-free group has no non-trivial idempotents) as, for
torsion-free groups, it follows from the Baum-Connes conjecture, proved for Gromov hyperbolic
groups [Laf98].
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Extending our graphical viewpoint further, we define the generalized Rips-Segev presentations
and construct many new torsion-free groups without the unique product property. Some of our
new groups have infinitely many different pairs of subsets without the unique product property.
It is unknown whether or not there are countably many Rips-Segev groups up to isomorphism.
We show that elementary Nielsen equivalences and conjugation do not induce isomorphisms of
Rips-Segev groups. This allows to produce a huge family of torsion-free groups without the
unique product property.
Theorem 3 (cf. Theorem 4.1). There are uncountably many non-isomorphic torsion-free groups
without the unique product property.
On the other hand, we prove that all currently known finite presentations of torsion-free groups
without the unique product property are not generic among finite presentations of groups with
respect to two different fundamental models of random finitely presented groups.
Theorem 4 (cf. Theorem 4.2). Generalized Rips-Segev presentations of torsion-free non-unique
product groups are not generic in Gromov’s graphical model [Gro03, OW07] of finitely presented
random groups.
Theorem 5 (cf. Theorem 4.3). Generalized Rips-Segev presentations of torsion-free non-unique
product groups are not generic in Arzhantseva-Ol’shanskii’s few relators model [AO96] of finitely
presented random groups.
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1. SMALL CANCELLATION THEORIES OVER THE FREE PRODUCT
We first review essentials of classical small cancellation theory. Then we introduce the graphical
small cancellation conditions over the free product that we use in our approach to the Rips-Segev
groups.
1.1. Classical small cancellation theory over the free product. Let F = G1 ∗ · · · ∗Gd be the
free product. The groups Gi are called factors of F . Each non-trivial element w ∈ F can be
represented as a product w = h1 · · ·hn, where each hi 6= 1 is in one of the factors. If successive
hi and hi+1 are not in the same factor, then h1 · · ·hn is the normal form of w. Each non-trivial
element w ∈ F has a unique representation in normal form. The integer n in such a representation
is the free product length (or the syllable length) of w, denoted by |w|∗. For instance, if gi ∈ Gi,
g2i 6= 1, then |g21|∗ = 1 and |g21g2g−11 |∗ = 3.
Let w ∈ F be non-trivial, w = h1 · · ·hn, and some successive hi and hi+1 are in the same
factor. If hi = h−1i+1, we say hi and hi+1 cancel. If hi 6= h−1i+1, we say hi and hi+1 consolidate
to a = hihi+1 and give w = h1 · · ·hi−1ahi+2 · · ·hn. We call w = h1 · · ·hn weakly reduced if
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there is no cancellation between successive hi and hi+1, consolidations are allowed. We call
w = h1 · · ·hn weakly cyclically reduced if n 6 1 or for each cyclic permutation σ we have
hσ(1) · · ·hσ(n) weakly reduced. Then hσ(1) · · ·hσ(n) is a weakly cyclically reduced conjugate of w.
Given w,w′ ∈ F , we say that the product ww′ is weakly reduced if w = h1 · · ·hn, w′ = h′1 · · ·h′l
such that h1 · · ·hnh′1 · · ·h′l is weakly reduced.
Let R ⊆ F and G := F/〈〈R〉〉 be the quotient of F by the normal subgroup generated by R.
We say R is symmetrized if it contains all weakly cyclically reduced conjugates of r and r−1 for
each r ∈ R. We always assume R is symmetrized as both R and its natural symmetrization define
the same group G.
An element p ∈ F is a piece if for distinct elements r1, r2 ∈ R, we have r1 = pu1, r2 = pu2
for some u1, u2 ∈ F and these products are weakly reduced.
Let 0 < λ < 1. A subset R ⊆ F satisfies the C ′∗(λ)–small cancellation condition over F (or,
briefly, the C ′∗(λ)–condition) if for every piece p we have
|p|∗ < λmin{|r|∗ | r ∈ R}.
Then the group G = F/〈〈R〉〉 is a C ′∗(λ)–small cancellation group (or just a C ′∗(λ)–group).
Let Λ = max{|p|∗ | p is a piece} be the maximal piece length and γ = min{|r|∗ | r ∈ R} be
the minimal relator length. Then the C ′∗(λ)–condition states:
Λ
γ
< λ.
The C ′∗(λ)–condition has a geometric interpretation in the language of van Kampen diagrams.
A diagram D is a finite oriented planar 2-complex with a specified embedding i of D into the
plane. An edge is a 1-cell of D. The set of all edges is denoted by E(D). The boundary ∂D is
the set of edges and vertices on the boundary of i(D) in the plane. A face Π is a (closed) 2-cell
of D. The interior of every face is homeomorphic to the open disc. The number of all faces is
denoted by |D|. We say that a face Π is not simply-connected (in D) if distinct edges or vertices
in ∂Π are identified in D. Otherwise, Π is called simply-connected (in D).
An edge or a vertex of D is called inner if it is not in ∂D. The exterior boundary ∂extΠ of
a face Π is the intersection of ∂Π with ∂D in D. The inner boundary ∂intΠ is the closure of
∂Π− ∂extΠ in D. A face with non-empty exterior boundary is called an exterior face, otherwise
it is called an inner face.
A path p of edges in D is simple if no edge e or its inverse e−1 occurs more than once in p. A
path is a cycle in D if its starting and terminal vertices coincide. A path is an arc in D if all of
its vertices, except possibly the endpoints, have degree 2 in D. An inner segment of D is an arc
made of inner edges. A boundary cycle of a face Π is a cycle of minimal length including all the
edges of ∂Π. A boundary cycle of D is a cycle of minimal length including all the edges of ∂D,
which does not cross itself.
A labeling of D by F is a map ω : E(D)→ F assigning to each edge e ∈ E(D) an element
ω(e) of a factor of F so that ω(e−1) = ω(e)−1. The label ω(p) of a path p = (e1, . . . , en) is the
concatenation ω(e1) · · ·ω(en). The labels of two paths are called equal (in F) if they represent
the same element in F .
If ω : E(D)→ Y ⊆ F for some Y ⊆ F , we say that ω is a labeling by Y . Usually we consider
Y = X unionsqX−1, where X := X1 unionsq . . . unionsqXd and each Xi is a finite set generating the factor Gi of
F . We denote by | . | the word length on F with respect to X .
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Definition. A van Kampen diagram for an element w ∈ F , over a set of relators R ⊆ F, is a
connected and simply-connected diagram D labeled by F such that:
• The label ω(e1) · · ·ω(en) of a boundary cycle e1, . . . , en of D is weakly reduced and
represents w;
• The label ω(e′1) · · ·ω(e′m) of a boundary cycle e′1, . . . , e′m of each face Π in D is weakly
cyclically reduced and represents a relator r ∈ R.
The next result is a variant for the free products of the fundamental van Kampen Lemma.
Lemma 1.1 ([LS77, p. 276, Ch. V.9]). An element w ∈ F belongs to the normal subgroup 〈〈R〉〉
of F generated by R ⊆ F if and only if there exists a van Kampen diagram for w over R.
Let 0 < λ < 1. An arc s in D is said to satisfy the C ′∗(λ)–small cancellation condition over F
if
|ω(s)|∗ < λmin{|r|∗ | r = ω(∂Π),Π is a face in D}.
If all inner segments of D satisfy the C ′∗(λ)–small cancellation condition over F, then D is said to
satisfy the C ′∗(λ)–small cancellation condition over F (or briefly, the C
′
∗(λ)–condition).
An inner segment s in D originates in R if s is in the common boundary of two faces Π1
and Π2 with boundary cycles sp1 and sp2 such that ω(p1) = ω(p2). Van Kampen diagrams
with no originating inner segments are called reduced, see e.g. [LS77, p.241, Ch.V.9]. A face
Π self-intersects along s, if a boundary cycle of Π is q1sq2s−1, where q1 and q2 are distinct
non-trivial cycles in D. In this case, Π is not simply-connected.
The labels of inner segments that do not originate in R represent pieces, cf. [LS77, p.277,
L.9.2, Ch.V.9]. The label of originating inner segments is not controlled by the small cancellation
condition on R. Therefore, a priori, a van Kampen diagram D over R does not satisfy the
C ′∗(λ)–condition. Moreover, D can have not simply-connected faces. If D is minimal, that
is, |D| is minimal among all van Kampen diagrams for w, then the following variant of the
Greendlinger lemma, cf. [LS77, p. 278, Th. 9.3, Ch. V.9], ensures both the C ′∗(λ)–condition and
the simply-connectedness of all faces in D.
Theorem 1.1 (Classical small cancellation lemma). Let 0 < λ 6 1/6. Let D be a labeled simply-
connected diagram with simply-connected faces that satisfies the C ′∗(λ)–small cancellation
condition over the free product.
• If D has more than two faces then there are at least two exterior faces Π such that
|ω(∂extΠ)|∗ > (1− 3λ) |ω(∂Π)|∗,
∂intΠ consists of at most three inner segments, and ∂extΠ is connected.
• The following inequality is satisfied
|ω(∂D)|∗ > (1− 6λ)
∑
Πi is a face in D
|ω(∂Πi)|∗.
• The label of ∂D is at least as long as (with respect to the length function | . |∗) the label of
∂Π, for each face Π in D.
Corollary 1.1 ([LS77, p. 277, proof of L. 9.2, Ch. V]). Let 0 < λ 6 1/6. Let R ⊆ F satisfy the
C ′∗(λ)–condition over F . Then every minimal van Kampen diagram satisfies the C
′
∗(λ)–condition
over F and all its faces are simply-connected.
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In Section 1.3, we extend our proof below to the graphical small cancellation setting.
Proof. We apply Theorem 1.1. Let D be a minimal van Kampen diagram for an element w ∈ F
over R. The faces of D correspond to relators r1, . . . , rn ∈ R. The minimality condition on D
ensures that n is the minimal number such that w can be expressed as a product of conjugates of
relators.
Let s be an inner segment in D that originates in R. We delete s and obtain a new diagram over
R with a face whose labels of the boundary cycles represent the identity in F . Thus, w can be
expressed as a product of conjugates of n− 2 relators. This contradicts to the minimality of n.
Suppose D contains a face Π which self-intersects along an inner segment s in D: a boundary
cycle of Π is q1sq2s−1, where q1 and q2 are distinct non-trivial cycles inD. Take such an innermost
Π: the subdiagrams K1 and K2 of D that fill the cycles q1 and q2 are simply-connected diagrams
and all their faces, besides Π, are simply-connected. Suppose that K1 contains K2. The labels on
all inner segments s′ in the common boundary of Π and K2 represent pieces in R. Theorem 1.1
applies to K2 and yields an inner segment s′′ in the common boundary of Π and K2 whose label
is larger than 1
2
|ω(∂Π)|∗. This is a contradiction. 
A linear isoperimetric inequality with respect to the free product length states that there is a
constant C > 0 such that all minimal van Kampen diagrams D over R satisfy |ω(∂D)|∗ > C|D|.
A linear isoperimetric inequality with respect to the word length metric states that there is a
constant C > 0 such that all minimal van Kampen diagrams D satisfy |ω(∂D)| > C|D|. The
Gromov hyperbolicity of G is known to be equivalent to the linear isoperimetric inequality with
respect to the word length metric.
The second inequality of Theorem 1.1 yields a linear isoperimetric inequality with respect to
the free product length. As | . |∗ 6 | . |, we obtain a linear isoperimetric inequality with respect to
the word length metric. If each factor Gi of F is Gromov hyperbolic, then one obtains the first of
the following well-known small cancellation theorems.
Theorem 1.2. [Pan99] Let G be a C ′∗(1/6)–small cancellation group with relators R over F .
Then G satisfies a linear isoperimetric inequality with respect to | . |∗. If F is the free product of
finitely many Gromov hyperbolic groups and R is finite, then G is Gromov hyperbolic.
The following result is known as the torsion theorem for classical small cancellation groups.
Theorem 1.3. [LS77, p. 281, Th. 10.1, Ch. V.] Let G be a C ′∗(1/8)–small cancellation group
with relators R over F . If F is torsion-free and no relator in R is a proper power, then G is
torsion-free.
For each element r ∈ R, take a path pr labeled by F , whose label is the normal form of r.
Let cr be the relator cycle, a cycle graph obtained from pr by identifying the endpoints. The
following is an easy consequence of the first statement of Theorem 1.1.
Theorem 1.4. Let G be a C ′∗(1/6)–small cancellation group with relators R over F . Then for
each r ∈ R the relator cycle cr injects into the Cayley graph of G with respect to G1 ∪ . . . ∪Gd.
1.2. Graphical small cancellation theory over the free product. Let Ω be an oriented graph
(finite or infinite). It is a 2-complex with no faces, so the above definitions apply to graphs. In
particular, a labeling of Ω by F is a map ω : E(Ω)→ F such that the label ω(e) of every edge e
is in a factor of F and ω(e−1) = ω(e)−1. If ω : E(Ω)→ Y ⊆ F for Y ⊆ F , we say that ω is a
labeling by Y .
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Let Ω be labeled by X unionsqX−1. The labeling of Ω, or the labeled graph Ω itself, is called reduced
(over F) if the label of every non-trivial simple path in Ω represents a non-trivial element in F .
In particular, in a reduced labeled Ω the labels of consecutive edges do not cancel. Therefore,
the label of each non-trivial simple path is weakly reduced and the label of each non-trivial simple
cycle is weakly cyclically reduced.
Definition. Let C denote a set of cycles generating the fundamental group of Ω. Let R ⊆ F
denote the subset of elements represented by the labels of the cycles in C. The quotient group
G(Ω) := F/〈〈R〉〉 is the graphically presented group with relators R over F .
The group G(Ω) does not depend on the choice of C (e.g. we can always assume that C is made
of simple cycles). If Ω is finite we can choose such a finite C. Then G(Ω) is finitely presented
whenever F is a finitely presented group.
Our next aim is to introduce the graphical small cancellation conditions over the free product F .
We start with the notion of a piece, then we focus on non-trivial relations in F .
An immersion of labeled graphs is a locally injective graph morphism which preserves the
labellings. A (graphical) piece in Ω is a labeled path p immersed in Ω such that there is a labeled
path q immersed in Ω, the immersions of p and q are distinct, and the labels satisfy ω(q) = ω(p)
in F .
In our specific applications below, we consider the following two cases.
1. Each factor Gi of F is a free group on Xi and Ω is labeled by X unionsqX−1. The labeling of Ω
is reduced if the word read on two subsequent edges does not cancel to the empty word.
2. F = G1 ∗G2 and the factors G1 and G2 are torsion-free. Let 1 6= a ∈ G1, 1 6= b ∈ G2. A
labeling of Ω by {a±1, b±1} is reduced if the label on two subsequent edges does not cancel to the
empty word.
In both cases, for a labeled path p to be a piece, it suffices that p has at least two distinct
immersions into Ω. In Case 1, our definition of graphical pieces coincides with that given in
[Oll06, p. 76]. In Case 2, the elements a and b generate a free subgroup of G1 ∗G2. Thus, Case 2
is a generalization of Case 1.
We now introduce certain operations on a labeled graph Ω that preserve the group G(Ω). We
say two graphs Ω′, labeled by X ′ unionsqX ′−1, and Ω, labeled by X unionsqX−1, are equivalent (over F), if
one is obtained from the other by means of finitely many combinations of the following three
graph transformations.
1. AO-move over the free product. An arc is a path in Ω all of whose vertices, except possibly
the endpoints, have degree 2. Let p be an arc of n edges in Ω with a weakly reduced label
x
i1
i1
· · · xinin , i1 , . . . , in ∈ {±1}, xi1 , . . . , xin ∈ Xi. Suppose x′j1j1 · · ·x′jmjm , j1 , . . . , jm ∈
{±1}, x′j1 , . . . , x′jm ∈ X ′i, is weakly reduced and x
i1
i1
· · ·xinin = x′j1j1 · · ·x′jmjm in F . Let q be
a labeled path of m edges whose label is x′j1
j1 · · ·x′jmjm . We replace p with q: we identify the
starting vertex of q with the starting vertex of p in Ω, and the terminal vertex of q with the terminal
vertex of p. Then we delete all the edges of p together with all of its vertices, except the endpoints.
2. Reduction over the free product. Let p be a simple path in Ω whose label represents the
identity in F . We identify the starting vertex and the terminal vertex of p and delete the terminal
edge.
3. Deletion. We delete edges incident to vertices of degree 1 together with these vertices.
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If two graphs Ω′ and Ω are equivalent over F , then they define the same group:
G(Ω′) = G(Ω).
The AO-moves over a given group H were first defined and applied by Arzhantseva and
Ol’shanskii in [AO96, p. 351f] to Stallings graphs. If two such graphs are equivalent, then they
define the same subgroup of H [AO96, p. 352, L. 1]. The terminology ‘AO-move’ is due to
[KS05, p. 9, Def. 2.7].
In Case 1, if e1, e2 is a simple path such that ω(e1)ω(e2) cancels to the identity in the free
group, then the Reduction of e1, e2 is known as the folding of e1 and e2.
Definition. The maximal piece length in a labeled graph Ω is defined by
Λ := max{|ω(p)|∗ | p is a piece in a reduced labeled graph Ω′ equivalent to Ω},
and the minimal cycle length in a labeled graph Ω is defined by
γ := min{|ω(c)|∗ | c is a cycle in a reduced labeled graph Ω′ equivalent to Ω}.
Let 0 < λ < 1. A reduced labeling of Ω satisfies the Gr′∗(λ)–graphical small cancellation
condition if
Λ
γ
< λ.
In this case, the group G(Ω) is a Gr′∗(λ)–graphical small cancellation group with relators R over
F .
If F is a free group and we consider our graphical small cancellation condition with respect to
the word length metric on F , then we obtain Gromov’s graphical small cancellation condition
over the free group [Oll06, p.77, Th.1].
We now provide a useful criterion on a reduced labeling of Ω that ensures theGr′∗(λ)–condition.
Proposition 1.1. Let ω be a reduced labeling of Ω and 0 < λ < 1. If for all graphical pieces p
and all non-trivial labeled cycles c in Ω we have that
|ω(p)|∗ + 2
ω(c)
< λ,
then the labeling of Ω satisfies the Gr′∗(λ)–graphical small cancellation condition.
Proof. There are two types of vertices in Ω. At a vertex of first type there are at least two edges
such that their labels are in distinct factors of F . The remaining vertices are vertices of second
type. If p is a path immersed in Ω, the vertices of first type in p have two edges of p whose labels
are in distinct factors. Hence, the starting and the terminal vertex of p are not included in the
vertices of first type in p. Then |ω(p)|∗ − 1 equals the number of vertices of first type in p. If c is
a reduced labeled cycle, then |ω(c)|∗ equals the number of vertices of first type in c. We observe
that vertices of first type in a reduced labeled graph are never identified by applications of the
graph transformations.
Let Ω′ be reduced labeled and equivalent to Ω. The above arguments imply that the minimal
length of the non-trivial cycles in Ω and the minimal length of the non-trivial cycles in Ω′ are
equal.
Let p′ be a path immersed in Ω′ which starts and terminates at vertices of first type. Then p′ has
a preimage p in Ω. The vertices of first type in p are the preimages of the vertices of first type in
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p′. Moreover, the starting and terminal vertex of p are of first type in Ω and the label of p equals
the label of p′.
Now suppose that p′ is a piece in Ω′. Let q′ be a second path whose immersion in Ω′ is distinct
from the immersion of p′ and whose label equals the label of p′. If the starting and terminal
vertices of both p′ and q′ are of first type in Ω′, then there are preimages p and q in Ω as above. The
immersions of p and q are distinct in Ω as vertices of first type cannot be identified by applications
of AO-moves and Reductions. We conclude that p is a piece in Ω. The labels of p and p′ are
equal, so we obtain the required inequality. Let us now consider the case that p′ or q′ does not
start or terminate at vertices of first type. There are three possibilities for such a piece p′. Either
p′ and q′ have no vertex of first type, p′ and q′ have one vertex of first type, or p′ and q′ contain
at least two vertices of first type. In the first two cases, we have that |ω(q)|∗ 6 2. Hence, the
label of p′ is shorter than λγ. In the third case, p′ and q′ have a subpath p˜ and q˜ whose starting
and terminal vertex are of first type in Ω′ and whose labels satisfy ω(p˜) = ω(q˜) in F . We choose
p˜ and q˜ maximal so that there are no subpaths of p′ and q′ whose starting and terminal vertices
are of first type in Ω′ and which contain p˜ or q˜ with the above properties. This implies that
|ω(q′)|∗ 6 |ω(q˜)|∗ + 2. By the above arguments, q˜ < λγ. We conclude that |ω(q)|∗ < λγ. This
completes the proof. 
This criterion is later used to conclude that specific examples of labellings of graphs satisfy the
graphical small cancellation condition over the free product. We proceed by studying van Kampen
diagrams over graphical group presentations. This is the first step in proving our graphical small
cancellation theorem, Theorem 1.
1.3. Van Kampen diagrams. In this section, we study van Kampen diagrams over relators
R ⊆ F given by the labels of cycles of Ω. These van Kampen diagrams are different to those
studied in Section 1.1. Namely, they have new ‘originating’ inner segments that are not controlled
by the small cancellation condition. We ‘delete’ such inner segments to obtain diagrams that
satisfy the C ′∗(λ)–condition.
Let Ω be a reduced labeled graph whose labeling satisfies the Gr′∗(λ)–condition for 0 < λ 6
1/6. Let Ω˜ be the 2-complex obtained by filling all reduced labeled cycles of Ω with a disc. Let
D be a van Kampen diagram over R. Let Π be a face of D. The label on a boundary cycle c of Π
equals in F to a relator r ∈ R. In Ω˜, we find a 2-cell Π′ , called a lift of Π in Ω˜, with a boundary
cycle c′, whose label satisfies ω(c′) = r in F .
The boundary cycle c of Π is equivalent to c′ by graph transformations, in the above terminology.
Namely, there is a reduced labeled graph Ω′ equivalent to Ω such that the lift of Π in Ω˜′ is a copy
of Π with boundary cycle c. In this case, we say that c lifts to Ω˜′ with Π. We say that a subpath p
of c lifts to Ω˜ with Π, if the sequence of graph transformations from Ω′ to Ω fixes the edges of p.
Remark 1.1. The lift of Π in Ω˜ is unique. Indeed, given a second lift in Ω˜, two distinct reduced
labeled cycles in Ω had a label equal to r. This contradicts the graphical small cancellation
condition on Ω.
Definition (cf. [Oll06, p. 81]). Let Π1,Π2 be faces in D and let Ω′ be a graph equivalent to Ω. An
edge e ∈ ∂Π1 ∩ ∂Π2 originates in Ω′ if e lifts with Π1 and Π2 to Ω˜′ and these lifts of e coincide.
An inner segment in D originates, or is an originating segment, if all of its edges originate in
such a graph Ω′.
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The inner segments originating in R as defined on page 5 are included in this definition.
Remark 1.2. Every inner segment that does not originate satisfies the C ′∗(λ)–condition, as every
such inner segment is a piece in a graph Ω′ equivalent to Ω.
Remark 1.3. If an originating segment s in the common boundary of two faces Π1 and Π2 with
boundary cycles sp1 and sp2 originates, then either ω(p1) = ω(p2) in F or ω(p1p−12 ) equals to
the label of a reduced cycle in Ω.
FIGURE 1. Diagrams D,
dashed edges originate.
Note that the label ω(p1p−12 ) is not necessarily in the set R.
Therefore, a minimality argument as in the proof of Corollary 1.1
cannot be directly applied. In particular, Theorem 1.1 cannot be
applied. We provide an extension of Corollary 1.1 to the graphical
setting: Corollary 1.2 below.
A region is a connected subdiagram of D which is defined
inductively as follows. Every face of D is a region. If M
is a region and Π is a face of D, then M ∪ Π is a region
if M and Π have an originating inner segment of D in com-
mon. A region is maximal if it is not contained in a re-
gion with a larger number of faces. Let M be a maximal re-
gion. In Figure 1 the dark-grey diagrams M are not simply-
connected.
Lemma 1.2. Let D be a minimal van Kampen diagram over R as above, let M be a maximal
region.
(1) The label of every boundary cycle of M equals in F to the label of a reduced cycle in Ω.
(2) If M is simply-connected in D, then we can assume that M has a reduced boundary cycle.
Proof. The minimality argument of the proof of Corollary 1.1 implies that every boundary cycle
of M represents a non-trivial element of F . Moreover, for all connected subregions M ′ ⊆M this
argument implies that the label of a boundary cycle of M ′ equals a non-trivial element in F . By
induction, with Remark 1.3 as the base case, we conclude that the label of every boundary cycle
of M equals in F to the label of a non-trivial cycle in Ω. This implies assertion 1.
Let M be simply-connected in D and its boundary cycle, denoted by c, be not reduced.
Assertion 1 implies that c is equivalent to a reduced cycle c′ whose label equals the label of c in
F . The cycle c′ can be obtained by applying Reductions to c as long as possible. We then apply
Deletions. The procedure terminates as c represents a non-trivial element of F by assertion 1.
We now prove assertion 2. We remove the interior of M from D. We obtain a diagram D′.
Either ∂M contains an exterior edge of D or not. In the second case, the boundary of D′ consists
of ∂D and c. Apply the sequence of Reductions that transform c to c′ to the copies of c in the
boundary of M and D′. We denote the resulting diagrams by M ′ and D′′. Then apply Deletions
to both M ′ and D′′. The boundary cycle of M ′ is c′ and the boundary of D′′ consists of ∂D and a
copy of c′. By construction, the inner segments of M originate, |M | = |Π′(M)|, and |D′| = |D′′|.
The diagram M ′ can be glued into D′′ along the copies of c′. We obtain a new van Kampen
diagram D′′′ with boundary word w such that |D| = |D′′′|. In the first case the arguments are
analogous. 
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This amounts to the aforementioned generalization of Corollary 1.1.
Corollary 1.2. Let D be a minimal van Kampen diagram over R as above. Then every maximal
region M is simply-connected (hence, the interior of M is homeomorphic to an open disk).
Proof. We use the notions of the proof of Corollary 1.1 and consider an innermost not simply-
connected region M in D. All maximal regions Mi of K2 are simply-connected by assumption.
This allows to define a diagram K˜2 with faces Mi by deleting the originating edges from K2. By
definition, the faces Mi of K˜2 are simply-connected. The Mi have reduced labeled boundary
cycles by Lemma 1.2. Every face Mi has a lift to a graph Ω and every arc p in K˜2 lifts with a face
Mi to such Ω. Moreover, there is a reduced cycle in Ω whose label equals the label of K2 in D.
As p does not consist of originating edges, we conclude that p is a piece. This implies that K˜2
satisfies the C ′∗(1/6)–condition and all arcs on the boundary of K˜2 are pieces. This contradicts
Theorem 1.1. 
Corollary 1.2 allows to define a diagram D˜ with faces M , by deleting the originating edges
from D. In addition, all faces of D˜ are simply-connected. As no inner segment of D˜ originates,
D˜ satisfies the C ′∗(λ)–condition and we can apply Theorem 1.1 to D˜. The result summarizes as
follows.
Lemma 1.3 (Graphical small cancellation lemma). Let 0 < λ 6 1/6. Let D be a minimal van
Kampen diagram over a Gr′∗(λ)–graphical small cancellation presentation.
• If D˜ has more than two faces then there are at least two exterior faces M in D˜ such that
|ω(∂extM)|∗ > (1− 3λ) |ω(∂M)|∗,
∂intM consists of at most three pieces, and ∂extM is connected.
• The following inequality is satisfied:
|ω(∂D)|∗ > (1− 6λ)
∑
Mi is a face in D˜
|ω(∂Mi)|∗.
• The label of ∂D is at least as long as (with respect to the length function | . |∗) the label of
∂M , for every face M in D˜.
We apply the techniques of this section to show our graphical small cancellation theorem.
1.4. Small cancellation theorems. We now generalize the classical small cancellation theorems,
Theorem 1.2, Theorem 1.3 and Theorem 1.4 to the graphical setting. Our first aim is to show a
linear isoperimetric inequality for all minimal van Kampen diagrams over R given by a labeled
graph Ω with the Gr′∗(1/6)–condition.
Let D be a minimal van Kampen diagram over R and D˜ is obtained from D as above, by
deleting originating edges. Lemma 1.3 yields:
|ω(∂D)|∗ > (1− 6λ)
∑
Mi is a face in D˜
|ω(∂Mi)|∗.
Every face M of D˜ represents a connected and simply-connected region (also denoted by M )
of D all of whose inner edges originate. The label on a boundary cycle c of M is weakly reduced,
represents an element of F , and lifts with M to Ω˜ (or to Ω˜′, for a graph Ω′ equivalent to Ω). As
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all inner segments of M originate, the whole diagram M lifts to Ω˜. Thus, there is an equivalent
diagram M ′ that has an immersion into Ω˜: its boundary cycle is a copy of c and its faces are the
lifts of the faces of M in Ω˜. We have |M | = |M ′|. A combination of the above inequality with
the next lemma yields a linear isoperimetric inequality for D.
Lemma 1.4. Let D′ be a van Kampen diagram that is immersed in Ω˜. Then there is C > 0 such
that
|D′| 6 C|ω(∂D′)|∗.
Proof. We extend the proof of [Oll06, p.81, L.11] for the word length metric to free product
length | . |∗. It suffices to prove the claim for a special choice of R. Denote by diam the diameter
of Ω. Let R be the elements represented by labels of cycles c such that |ω(c)|∗ 6 3 diam. Let D′
be a minimal van Kampen diagram for w over R that is immersed in Ω˜. We prove that |D| 6 3|w|∗
γ
,
where γ = min{|ω(c)|∗ | c is a non-trivial cycle in Ω}.
If |w|∗ 6 2 diam, there is a diagram with one face. If
2 diam 6 |w|∗ 6 (n+ 1) diam,
w is the concatenation of paths w′ and w′′, so that |w′|∗ = 2 diam. There is a path x connecting
the terminal and the starting vertex of w′ such that
|x|∗ 6 |x| 6 diam;
and w.l.o.g. (choose w′ such that |w′′|∗ = |w|∗ − |w′|∗)
|xw′′| 6 |w|∗ − diam 6 n diam .
Observe that |w′x|∗ 6 3 diam. There is a van Kampen diagram for w′x consisting of only one
face. Iterating yields that D′ has at most 1 + |w|∗
diam
faces. Since diam > girth
2
> γ
2
and |w|∗ > γ,
we have |D′| 6 3|w|∗
γ
. 
We now use the linear isoperimetric inequality for D to conclude our first main result.
Theorem 1.5. Let G1, . . . , Gd be finitely generated groups. Let Ω be a family of finite connected
graphs with a reduced labeling by G1 ∪ . . . ∪Gd. Suppose the labeling satisfies the Gr′∗(1/6)–
condition over the free product G1 ∗ · · · ∗ Gd. Let G be the group generated by G1 ∪ . . . ∪ Gd
subject to relators represented by labels of simple cycles generating the fundamental group of Ω.
Let D be a minimal van Kampen diagram over the given presentation of G.
Then D satisfies the linear isoperimetric inequality
|D| 6 C|∂D|∗.
If Ω is finite and G1, . . . , Gd are Gromov hyperbolic, then G is Gromov hyperbolic.
This extends Theorem 1.2 to the free product. The next result extends Theorem 1.3.
Theorem 1.6. Let G1, . . . , Gd be finitely generated torsion-free groups. Let Ω be a family of
finite connected graphs with a reduced labeling by G1 ∪ . . . ∪Gd. Suppose the labeling satisfies
the Gr′∗(1/8)–condition over the free product G1 ∗ · · · ∗ Gd. Let G be the group presented by
G1 ∪ . . . ∪Gd as generators and the elements r ∈ R represented by labels of the cycles of Ω as
relators.
Then G is torsion-free.
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Proof. We extend the proof of [LS77, p. 281f, Th.10.1, Ch.V], which does not apply as their
Lemma [LS77, p. 281, L.10.2, Ch.V] does not hold in the graphical setting.
Let Ω and R as above. The Gr′∗(1/8)–condition implies that there are no proper powers among
relators in R. Let w ∈ F , |w|∗ > 1. Let |z|∗ > 1 be an element of least length among all
conjugates of w in G of order n > 2 in G. (All conjugates have the same order.) Let D be a
minimal van Kampen diagram for zn.
We can assume that the boundary cycles of faces of the corresponding diagram D˜ are neither
proper powers nor concatenations of cycles in Ω. This replaces Lemma [LS77, p. 281, L.10.2,
Ch.V].
Indeed, let M be a face in D˜, and r˜ the label of ∂M . Assume r˜ = am is a weakly reduced
product with m > 2. As all inner edges of M are originating, r˜ equals the label of a cycle c in Ω.
If a is not the label of a simple cycle ca in Ω and c is the concatenation of m copies of ca, then a
and am−1 are pieces. This contradicts the Gr′∗(1/6)-condition. Thus, ca is a simple cycle in Ω.
Then we replace the face M by the m-rose consisting of m-faces each of whose boundary cycles
is a copy of ca that are identified at one common vertex. If r is a concatenation of m cycles ci with
different labels, we replace M by the m-rose consisting of m-faces with boundaries c1, . . . , cm
that are identified at one common vertex. The inner segments in the resulting diagram satisfy the
C ′∗(1/8)–condition and all its faces are simply-connected.
By Lemma 1.3, zn = uz′, where u is a subword of r ∈ R such that |u|∗ > 58 |r|∗. By the above
assumption, r equals the label of a single simple cycle c of Ω. By the minimal length condition
on z, u is not a subword of z. Hence, we have that u = zmt is a weakly reduced product, where
m > 1 and t does not begin with a power of z. Write z = ts. Then r = uv = (ts)mtv.
If m > 1, as c is not a concatenation of cycles, (ts)m−1, (ts), and t are labels of pieces in a
reduced labeled graph Ω′ equivalent to Ω. Then u would be the product of the labels of three
pieces. Thus, |u|∗ < 12 |r|∗, a contradiction.
Hence, r = tstv. If ts = tv, r and z are powers of a common subword. As observed above, this
word would be the label of a piece as c is not a concatenation of smaller cycles. This contradicts
the Gr′∗(1/8)–condition. Thus, t is the label of a piece, and |t|∗ < 1/8 min{|r|∗ | r ∈ R}.
As u = v in G, we have |tv|∗ 6 48 min{|r|∗ | r ∈ R}. As |u|∗ > 58 min{|r|∗ | r ∈ R}, this
contradicts the minimality in the choice of z. 
Finally, we obtain the following generalization of Theorem 1.4.
Theorem 1.7. Let G1, . . . , Gd be finitely generated groups. Let Ω = (Ωl)l be a family of finite
connected graphs with a reduced labeling by G1 ∪ . . . ∪ Gd. Suppose Ω satisfies Gr′∗(1/6)–
condition over the free product G1 ∗ · · · ∗Gd. Let G be the group presented by G1 ∪ . . . ∪Gd as
generators and the elements r ∈ R represented by labels of the cycles of Ω as relators.
Then every graph Ωl of Ω injects in the Cayley graph of G(Ω) with respect to G1 ∪ . . . ∪Gd.
If Ω is labeled by X unionsqX−1, then each graph Ωl of Ω injects into the Cayley graph of G(Ω)
with respect to X unionsqX−1.
Proof. Let Γ := Ωl for some l. Choose two distinct vertices v1 and v2 of Γ. Let p be a non-trivial
simple path in Γ starting at v1 and terminating at v2. Let x be the label of p. As the labeling is
reduced, x represents a non-trivial element of F . We argue by contradiction and assume that
x = 1 in G(Γ); equivalently, the images of v1 and v2 are identified in the Cayley graph of G(Γ).
Let D be a minimal van Kampen diagram for x over R. We assume that D has no inner edges
originating in Γ. Otherwise, we put D := D˜. The diagram D has a distinguished vertex v. This is
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the starting and terminal vertex of its boundary cycle c, whose label is x. The vertex v has two
lifts to Γ, the vertices v1 and v2. We say that c lifts to p in Γ. Observe that c can be obtained from
p by applying the graph transformations: the AO-moves, Reductions, and Deletions. Let us apply
the same sequence of AO-moves and Reductions to the path p in Γ. We then apply Deletions until
no degree-one vertex is left. Let Γ′ be the resulting graph. It is equivalent to Γ. The image of p in
Γ′ is a copy of c with starting vertex v1 and terminal vertex v2.
Therefore, we assume that p is a copy of c in Γ.
We choose p so that the number of faces of D is minimal among all minimal van Kampen
diagrams for elements in F represented by the labels of paths between v1 and v2 in Γ. (Such
labels are not equal in F .) If Π is an exterior face in D let s denote a path in ∂extΠ. If the lift of Π
to Γ˜ is such that the lift of s with Π coincides with the lift of c to p , then Π is called originating
with c.
In D, no face originates with c. If there was such a face Π, we could remove it from D.
Specifically, we remove the interior of the face as well as the path s. If this deletion disconnects
D, then we further delete all faces that are not in the connected component containing v. The
boundary cycle c¯ of the resulting diagram, starting and terminating at v, has a lift to a path p¯ in Γ,
and the labels of p and p¯ are not equal in F . (More specifically, there is a graph Γ′ so that c¯ is a
copy of a path p¯′ in Γ′ starting at v1 and terminating at v2, and p¯ is the preimage in Γ of p¯′.) This
diagram for ω(p¯) has a lesser number of faces, a contradiction to the minimality condition in the
choice of p.
The path p lies on a non-trivial cycle d = pq in Γ. Let z be the label of d and y the label of q so
that z = xy. There is no cancellation between x and y. Let D′ be a copy of the 2-cell of Γ˜ with
boundary cycle d. Recall that p is a copy of c. Let us glue D and D′ along the paths c and p. Let
D′′ be the resulting diagram. The boundary label of D′′ equals y. The image of D′ in D′′ is, as a
face in D′′, not simply-connected as one vertex of its boundary is identified.
As there are no faces in D originating with c, the inner segments s of D′′ in c do not originate.
Otherwise, there is a face Π of D such that the lifts of s with Π and D′ are equal. In particular, Π
originates with c along s, a contradiction. Therefore, D′′ satisfies the C ′∗(1/6)–condition. Lemma
1.3 implies that such a diagram cannot exist. This finishes the proof. 
This theorem gives a new instance of a theorem of Gromov [Gro03, p. 141, S.4.8, see also
p.75, S.1.1]. Our result generalizes Ollivier’s variant of Gromov’s theorem [Oll06, p. 77, Th.1].
Another generalization, under the combinatorial C(6)–small cancellation condition, is given
in [Gru15].
We apply the above theorems to finite and infinite families of labeled reduced graphs that then
define torsion-free groups without the unique product property.
2. RIPS-SEGEV GROUPS REVISITED
Rips-Segev define a group by a graph with directed edges. Every edge of their graph is labeled
by a word in a±1, b±1. The letters a and b freely generate a free group F := 〈a〉 ∗ 〈b〉. Let R
be the infinite set of elements in F that are represented by the labels of all non-trivial cycles in
their graph. Rips-Segev’s group is given by a presentation with generators a, b and relators R.
These relators are chosen to imply the non-unique product property. To conclude that the groups
are torsion-free and indeed without the unique product property, Rips-Segev first affirm that R
satisfies certain classical generalizations of small cancellation conditions. Then they refer to
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classical results such as the Greendlinger lemma [LS77, p. 278, Th. 9.3, Ch. V] and the torsion
theorem [LS77, p. 281 , Th. 10.1, Ch. V].
The purpose of this section is to explain Rips-Segev’s line of argument. This reveals that their
reasoning does not allow to conclude that their groups are torsion-free and without the unique
product property. In particular, the above-cited results are invalid for the small cancellation
conditions used by Rips-Segev. We fill this gap using our graphical small cancellation theory over
the free product. Moreover, we explain that the small cancellation conditions Rips-Segev appeal
to, do not a priori imply that their groups are Gromov hyperbolic.
We first review the classical generalizations of small cancellation theory, see e.g. [LS77, p.
267ff, Ch.V.8].
2.1. Classical generalizations of small cancellation theory. An R-sequence for a word w is a
sequence of relators r1, . . . , rn ∈ R such that w =F
∏n
i=1 uiriu
−1
i , where ui ∈ F and the equality
is in F . An R-sequence r1, . . . , rn for w is called minimal if n is minimal among the R-sequences
for w.
A van Kampen diagram for a word w over R in F is minimal if the number of its faces
is minimal among the van Kampen diagrams for w. A minimal R-sequence r1, . . . , rn for w
corresponds to a minimal van Kampen diagram the boundary cycles of whose faces are labeled
by r1, . . . , rn. Lyndon and Schupp studied minimal van Kampen diagrams to solve the word and
conjugacy problem for the classical C ′(1/6)–small cancellation groups [Lyn66, Sch68]. In their
terminology, minimal van Kampen diagrams are diagrams of minimal R-sequences.
Appel-Schupp subsequently developed the C(4)-T (4)–small cancellation condition for min-
imal sequences [AS72, p.333]. Rips-Segev’s first reference to the small cancellation theory
[RS87, p. 123] points to these conditions. Appel-Schupp’s conditions imply the small cancella-
tion conditions only on minimal van Kampen diagrams (in contrast to all reduced van Kampen
diagrams as in the case of the classical C ′(λ)–condition).
Suppose that the set of relators R satisfies the following conditions.
(1) The relators in R have length 4.
(2) If r1, r2 ∈ R cancel two or more letters, then either r2 = r−11 or r1r2 is in R.
(3) If r1, r2, r3 ∈ R, and there is cancellation in all the products r1r2, r2r3, and r3r1, then
r1r2r3 is a product of at most two elements of R.
If conditions (1)–(3) hold, the corresponding group presentation is said to satisfy the C(4)-T (4)–
small cancellation condition for minimal sequences (or minimal van Kampen diagrams).
Conditions (1) and (2) unify to the C(4)–condition for minimal sequences (or minimal van
Kampen diagrams) over R, which states that every inner face of a minimal van Kampen diagram
has 4 inner segments. Condition (3) is called the T (4)–condition. Note that, as relators have
length 4, the set R is finite whenever the generating set X is finite.
The given geometry of minimal van Kampen diagrams under the C(4)-T (4)–condition allows
to solve the word and the conjugacy problems for groups given by presentations satisfying the
C(4)-T (4)–condition for minimal van Kampen diagrams [LS77, p.271, L.8.4, Ch.V].
Gromov’s hyperbolicity of a finitely presented group is characterized by a linear word problem:
given a finite presentation of the group the minimal van Kampen diagrams over this presentation
have to satisfy a linear isoperimetric inequality (w.r.t. the word length metric). In contrast, a
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group with the C(4)-T (4)–condition for minimal sequences can have a quadratic word problem.
Thus, the C(4)-T (4)–condition is not sufficient to imply that the group is Gromov hyperbolic.
We have seen the classical generalizations of the small cancellation theory as discussed
in [LS77, p. 267, Ch.V.8]. As already mentioned, Rips-Segev do refer to Appel-Schupp’s
conditions for minimal sequences. At the same time, they implicitly further generalize these small
cancellation conditions for minimal sequences. However, this does not complete the arguments as
there are no such conditions explained in their reference [LS77]. We now explain these small
cancellation conditions.
2.2. Rips-Segev’s arguments. In order to conclude that their groups are torsion-free and without
the unique product property, Rips-Segev suggest two independent lines of argument [RS87, p.
123]: They refer to a “C([p/2])–condition for minimal sequences” in [LS77] (p is a large number
depending on the graph which defines their group presentation). Alternatively, they refer to a
“C ′∗(1/[p/2])–condition for minimal sequences over the free product 〈a〉 ∗ 〈b〉” in [LS77]. Both
conditions are not described in [LS77, Ch. V] and they are not defined in Rips-Segev’s paper.
Rips-Segev wish to apply the results of the classical small cancellation theory [LS77]. Rips-
Segev refer to the Greendlinger lemma [LS77, p. 278, Th. 9.3, Ch. V] and the torsion theorem
[LS77, p. 281 , Th. 10.1, Ch. V]. The Greendlinger lemma is indispensable in their argument to
imply the non-unique product property, the torsion theorem is required to imply torsion-freeness.
We now propose definitions for both Rips-Segev’s alternatives. Then we analyze the (non)-
availability of the Greendlinger lemma and the torsion theorem. Our definitions are based on
Rips-Segev’s comment on [RS87, p. 123] and the basic definitions from [LS77]: the C(4)-T (4)–
condition for minimal sequences and the C ′∗(λ)–condition.
We say that R satisfies the C([p/2])–condition for minimal sequences if, in every minimal van
Kampen diagram over R, each inner face has at least [p/2] inner segments. The Greendlinger
lemma is not available under the C([p/2])–condition for minimal sequences. The torsion theorem
[LS77, p. 281 , Th. 10.1, Ch. V] does not apply if we replace the C ′∗(1/8)–condition by the
C([p/2])–condition for minimal sequences (or even by the aforementioned C(4)-T (4)–small
cancellation for minimal sequences). Thus, Rips-Segev’s first reference cannot be used to
conclude.
We say that R satisfies the C ′∗(1/[p/2])–condition for minimal sequences over the free product
if every minimal van Kampen diagram over R satisfies the C ′∗(1/[p/2])–condition (instead of
all reduced van Kampen diagrams as discussed in Section 1.1). The Greendlinger lemma, for
instance, our Theorem 1.1, is then applicable. However, the torsion theorem is not available: the
proof in [LS77, p.281, L.10.2, Ch.V.9] is using pieces; and pieces are not available in the small
cancellation theory for minimal sequences. Hence, this attempt cannot be used to conclude.
2.3. Another small cancellation condition. In view of the above explanations, the small can-
cellation theory for minimal sequences suggested by Rips-Segev has to be replaced. We propose
a new small cancellation condition that has not been investigated in the literature. The idea for
its definition is based on the following generalization of the classical notion of a piece that we
extract from [RS87, p. 117].
Definition. A Rips-Segev piece is an element p ∈ F such that, for distinct r1, r2 ∈ R, r1 = up
and r2 = p−1v are weakly reduced products and uv cancels neither to 1 nor to another relator in
R.
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Definition. Let 0 < λ < 1. A set of relators R satisfies the Rips-Segev-C ′∗(λ)–small cancellation
condition over F , if for every Rips-Segev piece p we have that
|p|∗ < λmin{|r|∗ | r ∈ R}.
In this case, the group G is a Rips-Segev-C ′∗(λ)–small cancellation group over F .
Rips-Segev had considered an infinite set R. The set R has no proper powers and satisfies the
Rips-Segev-C ′∗(1/[p/2])–condition over 〈a〉 ∗ 〈b〉. As explained below, minimal van Kampen
diagrams over R satisfy the C ′∗(1/[p/2])–condition. Hence, R satisfies the above C
′
∗(1/[p/2])–
and C([p/2])–small cancellation conditions for minimal sequences.
Altogether, we feel that the Rips-Segev-C ′∗(λ)–condition is implicitly used in [RS87].
Again, arguments that the classical results [LS77, p. 278, Th. 9.3, p. 281, Th. 10.1, Ch. V]
extend to the Rips-Segev small cancellation are missing. We first discuss the Greendlinger lemma,
then we comment on the torsion theorem.
• Let 0 < λ 6 1/6. As we have observed in Section 1.1, if a minimal van Kampen diagram
D is reduced, the Greendlinger lemma [LS77, p.278, Th. 9.3, Ch. V] is available. By the
proof of [LS77, p.277, L. 9.2(2), Ch. V], D is reduced if if satisfies the C ′∗(λ)–condition,
in the sense of Section 1.1.
We can apply a minimality argument as in the proof of Corollary 1.1 to conclude.
Indeed, if a segment s in the common boundary of two faces Π1 and Π2 with boundary
cycles sp1 and sp2 does not satisfy the C ′∗(λ)–condition in the sense of Section 1.1, then
either ω(p1) = ω(p2) or ω(p1p−12 ) represents a relator in R. We conclude that w can be
expressed as a product of conjugates of less than n relators, contradicting the minimality
assumption.
This implies the Greendlinger lemma for Rips-Segev-C ′∗(λ)–groups.
• The torsion theorem cannot be obtained using Lyndon-Schupp’s arguments. In particular,
Lyndon-Schupp’s proof uses that if r = xma (weakly reduced), m > 1 and r is not a
proper power, then x and xm−1 are pieces [LS77, p.281, L. 10.2, Ch. V]. This is false in
Rips-Segev’s situation.
Moreover, a Rips-Segev-C ′∗(1/6)–group is a priori not Gromov hyperbolic. As explained above,
minimal van Kampen diagrams over an infinite set R satisfy the C ′∗(1/6)–condition. However,
minimal van Kampen diagrams over a finite subset of R do not satisfy the C ′∗(1/6)–condition
as not all inner segments are controlled by the Rips-Segev-C ′∗(1/6)–condition. Hence, under
the Rips-Segev-C ′∗(1/6)–condition, we cannot conclude that Rips-Segev’s group is Gromov
hyperbolic.
In this paper, we close all gaps in Rips-Segev’s arguments using our Gr′∗(1/8)–condition. In
the next section, we explain a new construction using our so-called generalized Rips-Segev graphs.
We then derive conditions on the labellings of such graphs that imply the Gr′∗(1/8)–condition.
We discover that certain reductions of original Rips-Segev graphs are contained in our family of
graphs and their labellings satisfy the Gr′∗(1/8)–condition. Finally, we use our general graphical
small cancellation theorems to conclude.
Remark 2.1. The Rips-Segev-C ′∗(λ)–condition is not designed as a condition on the labeling of
a graph. However, let Ω be a labeled graph with the Gr′∗(λ)–condition and let R ⊆ F be the
infinite set given by the labels of all cycles of Ω. Then R satisfies the Rips-Segev-C ′∗(λ)–small
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cancellation condition. The proof of this claim is similar to the proof of Proposition 1.1. The
converse statement is false.
3. GENERALIZED RIPS-SEGEV GROUPS
Our next aim is the construction of graphical presentations of torsion-free groups without the
unique product property. Let us first give a definition of the unique product property.
Let G be a group and let A and B be nonempty finite subsets of F . The product of A and B is
defined to be the set AB = {xy | x ∈ A, y ∈ B}. If an element z in AB has a unique expression
in G as a product z = xy for x ∈ A and y ∈ B, then A and B are said to have a unique product
in G.
Definition. If for all pairs of nonempty finite subsets A,B of G, the sets A and B have a unique
product in G, then G is said to have the unique product property or to be a unique product group.
In what follows we describe a procedure to construct groups without the unique product
property, that is, admitting at least two nonempty finite subsets which do not have a unique
product in the group.
3.1. Graphs encoding the non-unique product property. In this section we explain how to
construct groups without the unique product property using graphical group presentations. We
first consider an instructive example.
Example 3.1. Let A = {a, ab} and B = {1, b}. The graphical presentation of AB is the
following graph. It can be seen as a subgraph of the Cayley graph of the free group on a and b.
o •b // ob //
a · 1 a · b ab · b
ab · 1
Every vertex in this graph represents a product in AB: The two vertices marked by o represent
unique products in the free group. The vertex marked by • represents products which are not
unique. As a · 1 = a and ab · 1 = ab, for every element x ∈ A there is a vertex v representing
x. Hence, for every product xy in AB, y 6= 1, there is a vertex v representing x, a vertex v′
representing xy and a simple path with label y that starts at v and terminates at v′.
We now identify the vertices o. We obtain the following graph Ω.
•
b
==•
b
}}a · 1
ab · b a · b
ab · 1
In Ω, each vertex represents two different products in AB. The group G(Ω) is given by a
presentation with generators {a, b} and as relators the label on non-trivial cycles of Ω. We view
G(Ω) as the quotient of 〈a〉 ∗ 〈b〉 by the normal closure of {b2}. The subsets A and B do not have
a unique product in G(Ω).
We have therefore constructed a graphical presentation of a group without the unique product
property.
The graph Ω of Example 3.1 was used to encode the non-unique product property for A and B.
Let us now turn to a more general case. Let F denote the free product G1 ∗ . . . ∗ Gd. Our aim is
to extend and formalize the ideas used in Example 3.1. We obtain groups in which more general
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sets A,B ⊂ F , 1 ∈ B, do not have a unique product. Again, we encode the non-unique product
property for A and B in a graph Γ. We start with a graph Θ labeled by F such that each vertex in
Θ represents a product in AB. Moreover, for every product xy in AB, y 6= 1, there is a vertex
v representing x, a vertex v′ representing xy and a simple path with label y that starts at v and
terminates at v′. If v′ represents a product that is unique in F , then we identify v′ with a second
vertex v′′ representing a different product in AB. Like this we produce our graph Γ. Then we
study conditions on Γ that imply that A and B do not have a unique product in the corresponding
group G(Γ). Finally, we show that our constructions of graphs below yield groups without the
unique product property.
3.2. Generalized Rips-Segev graphs. We now describe the construction of graphs encoding
the non-unique product property for specific sets A and B. We first describe the sets A and B and
then construct the corresponding graphs in 4 steps.
From now on let G1 and G2 be torsion-free groups with generating sets X1 and X2, and let
F = G1 ∗G2. Then X := X1 unionsqX2 is a generating set for F . Let 1 6= a ∈ G1 and 1 6= b ∈ G2.
We can always assume that a and b are in X . We now define the sets A and B. Let us first look at
an example.
Example 3.2. Let c be a word on X unionsq X−1 which is weakly reduced and whose terminal
letter does not coincide with a−1, b or b−1, and let C ∈ N. Let vi := cai and wi := caib. Let
A := {v0, . . . , vC−1} and B := {1, a, b, ab}. The product set is given by
AB = {v0, . . . , vC , w0, . . . , wC}.
The products AB have the following graphical presentation Θ.
a //
v0 v1
a //
v2
a //
vC−1
a //
vC
o
o
b
OO
w0
•
•
b
OO
w1
•
•
b
OO
w2
•
•
b
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wC−1
o
o
b
OO
wC
The graph Θ can be seen as a subgraph of the Cayley graph of F with respect to X unionsqX−1.
Every vertex represent a product in AB. The elements v0, w0, vC , wC are products in AB that are
unique in F . Every edge in this graph is directed and labeled by either a or b.
By T , we denote the following subgraph of the Cayley graph of F with respect to X unionsqX−1.
∗ c // a //
v0 v1
a //
v2
a //
vC−1
a //
vC
o
o
b
OO
w0
•
•
b
OO
w1
•
•
b
OO
w2
•
•
b
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wC−1
o
o
b
OO
wC
The additional vertex ∗ represents the identity, and the dashed arrow represents the path whose
label is the word c. For every element x in A there is a vertex v representing x and a simple
path px from ∗ to v that is labeled by x, and for every element 1 6= y ∈ B, there is a vertex v′
representing xy and a simple path py from v to the vertex v′ labeled by y. The concatenation pxpy
is the simple path from ∗ to v′ passing through v that is labeled by z := xy.
Now let us come back to the general case. Let K be a non-zero natural number. For 1 6 i 6 K,
let ci be a weakly reduced word in X unionsqX−1, and let Ci be non-zero numbers in N. Let vil := cial
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and wil = cialb. We denote by A the set
A :=
K⊔
i=1
{vi0, vi1, vi2, . . . , vi(Ci−1)}
and by B the set {1, a, b, ab}. Then the product set
AB =
K⊔
i=1
{vi0, vi1, . . . , viCi , wi0, wi1, . . . , wiCi}.
The number K, the elements ci and the numbers Ci are thought of as of variables. In our explicit
construction below, see Section 3.4, we determine possible values for them.
For each i let Ai := {vi0, vi1, . . . , vi(Ci−1)} and let Θi be the graphical presentation of AiB as
shown in Example 3.2. Let Θ :=
⊔K
i=1 Θi be the disjoint union of K such graphs. Every edge of
this graph is directed and labeled by either a or b. Every vertex in Θ represents a product in AB.
Moreover, for every element x in A there is a vertex v representing x, and for every 1 6= y ∈ B
there is a vertex v′ representing xy and a simple path py from v to the vertex v′ labeled by y.
Let pi be the path whose label is the word ci. Let us denote by T ′ the graph obtained from Θ
and the paths pi by identifying the terminal vertex of pi with vi0 for all 1 6 i 6 K. In T ′ we
identify the starting vertices of the paths pi and denote the resulting tree by T . Let us denote the
image of the starting vertices of the paths pi in T by ∗. Again, for every element x in A there is a
vertex v representing x. In addition, in T there is a simple path px from ∗ to v that is labeled by x,
and for all 1 6= y ∈ B, there is a vertex v′ representing xy and simple path py from v to the vertex
v′ labeled by y. The concatenation pxpy is the simple path from ∗ to v′ passing through v that is
labeled by xy.
We call the subgraph (in Θ or T ) given by the vertices {vi0, vi1, . . . , viCi} and edges {(vi0, vi1),
(vi1, vi2), . . . , (vi(Ci−1), viCi)} the a-line i. For each i there are four vertices of Θi (as a subgraph
in Θ or T ) representing a unique product in F , vi0, viCi , wi0, and wiCi . To produce a graph that
encodes the non-unique product property for A and B we copy the strategy of Example 3.1 and
identify every vertex representing a unique product with a vertex representing a different product.
Starting with Θ, we now construct graphs encoding the non-unique product property for A and
B in 4 steps. In each step of the construction we call the image of the a-line i again a-line i.
(1) For each of the 2n vertices w of the form wi0 and wiCi , we choose a vertex vjI such that
0 6 I 6 Cj and the pairs (j, I) are all different among themselves. We then identify w
and vjI , see Figure 2.
As two distinct vertices w are not identified, the resulting graphs are reduced by
construction. The vertices which have been identified now represent at least two products
of AB. We have possibly identified some vertices wi0 or wiCi with a vertex vj0 or vjCj , cf.
Figure 2.
(2) In a second step, we take care of vertices v of the form vj0 and vjCj which have not been
identified with a vertex w in Step 1. For every such vertex v we choose a vertex wlO, so
that 0 < O < Cl and the index pairs (l, O) are all different among themselves. Then we
identify v and wlO, see Figure 3.
Again, as two distinct vertices v are not identified, the resulting graph is reduced by
construction. In this graph, every vertex represents at least two products in AB. It has
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exactly K a-lines. We assume that the choices have been made so that the resulting graph
is connected. It is easy to see that this is always possible.
(3) We delete all edges of degree one, i.e. all edges with a label by b that have not been glued.
a //
vi0 vi1
a //
vi2
a //
vi(Ci−1)
a //
viCi
o
o
b
OO
wi0
•
•
b
OO
wi1
•
•
b
OO
wi2
•
•
b
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wi(Ci−1)
o
b
nn
wiCi = vjI
a //
vj0 vj1
a //
vj2
a //
vj(Cj−1)
a //
vjCj
o
o
b
OO
wj0
•
•
b
OO
wj1
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wj(Cj−1)
o
o
b
OO
wjCj
a //
vi0 vi1
a //
vi2
a //
vi(Ci−1)
a //
viCi
o
o
b
OO
wi0
•
•
b
OO
wi1
•
•
b
OO
wi2
•
•
b
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wi(Ci−1)
o
b
RR
wiCi = vjCj
a //
vj0 vj1
a // a //
vj(Cj−1)
a //o
o
b
OO
wj0
•
•
b
OO
wj1
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wj(Cj−1)
•
o
b
OO
wjCj
FIGURE 2. Step 1
a //
vl0 vl1
a //
vl2
a //
vl(Cl−1)
a //
vlCl
o
•
b
OO
wl0
•
•
b
OO
wl1
•
•
b
OO
wl2
•
•
b
SS
vlO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wl(Cl−1)
o
•
b
OO
wlCl
a //
wlO = vj0 vj1
a //
vj2
a //
vj(Cj−1)
a //
vjCj
o
•
b
OO
wj0
•
•
b
OO
wj1
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
•
•
b
OO
wj(Cj−1)
o
•
b
OO
wjCj
FIGURE 3. Step 2
Let us denote the resulting graph by Θ′. By construction the labeling of Θ′ is reduced over F .
We refer to a vertex by viP if it is the image of viP of Θ. The a-line i in Θ′ consists of the
vertices {vi0, vi1, . . . , viCi} and edges {(vi0, vi1), (vi1, vi2), . . . , (vi(Ci−1), viCi)}. Each a-line i
has si distinguished vertices viIi1 , . . . , viIisi arising from Step 1, and ti distinguished vertices
viOi1 , . . . , viOiti arising from Step 2. Both si and ti can be zero. Figure 4 shows a typical a-line
in Θ′, Figures 5 and 6 show further examples of a-lines that can be produced using the above
construction.
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Let us denote the tuple (Ii1, . . . , Iisi , Oi1, . . . , Oiti , Ci) by (Ii, Oi, Ci). Then, we denote
(I, O, C) :=
⋃
16i6K
{(i, si, ti, (Ii, Oi, Ci))}.
We call the graph Θ′ constructed above a generalized Rips-Segev graph with coefficients (I, O, C).
These intermediate graphs Θ′ turn out to be useful later on. In a fourth step we now make Θ′ a
graph encoding the non-unique product property for A and B.
(4) For each word ci we take the labeled path pi whose label is the word ci. For all i, we glue
the terminal vertex of the path pi to vi0 in Θ′. We call the graph so obtained Θ′′. In Θ′′
we identify all the starting vertices of the paths ci. The reduction (or folding) of Θ′′ is
denoted by Γ.
We call a graph Γ with a reduced labeling by F , K ∈ N, coefficients (I, O, C) and elements
ci ∈ F constructed above a generalized Rips-Segev graph for A and B.
Figure 7 shows two examples of generalized Rips-Segev graphs.
We note that Γ contains the image of the tree T as a subgraph. More specifically, the tree T is a
maximal spanning tree of Γ. Let us remark that the graph Γ could alternatively be obtained by
applying steps 1, 2, and 3 to the tree T defined above. In the next sections however, we work with
the intermediate graphs Θ′, that we called Rips-Segev graphs for coefficients (I, O, C).
• a //vi0 a // a // •a // viCi
•
•
b
OO
viIi1
vj20
•
•
b
OO
viIi2
vj3Cj3
•
•
b
OO
viOi1
vj8Cj8
•
•
b
OO
viOi2
vj7Cj7
•
b
LL
•
b
RR
j1 j5
•
b
RR •
b
LLj9 j6
FIGURE 4. Typical a-line with s = t = 2.
• a //vi0 a // a // •a // viCi
•
•
b
OO
viIi2
vj3Cj3
•
•
b
OO
viIi3
vj4Cj4
•
b
OO
viOi1
vj8Cj8 •
b
OO
viOi2
vj70
•
b
LL
•
b
RR
j1 j5
•
b
RR •
b
LLj9 j6
FIGURE 5. a-line with Ijl = Ojk for some k, l.
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• a //vi0 = viIi1 a // a // •a // viCi = viIi2
•
b
LL
•
b
RR
v10 v2C2
•
b
RR •
b
LLj4 j3
FIGURE 6. a-line with s = 2, t = 0, Ii1 = 0 and Ii2 = Ci.
a ??
•
b
33
w10 = v23
•
b
hh
w30 = v10
w24 = v12 ??
??
?? •b //w14 = v24
??
• bii
w32 = v20
w20 = v30
??
??
??
•
b
rr
??
•
b
RR
??•
•
b
TT
v32
??
??
•
b
RRw23 = v34
w34 = v14
•
a ??
•
b
//
b
nn
??
??
•?? •b //
??
b
mm
??
??
??
•
??
b
RR
??
??
•??
b
RR
FIGURE 7. Generalized Rips-Segev graphs for A and B, where K = 3, C1 =
C2 = C3 = 4, and c1 = 1, c2 = b−1, and c3 = b−2. Both graphs are results of our
above construction starting with this given data and their labeling is reduced. The
full b-edges are those glued in Step 1 above. The dashed b-edges are those glued
in Step 2 above. On the right-hand side no b-edges are glued in Step 2.
We now discuss conditions to use Γ, as the graph Ω in Examples 3.1, to encode the non-unique
product property for A and B. Indeed, let G(Γ) be the quotient of F by the normal subgroup
generated by the set of labels on the non-trivial cycles of Γ.
Proposition 3.1. Suppose Γ is a generalized Rips-Segev graph for A and B whose labeling
satisfies the Gr′∗(1/6)–condition. Then A and B embed and do not have a unique product in
G(Γ).
The proposition is implied by the following two Lemmas. Denote by ι the quotient map
F → G(Γ).
Lemma 3.1. Let Γ be a generalized Rips-Segev graph for A and B. Suppose that the map ι is
injective when restricted to A and B. Then A and B do not have a unique product in G(Γ).
Proof. By construction Γ contains the image of the tree T . Hence, for every element x ∈ A there
is a vertex v ∈ T such that the simple path px from ∗ to v is labeled by x. For every product
z = xy in AB there is a simple path py from v to a vertex v′ labeled by y. The concatenation
pxpy is a path from ∗ to v′ that is labeled by z = xy. If z is unique in F , then v′ was identified
in Step 1 or 2 with a different vertex v′′ of T . Let p′ be the simple path from ∗ to v′′ in T . By
construction, the label p′ equals a product z′ = x′y′ in AB where x 6= x′ and y 6= y′ in F . The
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concatenation of p and p′−1 is a cycle in Γ, and the label of this cycle equals zz′−1 = xy(x′y′)−1.
As ι is injective when restricted to A and B, x 6= x′ and y 6= y′ in G(Γ). This implies that z is not
a unique product of A and B in G(Γ). 
The following lemma completes the proof of Proposition 3.1.
Lemma 3.2. Let Γ be a generalized Rips-Segev graph for A and B whose labeling satisfies the
Gr′∗(1/6)–condition. Then A and B embed into the group G(Γ).
Proof. By construction, Γ is connected. Let us show that ι is injective when restricted to A:
Suppose that x1 6= x2 ∈ A and ι(x1) = ι(x2) in G(Γ). By construction, there are vertices v1 and
v2 in Γ, v1 6= v2, and paths px1 and px2 from ∗ to v1 and v2 respectively whose labels represent x1,
respectively x2. Let p be the path obtained by concatenating the inverse of the path px1 with px2:
The path p starts at v1 goes back to ∗ along the edges of px1 in reverse order, and then from ∗ to
v2 along px2 .
Let C be the Cayley graph of G with respect to X unionsqX−1. By Theorem 1.7, the graph Γ injects
into C . Hence v1 6= v2 in C , and by consequence the image of p in C is not a cycle. Hence,
ι(x1) 6= ι(x2) in G.
A similar argument can be applied to conclude that ι is injective when restricted to B. 
Under the Gr∗(1/8)–condition, Theorem 1.6 implies that G(Γ) is torsion-free. Theorem 1.5
implies that G(Γ) is Gromov hyperbolic if G1 and G2 are Gromov hyperbolic.
3.3. Graphical small cancellation. The labellings of the graphs shown in Figure 7 do not satisfy
the Gr′∗(1/8)–condition. We now investigate conditions on generalized Rips-Segev graphs Γ that
ensure this condition.
Let us start with a remark. Consider a generalized Rips-Segev graph Θ′ for coefficients
(I, O, C). We specify ci to be the label of one of the shortest paths connecting v10 and vi0 in Θ′.
This specifies a set A. Observe that the corresponding generalized Rips-Segev graph Γ for this
set A and the set B equals the graph Θ′, see Figure 7 for illustration. From now we choose ci as
above and assume that Γ is a generalized Rips-Segev graph with coefficients (I, O, C).
We distinguish two types of directed edges in Γ :
• a-edges, that is positively oriented edges labeled a
• b-edges, that is positively oriented edges labeled b.
Every b-edge is by construction an edge (viP , vjQ) where i 6= j, 1 6 i, j 6 K, P ∈ {0, Oi1, . . . , Oiti , Ci},
and Q ∈ {Ij1, . . . , Ijsj}.
Definition. The underlying graph of Γ is the following graph denoted by ΦΓ.
The vertex set of ΦΓ is the set of a-lines in Γ. We denote these vertices by {1, 2, 3, . . . , K}, so
that vertex i represents the a-line i.
The edges of ΦΓ are in one-one correspondence with the b-edges of Γ: For every b-edge
(viP , vjQ), there is a single directed edge (i, j) in ΦΓ . Conversely, for every edge e = (i, j) in ΦΓ
there is a unique number Pe ∈ {0, Oi1, . . . , Oiti , Ci} and a unique number Qe ∈ {Ij1, . . . , Ijsj}
such that (viPe , vjQe) is a b-edge in Γ.
If (viP , vjQ) is a b-edge in Γ, then we label the corresponding edge (i, j) in ΦΓ by aP ba−Q.
We now describe a reverse construction.
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Definition. We refer to the following reduction procedure as of {a, b}–reduction of a graph Φ
whose edges are labeled by words of the type aP ba−Q, P,Q ∈ N. Suppose that the edge (i, j)
is labeled by aPiba−Qj . We replace the edge (i, j) by a path p of Pi + Qj + 1 edges in same
orientation as (i, j). Then we label the first Pi edges by a, the (Pi + 1)-th edge by b and the
remaining Qj edges by a−1 so that the label on p is the word aPiba−Qj . We denote by Φ′ the
graph obtained by applying this procedure to all edges of Φ. Finally, we reduce (or fold) the
graph Φ′ and obtain a reduced graph Φ′′ labeled by {a±1, b±1}. The reduced graph Φ′′ is the
{a, b}–reduction of Φ.
The following proposition is immediate.
Proposition 3.2. The {a, b}–reduction of ΦΓ coincides with the generalized Rips-Segev graph Γ.
Let us analyze (I, O, C) and ΦΓ to imply the Gr′∗(1/8)–condition on the labeling of Γ.
We employ the following two assumptions. Firstly, we assume for simplicity that ti = si = 2
for all a-lines i, and write
(Ii, Oi, Ci) = (Ii1, Ii2, Oi1, Oi2, Ci).
Secondly, we assume that (I, O, C) satisfies the following Rips-Segev condition.
Definition. A set of coefficients (I, O, C) satisfies the Rips-Segev condition if the numbers in the
list
I11, . . . , Ii1,Ii2, Oi1, Oi2, Ci, |Ci −Oi2|, |Ci −Oi1|, |Ci − Ii2|, |Ci − Ii1|,
|Oi2 −Oi1|, |Oi2 − Ii2|, |Oi2 − Ii1|, |Oi1 − Ii2|, |Oi1 − Ii2|, |Ii2 − Ii1|, . . .
are all non-zero and pairwise distinct.
For an (infinite) set of tuples (Ii, Oi, Ci) that satisfy such conditions see Example 3.3 below.
The first condition above implies that the degree of the vertices of the underlying graph equals
8. The numbers in the Rips-Segev condition are all distances (in the edge-distance) between
pairs of the vertices vi0, viIij , viOik and viCi on an a-line. The Rips-Segev condition then states,
in other words, that all distances on the a-lines between pairs of those distinguished vertices are
distinct among each other. These vertices are the starting or terminal vertices of the b-edges. The
following remarks follow immediately from the construction.
Remark 3.1. Let bε1aP bε2 , εl = ±1, P ∈ Z, be represented by the label of a simple path in Γ. If P
is non-zero, then P is one of the numbers in the Rips-Segev condition. The Rips-Segev condition
then implies that P is distinct among all non-zero exponents of a in such labels of simple paths.
Remark 3.2. If bε1aP b2ε2 , respectively b2ε1aP bε2 , is represented by the label of a simple path in Γ,
the Rips-Segev condition implies that P is non-zero.
As a consequence of Remark 3.1 , for all P 6= 0, εl = ±1, no graphical piece in Γ contains
subpath whose label is equal to bε1aP bε2 .
Lemma 3.3. Under the Rips-Segev condition, for all graphical pieces p in Γ, we have that
|ω(p)|∗ 6 3.
We estimate the minimal cycle length γ(Γ) := min{|ω(c)|∗ | c is a non-trivial cycle in Γ}. We
estimate γ(Γ) in terms of the minimal number of b-edges on non-trivial cycles in Γ. Therefore,
we estimate γ(Γ) using the underlying graph of Γ.
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Lemma 3.4. Under the Rips-Segev condition, we have that γ(Γ) > girth(ΦΓ).
The girth denotes the minimal number of edges in the cycles of a graph.
Proof. Let g := girth(ΦΓ). Let
w = aP0bε0aP1bε1aP2 . . . aPl−1bεl−1 , Pi ∈ Z ∪ {0}, εi = ±1, 0 6 i < l
be the label of a simple cycle in Γ. Remark 3.2 implies: For all 1 6 i < l, if Pi = 0, then
Pi−1 6= 0 and Pi+1 6= 0 . If P0 = 0, then P1 6= 0 and Pl−1 6= 0. Hence, the label of a non-trivial
cycle in Γ is of minimal free product length if it is representing
w = aP0b2ε0aP1b2ε1aP2 . . . aPkb2εk if l is even and k := l/2, and
w = aP0b2ε0aP1b2ε1aP2 . . . aPk−1b2εk−1aPkbεk if l is odd and k := bl/2c+ 1.
By construction, εi = ±1, and by the Rips-Segev condition all the exponents Pj , 0 6 j 6 k, of w
are non-zero. In both cases, we have that |w|∗ = 2k + 2 > l + 2. Note that the non-trivial cycles
in Γ are in one-one correspondence with the cycles in ΦΓ. In particular, a non-trivial cycle in
Γ contains at least g distinct b-edges. Hence, set l = g − 2. We now conclude that a label of a
non-trivial cycle in Γ has length at least g. This proves the claim. 
Using the criterion described in Proposition 1.1, we obtain the following.
Corollary 3.1. A generalized Rips-Segev graph with coefficients (I, O, C) satisfying the Rips-
Segev condition and with underlying graph of girth 41 satisfies the Gr∗(1/8)–condition.
The groups defined by such graphs are torsion-free and without the unique product property.
We comment on the existence of such generalized Rips-Segev graphs in the next section.
3.4. Explicit constructions. In this section, we label a specific graph with large girth by words
in a±1 and b±1 such that the {a, b}–reduction of this graph is a generalized Rips-Segev graph Γ.
Then we combine such graphs to obtain new families of graphs that define torsion-free groups
without the unique product property. We work with the following explicit coefficients.
Example 3.3. The following coefficients satisfy the Rips-Segev condition.
j Ij1 Ij2 Oj1 Oj2 Cj
1 10 100 1000 10000 105
2 106 107 108 109 1010
. . . . . . . . . . . . . . . . . .
i 105i−4 105i−3 105i−2 105i−1 105i
. . . . . . . . . . . . . . . . . .
Other more technical such examples are explained in [RS87, p. 125f]. Choosing an injective
map ϕ : {1, . . . , n} → N, we obtain a set of coefficients (I, O, C) by setting (Ii1, Ii2, Oi1, Oi2, Ci)
the ϕ(i)-th line in Example 3.3. Using such coefficients it is clear that we can construct Γ to
satisfy Lemma 3.3 above. The purpose of the remaining section is to ensure the large girth
assumption of Corollary 3.1.
Lemma 3.5. For all natural numbers n > 1, there are finite connected graphs with vertex degree
2n which have arbitrarily large girth.
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FIGURE 8. Local picture of an underlying graph at the vertex 1, cf. [RS87, Figure
p.119]
Proof. Let B the set of elements in the free group on n generators that are at distance at most r
from the identity in the Cayley graph of free group. As the free group is residually finite, there
is a normal finite index subgroup N in the free group, so that B ∩N is the identity. Moreover,
the free group on n generators is the fundamental group of a bouquet of n circles. The covering
space of a bouquet of n circles corresponding to N is 2n-regular and has girth at least 2r. 
The lemma gives a graph Φ with vertex degree 8 and girth(Φ) > 41. We enumerate the vertices
of Φ by 1, 2, . . . , n. Our Φ is a covering space of the bouquet of 4 circles with positive orientation
labeled by x1, x2, x3, x4. Hence, for every vertex i of Φ there are four vertices denoted by lij ,
1 ≤ j ≤ 4, and four directed edges xij := (lij, i) labeled by xj . For every vertex i there are four
vertices denoted by kij , 1 ≤ j ≤ 4, and four directed edges yij := (i, kij) labeled by xj . We have
that yij = xkijj , cf. Figure 8.
We relabel Φ by words in a±1 and b±1 as follows. For all i we set L(xi1) = ba−Ii1 , L(xi2) =
aCli2 ba−Ii2 , L(yi3) = aOi1ba−Cki3 and L(yi4) = aOi2b. As yij = xkijj and xij = yliji, this yields a
new labeling of Φ. Figure 8 shows the local picture of a graph Φ labeled with respect to suitable
coefficients (I, O, C). The original graphs used by Rips-Segev are such graphs Φ.
By construction we now have the following observation.
Proposition 3.3. The {a, b}–reduction of Φ labeled L is a generalized Rips-Segev graph with
coefficients (I, O, C) and underlying graph Φ.
Hence, we obtain first explicit examples of generalized Rips-Segev graphs Γ that satisfy, by
Corollary 3.1 the Gr′∗(1/8)–condition. We have infinitely many such Γ with different coefficients
(I, O, C).
The construction of underlying graphs Φ we have explained in this Section can further be
extended, and gives more examples of generalized Rips-Segev graphs:
• First, we can allow other and non-uniform values for si and ti. This corresponds to graphs
Φ with non-uniform vertex degree. The Rips-Segev condition then states that all distances
between all pairs of the distinguished vertices vi0, viIij , viOik and viCi on the a-lines are
distinct among each other. Examples of such coefficients clearly exist: one can reorder
the numbers used in Example 3.3. Graphs Γ with such coefficients have untypical a-lines,
see for example Figures 5 and 6. We still have that Λ(Γ) 6 3.
Clearly, it follows from our proof that graphs Φ with non-uniform vertex degree and
arbitrary large girth are available. Similar to our above explanation, such graphs can be
labeled by words in a±1, b±1 so that the {a, b}–reduction yields graphs Γ with possibly
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untypical a-lines. As before, if ΦΓ has girth larger than 41, the labeling of Γ satisfies the
Gr′∗(1/8)–condition.
• Let M be a non-zero natural number. Let us allow M of the numbers in the Rips-Segev
condition to be equal. Then the maximal piece length in a corresponding Γ is bounded
by 2M + 3. Given a more technical large girth assumption, stating that the girth of
Φ is ‘large with respect to M ’, we can conclude that the labeling of Γ satisfies the
Gr′∗(1/8)–condition.
• If F = G1 ∗ · · · ∗ Gd, d > 2 and all Gi are torsion-free, choose 1 6= a ∈ G1 and
1 6= bi−1 ∈ Gi. Let A be given as above and let B := {1, a, b1, . . . , bd−1, ab1, . . . , abd−1}.
We can then extend our constructions to such sets A and B and produce more generalized
Rips-Segev graphs.
3.5. Finite and infinite families of generalized Rips-Segev graphs. Let (Γl)l be a (possibly
infinite) family of generalized Rips-Segev graphs for sets Al, Bl and let
−→
Γ :=
⊔
l Γl. If the
labeling of
−→
Γ satisfies the Gr′∗(1/8)–condition, a corresponding group presentation is called
generalized Rips-Segev presentation. The proof of Proposition 3.1 applies to such an infinite
family of graphs so that each pair Al, Bl does not have a unique product in G(
⊔
l Γl). In analogy
with Section 3.3 we now describe conditions on the family (Γl)l that are sufficient to conclude.
Section 3.4 can then be used to give explicit examples of such families.
Each generalized Rips-Segev graph Γl has Kl-many a-lines and coefficients denoted by
(I, O, C)l =
⋃
16il6Kl(il, sil , til , (Iil , Oil , Cil)). Set jl := il + K1 + . . . + Kl−1 and let us
enumerate all the a-lines in
−→
Γ so that the image of the il-th a-line of Γl is the jl-th a-line of
−→
Γ .
In addition, we replace each il in (il, sil , til , (Iil , Oil , Cil)) by jl. We get
−−−−−→
(I, O, C) =
−→⋃
l
(I, O, C)l :=
⋃
l
⋃
16il6Kl
(jl, sjl , tjl , (Ijl , Ojl , Cjl)),
the set of coefficients associated to (Γl)l.
The Rips-Segev condition of Section 3.3 applies to such finite or infinite
−−−−−→
(I, O, C). Under the
Rips-Segev condition on
−−−−−→
(I, O, C), Lemma 3.3 and Lemma 3.4 generalize as follows.
Lemma 3.6. Under the Rips-Segev condition, for all graphical pieces p in
−→
Γ , we have that
|ω(p)|∗ 6 3.
Lemma 3.7. Under the Rips-Segev condition, we have that γ(
−→
Γ ) > minl{girth(ΦΓl) + 2}.
We conclude the analogue for families of Corollary 3.1. Example 3.3 gives uncountably
many infinite sets of tuples with the Rips-Segev condition (there are uncountably many maps
ϕ : N → N). Using these sets of tuples, our constructions give uncountably many families
(Γl)l such that
−−−−−→
(I, O, C) satisfies the Rips-Segev condition. Section 3.4 can be used to construct
such (Γl)l with girth(ΦΓl) > 41 for each l, so that
−→
Γ satisfies the Gr′∗(1/8)–condition. Let us
summarize the content of this section:
Theorem 3.1. There are uncountably many generalized Rips-Segev presentations. The corre-
sponding groups are torsion-free and without the unique product property. If G1, . . . , Gd are
Gromov hyperbolic and the presentation is finite, then the corresponding groups are Gromov
hyperbolic.
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We have obtained the first examples of Gromov hyperbolic groups without the unique product
property. We further study the, possibly infinite, generalized Rips-Segev presentations in Sec-
tion 4.1 below. Let us conclude this section with some conclusion on the original Rips-Segev
construction.
3.6. Rips-Segev groups revisited. As mentioned above, Rips-Segev defined their graphical
group presentations using graphs Φ. We have explained a variant of their construction of such
graphs. The coefficients used by Rips-Segev in their original construction satisfy our Rips-Segev
condition, and the {a, b}–reduction of original Rips-Segev’s Φ are generalized Rips-Segev graphs,
denoted by ΓΦ. Our arguments show that ΓΦ satisfies the Gr′∗(1/8)–condition. Rips-Segev’s
original groups coincide with the groups G(ΓΦ). We conclude that Rips-Segev’s original groups
[RS87] are indeed torsion-free, and we provided a full proof of this fact. In addition, we showed
that A and B inject in G(Γφ. This completes the proof of the claim in [RS87, p. 117]. Moreover,
we have the following new result.
Theorem 3.2. Rips-Segev’s original groups [RS87] are non-elementary hyperbolic.
In contrast, all the other known examples of the non-unique product groups are not hyperbolic,
see [Pro88, Car14]. Finally, let us emphasize, again, that our generalized Rips-Segev graphs allow
to study more presentations of groups without the unique product property. In fact, we have the
following.
Remark 3.3. The class of our generalized Rips-Segev graphs is the most general in the following
sense. Suppose our sets A and B embed in a group G such that A and B do not have a unique
product in G, then there is a generalized Rips-Segev graph Γ for A and B, and a presentation of
G including relators represented by the labels on the cycles of Γ.
This remark is of importance as such presentations are not generic. We show this in the next
section.
4. THE SIZE OF THE CLASS OF GENERALIZED RIPS-SEGEV GROUPS
We are interested in the size of the class of generalized Rips-Segev groups. In most generality,
we ask whether or not two non-equivalent and non-isomorphic Rips-Segev graphs define isomor-
phic groups. The answer to this problem is unknown. We give a partial answer. In particular, we
give a family of groups that are non-isomorphic as marked groups. We use this to construct an
uncountable family of torsion-free groups without the unique product property. Then we show
that finite generalized Rips-Segev presentations are not generic in the fundamental models of
random finitely presented groups.
4.1. The number of generalized Rips-Segev groups. We apply Lemma 1.3 to groups given by
generalized Rips-Segev presentations defined over a suitable family of generalized Rips-Segev
graphs.
Let Γ and Γ′ denote generalized Rips-Segev graphs whose labeling satisfies the Gr′∗(1/8)–
condition. Let D be a minimal van Kampen diagram over R given by Γ. We will assume that D
has non originating edges. Otherwise, we replace D with our diagram D˜.
Lemma 4.1. In D, there is at least one exterior face Π with the following property. There is a
non-zero number P such that bε1aP bε2 is represented by the label of a simple path in ∂extΠ.
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Proof. By construction, there are pieces of length 3: the labels of these pieces represent the
element given as aP0bεaP1 in normal form. Hence, the minimal cycle length γ > 18. If D has
more than one face, one exterior face Π satisfies |∂extΠ|∗ > |∂Π|∗2 by Lemma 1.3. If |∂intΠ|∗ > 6,
then, by the above inequality, we have |∂extΠ|∗ > 4. This implies our claim in this case. If
|∂intΠ|∗ < 6, as γ > 18 we have that |∂extΠ|∗ > 12. Hence, the claim holds. 
Proposition 4.1. Let Γ and Γ′ be two generalized Rips-Segev graphs with coefficients (I, O, C)
and (I ′, O′, C ′) such that (I, O, C)
−→⋃
(I ′, O′, C ′) (as defined in Section 3.5) satisfies the Rips-
Segev condition. Then the identity map a 7→ a, b 7→ b, does not induce an isomorphism between
G(Γ) and G(Γ′).
In other words, the groups G(Γ) and G(Γ′) are not isomorphic as marked groups.
Proof. Let us assume that the identity induces an isomorphism G(Γ)→ G(Γ′). Let
r = aP0bε1aP1bε2 · · · aPl−1bεl
be represented by the label of a simple cycle of Γ. Let D be a minimal van-Kampen diagram for r
over the relators of G(Γ′). Then D has more than one face, otherwise r can be represented by the
label of a cycle of Γ′, a contradiction. The non-zero number Q given by the above lemma equals
to an exponent Pi in the representation of r. Remark 3.1 implies that both Q and Pi are among
the numbers in the Rips-Segev condition. This is a contradiction to the choice of Γ and Γ′. 
We can easily extend the above argument to prove the following observation.
Remark 4.1. Let Γ and Γ′ be as in Proposition 4.1 above. In addition, suppose the numbers in the
Rips-Segev condition do not differ by ±1, and do not equal to 1 or 2.
• Single elementary Nielsen equivalences do not induce isomorphisms of G(Γ) and G(Γ′).
• If no number in the Rips-Segev condition on (I, O, C) is a multiple of a number in the
Rips-Segev condition on (I ′, O′, C ′), then the map a 7→ baP b−1, b 7→ b is no isomorphism
of G(Γ) and G(Γ′) for any P ∈ Z.
Let G = F/〈〈R〉〉 and W ⊆ R. The non-unique product property of A and B in G is a
consequence of W if all words u := xy(x′y′)−1, x, x′ ∈ A, y, y′ ∈ B are in the normal closure of
W in F .
Corollary 4.1. Let (Γl)l be a family of generalized Rips-Segev graphs for Al and Bl. Under the
Rips-Segev condition on
−−−−−→
(I, O, C), for all j, the non-unique product property of Aj and Bj is not
a consequence of the relators representing the labels of the cycles of
⊔
l,l 6=j Γl.
This follows from Lemma 4.1 as in the proof of Proposition 4.1.
Theorem 4.1. There are uncountably many non-isomorphic torsion-free groups without the
unique product property.
Such a countable family has recently been constructed (in a quite technical way) in [Car14]
via the Passman-Promislow example of a torsion-free group without the unique product property
[Pro88].
Proof. We adapt a standard argument. Let (Γl)l∈Z be an infinite family of generalized Rips-Segev
graphs such that the labeling of
−→
Γ :=
⊔
l Γl satisfies the Gr
′
∗(1/8)–condition. The corresponding
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FIGURE 9. w = aP0bεaP1bεaP2 . . . aPk−1bεaPk
group G (Ω) is torsion-free and without the unique product property. For every subset I ⊆ Z, we
let
−→
Γ I :=
⊔
i∈I Γi. The groups GI := G(
−→
Γ I) are torsion-free and without the unique product
property. Taking into account Proposition 4.1 and its proof , we obtain uncountably many groups
GI that are pairwise non-isomorphic as marked groups. As a finitely generated group has only
countably many pairs of generators, there are uncountably many non-isomorphic GI . 
An interesting open question is whether or not there are infinitely many non-isomorphic finitely
presented Rips-Segev groups. In the next section, we show that the class of finitely presented
Rips-Segev groups is small when considered within certain models of random finitely presented
groups.
4.2. Genericity and generalized Rips-Segev presentations. The following lemma is useful to
prove that the class of finitely presented Rips-Segev groups is not generic in the Gromov graphical
model as well as in the Arzhantseva-Ol’shanskii few relator model of random finitely presented
groups.
Lemma 4.2. A generalized Rips-Segev graph with underlying graph of girth g has a reduced
path with label
aP0bεaP1bεaP2 . . . aPg−1bεaPg ,
where ε = ±1 and Pi 6= 0 for all 0 < i < g.
Proof. We indicate how to find such a path. Start at vi0 or viCi . Follow the b-edge pointing from
the a-line i to the vertex vj,O (or possibly vj0, vjCj ). Then go along the a-line j towards an (the
other) end of j. We reach the a-line l at vlO (or possibly vl0, vlCl). Then go to an (the other) end
vl0, vlCl . As the girth of the underlying graph is g, we can go along at least g b-edges before
coming back to the a-line i. 
If ∆ is a graph, then let ∆j denote the j-subdivision of ∆. This is the graph obtained by
replacing each edge of ∆ with j edges.
Theorem 4.2. Generalized Rips-Segev presentations are not generic in Gromov’s graphical
model [Gro03, OW07] of finitely presented random groups:
For any v ∈ N and for any C > 1, there exists an integer j0 such that for any j > j0, for any
family of graphs ∆ = (∆i) of girth δ = (δi) satisfying the conditions
(1) Each vertex of ∆ is of valency at most v;
(2) diam(∆i) 6 Cδi for all i,
with probability tending to 1 with exponential asymptotics as δ → ∞, the folded graph ∆j
obtained by a random labeling of ∆j contains no generalized Rips-Segev graph as a subgraph.
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Proof. For any small β > 0, there is a number j0 such that, for all j > j0, the girth of the folded
graph ∆j is at least δ¯ = (η−β)δ(∆). Here 0 < η < 1 is the gross cogrowth of a finitely generated
free group [OW07, Proposition 7.8].1
We show that the folded graph ∆j obtained by a random labeling of ∆j contains no generalized
Rips-Segev graph with exponential asymptotics as δ → ∞. As usual, we denote by ∆ also a
member of the family (∆i). If ∆j contains a generalized Rips-Segev graph, by Lemma 4.2 there
is a path p of length δ¯ in ∆j , bearing a word of type
w = aP0bεaP1bεaP2 . . . aPk−1bεaPk ,
where ε = ±1 and Pi 6= 0 for all 0 < i < k, see Figure 9.
We have to estimate the number of such paths in ∆j .
First, we show that the number of the words w read on a path of length δ¯ is at most 2δ¯+2. In
fact, there are 2 possibilities for ε. There are at most
∑δ¯/2
k=0
(
δ¯
k
)
possibilities for the vertices o in
between b and a. Such a choice determines the lengths of the dotted a-paths. For every vertex o
we have to choose an orientation for a. This gives at most
2
δ¯/2∑
k=0
(
δ¯
k
)
2k 6 2 · 2δ¯/2 ·
δ¯/2∑
k=0
(
δ¯
k
)
6 2 · 2δ¯+1
possibilities for w read on a path of length δ¯ in ∆j .
Our path is the folding of a path of length at least δ¯ = (η − β)δj in ∆j . The number of paths
of length > (η − β)δj in ∆j is at most Cδj2vCδ+Cδ. Thus there are at most Cδj2vCδ+Cδ2δ¯+2
possibilities for the occurrence of an above path p in ∆j .
The number of reduced words of length δ¯ = (η − β)δj is at least 3(η−β)δj . Thus the probability
that a randomly labeled graph ∆j is a generalized Rips-Segev graph is bounded by
Cδj2v2Cδ
2(η−β)δj
3(η−β)δj
.
We choose j so large that v2C
(
2
3
)j
< 1. As δ → ∞, the probability that ∆ is a generalized
Rips-Segev graph tends to zero with exponential asymptotics. 
Theorem 4.3. Generalized Rips-Segev presentations are not generic in Arzhantseva-Ol’shanskii’s
few-relator model [AO96] of finitely presented random groups:
For all n ∈ N, the probability that a randomly chosen group presentation among all group
presentations
〈a, b | r1, . . . , rn〉, where ri is a cyclically reduced word in a, b and |ri| 6 t,
is a generalized Rips-Segev presentation tends to zero with exponential asymptotics as t→∞.
Proof. We show that the number of words of type
w = aP0bεaP1bεaP2 . . . aPk−1bεaPk ,
1Note however that we consider a “two generator model” for quotients of the free product F = G1 ∗G2, in the
sense that the words in R are generated by concatenating the words a±1 ∈ G1 and b±1 ∈ G2. In particular, we
consider random labellings of ∆j by the words a ∈ G1 and b ∈ G2, and therefore random quotients of F .
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where ε = ±1, Pi 6= 0 for all 0 < i < k and length 6 t, is at most 4t · 2t. In fact, there are 2
possibilities for the orientation of b. There are at most
t∑
l=0
l/2∑
k=0
(
l
k
)
6 t
t/2∑
k=0
(
t
k
)
possibilities for the vertices o in between b and a. These choices include all such words with
length between 0 and t. Such a choice determines the lengths of the dotted a-paths. For every
vertex o we have to choose an orientation for a. This gives at most
2t
t/2∑
k=0
(
t
k
)
2k 6 2t · 2t/2 ·
t/2∑
k=0
(
t
k
)
6 2t · 2t+1
possibilities for such a word of length 6 t.
The probability that a random presentation in the above sense contains a relator w is at most
4t2t · 2n−13(n−1)t
3n(t−1)
,
and tends to zero with exponential asymptotics as t→∞. 
Our results suggest that unique product groups are generic among finitely presented groups.
This would then imply that the Kaplansky zero divisor conjecture is generic among finitely
presented groups.
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