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Abstract
We consider cosmological dynamics in the theory of gravity with the scalar field possessing
the nonminimal kinetic coupling to curvature given as κGµνφ,µφ,ν, and the Higgs-like potential
V (φ) = λ4 (φ
2 − φ20)2. Using the dynamical system method, we analyze stationary points, their
stability, and all possible asymptotical regimes of the model under consideration. We show that
the Higgs field with the kinetic coupling provides an existence of accelerated regimes of the Universe
evolution. There are three possible cosmological scenarios with acceleration: (i) The late-time de
Sitter epoch when the Hubble parameter tends to the constant value, H(t)→ H∞ = (23piGλφ40)1/2
as t→∞, while the scalar field tends to zero, φ(t)→ 0, so that the Higgs potential reaches its local
maximum V (0) = 14λφ
4
0. (ii) The Big Rip when H(t) ∼ (t∗− t)−1 →∞ and φ(t) ∼ (t∗− t)−2 →∞
as t → t∗. (iii) The Little Rip when H(t) ∼ t1/2 → ∞ and φ(t) ∼ t1/4 → ∞ as t → ∞. Also,
we derive modified slow-roll conditions for the Higgs field and demonstrate that they lead to the
Little Rip scenario.
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1
Introduction
Various precise observations in astronomy, e.g. the observations of the Ia type supernovae
(SNIa) [1], the cosmic microwave background radiation (CMB)[2], the baryon acoustic os-
cillations (BAO)[3], and the large scale structure of the Universe (LSS), clarified that the
current Universe is acceleratedly expanding. This acceleration cannot be explained by usual
matter, and therefore so-called dark energy, which has a negative pressure with an equation
of state parameter w < −1/3, is introduced. The most famous candidate for dark energy
is the cosmological constant Λ, and the ΛCDM model, which assumes the existence of the
cosmological constant Λ and the cold dark matter (CDM), represents the standard model
in cosmology. In the ΛCDM model a contribution of the spatial curvature into the total
energy balance gives is ρK ∝ a−2. Also, it is known that the current energy fraction of the
spatial curvature ΩK0 is negligible. This fact leads to the condition ΩK ≪ Ωm in the early
time of the Universe, because the energy density of nonrelativistic matter is proportional
to a−3. This is known as the flatness problem of the Universe which, in turn, entails the
problem of fine-tuned initial conditions. To overcome this and a number of other problems,
the concept of cosmological inflation, i.e. accelerated expansion of the Universe in very early
cosmic times, has been introduced in theoretical physics.
The challenge for theoretical cosmology is an adequate description of the whole history
of the Universe evolution including two epochs of accelerated expansion and the matter-
dominated phase. To solve this problem, at least partially, there exists a great many of
models mostly based on phenomenological ideas which involve new dynamical sources of
gravity that act as dark energy, and/or various modifications to general relativity. In partic-
ular, quintessence [4], ghost condensate [5], and k-essence models [6] assume the existence
of a dynamical scalar field spreading over the whole Universe instead of the cosmological
constant. On the other hand, scalar-tensor theories of gravity [7–9] and F (R) gravity [10–14]
represent modified theories of gravity concerning the accelerated expansion of the Universe.
In this paper, we consider a scalar field model which has a nonminimal derivative coupling
with gravity. It is known that such the model can give rise to de Sitter expansion without
potential terms of the scalar field [15]. Therefore, it could be a candidate of dark energy
or the cause of inflation. Further investigations of cosmological and astrophysical models
with nonminimal derivative couplings have been continued in [16–21]. Note that generally
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the order of field equations in models with nonminimal derivative couplings is higher than
two. However, it reduces to second order in the particular case when the kinetic term is
only coupled to the Einstein tensor, i.e. κGµνφ
,µφ,ν (see, for example, Ref. [15]).1 We
will consider a Higgs-like potential of the scalar field in this paper. This kind of model is
investigated in the inflation model called new Higgs inflation [25], however, the dynamics of
the scalar field has not been well investigated because the slow-roll approximation is assumed
in advance. In this paper the dynamics of the scalar field is considered by regarding the
field equation as an autonomous system without using approximations.
The paper is organized as follows. In Sec. I, we discuss a general action and field equations
in the theory of gravity with a scalar field possessing the nonminimal kinetic coupling to the
curvature. In Sec. II, we apply the standard method of autonomous dynamical systems to
investigate dynamics of the scalar field with a Higgs-like potential. The particular attention
is given to an asymptotical behavior of the scalar field. Expansion scenarios of the Universe
corresponding to the asymptotics found in Sec. II are investigated in Sec. III. Dynamics of
the Universe in new Higgs inflation model is also discussed. The case that the scalar field is
regarded as Higgs field is treated in Sec. IV. Concluding remarks are given in Sec. V.
I. ACTION AND FIELD EQUATIONS
Let us consider the theory of gravity with the action
S =
∫
d4x
√−g
{
R
8πG
− [gµν + κGµν]φ,µφ,ν − 2V (φ)
}
, (1.1)
where V (φ) is a scalar field potential, gµν is a metric, R is the scalar curvature, Gµν is the
Einstein tensor. The coupling parameter κ has the dimension of inverse mass-squared. Note
that in the literature there is discussion, which is still open, about acceptable values of κ.
In Refs. [25, 26] it was assumed that κ < 0 in order to prevent the appearance of ghosts
in the model. However, analyzing scalar and tensor perturbations generated in the theories
given by the action (1.1), Tsujikawa in Ref. [27] had derived more general conditions in
1 It is worth noting that a general single scalar field Lagrangian giving rise to second-order field equations
had been derived by Horndeski [22] in 1974. The model with κGµνφ
,µφ,ν represents a particular form of
the Horndeski Lagrangian. Recent interest in second-order gravitational theories is also connected with
the Dvali-Gabadadze-Porrati braneworld [23] and and Galileon gravity [24].
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order to avoid the appearance of scalar ghosts and Laplacian instabilities. Generally, their
fulfillment depends on particular cosmological scenarios and is not directly determined by
the sign of κ. Moreover, in Ref. [28] it was demonstrated that the necessary condition that
ensures the absence of instabilities is fulfilled for κ both positive and negative. Since the
detailed investigation of the instabilities and superluminality of the model with nonminimal
kinetic coupling lies beyond the scope of the present work, hereinafter we will not impose
any restrictions on values of κ.
In the spatially-flat Friedmann-Robertson-Walker cosmological model the action (1.1)
yields the following field equations [17]
3H2 = 4πGφ˙2
(
1− 9κH2)+ 8πGV (φ), (1.2a)
2H˙ + 3H2 = −4πGφ˙2
[
1 + κ
(
2H˙ + 3H2 + 4Hφ¨φ˙−1
)]
+ 8πGV (φ), (1.2b)
(φ¨+ 3Hφ˙)− 3κ(H2φ¨+ 2HH˙φ˙+ 3H3φ˙) = −Vφ, (1.2c)
where a dot denotes derivatives with respect to time, H(t) = a˙(t)/a(t) is the Hubble pa-
rameter, a(t) is the scale factor, φ(t) is a homogeneous scalar field, and Vφ = dV/dφ. Note
that equations (1.2b) and (1.2c) are of second order, while (1.2a) is a first-order differential
constraint for a(t) and φ(t). The constraint (1.2a) can be rewritten as
φ˙2 =
3H2 − 8πGV (φ)
4πG(1− 9κH2) , (1.3)
or equivalently as
H2 =
4πGφ˙2 + 8πGV (φ)
3(1 + 12πGκφ˙2)
. (1.4)
Therefore, as long as the parameter κ and the potential V (φ) are given, the above relations
provide restrictions for the possible values of H and φ˙, since they have to give rise to
non-negative φ˙2 and H2, respectively. Assuming the non-negativity of the potential, i.e.
V (φ) ≥ 0, we can conclude from Eqs. (1.3) and (1.4) that in the theory with the positive κ
possible values of φ˙ are unbounded, while H takes restricted values. Vice versa, the negative
κ leads to bounded φ˙ and unbounded H .
Let us now resolve the equations (1.2b) and (1.2c) with respect to H˙ and φ¨, and then,
using the relations (1.3) and (1.4), eliminate φ˙ and H from respective equations. As the
result, we obtain
H˙ =
−(1− 3κH2)(1− 9κH2)[3H2 − 8πGV (φ)]− 4√πGκH
√
(1− 9κH2)[3H2 − 8πGV (φ)]Vφ
1− 9κH2 + 54κ2H4 − 8πGκV (φ)(1 + 9κH2) ,
(1.5)
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φ¨ =
[
1 + 12πGκφ˙2 + 96π2G2κ2φ˙4 + 8πGκV (φ)(12πGκφ˙2 − 1)]−1
×
{
− 2
√
3πGφ˙[1 + 8πGκφ˙2 − 8πGκV (φ)]
√
[φ˙2 + 2V (φ)](12πGκφ˙2 + 1)
− (12πGκφ˙2 + 1)(4πGκφ˙2 + 1)Vφ
}
. (1.6)
It is seen that the H-equation (1.5) in general contains φ-terms arising from the potential
V (φ). At the same time, the φ-equation (1.6) does not containsH-terms, so that it represents
a closed second-order differential equation for the unknown function φ(t). Such the form of
Eq. (1.6) dictates us the following strategy of solving the system of field equations (1.2).
First, analyzing the φ-equation (1.6), we will characterize in detail a time evolution of the
scalar field φ(t). Then, using the constraint (1.4), we will be able to describe an evolution
of the Hubble parameter H(t).
II. SCALAR FIELD AS AN AUTONOMOUS DYNAMICAL SYSTEM
In this section we will focus on solving Eq. (1.6) which describes a time evolution of the
scalar field. Hereafter we specify the scalar potential in the Higgs-like form:
V (φ) =
λ
4
(φ2 − φ20)2, (2.1)
where λ and φ0 are positive constants.
Note that Eq. (1.6) has a normal form, i.e. resolved with respect to the second derivative.
This allows us to use standard methods of the theory of dynamical systems. In practice, an
analysis of Eq. (1.6) depends on particular values of the coupling parameter κ, and hence
further we will separately consider the cases κ > 0, κ < 0, and κ = 0.
The case κ > 0
Assume that κ is positive. Now, let us introduce the set of dimensionless variables
x =
φ
φ0
, y =
√
8πGκ φ˙, τ = φ0t, (2.2)
and parameters
V0 = 2πGκλφ
4
0, γ = Gφ
2
0. (2.3)
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Substituting V (φ) given by Eq. (2.1) and using dimensionless variables, we can rewrite Eq.
(1.6) as the following autonomous dynamical system:
dx
dτ
=
√
λ
4V0
y, (2.4)
dy
dτ
=
1
∆
{
−
√
3πγλV −10 y
[
1 + y2 − V0(x2 − 1)2
]√
[y2 + 2V0(x2 − 1)2]
(
3
2
y2 + 1
)
− 2√λV0
(
3
2
y2 + 1
) (
1
2
y2 + 1
)
x(x2 − 1)
}
, (2.5)
where
∆ = 1 + 3
2
y2 + 3
2
y4 + V0(x
2 − 1)2 (3
2
y2 − 1).
Below we examine in detail basic features of the system (2.4)-(2.5).
A. Stationary points
Stationary points are those where dx/dτ = 0 and dy/dτ = 0. Hence, from Eq. (2.4) it
follows that any stationary point of the system (2.4)-(2.5) has y = 0. Then, Eq. (2.5) yields
dy
dτ
∣∣∣∣
y=0
=
−2√λV0x(x2 − 1)
1− V0(x2 − 1)2 . (2.6)
The equality (dy/dτ)y=0 = 0 is fulfilled if x = 0 for V0 6= 1, and x = ±1 for any V0.
Therefore, (x, y) = (0, 0) is the stationary point of the system (2.4)-(2.5) if V0 6= 1, and
(x, y) = (±1, 0) are the stationary points for any V0. Also, it is necessary to stress that for
any V0 the value (dy/dτ)y=0 obeys the limit (dy/dτ)y=0 → 0 as x→ ±∞. This means that
(x, y) = (±∞, 0) are also the stationary points. Thus, the complete list of stationary points
of the system (2.4)-(2.5) is represented as (x, y) = (0, 0), (±1, 0), and (±∞, 0).2
2 It is worth noticing that one should be careful with treating critical points at infinity. Strictly speaking, if
the phase space is non-compact, one must use the Poincare´ central projection method [29–33] to investigate
the dynamics at infinity. The use of this method is especially necessary if critical points are lying on some
‘infinite’ n-dimensional surface with n ≤ 2. The essence of the method consists in using the specific
Poincare´ coordinates which convert the surface lying at infinity into a compact surface. We thank an
anonymous referee for drawing our attention to this problem. However, in our case the situation is more
simple. We have only two dynamical variables, x and y, and any critical point has y = 0. So, it is only
necessary to check either the ‘infinite’ points with x = ±∞ are critical or not. This could be easily done
directly, without applying the Poincare´ central projection method.
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Table I: Stationary points of the dynamical system (2.4)-(2.5).
No Stationary point Stability
1. x = 0, y = 0 Unstable if V0 ≤ 1
Stable if V0 > 1
2. x = ±1, y = 0 Stable focuses
3. x = ±∞, y = 0 Stable
The stability of stationary points with respect to small perturbations δx and δy can be
investigated by fluctuating Eqs. (2.4)-(2.5) as
d
dτ

 δx
δy


∣∣∣∣∣
(x,y)=(x0,y0)
=

 0 12
√
λ
V0
∂(dy/dτ)
∂x
∂(dy/dτ)
∂y


∣∣∣∣∣
(x,y)=(x0,y0)

 δx
δy

 , (2.7)
where (x0, y0) represents one of the points (0, 0), (±1, 0) or (±∞, 0). A character of sta-
tionary points (x0, y0) and a behavior of phase trajectories in their vicinity are determined
by the eigenvalues of the matrix standing in the right-hand side of Eq. (2.7). In particular,
(x0, y0) is stable if all real parts of eigenvalues are negative.
One can easily check that a 2 × 2 matrix {(0, a), (b, c)} has, generally speaking, two
eigenvalues (c±√c2 + 4ab)/2. Both of them have negative real parts if and only if c < 0 and
ab < 0. Moreover, since a configuration of phase trajectories is determined by imaginary
parts of eigenvalues, phase trajectories form spirals if c2 + 4ab < 0, and straight lines if
c2 + 4ab ≥ 0. Using these algebraic facts, we can conclude that, in our case, the stationary
points (x0, y0) are stable if and only if
∂(dy/dτ)
∂x
∣∣∣∣
(x,y)=(x0,y0)
< 0 and
∂(dy/dτ)
∂y
∣∣∣∣
(x,y)=(x0,y0)
< 0. (2.8)
In the table I we enumerate all stationary points of the dynamical system (2.4)-(2.5) and
briefly characterize their stability. Below, let us discuss each stationary point in more detail.
1. Stationary point (x, y) = (0, 0)
At the stationary point (x, y) = (0, 0) the elements of the matrix in Eq. (2.7) are given
as
∂(dy/dτ)
∂x
∣∣∣∣
(x,y)=(0,0)
= 2
√
λV0
1− V0 , (2.9)
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Figure 1: Time evolution of the dynamical parameters x = φ/φ0 and y =
√
8piGκφ˙ when 0 < V0 <
1. The values of the constants γ = 0.5, λ = 0.2, and V0 = 0.1 are assumed. The gray solid curves
and the gray dashed curves express dy/dτ = 0 and dy/dτ = ±∞, respectively.
∂(dy/dτ)
∂y
∣∣∣∣
(x,y)=(0,0)
= −
√
6πλγ. (2.10)
They satisfy the stability condition (2.8) provided V0 > 1. Therefore, the point (0, 0) is
stable only if V0 > 1, and unstable if V0 < 1.
In case V0 = 1 the expression (2.9) for dy/dτ becomes indeterminate at (x, y) = (0, 0), and
hence we cannot even understand either this point is stationary or not. Now, to characterize
the point (0, 0), it is necessary to consider its infinitesimal vicinity. For example, at the
points (x, y) = (±ǫ1, ǫ2), where ǫ1 and ǫ2 are small positive numbers of same order, the
derivatives dx/dτ and ±dy/dτ are positive. At the same time, at (x, y) = (ǫ1,±ǫ2), both
±dx/dτ = 0 and dy/dτ are positive. This means that the point (x, y) = (0, 0) is not stable
(see Fig. 2).
2. Stationary points (x, y) = (±1, 0)
Now, the elements of the matrix in Eq. (2.7) are expressed as
∂(dy/dτ)
∂x
∣∣∣∣
(x,y)=(±1,0)
= −4
√
λV0, (2.11)
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Figure 2: Time evolution of the dynamical parameters x = φ/φ0 and y =
√
8piGκφ˙ when V0 = 1.
The values of constants γ = 0.5, λ = 0.2, and V0 = 1 are assumed.
∂(dy/dτ)
∂y
∣∣∣∣
(x,y)=(±1,0)
= 0. (2.12)
Since the right-hand side of Eq. (2.12) equals to zero, and is not positive and not negative,
we cannot determine either the points (±1, 0) are stable or not. To characterize stability by
analytical methods, one can apply the centre manifold analysis (see e.g. [34]). Otherwise,
one can handle the problem numerically. Below we discuss an asymptotical behavior of
phase trajectories near the stationary points. In particular, we consider the points (±1, 0)
and show that they are stable attractive focuses.
3. Stationary points (x, y) = (±∞, 0)
The elements of the matrix in Eq. (2.7) at the points (±∞, 0) can be found as
∂(dy/dτ)
∂x
∣∣∣∣
(x,y)=(±∞,0)
= −2
√
λ
V0
lim
L→±∞
1
L2
= −0, (2.13)
∂(dy/dτ)
∂y
∣∣∣∣
(x,y)=(±∞,0)
= −
√
6πγλ lim
L→±∞
L2 = −∞. (2.14)
Both of the right-hand sides of Eqs. (2.13) and (2.14) are negative. Therefore, the stationary
points (±∞, 0) are stable.
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Figure 3: Time evolution of the dynamical parameters x = φ/φ0 and y =
√
8piGκφ˙ when V0 > 1.
The values of constants γ = 0.5, λ = 0.2, and V0 = 3 are assumed.
B. Critical points where
dy
dτ = 0 and
dx
dτ 6= 0
In addition to stationary points, the dynamical system (2.4), (2.5) has other noteworthy
ones. Among of them are critical points (x, y), where one has dy
dτ
= 0, while dx
dτ
6= 0. In
this case a tangent line to a phase trajectory, going through such the point, becomes to
be horizontal, i.e. parallel to x-axis. Therefore, the critical point is a turning or inflection
point of the phase trajectory. To find a critical point, we should equate the numerator in
Eq. (2.5) to zero:
√
3πγλV −10 y
[
1 + y2 − V0(x2 − 1)2
]√
[y2 + 2V0(x2 − 1)2]
(
3
2
y2 + 1
)
+2
√
λV0
(
3
2
y2 + 1
) (
1
2
y2 + 1
)
x(x2 − 1) = 0. (2.15)
This equation determines a curve on the phase diagram consisting of critical points, i.e. a
critical curve.
In Figs. 1-3 the critical curve is represented by solid lines. It is seen that, generally, this
curve consists of three branches. Two of them are situated in the first and third quadrants,
and the third one passes through the origin. One can check that the critical curve given by
Eq. (2.15) possesses the central symmetry and has the following asymptotics:
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In the limit x→ ±∞, y → ±0
y ≃
√
2
3πγV0
1
x3
. (2.16)
In the limit x→ ±∞, y → ±∞
y ≃ ±(4πγV0)1/4 x3/2. (2.17)
In the limit x→ ∓∞, y → ±∞
y ≃ − V0√
2πγ
x3. (2.18)
C. Critical points where
dy
dτ = ±∞ and dxdτ is finite
The other noteworthy points of the dynamical system (2.4), (2.5) are those where dy
dτ
=
±∞, while dx
dτ
is finite. It is necessary to emphasize that at such the points a tangent line to
a phase trajectory takes a vertical position, i.e. parallel to y-axis, and the trajectory itself
cannot be unambiguously extended over this point.
To find points where dy
dτ
= ±∞, we should equate the denominator in Eq. (2.5) to zero,
i.e. ∆ = 0:
1 +
3
2
y2 +
3
2
y4 + V0(x
2 − 1)2
(
3
2
y2 − 1
)
= 0. (2.19)
This equation determines a curve on the phase diagram corresponding to the singularity
dy
dτ
= ±∞. In Figs. 1-3 these curves are shown as gray dashed lines.
Note that real-valued solutions of Eq. (2.19) exist only if V0 6= 0. Resolving Eq. (2.19)
with respect to y gives
y2 = −1
2
[
1 + V0(x
2 − 1)2]+ 1
2
√
[1 + V0(x2 − 1)2]2 + 8
3
[V0(x2 − 1)2 − 1]. (2.20)
Values of y are real provided V0(x
2 − 1)2 ≥ 1. In the case V0(x2 − 1)2 = 1 we have
x = ±(1 ± 1/√V0). This relation gives two roots for x if 0 < V0 < 1, three roots if
V0 = 1, and four roots if V0 > 1. Of course, there is a relation between the value of V0
and the stability of the stationary point (x, y) = (0, 0). We can see in Fig. 3 that the point
(x, y) = (0, 0) becomes stable by surrounding an elliptic line of the singularities in dy/dτ
(expressed as gray dashed lines).
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Now, resolving Eq. (2.19) with respect to x, we find
(x2 − 1)2 = 1 +
3
2
y2 + 3
2
y4
V0
(
1− 3
2
y2
) . (2.21)
Solutions of this equation exist only in the range −√2/3 ≤ y ≤ √2/3. In particular,
y ≃ ±
√
2/3 is satisfied for large x.
D. Asymptotics
Significant features of a phase diagram are represented by its asymptotical structure,
and so hereafter we discuss all possible asymptotics for phase trajectories of the dynamical
system (2.4)-(2.5).
1. Trajectories approaching to the stationary point (0, 0)
As was shown, in case V0 > 1 the stationary point (0, 0) is stable. To obtain asymptotics
for phase trajectories in the vicinity of (0, 0), we substitute the expressions (2.9) and (2.10)
into (2.7) and after some algebra find
x(τ) = e−
√
ατ [C1e
√
βτ + C2e
−√βτ ], (2.22)
where α = 3
2
πγλ, β = 3
2
πγλ− λ
V0−1 , and y(τ) =
√
4V0/λ x˙(τ). It is explicitly seen that in
case V0 > 1 all phase trajectories tend to the point (0, 0), i.e. x(τ)→ 0, y(τ)→ 0 as τ →∞.
It is worth also noticing that the point (0, 0) is either an attractive focus if β < 0, or an
attractive node if β > 0.
2. Trajectories approaching to the stationary points (±1, 0)
Let us consider, without loss of generality, the stationary point (1, 0). In its vicinity
we have |x − 1| ≪ 1 and |y| ≪ 1. Restoring the dimensional units and introducing an
auxiliary scalar field ψ ≡ φ − φ0, we can rewrite the latter conditions as |ψ| ≪ 1 and
8πGκψ˙2 ≪ 1. The Higgs potential V (φ) = λ
4
(φ2 − φ20)2 becomes asymptotically to be
quadratic, i.e. V (ψ) = U0ψ
2, where U0 = λφ
2
0. And now, after neglecting corresponding
terms, the scalar field equation (1.6) takes the following approximate form:
ψ¨ = −2
√
3πGψ˙
√
ψ˙2 + 2V (ψ)− Vψ. (2.23)
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It is worth emphasizing that this equation does not contain κ and has the same form as in
the theory of the usual minimally coupled scalar field. It has well-know asymptotics which
are represented as damped oscillations. In the particular case of the quadratic potential
V (ψ) = U0ψ
2 one has [35]
ψt→∞ ≈ sinmt√
3πGmt
, (2.24)
where m =
√
2U0 =
√
2λφ20 is a scalar mass.
3. Trajectories approaching to the stationary points (±∞, 0)
To find asymptotics in the vicinity of the stationary points (±∞, 0), we assume the
following asymptotical behavior x ∼ τα and y ∼ dx/dτ ∼ τα−1 at τ → ∞, where α < 1.
Substituting these asymptotics into Eqs. (2.4), (2.5), we find
x(τ) = ±kτ 1/4 +O(τ−3/4), y(τ) = ±
√
V0
4λ
kτ−3/4 +O(τ−7/4), (2.25)
where k = (8λ/3πγV 20 )
1/8. Now, eliminating τ gives y ≈
√
2
3piγV0
1
x3
. Note that the last
expression represents the asymptotic (2.16), hence phase trajectories approximate to the
critical curve dy/dτ = 0 at large times.
4. Trajectories in the limit x→ ±∞ and y → ±∞
As one can see in Figs. 1-3, there exists a family of phase trajectories (x(τ), y(τ)) such that
x(τ) → ±∞ and y(τ) → ±∞. Let us suppose that x(τ) takes the following asymptotical
form: x(τ) ≈ q(τ∗ − τ)−α as τ → τ∗, where τ∗ is a finite moment of time, i.e. τ∗ < ∞.
Substituting this asymptotics into (2.4), (2.5), we find
x(τ) ≃ ± q
(τ∗ − τ)2 , y(τ) ≃ ±
√
16q2V0/λ
(τ∗ − τ)3 , (2.26)
where q = 14(V0/πγλ
2)1/2. Then, eliminating τ , we obtain the asymptotics y ≃
±(16V0/λq)1/2|x|3/2.
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The case κ < 0
Assume that κ is negative. Now, some of dimensionless values should be redefined as
follows
y =
√
8πG|κ| φ˙, V0 = 2πG|κ|λφ40. (2.27)
Then, Eqs. (2.4) and (2.5) are rewritten as
dx
dτ
=
1
2
√
λ
V0
y, (2.28)
dy
dτ
=
1
∆
{
−
√
3πγλ
V0
y
[
1− y2 + V0(x2 − 1)2
]√
[y2 + 2V0(x2 − 1)2]
(
1− 3
2
y2
)
+ 2
√
λV0
(
1− 3
2
y2
) (
1− 1
2
y2
)
x(x2 − 1)
}
. (2.29)
where
∆ = 1− 3
2
y2 + 3
2
y4 + V0(x
2 − 1)2 (3
2
y2 + 1
)
. (2.30)
From Eq. (2.29) it is seen that the dynamics of y is restricted by the narrow range −√2/3 ≤
y ≤ √2/3 in case λ > 0. The stationary points of the system (2.28)-(2.29) are the same
as those for κ > 0, i.e. (0, 0), (±1, 0), and (±∞, 0). However, their properties are different.
The elements of the matrix in Eq. (2.7) at the stationary points are
∂(dy/dτ)
∂x
∣∣∣∣
(x,y)=(0,0)
= −2
√
λV0
1 + V0
, (2.31)
∂(dy/dτ)
∂y
∣∣∣∣
(x,y)=(0,0)
= −
√
6πγλ, (2.32)
∂(dy/dτ)
∂x
∣∣∣∣
(x,y)=(±1,0)
= 4
√
λV0, (2.33)
∂(dy/dτ)
∂y
∣∣∣∣
(x,y)=(±1,0)
= 0, (2.34)
∂(dy/dτ)
∂x
∣∣∣∣
(x,y)=(±∞,0)
= −
√
4λ
V0
lim
L→±∞
1
L2
= −0, (2.35)
∂(dy/dτ)
∂y
∣∣∣∣
(x,y)=(±∞,0)
= −
√
6πγλ lim
L→±∞
L2 = −∞. (2.36)
Comparing with the stability conditions (2.8), we can conclude that the stationary points
(0, 0) and (±∞, 0) are always stable, while the points (±1, 0) are always unstable as long as
λ and γ are positive. Here, it is worth noticing an “unexpectedness” of this result. Really,
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Figure 4: Time evolution of the dynamical parameters x = φ/φ0 and y =
√
8piG|κ|φ˙ when κ < 0.
The values of constants γ = 0.5, λ = 0.2, and V0 = 3 are assumed.
the points (±1, 0) correspond to the minimum of the Higgs potential V (φ) = λ/4(φ2− φ20)2,
and so one can intuitively think that they should be stable. Vice versa, the point (0, 0)
corresponds to the local maximum, and (±∞, 0) are infinitely large “wings” of the potential,
hence they should be unstable. However, as we can see in Fig. 4, in the case of the negative
kinetic coupling κ < 0 the situation is drastically changed.
Let us discuss asymptotical properties of the dynamical system (2.28)-(2.29) in the case
κ < 0.
Trajectories approaching to the stationary point (0, 0)
Substituting the expressions (2.31) and (2.32) into (2.7) gives us the concrete values of
the eigenvalues of the matrix in (2.7), therefore, we obtain
x(τ) = e−
√
ατ [C1e
√
βτ + C2e
−√βτ ], (2.37)
where α = 3
2
πγλ, β = 3
2
πγλ− λ
V0+1
, and y(τ) =
√
4V0/λ x˙(τ). It is explicitly seen that
all phase trajectories tend to the point (x, y) = (0, 0) in the vicinity of it. It is worth also
noticing that the point (0, 0) is either an attractive focus if β < 0, or an attractive node if
β > 0.
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Trajectories approaching to the stationary points (±∞, 0)
To find asymptotics in the vicinity of the stationary points (±∞, 0), we assume the
following asymptotical behavior x ∼ τα and y ∼ dx/dτ ∼ τα−1 at τ → ∞, where α < 1.
Substituting these asymptotics into Eqs. (2.28), (2.29), we find
x(τ) = ±kτ 1/4 +O(τ−3/4), y(τ) = ±
√
V0
4λ
kτ−3/4 +O(τ−7/4), (2.38)
where k = (8λ/3πγV 20 )
1/8. Note that these asymptotics coincide with those found in case of
κ > 0.
The case κ = 0
To complete the consideration, we briefly review the case without kinetic coupling, i.e.
κ = 0. Now, the field equation (1.6) is simplified to
φ¨ = −2
√
3πGφ˙
√
φ˙2 + 2V − Vφ. (2.39)
Introducing the dimensionless variable x = φ/φ0 and y = φ˙/φ
2
0, we can rewrite Eq. (2.39)
as follows
dx
dτ
=y, (2.40)
dy
dτ
=− 2
√
3πγy
√
y2 + λ(x2 − 1)2/2− λx(x2 − 1). (2.41)
A phase diagram of the system (2.40)-(2.41) is very simple (see Fig. 5). The only stationary
points are (x, y) = (0, 0), (±1, 0). One can easily check that (0, 0) is a saddle point, and
(±1, 0) are stable focuses.
III. COSMOLOGICAL SCENARIOS
An evolution of the Hubble parameter H is governed by the scalar field φ by means of the
relation (1.4). In the previous section we have described all possible asymptotical properties
of the scalar field. Now, we will discuss corresponding asymptotics for the Hubble parameter.
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Figure 5: Time evolution of the dynamical parameters x = φ/φ0 and y = φ˙/φ
2
0 in case κ = 0. The
values of constants γ = 0.5 and λ = 0.2 are assumed.
The case κ > 0
A. Late-time de Sitter expansion
In case V0 > 1 the stationary point (0, 0) of the dynamical system (2.4), (2.5) is stable
and represents either an attractive node or focus depending on values of other parameters.
The asymptotics for phase trajectories in the vicinity of (0, 0) are given by Eq. (2.22). In
the dimensional units the condition V0 > 1 reads
2πGκλφ40 > 1, (3.1)
and the scalar field has the following asymptotics:
φ(t) = φ0e
−
√
α˜t[C1e
√
β˜t + C2e
−
√
β˜t], (3.2)
where
α˜ =
3
2
πGλφ40, β˜ =
3
2
πGλφ40 −
λφ20
2πGκλφ40 − 1
.
It is seen that in case 2πGκλφ40 > 1 the scalar field and its derivatives go to zero at large
times, i.e. φ(t) → 0, φ˙(t) → 0 as t → ∞. The corresponding value of the Higgs potential
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Figure 6: Examples of the trajectories which go to the stationary point (x, y) = (0, 0) (left panel),
and the corresponding time evolution of the Hubble parameter H(t) (right panel). The values of
constants are taken as V0 = 3, γ = 0.01 and λ = 0.2.
(2.1) tends to its local maximum, i.e. V (0) = λφ40/4, and the Hubble parameter given by
Eq. (1.4) tends to the constant value (see Fig. 6):
H∞ =
√
2
3
πGλφ40. (3.3)
Thus, we can conclude that the theory of gravity (1.1) with the nonminimal kinetic cou-
pling κ > 0 and the Higgs potential could in principle provide a cosmological scenario with
the late-time de Sitter epoch, i.e. accelerated expansion of the Universe. The parameters of
the model should obey the condition 2πGκλφ40 > 1. The cosmological constant in this epoch
is Λ∞ = 3H2∞ = 2πGλφ
4
0, and the Higgs potential reaches its local maximum V (0) = λφ
4
0/4.
It is worth noticing that, finally, the value of Λ∞ is only determined by the parameters of
the Higgs potential λ and φ0 and does not depend on the coupling parameter κ.
B. Oscillatory asymptotic
An asymptotical behavior of the scalar field in the vicinity of stable attractive focuses
(±1, 0) is represented as damped oscillations (2.24). Now, from Eq. (1.4) we have the
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Figure 7: Examples of the trajectories which go to the stationary point (x, y) = (±1, 0) (left panel),
and the corresponding time evolution of the Hubble parameter H(t) (right panel). The values of
constants are taken as V0 = 0.1, γ = 0.01 and λ = 0.2.
following asymptotics for the Hubble parameter:
Ht→∞ ≈ HMD(t)
[
1− sin 2mt
2mt
]
, (3.4)
where m =
√
2λφ20 is a scalar mass and HMD(t) = 2/3t is the Hubble parameter in the
matter-dominated Universe filled with nonrelativistic matter with p ≪ ρ. The oscillating
behavior with damping can be seen in Fig. 7.
C. Big Rip scenario
As was shown, on the phase diagram there are phase trajectories (x(τ), y(τ)) such that
x(τ) → ±∞ and y(τ) → ±∞ as τ → τ∗, where τ∗ < ∞ is a finite moment of time.
The corresponding asymptotical behavior of x(τ) and y(τ) is given by Eq. (2.26). In the
dimensional units we have the following asymptotical behavior of the scalar field in the limit
t→ t∗:
φ(t) ≃
√
392κ
λ
1
(t∗ − t)2 . (3.5)
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Figure 8: Examples of the trajectories which approach the asymptote y = (4pi2γV0)
1/4|x|3/2 (left
panel), and the corresponding time evolution of the Hubble parameter H(t) (right panel). The
values of constants are taken as V0 = 0.1, γ = 0.01 and λ = 0.2. The time of singularity τ∗ = φ0t∗
is about 5.5 for red line and is about 6.5 for blue line.
The asymptotics for the Hubble parameter can be found from Eq. (1.4) as follows
H2(t) ≃ 49
9
1
(t∗ − t)2 . (3.6)
Correspondingly, the scale factor asymptotically behaves as
a(t) ∝ 1
(t∗ − t)7/3 . (3.7)
Note that both the scale factor a(t) and the Hubble parameter H(t) go to infinity as the
time tends to some finite value, t → t∗. This type of a cosmological singularity is known
as the Big Rip scenario. Trajectories which can realize the Big Rip scenario are depicted in
Fig. 8.
Note also that in the limit φ→∞ the Higgs potential takes the power-law form V (φ) ≈
λ
4
φ4. Cosmological dynamics with the nonminimal kinetic coupling and a power-law potential
was studied, and the Big Rip scenario was represented by Eq. (28) in Ref. [18].
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D. Little Rip scenario
In the vicinity of the stationary points (±∞, 0) the asymptotics for x(τ) and y(τ) are given
by Eq. (2.25). Respectively, in the dimensional units we have the following asymptotical
behavior of the scalar field in the limit t→∞:
φ(t) ≃ (2/3π3G3λκ2)1/8 t1/4, (3.8)
that is asymptotically φ(t) ∝ t1/4. The corresponding asymptotic for the Hubble parameter
can be found from Eq. (1.4) as follows
H(t) ≃ (8λ/27πGκ2)1/4 t1/2, (3.9)
so that H(t) ∝ t1/2. Then, the scale factor asymptotically behaves as
a(t) ∝ ekt3/2 , (3.10)
with k = (2/3)(8λ/27πGκ2)1/4. Such the behavior of the scale factor means that the ex-
pansion of the Universe is running even faster than the inflationary (i.e. quasi-de Sitter)
expansion. Note that the cosmological scenario where the Hubble parameter tends to infin-
ity in the remote future, i.e. H(t) → ∞ as t → ∞, is known as the Little Rip [36]. The
trajectories which can realize the Little Rip expansion of the Universe are shown in Fig. 9.
E. Is the slow-roll inflation possible?
As is well known, the usual slow-roll conditions for the minimally coupled scalar field read
φ˙2/2≪ V (φ) and φ¨≪ 3Hφ˙. Here, the first condition means that the kinetic energy is much
less than the potential one, while the second condition says that the ‘viscosity’ given by the
term 3Hφ˙ is very high. In the slow-roll approximation, the field equations are reduced to
3H2 ≃ 8πGV (φ) and φ˙ ≃ − Vφ
3H
, and, as the consequence, one additionally has −H˙/H2 ≪ 1.
The last condition provides an exponential (de Sitter) expansion of the Universe.
In the theory (1.1) with the nonminimal kinetic coupling, the field equations have the
modified form (1.2), and hence the slow-roll conditions should be also modified. In particular,
we can now change the condition φ˙2/2≪ V (φ) as follows
φ˙2|1− 9κH2| ≪ 2V (φ), (3.11)
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Figure 9: Examples of the trajectories which approach the asymptote y = [2/(3piγV0)]
1/2x−3 (left
panel), and the corresponding time evolution of the Hubble parameter H(t) (right panel). The
values of constants are taken as V0 = 0.1, γ = 0.01 and λ = 0.2.
so that from Eq. (1.2a) we obtain
3H2 ≃ 8πGV (φ). (3.12)
Note that in the paper [25] it was suggested to use the extra condition
H2 ≫ 1
9|κ| (3.13)
for the model with the quartic potential. Here, following Ref. [25], we will also request to
obey the inequality (3.13). Then, the condition (3.11) reduces to
9|κ|H2φ˙2 ≪ 2V (φ). (3.14)
Using the relation (3.12), we can rewrite the conditions (3.13) and (3.14) in the following
form:
V (φ)≫ 1
24πG|κ| , (3.15)
and
1
2
φ˙2 ≪ 1
24πG|κ| . (3.16)
It is worth noticing that these conditions do not contain explicitly H(t).
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By using the dimensionless values, the new slow-roll conditions (3.15) and (3.16) can be
written as
3V0(x
2 − 1)2 ≫ 1, (3.17)
and
3
2
y2 ≪ 1. (3.18)
These conditions could be only satisfied in the vicinity of the critical points (±∞, 0), where
|x| ≫ 1 and |y| ≪ 1, and, as was shown above, an expansion scenario of the Universe in this
case is the Little Rip. To be specific, the conditions (3.17) and (3.18) restrict values of x and
y to the regions being situated deep inside the left and right branches of the ‘critical’ curve
dy/dτ = ±∞ (see Figs. 1-3). Therefore, the Little Rip is realized because all trajectories in
that region are approaching to the asymptote y = [2/(3πγV0)]
1/2x−3.
In addition to (3.15) and (3.16), we assume that the slow-roll conditions
|φ¨| ≪ 3H|φ˙| (3.19)
and
|H˙|
H2
≪ 1 (3.20)
are also fulfilled. Then, from Eq. (1.2c) we find
φ˙ ≃ Vφ
9κH3
. (3.21)
The Little Rip asymptotics are given by Eqs. (3.8), (3.9), (3.10). In particular, φ ∼ t1/4
and H ∼ t1/2. Now, one can check that the Little Rip asymptotics obey all modified slow-roll
conditions obtained above.
Summarizing, we conclude that the modified slow-roll conditions for the scalar field
with the nonminimal kinetic coupling consist of the following inequalities: 12πGκφ˙2 ≪ 1,
24πGκV (φ) ≫ 1, |φ¨| ≪ 3H|φ˙|, and |H˙|/H2 ≪ 1. In contrast to the usual slow-roll con-
ditions which provide an exponential (de Sitter) expansion of the Universe, the modified
conditions lead to the Little Rip scenario. It worth noticing that this result does not sup-
port the assumption given in Ref. [25] that the slow rolling quasi-de Sitter expansion is
realized if the slow-roll conditions are satisfied. However, as we can see, a more thorough
investigation reveals a qualitatively different behavior of the Universe expansion under the
modified slow-roll conditions.
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Figure 10: Examples of the trajectories which go toward the point (x, y) = (0, 0) when κ is negative
(left panel), and the corresponding time evolution of the Hubble parameter H(t) (right panel). The
values of constants are taken as V0 = 0.1, γ = 0.1 and λ = 0.2.
The case κ < 0
For negative κ there are two possible asymptotical regimes for the scalar field given by
Eqs. (2.37) and (2.38). They have the same form as the respective asymptotics (2.22) and
(2.25) obtained for κ > 0. Therefore, in the case κ < 0 there exist two possible cosmological
scenarios of the late-time evolution of the Universe: (i) the inflationary (quasi-de Sitter)
expansion with H(t) ≃ H∞ =
√
2
3
πGλφ40, and (ii) the Little Rip scenario given by Eqs.
(3.8), (3.9), (3.10). These two scenarios are depicted in Fig. 10 and Fig. 11, respectively.
IV. HIGGS FIELD AS A DRIVER OF THE ACCELERATED EXPANSION
Above we have found that the Higgs field φ with the potential V (φ) = λ/4(φ2 − φ20)2
can, in principle, cause an accelerated regime of the Universe evolution. In the Standard
Model the vacuum expectation value is φ0 ≃ 246 GeV, and the coupling constant of the
Higgs boson is estimated as λ ≃ 0.13 [37]. Now, we can obtain the following estimations:
γ = Gφ20 =
φ20
M2pl
≃ 10−34,
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Figure 11: Examples of the trajectories which approach the asymptote y = [2/(3piγV0)]
1/2x−3
when κ is negative (left panel), and the corresponding time evolution of the Hubble parameter
H(t) (right panel). The values of constants are taken as V0 = 0.1, γ = 0.1 and λ = 0.2.
V0 = 2πGκλφ
4
0 =
(
2πλφ40
M2pl
)
κ ≃ (3× 10−29GeV2) κ, (4.1)
where Mpl = G
−1/2 ≃ 1019 GeV is the Planck mass.
As was shown, in order to realize the late-time de Sitter scenario (3.3) in case κ > 0,
the condition V0 = 2πGκλφ
4
0 > 1 should be fulfilled. Now, using the estimations (4.1), we
find κ ≃ 3 × 1010 eV−2, or the corresponding length lκ = κ1/2 ≃ 4 cm. For comparison,
in Refs. [15–17] it was shown that the nonminimal kinetic coupling provides the early-time
inflationary epoch with the Hubble parameter Hκ = 1/
√
9κ, and in [17] the estimations
κ ≃ 10−74 sec2 and lκ ≃ 10−27 cm had been given. The values of κ and lκ obtained here are
of many orders larger. While, the energy scale of the Hubble rate H =
√
2
3
πGλφ40 ≃ 10−6 eV
is too small for the initial inflation and too large for the late-time accelerated expansion of
the Universe.
Another scenario of an accelerated expansion is represented by the Big Rip asymptotics
(3.5), (3.6), (3.7). It could be realized for any positive κ. During the Big Rip expansion,
the scalar field is infinitely growing, so that φ ≫ φ0 and V (φ) ≈ λ4φ4. As the result, a
behavior of the scalar field at the Big Rip epoch is only determined by κ and λ as follows:
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φ(t) ≃√392κ/λ(t∗ − t)−2. However, it is interesting that the Hubble rate is not depend on
κ and λ at all, i.e. H2(t) ≃ (49/9)(t∗ − t)−2.
One more accelerated regime is provided by the Little Rip scenario with the asymptotics
(3.8), (3.9), (3.10). Note that this scenario is realized for any, both positive and negative,
nonzero κ. Since during the Little Rip epoch the scalar field is infinitely growing (see Eq.
(3.8)), we have φ ≫ φ0 and V (φ) ≈ λ4φ4 at large times, and an asymptotical behavior of
φ(t), H(t), and a(t) depends on κ2, λ, and G (or M2pl).
V. SUMMARY
In this paper we have investigated cosmological dynamics of the FRW Universe filled with
the scalar field φ, which has the potential V (φ) = λ
4
(φ2−φ20)2 and possesses the nonminimal
kinetic coupling to the curvature given as κGµνφ,µφ,ν , where κ is a coupling parameter with
dimension of (length)2. The most important and interesting result obtained is that the scalar
field with the kinetic coupling provides a new mechanism to generate accelerated regimes of
the Universe evolution. This mechanism is working due to nonminimal kinetic coupling and
does not need any phantom matter. There are three possible cosmological scenarios with an
acceleration.
1. The late-time de Sitter scenario. In this scenario the Hubble parameter exponentially
tends to the constant value H∞ =
√
2
3
πGλφ40 at large times, while the scalar field
tends to zero, so that the Higgs potential reaches its local maximum V (0) = λ
4
φ40. For
positive κ this regime is realized only if 2πGκλφ40 > 1, and for negative κ the late-time
de Sitter scenario could be realized for any parameters of the scalar field.
2. The Big Rip. The Big Rip scenario can be realized for any positive κ. In this epoch the
Hubble parameter is found as follows H(t) ≃ (49/9)1/2(t∗ − t)−1; it becomes infinite
within a finite interval of time, so that H(t) → ∞ as t → t∗. The scalar field is also
infinitely growing as φ(t) ≃√392κ/λ(t∗ − t)−2, so that φ≫ φ0 and V (φ) ≈ λ4φ4.
3. The Little Rip. The Little Rip scenario can be realized for any, both positive
and negative κ. In this epoch the Hubble parameter has been found as H(t) ≃
(8λ/27πGκ2)1/4 t1/2, so that H(t) ∝ t1/2 → ∞ as t → ∞. The scalar field is also
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infinitely growing as φ(t) ≃ (2/3π3G3λκ2)1/8 t1/4, so that φ ≫ φ0 and V (φ) ≈ λ4φ4 at
t→∞.
Also, we have derived the modified slow-roll conditions for the Higgs field with the non-
minimal kinetic coupling (see Eqs. (3.15), (3.16), (3.19), and (3.20)) and shown that, in
contrast to the usual slow-roll conditions which provide an exponential (de Sitter) expan-
sion of the Universe, the modified conditions lead to the Little Rip scenario.
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