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In this issue of Neuron, Ohayon et al. (2012) utilize fMRI-guided single-cell recordings to demonstrate the
importance of contrast polarity features for face-selective responses in macaque temporal cortex, as
predicted by a computer vision face detection algorithm.For humans, face recognition is an
easy, fast, and well practiced every-day
task. However, despite a large number
of psychophysical and functional imaging
studies (Little et al., 2011; Tsao and Liv-
ingstone, 2008), it is still not clear how
face recognition is achieved by the pri-
mate brain. Single-cell studies in ma-
caque monkeys demonstrated that some
neurons in the inferior temporal cortex
respond selectively to faces (Bruce
et al., 1981; Desimone et al., 1984; Fo¨ldia´k
et al., 2004), i.e., respond stronger to
faces compared to other stimuli such as
fruits and man-made objects. These
face-selective neurons are spatially clus-
tered (Perrett et al., 1984) and, in both
humans (Kanwisher et al., 1997) and
monkeys (Tsao et al., 2003), fMRI shows
regions that are activated more strongly
by faces than nonface objects. These
face patches in the monkey contain a
high proportion of face-selective neurons
(Tsao et al., 2006). Thus, imaging this
face-patch system in the monkey fol-
lowed by single-unit recordings in the
imaged patches allows one to examine
the neural processing of faces more effi-
ciently than before. Previous studies on
face selectivity focused on its tolerance
to changes in position, size, and viewpoint
(Tsao and Livingstone, 2008) and face-
part shape tuning (Freiwald et al., 2009).
The study by Ohayon et al. (2012) demon-
strates the importance of another rela-
tively simple and coarse feature deter-
mining face selectivity: the sign of the
contrast between face regions. The moti-
vation to study this contrast feature came
from successful computer vision algo-
rithms of face detection that rely on illumi-nation-invariant contrast polarity features
(Sinha, 2002), and thus the face-selective
neurons might also utilize these cues to
detect faces.
Ohayon et al. (2012) recorded the
activity of single face-selective neurons
in the fMRI-defined face patches of the
middle superior temporal sulcus (STS).
To examine the contribution of contrast
features to the response of the neurons,
they designed a set of parameterized,
artificial face stimuli by decomposing the
image of an average face into 11 parts
and assigning each part a unique lumi-
nance value (Figure 1A). These values
ranged between dark and bright, and by
selecting different permutations of lumi-
nances, they generated 432 different
stimuli. A first observation was that
some of these artificial face stimuli elicited
strong responses in face-selective neu-
rons; in about half of the neurons, the
maximal response to the artificial face
stimuli was even stronger than the maxi-
mal evoked response to a real face.
Thus, although the artificial faces lacked
many features of real faces, such as
textures and local shading, these stimuli
could produce strong responses in the
neurons. The interesting observation
though was the large range of responses
that could be elicited by the artificial face
stimuli, ranging from no response to
strong firing. Although all of these stimuli
are easily classified as faces by human
observers, the middle STS neurons failed
to respond to some of those stimuli,
implying that these neurons do not detect
all images that humans classify as faces.
Next, the authors examined this large
variability in the responses to the artificialNeuronfaces: why do some of these artificial face
stimuli elicit a strong response, while
others produce no response? Computer
vision models (Sinha, 2002) suggested
that some contrast-defined features can
indicate the presence of a face and,
thus, are useful for detecting faces. These
diagnostic features are those that tolerate
varying illumination conditions and small
changes in viewpoint. For instance, eyes
tend to be darker than the forehead in
the majority of presentations of a face
under varying illumination conditions.
To determine whether such a contrast
polarity principle determines the re-
sponses of face-selective neurons in the
middle face patches, Ohayon et al.
(2012) analyzed the responses of each
neuron as a function of the pairwise con-
trast polarity among the 11 face parts.
For each part pair (A-B), they compared
the response strength to stimuli with the
luminance of part A greater than part B
with the response strength to stimuli in
which the luminance of these two parts
had the opposite contrast polarity, i.e., B
was brighter than A. They found that
about half of the face-selective neurons
were selective for at least one contrast
polarity pair. The neurons were sensitive
to the contrast polarity of multiple face
parts, but not necessarily the entire face.
Different neurons were tuned for different
contrast polarity pairs, the most common
ones being those in which the nose was
brighter than one of the eyes. Although
most common polarity features involved
the eye parts, pairs consisting of noneye
parts were included as well, and the
contrast features did not have to consist
of neighboring parts.74, May 10, 2012 ª2012 Elsevier Inc. 429
Figure 1. Stimuli Employed to Examine the Contrast Polarity Neuronal Tuning
(A) A real face was decomposed into 11 parts, of which the luminances were varied independently. Three examples of the artificial face stimuli are shown to the
left. (B) Examples of real face and nonface stimuli, ordered according to the number of correct contrast polarity features.
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polarities were consistent across the neu-
rons that were selective for that contrast
polarity. For instance, 95 neurons pre-
ferred the left eye part to be darker than
the nose, while only one neuron preferred
the opposite contrast polarity for these
parts. The preferred contrast polarities
agreed extremely well with the contrast
features predicted by the Sinha computer
vision model and by measurements of
illumination-invariant contrast features in
human and monkey faces taken by
Ohayon et al. (2012). Almost no neurons
were found to be tuned to a polarity oppo-
site to those predicted. In further experi-
ments, Ohayon et al. (2012) showed that
this contrast polarity tuning is based
on low-spatial frequency information be-
cause it tolerates heavy spatial smoothing
but is absent when the contrast polarity
information is present only along the part
contours.
These results were obtained using the
artificial faces and, thus, an obvious
question is whether this can be extended
to real faces. To examine this, Ohayon
et al. (2012) employed a large variety of
real faces and computed for each face
image the number of correct contrast
polarity features (Figure 1B, top row),
‘‘correct’’ meaning that the polarity
agrees with the computer vision model.430 Neuron 74, May 10, 2012 ª2012 ElsevierThey found that the response of the
face-selective neurons increased with
the number of correct contrast features.
The neurons did not respond to the
real faces containing only four correct
features—although these can be recog-
nized as a face (Figure 1B, left-most face
image)—while they responded well to
faces containing eight or more correct
contrast features.
Nonface images that were sampled
randomly from natural images lacking
faces did not elicit strong responses from
the face-selective neurons, even when
the nonface images contained a large
number of correct contrast features (Fig-
ure 1B, bottom row). It is unclear whether
this is due to the absence of a relatively
homogeneous luminance inside some of
the regions used to compute the contrast
relations of the nonface images (based on
the face-part template), unlike in the face
images. Nonetheless, it demonstrates
that internal face structures—perhaps
part configuration—other than the coarse,
average contrast polarity proposed in the
computer vision model do affect the
responses of face-selective neurons in
the middle STS face patches. Also, add-
ing an external face feature, i.e., hair,
produced a response to contrast-inverted
faces that was almost as strong as that
produced by the faces with the cor-Inc.rect contrast polarities, overriding the
effect of the incorrect contrast features.
However, the response latency for the
contrast-inverted images with hair was
longer compared to the contrast-correct
images.
Freiwald et al. (2009) showed that face-
selective neurons in these middle STS
patches responded selectivity to some
face parts, such as the nose and eyes,
and were tuned for simple shape dimen-
sions such as aspect ratio of the face,
intereye distance, irises size, etc. To re-
concile this tuning for geometrical shape
features with the tuning for coarse-
contrast polarity, Ohayon et al. (2012)
determined the selectivity for both kinds
of features in the same face-selective
neurons. They found that the preference
for a particular face part depended on its
luminance level relative to the other parts.
Importantly, about half of the neurons
were modulated by both the contrast
polarity features and the face-part geom-
etry. Notably more neurons were modu-
lated by the shape than by contrast
polarity, indicating the importance of
shape features for face selectivity, which
may underlie the strong between-
face selectivity of these neurons (see
Figure 2D in Ohayon et al., 2012). Indeed,
the coarse-contrast polarity features—
because these are common to all
Neuron
Previewsfaces—are useful for face detection, while
the geometry-based face tuning is useful
for individuation.
This study raises many questions. For
instance, how do face-selective neurons
in other fMRI-defined face patches re-
spond to the contrast (and shape) fea-
tures? Do face-selective neurons outside
the face patches show similar selectiv-
ities? How do the responses of the
neurons relate to behavioral performance
in face detection and individuation
tasks: do the contributions of a neuron
to the behavioral performance in such
tasks depend on its tuning for contrast
and shape features? Are contrast features
also important for classifying nonface
objects, or instead, as suggested by
some psychophysical studies (Neder-
houser et al., 2007), are contrast features
only critical for face recognition?
The striking finding of this study is the
correspondence between the contrast
polarity predictions of a computer vision
face detection algorithm and the ob-
served neuronal contrast polarity prefer-
ences. However, the match between the
Sinha face detection algorithm and the
neural response is imperfect, because
the neurons did not respond to the non-
face images with correct contrast fea-
tures. Also, other differences betweenneural selectivity and the model are
present, such as the larger number of
contrast features that the population of
neurons responded to. Nonetheless, this
study nicely illustrates the importance of
computer vision to guide and inspire
visual neuroscience studies. Visual neuro-
science and computer vision address the
same computational problems, although
with different finalities: understanding
vision versus constructing vision systems.
More interaction between these two disci-
plines should be profitable for both (Nater
et al., 2012; DiCarlo et al., 2012). The
present study brings us one step closer
to understanding the stimulus selectivity
of the middle STS neurons, but it also
demonstrates its complexity by showing
a role of contrast and shape features
and their interaction. It lays the basis
for further work, with hopefully more
interaction between computation and
physiology.
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