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PARAFAC-Based Blind Estimation Of Possibly
Underdetermined Convolutive MIMO Systems
Yuanning Yu and Athina P. Petropulu
Abstract—In this paper, we consider the problem of blind iden-
tification of a convolutive multiple-input–multiple-output (MIMO)
system with outputs and inputs. While many methods have
been proposed to blindly identify convolutive MIMO systems with
(overdetermined), very scarce results exist for the case
of (underdetermined), all of which refer to systems that
either have some special structure or special and values. In
this paper, we show that, as long as min( ) 2, indepen-
dent of whether the system is overdetermined or underdetermined,
we can always find the appropriate order of statistics that guaran-
tees identifiability of the system response within trivial ambiguities.
We also propose an algorithm to reach the solution, that consists of
parallel factorization (PARAFAC) of a -way tensor containing
th-order statistics of the system outputs, followed by an iterative
scheme. For a certain order of statistics , we provide the descrip-
tion of the class of identifiable MIMO systems. We also show that
this class can be expanded by applying PARAFAC decomposition
to a pair of tensors instead of one tensor. The proposed approach
constitutes a novel scheme for estimation of underdetermined sys-
tems, and improves over existing approaches for overdetermined
systems.
Index Terms—Blind multiple-input–multiple-output (MIMO),
higher order statistics, MIMO identification, underdetermined
MIMO, PARAFAC.
I. INTRODUCTION
THE multiple-input–multiple-output (MIMO) model arisesin several applications such as speech processing [22],
[24], multiaccess communications, multitrack digital magnetic
recording [21], [38], and biomedical applications [17], [18].
A large body of literature exists on identification of systems
with number of outputs equal or greater than the number
of inputs . However, there are practical situations where
the number of sources could be greater than the number of
observations, for example, in an airborne radar investigation
over dense urban areas, the probability of receiving more
sources than sensors increases with the reception bandwidth
[16]. Throughout this paper, an MIMO system will be
referred to as overdetermined if ; otherwise, it will be
referred to as underdetermined.
Identification of an underdetermined MIMO system does not
always translate to recovery of inputs, as the system matrix
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is noninvertible. However, exploiting special signal properties
such as the finite alphabet property, common in communica-
tion signals, input recovery is possible [11], [13]. Application
of underdetermined system identification in a communications
scenario would be very useful as it could enable recovery of
users with fewer than antennas, thus lowering the cost
of hardware. In the last decade, several methods have been de-
veloped to blindly identify memoryless underdetermined sys-
tems [2], [5], [10]–[14], [16], [28]–[32]. The literature on blind
identification of convolutive underdetermined MIMO systems
is notably sparser. In [37], the identifiability of a moving av-
erage (MA) system with possibly more inputs than outputs was
studied, while no estimation results were provided. A convolu-
tive system where the cross channels are simple delay elements
was studied in [15]. A general case of 2 3 convolutive MIMO
system was studied in [9], [30], but those results cannot be ex-
tended to other MIMO sizes.
In this paper, we show that parallel factorization (PARAFAC)
[4], [7], [19], [20], [27] of a -way tensor, constructed based
on th-order statistics of the system outputs, allows for
identification of a general class of convolutive and possibly
underdetermined MIMO systems. This work was motivated by
the frequency-domain framework introduced in [8], where the
response of an overdetermined system was estimated based on
joint diagonalization of output higher order statistics (HOS)
slices. In order for joint diagonalization to be applicable, the
system frequency response at each frequency would need to be
a unitary matrix. To guarantee this, a prewhitening operation
was applied to the system output. Later, in [1] and [41], it was
shown that under the same frequency-domain framework, the
same problem can be solved without the need for prewhitening,
by employing PARAFAC decomposition instead of joint diago-
nalization. Following PARAFAC decomposition, the approach
of [1] utilizes an iteration that recovers a row of the system
response matrix from one slice of the output tensor. Although
the PARAFAC decomposition step in [1] does not preclude
underdetermined systems, the subsequent iteration requires the
channel matrix be invertible, a condition that does not hold in
underdetermined systems.
The contribution of this paper is the following.
• We modify the iteration of [1], to make it applicable to a
large class of underdetermined as well as overdetermined
systems. We show that, by applying PARAFAC decompo-
sition to a -way tensor, constructed based on th-order
cross polyspectra of the system outputs, allows for identi-
fication of a general class of convolutive MIMO systems.
For channels with independent taps, the class of identifi-
able systems is described as
1053-587X/$25.00 © 2007 IEEE
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. This implies that as long as
, any system can be estimated within trivial ambi-
guities based on higher order statistics of the system output
of order .
Thus, independent on whether the system is overdeter-
mined or underdetermined, we can always find the order
of statistics that guarantee identifiability, and we also pro-
pose an algorithm to reach the solution.
• We show that the use of a tensor pair instead of a single
tensor allows one to expand the class of identifiable
underdetermined systems to
. Alternatively,
as long as , any system
can be estimated within trivial ambiguities based on
higher order statistics of the system output of order
.
Note that now the lowest order statistics is less or equal
than that needed in the single tensor case.
For example, identification of a four-input–three-output
system using a single tensor requires fourth-order statis-
tics. When using a pair of tensors, identification of the same
system is possible using third-order statistics.
Use of lower order statistics results in complexity reduc-
tion and also reduction of estimation errors. Along with the
proof, we provide an algorithm that reaches the solution.
This paper is organized as follows. In Section II, we summa-
rize key properties of PARAFAC decomposition. In Section III,
we formulate the MIMO problem and list all required as-
sumptions. In Section IV, we present the main results on
system identification based on third-order statistics and a single
tensor, which are subsequently generalized in Section V to
employ th-order statistics. Section VI discusses identification
based on a tensor pair. Implementation issues are discussed
in Section VII and performance evaluation via simulations
is presented in Section VIII. Finally, concluding remarks are
made in Section IX.
Notation
• Superscripts , , and denote transpose, Hermitian
transpose, and complex conjugate operations, respec-
tively.
• denotes the th-order cumulant of
the random variables .
• Boldface symbols denote matrices.; Capital calligraphic
symbols denote tensors.
• denotes a diagonal matrix whose diagonal contains
the th row of matrix .
• is a diagonal matrix whose diagonal ele-
ments are .
• denotes modulo .
• denotes the Moore–Penrose matrix inverse of .
II. PARALLEL FACTORIZATION
Consider a three-way tensor with dimensions ,
whose element satisfies
(1)
In compact form, can be expressed in terms of its slices
, , as , where
is an matrix with entries , is an matrix with
entries , and is a matrix with entries .
By stacking the slices , we form the
tall matrix , for which it holds
.
.
.
(2)
where is the Khatri–Rao product (columnwise Kronecker
product) [34].
Similarly, by slicing the tensor with respect to the th and
th dimension, and stacking the slices , or
, we, respectively, form the tall matrices
and , for which it holds
(3)
According to [7], [20], [27], and [34], if the -rank of ma-
trices , and , respectively, , , and satisfy
, the tensor can be decomposed uniquely
into , and within some permutation and scalar ambigu-
ities, i.e., and , where is a permuta-
tion matrix and are complex diagonal matrices that satisfy
.
More works on the previous result can be found in [3] and
[25]. For the convenience of the reader, we include here the def-
inition of the -rank of a matrix. A matrix of size
has -rank if every columns of are lin-
early independent, but either , or there exists a collec-
tion of linearly dependent columns in . Note that the
.
The PARAFAC decomposition idea can be generalized to a
-way array of dimension with element
given as
(4)
Let be a matrix with elements , where
(5)
A sufficient condition for the -way array to have a
unique decomposition up to a diagonal and permutation ambi-
guity is [35]
(6)
Several algorithms exist for decomposing into factors
within a common permutation ambiguity and
individual scalar ambiguities. In this paper, for the decom-
position of third-order tensors, we use the COMplex parallel
FACtor analysis (COMFAC) approach, which is a fast least
square PARAFAC algorithm applied on a compressed version
of the data [34]. For the decomposition of -way tensors,
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where , we use the alternative least square (ALS)
algorithm [20], which is a least squares driven method.
III. PROBLEM FORMULATION
Let us consider a linear time invariant (LTI), finite impulse re-
sponse (FIR) system with outputs and inputs. The system
output equals
(7)
where denotes discrete time; is a
vector containing the inputs; is the MIMO system impulse
response matrix whose element is denoted by ; is
the length of the longest ; is
the vector of observations; and is
a vector of observation noise.
All signals involved in (7) can be real or complex.
Let be the -point discrete Fourier trans-
form (DFT) of , with . Our goal is to obtain an
estimate of such that
(8)
where is a column permutation matrix, is a constant di-
agonal matrix, and is a diagonal matrix with integer ele-
ments. Note that the matrix exponential in (8) is defined as
. For overdetermined systems, the afore-
mentioned ambiguities are trivial as they introduce to each input
a scalar ambiguity, an ordering ambiguity, and a circular shift
[8]. In the case of underdetermined systems, the effect of those
ambiguities on the recovered inputs is not straightforward and
needs to be studied in the context of the specific input recovery
method used.
IV. SYSTEM ESTIMATION USING THIRD-ORDER STATISTICS
Let us assume the following.
A1) , , are zero mean Gaussian stationary
random processes with variance , mutually indepen-
dent and independent of the inputs.
A2) Each is a zero mean, nonsymmetrically dis-
tributed, independent identically distributed (i.i.d.),
stationary process with nonzero skewness, i.e.,
. The ’s are mu-
tually independent.
A3) , where
.
Assumption A1) is needed in order for additive noise to be
suppressed in the higher order cumulant domain. Assumption
A2) guarantees that there are nonzero samples in the third order
cumulant sequence of the system output. Assumptions A1) and
A2) are common in methods using third-order statistics. The
need for assumption A3) and implications will be discussed
later in this section. For the case of a channel matrix whose
elements are drawn independently from an absolute continuous
distribution, [34] and A3) reduces to
.
We should note that the sources could be circular or noncir-
cular, as long as they satisfy A2). Also, although we assume
the sources are stationary, the methods to be presented can also
be modified to apply to zero-mean cyclostationary observations.
Along the lines of the discussion in [10], the cumulants of cy-
clostationary processes are time dependent. In that case, the cu-
mulants needed in our methods would have to be obtained as the
temporal mean.
Under A1) and A2), the discrete-frequency cross bis-
pectrum of , , and equals [33]
(9)
Let us consider (9) for and , where
, , and are integers. The role of and is discussed
in [1] and also in Section VII. By comparing (9) and (1),
can be viewed as the th element of
tensor . Under assumption
A3), PARAFAC decomposition of yields
, , and [34], where
(10)
with
(11)
(12)
(13)
a permutation matrix, , are com-
plex diagonal matrices that satisfy and
.
For notational convenience, the dependence on and is not
shown in , , and .
As in (2), let us form a tall matrix by
stacking the slices for . It
holds
.
.
.
(14)
(15)
where in the last equation it was used that [see (11)
and (12)].
If the matrix had a Moore–Penrose matrix in-
verse, then it would hold
(16)
Equation (16) is the basis for the proposed channel esti-
mation method indicating a recursive equation for , or
equivalently, . In order to guarantee the
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Fig. 1. ISPD approach.
existence of , we need to show that matrix
has full column rank, i.e., . This
can be shown as follows.
Under A3), , thus does not have a zero column.
Therefore, the -rank of satisfies [36]
(17)
Assumption A3) guarantees that .
Since , and also noting that , it
can be seen that
. Thus, via (17), , which
means that matrix has both full -rank and rank,
and thus has a left pseudoinverse .
Returning to (16), if and were known, then we
could use (16) to iteratively obtain for all . Although
we do not know and , via PARAFAC decomposition of
, we can estimate them within permutation and
scalar ambiguities [see (10)]. As it will be shown next, if we ini-
tialize the iteration of (16) with the PARAFAC decomposition
estimates and , we obtain within some manageable
ambiguities.
Proposition 1: For an MIMO system that satisfies
A1)–(A3), consider the PARAFAC decomposition of the tensor
into , , and .
Define the iteration for
(18)
where is defined as (14).
It holds
(19)
where and are diagonal matrices and and are di-
agonal matrices with positive elements.
Proof: See Appendix I.
If and are coprime integers, as takes values from 0
to , of (19) is directly related to samples of the
channel matrix starting from sample and moving to the
right in steps of in a circular fashion. The permutation matrix
in (19) is fixed, the diagonal matrix assumes a different fixed
value depending on whether is odd or even, and the diagonal
phase ambiguity depends on .
It was shown in [1] that for overdetermined MIMO systems,
the phase ambiguity can be computed within an integer
multiple of by exploiting the periodicity of the estimated
channel response matrices. That process cannot be applied
in the case of underdetermined systems since it requires that
the channel response matrix be invertible. Next, we propose a
method to estimate that applies to underdetermined systems
as well as overdetermined ones.
Proposition 2: The phase term can be computed within
an integer multiple of as
(20)
where is a diagonal matrix with integer elements, is even,
, , and denotes principal
argument of phase.
Proof: See Appendix II.
Finally, taking to be even, to be coprime to , and com-
bining (19) and (20), we obtain the even or the odd samples of
within trivial ambiguities. Applying an -point inverse
DFT (IDFT) on the even samples of and downsampling
the resulting sequence by , we get a circularly shifted version
of (see [1], for details).
The previous process of estimating the MIMO system re-
sponse is summarized in Fig. 1. It applies to a large class of
underdetermined systems [see A3)], and to all overdetermined
systems. We will refer to it as the improved single PARAFAC
decomposition (ISPD), since it improves on the SPD approach
proposed in [1] by accommodating underdetermined systems as
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well as overdetermined systems, and also by achieving better es-
timation results for the cases covered by the SPD method, as it
will be seen in Section VIII. We should note that the channel
assumptions for this approach are just a subset of those in [1]
and [8].
V. SYSTEM ESTIMATION BASED ON TH-ORDER STATISTICS
Let us assume A1), and replace A2) and A3), respectively,
with A4) and A5), defined as follows.
A4) Each is a zero mean, i.i.d., stationary process with
nonzero th-order cumulant
The ’s are mutually independent.
A5) , where as defined as in as-
sumption A3) and is the order of statistics to be used in
the estimation.
Again, the sources could be circular or noncircular.
For a MIMO system whose taps are drawn independently
from an absolutely continuous distribution, the condition A5)
becomes .
The discretized th-order cross spectrum, defined as the
dimensional DFT of the th-order cross cumulant
equals [33]
(21)
Let us consider the -way tensor
, constructed based on elements
, where .
Under A5), can be decom-
posed into [35]
(22)
where is a permutation ambiguity and are complex di-
agonal matrices that satisfy and
(23)
(24)
(25)
and odd
and even. (26)
By fixing the indices through of the tensor
, we can get an
matrix . Similar
to (14) for the third-order case, we can stack the
matrices to form an tall matrix , for
, for which it holds [35]
(27)
If the matrix has a Moore–Pen-
rose matrix inverse, we get
(28)
In order to guarantee that matrix
has a left pseudoinverse, we need to show that the matrix has full
column rank. Under assumption A5), it is shown in Appendix III
that this indeed is the case.
As in the third-order case, (28) is the basis for the proposed
channel estimation method indicating a recursive computation
of , or equivalently, . Next, it is shown that
the initialization can be based on the PARAFAC decomposition
of tensor .
Proposition 3: Consider an MIMO system that sat-
isfies A1), A4), and A5).
PARAFAC decomposition of the tensor
yields , [see (22)].
Define the iteration for
(29)
where , as defined in (27).
Along the lines of Proposition 1, it can be shown that
(30)
where and are constant diagonal matrices and
are diagonal matrices with positive elements.
Similar to (19), (30) provides the even- or odd-indexed sam-
ples of the system frequency response within a phase, constant
permutation, and scalar ambiguities. The phase ambiguity can
be handled in exactly the same manner as in the third-order case.
In summary, using th-order statistics with , we can
estimate all MIMO system responses that satisfy the -rank con-
dition .
For a channel with elements drawn randomly from a contin-
uous distribution [34], the latter condition becomes
(31)
Fig. 2 shows the lower bound for for a given , for
. One can see that by using a larger we can reduce
the number of outputs that are required to identify a MIMO
system with a given number of inputs. For example, to identify
a system with inputs, we need at least outputs
if we are to use third-order statistics, while we only need
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Fig. 2. Identifiable bound of the ISPD method.
TABLE I
REQUIRED STATISTICS ORDERK FOR A GIVEN SIZE MIMO SYSTEM
outputs if we are to use th-order statistics. This, of course,
might not be of practical interest as computational complexity
and estimation errors increase as the statistics order increases.
However, from a theoretical point of view, it implies that, as long
as , by applying the right-order statistics, one
can estimate any size MIMO system response.
Focusing on a system matrix with independent entries, (31)
indicates that the minimum required order of estimating an
system response is
(32)
where denotes the smallest integer greater than .
Table I shows the required statistics order , for any given
combination of and . One needs to notice
that the minimum order of statistics needed here is 3.
VI. MIMO SYSTEM ESTIMATION USING A PAIR OF TENSORS
In this section, we show how combining two tensors allows
one to expand the class of underdetermined systems that can be
identified while maintaining the same order statistics.
For example, based on the previous discussion, by using one
three-way tensor, we cannot identify an and
system via third-order statistics. Identification is possible if we
increase the statistics order to and consider decompo-
sition of a four-way tensor. However, it will increase the com-
putation complexity. In this section, we show that combining a
pair of three-way tensors enables us to identify an and
while still using third-order statistics.
Let us illustrate the idea for the third-order case and for a
MIMO system with randomly drawn channel elements.
Proposition 4: Consider an MIMO systems with
randomly drawn elements that satisfies
, and the tensors
for defined as in (9).
There is a unique (within permutation and scaling) set of ma-
trices , , , and that satisfies both
, for , and
, for .
The proof is given in Appendix IV.
The matrices , , , and satisfy the following:
(33)
(34)
(35)
and
(36)
An easy interpretation of the previous equations can be ob-
tained for the case of a real matrix. In that case, we can form
an tensor based on , , and by
reordering the rows of (33)–(36). Then, , , and
are uniquely defined within scalar and permutation ambiguities
[34]. Note that condition
is equivalent to A5) for a tensor.
For the general complex case, it is not easy to provide the
tensor and its components; however, having
proven uniqueness of solution, we can follow an ALS [34] ap-
proach to solve (33)–(36). We initialize with four random ma-
trices. Then, for each iteration, we calculate the four unknown
matrices based on (33)–(36) and replace the old matrices with
the new calculated ones. At the last step of each iteration, we re-
construct the two three-way tensors based on the four computed
channel matrices (as in Proposition 4) and compute the differ-
ence (i.e., using Frobenius norm) between the reconstructed ten-
sors from the decomposed matrices and the estimated tensors.
The algorithm should stop when the convergence speed is lower
than some given threshold, e.g., , or the iteration number
exceeds some given number, e.g., 5000.
Based on the estimated and , the iteration of Proposition
1 can proceed to yield the system estimate. It can be seen that
as long as , the
condition is satisfied, thus matrix
has left pseudoinverse, and so does the matrix .
The same idea can be applied to the th-order
case as well. By combining two consecutive tensors
and ,
where , we can have updating equations
of size for for , and
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Fig. 3. Identifiable bound of proposed method that uses a pair of tensors.
(which is equal to ), and two updating
equations for and . This is equivalent to solving for
the PARAFAC decomposition for a -way tensor of dimension
. For MIMO systems with randomly
drawn channel elements, we can reduce the equivalence of the
assumption A5) to
(37)
Along the lines of Appendix III, one can show that the tall
matrix has full column rank under
(37) for both and . Therefore, we can still
use the iteration of (29).
As long as , (37) indicates that the min-
imum required order of estimating an system can
now be reduced to
(38)
Fig. 3 shows the identifiable bounds when combining two
initial tensors. We can see that, by combining a pair of tensors,
the proposed approach is applicable to more underdetermined
MIMO system without having to increase the statistics order.
For example, when using a single tensor, we need to
identify a MIMO system with and , while when
combining two tensors we only need .
VII. IMPLEMENTATION ISSUES
About : As discussed in Sections IV and V, the parame-
ters should be taken to be coprime to recover the maximum
possible number of frequency response samples. Estimation of
the phase ambiguity requires that is even.
Initialization: When using third-order statistics, the iteration
in Proposition 1 requires that matrix be well
conditioned for all ’s, i.e., it should not have any columns with
almost zero elements. However, we only have control over the
initial values in the iteration, i.e., , which are obtained via
the decomposition of tensor . Different values of
and will result in different and . We should pick values
for and that result in and with the largest minimum
eigenvalue.
For bandpass channels with channels occupying the same fre-
quency range, we could also choose from the high-energy
region of the trace of the power spectrum of the system output
[1]. When using fourth-order cumulants, we need to compute
the pseudoinverse of for every
iteration. We need to pick and so that the matrices
and resulting from PARAFAC decomposition of the tensor
are well conditioned. Alternatively, we should
pick and from the high-energy area of the power spec-
trum trace. Also, the starting point should be a well-condi-
tioned matrix. For the phase recovery, the parameter needed
in (20) should be chosen such that the th row contains the
largest minimum element among all the rows of . Simu-
lations indicate that this scheme is better than averaging over
.
FFT size: The fast Fourier transform (FFT) length needs
to be at least twice the channel length . If the initial estimates
in the iterations of (18) or (29) are good, then using a larger FFT
length improves the impulse response estimate. Otherwise,
as increases, the iteration runs longer and propagation errors
tend to increase.
If some cross channels contain zeros on the unit circle, we
may end up with a channel frequency response matrix that has
one or more zero columns, which violates A3) and A5). By sam-
pling the frequency response sparsely, i.e., taking a small al-
lows one to avoid hitting the zeros of the frequency response,
and thus avoid zero columns.
Channel length: If the length of the system is very long,
the size of cumulants to be estimated increases and needs to
be increased accordingly. In such cases, the estimation of cumu-
lants and higher order spectra is a rather sensitive task, bound to
affect the PARAFAC decomposition and the initial values of the
iteration. As a result, the error propagation becomes severe. Fur-
ther work needs to be done to address dealing with long systems.
Applicability to scalar MIMO systems: Scalar MIMO systems
can be viewed as a special case of convolutive MIMO systems,
with length . If we were to apply the proposed approach to
the case of scalar systems, the identifiability conditions would
still be the same, and the estimation would stop right after the
PARAFAC decomposition. At that point, we would have an esti-
mate of the channel matrix within a scalar and permutation am-
biguity. Recently, in [10], an upper bound for identifiable sizes
of scalar systems were proposed, which is a polynomial in of
order . This is larger than the bound of our method, which
is linear in . We should note that the method of [10] does not
apply to convolutive MIMO systems with .
One application of the scalar MIMO system is a system with
multiple transmit and receive antennas in the form of linear ar-
rays, where there are only direct line-of-sight paths between the
antennas. In this case, the elements of the MIMO system are of
the form , where denotes distance
between antennas and , is attenuation along the line-of-sight
path, and is the signal wavelength. In case of uniform linear
arrays, and under far-field conditions, the channel matrix has el-
ements of the form
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, where and denote the spacing of elements in the
receive and transmit arrays and is some constant [39]. It can
be shown that such channel matrix has rank one, thus, .
Then, assumptions A3) and A5) would prevent the applicability
of the proposed method in this scenario. However, for more gen-
eral arrays, with depending on the array geometry
and the proposed approach would be applicable.
VIII. SIMULATIONS
In this section, we demonstrate the performance of the
proposed approach. In all cases, the additive noise processes
were white, zero-mean, complex Gaussian with identical
variances and they were independent of the source signals.
The sample cross-cumulant estimates were windowed by a
Hamming window of size for third-order cumulants,
or for fourth-order cumulants, where is an
upper bound for the channel length . The data length
used to obtain the cross-cumulant estimates is denoted by .
The channel impulse response was obtained as the -samples
long segment (modulo ) with the maximum energy.1
In most practical applications, the channels are bandpass. For
this reason, we conducted our simulations using channels gen-
erated as
(39)
where the ’s are zero-mean Gaussian random variables. By
varying , we generated multiple bandpass channels and the
performance of a method is taken at as the average of the perfor-
mances corresponding to different channels. Unless otherwise
stated, for each channel estimation, we performed
Monte Carlo simulations. The performance index used here is
the overall normalized mean square error (ONMSE), i.e.,
ONMSE
(40)
where denotes the cross-channel estimate. In the simula-
tions, was extracted as the -sample long segment (its
lags taken modulo ) that correspond to the maximum cor-
relation with the true .
A. Overdetermined Systems
We compared the performance of the proposed ISPD ap-
proach against the SPD method of [1], the frequency-domain
approach of [8], and also the time-domain method of [40]. Ac-
cording to [8], a closed-form solution for the system frequency
response is obtained based on joint diagonalization of matrices
constructed based on slices of higher order polyspectra of the
system output. Prewhitening is used to make the system matrix
unitary. The method of [40] is a deflation-type approach, where
1The MATLAB code used for estimating the bispectrum, trispectrum, and
the proposed approach are available at http://www.ece.drexel.edu/CSPL/re-
search/hos.html. The PARAFAC decomposition was performed using
MATLAB code downloaded from http://www.ece.umn.edu~/users/nikos/
public_html/~3SPICE/code.html.
Fig. 4. Cumulative ONMSE comparison for 50 2 2 channels with third-order
statistics: SNR = 20 dB, and T = 16 k.
the input sequences are extracted and removed one by one. At
the end, the system is estimated based on the system output and
the estimated input. We chose this method mainly because it is
one of the few time-domain methods that are not sensitive to
small overestimation of channel length. As a reference point,
we also show the channel estimate for the case of known input.
We refer to it as the ideal channel estimate, and we obtained it
by cross correlating the system output with the known input.
1) Estimation Using Third-Order Statistics: The channel in-
puts were taken to be i.i.d. single-sided and exponentially dis-
tributed. For all the methods, we used SNR 20 dB and 8
k to estimate the bispectrum. In Fig. 4, we show the cumulative
probability function of the ONMSE for 50 2 2 independent
channels. For the ISPD method, we used and ,
and is selected from the peak of the estimated power-spec-
trum of each channel realization. Fig. 4 shows that for the ISPD
method the probability that during 50 independent channels runs
the ONMSE remains below 0.1 is much higher than for the other
three comparison methods.
2) Estimation Using Fourth-Order Statistics: We consid-
ered 50 independent channel realizations of a 2 2 and a 3 3
MIMO system. For each channel case, 20 independent input
realizations were considered. The inputs were taken to be i.i.d.
binary phase-shift keying (BPSK) signals. We used ,
, and and was selected from the peak of
the estimated power spectrum. The channel length was ,
the extended channel length was , and SNR 20 dB.
There was no significant performance gain beyond data length
16 k, so we present results for 16 k. After the channel
response was estimated, we put the channel taps into a large
banded Toeplitz matrix, thus changing the convolutive MIMO
channel into a scalar one. Then, we used zero-forcing equalizer
to recover the inputs signals.
Table II shows ONMSE and BER results for the systems con-
sidered. One can see that by increasing the number of outputs
we do get a larger performance gain.
Fig. 5 shows the cumulative probability function of the
ONMSE for the 2 2 channel case. The graph shows that
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Fig. 5. Cumulative ONMSE comparison for 50 2 2 channels with fourth-
order statistics: SNR = 20 dB and T = 16 k.
for the ISPD method the probability that the ONMSE will
remain below 0.1 during the 50 independent channel runs is
much higher than for the other two comparison methods. To
better understand the source of errors, we also show the result
obtained with the known initial conditions on the same figure,
i.e., using , , as opposed to the estimated ones
via PARAFAC decomposition. One can see that the PARAFAC
decomposition does introduce some performance loss and
improving that process would be a worthwhile endeavor.
A discussion on the complexity of the PARAFAC decompo-
sition can be found in [34]. To give an idea of the complexity
involved, based on 100 Monte Carlo runs for a random 2 2
channel, the average run time for the ISPD fourth method using
the ALS method [34] was 40 s, 15 s of which was taken up by the
trispectrum estimation step. The computer used in simulation
was an IBM T43 with 1.8-GHz Pentium IV-m processor. Using
the fast complex factorization (COMFAC) [26] algorithm, for
the third-order case, the average total running time was only 3 s,
while 2 s were taken up by the estimation of the bispectrum.
B. Underdetermined System
1) The 4 5 MIMO Estimation Using Third-Order Statistics:
The channel inputs were again taken to be i.i.d. single-sided and
exponentially distributed. We used , SNR 20 dB,
8 k, , and was selected from the peak of the
estimated power spectrum. In Fig. 6(a), we show the cumulative
probability function of the ONMSE over 50 4 5 independent
channels for the proposed method along with the ideal channel
estimation. To better understand the source of errors, we also
show on the same figure the result obtained with ideal initial
conditions, i.e., , , and , as opposed to the estimated
ones via PARAFAC decomposition.
2) The 3 4 MIMO Estimation Using Fourth-Order Statis-
tics: The channel inputs were taken to be BPSK and 4–quadra-
ture amplitude modulation (4-QAM) signals. We used
, SNR 20 dB, 16 k, , and , and
was selected based on the peak of the estimated power spectrum.
In Fig. 6(b), we show the cumulative probability function of the
ONMSE over 50 3 4 independent channels for the proposed
method. In the same figure, we also show the result obtained
with the true initial condition.
Table III shows ONMSE versus SNR results for both the
4 5 and 3 4 underdetermined systems considered. The re-
sults were averaged over 50 independent channels.
C. Estimation of Underdetermined System Based on a Pair
of Tensors
To the best of our knowledge, there are no reported results
on the estimation of a general size underdetermined convolutive
MIMO system. Therefore, there are no methods to compare our
method against, except for the 2 3 estimation method in [9].
1) The 3 4 MIMO Estimation Using Third-Order Statis-
tics: In this case, we are estimating the same problem as in
Section VIII-B2 but using third-order instead of fourth-order
statistics. In Fig. 7(a), we show the cumulative probability func-
tion of the ONMSE over 50 3 4 independent channels for the
following: 1) the proposed method based on pair of initial ten-
sors, 2) the proposed method with the correct initialization, and
3) the ideal channel estimation. We can see the mean of the
ONMSE of the proposed method remains lower than 0.1, while
the highest ONMSE is lower than 0.12.
2) The 2 3 MIMO Estimation Using Fourth-Order Statis-
tics: For this case, without using a tensor pair we would need
at least fifth-order statistics. Here, by combining two tensors we
solve the problem using fourth-order statistics. In Fig. 7(b), we
show the cumulative probability function of the ONMSE over
50 2 3 independent channels for the following: 1) the pro-
posed method based on a pair of tensors using BPSK inputs,
2) the proposed method with known initial conditions using
BPSK inputs, 3) the ideal channel estimation using BPSK in-
puts, and 4) the proposed method based on a pair of tensors using
4-QAM inputs.
To give a better understanding of the estimation results, in
Fig. 8, we show the estimation result for the proposed method
for one of the 50 channels used to produce Fig. 7(b), after it
has been averaged over 50 independent input realizations. The
inputs were BPSK signals, SNR 20 dB, and 16 k. The
ONMSE for the selected channel is 0.09547, while the mean of
the ONMSE of 50 randomly selected 2 3 MIMO channels is
0.1145.
The 2 3 convolutive MIMO problem was treated in [9]. The
performance of our method is comparable to that of [9] when
both methods are applied to the specific channel used in [9].
3) The 3 5 Mimo Estimation Using Fourth-Order Statis-
tics: In Fig. 9, we show the estimation result for the proposed
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Fig. 6. Cumulative ONMSE comparison for 50 independent channels using a single tensor. SNR = 20 dB. (a) Estimation of a 4  5 system using third-order
statistics with T = 8000. (b) Estimation of a 3  4 system using fourth-order statistics with T = 16000.
Fig. 7. Cumulative ONMSE comparison for 50 independent channels using a single tensor. SNR = 20 dB. (a) Estimation of a 3  4 system using third-order
statistics with T = 8000. (b) Estimation of a 2  3 system using fourth-order statistics with T = 16000.
TABLE III
UNDERDETERMINED SYSTEM: ONMSE COMPARISON VERSUS SNR FOR 50 CHANNELS
method for a 3 5 channel after it has been averaged over 50
independent input realizations. The inputs were BPSK signals,
SNR 20 dB, and 16 k. The ONMSE for that channel is
0.1247.
IX. CONCLUSION
We presented ISPD, a novel iterative method for the blind
identification of all possibly underdetermined convolutive
MIMO system driven by white, mutually independent unob-
servable inputs. When applied to the overdetermined MIMO
systems, ISPD constitutes an improvement over the SPD [1]
method and the methods of [8] and [40]. When applied using
th-order statistics, ISPD can be applied to a class of underde-
termined MIMO systems satisfying a simple -rank condition.
Provided that the channel elements are drawn independently
from a continuous distribution, the -rank condition is trans-
lated into ; this is satisfied
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Fig. 8. Estimation of a 2 3 system using fourth-order statistics based on 50
Monte Carlo runs. True values are shown in star solid line; estimated mean is
shown in circle dotted line; gray area indicates  standard deviation. L = 4,
Le = 6, SNR = 20 dB, and T = 16 k.
Fig. 9. Estimation of a 3 5 system using fourth-order statistics based on 50
Monte Carlo runs. True values are shown in star solid line; estimated mean is
shown in circle dotted line; gray area indicates  standard deviation. L = 4,
Le = 6, SNR = 20 dB, and T = 16 k.
by a large class of underdetermined systems and most overde-
termined systems. To expand the class of identifiable systems,
one would have to increase the order of statistics used in ISPD.
Alternatively, we showed that by combing a pair of tensors
we can identify a larger group of underdetermined systems
.
We also proposed an iterative scheme for obtaining the system
estimate.
APPENDIX I
PROOF OF PROPOSITION 1
According to (10), it holds
(41)
where .
Noting that both and have full rank, it is easy to show
that the -rank of matrix equals the -rank of ma-
trix . Under A3), the latter matrix is full column rank,
based on the result shown in Section IV for matrix .
Therefore, exists. It holds
With similar arguments as previously described, the matrix
, , also has pseudoinverse and the
iteration proceeds to yield
(42)
where , , and
for odd
for even (43)
APPENDIX II
PROOF OF PROPOSITION 2
Consider for some as given in (19).
It holds
(44)
(45)
Combining (44) and (45), we get
(46)
Thus, if is even, is a diagonal matrix which
has unit modulus.
Then, can be expressed as
(47)
where is the phase angle, which takes value in ,
and is a diagonal matrix with integer elements.
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APPENDIX III
PROOF THAT MATRIX HAS A
LEFT PSEUDOINVERSE
By applying the lemma of -rank of Khatri–Rao product [36]
times, we get that the ( -rank) of
satisfies
(48)
provided that none of (each of dimension ) contains
a zero column.
Under A5), . By noting that ,
it holds . According to (48), the
matrix has full -rank, also full
rank, i.e., . Therefore, has a
left pseudoinverse.
APPENDIX IV
PROOF OF PROPOSITION 4
The proof makes use of the following lemma, that was origi-
nally presented in [27].
Lemma 1 (Permutation Lemma): Let denote the
number of nonzero elements of . Given two matrices
and with the same dimension ( ), suppose that
has no identically zero columns, and assume that the following
implication holds:
(49)
We then have that , where is a permutation matrix
and is a nonsingular complex diagonal matrix.
Let us first prove the uniqueness of . Then we can follow
similar steps to prove the uniqueness of . Finally, from (33)
and (34), we can get the uniqueness of and .
Suppose there also exist , ,
, and such that
, for , and
, for
.
Via Lemma 1, to show that , we need to
show that for underdetermined systems, under the condition
(50)
for all .
Taking linear combinations and
, it follows that:
(51)
Because the rank of a matrix product is always less than or
equal to the rank of any factor, we have
(52)
By noting that both and have full rank, it holds that
(53)
Let . Dropping the columns of and
and rows of corresponding to the zeros of results in
the truncated matrices , , and , each with columns and
rows, respectively. Let be the nonzero part of .
Then, according to Sylvester’s inequality [23], we have
(54)
where in the last inequality, we use the fact that all the elements
of are nonzero. By noting that both and have full
rank, we get
(55)
Now, in order to establish the implication (49), it suffices to
show that the conditions and
exclude the second possibility
.
We start by proving that
implies that . From (51), it follows that
Then, we need to show that to prove that
. Suppose the opposite, namely, that
. Then, according to Sylvester’s inequality, we
have
(56)
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Noting that , we have
(57)
From condition , we get that
, thus whenever
. Since ,
its rank is zero. This shows that
Recalling the assumption of the permutation lemma (49), it
holds
(58)
Considering that , we get
(59)
Combing (58) and (59), we get a contradiction for the second
case
(60)
The only remaining option is , and thus
Then, according to the permutation lemma, we showed that
, where is a permutation matrix and is a
nonsingular complex diagonal scaling matrix.
We can follow the same steps to prove that is also unique
within permutation and scaling ambiguities, i.e., .
After we get and , we can calculate according to (33),
where , and it holds that . Similarly,
by using , we can get from (34), and
it holds that .
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