There is a close connection between separating vectors and reflexivity. But the existence of a separating vector does not guarantee reflexivity. This paper clarifies the relation. We first find that every subspace of linear transformations whose dimension is less than the cardinality of the scalar field and having a "disjoint" pair of separating vectors is algebraically reflexive. Then we refine the result and conclude that a finite-dimensional subspace of operators having a two-dimensional subspace of separating vectors is algebraically reflexive if its scalar field is algebraically closed. Examples are provided to show that these results are sharp. An application of the first result shows that finite-dimensional spaces of operators of large rank are reflexive.
Discussions on algebraic reflexivity can be found in [3, 5, 7, 8, 121 , and we will study algebraic reflexivity from now on. For brevity, we will sometimes omit the adverb algebraically.
Several authors have observed the close connection between separating vectors and reflexivity. A vector x E 'Y separates S &L? (Y) in case the map sending s to sx is injective on S. One well-known result is that if S is reflexive and S has a separating vector, then every subspace of S is reflexive [l] . Larson established the existence of a separating vector for each finite-dimensional subspace S of L?(Y) h aving no members of finite rank, and thus proved reflexivity of such S [12] . Th ere are some other examples in [lo, 16, 
171.
Unfortunately, the existence of a separating vector does not guarantee Since t G S, S is not algebraically reflexive. This paper is devoted to finding slightly stronger conditions which do guarantee reflexivity. Our main results are Theorem 2.1 and Theorem 3.3.
Theorem 2.1 shows that for a linear subspace S whose dimension is less than the cardinality of the scalar field, if S has two "disjoint" separating vectors, then S is algebraically reflexive. Theorem 3.3 weakens the "disjoint" assump-tion for finite-dimensional S. Examples 2.2, 3.4, and 3.5 tell us these results are sharp.
The proof of Theorem 2.1 is short. We make use of the "disjoint" separating vectors to gain total control of the action of any operator t E ref,, S on the underlying vector space.
The proof of Theorem 3.3 is more involved. Even gaining simultaneous control of an operator t E ref, S on the span of the separating vectors x and y requires a delicate algebraic argument.
Section 4 can be read after Section 2. In this section we apply Theorem 2.1 to obtain a refinement of a result due to Larson. This refinement, Theorem 4.3, shows that for an n-dimensional subspace S, if every nonzero operator in S has rank > 2n" -n, then S is reflexive.
Both scalar and block matrices are used at several points in the paper. We follow the usual notational conventions regarding them and their identifications with appropriate linear transformations.
DISJOINT PAIRS OF SEPARATING VECTORS
We will give our first algebraic reflexivity result in this section: Theorem 2.1. Note that we can extend the linear subspace S to a slightly more general case: S c_.Y 
Then S is algebraically reflexive.
We postpone the proof of the theorem awhile so that we can first present an example to show the sharpness, along with an application, of this result. 
Proof.
Choose s' E S with t(x + u) = s'(x + u), and s, E S with tu = sp. Then t(x + u) = tx + tu = sx + s,,u, while s'(x + u) = s'x + s'u. So we have (s -s')x = (s' -s,,)u. Now, the condition Su n Sx = (0) implies that (s -s ')x = 0, and hence s,,u = s'u. Since x separates S, we have s = s ' and hence s,, u = su. Thus tu = su ??
Proof of Theorem 2.1.
Let t E ref, S, and choose so E S with tx = so x. By Lemma 2.4, ly = so y. We will complete the proof by showing tz = so z for all z E Y.
Fix z E 7, let M be a vector-space complement of Sx containing Sy, and let P denote the projection on Sx along M. Since x is a separating vector for S, for each s E S, there is a unique operator 4(s) E S satisfying P(sz> = 4c.s)~. Note that 4 is a linear map. Since eigenvectors corresponding to different eigenvalues are linearly independent, and the dimension of S is less than the cardinality of IF, there is a scalar /.L E ff which is not an eigenvalue of 4.
We claim S(z -px) n Sy = (0). Indeed, suppose a(z -px> = sy for some a, s E S. Since sy E M, we have P(sy) = 0, whence P(a(z -px)) = 0, i.e., (4 -kI)(a)x = 0. Since x is a separating vector for S, we conclude (4 -j_&ZXal = 0. S' mce p is not an eigenvalue of 4, we have (1 = 0. whence a(; -px) = 0. By Lemma 2.4, t(--PX) = s~)(z -px). Since we alread) know tx = s,) x, we conclude that t,: = s,)z. So t = ,s,, E S.
??
TWO-DIMENSIONAL SUBSPACES OF SEPARATING VECTORS
The present section is devoted to weakening the hypothesis Sx n Sy = (0); the main result is Theorem 3.3. We begin by examining the relationship between the hypotheses of Theorems 2.1 and 3.3. . . .
Thus S is not algebraically reflexive.
x,
We now begin working toward the proof of Theorem :3.:3. To prove Proposition 3.6 we first fix notation. Let (.r , , x2} be a basis for and {s,, . , s,,) be ;I basis for S. Without loss of generality we can assume that the ranges of the .Y, span V'. Let 111 = dim V/.
LEMMA 3.7. With the above notation we have n + 1 < m < 211
PmoJ
Since every nonzero vector of X separates S, the rank-nullity theorem tells us all si are rank-2 operators. Thus the dimension of V is at most 2n. By the definition of separating vector, for every nonzero vector x, we have m = dim V > dim Sx = II. If ITL were equal to n, then SX , = V = Sx, and we could define @ : V + V by SK, t-, SX,, s E S. Since xl is separating for S, Q, is well defined. Th e ini eness f t of the dimension of W implies that @ has an eigenvalue A and its corresponding eigenvector y = sxi for some non-zero s E S. Thus @(sx,) = AX, or sx2 = Asx,. So 4x2 -Ax,) = 0. This is impossible, since x2 -Ax, is assumed to be a separating vector. Recall that a linear transformation A over a vector space is algebraic if there is a nonzero polynomial p such that p(A) = 0. Trivially every linear transformation over a finite-dimensional vector space is algebraic. , n} are independent and hence span aid A). respectively, we conclude that u = 0, y = Ax, and v = Bx for some x E F".
The proof will be complete when we show that z = x. Since Suppose b E ref, S. By Corollary 3.11, for each z E X, there is an aZ E S such that a; agrees with b on the span of x, y, and z. But a3 must be independent of z, since x is separating for S.
4.

SPACES OF OPERATORS OF LARGE RANK
We will discuss an application of Theorem 2.1 in this section. Let V be a vector space of any dimension, S a finite-dimensional sub-space of 9(V).
We write S, for the subspace of all finite-rank linear transformations in S.
Larson proved that if S, = {O}, then S is reflexive, and a deeper result follows: viz., ref S = S + ref S,. In particular, S is reflexive if and only if S, is reflexive [12] . Analysis of Larson's proof shows that the existence of a separating vector plays an important role in promoting reflexivity for S with S, = {O}. But we have noticed that we can get a separating vector under a weaker hypothesis. In fact we will show that if the ranks of the operators belonging to S are large enough, we will be able to find a "disjoint" pair of separating vectors for S, thereby setting up an application of Theorem 2.1. 
Proof.
We identify all infinite cardinals, so we may as well assume dimS=n<~.LetU=(xE~:Sx~~O/).Wehave RJ = f) {x E x: a,x E VW}, i=l where a,, . . . , a, form a basis of S. The conclusion follows, since cod% U < Cl= 1 cod,{x E X : ai x E VW), and cod,(x E X : a, x E VW) < cod, VW. Proof. We use induction on the dimension of S. The case dim S = 1 is trivial. Assume that the statement is true for dim S Q n. Fix S of dimension n + 1. Choose a basis a,, . . , a,, a,, 1 for S. Write S = spanja,, . . . , a,). By the induction hypothesis, there is a separating vector x for S. If a,, ix and [ qx,..., a, x] are linearly independent, then .K is a separating vector for S. Therefore we now let a,, , x be a linear combination of a, x, . . , u, x; i.e., a "+,X = h,a,x + *** +h,a,x.
We let uA+i = a,+i -h,a, -..* -A,a,. Since u,, . . . , a, and ah+, also span S, we may replace a, + 1 by uk + , . Thus we may assume a,, ix = 0.
Let M be a vector-space complement of Sx in V'. Then codY M < n. Let U = {u E X: SU G M}. By Proposition 4.1, cod% U Q n(n + 1). Since rank a,, 1 > n(n + l), we have a,+,(UJ) # (0). So there is y E U with (I,+ i y # 0. Since Sy c Ml, Sx fl Sy = {O}. Now let a E S with a = s' + ha II+1 forsome5ESandscalarA.Ifa(x+y)=O,then(s'+Aa,+,Xx+ y) = 0. Consequently, Sx = -(Z + Aa,+,Xy) = -ay. But Sx n Sy = {O} implies that $x = 0 = -ay. Noting that x separates S, we conclude s' = 0, whence ha, + 1 y = 0. Thus A = 0. Hence a = 0, and x + y separates S. ?? THEOREM 4.3.
L.et S be a subspace of 3(X, Y) and dim S = n. Suppose every nonzero operator in S has rank > 2n2 --n. Then S is reflexive.
Proof. By Lemma 4.2, there is a separating vector x for S. Let M be a vector-space complement of Sx in V. Since dim Sx = n, we have cod, M = n. Set 111 = {u E X: Su c Ml). By Proposition 4.1, codx U < n cod, M = n2. Let V be a vector-space complement of U in %. Then dim V Q n2. For each a E S, the rank-nullity theorem tells us that dim a(V) Q n2. Let S = Slo. Then u(W) = a@ @ V) = u(U) + a(V); thus, for nonzero a E S, rank a' = rank (&) > rank a -ranktulv) > (211' -n) -n2 = n(n -1).
Since n = dim S 3 dim S, it follows from Lemma 4.2 that ES has a separating vector y E U. This means, for a E S with ay = 0, that we have a(U) = (O}. Then rank c1 = rank(alv) < dim!/ < n2. So a = 0, by hypothesis. Thus y is also a separating vector for S.
Since Sy c Ml, we have SX n Sy = {O). Appealing now to Theorem 2.1, we see that S is reflexive.
??
We recover Larson's result as a special case. Let S be an n-dimensional subspace of 5%X, V), and set r = min(rank u : a E S, a # O}. Theorem 4.3 asserts that r > 2n2 -n implies S is reflexive. While the bound 2n2 -n is probably not sharp, the following example shows one must at least assume r > 6 to guarantee reflexivity. 
I
It can be shown directly that ACk-') is not reflexive. For the sake of brevitv. we assume the scalar field is the complex numbers and adopt the notation of [l] . We have The author would like to thank him for his effective direction and encouragement. The author also wishes to thank Professor N. Christopher Phillips, whose question in a seminar given by the author provided the challenge which led to Theorem 3.3. Finally, thanks are due to the referee for suggesting consideration of fields other than the complex numbers.
