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We investigate non-equilibrium lane formation in a generic model of a fluid with attractive in-
teractions, that is, a two-dimensional Lennard-Jones (LJ) fluid composed of two particle species
driven in opposite directions. Performing Brownian Dynamics (BD) simulations for a wide range
of parameters, supplemented by a stability analysis based on dynamical density functional theory
(DDFT), we identify generic features of lane formation in presence of attraction, including structural
properties. In fact, we find a variety of states (as compared to purely repulsive systems), as well as
a close relation between laning and long wavelength instabilities of the homogeneous phase such as
demixing and condensation.
PACS numbers: 64.75.Xc
I. INTRODUCTION
Lane formation is a prototype of a non-equilibrium
self-organization process, where an originally homoge-
nous mixture of particles (or other types of ”agents”)
moving in opposite directions segregates into macroscopic
lanes composed of different species. This ubiquitous phe-
nomenon may occur, e.g., in driven binary mixtures of
colloidal particles [1–3] and migrating macro-ions [4], in
binary plasmas [5, 6], but also in systems of ”active” (self-
propelling) particles with aligned velocities such as bacte-
ria in channels [7] and humans in pedestrian zones [8, 9].
Theoretically, lane formation has been studied exten-
sively in model systems composed of hard or soft spheres,
where the pair interactions are solely repulsive (see, e.g.,
[10, 11]). A realistic example are suspensions of charged
colloids. For such systems, laning has been investigated
concerning the impact of density [12], the role of hy-
drodynamic interactions [13], and the accompanying mi-
croscopic dynamics (particularly, the so-called dynamical
locking) [2]. More recently studied issues are the impact
of anisotropic friction [14] and of environment–dependent
diffusion [11].
Compared to these repulsive (or predominantly repul-
sive) systems, lane formation in attractive systems has
received much less attention. This contrasts the fact
that attractive interactions in colloids are quite common,
ranging from isotropic (depletion or van-der-Waals) in-
teractions to anisotropic ones. Examples for the latter
are the dipolar interactions between colloids with (per-
manent or induced) magnetic or electric dipoles, or the
medium-generated interactions between colloids embed-
ded in liquid crystals [15]. From an equilibrium perspec-
tive it is well established that such attractive (isotropic
or anisotropic) interactions in colloidal systems can drive
phase transitions, including condensation and demixing.
Moreover, particles with attractive forces, can be set into
motion [16], either by external fields (see, e.g., Ref. [17])
or by intrinsic self-propulsion mechanisms [18], opening
the possibility for lane formation and related dynami-
cal phenomena. Examples of swimmers with anisotropic
(e.g., magnetic) interactions have been studied in [19–22].
In a recent study we have analyzed the occurrence
of laning in a system of oppositely driven dipolar mi-
croswimmers [23] inspired by dielectric Janus parti-
cles [17]. This study indicates that even strongly
anisotropic attractive interactions have a profound im-
pact on lane formation. In particular, laning was found
to be correlated to a condensation phase transition of the
underlying equilibrium system.
Motivated by these findings, we here present a sys-
tematic study of laning in a simple model involving
only isotropic attractive interactions, that is, a bi-
nary Lennard-Jones (LJ) fluid where particle species are
driven against each other. The equilibrium LJ fluid is
a prototypical system exhibiting a condensation (gas-
liquid) phase transition at sufficiently large strength of
attraction. Further, its binary counterpart displays cou-
pled condensation and demixing transition [24]. Thus,
LJ models are ideally suited to identify generic features
of laning in system with attractive pair interactions.
Moreover, LJ interactions have already been shown to
significantly affect the phase behavior of active particles
(which, contrary to the particles considered in [23], can
swim in any direction due to rotational diffusion) [25].
For example, they dramatically change the phase behav-
ior of active hard spheres [26, 27] (which undergo phase
separation due to self-trapping [28, 29]), including reen-
trance of the homogeneous phase.
The impact of LJ interactions on the laning transition
of oppositely driven particles has already been touched
by some of us [23] in an earlier simulation study based on
Brownian Dynamics (BD); however, there we only con-
sidered one specific density. Here we present BD results
for a much larger parameter space (particularly a larger
range of densities) combined with a detailed structural
analysis. Furthermore, we supplement the simulations
by a stability analysis based on Dynamical Density Func-
tional theory (DDFT) [12, 30]. To this end we define an
effective (equilibrium) model system in which the origi-
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2nal pair interactions are corrected by the driving force.
Similar attempts to map an intrinsically non-equilibrum
system onto an effective equilibrium one have been done
in the context of active particles, involving effective pair
potentials [9, 12, 31–33], an effective Cahn-Hillard equa-
tion [34] or non-equilibrium equations of states [35].
Our results show that lane formation is indeed tightly
related to the occurrence of long-wavelength instabili-
ties (condensation and demixing) of the homogeneous
phase of the effective model. Moreover, compared to
purely repulsive systems we find a larger variety of non-
equilibrium states with significant differences in their
structure.
The rest of this paper is organized as follows. In Sec. II
we introduce the model and the methods of investiga-
tion. We also define the effective interaction used for
the stability analysis. In Sec. III we start by giving an
overview of the BD results, followed by a detailed anal-
ysis of the structural properties of the non-equilibrium
states (Sec. IIB). The last part of the section (Sec. IIC)
is then devoted to a comparison of the BD results with
those from the linear stability analysis. The paper closes
with a brief summary and outlook.
II. MODEL AND METHODS
A. Brownian Dynamics simulations
We perform overdamped Brownian Dynamics simu-
lations in a 2D quadratic cell of size L2 with periodic
boundary conditions along the x- and y-direction of the
coordinate system. The cell contains up to N = 10000
spherical particles of diameter σ, which serves as a unit
length. Each particle is assigned randomly a fixed num-
ber si = 1 or si = −1 defining its species. Thereby, a
50:50 binary mixture is created. The difference between
the species is solely determined via the direction of the
driving force fd(si) = fdsiey, where ey is a unit vector
along the y-direction of the coordinate system. The driv-
ing force pushes the particle either ’upwards’ (si = +1),
i.e. along the y-axis, or ’downwards’ (si = −1).
Independent of si, all particles interact via the
Lennard-Jones potential
ULJ(rij) = 4ε
((
σ
rij
)12
−
(
σ
rij
)6)
, (1)
where rij = |rij | = |ri−rj | denotes the distance between
particles i and j and ε is the interaction strength. The
potential is truncated at rcij = 2.5σ.
The equation of motion of particle i is given by
r˙i =
1
γ
 N∑
j=1,j 6=i
−∇U(rij) + fd(si)
+√2Dξ , (2)
with the vector ξ representing Gaussian white noise. The
Cartesian components of ξ fulfill the relations 〈ξα(t)〉 = 0
and 〈ξα(t)ξβ(t′)〉 = δαβδ(t − t′) for α, β ∈ {x, y}. Here,
D = kBT/γ is the diffusion constant with kB being Boltz-
mann’s constant, T the temperature and γ the friction
constant.
In order to quantify the degree of laning along the driv-
ing force (i.e. the y-direction), we divide the simulation
box into k = 1, ..,K equal slices of widths σ (along the
x-direction) and length L (along y-direction). For the
Nk particles in slice k, we sum up the orientations si.
The ensemble and time-averaged laning order parameter
is then defined as [14]
φ =
〈
1
K
K∑
k=1
∣∣∣∣∣∣
Nk∑
j=1
sj/Nk
∣∣∣∣∣∣
〉
. (3)
A non-laned system is characterized by φ ≈ 0 whereas a
perfectly laned state corresponds to φ = 1.
To characterize the local structure in x-direction we
calculate the radial distribution function between parti-
cles of the same type
gs(x) =
2
%N
〈
N∑
i=1
N∑
j 6=i
δ(x− |xij |)Θ(σ − |yij |)Θ(sisj)
〉
(4)
with xij (yij) being the x (y)-component of rij , and δ
and Θ being the delta- and the Heavyside-step-function,
respectively. By normalization, the function gs(x) decays
to 1 for x→∞ in a perfectly mixed 50:50 binary system.
The radial distribution function in y-direction, gs(y), is
then defined by interchanging x and y in Eq. (4).
Further quantities used to characterize the system’s
structure are deduced from a cluster analysis. Particles
are members of a cluster (of the same species) if the dis-
tance to their neighbors is smaller than 1.1σ. Given the
set of clusters in the system, we calculate for each cluster
the maximum cluster size in y-direction. Averaging over
all clusters and time yields the average elongation of clus-
ters 〈ly〉 along the drive. In addition, we check whether
there exists (at least) one cluster which spans the system
and is connected to its own mirror images, either in x-
or y-direction. Given there exists such a cluster, we call
the system ’percolated’ in x- or y-direction.
B. Effective interactions in the driven system
For two particles of different species, the attractive
Lennard-Jones interaction competes with the propulsion
force which drives these particles away from each other.
The net force experienced by a particle i of species si
due to the presence of another particle j of species sj is
therefore:
Finet(si, sj , rij) = −∇ULJ(rij) +
1
2
|si − sj |fd(si) . (5)
In Fig. 1, the net force Finet is shown as a force field ex-
perienced by a test particle i (driven from bottom to top
3FIG. 1. Representation of the force field Finet at ε
∗ = 4 and
f∗d = 2 [see Eq. (5)] acting on a test particle i with orientation
si = 1 due to the presence of a reference particle j with ori-
entation sj = −1 in the center of the coordinate frame. Red
circle, blue rectangle and black diamond indicate metastable,
stable and unstable solutions of |Finet| = 0, respectively. The
test particle will approach the particle of opposite orientation
from the bottom due to the driving force f∗d (indicated by the
black arrow) and eventually reach the metastable configura-
tion (red circle). This metastable arrangement will transform
into the stable state (blue rectangle), a process which is driven
by fluctuations. Once the particles are in the stable configura-
tion, they can become separated by overcoming the effective
potential Ueff (see Eq. (6) and Fig. 2). The inset shows the
force acting on the particle as function of the y position for
x = 0 relative to the fixed particle. Due to steric interactions,
the area of y ∈ [−1, 1] is forbidden.
as indicated by the black arrow) due to the presence of a
particle j with fixed position in the center of the coordi-
nate frame. Parameters are set to ε∗ = ε/kBT = 4.0 and
f∗d = fdσ/kBT = 2.0, and we consider the case si 6= sj .
The inset of Fig. 1 shows the force field Finet along the
driving force under the condition that both particles have
equal x-coordinate (specifically, xi = xj = 0). Interest-
ingly, there exist three solutions to |Finet| = 0, indicated
in Fig. 1 by a red circle, a blue rectangle and a black
diamond, corresponding to a metastable, a stable and an
unstable solution, respectively. In the metastable con-
figuration the x- and y-components of the force field are
zero, but become finite even for very small displacements.
In x-direction, the net force points away from the red cir-
cle, indicating an instability, while the y-direction is sta-
ble. The stable configuration is characterized such that
the surrounding x- and y-components of the force field
point towards the blue rectangle. Finally, in the prox-
imity of the unstable configuration, the force field points
always away from the black diamond.
Considering now a situation where a particle i ap-
proaches particle j from bottom to top (following the
force field). First, the particle will reach the region
around the metastable configuration (red circle) because
of the general geometric setup. Then, it will be driven
towards the stable configuration (blue rectangle) along
the circular line. The latter separates repulsive and
attractive regions and connects, at the same time, the
metastable and stable configurations (see Fig. 1, the in-
ner circle with poles in red (circle) and blue (rectangle)).
Once particle i is in the stable configuration (blue rect-
angle), it can become separated from particle j by over-
coming the effective potential
Ueff(rij , si, sj) = ULJ(rij)− 1
2
|si − sj | (fdrij + U0) . (6)
This effective interaction potential results from formal
integration of Eq. (5) along the y-axis under the condi-
tions that yij > 0 for si = 1 (yij < 0 for si = −1),
and xij = 0. The underlying assumption is that the
two particles will always reach the stable configuration.
Therefore the effective potential only depends on the dis-
tance in y-direction. The constant U0 is chosen such that
Ueff(r
∗
ij) = 0, where r
∗
ij corresponds to the locus of the
black diamond in Fig. 1, that is the distance at which the
particles become free (in this one-dimensional picture r∗ij
is the solution of |Finet| = 0). Thus, the effective potential
ranges from rij = 0 to r
∗
ij . For larger distances, at which
particles are always driven apart, we set Ueff(rij) = 0 (see
Fig. 1). As an illustration, Ueff(rij) is plotted in Fig. 2 to-
gether with the LJ-potential. It is seen that the presence
of the driving force decreases both, the strength and the
range of attraction in our two-particle picture. A similar
ansatz for an effective potential between swimming bac-
teria was recently introduced by Schwarz-Linek et al. [31].
Note that between particles of the same species, the rela-
tive driving force becomes zero. In this case, Ueff reduces
to the LJ-Potential (see Eq. (6) with si = sj).
C. Linear stability analysis
In this study we supplement our simulations of the
driven LJ system by a linear stability analysis in the
framework of Dynamical Density Functional Theory [30].
Within this theory, the dynamics of the density fields
%α(r, t) are given by
∂%α(r, t)
∂t
= (−∇) ·
(
− D
kBT
%α(r, t)∇δF [%+, %−]
δ%α(r, t)
)
, (7)
where α is either ”+” or ”−” for the two different species.
Further, D is the diffusion constant and δF [%+, %−]/δ%α
is the functional derivative of the Helmholtz free energy
functional F with respect to the one-body density %α.
Equation (7) refers to an overdamped system and in-
volves an adiabatic approximation [36]. Here, we use the
DDFT as a starting point for the stability analysis of
the ’equilibrium’ system defined by the effective interac-
tion potential Ueff(rij). Due to the attractive terms in
4FIG. 2. Effective potential Ueff between particles of different
species [see Eq. (6)] shown as red dotted line for f∗d = 2
together with the LJ-interaction (black line) at ε∗ = 4. In
the presence of external driving, the strength and the range
of attraction are decreased.
Ueff(rij) one indeed expects instabilities related to fluc-
tuations of the total density (e.g., condensation) or con-
centration (e.g., demixing) [37].
To this end, we consider small harmonic perturbations.
We assume that the growth rate γ(k) is the same for both
species (see, e.g. [38]):
%+(r, t) = %
0
+ + ∆%(r, t) = %
0
+ + φe
ikreγ(k)t , (8)
%−(r, t) = %0− + ψ∆%(r, t) = %
0
− + ψφe
ikreγ(k)t . (9)
Here, ∆% is a small density perturbation of amplitude φ
and with wave number |k| = k. The ratio for the pertur-
bation amplitudes between the two species is denoted by
ψ. A Taylor expansion of the free energy derivative up
to linear order yields
δF [%+, %−]
δ%α
=
δF [%+, %−]
δ%α
∣∣∣∣
%0+,%
0
−
+
∫
dr′
δ2F [%+, %−]
δ%αδ%α
∣∣∣∣
%0+,%
0
−
(1− δα,−)∆%(r′, t)
+ ψ
∫
dr′
[
δ2F [%+, %−]
δ%αδ%α
∣∣∣∣
%0+,%
0
−
δα,−
+
δ2F [%+, %−]
δ%αδ%β
∣∣∣∣
%0+,%
0
−
(1− δα,−)
]
∆%(r, t)
+
∫
dr′
δ2F [%+, %−]
δ%αδ%β
∣∣∣∣
%0+,%
0
−
δα,−∆%(r′, t) . (β 6= α)
(10)
Here, δα,− is the Kronecker delta, which is 1 if α is
”− ” and 0 otherwise.
Inserting the expansion into Eqs. (7) results into two
coupled differential equations (see Eqs. (17), (18) in the
Appendix). Importantly, only the second functional
derivative of the free energy functional appears in these
equations. The latter relates to the direct correlation
functions c
(2)
αβ(|r− r′|; %0+, %0−) of the unperturbed system
via
kBTc
(2)
αβ(|r− r′|; %0+, %0−) = −
δ2Fex[%+, %−]
δ%α(r′)δ%β(r)
. (11)
Here we employ the random phase approximation [39],
csi,sj (r) ≈ c0(r)− βw(r, si, sj) , (12)
where c0(r) is the direct correlation function of hard
spheres with diameter σ¯, defined as the distance below
which Ueff becomes positive. This function is known an-
alytically [40]. Further, w(r, si, sj) corresponds to the ef-
fective potential [see Eq. (6)] and β = (kBT )
−1. Using a
Fourier transform with respect to the particle coordinates
and assuming that the transformed correlation functions
c˜
(2)
αβ and the function γ(k) only depend on the magni-
tude of k (which is reasonable since we are expanding
around a homogeneous state) we obtain two equations in
momentum space:
γ(k)∆%(k, t) = −k2Γ∆%(k, t)[1− %0+c˜(2)++(k; %0+, %0−)
− ψ%0+c(2)+−(k; %0+, %0−)] ,
(13)
ψγ(k)∆%(k, t) = −k2Γ∆%(k, t)[ψ − ψ%0−c˜(2)−−(k; %0+, %0−)
+ %0−c˜
(2)
−+(k; %
0
+, %
0
−)] ,
(14)
where Γ = D/kBT . The two equations are fulfilled si-
multaneously, if
γ(k) =
k2Γ
2
(
c˜
(2)
−−%
0
− + c˜
(2)
++%
0
+ − 2
)
± k
2Γ
2
[(
c˜
(2)
++%
0
+
)2
+
(
c˜
(2)
−−%
0
−
)2
+4c˜
(2)
+−c˜
(2)
−+%
0
+%
0
− − 2c˜(2)−−c˜(2)++%0+%0−
]1/2
(15)
as shown in the Appendix [see Eq. (19) and (22)]. In
Eq. (15), we have dropped the arguments of the Fourier
transforms of the direct correlation functions c˜
(2)
αβ .
For positive values of γ(k), Eqs. (8) and (9) reveal that
the density perturbations ∆% with wave number k grow
exponentially in time. Equation (15) can be simplified by
noting that the two species are identical and thus, c˜
(2)
+− =
c˜
(2)
−+ and c˜
(2)
++ = c˜
(2)
−−. Also, since we are considering a
50 : 50 binary mixture, %0+ = %
0
− = %/2. Thus Eq. (15)
reduces to
γ(k)± = −k2Γ
(
1− %
2
c˜
(2)
++
)
± k2Γc˜(2)+−
%
2
. (16)
We note that in the ”long-wavelengths” limit k → 0,
the quantities A± = −γ±(k)/Γk2 become identical to the
quantities appearing in the Kirkwood-Buff theory [41] for
a system’s spinodal. Stability then means that A±(k =
0) is positive.
5FIG. 3. State diagram from BD simulations at (a) ε∗ = 2.5
and (b) ε∗ = 4 in the %∗-f∗d -plane. The data points are col-
ored according to the four different states as discussed in the
text: laned (I, black), jammed (II, red (dark gray)), unlaned
(III, white) and partially laned (IV, blue (light gray)). Fur-
thermore we indicated bipartite simulation runs by red (dark
gray) and black color code (see Sec. III B 4). Representative
snapshots of the different states are shown in Fig. 4.
III. RESULTS
A. Overview of BD simulation results
We performed BD simulations for a large range of re-
duced densities %∗ = ρσ2 and driving forces f∗d . In Fig. 3
we plot corresponding state diagrams for the two in-
teraction strengths ε∗ = 2.5 and ε∗ = 4, respectively.
Both values of ε∗ correspond to the sub-critical regime
of the undriven LJ system, which has a critical point at
ε∗c ≈ 2.17 and ρ∗c ≈ 0.35 [42]. Further, these values have
previously been shown to yield significantly enhanced
lane formation as compared to systems with solely re-
pulsive pair interactions [23]. In Fig. 3, colored symbols
indicate different types of laned states described in de-
tail in section III B. The main criteria for identifying the
different states are the laning order parameter φ and the
FIG. 4. Snapshots obtained from BD simulations illustrating
the four different states found in the driven system: (I) laned
state (%∗ = 0.7, ε∗ = 2.5, f∗d = 4.0), (II) jammed state
(%∗ = 0.8, ε∗ = 4.0, f∗d = 3.5), (III) non-laned state (%
∗ =
0.3, ε∗ = 2.5, f∗d = 0.5) and (IV) partially laned state (%
∗ =
0.4, ε∗ = 4.0, f∗d = 4.0). The parameter sets considered here
correspond to data points in Fig. 5 encircled in grey.
mean extension 〈ly〉 of clusters along the direction of the
driving. Generally, we find that at fixed driving force, an
increase of the density and/or the interaction strength
enhances the systems ability to form lanes. For the spe-
cial case ρ∗ = 0.5 the present results are consistent with
those reported in [23].
The different types of laned states are illustrated in
Fig. 4 by BD snapshots. There exist perfectly laned (I),
jammed (II), non-laned (III) and an partially laned states
(IV). In short, the partially laned states are characterized
by relatively large particle aggregates of mostly one par-
ticle species, which are not percolated along the driving
force and undergo collisions frequently. The overall struc-
ture, including the number and position of lanes, changes
rapidly. In contrast to that, we find that the perfectly
laned state (I) is very stable over time with the lanes
being percolated along the driving force. The jammed
state (III) is also percolated, but perpendicular to the
drive. Please note, that the term ’percolation’ is used if
a cluster of particles of the same species spans the entire
system. Particles of opposite species might be trapped
inside such a cluster, but percolation requires an unbro-
ken sequence of neighboring particles of the same type.
Finally, the non-laned state in Fig. 4 (III) is characterized
by aggregates composed of both particle species.
As seen from Fig. 3, for a small interaction strength
(ε∗ = 2.5) laning starts at intermediate densities (%∗ &
6FIG. 5. Laning order parameter φ against the mean elon-
gation of clusters in y-direction, 〈ly〉. Results from BD sim-
ulations at various densities %∗ (from 0.1 to 0.8) and driv-
ing forces f∗d (from 0.5 to 4.0) categorized into the following
states: (I, black) perfectly laned state, (II, red (dark gray))
jammed state, (III, white) non-laned state and (IV, blue (light
gray)) partially laned state. Circles (triangles) correspond to
the interaction strength ε∗ = 2.5 (4.0). Encircled data points
correspond to snapshots in Fig. 4.
0.3). However, perfectly laned states only occur for very
high densities (%∗ ≈ 0.7). For an interaction strength of
ε∗ = 4, laned states are found for all densities considered
here, but perfect lanes again occur only for higher densi-
ties (%∗ & 0.5). A common feature visible at both values
of ε∗ is that lanes appear already at very small driv-
ing forces compared to purely repulsive systems [10, 12].
Starting from this general overview, we now proceed with
a more quantitative discussion.
In Fig. 5 we show the degree of laning φ against the
quantity 〈ly〉. This unusual representation is chosen here,
because the laning order parameter φ alone turns out
to be not sufficient to characterize the different types of
lanes. Note that the data points in Fig. 5 correspond to
simulation results at various combinations of the density
(from %∗ = 0.1 to %∗ = 0.8), the driving force f∗d (from
0.5 to 4.0), and the interaction strengths (ε∗ = 2.5 and
4). The four states I-IV are indicated by different col-
ors. In the following sections III B 1-III B 4, we discuss
the structural properties of the different states based on
order parameters and the pair correlation functions gs(x)
and gs(y), see Eq. (4) and Fig. 6. These functions allow
to characterize not only the local structures of aggre-
gates, but also the properties of the entire lanes at large
distances.
B. Structural properties
1. Perfectly laned states
The perfectly laned states (I) are characterized by large
values of φ & 0.5 and 〈ly〉 & 0.8 (see black symbols in
Fig. 5). In this state, lanes are essentially large elon-
gated clusters, which are composed of only one particle
species. These elongated clusters are percolated in the di-
rection of the driving force (i.e. the y-direction), yielding
macroscopic system-spanning lanes [for a representative
snapshot see Fig. 4 (I)]. The characteristic features of
perfectly laned states are also reflected by the pair corre-
lation functions between particles of the same type, see
Fig. 6. Specifically, the function gs(x) (black) displays
a minimum at x & 25σ. The latter can be interpreted
as the center of the neighboring lane, which gives a lower
limit for the width of lanes. On smaller distances, the reg-
ular peaks of gs(x) reflect the pronounced local ordering
of the particles suggesting a crystalline internal structure
of lanes. Considering the pair correlation function gs(y)
shown in the inset of the top of Fig. 6, which is along the
driving force and along the lanes, we find a different be-
havior. Here the function tends to the value 2, indicating
that the vast majority of particles found in y-direction is
of the same species. However, there is no long ranged or-
dering inside the lanes, as gs(y) smoothly approaches its
long ranged limit. Thus, the lanes can not be interpreted
as a system-spanning crystalline structure. Rather they
form an overall fluid-like structure consisting of ordered
clusters.
In summary, the properties of the laned states in our
system are consistent with the classical picture of lane
formation in driven hard-sphere (HS) systems [10]. How-
ever, in the present case the clusters are semi-crystalline
aggregates in contrast to the fluid-like structures found in
HS-systems (although a special type of crystalline hexag-
onal ordering has also been observed in HS-systems [43]).
We also note, that at high densities (%∗ & 0.6) only two
lanes emerge, one for each species. In this situation, the
laning is associated to a complete demixing of the two
species.
2. Unlaned states
The unlaned states (III) (see transparent symbols in
Fig. 5) are characterized by small values of the laning
order parameter φ . 0.4, while the cluster sizes can be
relatively large (up to 〈ly〉 ≈ 0.6), particularly at larger
densities. Within the unlaned states, gs(x) and gs(y)
display typical features of liquid and/or cluster phases
(see Fig. 6) in the sense that the correlations are of short
range and decay rapidly in magnitude for x→∞. In this
limit, both functions tend to 1, indicating a homogeneous
mixture of the two particle species. Thus, the system
is neither demixed nor crystallized, consistent with the
simulation snapshot in Fig. 4 (III).
7FIG. 6. Pair correlation functions (PCF) between particles
of the same type characterizing the internal structure of the
different states. The main top figure shows the PCF in x-
direction for the jammed state (II, red dotted) and the par-
tially laned state (IV, blue (light gray)), the inset the cor-
responding PCF in y-direction. The bottom figures display
the PCF in x- and y-direction of the unlaned state (III, green
dashed) the laned state (I, black) and in the main figure and
the inset, respectively. The PCF are calculated from the sim-
ulation runs from which the snapshots in Fig. 4 are taken.
3. Partially laned states
In addition to the extreme cases of perfect laning (I)
and no laning (III), we also find partially laned states
(IV), which are more difficult to characterize.
As seen from Fig. 5 (blue (light gray) symbols) the
system here still yields significant values of φ ≥ 0.4 but
is not percolated along the driving force. Further, the
’length of lanes’ measured by 〈ly〉 varies strongly from
〈ly〉 ≈ 0.1 to 〈ly〉 ≈ 0.9. This strong variation of 〈ly〉
reflects that the particles form (hexagonal) aggregates of
various size (depending on the density and temperature),
which are moving on ’empty’ or ’free’ lanes [see Fig. 4
(IV)]. We name these states ’partially’, because clusters
of different particle species frequently collide, as they dif-
fuse into other lanes, dissolve and reconfigure. Hence, it
is often the case that only parts of the system display
laned structures.
Also regarding the local structure, the partially laned
states appear as an intermediate case with structural
properties from both, unlaned and laned states. On the
one hand, the pair correlation perpendicular to the drive
gs(x) (see bottom main Fig. 6), shows a minimum at
x ≈ 17σ, similar to the perfectly laned state. On the
other hand, the function gs(y) is only slightly larger than
1 for large distances, similar to the unlaned state. Thus,
the system shows no system spanning lanes. The ’laning-
like’ behavior of gs(x) results from the appearance of iso-
lated clusters of different sizes (which strongly depend on
the overall density) which move on ’empty’ lanes and dif-
fuse between neighboring lanes. From the preceding dis-
cussion it is obvious, that the characterization of partially
laned states is somewhat arbitrary as the transition from
unlaned to laned states is very gradual. Nevertheless,
it should be noted that the very appearance of inhomo-
geneously structured lanes seems to be a unique feature
of attractive systems such as dipolar microswimmers [23]
or the LJ fluid considered here. In fact, the ’classical’
driven HS systems display either homogeneous or com-
pletely crystalline structures within the lanes.
4. Jammed states
The jammed states (II) (see red (dark gray) symbols
in Fig. 5) are characterized by small values of the lan-
ing order parameter (φ . 0.3) and large values of the
elongation (〈ly〉 & 0.5). These states are percolated in x-
direction, that is, perpendicular to the drive, and they
occur solely at high densities (%∗ ≥ 0.5). This sug-
gests a relation to the freezing transition of the equi-
librium Lennard-Jones fluid, which takes place at high
densities and/or low temperatures (specifically the triple
point density and temperature are given by %∗ ≈ 0.75
and ε∗ ≈ 2.4 [44]). In the non-equilibrium, high-density
situation considered here, particles moving in opposite
directions can not pass each other without colliding with
other particles, which are most probably particles of the
other species. Due to the strongly attractive interactions
this might prevent a demixing of particle species. Even-
tually, the system forms one large aggregate [see snap-
shot in Fig. 4 (II)], which is composed of two halfs, each
dominated by one particle species. Thus, the jammed
state is only partially demixed, with the (smeared) bor-
der between its parts being orientated perpendicular to
the driving force. This is also reflected by the pair cor-
relation functions in x- and y-direction shown in the top
of Fig. 6. Specifically, gs(x) reflects crystalline order-
ing perpendicular to the drive throughout the whole sys-
tem. Along the drive, the function gs(y) tends to 1 for
large distances, indicating that the particle species are
not demixed. Further, the double peaks of the correlation
functions along both directions suggest an hexagonal-like
ordering on the local scale, in accordance with the visual
observation from Fig. 4 (II). Overall, the jamming found
here reminds of an arrested phase separation (demixing)
as it is found, e.g., in attractive glasses [45].
We should note that the occurrence of jamming in our
system strongly depends on the value of the driving force,
as well as on the initial conditions. To illustrate the de-
pendence on f∗d , we provide in Fig. 7 the distribution
of φ at fixed interaction strength ε∗ = 4.0 and density
8FIG. 7. Main figure: Distribution of the laning order parame-
ter φ for different driving forces at fixed ε∗ = 4.0 and %∗ = 0.7.
For a small driving force (f∗d = 1.0, black bar) all simulation
runs end up in a jammed state whereas for a large driving
force (f∗d = 4.0, blue (light gray) bars) all simulation runs
achieve a laned state. For medium driving forces (f∗d = 4.0,
red (dark gray) bars) some simulation runs end up in a laned
state and some in a jammed state. Inset: Standard deviation
σφ of φ from different simulation runs. The system is called
bipartite if σφ ≥ 0.05. Rectangular markers give the standard
deviation of the distributions shown in the main figure in the
same color code.
of %∗ = 0.7 for different driving forces. For small driv-
ing forces, e.g. f∗d = 1.0, the system always runs into a
jammed state, which is indicated by a small laning or-
der parameter of φ = 0.1 (black bar). For larger driving
forces, e.g. f∗d = 4.0, the system always achieves a laned
state with φ ≥ 0.8 (blue (light gray) bars). For medium
driving forces, the distribution of φ yields two peaks (red
(dark gray) bars). Thus, we may call the system bipar-
tite. To decide whether the system is bipartite, we calcu-
late the standard deviation σφ of the parameter φ found
in different simulations (see Fig. 7 inset). We interpret
the system as bipartite if the standard deviation exceeds
σφ ≥ 0.05.
Interestingly, test simulations with laned initial
conditions did not undergo a jamming process. This
fits to our previous interpretation as an arrested phase
separation. On the time scales accessible by BD sim-
ulations jamming is stable, but on larger time-scales,
jammed states might eventually transform into laned
states. For completeness we note that jamming has
not been observed in HS systems of oppositely driven
particle species, except in confinement (which is not the
case here) [8].
FIG. 8. State diagram of the system at (a) ε∗ = 2.5 and (b)
ε∗ = 4 in the %∗-f∗d -plane. Circles are results from the simula-
tions and colored according to the four different states as dis-
cussed above: laned (I, black), jammed (II, red (dark gray)),
unlaned (III, white) and partially laned (IV, blue (light gray)).
Furthermore we indicated bipartite simulation runs by red
(dark gray) and black color code. The yellow (light gray)
area in the plane denotes the instability due to the demixing
of particles calculated from γ(k)− and the (dakr) gray area
the instability due to the liquid-gas phase separation calcu-
lated from γ(k)+.
C. Relation to stability in the effective equilibrium
system
In this final section, we relate our findings to those of
a linear stability analysis based on section II C. The un-
derlying idea is that the onset of laning corresponds to
an instability of the homogeneous, fully mixed state. In
the framework of DDFT, such an instability is indicated
if one of the quantities γ±(k) [see Eq. (16)] becomes pos-
itive for an arbitrary value of k. The index ’+’ or ’−’
then indicates the character of the instability. Our nu-
merical calculations reveal that there are indeed param-
eter regions where γ+(k) or γ−(k) become positive. This
always occurs at very small values of k (kσ < 10−5),
indicating long-wavelength instabilities. A positive sign
9of γ+ can thus be interpreted as an instability against
(system-spanning) fluctuations of the total density, i.e.
a precursor for condensation. This instability coincides
with the so-called spinodal related to the change of sign of
the quantity A+(k → 0) defined below Eq. (16). The sec-
ond instability, denoted by ’−’, emerges due to a system-
spanning demixing of particle species. We stress that in
the framework of our stability analysis, we investigate an
effective model system where the interaction [see Eq. (6)]
between different particle species is corrected by the driv-
ing force. This differs from the analysis in [23], where we
searched for condensation of the true equilibrium system
(fd = 0).
In Fig. 8 (a) we have plotted the state diagram of the
system at ε∗ = 2.5 in the plane spanned by density and
driving force (see also Fig. 3) together with the results of
our stability analysis. The latter shows that a condensa-
tion instability (γ+ > 0) only occurs in the equilibrium
system (f∗d = 0) at densities ρ
∗ in the interval [0.23, 0.33].
This interval lies inside the binodal found in Monte Carlo
simulations of the 2D one-component LJ-fluid [42](recall
that the critical coupling strength of the 2D Lennard-
Jones Fluid is ε∗c = 2.17). Moreover, visual inspection of
simulation snapshots reveals the existence of large clus-
ters (composed of both particle species) in the system.
Thus, our stability analysis is consistent with the previ-
ously found equilibrium phase behavior of the (effectively
one-component) system.
At finite driving forces (f∗d > 0) the effective system
transforms into a true binary mixture [see Eq. (6)]. From
Fig. 8(a) we see that, in this case, the condensation tran-
sition becomes suppressed. However, the two-component
character of the driven system allows for a second in-
stability, that is, demixing. We marked the area of this
demixing instability in yellow (light gray). Interestingly,
all laned (and jammed) states identified from simulations
are enclosed by the corresponding line of instability.
We now turn to the case ε∗ = 4.0, see Fig. 8(b). Again,
the demixing instability line encloses laned and jammed
states (except for very small densities, where laning is
not properly detected). In this sense, we find a semi-
quantitative agreement between simulations and theo-
retical predictions of lane formation. Another feature
apparent from Fig. 8(b) is that the condensation insta-
bility now exists also at finite driving forces f∗d > 0 (area
marked in (dark) gray). Furthermore, there exists a re-
gion where the curves indicating demixing and conden-
sation overlap. In parallel, simulations show that lane
formation is suppressed in this overlap region. This in-
dicates that demixing (laning) and condensation indeed
compete in this range of density.
Our conceptional understanding of this subtle inter-
play between condensation and demixing is as follows:
The equilibrium LJ fluid (f∗d = 0) undergoes condensa-
tion for temperatures below its critical coupling strength
ε∗c = 2.17 [23, 42]. At coupling strengths ε
∗ & ε∗c , the
driven system easily forms lanes [23]. Within our effec-
tive model, the reason is that the interaction between
particles of same species equals the true LJ interaction,
which is more attractive than the interaction between
particles of opposite species (see Sec. II B). Hence we
observe, at ε∗ & ε∗c , a ’local’ condensation of particles
of the same species, but not necessarily an overall con-
densation involving both species. This translates into a
demixing of the driven system (γ(k)− instability) in the
framework of our stability analysis.
Further increase of the coupling strength to, e.g., ε∗ =
4, leads to strongly attractive interaction between all
species. This allows for an overall condensation, that
is, an γ(k)+ instability even for f
∗
d > 0. This condensa-
tion competes with the demixing process and suppresses
laning, because now particles of opposite species (being
members of different lanes) tend to aggregate. We note,
however, that the γ(k)+ instability is not the reason for
the jamming transition at higher densities. There the
system is in principle demixed, but along the direction
perpendicular to the drive (see Sec. III B 4).
Importantly, the partially laned states found at the very
small density ρ∗ = 0.1 at ε∗ = 4.0 [see Fig. 8(b)] are not
laned according to the linear stability analysis. We sus-
pect that our characterization of partially laned states
most probably fails there.
Finally, for very dense systems the linear stability anal-
ysis predicts laning already for very low driving forces.
This is not mirrored by the BD simulations. However,
it is reasonable to assume that due to the very strong
attraction strengths, the dynamics of lane formation is
slowed down to an extent that the simulation times re-
quired to see lane formation are just not accessible.
IV. CONCLUSION
In this paper we have studied a nonequilibrium version
of a binary LJ fluid, where the two particle species differ
in the direction along which they are driven by an exter-
nal force. The equilibrium LJ fluid can be considered as a
generic model fluid describing attractive interactions be-
tween the particles and condensation phase transitions.
Thus, we here investigate a representative model allow-
ing to unravel the interplay of condensation and laning, a
typical nonequilibrium transition also occuring in driven
repulsive systems.
By extensive BD simulations for a large range of den-
sities and driving forces we have identified four different
states, namely perfectly laned, partially laned, jammed
and unlaned states. These states have been characterized
by the laning order parameter φ, the mean extension 〈ly〉
of the clusters in the direction of the driving force, and
by other structural measures. For comparison, the purely
repulsive driven hard sphere systems only displays un-
laned and perfectly laned states [10]. We thus conclude
that the attraction induces new physics in the system.
Our simulation results for the parameter regimes where
laning occurs are supported by the results of a linear sta-
bility analysis. To this end we have employed DDFT for
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an effective equilibrium (non-driven) system, in which the
impact of the driving force is taken into account via a cor-
rected pair potential between oppositely driven particles.
The latter is characterized by a weakening of the attrac-
tive potential well relative to the undriven case. The
effective model thus corresponds to a binary LJ mixture
in which the unlike interactions are weaker than those
within each species. As a consequence, the resulting
many-particle system can display not only overall con-
densation, but also demixing transitions, i.e., the forma-
tion of phases with different composition. Our picture
is that the demixing in the effective system (which goes
along with a spatial separation of the two species) rep-
resents the analog of the laning transition in the original
driven system.
The results of the stability analysis then indeed sug-
gest that driven attractive systems are governed by a
competition between demixing (laning) and condensa-
tion. This competition becomes particularly important
at large strength of the attractive interactions, where the
system has a strong tendency to condensate and thus,
laning is destabilized. Clearly, our equilibrium theory is
strongly simplified. On top of the underlying idea that
there is some “free energy” governing the non-equilibrium
system (an idea which has been repeatedly criticized, see,
e.g., Ref. [33]), our effective model is also inaccurate in
that it only takes into account the impact of the drive
on the particles of different species, but not on those of
the same type. Still, the results of the stability analysis
turned out to be quite consistent with those from the BD
simulations (see Fig. 8).
From a more general perspective, we note that
attractive interactions in driven colloidal systems oc-
cur in many contexts, examples being the depletion
interactions in mixtures of different sizes [46], but also
the anisotropic interactions arising in driven dipolar
systems [23] and between colloids driven through liquid
crystals [47]. We thus expect our results to be applicable
also for more complex systems. Finally, it would be
worth to explore connections to active fluids consisting
of self-propelled agents with attractive interactions.
Indeed, the interplay of self-organization in such systems
and equilibrium phase separation is currently a very
lively field of research [26–28, 31].
ACKNOWLEDGMENTS
We thank the DFG for financial support via the Inter-
national Research Training Group IRTG 1524.
[1] M. E. Leunissen, C. G. Christova, A. Hynninen, C. P.
Royall, A. I. Campbell, A. Imhof, M. Dijkstra, R. van
Roij, and A. van Blaaderen, Nature 437, 235 (2005).
[2] T. Vissers, A. Wysocki, M. Rex, H. Lowen, C. P. Royall,
A. Imhof, and A. van Blaaderen, Soft Matter 7, 2352
(2011).
[3] J. Dzubiella, G. P. Hoffmann, and H. Lo¨wen, Phys. Rev.
E 65, 021402 (2002).
[4] R. R. Netz, Europhys. Lett. 63, 616 (2003).
[5] C.-R. Du, K. R. Su¨tterlin, A. V. Ivlev, H. M. Thomas,
and G. E. Morfill, Europhys. Lett. 99, 45001 (2012).
[6] K. R. Su¨tterlin, A. Wysocki, A. V. Ivlev, C. Ra¨th, H. M.
Thomas, M. Rubin-Zuzic, W. J. Goedheer, V. E. Fortov,
A. M. Lipaev, V. I. Molotkov, O. F. Petrov, G. E. Morfill,
and H. Lo¨wen, Phys. Rev. Lett. 102, 085003 (2009).
[7] A. M. Menzel, Journal of Physics: Condensed Matter 25,
505103 (2013).
[8] D. Helbing, I. J. Farkas, and T. Vicsek, Phys. Rev. Lett.
84, 1240 (2000).
[9] I. Karamouzas, B. Skinner, and S. J. Guy, Phys. Rev.
Lett. 113, 238701 (2014).
[10] T. Glanz and H. Lo¨wen, Journal of Physics: Condensed
Matter 24, 464114 (2012).
[11] K. Klymko, P. L. Geissler, and S. Whitelam, Arxiv ,
1602.01878v1 (2016).
[12] J. Chakrabarti, J. Dzubiella, and H. Lo¨wen, Phys. Rev.
E 70, 012401 (2004).
[13] M. Rex and H. Lo¨wen, The European Physical Journal
E 26, 143 (2008).
[14] M. Ikeda, H. Wada, and H. Hayakawa, Europhys. Lett.
99, 68005 (2012).
[15] S. Puschel-Schlotthauer, T. Stieger, M. Melle, M. G.
Mazza, and M. Schoen, Soft Matter 12, 469 (2016).
[16] S. H. L. Klapp, Current Opinion in Colloid & Interface
Science , 76 (2016).
[17] S. Gangwal, O. J. Cayre, M. Z. Bazant, and O. D. Velev,
Phys. Rev. Lett. 100, 058302 (2008).
[18] S. J. Ebbens and J. R. Howse, Soft Matter 6, 726 (2010).
[19] R. Dreyfus, J. Baudry, M. L. Roper, F. M, H. A. Stone,
and J. Bibette, Nature 437, 862 (2005).
[20] J. J. Benkoski, J. L. Breidenich, O. M. Uy, A. T. Hayes,
R. M. Deacon, H. B. Land, J. M. Spicer, P. Y. Keng,
and J. Pyun, J. Mater. Chem. 21, 7314 (2011).
[21] A. Snezhko, M. Belkin, I. S. Aranson, and W.-K. Kwok,
Phys. Rev. Lett. 102, 118103 (2009).
[22] D. Rodr´ıguez-Ferna´ndez and L. M. Liz-Marza´n, Part. &
Part. Syst. Charact. 30, 46 (2013).
[23] F. Kogler and S. H. L. Klapp, EPL (Europhysics Letters)
110, 10004 (2015).
[24] N. B. Wilding, F. Schmid, and P. Nielaba, Phys. Rev. E
58, 2201 (1998).
[25] I. S. Aranson, Comptes Rendus Physique 14, 518 (2013).
[26] G. S. Redner, M. F. Hagan, and A. Baskaran, Phys. Rev.
Lett. 110, 055701 (2013).
[27] G. S. Redner, A. Baskaran, and M. F. Hagan, Phys. Rev.
E 88, 012305 (2013).
[28] I. Buttinoni, J. Bialke´, F. Ku¨mmel, H. Lo¨wen,
C. Bechinger, and T. Speck, Phys. Rev. Lett. 110,
238301 (2013).
[29] D. Richard, H. Lo¨wen, and T. Speck, Soft Matter 12,
5257 (2016).
[30] A. J. Archer and R. Evans, The Journal of Chemical
11
Physics 121 (2004).
[31] J. Schwarz-Linek, C. Valeriani, A. Cacciuto, M. E. Cates,
D. Marenduzzo, A. N. Morozov, and W. C. K. Poon,
Proceedings of the National Academy of Sciences 109,
4052 (2012).
[32] T. F. F. Farage, P. Krinninger, and J. M. Brader, Phys.
Rev. E 91, 042310 (2015).
[33] J. Bialke´, J. T. Siebert, H. Lo¨wen, and T. Speck, Phys.
Rev. Lett. 115, 098301 (2015).
[34] T. Speck, J. Bialke´, A. M. Menzel, and H. Lo¨wen, Phys.
Rev. Lett. 112, 218304 (2014).
[35] F. Ginot et al., Phys. Rev. X 5, 011004 (2015).
[36] M. Rex, H. H. Wensink, and H. Lo¨wen, Phys. Rev. E
76, 021403 (2007).
[37] K. Lichtner and S. H. L. Klapp, EPL (Europhysics Let-
ters) 106, 56004 (2014).
[38] K. Lichtner and S. H. L. Klapp, Phys. Rev. E 88, 032301
(2013).
[39] J. Hansen and I. McDonald, Theory of Simple Liquids
(Elsevier Science, 2006).
[40] X. Guo and U. Riebel, J. Chem. Phys. 125, (2006).
[41] J. G. Kirkwood and F. P. Buff, The Journal of Chemical
Physics 19, 774 (1951).
[42] B. Smit and D. Frenkel, J. Chem. Phys. 94, 5663 (1991).
[43] J. Dzubiella and H. Lo¨wen, J. Phys.: Condens. Matter
14, 9383 (2002).
[44] X. Feng, Z. Li, and Z. Guo, Chinese Science Bulletin 45,
2004 (2000).
[45] F. Sciortino, Nat. Mater. 1, 145 (2002).
[46] H. Lo¨wen and J. Dzubiella, Faraday Discuss. 123, 99
(2003).
[47] A. Sokolov, S. Zhou, O. D. Lavrentovich, and I. S. Aran-
son, Phys. Rev. E 91, 013009 (2015).
V. APPENDIX
In this appendix we give further information on the
derivation of Eq. (15), which is the central equation for
the linear stability analysis.
Inserting the expansion of the functional derivative of
the free energy functional F [Eq. (10)] into Eq. (7) re-
sults into two coupled differential equations. For the ’+’-
species we obtain
∂∆%(r, t)
∂t
= Γ∇ · ∇ [∆%(r, t)
+%0+
∫
dr′
δ2Fex[%+, %−]
δ%+δ%+
∣∣∣∣
%0+,%
0
−
∆%(r, t)
+ψ%0+
∫
dr′
δ2Fex[%+, %−]
δ%+δ%−
∣∣∣∣
%0+,%
0
−
∆%(r, t)
]
,
(17)
and for the ’-’-species
ψ
∂∆%(r, t)
∂t
= Γ∇ · ∇ [ψ∆%(r, t)
+ψ%0−
∫
dr′
δ2Fex[%+, %−]
δ%−δ%−
∣∣∣∣
%0+,%
0
−
∆%(r, t)
+%0−
∫
dr′
δ2Fex[%+, %−]
δ%−δ%+
∣∣∣∣
%0+,%
0
−
∆%(r, t)
]
,
(18)
where Γ = D/kBT .
Performing a Fourier transform of Eqs. (17) and (18) with
respect to the position coordinate and introducing the di-
rect correlation functions [see Eq. (11)] yields Eqs. (13)
and (14). The latter can be rewritten in a matrix rep-
resentation in order to find the solutions of γ(k) which
satisfys both equations simultaneously. That is,
γ(k)
(
1
ψ
)
= M ·G
(
1
ψ
)
, (19)
with the 2× 2 matrices
M =
( −k2Γ 0
0 −k2Γ
)
, (20)
G =
 1− c˜(2)++%0+ −c˜(2)+−%0+
−c˜(2)−+%0− 1− c˜(2)−−%0−
 . (21)
Since M is diagonal and the diagonal elements are non-
zero, the inverse M−1 exists and the solutions of Eq. (19)
reads
γ(k) =
Tr
(
M ·G)
2
±
√
Tr
(
M ·G)2
4
− det (M ·G)
=
k2Γ
2
(
c˜
(2)
−−%
0
− + c˜
(2)
++%
0
+ − 2
)
± k
2Γ
2
[(
c˜
(2)
++%
0
+
)2
+
(
c˜
(2)
−−%
0
−
)2
+4c˜
(2)
+−c˜
(2)
−+%
0
+%
0
− − 2c˜(2)−−c˜(2)++%0+%0−
]1/2
,
(22)
which is identical to Eq. (15).
