Introduction
The Knizhnik-Zamolodchikov (KZ ) equations is a holonomic system of differential equations for correlation functions in conformal field theory on the sphere [KZ] . The KZ equations play an important role in representation theory of affine Lie algebras and quantum groups, see for example [EFK] . There are rational, trigonometric and elliptic versions of KZ equations, depending on what kind of coefficient functions the equations have. In this paper we will consider only the rational and trigonometric versions of the KZ equations.
The rational KZ equations associated with a reductive Lie algebra g is a system of equations for a function u(z 1 , . . . , z n ) of complex variables z 1 , . . . , z n , which takes values in a tensor product V 1 ⊗. . . ⊗V n of g-modules V 1 , . . . , V n . The equations depend on a complex parameter κ , and their coefficients are expressed in terms of the symmetric tensor Ω ∈ U (g) ⊗ U (g) corresponding to a nondegenerate invariant bilinear form on g . For example, if g = sl 2 and e, f, h are its standard generators such that [e , f ] = h , then Ω = e ⊗ f + f ⊗ e + h ⊗ h/2 .
The rational KZ equations are
z i − z j u , i = 1, . . . , n , (1.1)
where Ω (ij) ∈ End (V 1 ⊗ . . . ⊗ V n ) is the operator acting as Ω on V i ⊗ V j and as the identity on all other tensor factors; for instance,
All over the paper we will assume that κ is not a rational number. Properties of solutions of the KZ equations depend much on whether κ is rational or not.
Equations (1.1) can be generalized to a holonomic system of differential equations depending on an element λ ∈ g :
Here λ (i) ∈ End (V 1 ⊗ . . . ⊗ V n ) acts as λ on V i and as the identity on all other tensor factors: λ (i) (v 1 ⊗ . . . ⊗ v n ) = v 1 ⊗ . . . ⊗ λv i ⊗ . . . ⊗ v n . System (1.2) is also called the rational KZ equations.
Further on we will assume that λ is a semisimple regular element of g . Let h ⊂ g be the Cartan subalgebra containing λ , and let e α ∈ g be a root vector corresponding to a root α ∈ h * . We normalize the root vectors by (e α , e −α ) = 1 , where ( , ) is the bilinear form on g corresponding to the tensor Ω .
In [FMTV] system (1.2) was extended to a larger system of holonomic differential equations for a function u(z 1 , . . . , z n ; λ) on C n ⊕ h . In addition to equations (1.2) the extended system includes the following equations with respect to λ :
where D µ is the directional derivative: D µ u(λ) = ∂ t u(λ + tµ) t=0 . Equations (1.3) are called the rational dynamical differential (DD) equations.
A special case of equations (1.3), when n = 1 and z 1 = 0 , was discovered for a completely different reason. Around 1995 studying hyperplanes arrangements De Concini and Procesi introduced in an unpublished work a connection on the set of regular elements of the Cartan subalgebra h . The equations for horizontal sections of the De Concini -Procesi connection coincide with the rational DD equations. The same connection also appeared later in [TL] . De Concini and Procesi conjectured that the monodromy of their connection is described in terms of the quantum Weyl group of type g . For g = sl n this conjecture was proved in [TL] .
If all g-modules V 1 , . . . , V n are highest weight modules, solutions of the KZ equations (1.1) can be written in terms of multidimensional hypergeometric integrals [SV] , [V] . The construction of hypergeometric solutions can be generalized in a straightforward way to the case of KZ equations (1.2), see [FMTV] . Moreover, it is shown in [FMTV] that the hypergeometric solutions of the KZ equations obey the DD equations (1.3) as well. Generically, hypergeometric solutions of the KZ and DD equations are complete, that is, they form a basis of solutions of those systems of differential equations.
An amusing fact about the hypergeometric solutions is that though systems (1.2) and (1.3) have rather similar look, and the variables z 1 , . . . , z n and λ seem to play nearly interchangable roles, the formulae for the hypergeometric solutions of the KZ and DD equations involve z 1 , . . . , z n and λ in a highly nonsymmetric way. While the variables z 1 , . . . , z n determine singularities of integrands of the hypergeometric integrals and enter there in a rather complicated manner, λ appears in the integrands only in a very simple way via the exponential of a linear form. Such asymmetry suggests the following idea. Suppose that a certain holonomic system of differential equations can be viewed both as a special case of system (1.2) and as a special case of system (1.3), maybe not for the same Lie algebra g . Then one can get two types of integral formulae for solutions of that system, and solutions of one kind should be linear combinations of solutions of the other kind. Thus, this can lead to nontrivial relations between hypergeometric integrals of different dimensions.
It turns out that the mentioned idea indeed can be realized in the framework of the (gl k , gl n ) duality. This duality plays an important role in the representation theory and the classical invariant theory, see [Zh1] , [Ho] . It was observed in [TL] that under the (gl k , gl n ) duality the KZ equations (1.1) for the Lie algebra sl k correspond to the DD equations (1.3) (with n replaced by k and all z's being equal to zero) for the Lie algebra sl n . This fact was used in [TL] to compute the monodromy of the De Concini -Procesi connection in terms of the quantum Weyl group action.
Systems (1.2) and (1.3) are counterparts of each other under the (gl k , gl n ) duality in general as well, see [TV4] . Employing this claim for k = n = 2 , after all one arrives to identities for hypergeometric integrals of different dimensions [TV6] . One can expect that there are similar identities for hypergeometric integrals for an arbitrary pair k, n .
There are various generalizations of the KZ equations. The function Ω/z , describing the coefficients of the KZ equations, is the simplest example of a classical r-matrix -a solution of the classical Yang-Baxter equation. Starting from any classical r-matrix with a spectral parameter one can write down a holonomic system of differential equations, see [Ch2] . The obtained system is called the KZ equations associated with the given r-matrix. For example, the standard trigonometric r-matrix is
where { ξ a } is an orthonormal basis of the Cartan subalgebra, and the second sum is taken over all positive roots α , cf. (3.1) for the Lie algebra gl k . The trigonometric r-matrix satisfies the classical Yang-Baxter equation r 12 (z/w), r 13 (z) + r 23 (w) + r 13 (z), r 23 (w) = 0 .
The corresponding KZ equations are
where λ is an element of the Cartan subalgebra. They are called the trigonometric KZ equations associated with the Lie algebra g . System (1.2) can be considered as a limiting case of system (1.4) by the following procedure: one replaces the variables z 1 , . . . , z n by e εz 1 , . . . , e εz n and λ by λ/ε , and then sends ε to 0 . The difference analogue of the KZ equations -the quantized Knizhnik-Zamolodchikov (qKZ ) equations -were introduced in [FR] . Coefficients of the qKZ equations are given in terms of quantum R-matrices -solutions of the quantum Yang-Baxter equation:
There are rational, trigonometric and elliptic versions of KZ equations, the corresponding R-matrices coming from the representation theory of Yangians, quantum affine algebra algebras and elliptic quantum groups, respectively. The rational qKZ equations associated with the Lie algebra g is a holonomic system of difference equations for a function u(z 1 , . . . , z n ) with values in a tensor product V 1 ⊗ . . . ⊗ V n of modules over the Yangian Y (g) :
Here µ is an element of the Cartan subalgebra and R ij (z) is the R-matrix for the tensor product V i ⊗ V j of the Yangian modules. There are also several generalizations of the rational differential dynamical equations. The difference analogue of the DD equations -the rational difference dynamical (qDD) equations -was suggested in [TV3] . The idea was to extend the trigonometric KZ equations (1.4) by equations with respect to λ similarly to the way in which system (1.3) extends the rational KZ equations (1.2), and to obtain a holonomic system of differential -difference equations for a function u(z 1 , . . . , z n ; λ) on C n ⊕ h . The rational qDD equations have the form
where ω is an integral weight of g , and the operators Y ω are written in terms of the extremal cocycle on the Weyl group of g . The extremal cocycles and their special values, the extremal projectors, are important objects in the representation theory of Lie algebras and Lie groups, see [AST] , [Zh2] , [Zh3] , [ST] .
The ideas used in [TV3] were further developed in [EV] where a new concept of the dynamical Weyl group was introduced, and the trigonometric version of the difference dynamical equations was suggested.
There is also the trigonometric version of the differential dynamical equations, which, in principle, can be obtained by degenerating the trigonometric difference dynamical equations. The explicit form of the trigonometric differential dynamical equations for the Lie algebras gl k and sl k was obtained in [TV4] by extending the rational qKZ equations (1.5) by equations with respect to µ in such a way that the result is a holonomic system of difference -differential equations for a function u(z 1 , . . . , z n ; µ) on C n ⊕ h .
The (gl k , gl n ) duality naturally applies to the trigonometric and difference versions of the KZ and dynamical equations. Under the duality, the trigonometric KZ equations (1.4) for the Lie algebra gl k correspond to the trigonometric differential dynamical equations for the Lie algebra gl n , and vice versa. At the same time the rational qKZ equations for gl k are counterparts of the rational qDD equations for gl n . To relate the trigonometric qKZ and qDD equations, one has to employ the q-analogue of the (gl k , gl n ) duality: the U q (gl k ) , U q (gl n ) duality described in [B] , [TL] .
Hypergeometric solutions of the trigonometric KZ equations (1.4) can be written almost in the same manner as those of the rational KZ equations (1.1), see [Ch1] , [MV] . Conjecturally, the hypergeometric solutions of the trigonometric KZ equations obey the corresponding rational qDD equations. For the Lie algebra sl k this claim was proved in [MV] . On the other hand, solutions of the rational qKZ equations can be written in terms of suitable q-hypergeometric Jackson integrals [TV1] , or q-hypergeometric integrals of Mellin-Barnes type [TV2] . Thus, using the (gl k , gl n ) duality, one can obtain solutions of a certain system of differential -difference equations both in terms of ordinary hypergeometric integrals and q-hypergeometric integrals of Mellin-Barnes type, and establish nontrivial relations between those integrals. For k = n = 2 this has been done in [TV7] . The obtained relations are multidimensional analogues of the equality of two integral representations for the Gauss hypergeometric function 2 F 1 :
As it was pointed out by J. Harnad, the duality between the KZ and DD equations in the rational differential case is essentially the "quantum" version of the duality for isomonodromic deformation systems [H1] . The relation of the differential KZ equations and the isomonodromic deformation systems is described in [R] , [H2] . From this point of view the rational qDD equations can be considered as "quantum" analogues of the Schlesinger transformations, though the correspondence is not quite straightforward.
The paper is organized as follows. After introducing basic notation we subsequently describe the differential KZ and DD equations, and the rational difference qKZ and qDD equations, for the Lie algebra gl k . This is done in Sections 2 -5. Then we consider the (gl k , gl n ) duality in application to the KZ and dynamical equations. In the last two sections we describe the hypergeometric solutions of the equations, and use the duality relations to establish identities for hypergeometric and q-hypergeometric integrals of different dimensions.
Basic notation
Let n be a nonnegative integer. A partition λ = (λ 1 , λ 2 , . . . ) with at most k parts is an infinite nonincreasing sequence of nonnegative integers such that λ k+1 = 0 . Denote by P k the set of partitions with at most k parts and by P the set of all partitions. We often make use of the embedding P k → C k given by truncating the zero tail of a partition: (λ 1 , . . . , λ k , 0 , 0 , . . . ) → (λ 1 , . . . , λ k ) . Since obviously P m ⊂ P k for m k , in fact, one has a collection of embeddings P m → C k for any m k . What particular embedding is used will be clear from the context.
Let e ab , a, b = 1, . . . , k , be the standard basis of the Lie algebra gl k : [e ab , e cd ] = δ bc e ad − δ ad e cb . We take the Cartan subalgebra h ⊂ gl k spanned by e 11 , . . . , e kk , and the nilpotent subalgebras n + and n − spanned by the elements e ab for a < b and a > b , respectively. One has the standard Gauss decomposition
Let ε 1 , . . . , ε k be the basis of h * dual to e 11 , . . . , e kk : ε a , e bb = δ ab . We identify h * with
The root vectors of gl k are e ab for a = b , the corresponding root being equal to α ab = ε a − ε b . The roots α ab for a < b are positive.
We choose the standard invariant bilinear form ( , ) on gl k : (e ab , e cd ) =
For a gl k -module W and a weight λ ∈ h * let W [λ] be the weight subspace of W of weight λ .
For any λ ∈ P k we denote by V λ the irreducible gl k -module with highest weight λ . By abuse of notation, for any l ∈ Z 0 we write V l instead of V (l,0,...,0) . Thus, V 0 = C is the trivial gl k -module, V 1 = C k with the natural action of gl k , and V l is the l-th symmetric power of V 1 .
Define a gl k -action on the polynomial ring C[x 1 , . . . , x k ] by differential operators: e ab → x a ∂ b , where ∂ b = ∂/∂x b , and denote the obtained gl k -module by
the submodule V l being spanned by homogeneous polynomials of degree l . The highest weight vector of the submodule V l is x l 1 .
Knizhnik-Zamolodchikov and differential dynamical equations
being given by the n-fold coproduct, that is,
e ab ⊗ e ba be the Casimir tensor, and let
e aa ⊗ e aa + 1 a<b k e ab ⊗ e ba ,
so that Ω = Ω + + Ω − . The standard trigonometric r-matrix, associated with the Lie algebra gl k is
Fix a nonzero complex number κ . Consider differential operators ∇ z 1 , . . . , ∇ z n and ∇ z 1 , . . . , ∇ z n with coefficients in U (gl k )
⊗n depending on complex variables z 1 , . . . , z n and λ 1 , . . . , λ k :
The differential operators ∇ z 1 , . . . , ∇ z n (resp. ∇ z 1 , . . . , ∇ z n ) are called the rational (resp. trigonometric) Knizhnik-Zamolodchikov (KZ ) operators. The following statements are well known.
The rational KZ equations associated with the Lie algebra gl k is a system of differential equations
for a function u(z 1 , . . . , z n ; λ 1 , . . . , λ k ) taking values in an n-fold tensor product of gl k -modules. Similarly, the trigonometric KZ equations associated with the Lie algebra gl k is a system of differential equations
(e ab e ba − e aa ) .
Recall that
The theorem follows from the same result for the rational KZ and DD operators associated with the Lie algebra sl k , see [FMTV] .
The statement can be verified in a straightforward way.
Later we will formulate analogues of Theorem 3.3 for the trigonometric KZ operators and the trigonometric DD operators, see Theorems 4.1 and 5.1. They involve difference dynamical operators and difference (quantized) Knizhnik-Zamolodchikov operators which are discussed in the next two sections.
The rational DD equations associated with the Lie algebra gl k is a system of differential equations
for a function u(z 1 , . . . , z n ; λ 1 , . . . , λ k ) taking values in an n-fold tensor product of gl k -modules. Similarly, the trigonometric DD equations associated with the Lie algebra gl k is a system of differential equations
for a function u(z 1 , . . . , z n ; λ 1 , . . . , λ k ) .
Remark. Systems (3.5) and (3.8) are not precisely the same as specializations of the respective systems (1.4) and (1.3) for the Lie algebra gl k . However, in both cases the difference is not quite essential and can be worked out. The form of the operators ∇ z i and D λ a given in this section, see (3.3) and (3.6), fits the best the framework of the (gl k , gl n ) duality.
Rational difference dynamical equations
For any a , b = 1, . . . , k , a = b , introduce a series B ab (t) depending on a complex variable t :
.
The series has a well-defined action on any finite-dimensional gl k -module W , giving an End (W )-valued rational function of t . The series B ab (t) have zero weight:
satisfy the inversion relation
and the braid relation
Relation (4.1) is clear. Relations (4.2) and (4.3) follow from [TV3] , namely from the properties of functions B w (λ) considered there in the sl k case, see [TV1, Section 2.6] . In notation of [TV3] the series B ab (t) equals p(t − 1; e aa − e bb , e ab , e ba ) .
Remark. The series B ab (t) first appeared in the definition of the extremal projectors [AST] and the extremal cocycles on the Weyl group [Zh2] , [Zh3] .
Consider the products X 1 , . . . , X k depending on complex variables z 1 , . . . , z n and λ 1 , . . . , λ k :
where λ bc = λ b − λ c . They act on any n-fold tensor product W 1 ⊗ . . . ⊗ W n of finite-dimensional (more generally, highest weight) gl k -modules.
Let T u be a difference operator acting on a function f (u) by the rule
Introduce difference operators Q λ 1 , . . . , Q λ k :
They are called the rational difference dynamical (qDD) operators.
The theorem follows from the same result for the trigonometric KZ and rational qDD operators in the sl k case, see [TV1] . Theorem 4.1 extends Theorem 3.2, and is analogous to Theorem 3.3.
In more conventional form the equalities
The rational difference dynamical (qDD) equations associated with the Lie algebra gl k is a system of difference equations
for a function u(z 1 , . . . , z n ; λ 1 , . . . , λ k ) taking values in an n-fold tensor product of gl k -modules.
Rational difference Knizhnik-Zamolodchikov equations
For any two irreducible finite-dimensional gl k -modules V, W there exists a distinguished End (V ⊗ W )-valued rational function R V W (t) called the rational R-matrix for the tensor product V ⊗ W . The definition of R V W (t) comes from the representation theory of the Yangian Y (gl k ) .
The Yangian Y (gl k ) is an infinite-dimensional Hopf algebra, which is a flat deformation of the universal enveloping algebra U gl k [x] of gl k -valued polynomial functions. The subalgebra of constant functions in U gl k [x] , which is isomorphic to U (gl k ) , is preserved under the deformation. Thus, the algebra U (gl k ) is embedded in Y (gl k ) as a Hopf subalgebra, and we identify U (gl k ) with the image of this embedding.
There is an algebra homomorphism ev :
It is a deformation of the homomorphism U gl k [x] → U (gl k ) which sends any polynomial to its value at x = 0 . The evaluation homomorphism is not a homomorphism of Hopf algebras.
The Yangian Y (gl k ) has a distinguished one-parametric family of automorphisms ρ u depending on a complex parameter u , which is informally called the shift of the spectral parameter . The automorphism ρ u corresponds to the automorphism p(x) → p(x + u) of the Lie algebra gl k [x] . For any gl k -module W we denote by W (u) the pullback of W via the homomorphism ev • ρ u . Yangian modules of this form are called evaluation modules.
For any finite-dimensional irreducible gl k -modules V , W the tensor products
is a rational End (V ⊗ W )-valued function, the rational R-matrix for the tensor product V ⊗ W .
The R-matrix R V W (t) can be described in terms of the gl k actions on the spaces V and W . It is determined uniquely up to a scalar multiple by the gl k invariance,
for any g ∈ gl k , (5.1) and the commutation relations
The standard normalization condition for R V W (t) is to preserve the tensor product of the respective highest weight vectors v, w :
The introduced R-matrices obey the inversion relation
, and the Yang-Baxter equation
The aforementioned facts on the Yangian Y (gl k ) are well known. A good introduction into the representation theory of the Yangian Y (gl k ) can be found in [MNO] .
Consider the gl k -module V , and let V l ⊂ V be the irreducible component with highest weight vector x l 1 , see (2.1). We define the R-matrix R VV (t) to be a direct sum of the R-matrices R V l V m (t) :
It is clear that R VV (t) obeys relations (5.1) and (5.2), as well as the inversion relation and the Yang-Baxter equation.
Consider the products K 1 , . . . , K n depending on complex variables z 1 , . . . , z n and λ 1 , . . . , λ k :
Introduce difference operators Z z 1 , . . . , Z z n :
They are called the rational quantized Knizhnik-Zamolodchikov (qKZ ) operators. The next theorem extends Theorem 3.4 and is analogous to Theorem 3.3.
The qKZ operators Z z 1 , . . . , Z z n were introduced in [FR] , and their commutativity was established therein. The fact that the qKZ operators commute with the operators D λ 1 , . . . , D λ k can be verified in a straightforward way using relations (5.1) and (5.2) for the R-matrices.
In more conventional form the equalities [Z z i , Z z j ] = 0 and [Z z i , D λ a ] = 0 respectively look like:
The rational qKZ equations associated with the Lie algebra gl k is a system of difference equations
In this section we are going to consider the Lie algebras gl k and gl n simultaneously. In order to distinguish generators, modules, etc., we will indicated the dependence on k and n explicitly, for example, e k ab , V n λ .
Consider the polynomial ring P kn = C[x 11 , . . . , x k1 , . . . , x 1n , . . . , x kn ] of kn variables. There are two natural isomorphisms of vector spaces:
where ∂ bi = ∂/∂x bi , and a gl n -action by
(6.4) Proposition 6.1. As a gl k -module, P kn is isomorphic to V k ⊗n by (6.1). As a gl n -module, P kn is isomorphic to V n ⊗k by (6.2).
It is easy to see that the actions (6.3) and (6.4) commute with each other, thus making P kn into a module over the direct sum gl k ⊕ gl n . The following theorem is well known.
Theorem 6.2. The gl k ⊕ gl n module P kn has the decomposition
The module P kn plays an important role in the representation theory and the classical invariant theory, see [Zh1] , [Ho] , [N] .
Consider the action of KZ, qKZ, DD and qDD operators for the Lie algebras gl k and gl n on P kn -valued functions of z 1 , . . . , z n and λ 1 , . . . , λ k , treating the space P kn as a tensor product V k ⊗n of gl k -modules, and as a tensor product 
Equalities (6.6) and (6.7) for differential operators are verified in a straightforward way. Equalities (6.8) for difference operators follow from Theorem 6.4.
Theorem 6.4. [TV4]
For any a, b = 1, . . . , k , a = b , and any i, j = 1, . . . , n , i = j , we have
Denote by P kn [l, m] ⊂ P kn the span of all monomials
. Formulae (2.1), (6.1) -(6.4) and Proposition 6.1 imply that P kn [l, m] is isomorphic to each of the weight subspaces
The isomorphisms are described in Proposition 6.6. 
Lemma 6.5. A basis of the weight subspace
Proposition 6.6. The isomorphisms (6.1) and (6.2) induce the isomorphisms
Since all KZ, qKZ, DD and qDD operators respect the weight decomposition of the corresponding tensor products of gl k and gl n -modules, they can be restricted to functions with values in weight subspaces. Then one can read Theorem 6.3 as follows.
Theorem 6.7. Let φ be the isomorphism of weight subspaces:
Then for any i = 1, . . . , n and a = 1, . . . , k we have
are given by formulae (6.9), (6.10).
Observe in addition that the restrictions of operators (6.5) to the weight subspaces are proportional to the identity operator: (6.19) and are rational function of t .
Theorem 6.7 can be "analytically continued" with respect to l 1 , m 1 . Namely, the theorem remains true if l 1 , m 1 are complex numbers, while all other numbers l 2 , . . . , l n , m 2 , . . . , m k are still integers, and .11) and (6.12) make sense because they do not contain d 11 , and Lemma 6.5 holds. Formulae (6.18) and (6.19) for a < b and i < j make sense for complex l 1 , m 1 as well, which is enough to obtain N n i (z) and N k a (λ) by (6.9), (6.10). The "analytic continuation" of Theorem 6.7 will be useful in application to identities of hypergeometric integrals of different dimensions.
Hypergeometric solutions of the Knizhnik-Zamolodchikov and dynamical equations
In the remaining part of the paper we will restrict ourselves to the case of the Lie algebra gl 2 , which corresponds to k = 2 in the previous sections.
Fix vectors l = (l 1 , . . . , l n ) and m = (m 1 , m 2 ) such that
Consider the weight subspace (
It has a basis given by vectors
where v 1 , . . . , v n are respective highest weight vectors of the modules V l 1 , . . . , V l n .
Define the master function Φ r (t 1 , . . . , t r ; z 1 , . . . , z n ; λ 1 , λ 2 ; l) = e
and the weight function
. . , z n ; λ 1 , λ 2 ) by the formula U γ (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) = (7.1) = γ(z 1 ,...,z n ;λ 1 ,λ 2 ) Φ m 2 (t 1 , . . . , t m 2 ; z 1 , . . . , z n ; λ 1 , λ 2 ; l)
The function depends on the choice of integration chains γ(z 1 , . . . , z n ; λ 1 , λ 2 ) . We assume that for each z 1 , . . . , z n , λ 1 , λ 2 the chain lies in C m 2 with coordinates t 1 , . . . , t m 2 , and the chains form a horizontal family of m 2 -dimensional homology classes with respect to the multivalued function Φ m 2 (t 1 , . . . , t m 2 ; z 1 , . . . , z n ; λ 1 , λ 2 ; l) 1/κ , see a more precise statement below and in [FMTV] .
Theorem 7.1. For any choice of the horizontal family γ , the function U γ (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) is a solution of the KZ and DD equations, see (3.4), (3.8) , with values in
The theorem is a corollary of Theorem 3.1 in [FMTV] . For the KZ equation at λ 1 = λ 2 the theorem follows from the results of [SV] , [V] .
There exist special horizontal families of integration chains in (7.1) labeled by elements of Z [l, m] . They are described below. To simplify exposition we will assume that Re (λ 1 − λ 2 )/κ > 0 and Im z 1 < . . . < Im z n .
. . , C r is a collection of non-intersecting oriented loops in C such that d i loops start at +∞ , go around z i , and return to +∞ , see the picture for n = 2 :
One can see that for any d ∈ Z [l, m] the family of chains γ d is horizontal. Therefore, the function
is a solution of systems (3.4) and (3.8). A univalued branch of the integrand in (7.1) is fixed by assuming that at the point of γ d where all numbers t a+d <i − z i , i = 1, . . . , n , a = 1, . . . , d i , are negative one has
The solution U d (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) is distinguished by the following property.
where
Theorem 7.2 implies that the set of solutions
, of systems (3.4) and (3.8) is complete, that is, any solution of those systems taking values in
There is a similar statement for asymptotics of U d (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) with respect to λ 1 , λ 2 .
The proof of Theorems 7.2 and 7.3 uses the following Selberg-type integral
. . , m , and C 1 , . . . , C m are non-intersecting oriented loops in C which start at +∞ , go around zero, and return to +∞ , the loop C a being inside C b for a < b , see the picture:
Picture 2. The contour γ m .
A univalued branch of the integrand in (7.3) is fixed by assuming that at the point of γ m where all numbers s 1 , . . . , s m are negative one has arg(−s 1 ) = . . . = arg(−s m ) = 0 and arg(s a − s b ) = 0 for 1 a < b m .
The construction of hypergeometric solutions of the trigonometric KZ equations (3.5) and the difference dynamical equations (4.5) is similar. We describe it below.
Define the master function Ψ r (t 1 , . . . , t r ; z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) = (7.4)
The function depends on the choice of integration chains δ(z 1 , . . . , z n ; λ 1 , λ 2 ) . We assume that for each z 1 , . . . , z n , λ 1 , λ 2 the chain lies in C m 2 with coordinates t 1 , . . . , t m 2 , and the chains form a horizontal family of m 2 -dimensional homology classes with respect to the multivalued function Ψ m 2 (t 1 , . . . , t m 2 ; z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) 1/κ , see a more precise statement below and in [MV] .
Theorem 7.4. For any choice of the horizontal family δ , the function U δ (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) is a solution of the trigonometric KZ and rational qDD equations, see (3.5), (4.5), with values in
The theorem is a direct corollary of results in [MV] . Another way of writing down hypergeometric solutions of the trigonometric KZ equations is given in [Ch1] .
There exist special horizontal families of integration chains in (7.5) labeled by elements of Z [l, m] . They are described below. To simplify exposition we will assume that Re (λ 1 − λ 2 )/κ is large positive and arg z 1 < . . . < arg z n < arg z 1 + 2π , that is, all the ratios z i /z j for i = j are not real positive, and z 1 , . . . , z n are ordered counterclockwise. Recall that all z 1 , . . . , z n are nonzero.
. . , C r is a collection of non-intersecting oriented loops in C such that d i loops start at infinity in the direction of z i , go around z i , and return to infinity in the same direction, see the picture for n = 2 :
One can see that for any d ∈ Z [l, m] the family of chains δ d is horizontal. Therefore, the function U d (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) = U δ d (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) is a solution of systems (3.5) and (4.5). A univalued branch of the integrand in (7.5) is fixed by assuming that at the point of δ d where all ratios t a+d <i /z i , i = 1, . . . , n , a = 1, . . . , d i , are real and belong to (0 , 1) one has arg t a+d <i = arg z i , i = 1, . . . , n, a = 1, . . . , d i , and
There is an analogue of Theorem 7.2 which describes asymptotics of the functions U d (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) as z i /z i+1 → 0 for all i = 1, . . . , n − 1 . The corresponding formulae are similar to (7.2), but more involved. Asymptotics of U d with respect to λ 1 , λ 2 are as follows.
The construction of hypergeometric solutions of the qKZ equations (3.5) and trigonometric DD equations (3.9) goes along the same lines as for hypergeometric solutions of the KZ and rational dynamical equations, but instead of ordinary hypergeometric integrals it employs q-hypergeometric integrals of Mellin -Barnes type, see [TV2] .
Define the q-master function Φ r (t 1 , . . . , t r ; z 1 , . . . , z n ; λ 1 , λ 2 ; l; κ) = (7.7)
the rational weight function
d j , and the trigonometric weight function
For simplicity of exposition from now on we assume that κ is a real positive number and the ratio λ 2 /λ 1 is not real positive.
the integration contour I(z 1 , . . . , z n ; l) being described below. For the factors (λ 2 /λ 1 ) t a /κ in the integrand it is assumed that 0 < arg(λ 2 /λ 1 ) < 2π .
The integral in (7.8) is defined by analytic continuation with respect to z 1 , . . . , z n and l = (l 1 , . . . , l n ) from the region where Re z 1 = . . . = Re z n = 0 and Re l i < 0 for all i = 1, . . . , n . In that case
where ε is a positive number less then min(− Re l 1 , . . . , − Re l n ) . In the considered region of parameters the integrand is well defined on I(z 1 , . . . , z n ; l) and the integral is convergent. It is also known that U d (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) can be analytically continued to a value of l in Z n 0 and generic values of z 1 , . . . , z n , if d ∈ Z [l, m] at that point, and the analytic continuation is given by the integral over a suitable deformation of the imaginary plane (t 1 , . . . , t m 2 ) ∈ C m 2 | Re t 1 = . . . = Re t m 2 = 0 , see [MuV] .
. . , z n ; λ 1 , λ 2 ; l, m) is a solution of the rational qKZ and trigonometric DD equations, see (5.6), (3.9), with values in
The part of the theorem concerning the qKZ equations is a direct corollary of the construction of q-hypergeometric solutions of the qKZ equations given in [TV2] , [MuV] . The part of the theorem on the trigonometric DD equations is obtained in [TV8] .
The solution U d (z 1 , . . . , z n ; λ 1 , λ 2 ; l, m) of systems (5.6) and (3.9) is distinguished by the following property.
Recall that κ is assumed to be a real positive number. 
The proof of Theorem 7.2 uses the following Selberg-type integral
where −π < arg(−x) < π and −π < arg(1 − x) < π . The integral is defined by analytic continuation from the region where κ is real positive and Re l is negative.
In that case
In the considered region of parameters the integrand in (7.10) is well defined on I m (l) and the integral is convergent, see [TV1] .
Duality for hypergeometric and q -hypergeometric integrals
In this section we consider the (gl k , gl n ) duality for the case of k = n = 2 , and apply the results of the previous sections to obtain identities for hypergeometric and q-hypergeometric integrals of different dimensions. Further on we fix complex numbers l 1 , m 1 and nonnegative integers l 2 , m 2 such that l 1 + l 2 = m 1 + m 2 . Set l = (l 1 , l 2 ) and m = (m 1 , m 2 ) .
Let V l be the irreducible highest weight gl 2 -module with highest weight (l, 0) and highest weight vector v l . The weight subspace (V l 
provided that l 1 is not a nonnegative integer or m 2 l 1 . Otherwise, the vectors v 0 (l, m), . . . , v m 2 −l 1 −1 (l, m) equal zero and the basis is given by the rest of the
where the functions U d and U d ′ are defined in Section 7, cf. (7.1) and Picture 1.
The idea of the proof of the statement is as follows. By Theorems 7.1 and 6.7 the functions U b (z 1 , z 2 ; λ 1 , λ 2 ; l, m) and U ′ b (λ 1 , λ 2 ; z 1 , z 2 ; m, l) are solutions of the rational differential KZ and dynamical equations (3.4) and (3.8). Theorem 7.2 implies that the functions U b (z 1 , z 2 ; λ 1 , λ 2 ; l, m) with admissible b's form a complete set of solutions, which means that the functions U The idea of the proof is similar to that of Theorem 8.1. By Theorems 7.6 and 7.4, 6.7 the functions U b (z 1 , z 2 ; λ 1 , λ 2 ; l, m) and U ′ b (λ 1 , λ 2 ; z 1 , z 2 ; m, l) are solutions of the rational qKZ equations (5.6). Theorem 7.7 implies that the functions U b (z 1 , z 2 ; λ 1 , λ 2 ; l, m) with admissible b's form a complete set of solutions over the field of κ-periodic functions of z 1 , z 2 ( λ 1 , λ 2 are treated as parameters in the present consideration). Therefore, the functions U Here it is assumed that Re γ > Re α > 0 , Re β > 0 , 0 < ε < min(Re α , Re β ) , and −π < arg(−x) < π , −π < arg(1 − x) < π . The second equality is obtained by the change of integration variable u = (t − 1)/(t − x) . Theorems 8.1 and 8.2 exhibit the (gl k , gl n ) duality for hypergeometric integrals for k = n = 2 . The proofs of the theorems essentially involve explicit formulae for Selberg-type integrals (7.3) and (7.10). Those integrals are associated with the Lie algebra sl 2 . To extend the duality of hypergeometric integrals to the case of arbitary k, n one needs to know suitable generalizations of the Selberg integral associated with the Lie algebras sl k for k > 2 . For k = 3 the required generalizations were obtained in [TV5] , and similar ideas can be used to construct the required Selberg-type integrals associated with the Lie algebras sl k for k > 3 .
