Introduction
Let X 1 , . . . , X m , . . . ; Y 1 , . . . , Y n , . . . be independent d-dimensional random (column) vectors, which are defined on a common probability space (Ω, A, P ). The X j are i.i.d. copies of a random vector X, and the Y k are i.i.d. copies of a random vector Y . The distributions of X and Y are assumed to be continuous. Within this framework of the so-called general nonparametric two-sample model, an important submodel is the multivariate two-sample location model, which states that Y ∼ X + µ for some unspecified µ ∈ R d .
(1.1)
Here and in what follows, '∼' denotes equality in distribution. Although many statistical procedures are tailored to the situation of the two-sample location model (and even make further distributional assumptions, such as Hotelling's T 2 -test which assumes the underlying distributions to be normal), there has not been any attempt to check the validity of (1.1) within the general setting stated at the beginning of this section, at least to the authors' knowledge. [16] considers the testing problem (1.1) under the unnatural restrictive assumption that the underlying distributions are diagonally symmetric.
This paper introduces and studies a class of goodness-of-fit tests of the hypothesis (1.1). The test statistics are based on the empirical characteristic function, which has proved to be a powerful tool in statistical inference (see, e.g. [11] , [3] , [4] , [7] ). To be specific, let
denote the characteristic functions of X and Y , respectively, where the prime stands for transpose of vectors and matrices. Since (1.1) is equivalent to ψ(t) = ϕ(t) exp(it µ) (t ∈ R d ) for some µ ∈ R d , it nearly suggests itself to base a test of (1.1) on some suitable measure of deviation of the random function ψ n (t) − ϕ m (t) exp(it μ), t ∈ R d , from the zero function. Here,
are the empirical characteristic functions of X 1 , . . . , X m and Y 1 , . . . , Y n , respectively, andμ =μ m,n (X 1 , . . . , X m , Y 1 , . . . , Y n ) is an estimator of µ that is based on X 1 , . . . , X m and Y 1 , . . . , Y n . We assume thatμ is location equivariant in the sense that for each a ∈ R d . These conditions are natural since, in view of (1.1), µ measures the difference in location between the distributions of Y and X. Thus, shifting the Y k by the vector a should increase the difference in location by a. Likewise, translating the X j by the same amount should decrease the difference in location by a. A consequence of (1.2) and (1.3) is the invariance ofμ with respect to translations of the pooled sample by the same vector. A further regularity condition onμ will be specified later.
A simple example of a location equivariant estimator isμ =Ȳ n −X m , whereX
In the spirit of a class of tests for multivariate normality (see [10] , [9] ), the test statistic we propose is the weighted
where
is the density of the centered d-dimensional normal distribution N (0, β 2 I d ) with independent components and marginal variances β 2 . With the exception of Section 3, β > 0 will be fixed in what follows.
Using the relation
and symmetry arguments, straightforward algebra shows that L takes the simple form
Thus, a computer routine for implementing the test statistic is readily available.
Notice further that, by (1.2) and (1.3), the value of L remains unchanged under trans-
Consequently, the distribution of L under (1.1) does not depend on the nuisance parameter µ.
Interestingly, the statistic L has a completely different representation in terms of a measure of distance between two nonparametric density estimators. 
, and that, by Plancherel's theorem,
Writing P m for the empirical distribution that puts mass 1/m on each of the data X j +μ (j = 1, . . . , m), and letting Q n be the empirical distribution of Y 1 , . . . , Y n , the function
and
f m,h andĝ n,h , respectively, the assertion follows immediately from (1.9).
Remark. Representation (1.7) reveals that the role of β figuring in the weight function (1.5) is that of a smoothing parameter, which determines the bandwidth h of the density estimatorsf m,h andĝ n,h via (1.8).f m,h aims at estimating the distribution of X + µ, which under (1.1) coincides with the distribution of Y . The latter, in turn, is estimated byĝ n,h . A similar phenomenon was observed in the context of testing for multivariate normality (see [9] ). In fact, the test statistic of Bowman and Foster (see [2] ), which was motivated by density estimation and involves a bandwidth depending on the sample size, turned out to be a special member of a class of tests based on an L 2 -distance between characteristic functions with a fixed 'bandwidth'. Interestingly, keeping the bandwidth fixed ensures positive asymptotic power of the test against contiguous alternatives that approach the hypothesis at the rate 1/ √ n (see Theorem 3.1 of [9] ) However, as shown by Gürtler (see [6] ), the test of Bowman and Foster is not able to detect such alternatives.
Anderson et al. [1] and Fan [5] established results similar to proposition 1.1 in a one-and two-sample goodness-of-fit setting, respectively, and arrived at analogous conclusions concerning power with a fixed/decreasing bandwidth.
Asymptotic distribution theory
In view of the representation (1.4), a convenient setting for asymptotic distribution theory is the separable Hilbert space L 2 of measurable real-valued functions on R d that are square integrable with respect to the normal distribution N (0, β 2 I d ). The inner product and the norm in L 2 will be denoted by
respectively. Weak convergence of random elements of L 2 and random variables is denoted by =⇒. O P (1) means a sequence of random elements that is bounded in probability, and o P (1) stands for convergence to zero in probability.
We first study the limit behavior of L m,n,β under the null hypothesis H 0 that (1.1)
holds. All limits refer to the case that the sample sizes m and n tend to infinity in such a way that
which we call the usual limiting regime. The total sample size will be denoted by
In addition to (1.2) and (1.3), we impose the following regularity condition onμ:
There is a measurable function l :
it is readily seen that
We will show that the process Z m,n (·), regarded as a random element of L 2 , will converge in distribution to some centered Gaussian process W (·). Since the right-hand side of
the continuous mapping theorem then yields the convergence in distribution of
Performing a second-order Taylor expansion of cos(t (X j +μ)) = cos(t (X j + µ) + t (μ − µ)) around t (X j + µ) (and likewise for the sine term figuring in (2.3)), we obtain
2) and the Lindeberg-Feller central limit theorem, it follows that
We next consider U m,2 (t). Puttinḡ
note that EΨ m (t) =Ψ(t) where, by analogy with (2.4), we definē
which is o P (1) since, by Fubini's theorem, the expectation of the integral converges to zero, and since √ m μ − µ = O P (1) because of (2.2) and (2.1). Combining this result with (2.6) and using the representation (2.2), we obtain
n,j (t), and 
. By independence of the two samples, W
n converges in distribution to some independent copy W (2) of W (1) . Since, for constants a, b satisfying 
where W (·) is a centered Gaussian process on L 2 having covariance kernel (2.9).
We now consider the problem of consistency of the test that rejects (1. 
Thus, a test that rejects (1.1) for large values of L m,n,β is consistent against such alternatives.
Use compactness and tightness arguments to show that ∆ > 0. Let m(s), n(s), s ≥ 1 be increasing sequences of integers that follow the usual limiting regime. By Fatou's lemma,
¿From (2.10), the integrand converges almost surely to |ϕ(t) exp(it a) − ψ(t)| 2 whence,
proving the assertion.
3 The cases β → 0 and β → ∞ This section sheds more light on the role of the weight function w β figuring in (1.5).
We will show that the test statistic L m,n,β , when suitably transformed, converges to some limit statistic as β → 0 or β → ∞. Notice that, in view of (1.7) and (1.8), these cases correspond to 'infinite' and 'zero' smoothing, respectively (see [8] for a similar observation in connection with testing for multivariate normality). Thus, the class of
be the sample covariance matrices of X 1 , . . . , X m and Y 1 , . . . , Y n , respectively. The trace of a square matrix A will be denoted by tr(A).
Proof. An expansion of the exponential terms in (1.6) yields
By replacing X j , X k and Y j , Y k in the first two sums occuring in the definition of A 1 
it is readily seen that A 1 = 0. To tackle A 2 , apply the centering as above to X j − X k 4 and Y j − Y k 4 and then use (3.2) and the fact that the operation tr(·) is a linear functional on the set of square matrices of given order satisfying tr(AB) = tr(BA).
For
etc. The details are omitted.
Remark. Proposition 3.1 shows that, as β → 0, L m,n,β degenerates to a functional of the difference of sample covariance matrices. Notice that the right-hand side of (3.1)
is always nonnegative, and is zero if, and only if, S m = T n . Thus, in the limit β → 0, L m,n,β provides a test for the equality of covariance matrices. Interestingly, the timehonored normal theory test for covariance matrices uses a completely different criterion, namely, apart from a factor, |S m | (m−1)/2 |T n | (n−1)/2 /|mS m + nT n | (N −2)/2 (see e.g. [12] , p. 526). Here, |A| stands for the determinant of a square matrix A. Other test statistics for testing the equality of two covariance matrices can be found in [14] , Sec. 8.2.8.
We state the next result only for the balanced case m = n; the expression looks more complicated in the general case.
Proof. The proof follows readily upon noting that
and using the fact that, if 0 < a 1 < a 2 < . . . < a r and b > 0, then 
Permutation-and Bootstrap-Tests
To perform the test of (1.1) based on L m,n,β , we suggest the use of resampling procedures. One possibility is the permutation test procedure, which works as follows. Pool the values X 1 +μ, . . . , X m +μ, Y 1 , . . . , Y n into a sample of size N . Then randomly divide the pooled sample into two subsamples such that one has size m and the other has size n. This is just a random permutation of the pooled sample. Denote the first sample by Z
j , j = 1, . . . , m, and the second by Z
j , j = 1, . . . , n. We estimate µ bŷ µ p =μ(Z
cos(t a) + sin(t a)) .
Here and in what follows, P m,n = {Z
1 , . . . , Z
n } (= {X 1 +μ, . . . , X m + µ, Y 1 , . . . , Y n }) denotes the pooled sample. 1, 2; j 1 = 1, . . . , m; j 2 = 1, . . . , n) be a random permutation of P m,n (θ). Write n (θ), respectively. Finally, write
for the empirical distribution of the pooled sample P m,n (θ).
Notice that
For a fixed constant C > 0, let RV N denote the centered process
Applying 
H N (θ, t) (for a definition, see [15] , p. 308).
The convergence is convergence in distribution in l ∞ (F), the space consisting of bounded, real-valued functions defined on the class F of indicator functions 1{· ≤ t}, t ∈ R d .
Note that when θ = µ then F m (µ, ·) and G n (·) converge in distribution to the same limit, which is the distribution function H(µ, ·) of Y .
Furthermore, when
} converges in distribution to zero. This can be verified by computing the variance function which is asymptotically zero at rate O(1/ √ N ). Note that the distance
Based on this result, we can now derive the convergence of the test statistic. Write W p m,n (t) figuring in (4.3) as a stochastic integral according to
The term o p (1) in the second equation can be obtained by similar arguments as between (2.5) and (2.8) for proving Theorem 2.1. W p m,n (t) converges to 
where RV H is an independent copy of RV H . As a consequence, W b m,n (t) converges to
which shows that a statement analogous to Theorem 4.1 holds for the bootstrap procedure.
Simulation results
To assess the actual level of the tests for the location shift model based on L m,n,β , a simulation study was performed for sample sizes N = 40 (m = n = 20) and N = 80 (m = n = 40) and dimensions d = 2 and d = 5. As estimator of µ we used
and L m,n,2 , we included Bartlett's modified likelihood ratio test statistic
The validity of the pooled bootstrap procedure for Λ m,n was proved in [17] , [18] .
We used the following distributions: Table 1 and Table 2 show the percentage of the number of rejections of H 0 for the bootstrap and the permutation procedure, respectively. Obviously, the bootstrap procedure is conservative to a greater or lesser extent; it performs worse with increasing values of the dimension d. In contrast, the actual level of the permutation procedure is more or less above the nominal level of 5%. In the majority of cases, the percentage of the number of rejections is less than 8% for n = 20 and less than 7% for n = 40.
For larger values of β, the bootstrap procedure for L m,n,β breaks down. This effect might have been anticipated from Proposition 3.2 since, for large values of β, L m,n,β is approximately a minimum of random variables. Notice, however, that the permutation procedure works well also for larger values of β. The observations concerning the bootstrap procedure for Λ m,n are in agreement with the findings of Zhang and Boos [17] . Table 1 Estimated level for the bootstrap test (nominal level: 5%) Table 2 Estimated level for the permutation test (nominal level: 5%)
To assess the power of the different tests, we simulated data from the following distributions:
The covariance of M T 1 is 5/3 I d ; hence, the covariances of both distributions of A 5
coincide. (But A 5 does not satisfy (2) in [17] ; i.e., H 0 does not hold even for Λ m,n ). The same remark applies to A 6 and A 7 . Table 3 and Table 4 show the percentages of rejection of H 0 . An asterisk denotes power 100%. The main conclusions that can be drawn from the power study are the following:
(1) The bootstrap and the permutation tests behave similar in all cases in which the bootstrap procedure maintains its nominal level. However, for small n and d = 5, the bootstrap loses power. For larger values of β, the bootstrap tests based on L m,n,β breaks down, as expected from the results of Table 1. (2) For alternatives with mere covariance differences, the tests based on Λ m,n and L m,n,0 outperform the other tests. In particular, L m,n,0 performs best for the scale alternatives A 1 and A 3 , whereas Λ m,n is better for A 2 and A 4 . does not increase with larger sample size.
(4) Over the whole range of alternatives considered, the permutation test based on L m,n,0.5 seems to be a good compromise. Table 4 Estimated power for the permutation test (nominal level: 5%)
