The pace of climate change can have a direct impact on the efforts required to adapt. For short timescales, however, this pace can be masked by internal variability (IV). Over a few decades, this can cause climate change effects to exceed what would be expected from the greenhouse gas (GHG) emissions alone or, to the contrary, cause slowdowns or even hiatuses. This phenomenon is difficult to explore using ensembles such as CMIP5, which are composed of multiple climate models and thus combine both IVand inter-model differences. This study instead uses CanESM2-LE and CESM-LE, two state-of-the-art large ensembles (LE) that comprise multiple realizations from a single climate model and a single GHG emission scenario, to quantify the relationship between IV and climate change over the next decades in Canada and the USA. The mean annual temperature and the 3-day maximum and minimum temperatures are assessed. Results indicate that under the RCP8.5, temperatures within most of the individual large ensemble members will increase in a roughly linear manner between 2021 and 2060. However, members of the large ensembles in which a slowdown of warming is found during the 2021-2040 period are two to five times more likely to experience a period of very fast warming in the following decades. The opposite scenario, where the changes expected by 2050 would occur early because of IV, remains fairly uncommon for the mean annual temperature, but occurs in 5 to 15% of the large ensemble members for the temperature extremes.
Introduction
Global temperatures are expected to increase due to the radiative forcing of anthropogenic greenhouse gases (van Vuuren et al. 2011; Collins et al. 2013; Settele et al. 2014) . Typically, https://doi.org/10.1007/s10584-019-02550-2
Electronic supplementary material The online version of this article (https://doi.org/10.1007/s10584-019-02550-2) contains supplementary material, which is available to authorized users. studies that investigate climate change have done so by examining how certain climatic indices of a future period will differ in comparison with a reference period . This method has many benefits, the first of which being the simplicity of interpreting the results when presented as a delta compared with the recent past. What this method lacks, however, is a measure of how fast the projected change is expected to be reached. This is crucial information, as the capacity for human and natural systems to adapt to a changing environment is limited by the speed of such change (Settele et al. 2014) . Moreover, the planning processes of decision makers are, by definition, continuous processes, which means that climate deltas for future horizons are only of limited use in adaptation planning if the pace of said change is unknown (Klein et al. 2014) .
In the last few years, several attempts have been made to circumvent this problem, such as the use of continuous analyses using sequential data over longer periods of time covering both past and future, the time of emergence of the climate change signal, or an estimated timescale before a problematic change occurs (Giorgi and Bi 2009; Hawkins and Sutton 2012; de Elía et al. 2014; Chavaillaz et al. 2016a ). Recent studies have suggested that an acceleration of warming is to be expected in the first half of the century if future greenhouse gas (GHG) concentrations develop towards the RCP8.5 GHG emission scenario (Chavaillaz et al. 2016b) .
That is not to say that temperatures will increase steadily over time, or that this potential acceleration in warming will be constant. Even within higher GHG emission scenarios, the pace of change for shorter timescales is influenced by internal variability (IV), which dictates that slowdowns, temporary hiatuses, and negative trends can be expected, regardless of the spatial scale de Elía et al. 2013; Deser et al. 2014; Fyfe et al. 2016) . As warming accelerates, however, 10-and 20-year cooling trends should become less common or even nonexistent (Grenier et al. 2015; Kay et al. 2015) . On the opposite, extremely warm decades or 20-year periods should become more likely to happen (Chavaillaz et al. 2016b ). In North America, these phenomena are tied to secondary factors such as the North Atlantic Oscillation (NAO) and the El Niño-Southern Oscillation (ENSO).
Another issue for adequately assessing the pace of climate change is that many of the aforementioned studies that focused on IV have relied on ensembles such as the fifth Coupled Model Intercomparison Project (CMIP5), a multi-model and multi-realization large ensemble (Taylor et al. 2011) . By their nature, these ensembles combine IV and inter-model variability caused by differing physics, dynamical cores, and resolutions, which makes it almost impossible to assess the portion of uncertainty caused by IV alone (Kay et al. 2015) . In the last few years, two projects have aimed at better understanding internal variability. They consist of single-model large ensembles, respectively run with the Community Earth System Model version 1 coupled with the Community Atmosphere Model version 5 (CESM1(CAM5); Hurrell et al. 2013; Kay et al. 2015) and the Second Generation Canadian Earth System Model (CanESM2; Arora et al. 2011; von Salzen et al. 2013; Sigmond and Fyfe 2016) . These large ensembles have the obvious advantage of circumventing inter-model variability.
A study by Sheffield et al. (2013) concluded that while no model stood out as inherently better or worse, CMIP5 models, including CanESM2, represented intraseasonal through multidecadal variability over North America adequately well. This study was done over a variety of phenomena ranging from ENSO to the Pacific decadal oscillation (PDO). In particular, the PDO influences multi-decadal variability and was one of the phenomena that was well reproduced by a majority of models. Those results are also valid for CanESM2-LE and CESM-LE, which were found to adequately reproduce the observed interannual and trend patterns of tropical Pacific precipitation, extratropical sea level pressure and North American surface temperature (Sigmond and Fyfe 2016) . Other studies also showed that while biases exist, especially in Alaska and Western USA, CESM-LE reproduces the spatial patterns of observed surface air temperature variability McKinnon et al. 2017 ). Finally, while CanESM2-LE is found to capture most snow-related climate parameters, it overestimates springtime snow mass over Canada and underestimates sea ice (Kushner et al. 2017; Seviour 2017) . Based on these validation studies, it can be assumed that the internal variability of both large ensembles can serve as an adequate proxy for the real world natural variability of the near future.
Our capability to mitigate impacts and to adapt to climate change is limited by the pace of said change, which is itself shadowed or intensified by IV for short timescales. In extreme cases, this can mean that long-term trends such as the 2050 horizon could be reached a few decades early if the right conditions meet. In this context, our study aims to use CanESM2-LE and CESM-LE to quantify the impact of IV on the pace of warming in Canada and the United States of America (USA) for the upcoming decades. This will be realized through an analysis of the disparity in short-term trends and variability between individual members of both large ensembles. As it is of importance for climate change adaptation, we also explore the possibility that severe shifts in climate might occur within the constraints of IV. CMIP5 is included in this analysis, as this ensemble is commonly used for climate studies and, therefore, it is relevant to assess how its variability compares with CanESM2-LE and CESM-LE.
2 Data and study area 2.1 Datasets
Large ensemble projects
The two single-model large ensembles (LE) used in this study were produced with the CanESM2 and CESM1(CAM5) global circulation models (GCMs).
CanESM2 is the Second Generation Earth System Model from Environment and Climate Change Canada's (ECCC) Canadian Centre for Climate Modelling and Analysis (CCCma) (Arora et al. 2011; von Salzen et al. 2013 ). It has a spatial resolution of approximately 2.8°in latitude and longitude. CESM1(CAM5) is a coupling of the Community Earth System Model version 1 and the Community Atmosphere Model version 5 (Hurrell et al. 2013; Kay et al. 2015) . It constitutes a cooperative effort between various US climate research centers, supported by the National Science Foundation (NSF) and centered at the National Center for Atmospheric Research (NCAR). Its resolution is finer than CanESM2, with a grid of approximately 0.94°in latitude and 1.25°in longitude.
Unlike CMIP5, CanESM2-LE and CESM-LE are produced with a single model, which means that the behaviors and spatial patterns that are observed within their datasets are heavily influenced by the physics of the models themselves. In particular, CanESM2 and CESM1(CAM5) have been found to have an equilibrium climate sensitivity (ECS) that is above the CMIP5 average, which is likely to have an effect on the pace of warming. This metric is used to quantify the model response to an instantaneous doubling of the CO 2 concentration. Previous studies that addressed this question have pointed out that the ECS of CMIP5 models ranges from 1.5 to 4.5°C, while CanESM2 has an ECS of 3.69°C and CESM1(CAM5) has an ECS of 4.10°C (Meehl et al. 2007 (Meehl et al. , 2013 Andrews et al. 2012 ).
CanESM2-LE has 50 members (Sigmond and Fyfe 2016) , whereas CESM-LE consists of 40 members (Kay et al. 2015) . At the time of this study, only 30 members were available. Both large ensembles are created in a similar manner: CMIP5 historical forcings are used before 2005 and small random atmospheric perturbations are applied in around 1920 to trigger multiple members. In both cases, the RCP8.5 is used from 2006 and onwards (Kay et al. 2015; Sigmond and Fyfe 2016) . All data was used at a daily time step.
CMIP5
CMIP5 is an ensemble of opportunity commonly used in climate research, as it encompasses all three major sources of uncertainties: future GHG emissions, internal variability, and model inaccuracies (Hawkins and Sutton 2009; Taylor et al. 2011 ). However, since only a limited number of models provide multiple runs, it is difficult to assess IV and distinguish it from inter-model variability. In this regard, it is relevant to assess how the variability of a CMIP5 ensemble compares with the IV-focused CanESM2-LE and CESM-LE.
Only CMIP5 models with daily RCP8.5 data were retained, since this corresponds to CanESM2-LE and CESM-LE data. When more than one member realization was available for a CMIP5 model, the first one was chosen. In total, 28 CMIP5 models were used. They are listed in Online Resource 1.
Climate indices
As a baseline, the pace of warming is explored with the use of the annual average surface air temperature (Tmean). We also assess how internal variability can impact the 3 hottest consecutive days per year (TX3day), as heat stress is a leading cause of weather-related human mortality (Meehl and Tebaldi 2004; Guirguis et al. 2014) . In a similar fashion, the 3 coldest consecutive days per year (TN3day) can inform on events such as cold waves in Canada and northern USA.
Further validation of the large ensembles based on those climate indices was accomplished and is in accordance with the existing literature cited in section 1. While biases do exist in CanESM2-LE and CESM-LE, both ensembles are able to adequately capture the spatial patterns of interannual variability for all three climate indices, as described by the Daymet Version 3.0 observed dataset (Thornton et al. 2016) for the 1980-2017 period. In particular, both ensembles overestimate the interannual variability in Alaska and western Canada for all three indices, as well as in the Canadian Arctic for both extreme indices. Furthermore, some overestimation can be observed throughout Canada (TX3day and TN3day) and the East Coast (TX3day only) with CanESM2, while CESM-LE performs adequately for the rest of the domain with the exception of the southern Great Plains (discussed in section 3.2). Figures are available in Online Resource 2 and 3.
Study area
This study was realized with a focus on Canada and the USA, which we limited by latitudes 25°N and 80°N, and by longitudes 50°W and 165°W. Only grid cells with a land fraction higher than 50% were retained for the analysis.
Pace and severity of short-term climate change
We define time periods as:
where Y is the year located at the center of an n-year period. The value of change between two time periods is defined as:
where 〈T〉 t is the temporal average of a given index (°C) within time periods t 1 and t 2 . When two time periods are consecutive, ΔT provides information on the pace of warming.
As climate changes over the next century, it is reasonable to anticipate that humans will adapt many of their activities to the new day-to-day reality (Settele et al. 2014; Chavaillaz et al. 2016b) . The characterization of a warm or cold year will evolve according to recent climate (Moore et al. 2019) . Thus, it is of interest to qualify the severity of the upcoming changes in relation to the recent past, to characterize the "departure from normal" of the upcoming climate in a similar way to a signal-to-noise ratio. This is accomplished through the use of the interannual variability during time period t 1 . The severity of the change can be defined as:
where σ T Y1 is the interannual standard deviation during time period t 1 , and α Y 2=Y 1 represents the departure from normal, in standard deviations (σ), between the two time periods. For example, Chavaillaz et al. (2016b) used this severity index to locate regions exposed to fast increases in temperature (labeled extremely warm years) based on α values of 2σ or more between two consecutive 20-year periods. Another study, by de Elía et al. (2014), used a similar factor to account for the vulnerability of end users in regard to the timescale of climate change. In our study, α Y 2 =Y 1 is calculated for individual large ensemble members. Within a given grid cell, the probability for the ensemble to surpass a given threshold can be expressed as:
where m corresponds to the number of members within the large ensemble and where δ φ i is equal to:
where φ is a signal-to-noise threshold.
3 Results
Single grid cell-20-year running baseline
The severity of change, as defined by Eq. 3, is constructed by two parameters: the multidecadal variation, ΔT Y 2 =Y 1 , which represents the scale of changing climate between two time periods, and the interannual variability of the recent past σ T Y1 , which is calculated for the first time period. As a first analysis, these two parameters are examined separately. A baseline of 20 years was deemed adequate for our study, since this timeframe is close to the planning cycle of decision-makers while still providing statistical accuracy (Liebmann et al. 2010 ). The parameters t 1 and t 2 are thus defined as two consecutive 20-year periods between 1971 and 2099 and used to compute ΔT Y 2=Y 1 . As an example, for the first delta, t 1 is defined as 1971-1990 and t 2 as 1991-2010. For the 2nd delta, t 1 is defined as 1972-1991 and t 2 as 1992-2011, and so on. This analysis makes it possible to examine how the change from one 20-year period to the following one evolves throughout the twenty-first century. Figure 1 presents data extracted at the grid cell closest to Montreal (QC, Canada). As a general note, it can be mentioned that many other grid cells share an appearance similar to Fig. 1 , and that regional patterns are discussed in later sections. To complement this information, similar figures for the grid cells over Resolute (NU, Canada) and Miami (FL, USA) are provided in Online Resources 4 and 5. They respectively represent regions subject to a strong climate change signal and to a low interannual variability. Despite CanESM2-LE and CESM-LE being single-model large ensembles and CMIP5 being an ensemble of opportunity, the spread between members for ΔT and σ T is of the same order of magnitude for all three datasets. This is corroborated by Kay et al. (2015) , who noted that the spread of trends in North America generated by the internal climate variability of CESM-LE was often statistically indistinguishable from CMIP5. This observation was made for winter surface air temperature but appears to be equally valid for our climate indices. One notable exception is TX3day derived from CESM-LE, where the spread between members is minimal. This has been observed on a majority of grid cells on the East Coast, including Miami (Online Resource 5).
On average, σ T appears stable throughout the century, although a slow drift upwards or downwards can sometimes be observed. Most notable, with TN3day-CanESM2-LE, is that σ T Fig. 1 Magnitude of warming (ΔT, gray), calculated between two consecutive 20-year periods, and the interannual variability of the first 20-year period (σ T , red). Data in the figure corresponds to the grid cell closest to Montreal (Canada). The years on the x-axis correspond to the midpoint of the two 20-year periods (i.e., 2020 for 2021-2040 vs. 2001-2020) . Columns of graphs correspond to the three datasets (CanESM2-LE, CESM-LE, and CMIP5). Rows correspond to the three temperature indices. The line represents the median of the ensemble, whereas the shades of color correspond to the 66th (33rd), 85th (15th), and 95th (5th) percentiles steadily decreases over time, while no such behavior is reproduced by CESM-LE or CMIP5. Further research would be needed to fully explain that behavior, but an early hypothesis is that this decrease in interannual variability could be linked to a loss in snow cover, which is found to be more pronounced in CanESM2-LE compared with CMIP5 (Lin and Wu 2011; Mote and Kutney 2012; Gastineau et al. 2017; Mudryk et al. 2018) .
For most indices, a plateau or a slight slowdown of warming (ΔT) can be observed from the 2050s onwards. This is in concordance with Chavaillaz et al. (2016b) , who noted that the maximum extent of extremely warm years occurred around 2060 with the RCP8.5 and CMIP5 data. It is to be reaffirmed that this plateau affects the pace of warming, not the temperature themselves. Average temperatures at the end of the century are rising at a median rate of approximately 1.5°C/20 years, which is much faster than at the start of the century.
Average pace of warming-2001-2060
The year or period around 2050 has often been used as a future horizon in climate studies, as it marks the midpoint in the century and corresponds to life cycles of major infrastructure investments. Thus, using consecutive 20-year periods, we focus the rest of the study on the "path" that climate might take to reach that period. Figure 2 illustrates the normalized pace of change α 2030/2010 and α 2050/2030 , averaged over the large ensemble members.
For the most part, Fig. 2 confirms the assertion discussed in section 3.1 that CanESM2-LE, CESM-LE, and CMIP5 indicate a similar warming and interannual variability. Being an ensemble of opportunity, however, spatial patterns and values of change in CMIP5 tend to be smoothed out due to model differences. On the contrary, CanESM2-LE and CESM-LE keep the same physics across all members, i.e., the underlying hypotheses and algorithms that dictate the model's behavior do not change. This is likely the reason why spatial patterns are more defined. As discussed previously, CESM1(CAM5) has been found to have a high climate sensitivity (Meehl et al. 2013) . As a result and despite the 30 members of the ensemble, TX3day in the Arctic region warms at average paces in the 1.7 to 2.0σ range, compared with 0.5 to 1.0σ with CMIP5 and CanESM2-LE.
Another notable spatial feature is the circle of low signal-to-noise ratios observed in central USA with TX3day-CESM-LE. To better illustrate the causes behind the low pace where less than 66% of the members agree around a signal-to-noise ratio of 1 (defined by δ 1 -Eq. 5) of change in this area, the two main components of α 2050/2030 , ΔT 2050/2030 , and σ T 2030 are illustrated in Online Resource 6. Despite some local discrepancies, the magnitude of warming ΔT 2050/2030 is similar in both CanESM2-LE and CESM-LE. A notable exception is an area of fast warming in CESM-LE simulations in the Northern Plains climatic region, as defined by Bukovsky (2011) , and an area of high interannual variability throughout the Great Plains. Previous studies have noted strong land-atmosphere interactions in these areas, where summer warming is prone to cause a decrease of soil moisture and, in turn, reduce evaporation and rainfall. A consequence of these phenomena is the creation of warming hotspots, with the strongest effects on temperature extremes (Koster et al. 2004; Seneviratne et al. 2013 ). CESM-LE has been found to be sensitive to this phenomenon (Merrifield et al. 2017) , whereas our results suggest that this is not the case for CanESM2-LE.
With the Tmean and TX3day indices, values for both α 2030/2010 and α 2050/2030 are high on the coasts and can reach upwards to 2σ. This is due to the lower interannual variability in these areas compared with inland, rather than a higher magnitude of warming ΔT 2050/2030 . In a similar way, for TN3day and all three ensembles, a band of high interannual variability follows the eastern side of the Rocky Mountains from Alaska to south-central USA and causes lower α values in those regions. This has been observed in other studies (Hawkins and Sutton 2012; de Elía et al. 2013; Lehner et al. 2017) .
Internal variability and the short-term pace of warming
In recent years, climate studies have started to focus on decadal timescales, to better respond to the planning horizons of decision makers (Hawkins 2011; Klein et al. 2014 ). However, climate variability is often dominant within those timeframes, which impacts the usefulness of traditional climate change information. In an effort to identify and quantify unexpected events and climate shifts for which stakeholders could find themselves unprepared for, information is extracted from individual large ensemble members to explore the probabilities for warming slowdowns or accelerations.
As an example of such phenomena, Fig. 3a and b illustrate Tmean for members #10 and #17 of CanESM2-LE at the grid cell closest to Montreal. In terms of the 2050 horizon, defined as 2041-2060 vs 2001-2020, both members are similar and respectively indicate α 2050/2010 increases of 3.22σ and 3.43σ. However, as is evident on Fig. 3 , the path taken by those two members to reach the 2050 horizon is quite different. Looking at the ratio of α 2030/2010 and α 2050/2010 (thereafter noted R 2010/2050 for simplicity), member #10 (Fig. 3a) barely reaches 22% of its total increase by the 2021-2040 period, while member #17 (Fig. 3b ) reaches 70%. This kind of information is often hidden within the time series of continuous ensemble analyses, but would imply drastically different impacts for mid-term timescales, compared with the linear increase suggested by the large ensemble envelope.
The occurrence of low and high ratios, as seen in Fig. 3 a and b , needs to be assessed and compared with what the uncertainty envelope would suggest, which in this case is a mostly linear increase from 2001 to 2060. Figure 3c Line width represents the percentage of members within a particular range of R. In the case presented in Fig. 3 , simulations of climate evolution similar to members #10 and #17 were indeed a minority, but accounted nonetheless for 20% of the ensemble. Figure 4 illustrates how the members from the large ensembles are distributed among the three categorizations described above.
A rather linear change (0.35 < R 2010/2050 < 0.65) is the most common across all three datasets and indices and accounts for roughly 50 to 100% of the members for most of the grid cells. The second most common behavior is the "accelerating" ratio (R 2010/2050 < 0.35), whereas the "decelerating" (R 2010/2050 > 0.65) ratio is less common, but still regularly accounts for 5 to 15% of the members, especially for TX3day and TN3day.
Many of the spatial patterns observed in previous figures are reflected in Fig. 4 . Regions that experience higher paces of warming during the 2041-2060 period (average α 2050/2030 ≥ 1.2, as per Fig. 2) predominantly display a linear behavior regardless of the index. With the exception of Tmean-CMIP5, grid cells where the "accelerating" ratio accounts for 30% or more of the large ensemble are mostly located on grid cells that exhibited an average pace of warming α 2050/2030 close to 1. Clear spatial patterns are less common with the "decelerating" ratio, but seem to be focused on grid cells where the average α 2050/2030 was lower than 1. This indicates that areas where the climate change signal is weaker have more chance to experience the changes early due to internal variability. This is observed with TX3day-CESM too, where the members located within the hotspot in southeastern USA have a 30 to 40% chance to have a ratio higher than 0.65, whereas this region displayed an average α 2050/2030 of 0.2 to 0.4. On the other hand, regions that exhibit severe climate change signals are more likely to have a linear or "accelerating" behavior, as external forcings are the primary driving factors and internal variability alone cannot account for the change.
For the most part, the spatial patterns in CMIP5 are in accordance with CanESM2-LE and CESM-LE. It can thus be said that the combination of inter-model and internal variability in CMIP5 adequately represents internal variability as portrayed by single-model ensembles. There are still notable differences, such as more members within the "R 2010/2050 < 0.35" category for Tmean, as well as a higher number of members where α 2050/2010 is smaller than 1 with TX3day. Figure 5 illustrates the proportion of members that exhibits severe warming, defined as α ≥ 2σ. The probability for the pace of warming to reach α ≥ 2σ remains low across most of the domain and all indices. However, it should be noted that the increase observed in Fig. 5 from α 2030/2010 to α 2050/2030 predominantly originates from members within the "accelerating" category, which were found to be two to five times more likely to have a period of very fast warming during the 2041-2060 period. Indeed, 67 to 70% of the members with lower-thanmedian temperatures during the 2021-2040 time period, which make up for a majority of the members within the "accelerating" category, end up near or above the median by 2041-2060. Fig. 4 Distribution of the pace of warming within ensemble members between 2001 and 2060, classified into 3 categories based on the α 2030=2010 = α 2050=2010 ratio (R 2010/2050 ). Only simulations with α 2050/2010 > 1 were categorized. The fraction of simulations with a change signal α 2050/2010 < 1 is shown in the leftmost panels b CESM-LE is the dataset that exhibits the highest number of members with α 2050/2030 ≥ 2, which reflects the model's low interannual variability along the East Coast. The Canadian Arctic also stands out as a region of fast warming. In those two areas, the probabilities of periods of very fast warming can account for up to 50% of the large ensemble members.
A sensitivity analysis was performed to assess the impact of the starting year of the time periods, by moving the experiment back in time into the historical period. The spatial patterns remain stable, but the absolute values begin to be altered after 5 to 10 years of shifting the time periods away from R 2010/2050 (e.g., R 2005/2045 ; R 2000/2040 ). The probability for a linear change remains the most common, and the probabilities for the "accelerating" and "decelerating" ratios become roughly equal across the domain. This illustrates that when the climate change signal over a period is weaker, IV becomes more dominant and, thus, path of climate evolution becomes less predictable.
On the contrary, for a R 2015/2055 experiment and later, the probability for a fairly linear change becomes progressively higher and reaches nearly 100% by R 2050/2090 for Tmean. This is also the case for TX3day and TN3day, but to a lesser extent. This can be explained by the fact that as we move forward in the century, the external forcing becomes dominant over internal variability and dictates the increase in temperature. This is in accordance with other studies that pointed to slowdowns, temporary hiatuses, and extremely warm years becoming less common as climate change intensifies (Grenier et al. 2015; Chavaillaz et al. 2016b) . This is also reflected by the number of members with α ≥ 2, which peaks during the 2061-2080 period.
Discussion and Conclusion
This study explored internal variability within CanESM2-LE and CESM-LE, two singlemodel large ensembles, and compared it with the variability of a CMIP5 ensemble. Three temperature indices were assessed. They consisted of the mean annual temperature (Tmean) and the annual maximum and minimum of the temperature averaged over 3 consecutive days (TX3day and TN3day). These indices were used to study how IV can affect short-term trends of warming by partially masking or accelerating the climate trend. This analysis was done through a signal-to-noise approach and by comparing how individual ensemble members behave between 2001 and 2060. The normalized pace of warming for Tmean is highest along the coasts, characterized by a low interannual variability, and in the Canadian Arctic, where the climate change signal is more pronounced. On the contrary, it is the slowest along a line that follows the eastern side of the Rocky Mountains. For both extreme indices, the higher internal variability means that although temperatures are rising, the average normalized warming often remains below a signal-to-noise ratio of 1. Some differences have been noted between CanESM2-LE and CESM-LE, but in general, there is a good agreement between both ensembles, which reinforces the results.
The role of an experiment such as CMIP5 is to encompass both the inter-model variability and internal variability, to provide scientifically justifiable signals of climate change. Nonetheless, we found that CMIP5 was often able to produce results, with regard to spatial patterns and variability on the pace of change itself, that were similar to the single-member ensembles. This suggests that CMIP5 models, when grouped together, behave in a way that is similar to large ensembles created specifically to study IV. Differences still exist between CMIP5 and the large ensembles, such as more CMIP5 models having a slower start-up to the warming trends, labeled "accelerating ratio" in this work. This is likely caused by the fact that both CanESM2 and CESM1(CAM5) warm more than the CMIP5 median. Of all the CMIP5 simulations that end up within the "accelerating ratio" category, 50 to 100% have a temperature change ΔT 2050/ 2010 that is under the ensemble median (Online Resource 7). This illustrates a limitation of this study, which is that both large ensembles have high climate sensitivity. A large ensemble with a pace of warming that is slower than the CMIP5 average would be ideal to validate this hypothesis, but such an ensemble did not exist at the time of the study.
Our results indicate that under the RCP8.5, between 2021 and 2060, the increase in mean annual temperature should be roughly linear, with a 60 to 100% probability across CMIP5 and large ensembles. This is likely one of the better scenarios in terms of adaptation, as it means that solutions can be implemented gradually as the need arises. For the entire domain according to CMIP5, and in some regions such as Canada and Alaska for large ensembles, there is nonetheless a 20 to 35% probability that the pace of warming over the next 20 years will be small in comparison with the overall trend towards the 2050 horizon. This could be beneficial for adaptation, as it provides a longer timeframe to implement the necessary adaptation measures, but this scenario has the potential danger of making stakeholders underestimate the real magnitude of the upcoming change. Moreover, these scenarios have been found to be more likely to experience fast warming, following the gradual temperature increase between 2021 and 2040. Indeed, 67 to 70% of the large ensemble members that project lower-than-median temperatures during the 2021-2040 time period end up near or above the median of the ensemble by 2041-2060.
The probabilities for a fast temperature increase in the next 20 years, with most or all of the warming projected for 2050 taking place several years early, are close to nil for most of the study area. In terms of climate change adaptation, this scenario would be likely to be the most damaging to stakeholders. In areas of Alaska and central USA, there is nonetheless a 5 to 15% probability for such rapid warming to occur for Tmean, and higher for extreme indices.
Due to the nature of GCMs, the indices studied during this analysis could not be directly related to the needs of stakeholders, who require downscaled, local data to assess their vulnerability. Future studies aim to explore how typical downscaling methods used for climate services, such as quantile mapping, could be improved to maintain the internal variability within large ensembles such as CanESM2-LE and CESM-LE. It would also be relevant to compare the current likelihood of linear, accelerating, or decelerating rate of change with other large ensembles, ideally with a lower climate sensitivity or another RCP, as such products are becoming more available. Finally, a continuation of this work could be to explore how recent regional model large ensembles, namely CanESM2-CRCM5 (ClimEx; Leduc et al. (2019) ) and CanESM2-CanRCM4, compare with the driving model CanESM2-LE.
