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1. Introduction
The product-moment correlation is known to be one of the most classical measures of
dependence between two random variables. But its limitations also has long been known.
Besides requiring finiteness of second moments, its major drawback has been that while it
captures linear dependence, other types of functional dependence may fail to be captured.
Attempts to rectify this have continued. The last decade or so has seen emergence of
two very interesting and important new approaches in this regard, both in the Statistics
literature and in the Machine Learning literature.
An extremely novel idea was introduced in Sze´kely (2002), where the authors put forward
the notion of what they called the “energy distance” between two distributions. The energy
distance, which was shown to coincide with an appropriately weighted L2-distance between
the the two characteristic functions, was show to have some beautiful properties in Sze´kely
et al. (2007). Using this, the authors proposed a new measure of dependence, called the
“distance correlation” between two random vectors, possibly of different dimensions.
At around the same time, a different approach was introduced and investigated in a
series of papers by several authors including Arthur Gretton, Kenji Fukumizu, Dino Se-
jdinovic, Bernhard Scho¨lkopf, Bharath Sriperumbudur and Alex Smola. This approach is
based on constructing a kernel embedding of probability distributions into an appropriate
Reproducing Kernel Hilbert Space (RKHS) and then use this embedding to measure dis-
tance between two probability distributions. This, of course, leads to a natural measure of
dependency between two random vectors, which was called the Hilbert-Schmidt Indepen-
dence Criterion (HSIC, in short). Interested reader may see Gretton et al. (2005), Smola
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et al. (2007), Fukumizu et al. (2008), Sriperumbudur et al. (2010), Gretton et al. (2012),
Sejdinovic et al. (2013) for example.
In addition to the Pearson Correlation Coefficient, Kendall’s Tau, Spearman’s Rho and
Maximal Correlation Coefficient (Re´nyi (1959)) are examples of classical bivariate depen-
dency measures. In the recent past, several other dependency measures have been pro-
posed. Examples include Kernel Canonical Correlation Analysis (KCCA) (Bach and Jor-
dan (2002)), Maximal Information Coefficient (MIC) (Reshef et al. (2011)) and Randomized
Dependency Measure (RDC) (Lopez-Paz et al. (2013)).
In the works mentioned above, the focus has been primarily on handling dependency
between a pair of random vectors. However, measure of dependency among several (more
than two) random variables does not seem to have drawn adequate attention. A few that
have appeared in the recent past are Multivariate Extension of Spearman’s Rho (Schmid and
Schmidt (2007)), Multivariate Extension of Hoeffding’s Phi (Gaißer et al. (2010)), Copula
HSIC (Po´czos et al., 2012) and dHSIC (Pfister et al. (2016).
Copula HSIC (Po´czos et al. (2012)) is a measure of dependency among d (≥ 2) random
variables with continuous marginals, which is based on implementing the idea of kernel
embedding on copula transformation. In this work, we explore this general idea by using a
specific universal kernel, namely the Gaussian kernel. We then go one step ahead and use a
natural normalization to come up with a new measure of dependency among d (≥ 2) random
variables with continuous marginals. We call it Copula Based Gaussian Kernel Dependency
Measure (CGKDM). Although the general idea is taken from Po´czos et al. (2012), our use
of a natural normalization is an important modification. Our proposed measure is shown
to satisfy a number of important properties that are desirable for a measure of dependency.
In the special case of dimension d = 2, a link is established between our measure and the
distance correlation proposed in Sze´kely et al. (2007). We also propose a non-parametric
estimate of CGKDM and investigate its properties, including its asymptotics.
This paper is organized as follows. Section 2 gives a brief theoretical introduction on
kernel-based distance and copula. Copula Based Gaussian kernel Dependency Measure is
introduced in Section 3. Alternative forms of CGKDM are established and some desirable
properties are derived. We show that in dimension 2, CGKDM admits a special form which
is related to weighted distance correlation. CGKDM is studied under bivariate normal
distribution with varying correlation parameter ρ. At the end of the section, we prove an
important and desirable property of CGKDM, namely, “irreducibility”. In Section 4, a
nonparametric estimate for CGKDM is proposed, its properties established and alternate
forms are derived. We derive asymptotic properties of the estimate in Section 5. In Section
6, we have proposed a test of independence. Section 7 contains numerical results stating
comparisons of the proposed measure with some of the widely used dependency measures on
artificial datasets. Proofs of various mathematical results stated in the body of the article
are included in the three appendices at the end.
2
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2. Theoretical Background
2.1 Kernel-based distance
In this subsection, we briefly describe the notion of kernel-based distance between two
probability distributions on Rd. All the theoretical details with a much more general set-up
can be found in Sriperumbudur et al. (2010).
Let k : Rd ×Rd → R be a symmetric, positive definite, measurable and bounded kernel
on Rd. For any two Borel probability measures P and Q on Rd, define
γ2k(P,Q) =
∫∫
X 2
k(x, y) dP(x)dP(y)−2
∫∫
X 2
k(x, y) dP(x)dQ(y)+
∫∫
X 2
k(x, y) dQ(x)dQ(y)
(1)
Then γk is always a pseudo-metric on the space of all Borel probabilities on Rd. It is also well-
known (see Fukumizu et al. (2009) and also Lemma 4 in subsection 3.1) that when k = kσ
is the Gaussian kernel with parameter σ > 0, namely, kσ(x, y) = exp
(
−‖x−y‖2
2σ2
)
, x, y ∈ Rd,
then γkσ is actually a metric.
2.2 Copula
Since our proposed dependency measure is based on the distribution of the copula trans-
formation (also called the copula distribution) of a d-dimensional random vector, we briefly
describe it here. Further details can all be found in Nelsen (2013).
Definition 1 (Copula) A d-dimensional copula is a probability distribution function C on
the d-dimensional unit cube [0, 1]d such that all its 1-dimensional marginals are uniform on
[0, 1].
If F any probability distribution function on Rd with continuous one dimensional marginals
F1, F2, · · · , Fd, then C (= CF ) defined on [0, 1]d by
C(u1, u2, · · · , ud) = F (F−11 (u1), F−12 (u2), · · · , F−1d (ud))
is a copula and is called the copula transform of F . Here F−1i (ui) = inf{x : Fi(x) > ui}.
If X is a d-dimensional random vector whose (joint) distribution function is F , then C as
defined above, will be called the copula distribution of X, denoted by C. The distribution
function F can be recovered from its copula transform C and the marginals F1, · · · , Fd by
the formula
F (x1, x2, · · · , xd) = C(F1(x1), F2(x2), · · · , Fd(xd)).
In view of continuity of the marginals, C turns out to be the unique copula for which the
above formula holds.
Two special copulas, that will occur frequently in our upcoming sections, are:
1. Maximum copula: M(u1, u2, · · · , ud) = min{u1, u2, · · · , ud}.
2. Uniform copula: Π(u1, u2, · · · , ud) = u1u2 · · ·ud.
If U1, U2, · · · , Ud are independent random variables, each distributed uniformly on [0, 1],
then Π represents the joint distribution of the vector (U1, U2, · · · , Ud), while M represents
that of (U1, U1, · · · , U1).
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3. Copula Based Gaussian Kernel Dependency Measure
For a d-dimensional random vector X = (X1, X2, · · · , Xd) with continuous marginals,
Po´czos et al. (2012) proposed γk(C,Π) as a measure of dependency of X. Here, γk is
the kernel-based distance, as defined in sub-section 2.1, based on an universal kernel k on
[0, 1]d × [0, 1]d (see Po´czos et al. (2012) for definition), which makes γk a metric. The novel
idea here is to measure dependency in X by the distance of C, the copula distribution of X,
from Π. A very important consequence of using the copula distribution of X for measur-
ing dependency is that the dependency measure remains invariant under strictly increasing
transformations of coordinates of X. Of course, γk(C,Π) ≥ 0, and, since γk is a metric,
equality holds if and only if coordinates of X are independent.
Inspired by the idea of Po´czos et al., we propose a new dependency measure for any
d-dimensional random vector X = (X1, X2, · · · , Xd) having continuous marginals. Hence-
forth, kσ(x, y) will denote the Gaussian kernel on Rd, that is, kσ(x, y) = exp
(
−‖x−y‖2
2σ2
)
for
x, y ∈ Rd. It was noted earlier that γkσ , for any σ > 0, is a metric on the space of Borel
probabilities on Rd.
Definition 2 (CGKDM)
Iσ(X) =
γkσ(C,Π)
γkσ(M,Π)
,
where Π and M are the uniform and maximum copula defined in sub-section 2.2.
Clearly, the idea of using the distance of copula distribution of X from the uniform
copula to measure dependency, is borrowed from Po´czos et al. (2012), except that we use
the special kernel kσ. However, the major difference is that we then normalize it by what
seems to be a very natural normalizer, namely, the distance between the maximum copula
and the uniform copula.
Note that the denominator γkσ(M,Π), which clearly depends only on the parameter σ
and the dimension d, is strictly positive, since M 6= Π. Denoting (γkσ(M,Π))−1 by
√
Cσ,d,
one can write
I2σ(X) = Cσ,d
[
E[kσ(S, S
′
)]− 2E[kσ(S, T )] + E[kσ(T, T ′)]
]
,
where (S, S
′
, T, T
′
) ∼ C⊗ C⊗Π⊗Π.
In the next proposition, we derive a formula for Cσ,d, which shows that it is computable,
up to any desired level of accuracy.
Proposition 3 Denote κ(σ) =
√
2piσ
[
2Φ
(
1
σ
)− 1] − 2σ2 [1− exp (− 1
2σ2
)]
and λ(x, σ) =√
2piσ
{
Φ
(
x
σ
)
+ Φ
(
1−x
σ
)− 1}, where Φ(·) is the cumulative distribution function of the stan-
dard univariate normal distribution. Then
C−1σ,d = κ
(
σ√
d
)
+ κd(σ)− 2
1∫
0
λd(u, σ) du.
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Proof With (S, S
′
, T, T
′
) ∼ M⊗M⊗Π⊗Π,
C−1σ,d = γ
2
kσ(M,Π) = E[kσ(S, S
′
)]− 2E[kσ(S, T )] + E[kσ(T, T ′)]
=
∫ 1
0
∫ 1
0
e−
d(u−v)2
2σ2 du dv − 2
∫ 1
0
[∫ 1
0
e−
(u−v)2
2σ2 du
]d
dv +
[∫ 1
0
∫ 1
0
e−
(u−v)2
2σ2 du dv
]d
= κ
(
σ√
d
)
− 2
∫ 1
0
λd(u, σ) du+ κd(σ).
λ(x, σ) is a smooth function, symmetric at 12 and therefore we can calculate the value
of
∫ 1
0 λ
d(u, σ) du efficiently using numerical integration algorithms.
3.1 Properties of CGKDM
In this subsection, some important properties of CGKDM are discussed. We start with
some known results. For a probability distribution P on Rd, let ϕP denote its characteristic
function, that is, ϕP(ω) =
∫
Rd e
√−1ωᵀx dP(x).
Lemma 4 For any two probability distributions P and Q in Rd,
γ2kσ(P,Q) =
(
σ√
2pi
)d
.
∫
Rd
|ϕP(ω)− ϕQ(ω)|2 exp
(
−σ
2
2
ωᵀω
)
dω.
Also we have
γ2kσ(P,Q) =
(
1
σ
√
2
pi
)d
·
∫
Rd
(∫
Rd
k σ√
2
(u,w) dP(u)−
∫
Rd
k σ√
2
(v, w) dQ(v)
)2
dw.
The first part of the lemma is just a special case of a more general result proved in
Sriperumbudur et al. (2010). It may be noted however that this special case with Gaussian
kernel can be proved directly without invoking Bochner’s Theorem as was needed for the
general result. For the second part, one only needs to use(
1
σ
√
2
pi
)d
·
∫
Rd
k σ√
2
(u,w) · k σ√
2
(v, w) dω = kσ(u, v).
The following theorem is an immediate consequence of the lemma.
Theorem 5 CGKDM admits these following representations:
1. I2σ(X) =
∫
Rd |ϕCX(ω)− ϕΠ(ω)|2 exp
(
−σ22 ωᵀω
)
dω∫
Rd |ϕM(ω)− ϕΠ(ω)|2 exp
(
−σ22 ωᵀω
)
dω
.
2. I2σ(X) =
∫
Rd
(∫
[0,1]d k σ√2
(u,w) dC(u)− ∫[0,1]d k σ√2 (v, w) dΠ(v))2 dw∫
Rd
(∫
[0,1]d k σ√2
(u,w) dM(u)− ∫[0,1]d k σ√2 (v, w) dΠ(v))2 dw .
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The theorem presents interesting ways of looking at the dependency measure Iσ(X).
The first part tells us that CGKDM can be thought as a weighted L2 distance between
characteristic functions of copula distribution of X and uniform copula, normalized by the
weighted L2 distance between characteristic functions of the maximum and uniform copula.
The second part says that it can also be thought as the L2 distance between the Gaussian
kernel (with parameter σ/
√
2) embeddings of copula distribution of X and uniform copula,
normalized once again by a similar quantity for maximum copula and uniform copula.
We now illustrate some properties of CGKDM, that are desirable for a measure of
dependency. At the outset, let us note that, Iσ(X), just like the measure proposed in
Po´czos et al. (2012), is defined for any X with continuous marginals and satisfies: Iσ(X)≥0
and equality holds if and only if the coordinates of X are independent. In the next theorem,
we list some additional interesting properties.
Theorem 6
A.1 Iσ(X) is invariant under permutations of coordinates of X and also under strictly
monotonic transformation of coordinates of X.
A.2 Iσ(X) = 1 if, for some coordinate of X, every other coordinate is almost surely strictly
monotonic function of that coordinate.
A.3 Let X and Xn, n = 1, 2, · · · be d-dimensional random vectors, all with continuous
marginals. If Xn → X weakly, then limn→∞ Iσ(Xn) = Iσ(X).
A.4 Suppose the copula distribution of Y and Z are respectively CY and CZ, and suppose
the copula distribution of X is αCY +(1−α)CZ, 0 ≤ α ≤ 1. Then Iσ(X) ≤ αIσ(Y)+
(1− α)Iσ(Z).
We remark here that, the measure proposed in Po´czos et al. (2012) was shown to be
invariant under strictly increasing transformations of coordinates. We improve it by show-
ing that our measure is invariant under all strictly monotonic transformations. In property
A.2, it would have been nice if we could have “if and only if” in place of “if”.
Proof [Proof of Theorem 6] [A.1] For any permutation τ on Rd, one has kσ(τ(x), τ(y)) =
kσ(x, y) and also, T ∼ Π implies τ(T ) ∼ Π. Using these, one gets that
E(S,S′ )∼Cτ(X)⊗Cτ(X) [kσ(S, S
′
)] = E(S,S′ )∼CX⊗CX [kσ(τ(S), τ(S
′
))]
= E(S,S′ )∼CX⊗CX [kσ(S, S
′
)], and,
E(S,T )∼Cτ(X)⊗Π[kσ(S, T )] = E(S,T )∼CX⊗Π[kσ(τ(S), τ(T ))]
= E(S,T )∼CX⊗Π[kσ(S, T )].
It follows that γkσ(Cτ(X),Π) = γkσ(CX,Π) and hence Iσ(τ(X)) = Iσ(X).
Next, let g : Rd → Rd be a function of the form g(x1, x2, · · · , xd) = (g1(x1), g2(x2),
· · · , gd(xd)), where gi1 , gi2 , · · · , gis are strictly increasing and gj1 , gj2 , · · · , gjt are strictly
6
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decreasing with s+ t = d. Consider the function f : Rd → Rd given by f(x1, x2, · · · , xd) =
(f1(x1), f2(x2), · · · , fd(xd)), where fil(x) = x ∀ l = 1, 2, · · · , s and fjl(x) = 1 − x ∀ l =
1, 2, · · · , t. It can be easily verified that if S ∼ Cg(X) then f(S) ∼ CX. Applying this and
the fact that kσ(S, S
′
) = kσ(f(S), f(S
′
)), we get
E(S,S′ )∼Cg(X)⊗Cg(X) [kσ(S, S
′
)] = E(S,S′ )∼Cg(X)⊗Cg(X)[kσ(f(S), f(S
′
))]
= E(S,S′ )∼CX⊗CX [kσ(S, S
′
)].
By similar argument and using the fact that T ∼ Π implies f(T ) ∼ Π, one gets
E(S,T )∼Cg(X)⊗Π[kσ(S, T )] = E(S,T )∼Cg(X)⊗Π[kσ(f(S), f(T ))]
= E(S,T )∼C⊗Π[kσ(S, T )].
Thus γkσ(Cg(X),Π) = γkσ(CX,Π), whence, Iσ(g(X)) = Iσ(X), proving the invariance of Iσ
under strictly monotonic transformations of coordinates.
[A.2] Let X be a random vector with continuous marginals, for which there is a j
such that each Xi, i 6= j is a strictly monotonic function of Xj . Then, by A.1, we have
Iσ(X) = Iσ(Y) where Y = (Xj , Xj , · · · , Xj). But then CY is the maximum copula M, so
that, by definition, Iσ(Y) = 1.
[A.3] Let F and Fn, n ≥ 1 be respectively the joint distributions of X and Xn, n ≥ 1
and C and Cn, n ≥ 1 be the respective copula distributions. Using uniform continuity
properties of any copula C on [0, 1]d (see Nelsen (2013)), it is easy to deduce that weak
convergence of F (n) to F implies pointwise (and hence weak) convergence of Cn to C. But
then, Cn⊗Cn converges weakly to C⊗C as well. Since, kσ is a bounded continuous function
on the compact interval [0, 1]d × [0, 1]d, one gets
E(S,S′ )∼Cn⊗Cn [kσ(S, S
′
)]→ E(S,S′ )∼C⊗C[kσ(S, S
′
)],
and also,
E(S,T )∼Cn⊗Π[kσ(S, T )]→ E(S,T )∼C⊗Π[kσ(S, T )].
Thus, as n→∞, I2σ(Xn) = Cσ,d γ2kσ(Cn,Π)→ Cσ,d γ2kσ(C,Π) = I2σ(X).
[A.4] Denoting H to be the RKHS associated to the kernel kσ and denoting P 7→ µP , as
in Sriperumbudur et al. (2010), to be the unique (linear) embedding of probability measures
P (on Rd) into H, one knows that γkσ(P,Q) = ‖µP−µQ‖H, where ‖·‖H represents the norm
in H. Now, if CX = αCY + (1− α)CZ , 0 ≤ α ≤ 1, then we have µCX = αµCY + (1− α)µCZ ,
so that
γkσ(CX ,Π) = ‖αµCY + (1− α)µCZ − µΠ‖H
≤ α‖µCY − µΠ‖H + (1− α)‖µCZ − µΠ‖H
= αγkσ(CY ,Π) + (1− α)γkσ(CZ ,Π),
whence it follows that Iσ(X) ≤ αIσ(Y) + (1− α)Iσ(X).
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3.2 Properties of CGKDM on Dimension 2
Sze´kely et al. (2007) gave the following definition of weighted distance correlation between
two random vectors. It must be mentioned though that Feuerverger (1993) proposed a
sample weighted distance covariance for testing independence in bivariate case.
Definition 7 (Weighted distance correlation) Let X ∈ Rp and Y ∈ Rq are two ran-
dom vectors with characteristic functions ϕX(t) and ϕY (s) respectively. Let ϕX,Y (t, s) be
the joint characteristic function and w(t, s) be a suitable positive weight function. Define
weighted distance covariance between X and Y to be
V 2(X,Y,w) =
∫
Rp+q
|ϕX,Y (t, s)− ϕX(t)ψY (s)|2w(t, s) dt ds.
Weighted distance correlation is defined as
R2w(X,Y ) =

V 2(X,Y,w)√
V 2(X,X,w)V 2(Y,Y,w)
if V 2(X,X,w)V 2(Y, Y,w) > 0
0 if V 2(X,X,w)V 2(Y, Y,w) = 0
Sejdinovic et al. (2013) established equivalence between distance covariance and kernel-
based distance. As a special case of that and using Lemma 4, we can express CGKDM in
dimension 2 as a weighted distance correlation, as stated below. In what follows (X,Y )
denote a pair of real random variables.
Theorem 8 Suppose (S, T ) follows copula distribution of (X,Y ). Then
I2σ(X,Y ) = R2w(S, T ),
where weight function is w(t, s) = σ2 exp
{
−σ22 (s2 + t2)
}
.
The next theorem, proved in Appendix A, takes this a little further by expressing
I2σ(X,Y ) as a product-moment correlation and using that to conclude that I
2
σ(X,Y ) is
bounded above by 1, attained only when X and Y are monotonically related to each other.
Theorem 9 Suppose X ∈ R and Y ∈ R are two continuous random variables and C(X,Y )
is the copula distribution of (X,Y ). Let (S, T ) and (S
′
, T
′
) be independent and they both
follow C(X,Y ). Then
1.
I2σ(X,Y ) = Corr(V,W ) =
E [VW ]√
E [V 2] E [W 2]
,
where
V = kσ(S, S
′
)− E
[
kσ(S, S
′
)
∣∣∣S]− E [kσ(S, S′)∣∣∣S′]+ E [kσ(S, S′)] ;
W = kσ(T, T
′
)− E
[
kσ(T, T
′
)
∣∣∣T]− E [kσ(T, T ′)∣∣∣T ′]+ E [kσ(T, T ′)] .
8
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2. Iσ(X,Y ) ≤ 1, with equality holding only if X and Y are almost surely strictly mono-
tonic functions of each other.
We end this subsection with a result that captures, for bivariate normal distributions, a
relation between CGKDM and correlation coefficient ρ. The proof is given in Appendix B,
but the main idea is that we can express I2σ as a power series in ρ
2 with positive coefficients.
Figure 1 gives us a pictorial representation of the phenomenon.
Theorem 10 Suppose (X,Y ) has a bivariate normal with correlation coefficient ρ. Then
Iσ(X,Y ) is a strictly increasing function of |ρ| and Iσ(X,Y ) ≤ |ρ|.
−1.0 −0.5 0.0 0.5 1.0
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Figure 1: Value of CGKDM on bivariate normal distribution with correlation coefficient ρ.
3.3 Irreducibility
Given a multivariate dependency measure I, a pertinent question to ask is: “Is I(X1, X2, X3)
completely determined by I(X1, X2), I(X1, X3) and I(X3, X1), for any 3-dimensional ran-
dom vector (X1, X2, X3)?”. This would certainly not be desirable for a measure of joint
dependency. A true measure of joint dependency should have the property that it is not
determined by dependencies of lower dimensional marginals. The next definition is inspired
by Schmid et al. (2010).
Definition 11 (Irreducibility) A dependency measure I is said to be Irreducible if, for
every dimension d > 2, I(X1, . . . , Xd) is not a function of the quantities {I(Xi1 , . . . , Xik) :
{i1, · · · , ik} $ {1, . . . , d}}.
In the next theorem, we prove that any copula based multivariate dependency measure
which assumes the value zero only for the uniform copula, is irreducible. As a copnsequence,
it follws that our proposed measure CGKDM is irreducible.
9
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Theorem 12 Let I be a copula-based multivariate dependency measure, that is, I(X) =
M(CX) for d-dimensional random vectors X. If M satisfies the property that M(C) = 0
if and only if C = Π, where Π is the uniform copula, then I is irreducible.
Proof It is enough to show that for every dimension d(≥ 3), there exist two d dimen-
sional copulas C1 and C2 with M(C1) 6=M(C2), such that, for any choice of co-ordinates
{i1, · · · , ik} $ {1, . . . , d}, if C ′1 and C
′
2 denote the associated marginal copulas arising out
of of C1 and C2, then M(C ′1) =M(C
′
2).
Take C1 to be the d-dimensional uniform copula Π. Then M(C1) = 0 and also, for any
lower dimensional marginal copula C
′
1 of C1, M(C
′
1) = 0. We now exhibit a d-dimensional
copula C2 6= Π such that any lower dimensional marginal copula C ′2 of C2 is uniform copula.
We wiould then haveM(C1) = 0 6=M(C2) butM(C ′1) =M(C
′
2) = 0, which will complete
the proof.
We take C2 to be the copula given by the copula density C2 defined as:
C2(u1, u2, , · · · , ud) = 2 I
[(
u1 − 1
2
)(
u2 − 1
2
)
· · ·
(
ud − 1
2
)
≥ 0
]
,
where I denotes the indicator function. To show that all lower dimensional marginal copulas
of C2 are uniform, it is enough to show that the marginal copula C
′
2 that we get from C2
discarding the dth co-ordinate, is uniform. The density of C
′
2 is given by:
C′2(u1, u2, , · · · , ud−1) =
∫ 1
0
2I
[(
u1 − 1
2
)(
u2 − 1
2
)
· · ·
(
ud − 1
2
)
≥ 0
]
dud
=
∫ 1
2
0
2I
[(
u1 − 1
2
)(
u2 − 1
2
)
· · ·
(
ud−1 − 1
2
)
≤ 0
]
dud
+
∫ 1
1
2
2I
[(
u1 − 1
2
)(
u2 − 1
2
)
· · ·
(
ud−1 − 1
2
)
≥ 0
]
dud
= I
[(
u1 − 1
2
)(
u2 − 1
2
)
· · ·
(
ud−1 − 1
2
)
≤ 0
]
+ I
[(
u1 − 1
2
)(
u2 − 1
2
)
· · ·
(
ud−1 − 1
2
)
≥ 0
]
= 1.
4. Estimation of CGKDM
Suppose X1,X2, · · · ,Xn are n i.i.d. observations from a d-dimensional random vector
X = (X1, X2, · · · , Xd) with continuous marginals. We propose an estimate of Iσ(X) based
on X1,X2, · · · ,Xn and study its properties.
At first, we produce n vectors Y1,Y2, · · · ,Yn from the vectors X1,X2, · · · ,Xn by rank-
ing them along each coordinate and then dividing by n. Thus, if Xi = (X
(i)
1 , X
(i)
2 , · · · , X(i)d ),
10
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then Yi = (Y
(i)
1 , Y
(i)
2 , · · · , Y (i)d ) is defined by
Y
(i)
j =
1
n
rank
{
X
(i)
j ;X
(1)
j , X
(2)
j , · · · , X(n)j
}
.
As X is assumed to have continuous marginals, ranking won’t contain any ties almost
surely. Define three probability distributions Cn,Mn and Πn over [0, 1]
d by
Cn(u1, u2, · · · , ud) = 1
n
n∑
i=1
I[Y
(i)
1 ≤ u1, Y (i)2 ≤ u2, · · · , Y (i)d ≤ ud]
Mn(u1, u2, · · · , ud) = 1
n
n∑
i=1
I[nu1 ≥ i, nu2 ≥ i, · · · , nud ≥ i]
Πn(u1, u2, · · · , ud) = 1
nd
∑
1≤i1,i2,··· ,id≤n
I[nu1 ≥ i1, nu2 ≥ i2, · · · , nud ≥ id].
Clearly Cn is the empirical distribution based on Y1,Y2, · · · ,Yn. Indeed, it is the copula
transform of the empirical distribution based on X1,X2, · · · ,Xn. Both Mn and Πn are non-
random. While Mn represents the distribution on [0, 1]
d that assigns equal probability to
each of the n points {( in , in , · · · , in) : 1 ≤ i ≤ n}, Πn represents the distribution assigning
equal probability to the nd points of the form ( i1n ,
i2
n , · · · , idn ), i1, i2, · · · , id ∈ {1, 2, · · · , n}.
We propose the following estimate for Iσ(X):
Îσ,n =
γkσ(Cn,Πn)
γkσ(Mn,Πn)
.
Since Mn 6= Πn for every n > 1, Îσ,n is always well-defined. It may be noted that we use
γ(Mn,Πn) instead of γ(M,Π) as the normalizer so as to keep our estimate take values in
[0, 1]. It may also be noted that the normalizer depends on n but not on the actual dataset.
An immediate application of Lemma 4, one has:
Î2σ,n =
∫
Rd |ϕCn(ω)− ϕΠn(ω)|2 exp
(
−σ22 ωᵀω
)
dω∫
Rd |ϕMn(ω)− ϕΠn(ω)|2 exp
(
−σ22 ωᵀω
)
dω
.
=
∫
Rd
(∫
Rd k σ√2
(u,w) dCn(u)−
∫
Rd k σ√2
(v, w) dΠn(v)
)2
dw∫
Rd
(∫
Rd k σ√2
(u,w) dMn(u)−
∫
Rd k σ√2
(v, w) dΠn(v)
)2
dw
.
The next proposition gives a simple formula for the estimate Îσ,n. The derivation, based on
fairly straightforward algebra, is omitted here. The formula may prove useful for computing
the estimate. The formula also entails that the estimate can be computed in O(dn2) time.
Proposition 13
Îσ,n =
√
s1 − 2s2 + v3
v1 − 2v2 + v3 ,
where
s1 =
2
n2
∑
1≤i<j≤n
kσ(Yi,Yj) +
1
n , s2 =
1
n(d+1)
∑n
i=1
∏d
j=1
∑n
l=1 e
−(nY (i)j −l)2/2n2σ2 ,
11
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v1 =
2
n2
∑n−1
i=1 (n− i)e−
d
2 (
i
nσ )
2
+ 1n , v2 =
1
n(d+1)
∑n
i=1
[∑n
j=1 e
− 1
2(
i−j
nσ )
2
]d
and
v3 =
[
2
n2
∑n−1
i=1 (n− i)e−
1
2(
i
nσ )
2
+ 1n
]d
.
Next, we state and prove some useful properties of our estimate, analogous to some of
the properties of the CGKDM.
Theorem 14
1. Îσ,n is invariant under permutation of coordinates of observation vectors, that is,
if for some permutation pi, we use (X
(i)
pi(1), X
(i)
pi(2), · · · , X
(i)
pi(d)), i = 1, 2, · · · , n, as our
observation vectors, instead of the X1,X2, · · · ,Xn, the value of Îσ,n remains the same.
2. Îσ,n is invariant under strictly monotone transformation of coordinates of observa-
tion vectors, that is, if for some strictly monotone functions f1, f2, · · · , fd, we use
(f1(X
(i)
1 ), f2(X
(i)
2 ), · · · , fd(X(i)d )), i = 1, 2, · · · , n, as our observation vectors instead
of the X1,X2, · · · ,Xn, the value of Îσ,n remains the same.
3. For every n ≥ 1, Îσ,n > 0.
4. If the observation vectors satisfy the property that for each pair (i, j), the ith coordi-
nates are in strictly monotonic relation with the jth coordinates, then Îσ,n = 1.
5. Îσ,n is robust in the sense that addition of a new observation changes the value of Î
2
σ,n
by at most O(n−1).
Proof
[1.] Clearly, applying a permutation to the coordinates of the observation vectors Xi, i =
1, 2, · · · , n, changes the coordinates of the Yi’s by the same permutation. Since s1 and s2 of
Proposition 13 are both invariant under permutation of coordinates of the Yi’s, the proof
is complete.
[2.] It is enough to consider the case when only one of the coordinates in the observation
vectors is changed by a strictly monotonic non-identity transformation. Assume, therefore,
that only the sth coordinate of the Xi’s is changed by a strictly monotonic transformation,
while the other coordinates are kept the same. This will affect only the sth coordinate
of the Yi’s. Denoting the changed Yi’s as Y
∗
i ’s, it is clear that Y
∗(i)
s will equal Y
(i)
s or
1 + 1n − Y
(i)
s for all i = 1, 2, · · · , n, according as the transformation is strictly increasing or
strictly decreasing. In either case, kσ(Y
∗
i ,Y
∗
j ) = kσ(Yi,Yj), so that s1 in Proposition 13
remains unchanged. One can easily see that s2 also remains unchanged as well.
[3.] For n > 1, it is clear that Cn 6= Πn, whence Îσ,n > 0 follows.
[4.] By virtue of [1], we may assume, without loss of generality, that the first coordinates
of the Xi’s are in ascending order. Now, suppose that every other coordinate of the Xi’s
is in a strictly monotonic relation with the first coordinate; then, for j = 2, · · · , d, the jth
coordinates of the Xi’s will be in either ascending or descending order. By [2], we may
assume, without loss of generality, that all the coordinates of the Xi’s are in ascending
12
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order. But then, the Yi’s are clearly given by Y
(i)
j =
i
n , for all j and one can then see that
s1 = v1 and s2 = v2, whence it follows that Îσ,n = 1.
[5.] The proof of this essentially following the same line of arguments as given in Po´czos
et al. (2012) for an analogous result.
Just like Iσ, its estimate Îσ,n also has some special additional properties in dimension
2, as given in the next two theorems. The first theorem establishes a link between estimate
for CGKDM and weighted dCor in dimension 2 calculated from ranked observations. Proof
of the second theorem is given in appendix A.
Theorem 15 Suppose we have n i.i.d. observations X1,X2, · · · ,Xn from a bivariate distri-
bution with continuous marginals and we have produced ranked and normalized observations
Y1,Y2, · · · ,Yn as mentioned in the beginning of this section. Then
Îσ,n = Rw,n, where,
Îσ,n is estimate for CGKDM with parameter σ calculated from X1,X2, · · · ,Xn and Rw,n is
empirical weighted distance correlation with weight function w(s, t) = σ2 exp
{
−σ22 (s2 + t2)
}
calculated from normalized rank observations Y1,Y2, · · · ,Yn.
Theorem 16 Suppose d = 2. Then Î2σ,n =
∑
1≤i,j≤n
Vi,jWi,j√ ∑
1≤i,j≤n
V 2i,j
√ ∑
1≤i,j≤n
W 2i,j
,
where Vi,j and Wi,j are defined respectively as:
kσ(Y
(i)
1 , Y
(j)
1 )−
1
n
n∑
i=1
kσ(Y
(i)
1 , Y
(j)
1 )−
1
n
n∑
j=1
kσ(Y
(i)
1 , Y
(j)
1 ) +
1
n2
n∑
i,j=1
kσ(Y
(i)
1 , Y
(j)
1 ),
kσ(Y
(i)
2 , Y
(j)
2 )−
1
n
n∑
i=1
kσ(Y
(i)
2 , Y
(j)
2 )−
1
n
n∑
j=1
kσ(Y
(i)
2 , Y
(j)
2 ) +
1
n2
n∑
i,j=1
kσ(Y
(i)
2 , Y
(j)
2 ).
As a consequence, Îσ,n ≤ 1 and equality holds if and only if in the observation vectors, one
coordinate is a strictly monotone function of the other coordinate.
5. Asymptotic Properties of Îσ,n : Consistency and Limiting Distributions
In this section, we study the asymptotic properties of our proposed estimate Îσ,n. Our
first result is that Îσ,n is a strongly consistent estimate of CGKDM, that is, it converges
almost surely to Iσ(X), as n → ∞. This proof is through several intermediate steps and
the details are given in Appendix C. The main ingredients of the proof are showing that
γkσ(Mn,Πn) − γkσ(M,Π) → 0 and almost surely γkσ(Cn,C) → 0. An interesting step in
proving the second fact is to introduce another random distribution C∗n on [0, 1]d. This is
just the empirical distribution based on the vectors (Z
(i)
1 , · · · , Z(i)d ), i = 1, · · · , n, where
Z
(i)
j = Fj(X
(i)
j ) with Fj denoting the j-th marginal of the distribution of X.
13
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Theorem 17 Suppose X is a d-dimensional random vector with continuous marginals,
and X1,X2, · · · ,Xn are i.i.d. observations from X. Then Îσ,n constructed from these
observations converges to Iσ(X) almost surely.
Our next result is on the asymptotic distribution of Îσ,n. In both the cases: C 6= Π
and C = Π, we show that our estimate Îσ,n, under appropriate centering and scaling, has
a limiting distribution. The following well-known result which can be found in Tsukahara
(2005), is crucial in our derivation of the limiting distributions in both cases.
Theorem 18 ( Weak convergence of copula process) Let Z1, Z2, · · · ,Zn be a ran-
dom sample from the [0, 1]d-valued random vector Z with copula distribution C and let Cn
be the empirical copula based on sample observations. If, for all i = 1, 2, · · · , d, the ith par-
tial derivatives DiC(u) of C exist and are continuous, then the process
√
n(Cn−C) converges
weakly in l∞([0, 1]d) to the process GC given by
GC(u) = BC(u)−
d∑
i=1
DiC(u)BC(u(i)),
where BC is a d-dimensional Brownian bridge on [0, 1]d with covariance function E[BC(u)BC(v)]
= C(u) ∧ C(v)− C(u)C(v) and the vector u(i), for each i, represents the one obtained from
the vector u by replacing all coordinates, except the ith coordinate, by 1.
In the sequel, GC will denote the zero mean Gaussian process described in the above
theorem. Also, we will use
L→ and L= respectively to denote convergence in distribution
and equality in distribution. Here is our main result on the limiting distribution of Îσ,n.
Theorem 19 Suppose the copula distribution C of X satisfy assumptions of Theorem 9.
If C 6= Π, then √
n(Îσ,n − Iσ) L−→ N (0, δ2) , where,
δ2 =C2σ,dI
−2
σ
∫
[0,1]d
∫
[0,1]d
g(u)g(v) E[ dGC(u) dGC(v)], g(u)=
∫
[0,1]d
kσ(u, v)d(C−Π)(v).
If C = Π, then
nÎ2σ,n
L−→ Cσ,d
∫
[0,1]d
∫
[0,1]d
kσ(u, v) dGΠ(u) dGΠ(v)
L
=
∞∑
i=1
αiZ
2
i ,
for some αi > 0 and Zi
i.i.d.∼ N (0, 1).
Proof of this theorem is given in Appendix C. The main idea is to get the limiting dis-
tribution of γ2kσ(Cn,Π) by using Theorem 18 and the functional delta method. The limiting
distribution of Îσ,n =
γkσ (Cn,Πn)
γkσ (Mn,Πn)
then follows easily from there.
Figure 2 shows the empirical distribution of the estimate for the cases of C = Π and
C 6= Π. In later case, histogram suggests a normal distribution, which is in agreement with
the assertion of Theorem 19.
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Figure 2: Left: Histogram showing empirical distribution of Î2σ,n with underlying distribu-
tion of X being bivariate normal with independent components. Right: Histogram showing
empirical distribution of Îσ,n with underlying distribution of X being bivariate normal with
correlation coefficient 0.5. Both are based on 5000 independent instances of estimates cal-
culated from n=200 observations. In both cases, the parameter σ = 0.2 was used.
6. Multivariate Test of Independence
Suppose we want to perform a statistical test for independence to verify whether the co-
ordinates of the random vector X are independent or not. This is equivalent to testing
Iσ(X) = 0 against Iσ(X) > 0.
{
H0 : X1, X2, · · · , Xd are independent
H1 : X1, X2, · · · , Xd are not independent
≡
{
H0 : Iσ(X) = 0
H1 : Iσ(X) > 0.
We could use Îσ,n, based on n i.i.d. observations from X, as our test statistic and
determine whether its value is in the lower (1−α) confidence interval of its null distribution.
However, it is easy to check that Îσ,n and nγ
2
kσ
(Cn,Πn) are equivalent to each other as
test statistics and thus the use of the normalizer becomes redundant. So, we propose the
following statistic for the test for independence
Tσ,n = nγ
2
kσ(Cn,Πn).
Lemma 20 Suppose the copula distribution C of X satisfy assumptions of Theorem 9.
Then, under the null hypothesis, that is, if C = Π,
Tσ,n = nγ
2
kσ(Cn,Πn)
L−→
∞∑
i=1
λiZ
2
i , as n→∞,
for some λi > 0 and Zi
i.i.d.∼ N (0, 1).
Proof of this lemma is given in Appendix C. The lemma shows that the null distribution
of test statistic Tσ,n is asymptotically that of an infinite sum of independent (scaled) chi-
squared random variables.
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Theoretically it is difficult to calculate the exact cut-off of the null distribution. We
propose three possible methods to approximate the cut-off.
Test method 1: One can simulate the null distribution of Tσ,n using independently
and identically generated observations.
Test method 2: Approximating infinite sum of independent chi-squared random vari-
ables by a two parameter gamma distribution is a widely used and well-known approach.
Interested readers can check Gretton et al. (2007), Sejdinovic et al. (2013). In this approach,
one determines the exact mean and exact variance of the null distribution and then finds
a gamma distribution with the same mean and variance. Clearly, the gamma distribution
that does the job is Γ(α, β), where α and β are solved from α =
E2(Tσ,n)
Var(Tσ,n)
, β =
Var(Tσ,n)
E(Tσ,n)
. The
(1−α)-th quantile of this gamma distribution may then be used as an approximate cutoff.
Test method 3: This is same as test method 2 except that here we use the asymptotic
mean and asymptotic variance of the null distribution of Tσ,n.
It is possible to derive explicit formulas for the exact mean and exact variance of the
null distribution of Tσ,n, from which one may also obtain formulas for the asymptotic mean
and asymptotic variance. Since the derivation involves fairly tedious algebra, we omit it
here. Instead, we simply state here the formulas for the asymptotic mean and asymptotic
variance under the null distribution.
Proposition 21 Under the null hypothesis,
lim
n→∞E(Tσ,n) = 1 + (d− 1)w
d
3 − dwd−13 , and,
lim
n→∞Var(Tσ,n) = 2
[
wd1 + 2(d− 1)wd2 − 2dwd−12 w1 + dw2d−23 w1 − (d− 1)w2d3
+d(d− 1)w2d−43 (w23 − w2)2
]
,
where w1 = κ
(
σ√
2
)
, w2 =
∫ 1
0 λ
2(u, σ) du and w3 = κ(σ).
For very large sample sizes (n > 1000), method 3 is more appropriate since the asymp-
totic mean and variance can be used. For small sample sizes (n < 20), method 1 is ap-
propriate since the simulations can be performed better. For other sample sizes, method
2 is suitable. In experiments, it is seen that gamma approximation works efficiently for
σ ≥ 0.15√d and n ≥ 30.
Theorem 22 Test method 2 and test method 3 yield strongly consistent tests.
Proof In one of the main steps of our proof of Theorem 17 given in Appendix C, we
show that γkσ(Cn,Πn) → γkσ(C,Π) almost surely, as n → ∞. This would imply that if
X1, X2, · · · , Xd are dependent i.e. γkσ(C,Π) > 0, then Tσ,n → ∞ almost surely. On the
other hand, it is not difficult to verify that the expectation and variance and the asymp-
totic expectation and asymptotic variance of the test statistic Tσ,n under null hypothesis
are finite and hence the gamma quantiles of method 2 and 3 are also finite. From these two
facts, one can clearly conclude that methods 2 and 3 both give strongly consistent tests.
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7. Numerical Illustrations
Po´czos et al. (2012) introduced two estimators for their proposed dependency measure -
type U and type B. In the following equations, we have used the notations Î2Type U and
Î2Type B to describe them. It is to be noted that both of them estimate the square of the
dependency measure proposed by Po´czos et al. (2012).
Î2Type U =
1
n(n− 1)
∑
i 6=j
[k(Yi,Yj)− k(Yi,Uj)− k(Yj,Ui) + k(Ui,Uj)] (2)
Î2Type B =
1
n2
n∑
i,j=1
k(Yi,Yj)− 2
mn
n∑
i=1
m∑
j=1
k(Yi,Uj) +
1
m2
m∑
i,j=1
k(Ui,Uj). (3)
U1,U2, · · · ,Un’s in equation (2) and U1,U2, · · · ,Um’s in equation (3) are randomly
generated observations from uniform distribution on [0, 1]d. Here m is some positive integer
of choice. In both equations, k is taken to be an universal kernel and Yi’s denote ranked
observation vectors. It should be noted that none of the Type U and Type B measures is
unbiased.
Illustration 1: Comparison with estimators given by Po´czos et al.
Figure 3 shows a variability comparison among Î2Type U, Î2Type B and Î
2
σ,n using bivariate
normal with 6 different correlation coefficients (0, 0.2, 0.4, 0.6, 0.8 and 1) as underlying
distribution. Variability among them is compared in all 6 cases. It may be noted that for
correlation coefficients 0, 0.2 or 0.4, Î2Type U has taken negative median value. However,
this is perhaps not unusual for a biased estimate for a parameter with values close to zero.
Both Î2Type U and Î2Type B show more variability compared to Î
2
σ,n. In case of correlation
coefficient 1, Î2σ,n is degenerate.
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Figure 3: Variability comparison among Î2Type U, Î2Type B and Î
2
σ,n. Here n = 100, m =
1000 and σ = 1. Î2Type U and Î2Type B both have Gaussian kernel with parameter 1. 10000
independent evaluations of the estimate are used to construct each box plot.
Illustration 2: Comparison of dependency measures in dim 2.
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For dimension 2, we made a numerical comparison among CGKDM, Pearson product
moment correlation, Kendall’s coefficient of concordance, Spearman’s rank correlation, dis-
tance correlation (dCor), maximum information coefficient (MIC) (as proposed in Reshef
et al. (2011)) and RDC (as proposed in Lopez-Paz et al. (2013)). Figure 4 gives a graphical
illustration of artificial datasets, with the first seven cases representing bivariate normal
with correlation coefficients -1, -0.8, -0.4, 0, 0.4, 0.8, 1 respectively. The sample size is
two hundred in all cases. Table 1 provides corresponding numerical values of dependency
measures. For each case and for each dependency measure, the value of the estimator is
calculated over 10000 independent trials, and the average of these 10000 values are shown.
R y, Goswami and Murthy
decr sing/increasing nature of th data. Thus see ingly the proposed m asure captures
the monotonicity property b tter han dCor.
(a) (b) (c) (d) (e) (f) (g)
(h) (i) (j) (k) (l) (m) (n)
Figure 3: Visual representation of datasets for comparison among dependency measures
Case CGKDM MIC Pearson Kendall Spearman dCor
(a) 1 1 -1 -1 -1 1
(b) 0.778 0.593 -0.798 -0.59 -0.782 0.757
(c) 0.379 0.298 -0.4 -0.262 -0.383 0.374
(d) 0.064 0.22 -0.001 -0.001 -0.001 0.123
(e) 0.376 0.295 0.396 0.26 0.38 0.372
(f) 0.778 0.592 0.8 0.59 0.783 0.758
(g) 1 1 1 1 1 1
(h) 0.076 0.604 0.002 0.001 0.002 0.218
(i) 0.084 0.283 -0.001 -0.001 -0.001 0.185
(j) 0.061 0.363 -0.003 -0.000 -0.002 0.186
(k) 1 1 0.991 1 1 0.994
(l) 0.969 0.993 0.969 0.833 0.964 0.971
(m) 0.952 0.957 -0.941 -0.809 -0.948 0.947
(n) 1 1 -0.991 -1 -1 0.986
Table 3: Comparison among dependency measures
7. Conclusion, Discussion and Scope for Future Research
A copula based multivariate dependency measure is proposed and it is shown to satisfy
many desirable properties. A nonparametric estimate for the proposed dependency measure
is obtained which is based on empirical copula. Its properties are studied and asymptotic
distribution is established. This asymptotic distribution can be approximated by bootstrap
method. This allows us to calculate asymptotic confidence intervals and to construct hy-
pothesis tests. The results are derived under the general assumption of continuous marginal
distributions.
22
Figure 4: Visual representation of datasets for comparison among dependency measures.
Case Î1 Î0.2 Pearson Kendall Spearman dCor MIC RDC
(a) 1.000 1.000 -1.000 -1.000 -1.000 1.000 1.000 1.000
(b) 0.778 0.649 -0.799 -0.590 -0.783 0.758 0.592 0.804
(c) 0.379 0.294 -0.399 -0.262 -0.383 0.374 0.297 0.429
(d) 0.063 0.112 0.000 0.0 0. 01 0.122 0.220 0.215
(e) 0.379 0.294 3 9 0.262 0.383 0.374 0.297 0.430
(f) 0.778 0.649 7 9 .590 0.783 .758 0.592 0.804
(g) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
(h) 0.078 0.221 -0.0 1 -0. 00 - .001 .218 0.6 2 0.598
(i) 0.086 0.340 0.001 0.001 0.001 0.186 0.283 0.737
(j) 0.061 0.400 -0.001 -0.000 -0.001 0.187 0.363 0.776
(k) 1.000 1.000 0.991 1.000 1.000 0.995 1.000 1.000
(l) 0.969 0.944 0.969 0.834 0.964 0.972 0.994 0.982
(m) 0.952 0.895 -0.941 -0.809 -0.949 0.947 0.959 0.978
(n) 1.000 1.000 -0.991 -1.000 -1.000 0.986 1.000 1.000
Table 1: Comparison among dependency measures.
As expected, the values of Îσ,n, for the first seven datasets, decreased from 1 to 0 and
again increased to 1. dCor, MIC and RDC show the same behavior. However, values for
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Pearson, Kendall, Spearman increased from -1 to 1 for the same datasets. For datasets
(h), (i) and (j), Îσ,n provided values close to zero when σ = 1, while with σ = 0.2, Îσ,n
gave values not so close to zero. Thus, Îσ,n seems to become more sensitive to monotonic
trend in data with increase in the value of the parameter σ. For the same datasets, MIC
and RDC provided values away from zero, since they capture the functional (not neces-
sarily monotonic) relationship among the variables, while dCor provided values away from
zero but smaller than MIC and Pearson, Kendall and Spearman provided values close to
zero. For the last four datasets, RDC, MIC, dCor and CGKDM provided values close to 1,
while Pearson, Kendall and Spearman provided values close to -1 and 1 depending on the
decreasing/increasing nature of the data. Also, I1 is seen to be close to the absolute values
of Pearson, Kendall and Spearman, while between dCor, RDC and MIC, I1 is closer to dCor.
Illustration 3: Behavior of CGKDM on multivariate normal.
We carried out two experiments to study the average value of Î2σ,n on multivariate normal
distribution on dimensions d = 2, 5, 10 and the results are shown below. In the first, we
took σii = 1 and σij = ρ, ∀ i 6= j with ρ varying from − 1(d−1) to 1, while in the second, we
took σij = ρ
|i−j|, ∀i, j with ρ ranging from from −1 to 1. In both, we generated n = 100
samples and then the average value of the squared estimator Î2σ,n was calculated based on
10000 iterations.
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Figure 5: Average value of Î2σ,n on multivariate normal distribution with correlation matrix
Σ = ((σi,j)). In experiment (a), parameter σ is taken to be 0.4 and in experiment (b),
parameter σ is taken to be 1.
Illustration 4: Comparison with other multivariate dependency measures in
monotonic set up.
Nelsen (1996) proposed multivariate extensions for Spearman’s rho (ρ) and Kendall’s
tau (τ) which are popular bivariate dependency measures. Nelsen (2002) also proposed a
multivariate extension for Blomqvist’s Beta (β). Gaißer et al. (2010) proposed multivari-
ate extension for Hoeffding’s phi-square (ϕ2). Afore mentioned extensions are some well
known copula based multivariate dependency measures. We have compared Îσ,n with these
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measures in situations where one coordinate is monotonically related to every other coor-
dinate. At first we have prepared 10000 multivariate observations X1,X2, · · · ,X10000 of
dimension d in such a way that Xi = (X
(i)
1 , X
(i)
2 , · · · , X(i)d ), and for any j, either X(i)j = i ∀i
or X
(i)
j = −i ∀i. Hence every coordinate is monotonically related to every other coordinate.
We have calculated estimates based on these 10000 points. We have varied the values of d
(d = 3, 4, 5), and the number of increasing and decreasing transformations, and repeated
the experiment. The results are displayed in Table 2.
In this table, the orientation column shows the relationship between the coordinates.
For example, (↑, ↑, ↓) indicates that (X(i)1 , X(i)2 , X(i)3 ) = (i, i,−i) ∀i. It is to be noted is that
the estimate we have used for multivariate Spearman’s rho is
ρ̂ =
(d+ 1)
2d − (d+ 1)
2dn
n∑
i=1
d∏
j=1
Y
(i)
j − 1

which is also known as multivariate Spearman’s rho of type 2. For details of multivariate
Spearman’s rho of type 1 and type 2 statistics and related testing, readers may go through
Schmid and Schmidt (2007).
Dimension Orientation Îσ,n ρ̂ τ̂ β̂ ϕ̂
3 (↑, ↑, ↑) 1.0000 1.0004 0.9998 0.9998 1.0000
3 (↑, ↑, ↓) 1.0000 -0.3330 -0.3333 -0.3333 0.5170
4 (↑, ↑, ↑, ↑) 1.0000 1.0003 0.9998 0.9998 1.0000
4 (↑, ↑, ↑, ↓) 1.0000 -0.0907 -0.1428 -0.1428 0.3816
4 (↑, ↑, ↓, ↓) 1.0000 -0.2120 -0.1428 -0.1428 0.3271
5 (↑, ↑, ↑, ↑, ↑) 1.0000 1.0003 0.9998 0.9998 1.0000
5 (↑, ↑, ↑, ↑, ↓) 1.0000 0.0155 -0.0666 -0.0666 0.3468
5 (↑, ↑, ↑, ↓, ↓) 1.0000 -0.1076 -0.0666 -0.0666 0.2335
Table 2: Behavior of multivariate measures in situations where every coordinate is strictly
monotonically related to every other coordinate.
It may be observed from Table 2 that, as expected, the proposed dependency measure
gave the value 1 in each case. The purpose of Table 2 is to demonstrate the effectiveness of
the proposed dependency measure. It may be noted that the other measures of dependency
used in table 2 follow different principles, and consequently the values provided by them
are also different from 1. It may also be noted that the generalization to higher dimen-
sions for MIC and dCor are not available. Thus, for emphasizing the monotonicity, the
proposed measure is seemed to be useful than the other existing measures from the above
four illustrations.
Illustration 5: Test for independence.
We have compared our multivariate test of independence with existing tests of indepen-
dence. We have used only the test method 2 (introduced in section 6) as our sample sizes
are neither very large nor small. We have carried out this comparison for dimensions 2, 5
and 10.
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For dimension 2, the competing existing methods are - (i) Pearson’s product moment
correlation, (ii) Spearman’s rank correlation, (iii) distance correlation, (iv) dHSIC, (v) RDC
and (vi) MIC. dHSIC method is proposed by Pfister et al. (2016). For dimensions 5 and
10, we compared our method with (i) multivariate Spearman’s rho type 1, (ii) multivariate
Spearman’s rho type 2 and (iii) dHSIC. We have used Pfister and Peters (2016) R Package in
our experiments for computing dHSIC test of independence. Gaussian kernel and bootstrap
method (bootstrap sample size is taken to be 100) has been used for dHSIC test. It should be
also noted that the dHSIC method selects the value of the kernel parameter automatically,
and the choice is based on the sample under consideration. In all these testing experiments,
for each particular sample size, we used 10000 repetitions to determine the power.
The parameter choice for CGKDM (i.e. the value of σ) is important. We have observed
that choosing a large parameter value yields better power mostly when some variables are
monotonically related to others. But a small parameter value tends to work well in detecting
non-monotonic dependence. We have performed power comparison on dimensions 2, 5 and
10. For each dimension, we have taken a pair of parameter values - one small parameter
(σ1) and one large parameter (σ2). For dimension d ∈ {2, 5, 10}, the small parameter is
taken to be σ1 = 0.2
√
d/2 and the large parameter is taken to be σ2 =
√
d/2.
Table 3 shows the sizes of test method 2 which we used in these experiments. In all our
experiments we have taken the test level to be 0.05.
d σ n = 20 n = 30 n = 60 n = 100 n = 500
2 0.2 0.0529 0.0520 0.0523 0.0521 0.0518
2 1 0.0531 0.0520 0.0502 0.0497 0.0500
5 0.32 0.0564 0.0550 0.0552 0.0541 0.0542
5 1.58 0.0499 0.0499 0.0506 0.0500 0.0503
10 0.45 0.0598 0.0567 0.0557 0.0544 0.0539
10 2.24 0.0513 0.0513 0.0504 0.0507 0.0506
Table 3: Sizes of the test method 2. The level is taken to be 0.05. 100,000 iterations are
used to determine the size.
Figure 6 provides the power comparisons of different test methods in dimension 2. We
have taken four different scenarios: (a) Bivariate normal with correlations coefficient 0.4,
(b) Slightly heavy tailed distribution such as bivariate t3 with correlation coefficient 0.4,
(c) Y is linearly related with X but there is a heavy Gaussian noise involved and (d) Y is
non-monotonic cosine function of X with some additive uniform noise. In each of the first
three cases, large parameter performed better than smaller parameter. In the last case or in
the non-monotonic case, smaller parameter performed very well. In each of the first three
cases, the power of the proposed test is found to have competitive performance with the
other tests.
Figure 7 provides the power comparisons of different test methods on 5 and 10 dimen-
sional multivariate normal and multivariate t3. “SPT1” and “SPT2” stand for multivariate
Spearman’s rho type 1 and type 2 respectively. In all cases, CGKDM performed quite well
compared to all other contestant tests.
21
Roy, Goswami and Murthy
In figure 8, we have compared the power of multivariate tests over scenarios where a
particular coordinate is monotonically (in additive or multiplicative fashion) related to other
coordinates. In all four scenarios, CGKDM performed the best.
In figure 9, we have compared these test methods over datasets in which a particular
coordinate is non-monotonically (quadratically) related to other coordinates. In these ex-
periments, CGKDM with smaller parameter value performed the best. We note that this
is another numerical evidence where CGKDM with smaller parameter performed well in
non-monotonic situations.
20 100
0.1
1.0
(a)
20 100
0.2
1.0
(b)
20 100
0.1
1.0
(c)
20 100
0
1
(d)
Pearson Spearman dCor dHSIC RDC MIC Iσ1
^ Iσ2
^
Figure 6: Power curves for the test of independence in dimension 2. Here independence
between X and Y is being tested. (a) (X,Y ) follows bivariate normal with correlation
coefficient 0.2. (b) (X,Y ) follows bivariate t3 with correlation coefficient 0.2. (c) X ∼
N (0, 1) and Y = X +N (0, 2.3). (d) X ∼ Unif(−1, 1) and Y = cos(2piX) + Unif(−0.5, 0.5).
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Figure 7: Power curves for test of independence in dimensions 5 and 10. Here independence
among the coordinates of X is being tested. (a) X follows 5-dimensional normal distribution
with all pairwise correlations equal to 0.2. (b) X follows 10-dimensional normal distribution
with all pairwise correlations equal to 0.2. (c) X follows 5-dimensional t3 distribution with
all pairwise correlations equal to 0.2. (d) X follows 10-dimensional t3 distribution with all
pairwise correlations equal to 0.2.
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Figure 8: Power curves of test of independence in dimensions 5 and 10.
Here independence among the coordinates of X is being tested. (a) X =
(X1, X2, · · · , X5); X1, X2, · · · , X4 i.i.d.∼ Unif(−10, 10) and X5 = X1 + X2 + · · · + X4 +
Unif(−1, 1). (b) X = (X1, X2, · · · , X10); X1, X2, · · · , X9 i.i.d.∼ Unif(−10, 10) and X10 = X1 +
X2 + · · ·+X9 + Unif(−1, 1). (c) X = (X1, X2, · · · , X5); X1, X2, · · · , X4 i.i.d.∼ Unif(0, 10) and
X5 = X1X2 · · ·X4+Unif(−1, 1). (d) X = (X1, X2, · · · , X10); X1, X2, · · · , X9 i.i.d.∼ Unif(0, 10)
and X10 = X1X2 · · ·X9 + Unif(−1, 1).
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Figure 9: Power curves of test of independence in dimensions 5 and 10. Here independence
among the coordinates of X is being tested. (a) X = (X1, X2, · · · , X5); X1, X2, · · · , X4 i.i.d.∼
Unif(−10, 10) and X5 = X21 + X22 + · · · + X24 + Unif(−1, 1). (b) X =
(X1, X2, · · · , X10); X1, X2, · · · , X9 i.i.d.∼ Unif(−10, 10) and X10 = X21 + X22 + · · · + X29 +
Unif(−1, 1).
Appendix A. Properties of CGKDM and its estimate in dimension 2
Lemma 23 Let (X,Y ) and (X
′
, Y
′
) be independent and identically distributed random vec-
tors taking values in X × Y. Given symmetric measurable functions k : X × X → R and
k : Y × Y → R, define
V = k(X,X
′
)− E
[
k(X,X
′
)
∣∣∣X]− E [k(X,X ′)∣∣∣X ′]+ E [k(X,X ′)]
W = k(Y, Y
′
)− E
[
k(Y, Y
′
)
∣∣∣Y ]− E [ k(Y, Y ′)∣∣∣Y ′]+ E [ k(Y, Y ′)] .
Then,
E [VW ] = E
[
k(X,X
′
) k(Y, Y
′
)
]
+ E
[
k(X,X
′
)
]
E
[
k(Y, Y
′
)
]
− 2 E
[
E
[
k(X,X
′
)
∣∣∣X]E [k(Y, Y ′)∣∣∣Y ] ] .
Proof The proof is based on expanding the product VW and then taking term-by-
term expectations. One and only one term gives E
[
k(X,X
′
) k(Y, Y
′
)
]
. The seven terms,
where at least one of E
[
k(X,X
′
)
]
or E
[
k(Y, Y
′
)
]
appear as a factor, and the two terms
E
[
k(X,X
′
)
∣∣∣X] · E [ k(Y, Y ′)∣∣∣Y ′] and E [k(X,X ′)∣∣∣X ′] · E [ k(Y, Y ′)∣∣∣Y ], will all give the
same expectation, namely, E
[
k(X,X
′
)
]
E
[
k(Y, Y
′
)
]
, the last two because of independence
of (X,Y ) and (X
′
, Y
′
). Taking into account the signs of these nine terms with the same ex-
pectations, we would be left with just one with a positive sign. Next, the remaining six terms
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will all have the same expectation, namely, E
[
E
[
k(X,X
′
)
∣∣∣X]E [k(Y, Y ′)∣∣∣Y ]]. For two of
the terms, this is straightforward. But the other four terms need judicious use of properties
of conditional expectation. For example, by independence of (X,Y ) and (X
′
, Y
′
), we have
E
[
k(Y, Y
′
)
∣∣∣Y ] = E [k(Y, Y ′)∣∣∣(X,Y )] and similarly E [k(X,X ′)∣∣∣(X,Y )] = E [k(X,X ′)∣∣∣X].
Using these, we get
E
[
k(X,X
′
)E
[
k(Y, Y
′
)
∣∣∣Y ] ] = E [ k(X,X ′)E [k(Y, Y ′)∣∣∣(X,Y )] ]
= E
[
E
[
k(X,X
′
)
∣∣(X,Y )]E [k(Y, Y ′)∣∣∣(X,Y )] ]
= E
[
E
[
k(X,X
′
)
∣∣X]E [k(Y, Y ′)∣∣∣Y ] ] .
One can similarly handle other three analogous terms. Taking into account the signs of these
six terms with the same expectations, one is left with−2 E
[
E
[
k(X,X
′
)
∣∣X]E [k(Y, Y ′)∣∣∣Y ]].
This completes the proof.
Proof [Proof of Theorem 9] [1] The random variables V and W have zero means by defi-
nition. Using Lemma 23 with kernels k = k = kσ on X = Y = Rd, we get
Cov[V,W ] = E[VW ] =E
[
kσ(S, S
′
)kσ(T, T
′
)
]
+ E
[
kσ(S, S
′
)
]
E
[
kσ(T, T
′
)
]
− 2 E
[
E
[
kσ(S, S
′
)
∣∣∣S]E [kσ(T, T ′)∣∣∣T]] = γ2kσ(C(X,Y ),Π).
The last equality follows from representation (1) of subsection 2.1. One can similarly show
that Var[V ] = Var[W ] = γ2kσ(M,Π) and thus conclude that I
2
σ(X,Y ) = Corr[V,W ].
[2] The inequality Iσ(X,Y ) ≤ 1 clearly follows from [1]. Further, from the condition
for equality in Cauchy-Schwartz inequality and the fact that V and W are identically
distributed, it follows that Iσ(X,Y ) = 1 if and only if V = W almost surely.
Since S and S
′
are independent and uniformly distributed random variables on [0, 1]
and so also are T and T
′
, it follows that V = W almost surely if and only if g(S, S
′
) =
g(T, T
′
) almost surely, where g(x, y) = kσ(x, y)−λ(x, σ)−λ(y, σ) with λ(·, σ) as defined in
Proposition 3.
Using now the facts that (S, T ) and (S
′
, T
′
) are independent and identically distributed
with values in [0, 1]2 and that the function g is uniformly continuous on the compact set
[0, 1]2, one can easily deduce that g(S, S
′
) = g(T, T
′
) a.s. implies g(S, S) = g(T, T ) a.s.
But, this, in turn, implies that Φ
(
S
σ
)
+ Φ
(
1−S
σ
)
= Φ
(
T
σ
)
+ Φ
(
1−T
σ
)
a.s.. From this, we
may conclude that Pr [T = S or T = 1− S] = 1 and also Pr [λ(S, σ) = λ(T, σ)] = 1. Of
course, the same would be true of the pair (S
′
, T
′
), which is moreover independent of the
pair (S, T ).
Using these in the equality g(S, S
′
) = g(T, T
′
) a.s., one obtains kσ(S, S
′
) = kσ(T, T
′
) a.s.,
which implies that |S−S′ | = |T−T ′ | a.s. We conclude that either T = S a.s. or T = 1−S a.s.
Thus the copula distribution of (X,Y ) is either the distribution of (S, S) or that of (S, 1−S)
where S is uniformly distributed on [0, 1]. This can easily be seen to mean that X and Y
are almost surely strictly monotonic functions of each other.
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Proof [Proof of Theorem 16]
[1.] Denoting (S, T ) and (S
′
, T
′
) to be independent random vectors, with both having
distribution Cn, one has
Vi,j = kσ(S, S
′
)− E
[
kσ(S, S
′
)
∣∣∣S]− E [kσ(S, S′)∣∣∣S′]+ E [kσ(S, S′)] , and
Wi,j = kσ(T, T
′
)− E
[
kσ(T, T
′
)
∣∣∣T]− E [kσ(T, T ′)∣∣∣T ′]+ E [kσ(T, T ′)] , so that
γ2kσ(Cn,Πn) = E
[
kσ(S, S
′
)kσ(T, T
′
)
]
− 2E
[
E
[
kσ(S, S
′
)
∣∣∣S]E [kσ(T, T ′)∣∣∣T]]
+ E
[
kσ(S, S
′
)
]
E
[
kσ(T, T
′
)
]
= E
[{
kσ(S, S
′
)− E
[
kσ(S, S
′
)
∣∣∣S]− E [kσ(S, S′)∣∣∣S′]+ E [kσ(S, S′)]}{
kσ(T, T
′
)− E
[
kσ(T, T
′
)
∣∣∣T]− E [kσ(T, T ′)∣∣∣T ′]+ E [kσ(T, T ′)]}]
=
1
n2
∑
1≤i,j≤n
Vi,jWi,j .
Lemma 23 gives the second last equality in the above. One can similarly show that
γ2kσ(Mn,Πn) =
1
n2
∑
1≤i,j≤n
V 2i,j =
1
n2
∑
1≤i,j≤n
W 2i,j .
[2.] Cauchy-Schwartz inequality immediately gives Î2σ,n ≤ 1. Further, by the nec-
essary and sufficient condition for equality in the CS inequality and using the fact that∑
1≤i,j≤n V
2
i,j =
∑
1≤i,j≤nW
2
i,j , one gets that Îσ,n = 1 if and only if Vi,j = Wi,j ∀ i, j.
Now, if one coordinate of the observation vectors is a monotonic function of the other
coordinate, then either Y
(i)
2 = Y
(i)
1 ∀ i or Y (i)2 = n+1n −Y
(i)
1 ∀ i. In either case, |Y (i)1 −Y (j)1 | =
|Y (i)2 − Y (j)2 | ∀ i, j, which will clearly imply that Vi,j = Wi,j ∀ i, j.
To prove the converse, first observe that, for any i,
n∑
l=1
kσ(Y
(i)
1 , Y
(l)
1 ) =
n∑
l=1
kσ(Y
(l)
1 , Y
(i)
1 ) =
n∑
l=1
kσ(Y
(i)
1 , l/n),
n∑
l=1
kσ(Y
(i)
2 , Y
(l)
2 ) =
n∑
l=1
kσ(Y
(l)
2 , Y
(i)
2 ) =
n∑
l=1
kσ(Y
(i)
2 , l/n).
Now suppose Vi,j = Wi,j ∀ i, j, then, first of all, taking i = j, one easily deduces that
n∑
l=1
kσ(Y
(i)
1 , l/n) =
n∑
l=1
kσ(Y
(i)
2 , l/n) ∀ i ∈ {1, 2, · · · , n}. (4)
Using this now in Vi,j = Wi,j , one gets
kσ(Y
(i)
1 , Y
(j)
1 ) = kσ(Y
(i)
2 , Y
(j)
2 ), that is, |Y (i)1 − Y (j)1 | = |Y (i)2 − Y (j)2 | ∀ i, j. (5)
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We now claim that for i, i
′ ∈ {1, 2, · · · , n}, ∑nl=1 kσ(i/n, l/n) = ∑nl=1 kσ(i′/n, l/n) if and
only if either i
′
= i or i
′
= n+1− i. The ‘if’ part of the claim is easy to see; if i′ = n+1− i,
the equality is obtained by observing that kσ(i
′
/n, j/n) = kσ(i/n, (n + 1 − j)/n) ∀ j and
then making a change of variable (j 7→ n + 1 − j) in the summation. The ’only if’ part
can now be completed by observing that whenever i < n+ 1− i, ∑nl=1 kσ((i+ 1)/n, l/n)−∑n
l=1 kσ(i/n, l/n) = e
− i2
2n2σ2 − e− (n−i)
2
2n2σ2 > 0, implying that
∑n
l=1 kσ(i/n, l/n) is strictly
increasing in i whenever i < n+ 1− i.
Using this, (4) implies that, for each i, we have either Y
(i)
2 = Y
(i)
1 or Y
(i)
2 = 1 +
1
n −Y
(i)
1 .
Next, let i be such that Y
(i)
1 = 1/n. We know that either Y
(i)
2 = Y
(i)
1 or Y
(i)
2 = 1+1/n−Y (i)1 .
Suppose first that Y
(i)
2 = Y
(i)
1 . Now, take any j 6= i. We know Y (j)2 equals either Y (j)1
or 1 + 1/n − Y (j)1 . But then (5) rules out the possibility that Y (j)2 = 1 + 1/n − Y (j)1 .
Thus we have Y
(j)
2 = Y
(j)
1 for all j. Similarly, if Y
(i)
2 = 1 + 1/n − Y (i)1 , one can show
that Y
(j)
2 = 1 + 1/n − Y (j)1 for all j. Thus we conclude that either Y (j)2 = Y (j)1 ∀ j or
Y
(j)
2 = 1 + 1/n − Y (j)1 ∀ j. But this means that one coordinate of the observation vectors
is either an increasing or a decreasing function of the other coordinate.
Appendix B. CGKDM on Bivariate Normal Distribution
Proof [Proof of Theorem 10] For |ρ| < 1, let φρ denote the density of the standard bivariate
normal distribution with correlation coefficient ρ. Also, let Φ and φ denote respectively the
cumulative distribution function and the density function of the standard univariate normal
distribution. It is well-known that the copula distribution of any bivariate normal distri-
bution with correlation coefficient ρ is the same as that of the standard bivariate normal
distribution with the same correlation coefficient. Using the well-known Mehler’s represen-
tation (see Kibble (1945), Page 1) of standard bivariate normal density with correlation
ρ, one then gets that, for |ρ| < 1, the copula distribution C(ρ) of any bivariate normal
distribution with correlation coefficient ρ has density given by
φρ(Φ
−1(u),Φ−1(v))
φ(Φ−1(u))φ(Φ−1(v))
=
∞∑
i=0
ρi
i!
Hi((Φ
−1(u))Hi(Φ−1(v)), (u, v) ∈ [0, 1]2,
where {Hi(x), i ≥ 0} are the well-known Hermite polynomials.
Using this, we get that, if (S, T ) ∼ C(ρ1)⊗ C(ρ2) with |ρ1| < 1, |ρ2| < 1, then
E[kσ(S, T )]=
∫
[0,1]4
e−
(s1−t1)2+(s2−t2)2
2σ2
∞∑
i=0
ρi1
i!
Hi(Φ
−1(s1))Hi(Φ−1(s2))
×
∞∑
j=0
ρj2
j!
Hj(Φ
−1(t1))Hj(Φ−1(t2)) ds1 ds2 dt1 dt2 (6)
We now claim that in the above expression, the double summation and integration can
be interchanged. To justify this, we recall that the Hermite polynomials {Hi(·), i ≥ 0}
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form a complete orthonormal basis for L2(R, φ(x)dx) and, in particular, for any i ≥ 0,∫
[0,1]
∣∣Hi(Φ−1(s))∣∣ ds = ∫R |Hi(x)|φ(x) dx ≤ [∫RH2i (x)φ(x) dx] 12 = 1. As a consequence,
∞∑
i=0
∞∑
j=0
∫
[0,1]4
∣∣∣∣e− (s1−t1)2+(s2−t2)22σ2 ∣∣∣∣
∣∣∣∣∣ρi1ρj2i!j!
∣∣∣∣∣ ∣∣Hi(Φ−1(s1))∣∣ ∣∣Hi(Φ−1(s2))∣∣
× ∣∣Hj(Φ−1(t1))∣∣ ∣∣Hj(Φ−1(t2))∣∣ ds1 ds2 dt1 dt2
≤
∞∑
i=0
∞∑
j=0
1
i!j!
 ∫
[0,1]
∣∣Hi(Φ−1(s))∣∣ ds

2 ∫
[0,1]
∣∣Hj(Φ−1(t))∣∣ dt

2
≤
∞∑
i=0
∞∑
j=0
1
i!j!
<∞.
We can, therefore, interchange the double summation and integration in the right-hand-
side of equation (6) above to obtain that, for any ρ1, ρ2 with |ρ1| < 1, |ρ2| < 1,
E(S,T )∼C(ρ1)⊗C(ρ2)[kσ(S, T )] =
∞∑
i=0
∞∑
j=0
ai,jρ
i
1ρ
j
2 ,
where, for i, j ≥ 0,
ai,j :=
1
i!j!
[∫
[0,1]2
e−
(u−v)2
2σ2 Hi(Φ
−1(s))Hj(Φ−1(t)) ds dt
]2
=
1
i!j!
[∫
R2
e−
(Φ(x)−Φ(y))2
2σ2 Hi(x)Hj(y)φ(x)φ(y) dx dy
]2
. (7)
Observe that ai,j ≥ 0, ai,j = aj,i; also, (i!j!)ai,j≤
[∫
R
|Hi(x)|φ(x) dx
]2
≤1.
It follows that, for any bivariate Normal (X,Y ) with correlation coefficient ρ where |ρ| < 1,
one has γ2kσ(C(X,Y ),Π) = γ2kσ(C(ρ), C(0)), which equals
E
(S,S
′
)∼C(ρ)⊗C(ρ)
[kσ(S,S
′
)]−2E
(S,T )∼C(ρ)⊗C(0)[kσ(S,T )]+E(T,T ′ )∼C(0)⊗C(0)
[kσ(T,T
′
)]
=
∞∑
k=0
∑
i,j≥0
i+j=k
ai,jρ
k−2
∞∑
k=0
ak,0 ρ
k+a0,0 =
∞∑
k=1
∑
i,j≥1
i+j=k
ai,j ρ
k =
(a)
∞∑
k=1
∑
i,j≥1
i+j=2k
ai,j ρ
2k.
Equality (a) is due to the fact that the ith Hermite polynomial Hi is an even or an odd
function according as i is even or odd, so that if exactly one of i and j is odd, then ai,j = 0,
as can easily be seen from equation (7). Therefore
I2σ(X,Y ) = Cσ,2 γ
2
kσ(C(X,Y ),Π) = Cσ,2
∞∑
k=1
∑
i,j≥1
i+j=2k
ai,j ρ
2k = ρ2 · g(ρ), (8)
where g(ρ) = Cσ,2
∞∑
k=1
∑
i,j≥1: i+j=2k
ai,j ρ
2(k−1). Noting that g(ρ) is a power series in ρ2 with
positive coefficients and therefore increasing in |ρ|, it is clear that I2σ(X,Y ) = ρ2 · g(ρ) is an
increasing function of |ρ|.
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We know that I2σ(X,Y ) = 1 in case ρ = 1, which means g(1) = 1. But, since g(ρ) is
increasing in |ρ|, we must have g(ρ) ≤ g(1) = 1. From (8), it follows that I2σ(X,Y ) ≤ ρ2,
for bivariate Normal (X,Y ) with correlation coefficient ρ.
Appendix C. Asymptotic Properties
Let the distribution function of X be denoted by F and its marginals by F1, F2, · · · , Fd.
With Xi=(X
(i)
1 , X
(i)
2 , · · ·X(i)d ), 1≤ i≤n, denoting i.i.d. observations from X, define vectors
Zi=(Z
(i)
1 , Z
(i)
2 , · · · , Z(i)d ), 1≤ i≤n, by putting Z(i)j = Fj(X(i)j ). We will denote the empirical
distribution based on vectors Z1,Z2, · · · ,Zn by C∗n. Also, the empirical distribution function
based on the Xi’s will be denoted by Fˆ.
Lemma 24 Assume that {Pn}n≥1 is a sequence of distributions over [0, 1]d. Then
1.
∣∣γ2kσ(Πn, Pn)− γ2kσ(Π, Pn)∣∣ = O(n−2)
2.
∣∣γ2kσ(Mn, Pn)− γ2kσ(M, Pn)∣∣ = O(n−2).
Proof We give the proof of the first part only. The proof of the second part is similar.∣∣γ2kσ(Πn, Pn)−γ2kσ(Π, Pn)∣∣ ≤ ∣∣∣E(S,S′ )∼Πn⊗Πn[kσ(S, S′)]− E(S,S′ )∼Π⊗Π[kσ(S, S′)]∣∣∣
+ 2ET∼Pn
∣∣ES∼Πn[kσ(S, T )]− ES∼Π[kσ(S, T )]∣∣ .
The first term on the right hand side of the above inequality is easily seen to be bounded
above by
1
n2d
∑
µ=(i1/n,i2/n,··· ,id/n)
1≤i1,i2,··· ,id≤n
∑
ν=(j1/n,j2/n,··· ,jd/n)
1≤j1,j2,··· ,jd≤n
∫
[µ−1/n,µ]
∫
[ν−1/n,ν]
|kσ(µ, ν)−kσ(ζ, η)| dζ dη,
where, for any u = (u1, u2, · · · , ud) ∈ [0, 1]d and δ > 0, [u − δ, u] denotes the rectangle
[u1− δ, u1]× [u2− δ, u2]×· · ·× [ud− δ, ud]. The last expression is clearly bounded above by
max
µ=(i1/n,i2/n,··· ,id/n)
1≤i1,i2,··· ,id≤n
max
ν=(j1/n,j2/n,··· ,jd/n)
1≤j1,j2,··· ,jd≤n
sup
ζ∈[µ−1/n,µ]
sup
η∈[ν−1/n,ν]
|kσ(µ, ν)− kσ(ζ, η)| .
Using Lemma 6 of Po´czos et al. (2012), one can deduce that the last expression is bounded
above by dn−2.
Similar technique can be used for the second term to get the upper bound
2 ET∼Pn max
µ=(i1/n,i2/n,··· ,id/n)
1≤i1,i2,··· ,id≤n
sup
η∈[µ−1/n,µ]
|kσ(µ, T )− kσ(η, T )| ≤ 2dn−2.
Combining the above two bounds, we get
∣∣γ2kσ(Πn, Pn)− γ2kσ(Π, Pn)∣∣ = O(n−2).
Lemma 25 γkσ(Cn,C
∗
n)→ 0 almost surely as n→∞.
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Proof [Sketch only] Since the essential idea of the proof is contained in Po´czos et al. (2012)
[Appendix E], we only describe the two main steps.
The first step is to use the definition of C∗n and Lemma 6 of Po´czos et al. (2012) to get
the inequality γ2kσ(Cn,C
∗
n) ≤ 2
√
dL max
1≤j≤d
sup
x∈R
|Fˆj(x)− Fj(x)|, where Fˆj , 1 ≤ j ≤ d, denote
the marginals of the empirical distribution Fˆ based on Xi, 1 ≤ i ≤ n.
One then uses the above and Kiefer-Dvoretzky-Wolfowitz Theorem (see Massart (1990),
Page 1269) to get Pr
[
γ2kσ(Cn,C
∗
n) > 
] ≤ 2d exp(− n2
2dL2
)
, for any  > 0. The proof is now
completed by applying Borel-Cantelli Lemma.
The next lemma and its proof is based on ideas contained in Gretton et al. (2012)
[Appendix A2].
Lemma 26 γkσ(C
∗
n,C)→ 0 almost surely as n→∞.
Proof It is enough to prove
E [γkσ(C
∗
n,C)] ≤
2√
n
and Pr [γkσ(C
∗
n,C)− E[γkσ(C∗n,C)] > ] ≤ exp
(
−n
2
2
)
.
Denoting F to be the unit ball in the RKHS associated to the kernel kσ on Rd, one knows
that γkσ(C
∗
n,C) = supf∈F
∣∣ 1
n
∑n
i=1 f(Zi)− EZ∼Cf(Z)
∣∣ (see Sriperumbudur et al. (2010)).
Letting Z
′
i, 1 ≤ i ≤ n to be i.i.d. with the same distribution as and independent of
Zi, 1 ≤ i ≤ n and δi, 1 ≤ i ≤ n to be i.i.d. random variables taking values ±1 with equal
probabilities, independent of the Zi,Z
′
i, 1 ≤ i ≤ n, it is easy to see that
E[γkσ(C
∗
n,C)] = E
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f(Zi)− EZ∼Cf(Z)
∣∣∣∣∣
]
≤ E
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f(Zi)− 1
n
n∑
i=1
f(Z
′
i)
∣∣∣∣∣
]
= E
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
δi
(
f(Zi)− f(Z′i)
)∣∣∣∣∣
]
≤
(a)
2√
n
.
For the last inequality (a), we used a well-known result referred to as “Bound on Rademacher
Complexity” (see Bartlett and Mendelson (2003), Page 478) .
We next calculate the upper bound of change in magnitude due to change in a particular
coordinate. Consider γkσ(C
∗
n,C) as a function of Zi. It is easy to verify that changing any
coordinate Zi, the change in γkσ(C
∗
n,C) will be at most 2n
−1. We use now the well-known
McDiarmid’s inequality (see McDiarmid (1989), Page 149) to get
Pr [γkσ(C
∗
n,C)− E[γkσ(C∗n,C)] > ] ≤ exp
(
− 2
2
n.(2/n)2
)
= exp
(
−n
2
2
)
.
Proof [Proof of Theorem 17] Triangle inequality and |a− b|2 ≤ |a2 − b2| for a, b ≥ 0 gives
31
Roy, Goswami and Murthy
|γkσ(Mn,Πn)−γkσ(M,Π)|≤
∣∣γ2kσ(Mn,Πn)−γ2kσ(Mn,Π)∣∣12 + ∣∣γ2kσ(Mn,Π)−γ2kσ(M,Π)∣∣12
Using Lemma 24, we get limn→∞ |γkσ(Mn,Πn)− γkσ(M,Π)| = 0 almost surely. Using again
the same inequalities and the fact that γkσ is a metric, one gets
|γkσ(Cn,Πn)−γkσ(C,Π)|≤
∣∣γ2kσ(Cn,Πn)−γ2kσ(Cn,Π)∣∣12 + γkσ(Cn,C∗n) + γkσ(C∗n,C).
Using Lemmas 24, 25 and 26, we get |γkσ(Cn,Πn)− γkσ(C,Π)| → 0 almost surely as n→ 0
and, as a consequence, we conclude that, as n→∞,
Îσ,n =
γkσ(Cn,Πn)
γkσ(Mn,Πn)
→ γkσ(C,Π)
γkσ(M,Π)
= Iσ(X), almost surely.
Lemma 27 Suppose that the assumptions of Theorem 9 hold. Then, if C 6= Π,
√
n(γ2kσ(Cn,Π)− γ2kσ(C,Π))
L→ N (0, δ20),
where δ20 = 4
∫
Rd
∫
Rd g(u)g(v) E[ dGC(u) dGC(v)] and g(u) =
∫
[0,1]d kσ(u, v) d(C−Π)(v).
If C = Π, then
nγ2kσ(Cn,Π)
L→
∫
Rd
∫
Rd
kσ(u, v) dGΠ(u) dGΠ(v).
Proof When C 6= Π: Denoting D([0, 1]d) to be the space of right continuous real valued
uniformly bounded functions on [0, 1]d with left limits, equipped with max-sup norm, one
can easily verify that the function ψ(D) = γ2kσ(D,Π) on D([0, 1]d) is Hadamard-differentiable
and the derivative is ψ
′
C(D) = 2
∫
[0,1]d
∫
[0,1]d kσ(u,w) d(C− Π)(w) dD(u). The desired result
then follows easily from Theorem 18 and the functional delta method. The only thing
that one needs to verify is that ψ
′
C(GC) is a normally distributed with 0 mean and variance
δ20 = 4
∫
[0,1]d
∫
[0,1]d g(u)g(v) E[ dGC(u) dGC(v)] where g(u) =
∫
[0,1]d kσ(u,w) d(C−Π)(w). But
this is straightforward from the formula for the derivative ψ
′
C.
When C = Π: Since the map D→
(
1
σ
√
2
pi
)d∫
Rd
(∫
[0,1]d k σ√2
(u, v) dD(u)
)2
dv on D([0, 1]d)
into R is clearly continuous, the fact that
√
n(Cn − Π)→ GΠ and the continuous mapping
theorem gives,
nγ2kσ(Cn,Π)
L−→
(
1
σ
√
2
pi
)d
.
∫
Rd
(∫
[0,1]d
k σ√
2
(u, v) dGΠ(u)
)2
dv
=
∫
[0,1]d
∫
[0,1]d
kσ(u, v) dGΠ(u) dGΠ(v).
Proof [Proof of Lemma 20] As a consequence of the previous lemma and Lemma 24, we
have that, under null hypothesis and assumptions of Theorem 18,
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nγ2kσ(Cn,Πn) = nγ
2
kσ(Cn,Π) +
(
nγ2kσ(Cn,Πn)− nγ2kσ(Cn,Π)
)
L−→
∫
[0,1]d
∫
[0,1]d
kσ(u, v) dGΠ(u) dGΠ(v).
We, therefore, only need to show now that
∫
[0,1]d
∫
[0,1]d kσ(u, v) dGΠ(u) dGΠ(v)
L
=
∑∞
i=1 λiZ
2
i ,
for some λi > 0 and Zi
i.i.d.∼ N (0, 1).
To this end, we define
X(w) :=
∫
[0,1]d
k σ√
2
(u,w) dGΠ(u), ∀w ∈ Rd.
{X(w) : w ∈ Rd} is then a zero-mean continuous path Gaussian process with covariance
kernel R(w, w˜) = Cov(X(w), X(w˜)). It is clear that R(w, w˜) is a symmetric, non-negative
definite, continuous kernel on Rd × Rd, which can easily be shown to be square-integrable.
One then has a well-known [see Serfling (1980) or Ferreira and Menegatto (2012)] represen-
tation of R(·, ·) as
R(w, w˜) =
∞∑
i=1
βiei(w)ei(w˜),
where {ei} is an orthonormal basis of L2(Rd) and {βi} are non-negative reals. It can easily
be shown that the random variables {〈X(·), ei(·)〉 : i ≥ 1} are jointly Gaussian, with zero
means, Var (〈X(·), ei(·)〉) = βi and Cov(〈X(·), ei(·)〉, 〈X(·), ei′ (·)〉) = 0 for i 6= i
′
.
It follows that βi > 0 for all i ≥ 1 and that {〈X(·), ei(·)〉 : i ≥ 1} L= {
√
βi Zi : i ≥ 1}, where
Zi
i.i.d.∼ N (0, 1). Expanding X(·) with respect to the orthonormal basis {ei}, one gets
X(w) =
∞∑
i=1
〈X(·), ei(·)〉ei(w) L=
∞∑
i=1
√
βi Zi ei(w), ∀w ∈ Rd.
But this implies that∫
Rd
(∫
[0,1]d
k σ√
2
(u,w) dGΠ(u)
)2
dw =
∫
Rd
(X(w))2 dw
L
=
∞∑
i=1
βiZ
2
i .
Using the fact that
(
1
σ
√
2
pi
)d ∫
Rd k σ√2
(u,w)k σ√
2
(v, w)dw = kσ(u, v), one can easily see that
the last equality yields the desired result:∫
[0,1]d
∫
[0,1]d
kσ(u, v) dGΠ(u) dGΠ(v)
L
=
∞∑
i=1
λiZ
2
i , with λi =
(
1
σ
√
2
pi
)d
βi.
Proof [Proof of Theorem 19] When C 6= Π:
Write
√
n(Î2σ,n−I2σ)=
√
n
(
γ2kσ (Cn,Πn)
γ2kσ (Mn,Πn)
− γ
2
kσ
(C,Π)
γ2kσ (M,Π)
)
as A1,n +A2,n +A3,n, where
A1,n =
√
n
(
γ2kσ(Cn,Πn)
γ2kσ(Mn,Πn)
− γ
2
kσ
(Cn,Πn)
γ2kσ(M,Π)
)
, A2,n =
√
n
(
γ2kσ(Cn,Πn)
γ2kσ(M,Π)
− γ
2
kσ
(Cn,Π)
γ2kσ(M,Π)
)
,
and A3,n =
√
n
(
γ2kσ(Cn,Π)
γ2kσ(M,Π)
− γ
2
kσ
(C,Π)
γ2kσ(M,Π)
)
.
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A2,n clearly goes to 0 almost surely, by Lemma 24. The same is true of A1,n as well, once
again by Lemma 24, because it is bounded above by
γ2kσ(Cn,Πn)
γ2kσ(Mn,Πn)γ
2
kσ
(M,Π)︸ ︷︷ ︸
bounded sequence
√n ∣∣γ2kσ(Mn,Πn)−γ2kσ(M,Πn)∣∣︸ ︷︷ ︸
goes to 0
+
√
n
∣∣γ2kσ(M,Πn)−γ2kσ(M,Π)∣∣︸ ︷︷ ︸
goes to 0
 .
Using Lemma 27, therefore, we can conclude that
√
n(Î2σ,n− I2σ) L→ N (0, C2σ,d.δ20). Applying
the delta method now, one gets
√
n(Îσ,n − Iσ) L→ N (0, δ2), where δ2 = C2σ,dI−2σ
∫
[0,1]d
∫
[0,1]d
g(u)g(v) E[ dGC(u) dGC(v)].
When C = Π:
Put αi = Cσ,d λi, where λi are as in Lemma 27. Then, as an immediate consequence of
Lemma 27, one gets
nÎ2σ,n
L−→
∞∑
i=1
αiZ
2
i .
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