The number and variety of IP applications have hugely increased in the last few years. Among them, peer-to-peer (P2P) file-sharing applications have become very popular: more users are continuously joining such systems and more objects are being made available, seducing even more users to join. An accurate mapping of traffic to applications is important for a wide range of network management tasks. Besides, traditional mapping approaches have become increasingly inaccurate because many applications use non-default or ephemeral port numbers, use well-known port numbers associated with other applications, change application signatures or use traffic encryption. This paper proposes a framework to identify Internet applications that can be mainly used in situations where existing identification frameworks are not efficient or can not be used at all. The core block of the identification tool is based on neural networks and is able to identify different flow patterns generated by various Internet applications. Neural network based identification relies on a previous identification of the different IP applications that can be obtained offline using any reliable method. In this way, the paper also presents a module to process IP traffic flows and identify the underlying applications using payload analysis techniques. The identification results obtained from this tool are used in the training phase of the neural network identification framework. The accuracy of the identification framework was evaluated by performing a set of intensive tests and the results obtained show that, when conveniently trained, neural networks constitute a valuable tool to identify Internet applications while being, at the same time, immune to the most important disadvantages presented by other identification methods.
I. INTRODUCTION
Since 2000, peer-to-peer (P2P) networking introduced a major shift in the application and traffic mix of the Internet and established itself as the main driver of increasing traffic volume [1] , [2] . The P2P paradigm proved to be much more efficient than client-server communication especially for fast distribution of large amounts of data, since bottlenecks at servers with sporadic popularity are avoided by distributing requested data and the available access capacity over a global community of recipients. While file sharing may decrease in future because of unresolved problems with copyright infringement, many legal services are expected to be launched via peer-to-peer overlay networks: video streaming, online gaming, radio and TV over P2P are some of the stronger candidates.
The high requirements of some P2P applications can have a deep influence on network operational issues: these applications consume vast amounts of network resources and can prevent mission critical applications from accessing the network. These applications can also be a security flaw to systems and networks, since hackers can explore them to access and attack large installed bases.
Since P2P applications can originate logistic, security and legal troubles for network administrators, having the ability to correctly identify them can be crucial for several network management and measurement tasks, including traffic engineering, service differentiation, performance/failure monitoring, and security. For example, once a service provider is able to associate traffic to its corresponding IP application it can use this information to group traffic with different or similar (depending on the most advantageous situation) statistical characteristics in order to optimize the bandwidth occupancy of the links. Besides, being able to accurately identify Internet applications, in a general sense, can also be used to detect security attacks, like worms, zombies, botnets, among others, and consequently trigger the appropriate defense and/or repair actions.
The identification of IP applications has been traditionally based on different techniques, like port-based analysis, statistical analysis or payload inspection, each one having its own advantages and limitations. Section II will briefly describe these approaches, pointing out their main advantages and disadvantages. This paper proposes a framework to identify Internet applications that can be used mainly in those situations where existing frameworks are not efficient or can not be used at all (for example, under strict confidentiality requirements): the approach is based on Neural Networks (NNs) and the identification of each application relies on its characteristic traffic pattern. First, the NN model is trained using a set of known traffic values associated with each application -these values can be obtained from measured traffic using conventional application mapping approaches or from known traffic generated in a controlled environment. After this training phase, the trained NN model can identify applications based on new traffic values that are presented as inputs. One of the most important properties of these approaches is its ability to work on real time: the training phase is computationally demanding but, once the identification models are conveniently trained, they can be used on an online identification tool since the computational requirements of the test phase are very easy to fulfill.
In this approach, the ability to identify an IP application relies on the intrinsic traffic characteristics or profile associated to that application. For example, from Figure  1 we can see that typically a File Sharing application has a very high bandwidth usage pattern characterized by a large variability, which can be attributed to the large number of TCP sessions that are opened/closed; the HTTP service is characterized by a set of non-periodic high bandwidth utilization peaks, with very short durations, that result from the user clicks; on the contrary, the Streaming service is characterized by a constant medium bandwidth usage.
Even considering traffic mixtures/aggregates, which is in fact the real traffic of an operating network scenario (Figure 2) , it is still possible to identify differentiating patterns: on a mixture of 80% of File Sharing and 20% of HTTP traffic, there is a high bandwidth usage and large variability for medium bandwidth values, typical characteristics of this level of File Sharing traffic, and non-periodic very short duration peaks, which is a typical behavior of the HTTP service; for a mixture of 20% of File Sharing and 80% of HTTP traffic, it is easy to identify medium bandwidth usage and large variability for smaller bandwidth values, resulting from the presence of 20% of File Sharing traffic, and non-periodic very short duration peaks, which are due to the typical behavior of the HTTP service; for a mixture of 10% of File Sharing, 70% of HTTP traffic and 20% of Streaming traffic, we can identify a medium bandwidth consumption, resulting from the File Sharing service, small variability for smaller bandwidth values, resulting from the presence of Streaming and File Sharing traffic, variability around a specific bandwidth value suggesting the presence of File Sharing and non-periodic very short duration peaks, which are due to the typical behavior of the HTTP service.
The accuracy of the proposed neural network framework will be tested using P2P traffic flows but, since it is a general approach, it can be used to identify any Internet application having a characteristic traffic pattern. The results obtained show that the framework is able to identify various P2P applications, being at the same time immune to the most important drawbacks presented by traditional detection techniques. Once the model is conveniently trained, it can be used to identify Internet applications for new traffic values that are presented as inputs without looking at the packet contents. The computational requirements of the training phase can be significant, but this is an off-line phase -the on-line simulation phase can be performed almost instantaneously. This paper is an extended version of the work published in [3] : now, we include an extended related work section, a more detailed description of the different modules of the identification framework and a more detailed explanation of the neural network model used in the identification framework.
The paper is organized as follows: section II briefly describes some related work on this field; section III presents the details of proposed identification framework, including the description of the signature-based preidentification module and the detailed analysis of the neural network model that constitutes the main framework building block; section IV gives an overview of the traffic traces that are used to test the efficiency of the proposed framework; section V presents and discusses the results obtained and finally, section VI presents the main conclusions and some topics for future research.
II. RELATED WORK
Traditionally, the identification of IP applications has been based on different techniques. Port-based identification was first suggested by [4] , [5] and is the most basic and straightforward method to detect applications and users based on network traffic. It is based on the simple concept that many applications have default ports on which they function. When these applications are run, they use these ports to communicate with the outside. To perform port based analysis, administrators just need to observe network traffic and check whether there are connection records using these ports. If a match is found, it may indicate a particular application activity. Port matching is very simple in practice, but its limitations are obvious. Most applications allow users to change the default port numbers by manually selecting whatever port(s) they like. Additionally, many newer applications are more inclined to use random ports, thus making ports unpredictable. Besides, since the closure of Napster more and more P2P applications begin to masquerade their function ports within well-known application ports [6] . In [7] , authors have shown that this technique achieves an accuracy no better than 50 to 70% using the official IANA1 list.
Another identification approach is payload or protocol analysis: in this case, the traffic that passes through the network is monitored and the data payload of the packets is inspected according to some previously defined application signatures. This approach has been shown to work very well for Internet traffic including P2P applications [6] - [11] . However, this technique also has some drawbacks: first, payload analysis poses privacy and security concerns; second, the technique typically requires increased processing and storage capacity [5] , [12] - [14] ; third, it is unable to cope with encrypted transmissions and, finally, this approach only identifies traffic for which signatures are available and are unable to classify previously unknown traffic.
Syntactic and semantic analysis of the data flow avoids some of the disadvantages of port-based analysis and protocol analysis. This approach can perform protocol recognition regardless of any encapsulation and is able to extract data specific to each protocol, involving stateful reconstruction of session and application information from packet content [15] . This technique provides very accurate and reliable application identification, but imposes significant complexity and processing load on the traffic identification device. It must be kept up-to-date with extensive knowledge of application semantics and network-level syntax, and must be powerful enough to perform concurrent analysis of a potentially large number of flows.
Karagiannis et all. [6] proposed a new algorithm which is based on the behavior characteristic of the transport layer: by using little information of transport layer packets, this method can accurately identify 99% of the P2P traffic, but the algorithm can only be used offline. In [16] a new identification method is proposed, which relies on patterns of host behavior at the transport layer. Instead of studying TCP (or UDP) flows individually, this scheme pays attention to all the flows generated by specific hosts and can accurately associate each host with the services it provides or uses (application server, web client, etc). However, this method has to gather information from several flows of each host before it can decide on the host role, which makes it very time-consuming.
Several methods have been also proposed to classify traffic based on summarized flow information such as duration, number of packets and mean inter-arrival time [17] , [18] , but they are all off-line algorithms and are not sufficiently mature. In [19] , the authors use some fundamental characteristics of P2P protocols to identify the P2P applications, such as the huge network diameter and the presence of many hosts acting as both servers and clients. It utilizes only the transport layer header of every packet, and can identify unknown P2P protocols. However, it is time-consuming too. In [20] , [21] authors proposed a technique that relied on the observation of the first five packets of a TCP connection to identify the application. In [22] an algorithm is proposed to identify P2P traffic based on machine learning techniques: by investigating the ratio between the upload and download traffic volume of several P2P applications, a characteristic library is constructed; then, the unknown network traffic can be recognized online using this library. In references [23] , [24] , authors also use machine learning techniques for traffic classification and [25] proposes a traffic classifier using supervised machine learning based on a Bayesian trained neural network. On reference [26] a back propagation neural network model is used to distinguish between P2P and non-P2P applications; finally, in [27] neural networks were successfully used to identify several Internet applications, although none of them was of the P2P type.
Although several identification techniques have been proposed in the last years, some of them present important drawbacks that inhibit them to be applied under specific operational scenarios: some approaches are not reliable when applied to some specific types of IP applications, like P2P for example; others cannot be used on real time, due to their high processing requirements; most of the approaches are not able to work under very stringent confidentiality requirements, because they rely on packet inspection. The identification methodology that is proposed is general, being able to identify any IP application that has a characteristic traffic pattern; it can work under confidentiality restrictions, since the identification relies on patterns of general traffic statistics and not on any analysis of the packet contents; besides, it can be applied on real time because the identification phase is almost instantaneous (the only computation burden is located on the training phase, which is inherently an off-line phase).
III. IDENTIFICATION FRAMEWORK BASED ON NEURAL NETWORKS
Neural Networks (NNs) have been successfully used in several different fields due to their advantageous properties like parallel processing of information, capacity to handle non-linearity and quick adaptability to system dynamics: pattern recognition in the presence of noise and non-linearity [28] - [30] , classification of Internet users [31] , [32] , intrusion detection [33] , [34] , among other applications. Neural Networks can also be used to identify Internet applications, and particularly P2P applications, based on their characteristic traffic patterns. The NN model is trained using a set of traffic values associated with completely known/identified applications (this preidentification can be based on conventional application mapping approaches or can result from known traffic that is generated in a totally controlled environment; then, the trained NN model is used to identify applications corresponding to new traffic values that are presented as inputs. This approach is not affected by any confidentiality requirements since it does not look at the packet contents and can be used on real time: is fact, the training phase is computationally demanding but, once the identification models are conveniently trained, they can be used online since the computational requirements of the test phase are very low. The functioning principles of the proposed framework to identify Internet applications is depicted in Figure  3 . The central element of the identification tool is the neural network model: first, the NN is trained (that is, its parameters are conveniently adjusted) using a set of known traffic values associated with each application; after the training phase, the trained NN model can be used to identify IP applications based on new traffic values that are presented as inputs. Obviously, the NN training relies on a pre-classification of the various IP applications that is based on offline measurements that were previously made and stored. The pre-classification can rely on conventional application mapping approaches or can derive from known traffic generated and measured in a controlled environment. So, the training phase, although it can be computationally demanding, is an offline phase.
The online classification phase relies on on-line measurements that are continuously made on the network infrastructure and are also stored to become the essential historic data for further NN training. The result of the online classification phase, that is, the correct identification of the different applications, must finally be validated. This process involves human intervention and must also take into account the pre-classification of the different applications. The cycle that constitutes this framework is a continuously evolving structure, so the different blocks of the flowchart are continuously updated in such a way that reflects the best possible classification of Internet applications. 
A. Pre-identification
This module must be able to capture IP traffic, identify traffic flows, calculate statistical information about each flow and identify the IP protocol or application that originated that flow. Each IP traffic flow is typically identified by the value of the five-tuple (Source IP Address, Source Port, Destination IP Address, Destination Port, transport layer Protocol). In order to test the accuracy of the proposed framework, we have used a pre-identification methodology based on a database of distinctive strings that was constructed off-line.
The methodology used for flow processing is depicted in Figure 4 . Flow identifiers and statistical parameters are saved in memory by using a hash table; each time a new packet is captured, a search is made in the table in order to determine to which flow it belongs. If no match is found, which means that the packet belongs to a new flow, a new element is created including all the relevant information about the flow.
During the capture process, once sufficient packets with payload are captured the application will process them, that is, it will compare the captured payload data with the strings contained in the rules database. If a match is found, the flow is classified and tagged. No more processing will be made to the packets of this flow, except for its statistics, which is then removed from the list of "not yet classified" flows. When the flow is not classified, the application will not erase it until the pre-defined limit of captured payload is reached, until all packets are processed or until a pre-determined period of time has elapsed. Then, the application waits for the arrival of a new flow. If there is a new flow and sufficient packets with payload have been captured, the new flow is processed. Otherwise, the flows included in the list of "not yet classified" are processed. In parallel, the application is waiting for a new flow. This process continues until the capture finishes and the payloads for all flows have been read and processed.
The identification of the protocol or application that generated each traffic flow relies on a set of rules that were written in a very simple format and include the distinctive strings of each protocol, an offset value that indicates where to start searching for these strings and the message that will be printed when identification is achieved. The rules also allow for a search in a selected range of the saved payload, allowing for a more robust identification of P2P traffic and clients that were used to generate this traffic. The accuracy of the pre-identification module was tested using completely known/identified traces and for all applications the identification was totally correct.
B. Neural Network model
The main objective of this study is to identify different P2P Internet applications based on their generated download and upload traffic, as represented by the number of download/upload bytes per sampling interval and the number of download/upload packets per sampling interval. In order to incorporate some history in this identification process (that can take into account correlations that possibly exist between the traffic distribution per application in adjacent time periods), the current and the last h values of the download/upload traffic will be used to estimate the current values of traffic per application ( Figure 5 ). This problem will be solved using a back propagation NN model.
In general, Neural Networks (NNs) include several layers of neurons or processing units: the input layer that receives inputs from the outside, one or more hidden layers that receive inputs only from other processing units, and an output layer that receives the outputs of a previous layer of processing units. Each input value of
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a processing unit (that corresponds to a single element of the network input or to each output of the previous layer) is multiplied by a weight and the summation of all these values together with a scalar bias (specific to each neuron) are applied to a transfer function (previously defined for each layer), producing the output value of the neuron. There are three major connection topologies that define how data flows between the input, hidden, and output processing units: feed-forward, limited recurrent, and fully recurrent networks [35] , [36] . Feed-forward networks are appropriate for solving problems where all information can be presented to the neural network at once. The combination of topology, learning paradigm and learning algorithm defines a NN model. Back propagation is an appropriate learning algorithm for training multilayer feed-forward networks for vector classification, modeling and time-series forecasting [37] . It is a general purpose learning algorithm, that is powerful but also expensive in terms of computational requirements for training. A back propagation NN uses a feed-forward topology, supervised learning, and the back propagation learning algorithm. A back propagation network with a single hidden layer of processing elements can model any continuous function to any degree of accuracy (given enough processing elements in the hidden layer) [37] .
The basic back propagation algorithm consists of three steps (Fig. 6) . The input vector is presented to the input layer of the network. These inputs are propagated through the network until they reach the output units. This forward pass produces the actual or predicted output vector. Because back propagation is a supervised learning algorithm, the desired outputs are given as part of the training set. The actual network outputs are subtracted from the desired outputs and an error signal is produced. This error signal is then the basis for the back propagation step, whereby the errors are passed back through the neural network by computing the contribution of each hidden processing unit and deriving the corresponding adjustment needed to produce the correct output. The connection weights are then adjusted and the NN has just learned from an experience.
Two major learning parameters are used to control the training process of a back propagation network: the learning rate is used to specify whether the neural network is going to make major adjustments after each learning 
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trial or if it is only going to make minor adjustments; the momentum is used to control possible oscillations in the weights, which could be caused by alternately signed error signals. These two parameters are the ones that usually produce the most impact on the NN training time and performance.
For the dimension of our problem a conventional feedforward back propagation network with three layers seems to be appropriate. The input layer will have h+1 neurons, corresponding to the dimensionality of the input vectors: each input vector is composed by the current and the last h values of the aggregate traffic. We have tried different values of h, concluding that the performance gains obtained did not increase substantially from the ones given by a seven neuron input layer NN (h = 6). Thus, we have considered a NN model having 7 neurons at the input layer. The output layer will have 4 neurons, that is, one neuron per each one of the 4 Internet applications considered in this study. The number of nodes in the hidden layer is empirically selected such that the performance function (the mean square error, in this case) is minimized. Different NNs with variable number of neurons in the hidden layer were considered and their performance was calculated, leading to a choice of 7 hidden nodes. The final structure of the proposed NN model is presented in Figure 7 .
In the proposed NN model, scalar w i n,j represents the weight value corresponding to layer i, i = 1, 2, 3, that is multiplied by input n of neuron j, where n and j have different ranges depending on the network layer. Scalar b i j represents the bias associated with neuron j of layer i. For the input and hidden layers, a log-sigmoid transfer function (represented by f in Figure 7 ) is used, generating outputs between 0 and 1 as the neurons input goes from negative to positive infinity. For the output layer, a linear transfer function (represented by g in Figure  7 ) is used in order to generate any output value. It is known that multiple layers of neurons with nonlinear transfer functions allow the network to learn nonlinear and linear relationships between input and output vectors [35] , [36] . Automated Bayesian regularization is used to improve generalization of the neural network, in order to avoid overfitting [38] . Using the above notation, the j th neuron in layer i produces an output a i j given by: 1, 2, ...N, j = 1, 2, . .., J, where N and J are the number of inputs and size of layer i, respectively, and F represents the transfer function of layer i (it can be f or g).
As depicted in Figure 8 , the application of a NN to solve a particular problem involves two phases: a training phase and a test phase. In the training phase, a training set is presented as input to the NN which iteratively adjusts network weights and biases in order to produce an output that matches, within a certain degree of accuracy, a previously known result (named target set). This phase leads to a trained neural network model whose parameters were conveniently adjusted according to the identification requirements. In the test phase, the second half of the application profiles are inputted to the trained neural network model, producing the corresponding identification results. By comparing these results with the pre-identification values, the model can be conveniently validated.
There are two learning paradigms (supervised or nonsupervised learning) and several learning algorithms that can be applied, depending essentially on the type of problem to be solved. The network was trained incrementally, that is, network weights and biases were updated each time an input was presented to the network, and the training method used was the Levenberg-Marquardt algorithm, combined automated with Bayesian regularization. Basically, this constitutes a modification of the Levenberg-Marquardt training algorithm to produce net- works that generalize well, thus reducing the difficulty of determining the optimum network architecture.
In our identification problem the original data set was divided in two subsets of equal size: the first subset was used to train the NN -it became the training set -and the second one was used to test the trained NN -the test set.
IV. OVERVIEW OF THE TRAFFIC TRACES
Our analysis resorts to data traces measured on an ADSL access link characterized by the following maximum allowed transfer rates: 4000 Kbit/s in the downstream direction and 256 Kbit/s in the upstream direction. The traces were measured on September 5 and 6, 2007, and each trace corresponds to the exclusive usage of the access link, during a 5 hour period, by one of the following applications: eMule 0.47c, Azureus 2.3.0, Limewire 4.12.11 and Internet Explorer. The first three applications were chosen since they are freely available at the Internet and correspond to three of the most popular/used P2P networks: eMule, BitTorrent and Gnutella, respectively. The forth application was chosen in order to have an HTTP trace that could work as a comparative term between P2P traffic and traffic corresponding to Internet web browsing, which was frequently considered in the past years as "normal" Internet usage. For the measurement scenarios involving P2P applications the same files were transfered and a similar number of peers was considered in all situations. The HTTP measurement scenario consisted on accesses to several web sites in such a way that tried to emulate the normal behavior of an Internet user. Each measurement session registered the number of bytes and packets in both directions; no packet drops were reported. The traffic analyzer was a 1.2 GHz AMD Athlon PC having 1.5 Gbytes of RAM and running WinDump. Looking at these graphs, some remarks can be immediately pointed out: (i) the download traffic rates are higher than the upload rates; (ii) despite the involvement of a similar number of peers and the transfer of the same contents by the different P2P applications, the traffic rates differ from one P2P application to another; (iii) the Limewire application exhibits the highest download and upload rates; (iv) the Azureus and eMule applications generate the most variable traffic rates; (v) the PDFs corresponding to the different applications are not coincident -they are usually quite well separated, with the exception of the eMule and BitTorrent rates' PDFs that are not very far from each other. These facts will have obvious effects on the identification results obtained by applying neural networks.
Going into a more detailed analysis of the traffic plots, we can see that the download traffic, when expressed in bytes per second, has more variability than the upload traffic, for all P2P applications. When traffic is expressed in packets per second, the variability is also higher for download but the difference is not so significant. These facts can be explained having in mind some headlines about the way these P2P applications work: the average download traffic is higher than the average upload traffic, for all measurement scenarios; the number of peers involved in downloading is higher than the number of peers involved in uploading; there is a higher diversity of packet lengths on the download traffic, since these operations generally include large data packets and small 
V. RESULTS
The traffic prediction results given by the NN model are shown in Figures 17 to 20 , where each figure corresponds to a specific application. Each plots presents the identification results, expressed as the percentage of correctly identified input vectors, as a function of the number of hidden layer nodes and the length of the input vector (that represents the "quantity" of historic data that must be inputted to the neural network model for a correct identification). As can be seen from the graphs, the best identification results are obtained for a NN model having seven neurons in the first layer, that corresponds to an historic length of 6 values, and seven neurons in the hidden layer. So, these were the selected values that lead to the previously presented NN model. Regarding the results, we can see that they are quite good for all applications: the highest identification values are achieved for HTTP but even for the three selected P2P applications the correct identification percentages are all above 90%. Table I presents the detailed values of the identification performance, that is, the percentage of correctly identified input vectors for the different numbers of hidden layer nodes and input vector lengths. From these results we can say that the neural network model can be efficiently used to identify the characteristic traffic patterns of HTTP and P2P Internet applications (more precisely, the three P2P applications that were selected). The traffic patterns associated to these applications are sufficiently distinct to be accurately identified by the NN model: of course, it is possible to face applications that have very similar or almost indistinguishable traffic patterns and, in those cases, this framework will not be efficient. The proposed approach is not conditioned by the most important drawbacks presented by other identification methodologies, mainly high computational processing requirements and confidentiality issues. Once conveniently trained, this methodology is able to detect on real time applications corresponding to new incoming traffic, since the only computationally demanding phase is the offline training phase. Since this approach does not perform any packet inspection, traffic encryption and confidentiality are not problems that can limit its utilization possibilities.
VI. CONCLUSIONS AND FURTHER RESEARCH
As the number and diversity of IP applications increases, it becomes more and more important to accurately map Internet traffic to their corresponding applications. Network management and measurement tasks like traffic engineering, service differentiation, performance/failure monitoring, and security can greatly benefit from this mapping ability. This paper proposed a new framework, based on neural networks, that was able to identify flow patterns generated by HTTP and P2P Internet applications while, at the same time, avoid the most important disadvantages presented by existing identification methods. This is a preliminary work that will necessarily lead to further research: other Internet applications can be included in this study and different neural network types and architectures can be used to solve the identification problem; besides, the identification methodology can be applied to mixtures of applications, that is, the neural network framework can be used to identify aggregated traffic belonging to more than one application.
