suggested an optional randomized response model under the assumption that the mean of the scrambling variable S is 'unity' [i.e. µs = 1]. This assumption limits the use of Gupta et al's (2002) randomized response model. Keeping this in view we have suggested a modified optional randomized response model which can be used in practice without any supposition and restriction over the mean (µs) of the scrambling variables S. It has been shown that the estimator of the mean of the stigmatized variable based on the proposed optional randomized response sampling is more efficient than the Eicchorn and Hayre (1983) procedure and Gupta et al's (2002) optional randomized technique when the mean of the scrambling S is larger than unity [i.e. µs > 1]. A numerical illustration is given in support of the present study.
INTRODUCTION
The problem of estimating the population mean of a sensitive quantitative variable is well recognized in survey sampling. It is easier to get responses to nonsensitive questions than to personal sensitive questions. It may happen due to the involvement of controversial assertions, stigmatizing and/or incriminating matters which people like to hide, for reasons of modesty, fear of being thought bigoted, or merely a reluctance to confide secretly to a stranger. Warner (1965) was the first to introduce an ingenuous procedure to estimate the incidence of attributes of sensitive nature such as induced abortions, a drug used etc. through a randomization device. A rich growth of literature on randomized response techniques can be found in Tracy and Mangat (1996) , Zou(1997) , Singh and Joarder (1997) , Singh (2001,2002) , Singh and Mathur (2003) , Gjestvang and Singh (2006) , Singh and Tarray (2014) , Tarray et al (2015) , Tarray and Singh (2017) . Eichhorn and Hayre (1983) proposed a scrambled randomized response method for estimating the mean µx and the variance 2 x  of the sensitive quantitative variable, say X. Following them, each respondent selected in the sample is instructed to use a randomization device and generate a random number, say S, from some preassigned distribution. The distribution of the scrambling variable S is assumed to be known. The mean µs and variance where Cγ = γs / µs denotes the known coefficient of variation of the scrambling variable S.
• Gupta et al (2002) Optional Randomization Procedure
In Gupta et al (2002) optional randomized response technique, each respondent selected in the SRSWR sample is instructed to use a randomization device and generate a positive-valued random number S from a given probability distribution It is to be noted that Y is a Bernoulli variable with E(Y) = w, where w is the probability that a person will report the scrambled response rather than the actual response X.
Here w is known as sensitivity level. If a question in the survey is more sensitive than more people will report scrambled responses and the value of w will be close to 1. If the question is not very sensitive, then the value of w will be close to '0'. Thus w is a measure of the level of sensitivity of the question in the personal interview surveys. 
Optional Randomized Response Model
In Gupta et al (2002) procedure it is assumed that the value of the mean µs of the scrambled variable S is unity (i.e. µs = 1). Thereby meaning is that the optional randomized response model due to Gupta et al (2002) will work for µs = 1.
In Gupta et al (2002) model, the expected value of the observed response Z is given by
It is obvious from (1.7) that E(Z) = µx only when µs = 1. Unless µs = 1, the estimator µx(G) proposed by Gupta et al (2002) cannot be unbiased. So to obtain the unbiased estimator of the mean µx through their randomized response technique Gupta et al (2002) assumed that µs = 1. Now a question arises that what will happen if µs ≠ 1? So the optional randomized response model due to Gupta et al (2002) needs modification so that the modified randomized response model holds in the situation, where µs ≠ 1. Keeping this in view we have suggested a modified optional randomized response model and studied its properties.
PROPOSED OPTIONAL RANDOMIZED RESPONSE MODEL
It is known that the distribution of the scrambling variable S is known (i.e. the mean µs and variance 2 s  of the scrambling variable S are known). Thus, using the known value of mean µs, we have suggested a modified optional randomized procedure, each respondent selected in the SRSWR sample chosen one of the following two options:
the respondent can report the correct response, or
(ii) the respondent can report the scrambled response
Here we have assumed that both S and X are positive valued random variables. Thus the proposed optional randomized response model can be written as
where Y = 1 or 0 according to as the response is scrambled or not.
Following the proposed optional randomized response device we state the following theorems. THEOREM 1. An unbiased estimator of the population mean µx is given by
PROOF. Taking expectation of both sides of (2.2) we have 
(2.6) From (2.5) and (2.6) we have
(2.7)
Thus from (2.4) and (2.7) we get (  of the sensitive variable x under the proposed randomization response procedure is obtained as follows:
An estimator for
The next section has been devoted to estimating w based on the information gathered through proposed randomized response procedure.
ESTIMATION OF w
Taking logarithm on both sides of (2.1) we have
Taking expectation of both sides of (3.1) we have
Replacing X by An estimator of the variance of ŵ is given by 
EFFICIENCY COMPARISON
From (1.2) and (1.5) we have
which is always positive as 0 ≤ w ≤ 1.
Thus we have the inequality:
which shows that Gupta et al's (2002) 
It follows that the suggested randomization response procedure is always superior to Gupta et al.'s (2002) randomized response procedure as long as the condition µs > 1 (i.e. the mean µs of the scrambling variable S is larger than the 'unity').
Further, from (4.4) and (4.7), we have the inequality:
It follows that when the mean µs of the scrambling variable S is greater than the 'unity' 
However, we note that the proposed randomized response model can be used in practice without imposing condition over the mean µs of the scrambling variables S.
EMPIRICAL STUDY
To see the performance of the suggested estimator  respectively by using the following formulae: 5,10,15,20 and µs = 0.5(0.5) 3. Findings are shown in Table 5 .1 We discuss It is further observed from Eichhorn and Hayre's (1983) estimator 
