entation preference map of realistic appearance. However, the reason for the existence of singularities in the maps and the variability in the map structure has remained elusive. Analysis of a representative model (Swindale, 1982 age. This suggestion inspired dimension reduction apthat they are developmental artifacts. We show that proach, which was implemented by elastic net models singularities reduce the length of intracortical neu-(Durbin and Mitchison, 1990; Goodhill and Cimponeriu, ronal connections for some connection rules. There-2000). These models also produce maps of realistic apfore, pinwheels and fractures could be evolutionary pearance, including pinwheels in orientation map. Howadaptations keeping cortical volume to a minimum. ever, elastic net models seem to predict annihilation Wire length minimization approach suggests that inof pinwheels (Wolf and Geisel, 1998), suggesting that terspecies differences in orientation preference maps Icecube layout is the ultimate state and pinwheels are reflect differences in intracortical neuronal circuits, developmental defects. thus leading to experimentally testable predictions.
Figure 1. Parameters of the Connection Function
Bars represent numbers of connections that each neuron must receive from neurons with different orientation preferences. and constant components. We study how optimal layout depends on the two parameters of the connection function: the width of the Gaussian and the relative magnitude of the constant component. We obtain a complete phase diagram for these parameters of the connection function.
Results
In our model, the number of connections with neurons whose orientation preference differs by is dictated by the connection function: 2B must connect to an equal amount of "blue," "red," and 90 degrees. These values are generated by a equal and "yellow" neurons, for instance. In the Experimental to 4, 6, 9, 12, 15, 21, 26, 38, and 66 degrees, respectively.
Procedures, we prove that Salt&Pepper is the optimal For the values of a below 24Њ, the connection function layout for the constant connection function. width is related to parameter a according to width ϭ Next, for a wide Gaussian, we find numerically that 2a√2ln2 and Equation 1 reduces to the following: the optimized layout is the Icecube, or smooth linear arrangement ( Figures 2C and 2D ) (width of Gaussian ϭ c() ϭ {[c(0Њ) Ϫ c(90Њ)]e Ϫ 2 /2a 2 ϩ c(90Њ)}.
(2) 82Њ). Peaking of the connection function around zero orientation difference implies more connections beFor these connection functions, we look for the layout of neurons on a square lattice that minimizes the total tween neurons of similar orientation preference, which leads to clustering of neurons of similar orientation preflength of connections. The details of the numerical algorithm are given in the Experimental Procedures section.
erence. In Experimental Procedures, we prove that Icecube layout is optimal for the class of semi-elliptic conBelow we present the results and give an intuitive interpretation. nection functions. In general, the appearance of the optimal map results We start with a purely constant connection function, whereby each neuron is required to establish equal numfrom competing requirements of the Gaussian and constant components of the connection function. The bers of connections with neurons of all preferred orientations. We find that the optimal layout in this case is the Gaussian part of the connection function creates an effec-When the connection function narrows sufficiently, the optimized layout is a lattice of pinwheels ( Figures  3A-3D ). This arrangement contains regions where orientation changes smoothly as required by the Gaussian part of the connection function. At the same time, there are singularities where neurons of all possible orientation preferences are present. Hence, a neuron does not have to look farther than the nearest pinwheel to make connections with all orientation preferences as required by the constant part of the connection function.
In the extreme case of a very narrow connection function, the optimized layout consists of linear zones, or Icecube patches, separated by fractures terminating on pinwheels ( Figures 3E-3H In addition to varying the width of the Gaussian, we alter the balance between the two components of the connection function by changing the magnitude of the constant component. We represent our results in a phase diagram (Figure 4 ) that shows optimized layouts as a function of the Gaussian width and the relative strength of constant component of the connection function. To do this, we notice that preferred orientation out. The relative weight of the two components determines the optimal layout. As the Gaussian narrows, its varies in the range {Ϫ90Њ; 90Њ}, while preferred direction variable must be in the range {Ϫ180Њ; 180Њ}. Therefore, relative weight diminishes, and singularities start to appear in the optimized map (Figure 3) .
we need to rescale all angles by a factor of two both in Next, we consider the appearance of the orientation preference map for the same region as described by the direction preference map. To do this, we notice that is orthogonal to preferred direction, it makes a full 180Њ circle while going around the termination of the fracture orientation preference of a given neuron is orthogonal to its direction preference. Therefore, we can obtain the and does not change across the fracture. These direction preference maps are consistent with experimental orientation preference map ( Figure 5G Figure 3H ). This is in accord Geisel, 1998) in macaque monkey. The average values with the experimental observations. The fractures termifor other species are between tree shrew and monkey. nate on 90Њ pinwheels ( Figure 3G ). In addition, we obtain However, intraspecies variability in macaque monkey is standalone 180Њ pinwheels, which are not connected to rather high, 3 Ͻ q Ͻ 4.5, as inferred from Obermayer any fracture. Both types of singularities are observed in and Blasdel (1997). The scaled density of pinwheels in these species. our model is expected to be smaller or comparable since Good agreement between Figure 3F and the data from additional pinwheels may be generated by noise in real cats, monkeys, and tree shrews suggests that the consystem (Wolf and Geisel, 1998). The scaled density for nection function in these species is close to the one the maps in Figures 3B and 3F is equal to 3.9 and 1.2, shown in Figure 3E . This is consistent with the measurerespectively. For the incompletely optimized map in Figments It is possible that the layout of cortical maps is preset cortical connectivity on parameters other than orientation is not clear at the moment, we postpone the treatby evolution before any visual experience. It is also likely that intracortical circuitry may be affected in the course ment of the interaction between different cortical maps until more experimental evidence is available. of development by manipulating the statistics of external inputs. This approach was used to demonstrate that kittens raised in a vertically striped environment have Relationship to Other Models larger cortical area devoted to neurons with verticalMany models of orientation maps rely on the principle preferred orientation (Sengpiel et al., 1999) , 1997) , the qualitative approach. However, the relative importance of the two principles is not clear. Our work shows that a single appearance of orientation maps in these animals is similar to ferret, implying that this coupling is weak and does principle of wire length minimization is enough to explain both singularities in orientation maps and interspecies not affect the appearance of orientation maps significantly. This is also supported by observations of qualitavariability. Because our approach does not invoke the second principle, it has an advantage of being more tively similar orientation map in tree shrews (Bosking et al., 1997), which lack ocular dominance patterns altoparsimonious (Occam's razor). Future work should address the interplay between the principles of uniform gether. The simplicity of our model allows us to explore the parameter space fully and to make predictions about coverage and wire length minimization. Most of the existing developmental models rely on anatomically measurable connection functions.
The dependence of the intracortical connectivity on neuronal activity for map formation. Recently, however, the role of activity has been questioned (Crowley and  stimulus (Swindale, 1982 ). An analogous calculation for the orientation preference map shows that the cost-function can coupling between the orientation preference map and the SPRF map is expected to be weak within our model. be expressed in the form of two-neuron interaction simi- 
Another approach to relate orientation map structure to intracortical connectivity has been proposed by Das with the value of k 0 corresponding to the maximum of J(k). This is equivalent to taking and Gilbert (1999) and Schummers and Sur (2000) . They suggested that the horizontal connections of each neu-
ron come from a local neighborhood defined by a circle with some characteristic radius (e.g., 500 m). This ap- around it, so that the number of neurons inside the circle is equal to the total number of neurons it has to receive connections from.
Conclusions
The total length of connections for this neuron is shortest if it receives connections from all the neurons within the circle and does
We find orientation preference maps that minimize the ity. To prove this, draw a circle that includes the total number of neurons equal to the area under the connection function. Now,
overlay this circle on Icecube layout, whose period is such that the diameter of the circle spans the range of preferred orientations equal Here, variable (r) represents preferred orientation at point r, J(r) to 2 max . By connecting a neuron with every neuron in a circle around gives the distribution of weights, which usually takes the "Mexican it, we satisfy the connection function and achieve the minimal wiring hat" form. Integration is done over the two-dimensional variable r. length. Therefore, Icecube is the optimal layout. The period of the The above authors attempted to reproduce orientation preference Icecube is inversely proportional to the sharpness of the connection maps by minimizing this cost-function.
function. Here we show that this cost-function is minimized by the Icecube layout. Therefore, within this model, pinwheels cannot exist in the The Model optimal orientation map.
The neurons in our model occupy a square lattice with periodic First, we rewrite the cost-function in the identical form: boundary conditions. We use lattices of three sizes: 30 ϫ 30, 50 ϫ 50, and 60 ϫ 60. The preferred orientation of a neuron at each lattice 
from the neuron number j(i, j ϭ 1…N) and is zero otherwise. Here N is the total number of neurons (N ϭ 900, 2500, or 3600). The we reduce the cost-function to the following form:
connection matrices in our model are not arbitrary but satisfy constraints imposed by the connection rules. The connection rules are 
