The realized GARCH framework is extended to incorporate the two-sided Weibull distribution, for the purpose of volatility and tail risk forecasting in a financial time series. Further, the realized range, as a competitor for realized variance or daily returns, is employed in the realized GARCH framework. Further, sub-sampling and scaling methods are applied to both the realized range and realized variance, to help deal with inherent micro-structure noise and inefficiency. An adaptive Bayesian Markov Chain Monte Carlo method is developed and employed for estimation and forecasting, whose properties are assessed and compared with maximum likelihood, via a simulation study. Compared to a range of well-known parametric GARCH, GARCH with two-sided Weibull distribution and realized GARCH models, tail risk forecasting results across 7 market index return series and 2 individual assets clearly favor the realized GARCH models incorporating two-sided Weibull distribution, especially models employing the sub-sampled realized variance and sub-sampled realized range, over a six year period that includes the global financial crisis.
Introduction
Since the introduction of Value-at-Risk (VaR) by J.P. Morgan in the RiskMetrics model in 1993, many financial institutions and corporations worldwide now employ Value-at-Risk (VaR) to assist their decision making on capital allocation and risk management. VaR represents the market risk as one number and has become a standard risk measurement tool. However, VaR has been criticized, because it cannot measure the expected loss for extreme, violating returns and is also not mathematically coherent: i.e. it can favour non-diversification. Expected Shortfall (ES), proposed by Artzner et al. (1997 Artzner et al. ( , 1999 , gives the expected loss, conditional on returns exceeding a VaR threshold, and is a coherent measure. Thus, in recent years it has become more widely employed for tail risk measurement and is now recommended in the Basel Capital Accord.
Accurate volatility estimation plays a crucial role in parametric VaR and ES calculations. Among the volatility estimation models, the Autoregressive Conditional Heteroskedasticity model (ARCH) and Generalized ARCH (GARCH) gain high popularity in recent decades, proposed by Engle (1982) and Bollerslev (1986) respectively. Numerous GARCH-type extension models are also developed during the past few decades: e.g. EGARCH (Nelson, 1991) and GJR-GARCH (Glosten, Jagannathan and Runkle, 1993) are introduced to capture the well known leverage effect (see e.g. Black, 1976) . A second crucial aspect in parametric tail-risk estimation is the specification of the conditional return, or error, distribution. A voluminous literature shows this should be heavy-tailed and possibly skewed, see e.g. Bollerslev (1987) , Hansen (1994) , Chen et al. (2012) , Chen and Gerlach (2013) . Bollerslev (1987) proposed the GARCH with conditional Student-t error distribution. Hansen (1994) developed a skewed Student-t distribution, employing it with a GARCH model, also allowing both conditional skewness and kurtosis to change over time. Chen et al. (2012) employed an asymmetric Laplace distribution (ALD), combined with a GJR-GARCH model, finding that it was the only consistently conservative tail-risk forecaster, compared with e.g. the Student-t and Gaussian errors, during the GFC period. Chen and Gerlach (2013) developed a two-sided Weibull distribution, based on the work of Malevergne and Sornette (2004) , which is a natural and more flexible extension of the ALD. They employed this two-sided Weibull as the conditional return distribution, illustrating its accuracy in tail risk forecasting for index and asset returns, when combined with a range of GARCH-type models.
Various realized measures have been proposed to improve daily volatility estimation, given the wide and increasing availability of high frequency intra-day data, including Realized Variance (RV): Andersen and Bollerslev (1998) , Andersen et al. (2003) ; and Realized Range (RR): Martens and van Dijk (2007) , Christensen and Podolskij (2007) . In order to further deal with inherent micro-structure noise, Martens and van Dijk (2007) and Zhang, Mykland and Aït-Sahalia (2005) develop methods for scaling and sub-sampling these processes, respectively, aiming to provide smoother and more efficient realized measures. In Gerlach, Walpole and Wang (2016) the method of sub-sampling is extended to apply to the realized range. extended the parametric GARCH model framework by proposing the Realized-GARCH (Re-GARCH), adding a measurement equation that contemporaneously links unobserved volatility with a realized measure. extended the Re-GARCH model through employing RR as the realized measure and illustrated that the proposed Re-GARCH-RR framework can generate more accurate and efficient volatility, VaR and ES forecasts compared to traditional GARCH and Re-GARCH models. Watanabe (2012) considered Student-t and skewed Student-t observation equation errors, whilst Contino and Gerlach (2017) considered those choices also, including for the measurement equation. and Contino and Gerlach (2017) found that the Student-t-Gaussian observation-measurement equation combination, employing the realized range, was the most favoured by predictive likelihood, but was still rejected, in at least half the data series considered, by standard quantile testing methods.
To improve on this situation, this paper proposes to employ the two-sided Weibull distribution in the Realized-GARCH framework (Re-GARCH-TWG), motivated by the findings in Chen and Gerlach (2013) and . Further, we extend the Realized-GARCH modelling framework through incorporating scaled and sub-sampled realized measures, compared with ), Watanabe (2012 . Further, an adaptive Bayesian MCMC algorithm is developed for the proposed model, extending that in . To evaluate the performance of the proposed Re-GARCH-TWG model, employing various realized measures as inputs, the accuracy of the associated VaR and ES forecasts will be assessed and compared with competitors such as the CARE, GARCH and standard Re-GARCH models.
The paper is structured as follows: Section 2 reviews several realized measures and proposes the sub-sampled RR. A review of the two-sided Weibull distribution, its standardization process and related properties is presented in Section3. Section 4 proposes the Realized-GARCH-TWG model incorporating various realized measures; the associated likelihood and the adaptive Bayesian MCMC algorithm for estimation and forecasting are presented in Section 5. The simulation and empirical studies are discussed in Section 6 and Section 7 respectively. Section 8 concludes the paper and discusses future work.
REALIZED MEASURES
This section reviews popular realized measures and also the sub-sampled Realized Range.
For day t, representing the daily high, low and closing prices as H t , L t and C t , the most commonly used daily log return is:
where r 2 t is the associated volatility estimator.
If each day t is divided into N equally sized intervals of length ∆, subscripted by Θ = 0, 1, 2, ..., N, several high frequency volatility measures can be calculated. For day t, denote the i-th interval closing price as P t−1+i△ and H t,i = sup (i−1)△<j<i△ P t−1+j and L t,i = inf (i−1)△<j<i△ P t−1+j as the high and low prices during this time interval. Then RV, as proposed by Andersen and Bollerslev (1998) is then:
(1) Martens and van Dijk (2007) and Christensen and Podolskij (2007) developed the Realized Range, which sums the squared intra-period ranges:
Through theoretical derivation and simulation, Martijns and van Dijk (2007) show that RR is a competitive, and sometimes more efficient, volatility estimator than RV, under some micro-structure conditions and levels. confirm that RR can provide increased predictive likelihood performance, and improved accuracy and efficiency in empirical tail risk forecasting, when employed as the measurement equation variable in an Re-GARCH model.
To further reduce the effect of microstructure noise, Martens and van Dijk (2007) presented a scaling process, as in Equations (3) and (4).
where RV t and RR t represent the daily squared return and squared range on day t, respectively, and q is selected as 66. This scaling process is inspired by the fact that the daily squared return and range are each less affected by micro-structure noise than their high frequency counterparts, thus can be used to scale and smooth RV and RR, creating less micro-structure sensitive measures.
Further, Zhang, Mykland and Aït-Sahalia (2005) proposed a sub-sampling process, also to deal with micro-structure effects. For day t, N equally sized samples are grouped into M non-overlapping subsets Θ (m) with size N/M = n k , which means:
Then sub-sampling will be implemented on the subsets Θ i with n k interval:
Representing the log closing price at the i-th interval of day t as C t,i = P t−1+i△ , the RV with the subsets Θ i is:
We have the T /M RV with T /N sub-sampling as (supposing there are T minutes per trading day):
Then, denoting the high and low prices during the interval i + n k (m − 1) and i + n k m
respectively, we propose the T /M RR with T /N sub-sampling as:
For example, the 5 mins RV and RR with 1 min subsampling can be calculated as below respectively:
The Weibull distribution, introduced by Weibull (1951) , is a special case of an extreme value distribution and of the generalized gamma distribution. It is widely applied in the fields of material science, engineering and also in finance, due to its versatility. Mittnik and Ratchev (1989) found it to be the most accurate for the unconditional return distribution for the S&P500 index when applied separately to positive and negative returns; while various authors have employed it as an error distribution in range data modelling (see Chen et al., 2008) and autoregressive conditional duration (ACD) models (see e.g. Engle
and Russell, 1998).
The TW's shape and scale is tuned by four parameters. The general definition of a
Here the shape parameters satisfy k 1 , k 2 > 0 and scale parameters λ 1 , λ 2 > 0.
Standardized Two-sided Weibull distribution
Since the observation error in a GARCH-type model needs to have mean 0 and variance 1, Chen and Gerlach (2013) A standardized TW distribution is equivalent to
It can be shown that:
The pdf for an STW random variable X =
To ensure the pdf integrates to 1:
Chen and Gerlach (2013) set k 1 = k 2 for parsimony and simplification: the choice was well supported by the data; the same specification is made here. Thus, based on Equation (9), we denote an ST W (λ 1 , k 1 ), with only two parameters to estimate. As
The mean of an STW,
has a shifted ST W (λ 1 , k 1 ) distribution with mean 0 and variance 1. The CDF, and other relevant characteristics of the STW distribution such as skewness and kurtosis, can be found in Chen and Gerlach (2013) .
Through employing the STW in the GARCH framework, Chen and Gerlach (2013) found that their proposed models perform at least as well as other distributions for VaR forecasting, but perform most favourably for expected shortfall forecasting, prior to, as well as during and after, the 2008 global financial crisis.
Model Proposed
The realized GARCH model of can be written as:
where r t = [log(C t ) − log(C t−1 )] × 100 is the percentage log-return for day t, z t Gaussian errors, e.g.
be a standardised Student-t; Contino and Gerlach (2017) allowed it to be the skewed-t of Hansen (1994) and also allowed D 2 (0, 1) to be a standardised Student-t. proposed Realized Range Re-GARCH (RR-RG) via the choice of x t = RR △ t . The choice of RR as information to drive volatility is motivated by Martijns and van Dijk (2007) .
In this paper, we extend the realized GARCH model through incorporating D 1 (0, 1) as an STW distribution. This proposed class of models is subsequently denoted as Re-GARCH-TWG or RG-TWG. Further, the scaled and sub-sampled realized measures, as presented in Section 2, are employed as x t in the realized GARCH framework in this paper.
Stationarity is an important issue in time series modelling. As derived in and , the required stationarity conditions for the general realized GARCH model are:
To ensure positivity of each h t , it is sufficient that ω, β, γ are all positive. Further, as discussed in Section 3.1, the constraint 0 < λ 1 ≤ k 1 is also incorporated. This set of conditions is subsequently enforced during estimation of all proposed realized GARCH models employing STW distribution in this paper.
LIKELIHOOD AND BAYESIAN ESTIMATION

Likelihood
Following , where
where derived the 1st and 2nd derivative of this log-likelihood function, allowing calculation of asymptotic standard errors of estimation, via a Hessian matrix. Subsequently, this model is denoted RG-GG (Realized GARCH with Gaussian-Gaussian errors).
, as in Equation (8), the log-likelihood function for model (10) is:
; when x < 0, and
The parameter vector to be estimated is now θ = (ω, β, γ, λ 1 , k 1 , ξ, ϕ, τ 1 , τ 2 , σ ε )
′ , under the constraints in (11) and positivity on (ω, β, γ); further we restrict 0 < λ 1 ≤ k 1 .
Bayesian estimation methods
This section specifies the Bayesian methods and MCMC procedures for estimating parameters. The likelihoods in (13) and (14) involve 10 unknown parameters; most of which are part of equations involving latent, unobserved variables. The performance and finite sample properties of ML estimates of these likelihoods are not yet studied. As such, we also consider powerful numerical and computational algorithms in a Bayesian framework, under uninformative priors, as a competing estimator for these models.
An adaptive MCMC method, extended and adapted from that in , is employed, based on the "epoch" method in Chen et al. (2017) . standard, via the algorithm of Roberts, Gelman and Gilks (1997) .
In order to enhance the convergence of the chain, at the end of 1st epoch (say 20,000 iterations), the covariance matrix for each parameter block is calculated, after discarding (say) the first 2,000 iterations, which is used in the proposal distribution in the next epoch (of 20,000 iterations). After each epoch, the standard deviations of each parameter chain in that epoch are calculated and compared to those form the previous epoch. This process is continued until the mean absolute percentage change is less than a pre-specified threshold, e.g. 10%. In the empirical study, on average it takes 3-4 Epochs to observe this absolute percentage change lower than 10%; thus, the chains are run in total for 60,000-80,000 iterations as a burn-in period, in the empirical parts of this paper. A final epoch is run, of say 10,000 iterates, employing a mixture of three Gaussian proposal distributions, in an "independent" Metropolis-Hastings algorithm, in each block. The mean vector for each block is set as the sample mean vector of the last epoch iterates (after discarding the first 2,000 iterates) for that block; i.e. it is the same for each of the three mixture elements.
The proposal var-cov matrix in each element is C i Σ, where C 1 = 1; C 2 = 100; C 3 = 0.01
and Σ is the sample covariance matrix of the last epoch iterates for that block (after discarding the first 2,000 iterates).
As an example, for the RG-TWG model, three blocks were employed:
, via the motivation that parameters within the same block are more strongly correlated in the posterior (likelihood) than those between blocks:
e.g. the stationarity condition causes correlation between iterates of β, γ, ϕ, thus they are kept together in a block.
Priors are chosen to be uninformative over the possible stationarity and positivity regions, e.g. π(θ) ∝ I(A), which is a flat prior for θ over the region A.
Simulation study
A simulation study is presented to illustrate the comparative performance of the MCMC and ML estimators, in terms of parameter estimation, quantile and expected shortfall forecasting accuracy. The aim is to illustrate the bias and precision properties for these two methods, highlighting the comparative performance of the MCMC estimator.
5000 replicated data sets of size n = 3000 are simulated from the following specific RG-TWG model:
In Model 1 r t is analogous to a daily log-return and x t is analogous to the daily realized measure. The persistence level (β + γϕ) is deliberately chosen very close to 1; with all true values close to those estimated from real data. For each model the forecast α-level
VaR and ES detail is presented in Chen and Gerlach (2013) . Following Basel II and Basel III risk management guidelines, the quantile level α = 0.01 is considered. For both estimation methods, all initial parameter values were arbitrarily set equal to 0.25.
Estimation results are summarised in Table 1 . Boxes indicate the optimal measure comparing MCMC and ML for both bias (Mean) and precision (RMSE). The results are clearly in favour of the MCMC method overall. The bias results favoured MCMC with 9 out of 10 parameter estimates and one-step-ahead ES forecasting; whilst the MCMC method precision is also much higher for all 10 parameters and one-step-ahead VaR & ES forecasts. This highlights convergence, bias and precision issues with the MLE that are greatly improved via the MCMC approach, which is employed afterwards in the empirical 
Tail Risk Forecasting and Capital Efficiency
After the GFC, with decreased investors' confidence and slowdown of global economic growth, there is less flow of cheap capital; meanwhile, the stricter regulation (Basel III, fully effective in 2019) puts more pressure on the accuracy and usage of regulatory capital. 
where r t+1 is the one-period return from time t to time t + 1, α is the quantile level and Ω t is the information set at time t.
A rolling window with fixed size in-sample data is employed for estimation to produce each 1 step ahead forecast; the in-sample size n is given in Table 2 with Student-t distribution, CARE-SAV (Taylor, 2008) and Re-GARCH with RV and Gaussian or Student-t observation error distributions, are also included, for the purpose of comparison. Further, a filtered GARCH (GARCH-HS) approach is also included, where a GARCH-t is fit to the in-sample data, then a standardised VaR and ES are estimated via historical simulation from the sample of returns (e.g. r 1 , . . . , r n ) divided by their GARCH-estimated conditional standard deviation (i.e. r t / ĥ t ). Then final forecasts of VaR, ES are found by multiplying the standardised VaR, ES estimates by the forecast ĥ n+1 from the GARCH-t model. All these aforementioned models are estimated by ML, (2013) is also included, estimated by the MCMC scheme proposed in this paper. The actual forecast sample sizes m, in each series, are given in 
using the Econometrics toolbox in Matlab (GARCH-t, EGARCH-t, GJR-t and GARCH-HS) or code developed by the authors (CARE-SAV and Re-GARCH). The GARCH-TW model of Chen and Gerlach
where n is the in-sample size and m is the forecasting sample size.
Several standard quantile accuracy and independence tests are also employed: e.g. the unconditional coverage (UC) and conditional coverage (CC) tests of Kupiec (1995) and Christoffersen (1998) 
VaR and ES for two-sided Weibull
The inverse cdf or quantile function (VaR) of an STW is given in (17) for the STW distribution:
In practice, returns are only mildly skewed, therefore, the estimated values for in (17) is relevant here. In this case, the ES of the STW is:
where f (x|x < V aR α ) is the conditional density function, which becomes:
where Γ(s, x) = ∞ x t s−1 e −t dt is the upper incomplete gamma function. The derivation details can be found in Chen and Gerlach (2013) . Table 2 presents the VRates at the 1% quantile for each model over the 9 return series, while Table 3 
Value at Risk
summarizes those results. A box indicates the model that has observed
VRate closest to 1% in each market, while bolding indicates the model with VRate furthest from 1%. The G-t, EGARCH-t, GJR-t, CARE-SAV, Re-GARCH-GG and Re-GARCHtG with RV are estimated with ML, and the Re-GARCH-TWG type models are estimated with MCMC as discussed in Section 5.
Clearly from Table 2 , Re-GARCH-TWG models as a group have most of the optimal VaR forecast series and consistently conservative, in terms of being closest to VRate of 1%, over the 9 return series. Based on Table 3 , Re-GARCH-TWG models employing RV has the second best VRate (0.869%) on average and via the median (0.804%), and GARCH employing the STW distribution (Chen and Gerlach, 2013) has average VRate 1% which is closest to 1%. Later, we will compare Re-GARCH-TWG and G-TW in details, and provide evidence on why Re-GARCH-TWG type model is preferred in VaR forecasting. The VaR violation rates for different models were further split by index and asset in order to see which models are preferred by index and asset as in 2, and similar results are observed.
All models, besides RG-TWG and G-TW, on this measure are anti-conservative, having VRates on average (and median) above 1%: Re-GARCH-GG was most anti-conservative, generating 80-90% more violations than exppected, not surprising since it is the only model employing a Gaussian observation error distribution. Chang et al. (2011) and McAleer et al. (2013) proposed using forecast combinations of the VaR series from different models, to take advantage of associated empirically-observed efficiencies from forecast combination, but also to potentially robustify against the effects of financial crises like the GFC. This approach is employed here: specifically, the four series created by taking the mean ("FC-Mean"), median ("FC-Med"), minimum ("FCMin") and maximum ("FC-Max") of the VaR forecasts from all 14 models for each day, are considered. The lower tail VaR forecasts are considered here, so "FC-Min" is the most extreme of the 14 forecasts (i.e. furthest from 0) and "FC-Max" is the least extreme. The
VRates for "FC-Mean", "FC-Med", "FC-Min" and "FC-Max" series are also presented in Tables 2 and 3 . Regarding these, the "FC-Min" approach is highly conservative in each series, with few if any violations, while the "FC-Max" series produces anti-conservative
VaR forecasts that generate far too many violations. The "FC-Mean" and "FC-Median"
of the 14 models produced series that generate very competitive (sometimes the best)
VRates, which is not surprising since we have approximately 50% individual models (G-TW and RG-TWG type models) are consistently conservative and 50% models are the opposite.
Several tests are employed to statistically assess the forecast accuracy and independence of violations from each VaR forecast model. Table 4 shows the number of return series (out of 9) in which each 1% VaR forecast model is rejected for each test, conducted at a 5% significance level. The Re-GARCH type models are generally less likely to be rejected by the back tests compared to other individual models, except RG-RV-GG, and the G-TW and RG-RV-tG achieved the least number of rejections (3), followed by RG-SubRV-TWG, RG-SubRR-TWG and Gt-HS (rejected 4 times). The "FC-Mean" and "FC-Med" have very competitive results. The G-t, "FC-Min" and "FC-Max" combinations are rejected in all 9 series, the EG-t and Re-GARCH-GG models are rejected in 8 series, respectively.
Further, in Table 4 we add an extra column UC* showing the number of UC rejections, not counting those when the violation rate is too conservative. For example, RG-RR-TWG Note:For individual models, box indicates the favored models based on VRate, blue shading
indicates the 2nd ranked model, whilst bold indicates the violation rate is significantly different to 1% by the UC test. m is the out-of-sample size, and n is in-sample size. RG stands for the Realized-GARCH type models, and RC represents the Realized-CARE type models. FC stands for forecast combination.
of S&P 500 was rejected with its VRate is 0.521%, which would not be counted in the UC* column. It is clear that most of the RG-TWG UC rejections are caused by being too conservative.
Further, Figure 2 and 3 demonstrate the extra efficiency that can be gained by employing the Re-GARCH framework with the STW distribution. Specifically, the VaR violation rates for the G-t, G-TW and RG-SubRV-TWG models are 1.467%, 0.947% and 0.710% respectively, for the S&P500 returns. These rates mean the G-t generated quite anti-conservative VaR forecasts, producing 47% too many violations; the G-TW is more conservative and close to the perfect nominal rate; and the RG-SubRV-TWG is the most conservative model of the three considered. Through close inspection of Figure 3 , the G-TW has an obviously more extreme (in the negative direction) level of VaR forecasts on most days, than G-t does, but this also means the capital set aside by financial institutions to cover extreme losses, based on such VaR forecasts, is at a higher level for the G-TW than for the G-t; this is as expected since the G-TW generates fewer violations than the G-t in this series. However, unexpectedly, it is clearly observed that the RG-SubRV-TWG produces VaR forecasts that are often less extreme than both the G-TW and G-t models here, meaning that lower amounts of capital are needed to protect against market risk, while simultaneously producing a violation rate much lower than both the G-t and G-TW; the forecasts from RG-SubRV-TWG were less extreme than those from G-TW on 1546 days (73%), less extreme than the G-t on 915 days, in the forecast sample. This suggests a higher level of information (and cost) efficiency regarding risk levels for the RG-SubRV-TWG model, likely coming from the increased statistical efficiency of the SubRV series over squared returns, compared to the G-t and G-TW models, in that this model can produce VaR forecasts that have fewer violations, but are also often less extreme. Since the economic capital is determined by financial institutions' own model and should be directly proportional to the VaR forecast, the RG-SubRV-TWG model is able to decrease the cost capital allocation and increase the profitability of these institutions, by freeing up part of the regulatory capital from risk coverage into investment, while still providing Further, during the GFC and other time periods with high volatility when there is a persistence of extreme returns, the RG-SubRV-TWG VaR forecasts "recover" the fastest among the 3 models, presented through close inspection of Figure 3 , in terms of being marginally the fastest to produce forecasts that again rejoin and follow the tail or bottom shoulder of the return data. Traditional GARCH models tend to over-react to extreme events and to be subsequently very slow to recover, due to their oft-estimated very high level of persistence, as discussed in Harvey and Chakravarty (2009) 
VaR&ES Joint Loss Function
The same set of models are employed to generate 1-step-ahead forecasts of 1% ES during the forecast period for all 9 series. Chen, Gerlach and Lu (2012) discuss how to treat ES forecasts as quantile forecasts in parametric models, where the quantile level that ES falls at can be deduced exactly. Chen, Gerlach and Lu (2012) and Chen and Gerlach (2013) illustrate that across a range of non-Gaussian distributions, when applied to financial return data, the quantile level that the 1% ES was estimated to fall was ≈ 0.35%; this value is also accurate for the Student-t and TW based models, based on their estimated parameters, for all series considered here. Their approaches are followed to assess and test ES forecasts, by treating them as quantile forecasts and employing the UC, CC, DQ and VQR tests. and 0.142% respectively. All three models generate conservative violation rates. However, through closer inspection of the Figure 5 , the cost efficiency gains from RG-TWG models are again observed, in a similar manner to that from the VaR forecasting study.
The CARE model is reasonably conservative here, but achieves this by sacrificing efficiency: its' ES forecasts are more extreme than the RG-ScRR-TWG model's on 1225 days (58%). The RG-RV-tG employs the RV realized measure, which also clearly improves the forecasting efficiency compared with the CARE from the plot. For this series the RG-RV-tG model may also be more efficient than the RG-ScRR-TWG, generating less extreme forecasts on 74% of days.
Cost or loss measures can be applied to assess ES forecasts, as in So and Wong (2011) who employed RMSE and MAD of the "ES residuals" y t − ES t , only for days when the return violates the associated VaR forecast, i.e. y t < V aR t . However, these loss functions are not minimized by the true ES series; in fact Gneiting (2011) showed that ES is not "elicitable": i.e. there is no loss function that is minimized by, or is strictly consistent for, the true ES series. Recently however, Fissler and Ziegel (2016) functions for (VaR, ES) considered jointly. The function family form is:
where I t = 1 if y t < V aR t and 0 otherwise for t = 1, . . . , T , G 1 () is increasing, G 2 () is strictly increasing and strictly convex, G 2 = H ′ and lim x→−∞ G 2 (x) = 0 and a(·) is a realvalued integrable function. Motivated by a suggestion in Fissler and Ziegel (2016) , making the choices: G 1 (x) = x, G 2 (x) = exp(x), H(x) = exp(x) and a(y t ) = 1 − log(1 − α), which satisfy the required criteria, returns the scoring function:
where the loss function is S = T t−1 S t . Here, S is used to informally and jointly assess and compare the VaR and ES forecasts from all models. Table 5 shows the loss function values S, calculated using equation (19), which jointly assess the accuracy of each model's VaR and ES series, during the forecast period for each market. On this measure, the RG-TWG models using SubRV and ScRR do best overall, having lower loss than most other models in most series and being consistently ranked lower on that measure. The EGARCH and GARCH, with Student-t errors, and CARE models models consistently rank lowest among the individual models, only trailed by the forecast combination method "FC-Max"; for models with TW errors, the G-TW is consistently rank lowest; the realized GARCH models consistently rank the highest, with lowest loss. These rankings are consistent with the findings illustrated in figures 2 and 3. Although the G-TW generated the VRate closest to the nominal 1% level, it is excessively conservative in the forecasting period, in terms of capital allocation, thus sacrificing efficiency, requiring institutions to deploy higher economic capital to cover potential extreme losses. Apparently, the proposed RG-TW type models demonstrate an advantage regarding this aspect. To conclude, the RG-TW models have lower loss in joint VaR and ES prediction and are higher ranked than other models in most markets/assets. These models, together with the "FC-Med" and "FC-Mean", consistently outperform all the other models. 
Model confidence set
The model confidence set (MCS), introduced by Hansen, Lunde and Nason (2011) , is a method to statistically compare a group of forecast models via a loss function. MCS is applied here to further compare among the 19 (VaR, ES) forecasting models. A MCS is a set of models that is constructed such that it will contain the best model with a given level of confidence, which was selected as 90% in our paper; Matlab code for MCS testing was downloaded from "www.kevinsheppard.com/MFE Toolbox". We adapted the code to incorporate the VaR and ES joint loss function values (Equation, 19) as the loss function during the MCS calculation. Two methods (R and SQ) to calculate the test statistics are employed to the MCS selection process. Table 7 and 8 present the 90% MCS using the R and SQ methods, respectively.
Column "Total" counts the total number of times that a model is included in the 90% MCS across the 9 return series. Based on this column, boxes indicate the favoured model, and blue shading indicates the 2nd ranked model for each market. Bold indicates the least favoured and red shading indicates the 2nd lowest ranked model for each market.
Via the R method, RG-SubRV-TWG has the best performance and was included in the MCS for 8 markets and assets, followed by RG-TWG with RR, ScRR and RG-RV-tG (included 7times in the MCS in 9 series). "G-t" is only included in the 90% MCS once.
Via the SQ method, the proposed RG-TWG models are still favoured. The 90% MCS includes RG-SubRV-TWG, RG-SubRR-TWG and RG-RV-tG in all 9 series, followed by RG-ScRR-TWG (8 times). For either R or SQ methods, "FC-Mean" and "FC-Med" still have quite competitive performances.
Conclusion
In this paper, the Realized-GARCH is extended through incorporating the two-sided
Weibull distribution to estimate and forecast financial tail risk. In addition, the scaled and sub-sampled realized measures have been incorporated into the proposed Re-GARCH-TWG framework, aiming to further improve the out-of-sample forecasting of the proposed model. The proposed RG-TWG type models generated consistently adequately sufficient risk coverage and relatively accurate, conservative violation rates, compared to competing models including Re-GARCH models employing realized volatility, traditional GARCH, CARE models and a GARCH with two-sided Weibull distribution. Forecast combinations methods employing the mean and median of the forecasts also produce very competitive tail risk forecasting results, which is related to the fact that the proposed RG-TWG type models are always conservative. Regarding back testing of VaR forecasts, the RG-TWG type models are also generally less likely to be rejected than their counterparts.
With respect to the VaR and ES joint loss function values, RG-TWG model's VaR and ES
forecasts consistently had lower loss than all other models considered, especially those employing sub-sampled RV and scaled RR. The combined series "FC-Mean" and "FC-Med" are also highly competitive regarding this loss function. Further, the model confidence set results also favour the proposed RG-TWG framework, especially the ones incorporating SubRV and SubRR, as well as the standard Re-GARCH with Student-t errors. In addition to being more conservative and accurate via minimising loss, the RG-TWG models is also more efficient, through generating less extreme tail risk forecasts and regularly allowing smaller amounts of capital allocation without being anti-conservative or significantly inaccurate. To conclude, the RG-TWG type models with sub-sampled RV and scaled RR should be considered for financial applications when forecasting tail risk, and should allow financial institutions to more accurately and efficiently allocate capital under the Basel Capital Accord, to protect their investments from extreme market movements. This work could be extended by considering more distributions for the return equation and alternative distributions for the measurement equation and by using alternative frequencies of observation for the realized measures.
