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a b s t r a c t
This paper presents an innovative procedure to solve the Connection Admission Control
Problem for a telecommunication network. Here, this important problem in the context
of Communication Theory and Network Dynamics is dealt with by imbedding it in the
framework of System and Control Theory. Highlights of the procedure are technology
independence, coordinated and coherent decoupling, optimality and feedback properties,
stochastic dynamic control.
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1. Introduction
As is well known, the resource management issue plays a fundamental role in all kinds of networks (such as water or
energy distribution, TLC, Traffic, and so on). The problem resource manager has to face is to secure a satisfactory (suitably
defined) quality of service and, at the same time, to exploit at the best the available resources (carrying capacity, processing
capabilities, etc.) [1–4] taking into account the complexity of traffic modelling and related bibliography, see [5].
The resourcemanagement problem includes specific tasks that, with reference to the TLC languagemay be identified as:
- Dynamic resource allocation
- Routing
- Connection admission control
- Congestion control
- Scheduling
These sub-problems appear to be highly interacting. Nevertheless, up until now, they are usually dealt with (and possibly
solved) independently of each other and following heuristic/empirical guidelines. Then the hope is that specific solutions to
specific sub-problem may fit and correctly work when assembled in the general management task.
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Now clearly the need of separately dealingwith the various sub-problems stems from the exceedingly high complexity of
the global problem. However this should not wave the requirement that we here stress as a crucial one, that, in formulating
and studying each sub-problem, the existence of the other ones is duly taken into account.
In this paper we focus on the problem of the Connection Admission Control (CAC) for a telecommunication network. The
approach we take is innovative in that it complies with the following qualifying requirements:
- The approach is independent of the specific technological nature of the network (technology independence): this means
that it applies to any kind of wired, wireless, present and future communication networks (e.g. X-DSL, UMTS, WiMAX,
ad hoc Networks, . . . .). This is coherent with the present TLC trend of locating these procedures in a Middleware Layer
overlying all technology dependent parts of the networks.
- The approach provides a solution which complies with the above-mentioned general requirement of compatibility with
the solution of the other management problems. This means that it can efficiently work with any kind of other resource
management procedures (coordinated and coherent decoupling)
- The approach provides a solution which is optimal, in that it maximizes a suitably defined performance index while
respecting the quality of service constraints. Optimality is intended within all feedback solutions, so as to secure the
requested robustness properties (optimal synthesizable solution)
- The approach accounts for past and foreseen future evolution of the network. Therefore it calls for the design of a suitable
mathematical dynamical model, as well as the availability of the necessary performance measurements (stochastic
dynamic control).
The four above-mentioned issues constitute the core of this work and will be conveniently developed in the paper. In
particular in Section 2we formulate the general resourcemanagement problem. Then in Section 3we present the innovative
approach to the CAC problem, and in Sections 4 and 5 we show how to structure and to design a CAC procedure. Finally
Section 6 provides the solution of the optimal control problem.
2. A general formulation of the resource management problem
Some basic definitions have to be given to correctly understand the content of this paper.
In each domain a set of different Service Classes is defined. Different domains can be characterized by different sets of
Service Classes. Let k denote the generic Service Class in the considered domain and K denote the total number of Service
Classes in the same domain. In the considered domain, a given Service Class k is characterized by a set of QoS parameters.
Indeed, according to the most recent trends, the QoS control is performed on a per flow basis where a flow refers to the
packets entering the domain at a given ingoing node i, going out of the domain at a given outgoing node j and relevant
to in-progress connections belonging to a given Service Class k. In the following, by ‘‘flow (k, i, j)’’ we mean the flow of
packets entering the domain at a given ingoing node i (i = 1, 2, . . . , I), going out of the domain at a given outgoing node
j (j = 1, 2, . . . , J) and relevant to in-progress connections belonging to a given Service Class k. Note that, depending on the
considered domain, i and/or jmay not necessarily represent single sources and/or destinations. Conversely, they can include
a (possibly time varying) set of sources and/or destinations. For instance, in the case of a CAC applied to a cell of a mobile
network, in the uplink i includes all mobile terminals served by a given base station, whilst j is the base station itself.
Here and in the followingwewill consider a given domain. and a given time interval [t0, tf ] for themanagement problem.
For each flow (k, i, j) and for any t ∈ [t, tf ]we will introduce the following notations:
• Roff (k, i, j, t) (offered bit rate) denotes the bit rate, relevant to the flow (k, i, j), which, at time t , is offered to the domain;
• Rloss(k, i, j, t) (loss bit rate) is the part of Roff (k, i, j, t) which is unintentionally lost, from the convergence layer point of
view, in the run from the ingoing node i up to the outgoing node j. These losses can be caused by technology dependent
layer issues such as interference phenomena occurring on the medium supporting a link.
• Rdisc(k, i, j, t) (discarded bit rate) denotes the part of Roff (k, i, j, t) which is intentionally discarded by the convergence
layer by means of the congestion control procedure at any critical node crossed by the flow (k, i, j).
• M(k, i, j, t) denotes the total number of in-progress connections in the considered domain, at time t , relevant to the flow
(k, i, j).
By considering users and operators requirements, as well as ITU-T (International Telecommunications Union-
Telecommunications) recommendations, we have identified the following set of QoS parameters (the selected symbols and
the relevant measurement units are indicated):
• Πb(k, i, j, t): Blocking frequency relevant to the flow (k, i, j) at time t;
• Πd(k, i, j, t): Dropping frequency relevant to the flow (k, i, j) at time t;
• LA(k, i, j, t): Link availability relevant to the flow (k, i, j) at time t , accounting for:
◦ D(k, i, j, t): Transfer delay (sec) of the traffic, relevant to the flow (k, i, j) at time t ,
◦ Radm(k, i, j, t): Admitted bit rate (bps) of the traffic, relevant to the flow (k, i, j) at time t ,
◦ BER(k, i, j, t): Fractional evaluation of loss bit rate.
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The above-mentioned parameters are quantitatively assessed as follows.
With reference to a given Service Class k,Πb(k, i, j, t) is the ratio between the number of blocked connection attempts
and the total number of connection attempts, computed during the time interval [t0, t] (e.g. a busy hour), for the path (i, j).
With reference to a given Service Class k,Πd(k, i, j, t) is the ratio between the number of dropped connections
(i.e. connections which do not terminate in a natural way) and the total number of terminated connections, computed
during the selected time interval [t0, t], for the path (i, j).
With reference to a given flow, LA(k, i, j, t) is the percentage of time, computed during the selected time interval, during
which the path from the ingoing node i to the outgoing node j is available. Such path is considered available whenever the
performance in terms of transfer delay, admitted bit rate, loss bit rate is satisfactory (see below).
D(k, i, j, t) is the delay experienced by the packets which leave the considered domain at the outgoing node j at time t ,
that is the difference between t and the time they entered the considered domain at the ingoing node i.
Radm(k, i, j, t) is the bit rate of the traffic which is admitted, at time t , at the ingoing node i for being carried up to the
outgoing node j. More precisely, it is the difference between the bit rate Roff (k, i, j, t) and the bit rate Rdisc(k, i, j, t) relevant
to the flow (k, i, j).
BER(k, i, j, t) is the ratio between the loss bit rate Rloss(k, i, j, t) and the admitted bit rate Radm(k, i, j, t).
In each domain, the relevant operator establishes, a set of QoS thresholds for the above-mentioned QoS parameters. For a
given Service Class k, the relevant QoS thresholds are the following (the selected symbol is indicated):
• Πb-max(k): Maximum blocking frequency for the Service Class k,• Πd-max(k): Maximum dropping frequency for the Service Class k,• LA-min(k): Minimum link availability (% of time) for the Service Class k,◦ Dmax(k): Maximum transfer delay (sec) for the Service Class k,◦ Rguar-min(k): Minimum guaranteed bit rate (bps) relevant to each connection of the service class k;◦ Rguar-min(k, i, j, t): Minimum guaranteed bit rate (bps) relevant to the flow (k, i, j) at time t , given by
Rguar-min(k, i, j, t) = M(k, i, j, t)Rguar-min(k), (2.1)◦ BERmax(k), Maximum fraction of loss bit rate for the Service Class k.
The rationale of the above-mentioned thresholds is as follows.
The issue of imposing amaximum thresholdΠb-max(k) for the blocking frequency for the Service Class k derives from the
natural user requirement to avoid too many failures of the connection set-up procedure due to the fact that the network is
busy.
The issue of imposing a maximum threshold Πd-max(k) for the dropping frequency for the Service Class k derives from
the natural user requirement to avoid too many droppings of the connections in progress.
The issue of imposing a minimum threshold LA-min(k) for the link availability for the Service Class k derives from the
natural user requirement to avail for a sufficiently high percentage of time of a ‘‘good’’ connection quality in terms of delays,
guaranteed bit rate, and bit losses. In particular:
• as concerns the delays, threshold Dmax(k) and is imposed on the transfer delay in order to meet the natural user/
application requirement of avoiding too long waiting times.
• as concerns the guaranteed bit rate, a proper threshold function Rguar-min(k, i, j, t) is imposed in order tomeet the natural
user requirement to avail of aminimumguaranteed bit rate. Such function should be properly selected in order to account
for the number of connections in progress and the burstiness of the offered traffic.
• as concerns the bit losses, a threshold BERmax(k) is imposed in order to meet the natural user requirement of avoiding
too many losses in the transmitted traffic.
A general formulation of the Resource Management Problem may now be conceived within the framework of optimal
constrained control theory (see Fig. 2.1). Although all the Resource Manager Procedures are strictly interdependent, for
future reference in Fig. 2.1 the CAC block is kept distinct from the other procedures.
The CAC itself controls themobility and connection dynamics, while the other procedures control the processes bywhich
the connections give rise to packets, and by which those ones are then buffered, routed and transmitted. The feedback
variables possibly include Roff (k, i, j, t), Radm(k, i, j, t), D(k, i, j, t) and BER(k, i, j, t). The optimal resource management
problem amounts to find control variables which maximize a suitably defined performance index, while fulfilling the set of
QoS constraints.
The following QoS constraints must be satisfied:
Πb(k, i, j, tf ) ≤ Πb-max(k), ∀(k, i, j), (2.2)
Πd(k, i, j, tf ) ≤ Πd-max(k), ∀(k, i, j), (2.3)
LA(k, i, j, tf ) ≥ LA-min(k), ∀(k, i, j), (2.4)
in which the link availability LA(k, i, j, tf ), previously introduced, is now more precisely defined as the fraction of time,
computed during the fixed time interval [t0, tf ], in which the following inequalities are simultaneously verified:
Radm(k, i, j, t) ≥ min{Roff (k, i, j, t), Rguar-min(k, i, j, t)}, (2.5)
D(k, i, j, t) ≤ Dmax(k), (2.6)
BER(k, i, j, t) ≥ BERmax(k). (2.7)
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Fig. 2.1. General control structure.
The above inequalities are conventionally assumed verified whenever Roff (k, i, j, t) = 0.
The operator handling a given domain, by properly selecting the control variables, is interested in maximizing the
weighted throughput carried by its domain during the time interval [t0, tf ]. As a matter of fact, in any reasonable billing
system, higher throughputmeans higher revenue. Theweightsw(k) account for the fact that different Service Classes can be
billed under different fares. So, the target of intra-domain resource management is to maximize the following performance
index, computed during the selected time interval:
J =
K∑
k=1
I∑
i=1
J∑
j=1
∫ tf
t0
w (k) Radm (k, i, j, τ ) dτ , (2.8)
while respecting the constraints (2.2)–(2.4).
3. The innovative approach to the CAC problem
As pointed out in the previous sections, the target of the CAC procedure is to contribute to maximize the performance
index (2.8), provided that the QoS constraints (2.2)–(2.4) are met.
In this respect, note that an accepted connection will offer additional traffic which possibly can be admitted into the
domain, thus eventually increasing the performance index (2.8) and favouring the satisfaction of the blocking frequency
constraint (2.2). Nevertheless, to accept new connections entails a worsening in the link availability, thus causing the
possible violation of the Link Availability constraint (2.4)–(2.7) and consequently jeopardizing the satisfaction of the
dropping frequency constraint (2.3).
In addition, in the perspective of maximizing the performance index (2.8), connection acceptance/rejection at a given
time t can be performed by considering what is expected to happen at times next to t . So, for instance, a connection can be
blocked at a time t in order to assure the acceptance (without violating the LinkAvailability constraint) of another connection
which is expected to be set-up at a time next to t with a higher weight, and/or is supposed to generate a higher amount of
traffic.
It should be noted that, as the number of connections in progress in the considered domain increases, the necessity of
still guaranteeing the respect of the Link Availability constraint implies the increase of the number of connection attempt
blocks and/or connection forced droppings, up to a limit at which the constraints (2.2) and/or (2.3) are no longer met: this
limit can be somehow regarded as the domain capacity limit.
The proposed CAC approach is based upon the four innovative ideas presented in the introduction. Hereinafter, these
four ideas will be discussed to some extent.
I. As far as the property of technology independence, we stress the fact that the proposed formulation for the QoS
parameters on the one hand features a precise operative definition, being on the other hand independent of any specific
technology. Consequently, the same property will be enjoyed by the associated connection admission control.
II. The CAC we are going to propose processes available data related to the actual behaviour of the domain.
As is well known, this entails the introduction of a feedback control loop with the classical advantages it implies
(robustness, insensitivity to noise disturbances and/or parameter variations).
Moreover, among all possible solutions, the CAC algorithm will be addressed toward the one which satisfies instanta-
neous QoS constraints and optimizes a suitable performance index, once the other Resource Management procedures are
given (optimal synthesizable solution).
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III. As far as the coordinated and coherent decoupling from the other Resource Management procedures, this can be
achieved by formulating a specific optimal control problem for the CAC where both constraints and performance index
have to be expressed only in terms of the CAC itself control variables and of the CAC controlled variable M(k, i, j, t). It is
important to point out a difference in the constraints widely described in Section 2. Indeed, while all the resource manager
procedures cooperate in order to guarantee the QoS requirements, the CAC is the only one in charge of guaranteeing the
constraints (2.2) and (2.3). Conversely, for the satisfaction of constraint (2.4), the CAC has to work together with the other
procedures (congestion control, scheduling, dynamic resource assignment, routing), without knowing theirmodus operandi
and the control criteria adopted by them.
Starting from this consideration, the present approach suggests to disjoin the CAC procedure from the other ones,
by providing a new formulation for the Resource Management problem in which, as far as the CAC is concerned, the
constraint (2.4) is replaced by a different ‘‘nominal’’ constraint,while the satisfaction of the actual LinkAvailability constraint
is demanded to the other Resource Management procedures. This new constraint is formulated with the purpose of
guaranteeing that, once it is satisfied, then the other procedures are certainly capable of finding at least one solution for
Resource Management problems.
The proposed CAC approach is based on the following principle: any flow has the ‘‘right’’ of feeding the domain with a
traffic equal to the minimum guaranteed bit rate Rguar-min(k, i, j, t).
In the light of the above, the proposed CAC will behave by admitting a new connection, or dropping a connection in
progress, at time t , taking into account constraints (2.2), (2.3) and the nominal Link Availability constraint:
L
(Rguar-min)
A (k, i, j, t) ≥ LA−min(k) ∀k, i, j, (3.1)
where L
(Rguar-min)
A (k, i, j, t) stands for the value LA (k, i, j, t)would take in the actual network behaviour if Radm(k, i, j, t)were
replaced by Rguar-min(k, i, j, t).
Let BER(Rguar-min) (k, i, j, t) andD(Rguar-min)(k, i, j, t) respectively denote the nominal Bit Error Rates and transfer delays, that
is the Bit Error Rates and the transfer delays experienced by the various flows at time t in case the domain is fed with the
minimum guaranteed bit rates Rguar-min(k, i, j, t) for all the connections presently in progress.
Considering (2.7-7), the Link Availability L
(Rguar-min)
A (k) relevant to the Service Class k corresponding to the minimum
guaranteed bit rates relevant to all the connections in progress in the domain is the percentage of time, computed during
the selected time interval, in which the following conditions are met:
D(Rguar-min)(k, i, j, t) ≤ Dmax(k) ∀(i, j), (3.2)
BER(Rguar-min)(k, i, j, t) ≤ BERmax(k) ∀(i, j). (3.3)
Note that equivalent of the constraint (2.5) is always satisfied, due to the very definition of Rguar-min(k, i, j, t).
As far as the quality assessment of CAC performance, we follow a similar approach, i.e. we replace the performance index
(2.8) by the value it would take under the above-mentioned assumption that any flow has the right of feeding the domain
with a traffic equal to the minimum guaranteed bit rate Rguar−min(k, i, j, t). This amounts to evaluate the CAC quality over
the time interval [t0, tf ] by:
J ′ =
K∑
k=1
I∑
i=1
J∑
j=1
∫ tf
t0
w (k) Rguar-min (k, i, j, τ ) dτ =
K∑
k=1
I∑
i=1
J∑
j=1
∫ tf
t0
w (k) Rguar-min (k)M(k, i, j, τ )dτ
=
K∑
k=1
I∑
i=1
J∑
j=1
∫ tf
t0
w′ (k) M (k, i, j, τ ) dτ . (3.4)
Note that J ′ turns out to be a weighted sum of (time) averaged total numbers of in-progress connections per Service Class.
These connection numbers have to be described by a suitably defined dynamical stochastic model which will secure
boundedness of its state variables. Therefore a constant will exist such that J ′ is bounded from above by that constant itself.
The block diagram of Fig. 3.1 explains the structure we arrive at after the above considerations.
We first remark that theQoS constraints and the performance index,which in the general ResourceManagement Problem
(see Fig. 2.1) had a coupling effect over the CAC on one side and the other procedures on the other side, now have been split
into two separate sets. This correspond to decoupling the CAC and the other procedures in two feedback loops, in each of
which the other control unit is regarded as an exogenous plant disturbance.
The CAC task will be to monitor the performance of the actual traffic as it results from the offered traffic and from the
processing of the offered traffic itself by the other ResourceManagement procedures. This task is performed in order to figure
outwhether, in case the traffic assumes a level equal to Rguar-min(k, i, j, t), the Link Availability constraint (3.1) is still fulfilled.
Under the above-mentioned behaviour of the CAC, the other procedures will strive to maximize (2.8) to the best they can,
with the constraint (2.4) and the awareness that, as shown in [3], just because of the working framework established by
the CAC, they will always be able to find an admissible solution (at the worst, they will behave as to fix Radm(k, i, j, t) to
Rguar-min(k, i, j, t).
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Fig. 3.1. Decoupled block diagram.
IV. We note that the quantities BER(Rguar−min) (k, i, j, t) and D(Rguar-min) (k, i, j, t) are not available. Thus the CAC should
include a suitable algorithm for their estimation by exploiting available data. The estimates will be denoted by BEˆR(Rguar-min)
(k, i, j, t) and Dˆ(Rguar-min)(k, i, j, t), respectively.
Furthermore, the CACwill provide satisfaction of theQoS constraints in a probabilistic sense over [t, t+∆]; that is, at each
t , it will guarantee that constraints (2.2), (2.3), (3.1)will be satisfied over [t, t+∆]with a sufficiently high probability. This in
turnwill require a proper stochasticmodelling for the behaviour of the domain and suitable prediction procedures. Similarly,
the index (3.4) will be reformulated by substituting J ′ by its mean value Jˆ ′ given as in (3.4) with M(k, i, j, t) substituted by
the corresponding estimate Mˆ (k, i, j, t) (stochastic dynamic control).
4. The proposed CAC structure
The operations that characterize the proposed CAC approach, described in the previous section, are represented in the
block diagram of Fig. 4.1, which expands and details Fig. 3.1 as far as the CAC block is concerned, and specifies the feedback
variables for the CAC control loops.
Note that our CAC approach requires, in addition to the quantities introduced in Sections 2 and 3, the following
information:
◦ Number of attempted connection set-ups per flow Ncon-att (k, i, j, t) occurred at time t .
◦ Number of connection terminations per flow Ncon-ter (k, i, j, t) occurred at time t .
Fig. 4.1 shows that the CAC traffic prediction and CAC optimization are the core of the CAC procedure performed by
the Resource Manager. Such CAC operations are based on (i) the estimates BEˆR(Rguar-min) (k, i, j, t) and Dˆ(Rguar-min)(k, i, j, t),
(ii) the numbers of the connection attempted set-ups and connection terminations (i.e.Ncon-att(k, i, j, t) andNcon-ter(k, i, j, t)),
(iii) the number of in-progress connectionsM(k, i, j, t).
The CAC optimization block, basing on the above-mentioned information partially processed by the prediction block,
computes the following two sets of control variables:
- u(k, i, j, t): the (binary) acceptance control for the flow (k, i, j) at time t . If u(k, i, j, t) = 1 a new connection set-up
attempt occurring at time t and relevant to the flow (k, i, j) is accepted; if u(k, i, j, t) = 0 such a connection set-up is
blocked.
- v(k, i, j, t): the dropping control for the flow (k, i, j) at time t . This control variable denotes the number of connections,
relevant to the flow (k, i, j), which have to be forcedly dropped at time t . The dropping control v(k, i, j, t) is a non-negative
integer not exceedingM(k, i, j, t−).
Now we need to assume a structure for the relationship between BER(k, i, j, t), D(k, i, j, t) and all the relevant Resource
Management quantities. This is indeed a key point. If BER (k, i, j, t), D(k, i, j, t) are considered as explicit functions
(ϕBER, ϕdelay) of a suitable subset of the above-mentioned quantities, then multiplicative loss and delay coefficients
∆BER(k, i, j, t),∆delay(k, i, j, t) should be introduced to implicitly compensate for the effect of the quantities out of that subset.
Thus, as arguments of ϕBER, ϕdelay we shall include all quantities we wish to highlight as explicitly affecting BER(k, i, j, t)
and D(k, i, j, t) respectively.
One possible choice, which will be adopted in the following, is to take the relevant subset of Resource Management
quantities explicitly affecting BER(k, i, j, t) and D(k, i, j, t) as {Radm(h, i, j, t), h = 1, 2, . . . K}. This amounts to assume for
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Fig. 4.1. The proposed CAC procedure approach.
BER(k, i, j, t) and D(k, i, j, t) the following instantaneous (possibly nonlinear) relationships:
BER(k, i, j, t) = ∆BER(k, i, j, t)ϕER[Radm(1, i, j, t), Radm(2, i, j, t), . . . , Radm(K , i, j, t)], (4.1)
D(k, i, j, t) = ∆delay(k, i, j, t)ϕdelay[Radm(1, i, j, t), Radm(2, i, j, t), . . . , Radm(K , i, j, t)], (4.2)
where ∆BER(k, i, j, t) and ∆delay(k, i, j, t) are respectively the loss and delay coefficients of the flow (k, i, j) at time t in the
considered domain, and ϕBER and ϕdelay are suitably selected known functions.
The choice of (4.1), (4.2), appears to be sufficiently encompassing and at the same time allows to substantially simplify
the optimal constrained CAC control problem in that, as we shall see in the following, it splits into a number of independent
optimal control problems, one for each path (i, j).
The losses and delays experienced in the considered domain are periodically measured. Thesemeasurements are subject
to measurement errors BERmeas-err(k, i, j, t) and Dmeas-err(k, i, j, t), respectively. Hence, the measured losses and delays
(indicated as BERmeas(k, i, j, t) and Dmeas(k, i, j, t), respectively) are given by the following relationships:
BERmeas(k, i, j, t) = BER(k, i, j, t)+ BERmeas-err(k, i, j, t), (4.3)
Dmeas(k, i, j, t) = D(k, i, j, t)+ Dmeas-err(k, i, j, t). (4.4)
The above-mentionedmeasurements, along with the knowledge of the admitted bit rates Radm(k, i, j, t), may be used by the
Resource Manager in order to deduce, through a proper prediction process, the estimates of the loss and delay coefficients
(denoted by ∆ˆBER(k, i, j, t) and ∆ˆdelay(k, i, j, t), respectively).
As mentioned above, in order to handle constraints (2.2)–(2.3), we need the (predictive) estimates BEˆR(Rguar-min)(k, i, j, t)
and Dˆ(Rguar-min)(k, i, j, t) of the nominal loss and delay. Assuming (as it appear reasonable) stochastic independence between
each coefficient ∆ and its corresponding function ϕ, the above estimates may be easily obtained by substituting in (4.1),
(4.2) the coefficients∆BER (k, i, j, t) and∆delay(k, i, j, t) by their predictive estimates ∆ˆBER(k, i, j, t) and ∆ˆdelay(k, i, j, t)s and
by substituting:
ϕBER[Radm(1, i, j, t), Radm(2, i, j, t), . . . , Radm(K , i, j, t)]
and
ϕdelay[Radm(1, i, j, t), Radm(2, i, j, t), . . . , Radm(K , i, j, t)],
respectively by:
ϕˆBER[Rguar-min(1, i, j, t), Rguar-min(2, i, j, t), . . . , Rguar-min(K , i, j, t)]
and
ϕˆdelay[Rguar-min(1, i, j, t), Rguar-min(2, i, j, t), . . . , Rguar-min(K , i, j, t)].
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As far as prediction of the loss and delay coefficients is concerned, we note that they appear linearly in the measurement
equations (4.3) and (4.4).Thus, once we describe their time evolution by a suitable (linear) dynamical model, the estimation
problem becomes a standard linear estimation problem, for which the classical well-known Kalman–Bucy filtering and
prediction algorithms are available.
As far as Mˆ(k, i, j, t), Nˆcon-att(k, i, j, t), Nˆcon-ter(k, i, j, t), beingM(k, i, j, t), Ncon-att(k, i, j, t) and Ncon-ter(k, i, j, t) quantities
with no measurement errors, it suffices to propagate the last available values by suitable dynamical models, which account
for the deterministic part of the mobility and connection dynamics (prediction block in Fig. 4.1).
5. Design of the CAC procedure
Aswe shall see in the following, the CAC acts separately on each pair (i, j) of ingoing and outgoing nodes. Thus, from here
on, for sake of simplicity we shall drop the dependence of the various quantities on the pair (i, j) itself.
The problem considered in the previous section is indeed an optimal stochastic control problem in continuous time over
a finite time horizon. Its solution is not an easy task since the answer we look for is a time function, therefore belonging to
an infinite dimensional space, to be searched by suitable stochastic dynamic programming algorithms.
In the following, we propose to decompose the above problem into a sequence of simplified ones. In particular, we
consider the sequence of time instants t0 < t1 < · · · < ti < ti+1 < · · · , with ti+1 − ti = ∆. Over any subinterval
[ti, ti+1), the controls u(k, t), v(k, t), k = 1, 2, . . . K , are assumed to take constant values u(k, ti), v(k, ti) dependent on the
available information Fti up to time ti. Correspondingly, the time horizon in the formulation of the control constraints as
well as of the performance index, is restricted to the above subinterval.
All time dependent quantitieswhich appear in the constraints and in the performance index are therefore to be evaluated
by their predicted values based on the above-mentioned available informationFti .
The advantage we achieve is twofold. On one side, each optimization problem in the sequence is a finite dimensional
one; on the other side the limited horizon disregards the effects of control values on the dynamic behaviour of the system
in future subintervals, thus allowing the solution to be obtained by one shot algorithms.
Moreover, the admissible control values belong indeed to a finite set, which implies that (provided the same set is non-
empty) the optimal solution exists and can, conceptually, be found by direct exhaustive search.
In the following subsections we will detail the content we propose for the functional blocks in Fig. 4.1 that are included
in the CAC procedure, as well as the other ones we need to specify for the design of the procedure itself. It is important
remarking that the proposed content of the various blocks may well be modified in agreement with the specific set-up in
which the CAC operates, without impacting on the CAC structure conceived in the previous Sections, which occurs to be
robust against such contents.
5.1. Mobility and connection dynamics and related prediction
With reference to a given service class k and to any given time t , let us denote by:
- N(t): the number of stand-by users;
- n(k, t): the number of connection attempts of any user relevant to class k, up to time t , with rate λ(k, t);
- m(k, t): the number of naturally terminated connections of class k up to time t , with rate µ(k, t);
- n(e)(k, t): the number of mobile users (if any) relevant to class k arriving from outside the reference domain with a
connection in progress, up to time t , with rate λ(e)(k, t);
- m(e)(k, t): the number of departed mobile users (if any) relevant to class k from the reference domain with a connection
in progress, up to time t , with rate µ(e)(k, t).
A dynamical model for the traffic in a given reference domain may be developed in the context of birth and death
processes, along with the following assumptions. Let us consider the control time interval [t0, tf ]. The time behaviour of
M(k, t), k = 1, 2, . . . , K , is that one of stochastic (right continuous) birth and death processes, with birth rate given by:
u(k, t)λ(k, t)N(t)+ λ(e)(k, t) (5.1)
and death rate given by:
µ(k, t)M(k, t)+ µ(e)(k, t)M(k, t). (5.2)
Similarly, N(t) is a stochastic (right continuous) birth and death process; for sake of simplicity in the following N(t)will be
assumed to be constant, and equal to N(ti), in each subinterval [ti, ti+1).
The dynamical model for the traffic of a given domain in its environment (see Fig. 5.1) is given by the following stochastic
differential equations, with suitable initial conditions:
dM(k, t) = u(k, ti)λ(k, t)N(ti)dt + u(k, ti)[dn(k, t)− λ(k, t)N(ti)dt] +λ(e)(k, t)dt
+ [dn(e)(k, t)−λ(e)(k, t)dt] − µ(k, t)M(k, t)dt − [dm(k, t)− µ(k, t)M(k, t)dt]
−µ(e)(k, t)M(k, t)dt + [dm(e)(k, t)−µ(e)(k, t)M(k, t)dt] t ∈ [ti, ti+1), k = 1, 2, . . . K (5.3)
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Fig. 5.1. The reference domain in its environment.
with:
M(k, ti) = M(k, t−i )− v(k, ti), M(k, t0) = 0.
Processesm(k, t),m(e)(k, t), n(k, t), n(e)(k, t) are assumed to be independent counting processes (over a suitable probability
space)with zero value at t0, andwith corresponding intensities so that each term in square brackets is amartingale. Note that
n(k, t) andm(k, t)+m(e)(k, t), coincide with the already introduced processes Ncon-att(k, t) and Ncon-ter(k, t), respectively.
The model is then made up by K stochastic differential equations which describe the time evolution of processes
M(k, ·), k = 1, 2, . . . K . All rates appearing in the model are assumed known over the whole considered time interval.
From (5.3) the prediction estimates Mˆ(k, t), nˆ(k, t), mˆ(k, t) + mˆ(e)(k, t) of M(k, t), n(k, t) and m(k, t) + m(e)(k, t)
respectively (outputs of the prediction block in Fig. 4.1) are defined by the linear system of differential equations:
dMˆ(k, t) = u(k, ti)λ(k, t)N(ti) dt + λ(e)(k, t)dt − [µ(k, t)+ µ(e)(k, t)]Mˆ(k, t)dt,
t ∈ [ti, ti+1), k = 1, 2, . . . K (5.4)
with:
Mˆ(k, ti) = M(k, t−i )− v(k, ti)
dnˆ(k, t) = λ(k, t)N(ti)dt, t ∈ [ti, ti+1), k = 1, 2, . . . K (5.5)
with:
nˆ(k, ti) = n(k, ti)
d(mˆ(k, t)+ mˆ(e)(k, t)) = [µ(k, t)+ µ(e)(k, t)]Mˆ(k, t)dt t ∈ [ti, ti+1), k = 1, 2, . . . K (5.6)
with:
mˆ(k, ti)+ mˆ(e)(k, ti) = m(k, ti)+m(e)(k, ti).
5.2. Loss and delay coefficients’ dynamics and prediction. Prediction of nominal loss and delay
As far as the dynamics of the loss and delay coefficients, we assume them to be described by suitably defined linear
stochastic models. The stochastic features of the models is called for by the need of accounting for the intrinsic uncertainty
in the coefficients value and/or time behaviour. On the other hand, linearity is a convenient property that we have to secure
in order to deal with the subsequent prediction and filtering problems.
We shall assume that, in the case stochasticity is waived, the value of each coefficient at any time t ∈ [ti, ti+1), be a
convex combination of its last available value (in ti) and of its time discounted past average over [t0, ti).
For any (loss or delay) coefficient, say x(t), the simplest model which features this property is obtained by introducing
an additional dummy variable y(t) and adopting the equations:
dx(t) = −βx(t)dt + βγ y(t)dt + σdw(t), (5.7)
dy(t) = x(t)dt − γ y(t)dt, y(t0) = 0, (5.8)
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where w(t) is a Wiener process, x(t0) is a suitably defined Gaussian random variable, and β , γ , σ are suitable positive
constants. Indeed, the solution for (5.7) is easily checked to satisfy:
x(t) =
[
γ
β + γ +
β
β + γ e
−(β+γ )(t−ti)
]
x(ti)+ β
β + γ
(
1− e−(β+γ )(t−ti)) y(ti)
+
∫ t
t0
(
γ
β + γ +
β
β + γ e
−(β+γ )(t−τ)
)
σdw(τ), (5.9)
y(t) =
∫ t
t0
e−γ (t−τ)x(τ )dτ , t ∈ [ti, ti+1). (5.10)
Thus, the dynamics for ∆BER(k, t), ∆delay(k, t), k = 1, 2, . . . K , will be assumed to be described by the following two
dimensional linear stochastic models:
d∆BER(k, t) = −βBER(k)∆BER(k, t)dt + βBER(k)γBER(k)ΛBER(k, t)dt + σBERdwBER(k, t), (5.11)
dΛBER(k, t) = ∆BER(k, t)dt − γBERΛBER(k, t)dt,
with:
ΛBER(k, t0) = 0
and:
d∆delay(k, t) = −βdelay(k)∆delay(k, t)dt + βdelay(k)γdelay(k)Λdelay(k, t)dt + σdelaydwdelay(k, t), (5.12)
dΛdelay(k, t) = ∆delay(k, t)dt − γdelayΛdelay(k, t)dt,
with:
Λdelay(k, t0) = 0.
In (5.11), (5.12), wBER(t) and wdelay(t) are independent Wiener processes, k = 1, 2, . . . K , while βBER(k), βdelay(k), γBER(k),
γdelay(k), and σBER, σdelay, k = 1, 2, . . . K , are suitably chosen positive constants.
The initial conditions ∆BER(k, t0), ∆delay(k, t0), will be taken as independent Gaussian random variables, with mean
∆ˆBER(k, t0), ∆ˆdelay(k, t0) and variances ψBER(k, t0), ψDelay(k, t0), respectively, k = 1, 2, . . . K .
From the general solution (5.9) we easily solve the prediction problem for∆BER(k, t),∆delay(k, t), over [ti, ti+1) givenFti .
Denoting by ∆ˆBER(k, t), ∆ˆdelay(k, t) their predicted estimates, we have:
∆ˆBER(k, t) =
[
γBER (k)
βBER (k)+ γBER (k) +
βBER (k)
βBER (k)+ γBER (k)e
−(βBER(k)+γBER(k))(t−ti)
]
∆ˆBER(k, ti)
+ βBER (k)
βBER (k)+ γBER (k)
(
1− e−(βBER(k)+γBER(k))(t−ti)) ΛˆBER(k, ti), t ∈ [ti, ti+1), k = 1, 2, . . . K (5.13)
∆ˆdelay(k, t) =
[
γdelay (k)
βdelay (k)+ γdelay (k) +
βdelay (k)
βdelay (k)+ γdelay (k)e
−(βdelay(k)+γdelay(k))(t−ti)
]
∆ˆdelay(k, ti)
+ βdelay (k)
βdelay (k)+ γdelay (k)
(
1− e−(βdelay(k)+γdelay(k))(t−ti)
)
Λˆdelay(k, ti)
t ∈ [ti, ti+1), k = 1, 2, . . . K . (5.14)
Eqs. (5.13) and (5.14) allow to compute ∆ˆBER(k, t), ∆ˆdelay(k, t), t ∈ [ti, ti+1) once we are given ∆ˆBER(k, ti), ∆ˆdelay(k, ti),
ΛˆBER(k, ti), Λˆdelay(k, ti).
These latter quantities, in turn, may be computed as the output of a filtering algorithm, which arises from coupling the
state equations (5.11) (5.12) with the measurement equations obtained by replacing (4.1), (4.2) into (4.3), (4.4):
BERmeas(k, t) = ∆BER(k, t)ϕBER[Radm(1, t), . . . , Radm(K , t)] + BERmeas-err(k, t), (5.15)
Dmeas(k, t) = ∆delay(k, t)ϕdelay[Radm(1, t), . . . , Radm(K , t)] + Dmeas-err(k, t). (5.16)
The measurement errors BERmeas-err(k, t) and Dmeas-err(k, t) are assumed to be Gaussian white noise processes, with known
means and variances. The solution of the above-mentioned filtering problem is provided by the well-known Kalman–Bucy
filter. The corresponding algorithm will have a continuous or discrete time feature according to the continuous or discrete
nature of the measurement time set in (5.15), (5.16).
As far as the prediction of ϕBER, ϕdelay, we make the simplifying assumption that they feature a linear property, and in
particular we assume:
ϕBER[Radm(1, t), . . . , Radm(K , t)] = ϕdelay[Radm(1, t), . . . , Radm(K , t)] =
K∑
k=1
Radm (k, t) . (5.17)
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Recalling (2.1) we then have:
BEˆR(Rguar-min)(k, t) = ∆ˆBER(k, t)
K∑
k=1
Rˆguar-min (k, t) = ∆ˆBER(k, t)
K∑
k=1
Mˆ (k, t) Rguar-min (k) , (5.18)
Dˆ(Rguar-min)(k, t) = ∆ˆdelay(k, t)
K∑
k=1
Rˆguar-min (k, t) = ∆ˆdelay(k, t)
K∑
k=1
Mˆ (k, t) Rguar-min (k) , (5.19)
where Mˆ (k, t) is provided by the solution of Eq. (5.4).
Note that in the summations in (5.17)–(5.19) onemight introduce suitableweighting coefficients to account (if requested)
for possible non-uniform cross-effects of one service class with respect to the others, e.g. due to different coding and
modulation.
5.3. CAC optimization: Quality of service constraints and performance evaluation
In this subsection we analyze the problem of choosing for each subinterval [ti, ti+1) the values of controls u(k, ti),
v(k, ti), k = 1, 2, . . . K , which maximize the quality index (3.4) while respecting the QoS constraints (2.2), (2.3), (3.1).
More specifically, we shall discuss in order the blocking probability constraint (2.2), the dropping probability constraint
(2.3), the link availability constraint (3.1), and we shall formulate the corresponding inequalities in terms of u(k, ti), v(k, ti).
The quality index will be given a (linear) structure, again in terms of the same control variables. As already mentioned at
the point IV of Section 3, these constraints will be reinterpreted in a probabilistic sense.
As is well known, given a non-negative random variable xwith mean value E {x}, the Markov inequality guarantees that:
P(x > xM) ≤ E {x}xM ∀xM > 0.
Therefore the condition
P(x > xM) ≥ 1− α, (5.20)
is satisfied as soon as:
E {x} ≤ α xM . (5.21)
With reference to the three QoS constraints (2.2), (2.3), (3.1), to be discussed in the following, the same constraints will be
reinterpreted over each time interval [ti, ti+1) in the sense of (5.20), and therefore suitably strengthened by constraints of
the type (5.21) where E{x}means E{x|Fti} and x′M = αxM is the new threshold value.
5.3.1. Blocking probability constraint
The (predicted) blocking frequencyΠb(k, ti+1) for the class k over the time interval [t0, ti+1] givenFti is computed as:
Πb (k, ti+1) =
∫ ti
t0
[1− u(k, τ )] dn(k, τ )+ E {[1− u(k, ti)] [n(k, ti+1)− n(k, ti)] |Fti}
n(k, ti)+ E
[
n(k, ti+1)− n(k, ti)|Fti
]
= 1−
i−1∑
h=0
u(k, th) [n(k, th+1)− n(k, th)]+ u(k, ti)E
[
n(k, ti+1)− n(k, ti)|Fti
]
n(k, ti)+ E
[
n(k, ti+1)− n(k, ti)|Fti
]
= 1−
i−1∑
h=0
u(k, th) [n(k, th+1)− n(k, th)]+ u(k, ti)N(ti)
∫ ti+1
ti
λ(k, τ )dτ
n(k, ti)+ N(ti)
∫ ti+1
ti
λ(k, τ )dτ
. (5.22)
Taking (2.2) into account, one gets a (linear) constraint for u(k, ti) of the form:
u(k, ti) ∈ {0, 1} , u(k, ti) ≥ δ(k, ti), (5.23)
where:
δ(k, ti) = 1−Πb-max(k)+
i−1∑
h=0
[1−Πb-max(k)− u (k, th)] [n (k, th+1)− n (k, th)]
N(ti)
∫ ti+1
ti
λ(k, τ )dτ
(5.24)
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5.3.2. Dropping probability constraint
The (predicted) dropping frequencyΠd(k, ti+1) for the service class k over the time interval [t0, ti+1) given Fti is computed
as:
Πd(k, ti+1) =
i−1∑
h=0
v(k, th)+ v(k, ti)
m(k, ti)+m(e)(k, ti)+ E
[
m(k, ti+1)+m(e)(k, ti+1)−m(k, ti)−m(e)(k, ti)|Fti
]
=
i−1∑
h=0
v(k, th)+ v(k, ti)
m(k, ti)+m(e)(k, ti)+
∫ ti+1
ti
[
µ (k, τ )+ µ(e) (k, τ )] Mˆ(k, τ )dτ , (5.25)
where Mˆ(k, τ ), τ ∈ [ti, ti+1) is provided by (5.4) as a function of (u(k, ti), v(k, ti)). Taking (2.3) into account, one gets a
(linear) constraint for v(k, ti) of the form:
v(k, ti)∈
{
0, 1, . . . ,M(k, t−i )
}
, v(k, ti) ≤ ζ (k, ti, u(k, ti)), (5.26)
where:
ζ (k, ti, u(k, ti)) = Πd-max(k)
[
m (k, ti)+m(e) (k, ti)+
∫ ti+1
ti
[
µ (k, τ )+ µ(e) (k, τ )] Mˆ(k, τ )dτ]
−
i−1∑
h=0
v (k, th) (5.27)
5.3.3. Link availability constraint
Defined IA(k, t) as the indicator function of the event:
A(k, t) = ABER(k, t) ∩ AD(k, t), (5.28)
whereABER(k, t) andAD (k, t) are the events respectively corresponding toBER(Rguar-min)(k, t) ≤ BERmax(k) andD(Rguar-min)(k, t)
≤ Dmax(k), the (predicted) Link Availability L(Rguar-min)A (k, ti+1) for the service class k over the time interval [t0, ti+1) given Fti
is computed as:
LA(k, ti+1) =
∫ ti
t0
IA(k, τ )dτ + E
{∫ ti+1
ti
IA(k, τ )dτ |Fti
}
ti+1 − t0 . (5.29)
Being
∫ ti
t0
IA(k, τ )dτ already known by time ti, we focus our attention on the second term
E
{∫ ti+1
ti
IA(k, τ )dτ |Fti
}
=
∫ ti+1
ti
P(A(k, τ )|Fti)dτ . (5.30)
It is evident from (4.1), (4.2), (5.17) that BER(Rguar-min)(k, t) and D(Rguar-min)(k, t), t ∈ [ti, ti+1] are independent conditionally
onFti . Therefore (5.30) becomes:
E
{∫ ti+1
ti
IA(k, τ )dτ |Fti
}
=
∫ ti+1
ti
P
(
ABER (k, τ ) |Fti
)
P
(
AD (k, τ ) |Fti
)
dτ . (5.31)
Using the Markov inequality, (5.31) admits a lower bound as:
E
{∫ ti+1
ti
IA(k, τ )dτ |Fti
}
≥
∫ ti+1
ti
(
1− Dˆ
(Rguar-min)(k, τ )
DMax
)
+
(
1− BEˆR
(Rguar-min)(k, τ )
BERMax
)
+
dτ
= ψ (u (h, ti) , v (k, ti) ; h = 1, 2, . . . K , k = 1, 2, . . . K) (5.32)
where (a)+ = max{0, a}.
By integrating (5.4) and substituting the value of Mˆ(k, t) thus, obtained into (5.18), (5.19), we see that both factors
in the RHS integral of (5.32) are for each τ ∈ [ti, ti+1) non-negative monotone non-increasing functions w. r. t. u(k, ti),
h = 1, 2, . . . K , and monotone non-decreasing functions w. r. t. v(k, ti), k = 1, 2, . . . K .
It follows that the integral ψ at the RHS of (5.32) enjoys the same behaviour w.r.t. the control variables.
Recalling (3.1), (5.20), (5.21), it appears that a sufficient condition for:
P(L
(Rguar-min)
A (k, ti+1) > LA-min(k)) ≥ 1− α
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is:
ψ (u (h, ti) , v (k, ti) ; h = 1, 2, . . . K , k = 1, 2, . . . K) ≥ 1− α′ (5.33)
with:
α′ = α (1− LA-min(k))+
∫ ti
t0
IA (k, τ ) dτ
ti+1 − t0 . (5.34)
5.3.4. Performance index
As it appears from (3.4), and the remarks at the end of Section 3 and at the beginning of Section 5, the performance index
for the overall CAC problem, with reference to the considered subinterval [ti, ti+1], is:
Jˆ ′ (u (k, i, j, ti) , v (k, i, j, ti) , k = 1, . . . , K , i = 1, . . . I, j = 1, . . . , J) =
K∑
k=1
I∑
i=1
J∑
j=1
∫ ti+1
ti
w′ (k) Mˆ (k, i, j, τ ) dτ . (5.35)
We saw from (5.23), (5.26) and (5.33) that the constraints on the control variables independently act for each path (i, j).
Thus the overall constrained optimal control problem splits in a set of separate constrained optimal control problems, one
for each path (i, j), defined by constraints (5.23), (5.26), (5.33). Therefore in the following we shall refer to a single path and
shall drop the path notation (i, j) in all symbols.
In particular for each control problem related to the path (i, j) the performance index is:
Jˆ ′ (u (k, ti) , v (k, ti) , k = 1, . . . , K) =
K∑
k=1
∫ ti+1
ti
w′(k)Mˆ(k, τ )dτ . (5.36)
6. Solution of the optimal control problem
As we mentioned at the beginning of Section 5, the original optimal control problem is decomposed in a sequence of
optimal control sub-problems, one for each time instant ti, i = 1, 2, . . .
Let us denote by Ωi the set of admissible controls at time ti, that is the set of values {u (k, ti) , v (k, ti) k = 1, 2, . . . K}
which satisfy constraints (5.23), (5.26), (5.33). A solution of the optimal control sub-problem at time ti, if any, is a set
{uo (k, ti) , vo (k, ti) ; k = 1, 2, . . . K} ∈ Ωi which maximizes the performance index (5.36).
Being the admissible control set Ωi finite, an optimal solution exists whenever Ωi itself is non-empty. A necessary and
sufficient set of conditions for that is easily obtained from the above-mentioned constraints themselves.
Let us further denote by Ω ′i ⊃ Ωi the set {u (k, ti) , v (k, ti) k = 1, 2, . . . K} of controls which satisfy constraints (5.23),
(5.26).
Lemma 6.1. A necessary and sufficient set of conditions for Ω ′i to be non-empty is:
δ (k, ti) ≤ 1, ζ (k, ti, 1) ≥ 0, k = 1, 2, . . . , K . (6.1)
Proof. Sufficiency of (6.1) follows from the existence inΩ ′i of the point {u (k, ti) = 1, v (k, ti) = 0k = 1, 2, . . . K}.
No point inΩ ′i exists if, for some k, δ (k, ti) > 1 (this for (5.23) would imply u (k, ti) > 1), or if ζ (k, ti, 1) < 0 (which for
(5.26) would imply ζ (k, ti, 0) < 0 as well, and therefore v (k, ti) < 0).
Necessity of (6.1) follows. 
WheneverΩ ′i is non-empty, for each k = 1, 2, . . . , K , let us denote by vukM (k, ti) the highest possible value of v(k, ti) for
the points inΩ ′i corresponding to u (k, ti) = uk, with uk = 0 or 1.
Now we introduce the setΩ ′′i as:
Ω ′′i =
{(
0, v0M (k, ti)
)
,
(
1, v1M (k, ti)
)
, k = 1, 2, . . . K} ∩Ω ′i .
Theorem 6.2. A necessary and sufficient set of condition for Ωi to be non-empty is:
δ (k, ti) ≤ 1, ζ (k, ti, 1) ≥ 0, k = 1, 2, . . . , K , (6.2)
max
Ω ′′i
{ψ (u (h, ti) , v (k, ti) ; h = 1, 2, . . . K , k = 1, 2, . . . K)} ≥ 1− α′, (6.3)
where ψ and α′ are respectively defined in (5.32) and (5.34).
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Proof. From Lemma 6.1 it follows that (6.2) is necessary for Ω ′i (and therefore Ωi) to be non-empty. It is also sufficient
for Ω ′i to be non-empty, in which case (6.3) provides a point in Ω
′
i which satisfies constraint (5.33), thus proving Ωi to be
non-empty. If (6.2) holds, but (6.3) fails, then no point inΩ ′i satisfies (5.33), so thatΩi is empty. 
Taking the above facts into account, we suggest the following operative procedure in order to compute a solution of the
optimal control problem in each subinterval [ti, ti+1), if any; or, in case such a solution does not exist (Ωi = ∅), to provide
hints for the search of a possible suboptimal solution.
We note that the check of condition (6.3) implies a direct search over a finite setΩ ′′i , which is qualitatively equivalent to
the direct search of an optimal solution overΩi. Therefore the procedure we suggest consists of the following steps:
(i) Direct check of non-emptiness ofΩi;
(ii) In caseΩi 6= ∅, direct search overΩi of an optimal solution and the procedure stops;
(iii) In caseΩi = ∅, an admissible solution does not exist. In this case, Theorem 6.2may provides hints for the identification
of constraints to possibly be relaxed, as well as the choice of the corresponding control variables, so as to achieve a
suboptimal solution.
7. Concluding remarks
As it appears from the current literature, the Connection Admission control Problem is usually dealt with in a technology
dependent context, not coordinated with the other resource management tasks, and solved by ad hoc recipes quite often
with on a heuristic basis [6–12].
As a consequence, the adopted solution may turn out to be far from optimality. Moreover they might not necessarily
positively interactwith the other procedures specifically devoted to dynamic resource allocation, congestion control, routing
and scheduling.
In this paper we present an innovative approach to the Connection Admission Control Problem, which intends to
overcome the above-mentioned shortcomings.
More specifically, we comply with the following requirements:
1. Independence from the specific technological nature of the network;
2. Coordination and coherent decoupling with the other Resource Management Procedures;
3. Optimality of the solution with respect to a performance index defined in terms of the total throughput;
4. Robustness of the solution against parameter variations and noise effects, due to its feedback structure;
5. Account for the forecast of future evolution of the network over a short-range time scale.
Future developments of the present research line will include testing of the proposed procedure against simulated and real
traffic data, as well as a comparison of its performance with respect to other procedures available in the literature.
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