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Abstract
We compare three finite element based methods designed for two-sided
bounds of eigenvalues of symmetric elliptic second order operators. The first
method is known as the Lehmann–Goerisch method. The second method is
based on Crouzeix–Raviart nonconforming finite element method. The third
one is a combination of generalized Weinstein and Kato bounds with com-
plementarity based estimators. We concisely describe these methods and use
them to solve three numerical examples. We compare their accuracy, com-
putational performance, and generality in both the lowest and higher order
case.
Keywords: lower bound, spectrum, finite element method, guaranteed bounds,
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1 Introduction
The standard conforming finite element discretization of symmetric second order
elliptic eigenvalue problems [4, 8] is very efficient and since it is a special case of
the Ritz–Galerkin method, it yields natural upper bounds on the exact eigenvalues.
Interestingly, lower bounds are much more difficult to compute. The problem of
lower bounds attracts attention for many decades. Lower bounds of Temple [40]
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from 1928 and Weinstein [45] from 1937 were generalized by Kato [24] in 1949 and
subsequently by Harrell [18]. In a sense optimal lower bounds are due to Lehmann
[27, 28]. These bounds were made computational by Goerisch [15]. Lower bounds on
eigenvalues are still a subject of active research, see for example interesting ideas in
[17, 25, 26, 38]. The Lehmann–Goerisch method, see [6] and the overview in [37], is
formulated in an abstract way using linear operators on Hilbert spaces and it is not
straightforward to use these results in the context of the finite element method. A
practical approach how to compute eigenvalue inclusions by the Lehmann–Goerisch
method using the finite element method is described in [7] and we use this approach
below as the first method for the comparison.
Papers [32, 34] propose to compute lower bounds on eigenvalues by employing
conforming finite elements and computable estimates of an interpolation constant.
This constant is estimated by solving a dense matrix eigenvalue problem, which may
be time consuming. Results [11, 12] bring an idea to use nonconforming elements,
where the interpolation constant is explicitly known. This result was subsequently
improved in [31] by removing the separation condition for higher eigenvalues and
by providing sharper value for the interpolation constant. We choose the method
based on nonconforming Crouzeix–Raviart elements with explicitly known interpo-
lation constant [12, 31] as the second one for the comparison. We note that there
exist several methods for lower bounds on eigenvalues based on nonconforming finite
elements, see e.g. [3, 35, 2, 22, 23, 29, 30, 46, 47]. However, the distinctive feature
of the chosen method is that it does not require an a priori information about the
spectrum and provides guaranteed lower bounds even on rough meshes.
The third method, we present and compare, is based on a combination of Wein-
stein and Kato bounds generalized to the weak setting with complementarity based
estimators. This method was recently proposed in [44] and it is a generalization of
the approach from [39].
Generality of the chosen methods varies. The method based on Crouzeix–Raviart
elements is the least general, because the needed interpolation constant is explicitly
known for simple operators, such as the Laplace [12, 31] and biharmonic [11] opera-
tors. This is also the reason, why we choose the Laplace eigenvalue problem for the
comparison. We seek eigenvalues λi and eigenfunctions ui 6= 0, i = 1, 2, . . . , defined
in an open bounded Lipschitz domain Ω ⊂ R2 such that
−∆ui = λiui in Ω, (1)
ui = 0 on ∂Ω.
The weak formulation of this problem is based on the Sobolev space V = H10 (Ω) of
square integrable functions with square integrable distributional derivatives and zero
traces on the boundary ∂Ω. Denoting the L2(Ω) inner product by (·, ·), the weak
2
formulation reads: find λi ∈ R and ui ∈ V , ui 6= 0, such that
(∇ui,∇v) = λi(ui, v) ∀v ∈ V. (2)
It is well known [4, 8] that eigenvalues λi are positive and form a countable sequence
tending to infinity. We consider the natural enumeration 0 < λ1 ≤ λ2 ≤ · · · and
repeat these eigenvalues according to their multiplicities. The goal is to use the three
chosen methods and compute lower and upper bounds for the first m eigenvalues.
The subsequent Sections 2–4 describe the three methods we compare. Section 5
presents the numerical performance of the three methods on a square domain, where
the analytic solution is known. Section 6 provides results for a dumbbell shaped
domain, where the analytic solution is not available, and Section 7 presents the case
of an asymmetric domain. Performance of higher order versions of these methods is
numerically illustrated in Section 8. Finally, Section 9 draws the conclusions.
2 The Lehmann–Goerisch method
This section describes the Lehmann–Goerisch method [15, 27, 28] and in particular
its implementation from [7]. The upper bound on eigenvalues is obtained by the
standard conforming finite element method. For simplicity, the domain Ω is consid-
ered to be a polygon. The standard finite element triangulation of Ω is denoted by
Th and the finite element space of order k is defined as
Vh = {vh ∈ V : vh|K ∈ Pk(K) ∀K ∈ Th}, (3)
where Pk(K) is the space of polynomials of degree at most k on the triangle K. The
finite element approximation of problem (1) consists of seeking eigenvalues Λh,i ∈ R
and corresponding eigenfunctions uh,i ∈ Vh such that
(∇uh,i,∇vh) = Λh,i(uh,i, vh) ∀vh ∈ Vh. (4)
Approximate eigenvalues are naturally ordered 0 < Λh,1 ≤ Λh,2 ≤ · · · and repeated
according to their multiplicities. It is well known [4, 8] that for sufficiently smooth
eigenfunctions the convergence order of approximate eigenvalues Λh,i is 2k as the
mesh size h tends to zero and that they provide upper bounds on the exact eigen-
values: λi ≤ Λh,i for all i = 1, 2, . . . , dimVh.
Lower bounds on eigenvalues are based on the result provided in [7, Theorem 2.1].
For the readers’ convenience, we present this result here as Theorem 1. Note that
W = H(div,Ω) denotes the space of square integrable vector fields with square
integrable divergence.
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Theorem 1. Let (u˜i, σ˜i) ∈ V ×W , i = 1, 2, . . . , n, and ρ > 0, γ > 0 be arbitrary.
Define matrices M ,N ∈ Rn×n with entries
M ij = (∇u˜i,∇u˜j) + (γ − ρ)(u˜i, u˜j),
N ij = (∇u˜i,∇u˜j) + (γ − 2ρ)(u˜i, u˜j) + ρ2(σ˜i, σ˜j) + (ρ2/γ)(u˜i + div σ˜i, u˜j + div σ˜j).
Suppose, that the matrix N is positive definite, and let
µ1 ≤ µ2 ≤ · · · ≤ µn
be eigenvalues of the generalized eigenvalue problem
Myi = µiNyi, i = 1, 2, . . . , n. (5)
Then, for all i such that µi < 0, the interval
[ρ− γ − ρ/(1− µi), ρ− γ)
contains at least i eigenvalues of the continuous problem (2).
Functions u˜i ∈ V and σ˜i ∈ W in Theorem 1 are in general arbitrary, but in
order to obtain accurate bounds, they should approximate the exact eigenfunction
ui and the corresponding flux (λi + γ)
−1∇ui, respectively. The natural choice for u˜i
is the finite element approximation uh,i. We will follow [7] and choose the flux σ˜i as
a solution σh,i of a saddle point problem solved by the mixed finite element method.
Note that this idea is closely related to approaches called dual finite elements in
[19, 20, 21] and the complementarity technique in [42, 43]. Denoting by
RTk(K) = [Pk(K)]
2 ⊕ xPk(K) (6)
the local Raviart–Thomas space on the element K ∈ Th, the flux reconstruction σh,i
is sought in the global space
Wh = {σh ∈H(div,Ω) : σh|K ∈ RTk(K) ∀K ∈ Th},
and the Lagrange multipliers in
Qh = {qh ∈ L2(Ω) : qh|K ∈ Pk(K) ∀K ∈ Th}.
The mixed finite element problem then reads: find (σh,i, qh,i) ∈Wh ×Qh such that
(σh,i,wh) + (qh,i, divwh) = 0 ∀wh ∈Wh, (7)
(divσh,i, ϕh) = (−uh,i, ϕh) ∀ϕh ∈ Qh, (8)
where uh,i ∈ Vh is the finite element approximation (4).
4
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Figure 1: Comparison of choices RT0(K) and RT1(K) in the definition of Wh for
the lowest order case (k = 1). Figures show convergence curves of the Lehmann–
Goerisch method for the first eigenvalue in the square (left), dumbbell shaped domain
(middle), and chopped off square (right). For more information about these examples
see Sections 5–7 below.
Paper [7] proposes to choose RTk−1(K) in definitions of spaces Wh (and conse-
quently Pk−1(K) in the definition of Qh) and [7, Remark 2.5] justifies O(hk) conver-
gence of the resulting lower bound. However, in test examples the optimal O(h2k)
convergence rate for regular eigenfunctions is observed for the choice RTk(K), see
also [1]. This is illustrated in Figure 1 for the lowest order case (k = 1), where the
O(h) rate corresponds to slope 0.5 and O(h2) to slope 1.
To obtain lower bounds on eigenvalues based on Theorem 1, an a priori informa-
tion about eigenvalues is needed. Namely, if ρ− γ ≤ λs+1 for some index s ≥ 1 then
Theorem 1 provides lower bounds
ρ− γ − ρ/(1− µi) ≤ λs+1−i ∀i = 1, 2, . . . ,min{s, n}. (9)
Thus, if an a priori lower bound on at least one exact eigenvalue is known then lower
bounds on eigenvalues below this one can be computed by (9).
Numerical examples below use an a priori known lower bounds λm+1 = `
CR
m+1 on
λm+1 computed by the method based on Crouzeix–Raviart elements
1 described in
Section 3. Utilizing this information, accurate lower bounds on the firstm eigenvalues
are obtained as follows.
1. Compute the standard finite element approximations (4) of the first m eigen-
pairs (Λh,i, uh,i) ∈ R × Vh, i = 1, 2, . . . ,m. This provides upper bounds Λh,i,
i = 1, 2, . . . ,m, on the exact eigenvalues.
2. Find σh,i ∈Wh for i = 1, 2, . . . ,m by solving (7)–(8).
1Let me thank the anonymous referee for pointing this idea out.
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3. Apply Theorem 1 with u˜i = uh,i, σ˜i = σh,i, i = 1, 2, . . . ,m, γ = ‖uh,m + divσh,m‖L2(Ω)
and ρ = λm+1 + γ. Assemble matrices M and N and find eigenvalues µ1 ≤
µ2 ≤ · · · ≤ µm. Check assumptions of the positive definiteness of N and of
the negativity of µi. If they are satisfied then compute lower bound (9). In
particular, choose s = m and i = m+ 1− j in (9) and get
`LGj = ρ− γ − ρ/ (1− µm+1−j) ≤ λj, j = 1, 2, . . . , n.
Note that the description of the Lehmann–Goerisch method provided here is
tailored to the test problem (1). In [7], the method is described for the Laplace
eigenvalue problem with mixed homogeneous Dirichlet and Neumann boundary con-
ditions. However, it is clearly not limited to such simple problems and can be
straightforwardly generalized to problems with reaction terms and with variable dif-
fusion and reaction coefficients.
3 The method based on Crouzeix–Raviart elements
This section describes the method from [12, 31]. We will refer to it as the CR
method, because it is based on Crouzeix–Raviart finite elements. The lowest-order
variant is introduced, because a higher order version is not available. Considering
the triangulation Th of Ω as above and the space of piecewise affine and in general
discontinuous functions
P1(Th) = {vh ∈ L2(Ω) : vh|K ∈ P1(K)},
we define the standard Crouzeix–Raviart finite element space V CRh ⊂ P1(Th) of func-
tions vh ∈ P1(Th) that are continuous in midpoints of all interior edge of Th and
vanish at midpoints of all boundary edges of Th.
The Crouzeix–Raviart approximate eigenpairs (λCRh,i , u
CR
h,i ) ∈ R × V CRh , uCRh,i 6= 0,
of problem (1) are defined by the relation
(∇uCRh,i ,∇vh) = λCRh,i (uCRh,i , vh) ∀vh ∈ V CRh . (10)
Approximate eigenvalues λCRh,i are proved to be below the exact eigenvalues λi for
sufficiently fine meshes, but for very rough meshes it is not difficult to construct
an example such that λCRh,i is above λi, see [12]. The idea of explicit estimates of
the interpolation constant enables us to construct simple lower bounds on exact
eigenvalues for arbitrary meshes. It is proved in [12, Theorem 3.2 and 5.1] and [31,
Theorem 2.1] that
`CRi ≤ λi for `CRi =
λCRh,i
1 + κ2λCRh,i h
2
max
, ∀i = 1, 2, . . . , (11)
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where hmax = maxK∈Th diamK is the largest of all diameters of elements in the
triangulation Th and κ2 is a universal constant. We use the optimal bound κ ≤ 0.1893
from [31] in the subsequent numerical examples.
Concerning the upper bound on eigenvalues, we can well use the standard con-
forming finite element approximations given by (4). This would, however, mean to
solve one more matrix eigenvalue problem. Instead, we can use the well known idea
[35, 12] of a conforming quasi-interpolation of the already computed nonconforming
eigenfunction u˜CRh,i . The common Oswald quasi-interpolation operator [36] would be
a straightforward approach to use, but it does not provide as accurate results as the
quasi-interpolation proposed in [10] and used in [12]. This quasi-interpolation oper-
ator is defined as ICM : V CRh → V ∗h , where V ∗h = {vh ∈ V : vh|K ∈ P1(K) ∀K ∈ T ∗h }
and T ∗h is the uniform (red) refinement of the triangulation Th such that all triangles
in Th are refined into four similar subtriangles of T ∗h . If Nh stands for the set of all
vertices of the triangulation Th and Eh for the set of all edges in Th and if vCRh ∈ V CRh
is arbitrary then
(ICMvCRh ) (z) =

0 if z lies on ∂Ω,
vCRh (z) if z is the midpoint of an edge γ ∈ Eh, γ 6⊂ ∂Ω,
vmin(z) if z ∈ Nh \ ∂Ω.
The function vmin is determined by a one-dimensional minimization on the patch
ω∗z of elements from T ∗h sharing the vertex z. We set Vz = {vh ∈ C(ω∗z) : vh|K ∈
P1(K) for all K ∈ T ∗h , K ⊂ ω∗z, and vh = vCRh on ∂ω∗z} and determine vmin ∈ Vz as
the unique minimizer of
min
vh∈Vz
∥∥∇vCRh −∇vh∥∥L2(ω∗z) .
Then Rayleigh quotients constructed from u∗h,i = ICMu˜CRh,i provide upper bounds in
a standard way.
In particular, since the goal is to obtain lower and upper bounds for the first m
eigenvalues, we proceed according to the following algorithm.
1. Solve the Crouzeix–Raviart eigenvalue problem (10) for i = 1, 2, . . . ,m.
2. Use these approximations and compute lower bounds `CRi by (11) for i =
1, 2, . . . ,m.
3. Construct the uniform (red) refinement T ∗h of the mesh Th and interpolants
u∗h,i = ICMu˜CRh,i for i = 1, 2, . . . ,m.
4. Using the standard Ritz–Galerkin method, assemble matrices S,Q ∈ Rm×m
with entries Sj,k = (∇u∗h,j,∇u∗h,k) and Qj,k = (u∗h,j, u∗h,k) and solve the matrix
eigenvalue problem
Syi = Λ
∗
iQyi, i = 1, 2, . . . ,m,
7
see also [35]. Sort these eigenvalues such that Λ∗1 ≤ Λ∗2 ≤ · · · ≤ Λ∗m and obtain
upper bounds
λi ≤ Λ∗i for i = 1, 2, . . . ,m.
4 The complementarity method
This section describes the method introduced in [44] which is refer to as the comple-
mentarity method. It is based on the standard conforming finite element approxima-
tion (4). Lower bounds on eigenvalues are obtained by a combination of generalized
Weinstein [45] and Kato [24] bounds. A crucial point is that the energy norm of the
weak representative of the residual is bounded using the complementarity technique
and local flux reconstruction [9], see also [13, 14].
The triangulation Th of the domain Ω is considered as above and the finite element
approximate eigenpair (Λh,i, uh,i) ∈ R × Vh as in (4). Based on the gradient ∇uh,i
of the approximate eigenvector, a suitable flux qh,i ∈ H(div,Ω) is constructed.
This flux is computed by solving small mixed finite element problems on patches of
elements sharing a single vertex. Let z ∈ Nh be a vertex in Th and let Tz be the set
of those elements in Th that z is one of their vertices. The patch of elements sharing
the vertex z is denoted by ωz = int
⋃{K : K ∈ Tz}. If z is an interior vertex then
we set Γextωz = ∂ωz and if z lies on the boundary ∂Ω then we set Γ
ext
ωz = ∂ωz \ ∂Ω.
Denoting by nωz the unit outward facing normal vector to ∂ωz, spaces
Wz =
{
wh ∈H(div, ωz) : wh|K ∈ RTk(K) ∀K ∈ Tz and wh · nωz = 0 on Γextωz
}
and
P∗k(Tz) =
{ {vh ∈ Pk(Tz) : ∫ωz vh dx = 0} for interior vertices z ∈ Nh \ ∂Ω,Pk(Tz) for boundary vertices z ∈ Nh ∩ ∂Ω.
are defined. Recall that spaces RTk(K) were introduced in (6) and Pk(Tz) stands
for the space of piecewise polynomials of degree at most k that are in general discon-
tinuous. Further, ψz stands for the standard piecewise affine and continuous finite
element hat function associated with the vertex z ∈ Nh. Function ψz has value one
at z and vanishes at all other vertices of the triangulation Th. We also introduce the
residual
rz,i = Λh,iψzuh,i −∇ψz · ∇uh,i.
The flux reconstruction qh,i ∈H(div,Ω) is then defined as
qh,i =
∑
z∈Nh
qz,i, (12)
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where qz,i ∈Wz together with dz,i ∈ P∗k(Tz) solves the mixed finite element problem
(qz,i,wh)ωz − (dz,i, divwh)ωz = (ψz∇uh,i,wh)ωz ∀wh ∈Wz, (13)
−(div qz,i, ϕh)ωz = (rz,i, ϕh)ωz ∀ϕh ∈ P∗k(Tz). (14)
The reconstructed flux qh,i is used to define the error estimator
ηi =
∥∥∇uh,i − qh,i∥∥L2(Ω) . (15)
This is finally used to define two lower bounds on eigenvalues
`Weini =
1
4
(
−ηi +
√
η2i + 4Λh,i
)2
, (16)
`Kato(s),i = Λh,i
(
1 + νλh,i
s∑
j=i
η2j
Λ2h,j(ν − Λh,j)
)−1
, (17)
where ν is assumed to be greater than Λh,s for some index s ≥ i. The generalized
Weinstein bound `Weini is proved [44, Theorem 2.3] to satisfy
`Weini ≤ λi
provided the closeness assumption
√
λi−1λi ≤ Λh,i ≤
√
λiλi+1 holds. Similarly, by
[44, Theorem 2.5] the generalized Kato bound `Kato(s),i satisfies
`Kato(s),i ≤ λi
if λs−1 ≤ Λh,s < ν ≤ λs+1. The first inequality in this chain is automatically satisfied,
because the finite element eigenvalue Λh,s is an upper bound to λs. The second
inequality can easily be verified, because both Λh,s and ν are available. Thus, it is
only the assumption ν ≤ λs+1 that represents the needed a priori information about
the spectrum. Namely, ν is an a priori known lower bound on an exact eigenvalue
in the exactly same way as ρ − γ is the a priori known lower bound needed in the
Lehmann–Goerisch method, see the assumption above (9).
Lower bound (16) has a suboptimal rate of convergence, therefore the bound (17)
is preferred. On the other hand, the bound (16) is quite robust. In all numerical
experiments we performed it provided lower bounds on eigenvalues. Even in cases
where the relative closeness assumption was clearly not satisfied. Therefore, we
propose to combine bounds (16) and (17) in a recursive manner and compute lower
bounds on the first m eigenvalues using an a priori known lower bound λm+1 on
λm+1. As in the Lehmann–Goerisch method, we choose λm+1 = `
CR
m+1 computed by
the CR method. The detailed algorithm reads as follows.
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1. Compute the standard finite element approximations (Λh,i, uh,i) ∈ R × Vh,
i = 1, 2, . . . ,m, of the first m eigenpairs according to (4). This provides upper
bounds Λh,i, i = 1, 2, . . . ,m, on the exact eigenvalues.
2. For all i = 1, 2, . . . ,m and all vertices z ∈ Nh, solve local patch problems
(13)–(14), construct the flux qh,i as in (12), and compute ηi by (15).
3. Evaluate lower bounds `Weini using (16) for i = 1, 2, . . . ,m and set `
Kato
m+1 = λm+1.
4. For n = m,m− 1, . . . , 1 do the following steps.
• Set ν = `Katon+1 .
• If Λh,n < ν compute `Kato(n),i by (17) for i = 1, 2, . . . , n.
• The lower bound on λn is
`Katon = max{`Kato(n),n, `Kato(n+1),n, . . . , `Kato(m),n},
where lower bounds `Kato(j),n for j = n, n + 1, . . . ,m are considered only if
they are defined.
5. As the final lower bound on λi set
`cmpli = max{`Weini , `Katoi }, i = 1, 2, . . . ,m. (18)
The less accurate but sometimes easily available Weinstein bound λm+1 = `
Wein
m+1
can also be used as the needed a priori lower bound for both Kato and Lehmann–
Goerisch methods. In this case, numerical experiments show (results not presented)
that almost the same accuracy as for the choice λm+1 = `
CR
m+1 is reached on sufficiently
fine meshes, but the convergence is delayed.
5 Numerical results – a square domain
This section computes two-sided bounds of the first m = 10 eigenvalues of problem
(1) in a square Ω = (0, pi)2. These bounds are computed by using the three methods
described in Sections 2–4 and their numerical performance is compared. In order to
obtain results comparable with the CR method, the order k = 1 is chosen for both
the Lehmann–Goerisch and complementarity methods. The exact eigenvalues and
eigenfunctions are in this case well known to be
λi,j = i
2 + j2, ui,j(x, y) = sin(ix) sin(jy), i, j = 1, 2, . . . ,
see the fifth column of Table 1. Notice that four out of the first six distinct eigenvalues
are doubled.
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lower bound lower bound lower bound exact upper bound
Lehmann–Goerisch CR method complementarity value Ritz–Galerkin
λ1 1.99999574 1.99999042 1.99999791 2 2.00000266
λ2 4.99994696 4.99994719 4.99992537 5 5.00001360
λ3 4.99994696 4.99994719 4.99996801 5 5.00001720
λ4 7.99967683 7.99984672 7.99982872 8 8.00003922
λ5 9.99918816 9.99981070 9.99951065 10 10.0000555
λ6 9.99918824 9.99981070 9.99977495 10 10.0000614
λ7 12.9970717 12.9996149 12.9991638 13 13.0000903
λ8 12.9970717 12.9996149 12.9995981 13 13.0001125
λ9 16.9688191 16.9994843 16.9937086 17 17.0001645
λ10 16.9688191 16.9994843 16.9969011 17 17.0001686
Table 1: Square domain. Eigenvalue bounds computed on the finest meshes. The
mesh sizes of the finest meshes were h = 0.0123 for the Lehmann–Goerisch method,
h = 0.0061 for the CR method, and h = 0.0031 for the complementarity method.
For all three methods the same triangulations are used. The initial rough trian-
gulation is shown in Figure 2 (left). Then a sequence of nested meshes is obtained
by successive uniform (red) refinement. This means that each triangle of the original
mesh is refined into four similar subtriangles.
Given a mesh Th of this sequence, the lower and upper bounds of eigenvalues are
computed by all three methods. In particular, the required a priori lower bounds
λm+1 on λm+1 is computed by the CR method on the current mesh Th for both the
Lehmann–Goerisch and complementarity methods. The three methods, however,
use different types of finite elements and consequently, they require to solve matrix
problems of different sizes. Therefore, we compare their accuracy with respect to the
number of degrees of freedom corresponding to the largest matrix problem that has to
be solved. To be more specific, we chooseNmix = dimWh+dimQh to be the reference
number of degrees of freedom for the Lehmann–Goerisch method, because the mixed
finite element problem (7)–(8) is considerably larger than problem (4) and its solution
consumes most of the computational time. For the CR method, we naturally choose
NCR = dimV CRh as the reference number of degrees of freedom, although the upper
bound computed by this method requires the refined mesh T ∗h and the interpolation
ICMu˜CRh,i with more degrees of freedom then NCR. This interpolation, however, can
be done locally on patches and does not consume the majority of the computational
time. Finally, for the complementarity method we choose N conf = dimVh as the
reference number of degrees of freedom. This method also requires the construction
of fluxes qh,i which corresponds to a larger number of degrees of freedom, but again
these fluxes can be computed efficiently by solving small local problems on patches.
The number of degrees of freedom needed by the Lehmann–Goerisch method is
11
Figure 2: Initial triangulations of the square domain (left), the dumbbell shaped
domain (middle), and the chopped off square (right).
the largest and we are able to refine the initial mesh 8 times. The CR method requires
less degrees of freedom and allows 9 uniform refinements of the initial mesh. The
complementarity method has the smallest number of degrees of freedom and enables
10 refinements. Results obtained on the finest available meshes by the lowest order
methods are reported in Table 1 together with the upper bound Λh,i computed by
the Ritz–Galerkin method (4).
Figures 3–4 present sizes of eigenvalue enclosures, i.e. the differences between
the computed upper and lower bound. More precisely the enclosure size for the
eigenvalue λi is given by Λh,i − `LGi for the Lehmann–Goerisch method, by Λ∗i − `CRi
for the CR method, and by Λh,i−`cmpli for the complementarity method. Figures 3–4
show the convergence of these enclosures as the mesh is uniformly refined and the
number of degrees of freedom increases. We immediately observe that if N stands for
the respective number of degrees of freedom then the enclosures converge as O(N−1)
for all three methods, see the experimental orders of convergence indicated in these
figures. If h = maxK∈Th diamK stands for the standard mesh size parameter then
this corresponds to the expected O(h2) convergence [4, 8].
We also observe that the complementarity and CR methods provide the small-
est eigenvalue enclosure with respect to the needed number of degrees of freedom.
The Lehmann–Goerisch method closely follows. However, for larger eigenvalues
the Lehmann–Goerisch and complementarity methods lag behind. The Lehmann–
Goerisch method requires a large number of degrees of freedom and we are not able
to refine the meshes as much as for the CR and especially for the complementarity
method. Therefore, we observe larger eigenvalue inclusions than for the other two
methods. On rough meshes the Lehmann–Goerisch method does not provide lower
bounds on smaller eigenvalues, because the used a priori lower bound is not suffi-
ciently accurate. By employing an a priori information about eigenvalues smaller
than λ11 we could however obtain competitive lower bounds on smaller eigenvalues
even by the Lehmann–Goerisch method.
The convergence curve for the complementarity method typically shows subopti-
mal slope on rough meshes and optimal slope on fine meshes. This is caused by the
12
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Figure 3: Square domain. Convergence of enclosure sizes of eigenvalues λ1, λ2,
. . . , λ6 computed by the lowest order Lehmann–Goerisch, CR, and complementarity
methods. Triangles indicate experimental orders of convergence.
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Figure 4: Square domain. Enclosure sizes of eigenvalues λ7, λ8, . . . , λ10 obtained by
the lowest order Lehmann–Goerisch, CR, and complementarity methods. Triangles
indicate experimental orders of convergence.
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lower bound lower bound lower bound upper bound
Lehmann–Goerisch CR method complementarity Ritz–Galerkin
λ1 1.9556896 1.95565230 1.95569083 1.95582583
λ2 1.96058965 1.96055131 1.96064783 1.96071159
λ3 4.79930938 4.80005018 4.79979095 4.80091560
λ4 4.82860260 4.82924108 4.82940402 4.83002932
λ5 4.99635717 4.99648459 4.99667320 4.99686964
λ6 4.99637117 4.99649844 4.99678524 4.99688342
λ7 7.98319666 7.98599709 7.98582092 7.98704483
λ8 7.98326415 7.98606433 7.98650019 7.98711174
λ9 9.34945616 9.35480997 9.33633170 9.35772093
λ10 9.50362132 9.50864166 9.49999525 9.51119420
Table 2: Dumbbell shaped domain. Eigenvalue bounds computed on the finest
meshes. The mesh sizes of the finest meshes were h = 0.0368 for the Lehmann–
Goerisch method, h = 0.0184 for the CR method, and h = 0.0092 for the comple-
mentarity method.
combination of the Weinstein bound `Weini and the Kato bound `
Kato
i , see (18). We
actually see `Weini on rough meshes and `
Kato
i on fine meshes.
Further observation is that enclosure sizes of lower eigenvalues are smaller than
enclosure sizes of higher eigenvalues. All methods provide less accurate results as the
index of the eigenvalue increases. This effect is highlighted in our results, because we
present absolute sizes of enclosures. However, we would observe the loss of accuracy
for the higher eigenvalues even if we plotted relative sizes of enclosures weighted by
sizes of corresponding eigenvalues.
6 Numerical results – a dumbbell shaped domain
This section applies the three methods described in Sections 2–4 to compute lower
and upper bounds on the first m = 10 eigenvalues of the problem proposed in
[41]. It is the eigenvalue problem (1) posed in the dumbbell shaped domain Ω =
(0, pi)2∪[pi, 5pi/4]×(3pi/8, 5pi/8)∪(5pi/4, 9pi/4)×(0, pi), see Figure 2 (middle). This is a
more realistic example, where the exact eigenvalues are not known. For consistency
with the CR method, the Lehmann–Goerisch and complementarity methods are
considered of order k = 1.
The three methods are compared using the same methodology as in the previous
section. The initial triangulation is depicted in Figure 2 (middle). For the Lehmann–
Goerisch method we were able to refine the mesh 6 times, for the CR method 7 times,
and for the complementarity method 8 times. Table 2 reports the computed lower
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Figure 5: Dumbbell shaped domain. Enclosure sizes of eigenvalues λ1, λ2, . . . , λ6
obtained by the lowest order Lehmann–Goerisch, CR, and complementarity methods.
Triangles indicate experimental orders of convergence.
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Figure 6: Dumbbell shaped domain. Enclosure sizes of eigenvalues λ7, λ8, . . . , λ10
obtained by the lowest order Lehmann–Goerisch, CR, and complementarity methods.
Triangles indicate experimental orders of convergence.
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and upper bounds on the finest available meshes for all three methods. We observe
that although the two-sided bounds are quite tight, the enclosing intervals overlap
for λ5 and λ6 and for λ7 and λ8. On this level of accuracy, we cannot decide whether
these two pairs are multiple or isolated eigenvalues. On the other hand, λ1 and λ2 as
well as λ3 and λ4 are tight pairs of eigenvalues and the computed two-sided bounds
are sufficiently accurate to show that they are all isolated.
Figures 5–6 present sizes of eigenvalue enclosures for eigenvalues λ1, λ2, . . . , λ10
and their dependence on the number of degrees freedom. We recall that the number
of degrees of freedom corresponds to Nmix = dimWh + dimQh for the Lehmann–
Goerisch method, to NCR = dimV CRh for the CR method, and to N
conf = dimVh for
the complementarity method. In this example the complementarity and CR methods
provide again the most accurate results with respect to the needed number of degrees
of freedom. The convergence rates are in several cases spoiled by singularities of
eigenvectors at reentrant corners of the domain. Optimal rates could be achieved
by the adaptive mesh refinement, but this is not the goal of this paper. As in the
previous example, the Lehmann–Goerisch method yields only slightly less accurate
results than the other two methods for the smallest eigenvalues, however, for larger
eigenvalues the differences are larger. The wider enclosure sizes of the Lehmann–
Goerisch method are due to the large number of degrees of freedom it requires,
because we are not able to refine the meshes as much as for the CR and especially
the complementary method. In accordance with the previous example absolute sizes
of eigenvalue enclosures increase for higher eigenvalues for all three methods.
7 Numerical results – chopped off square
In order to test the presented methods on a domain without obvious symmetries, we
consider the domain Ω depicted in Figure 2 (right). It is the square (0, pi)2 with an
asymmetrically removed corner. The removed corner is the right-angle triangle with
vertices (0.8pi, pi), (pi, 0.9pi), and (pi, pi). Again, lower and upper bounds are computed
by the three presented methods for the first m = 10 eigenvalues. The order of the
Lehmann–Goerisch and complementarity methods is k = 1 for consistency. The
exact eigenvalues are not known, but they are supposed to be close to eigenvalues of
the square computed in Section 5.
The three methods are compared using the same methodology as in the above
sections. The initial mesh is illustrated in Figure 2 (right). This time there is no
obvious symmetry in the problem and the mesh is not symmetric. For the Lehmann–
Goerisch method we succeeded to refine the mesh 6 times, for the CR method 7 times,
and for the complementarity method 8 times. The eigenvalue bounds obtained on the
finest available meshes are presented Table 3. Convergence curves of the lowest order
versions of all three methods on a series of uniformly refined meshes are reported in
18
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Figure 7: Chopped off square. Enclosure sizes of eigenvalues λ1, λ2, . . . , λ6 ob-
tained by the lowest order Lehmann–Goerisch, CR, and complementarity methods.
Triangles indicate experimental orders of convergence.
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Figure 8: Chopped off square. Enclosure sizes of eigenvalues λ7, λ8, . . . , λ10
obtained by the lowest order Lehmann–Goerisch, CR, and complementarity methods.
Triangles indicate experimental orders of convergence.
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lower bound lower bound lower bound upper bound
Lehmann–Goerisch CR method complementarity Ritz–Galerkin
λ1 2.00428875 2.00428589 2.00429114 2.00429304
λ2 4.99999175 4.99999709 5.00000218 5.00004190
λ3 5.03006005 5.03006713 5.03009172 5.03011214
λ4 8.05214209 8.05226769 8.05228797 8.05238463
λ5 9.99994012 10.0003563 10.0002639 10.0005314
λ6 10.0547637 10.0551768 10.0552239 10.0553595
λ7 12.9989536 13.0004808 13.0003594 13.0007870
λ8 13.1960062 13.1977998 13.1978755 13.1981073
λ9 16.9839761 17.0022290 16.9998586 17.0027346
λ10 17.0432010 17.0643490 17.0633160 17.0648692
Table 3: Chopped off square. Eigenvalue bounds computed on the finest meshes.
The mesh sizes of the finest meshes were h = 0.0112 for the Lehmann–Goerisch
method, h = 0.0056 for the CR method, and h = 0.0028 for the complementarity
method.
Figures 7–8.
Resulting enclosure sizes are similar to those for the square, see Section 5. The
complementarity and CR methods produce the smallest eigenvalue enclosures for the
given number of degrees of freedom. The Lehmann–Goerisch method closely follows
due to reasons mentioned above.
8 Numerical results – higher order
Both the Lehmann–Goerisch and complementarity methods have natural higher or-
der versions. This section compares their numerical performance for orders k =
1, 2, . . . , 5. The CR method is not included, because its higher order version is not
available.
Figure 8 compares convergence curves of the first eigenvalue with respect to
the number of degrees of freedom for the square, dumbbell shaped domain, and
the chopped off square. Domains, uniformly refined meshes, a priori known lower
bounds, and other parameters are the same as in Sections 5–7, except for the order
k.
The observed experimental orders of convergence for the square domain are close
to the expected optimal rates for both methods. Enclosure sizes computed by the
Lehmann–Goerisch method of order k = 3, 4, 5 hit the limiting accuracy around
10−13, where inaccuracies of the algebraic solver of the large saddle point problem
(7)–(8) probably start to dominate. Inaccuracies of the algebraic solver of local
21
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Figure 9: Comparison of higher order Lehmann–Goerisch (left column) and comple-
mentarity (right column) methods for the square (top row), dumbbell shaped domain
(middle row), and chopped off square (bottom row). Graphs show the dependence
of enclosure sizes of the first eigenvalue with respect to the number of degrees of
freedom.
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problems (13)–(14) are smaller and enclosure sizes computed by the complementarity
method reach the machine precision for k = 3, 4, 5.
For the dumbbell shaped domain the optimal rates of convergence are not achieved
due to singularities of eigenfunctions in reentrant corners. Experimental rates of
convergence of enclosure sizes computed by both methods are around 0.7 for all
k = 1, 2, . . . , 5. In spite of this fact higher order versions produce more accurate
results than lower order versions.
Concerning the square with chopped off corner, the optimal rate of convergence
for both the Lehmann–Goerisch and complementarity methods is observed in the
first order case only. Higher order versions of both methods exhibit experimental
rates of convergence around 1.2. This is caused by the loss of regularity of exact
eigenfunctions in obtuse corners, see [16] where the regularity of the solution of
Laplace equation is shown to decrease as the size of the largest angle of the polygonal
domain increase.
Optimal rates of convergence for general polygonal domains could be achieved by
employing a mesh adaptive algorithm. All presented methods can be combined with
an adaptive algorithm, but the corresponding numerical comparison is beyond the
scope of this paper. We only note that localized version of quantity (15) computed
in the complementarity method can be directly used to guide the adaptive mesh
refinement [44].
Results for higher eigenvalues are similar. To illustrate the accuracy, Table 4
presents eigenvalue bounds computed by the fifth order Lehmann–Goerisch and com-
plementarity methods on the finest meshes for the dumbbell shaped domain and the
chopped off square. The corresponding bounds for the square are all computed to the
level comparable to the machine precision and we do not present them. We observe
that both methods achieve comparable accuracy even for higher eigenvalues.
9 Conclusions
Two-sided bounds of the first ten eigenvalues of the Dirichlet Laplacian were com-
puted for three numerical examples. For this purpose, the Lehmann–Goerisch, CR,
and complementarity methods were employed on a series of uniformly refined meshes
and their accuracy was compared. All methods exhibit the optimal rate of conver-
gence and the most accurate lower bounds with respect to the chosen numbers of
degrees of freedom were obtained by the complementarity and CR methods for the
lowest order case and by Lehmann–Goerisch and complementarity method in the
higher order case.
For the lowest order case, the Lehmann–Goerisch method lags behind the other
two methods in terms of the accuracy with respect to the number of degrees of
freedom, because it requires to solve the large mixed finite element problem (7)–
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dumbbell shaped domain chopped off square
lower bound lower bound upper bound lower bound lower bound upper bound
Leh–Goerisch complement. Rayleigh–Ritz Leh–Goerisch complement. Rayleigh–Ritz
λ1 1.95576583 1.95575050 1.95580337 2.0042919800 2.0042919809 2.0042919821
λ2 1.96065834 1.96066662 1.96069147 5.0000350014 5.0000349937 5.0000350016
λ3 4.80050602 4.80044073 4.80080422 5.0301050037 5.0301050107 5.0301050229
λ4 4.82967840 4.82975419 4.82993162 8.0523670425 8.0523670504 8.0523670844
λ5 4.99682476 4.99682068 4.99683908 10.000502720 10.000502692 10.000502725
λ6 4.99683861 4.99684369 4.99685288 10.055330923 10.055330952 10.055330983
λ7 7.98680901 7.98678047 7.98697548 13.000742583 13.000742537 13.000742596
λ8 7.98687662 7.98694514 7.98704246 13.198058648 13.198058881 13.198058972
λ9 9.34821025 9.35022960 9.35732779 17.002654432 17.002654500 17.002654654
λ10 9.50171274 9.50727405 9.51086516 17.064780396 17.064780837 17.064780947
Table 4: Eigenvalue bounds computed by the fifth order Lehmann–Goerisch and
complementarity methods on the finest meshes for the dumbbell shaped domain and
the chopped off square. The mesh sizes of the finest meshes hLG and hcmpl for the
Lehmann–Goerisch and complementarity methods, respectively, were hLG = 0.0736
and hcmpl = 0.0368 for the dumbbell shaped domain and hLG = 0.0224 and hcmpl =
0.0112 for the chopped off square.
(8). If fluxes σh,i were computed locally and efficiently as in the complementarity
method then the convergence curves of the Lehmann–Goerisch method would be
shifted considerably to the left, see Figures 3–8, and the method would probably
outperform the other two. A serious disadvantage of this method is the need of the a
priori lower bounds on eigenvalues. In [7] it is proposed to use the homotopy method
to obtain them. The homotopy method, however, seems to be difficult to automatize
in the context of the finite element method. On the other hand, an advantage of
the Lehmann–Goerisch method is its generality and the fact that it is well developed
in the literature. It can be generalized even to indefinite problems and to problems
with essential spectrum. For example, its variant was used in [5] to find eigenvalue
enclosures for the Maxwell eigenvalue problem. Another advantage of the Lehmann–
Goerisch method is its straightforward generalization to higher order finite elements.
If the computed eigenfunctions are smooth and do not contain singularities then the
higher order approach provides high-precision results even on uniform meshes, see
also [33].
Concerning the CR method, we mention that the dimension of the space V CRh is
larger than the dimension of Vh with k = 1, which is used as a base space for the
lowest order version of the other two methods. Nevertheless, it is still considerably
less than the number of degrees of freedom for the mixed finite element problem (7)–
(8). The distinctive feature of the CR method is that it provides guaranteed lower
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bounds even on rough meshes and that it does not require any a priori information
about the exact eigenvalues. The a priori information is not needed thanks to the
explicitly known value of the interpolation constant κ. However, this constant is
explicitly known only for specific operators, such as the Laplacian and biharmonic
operator and for specific choices of finite elements, such as Crouzeix–Raviart and
Morley elements.
The complementarity method is based on conforming finite elements and its low-
est order version provides comparable accuracy as the CR method with respect to
the number of degrees of freedom. Similarly as the Lehmann–Goerisch method, it
requires an a priori information about the exact eigenvalues.
Another similarity to the Lehmann–Goerisch method is that the complementarity
method can be straightforwardly generalized to more complex problems. A difference
is that flux reconstruction in the complementarity method is computed by solving
small mixed finite element problems on patches of elements. These problems are
independent and can be easily solved in parallel.
Higher order versions of both the Lehmann–Goerisch and complementarity meth-
ods provide highly accurate two-sided bounds on eigenvalues. In the case of smooth
eigenfunctions, the enclosure sizes computed by the complementarity method reached
the level of machine precision. Even in the case of less regular eigenfunctions and
uniformly refined meshes, the higher order methods provide considerably higher ac-
curacy than the lowest order methods.
To conclude, we are convinced that two-sided bounds of eigenvalues are highly
relevant to compute, because they enable reliable control of the accuracy of the
computed approximations. We believe that the presented methods are of practical
value, because they are applicable in the context of the standard finite element
method. We also believe that the presented results enable practitioners to choose
the most suitable method for their purposes. Finally, we believe that these results
encourage them to compute both upper and lower bounds on eigenvalues, because
they enable full control of the accuracy and yield highly reliable numerical results.
Acknowledgements
The author would like to thank anonymous referees for useful suggestions that lead to
improvements of the paper, for proposing the example without obvious symmetries
presented in Section 7, and for proposing the comparison of higher order methods
in Section 8. Further, the author gratefully acknowledges the support of Neuron
Fund for Support of Science, project no. 24/2016, and the institutional support
RVO 67985840.
25
References
[1] Mark Ainsworth and Toma´sˇ Vejchodsky´, Robust error bounds for finite element
approximation of reaction-diffusion problems with non-constant reaction coeffi-
cient in arbitrary space dimension, Comput. Methods Appl. Mech. Engrg. 281
(2014), 184–199.
[2] Andrey Andreev and Milena Racheva, Two-sided bounds of eigenvalues of
second-and fourth-order elliptic operators, Appl. Math. 59 (2014), no. 4, 371–
390.
[3] Mar´ıa G. Armentano and Ricardo G. Dura´n, Asymptotic lower bounds for eigen-
values by nonconforming finite element methods, Electron. Trans. Numer. Anal.
17 (2004), 93–101 (electronic).
[4] Ivo Babusˇka and John E. Osborn, Eigenvalue problems, Handbook of numerical
analysis, Vol. II (Amsterdam), North-Holland, Amsterdam, 1991, pp. 641–787.
[5] G. R. Barrenechea, L. Boulton, and N. Boussa¨ıd, Finite element eigenvalue
enclosures for the Maxwell operator, SIAM J. Sci. Comput. 36 (2014), no. 6,
A2887–A2906.
[6] H. Behnke and F. Goerisch, Inclusions for eigenvalues of selfadjoint problems,
Topics in validated computations (Oldenburg, 1993), Stud. Comput. Math.,
vol. 5, North-Holland, Amsterdam, 1994, pp. 277–322.
[7] Henning Behnke, Ulrich Mertins, Michael Plum, and Christian Wieners, Eigen-
value inclusions via domain decomposition., Proc. R. Soc. Lond., Ser. A, Math.
Phys. Eng. Sci. 456 (2000), no. 2003, 2717–2730 (English).
[8] Daniele Boffi, Finite element approximation of eigenvalue problems, Acta Nu-
mer. 19 (2010), 1–120.
[9] Dietrich Braess and Joachim Scho¨berl, Equilibrated residual error estimator for
edge elements, Math. Comp. 77 (2008), no. 262, 651–672.
[10] C. Carstensen and C. Merdon, Computational survey on a posteriori error es-
timators for nonconforming finite element methods for the Poisson problem, J.
Comput. Appl. Math. 249 (2013), 74–94.
[11] Carsten Carstensen and Dietmar Gallistl, Guaranteed lower eigenvalue bounds
for the biharmonic equation, Numer. Math. 126 (2014), no. 1, 33–51.
[12] Carsten Carstensen and Joscha Gedicke, Guaranteed lower bounds for eigenval-
ues, Math. Comp. 83 (2014), no. 290, 2605–2629.
26
[13] Vı´t Dolejˇs´ı, Alexandre Ern, and Martin Vohral´ık, hp-adaptation driven by
polynomial-degree-robust a posteriori error estimates for elliptic problems, SIAM
J. Sci. Comput. 38 (2016), no. 5, A3220–A3246.
[14] Alexandre Ern and Martin Vohral´ık, Adaptive inexact Newton methods with a
posteriori stopping criteria for nonlinear diffusion PDEs, SIAM J. Sci. Comput.
35 (2013), no. 4, A1761–A1791.
[15] F. Goerisch and H. Haunhorst, Eigenwertschranken fu¨r Eigenwertaufgaben mit
partiellen Differentialgleichungen, Z. Angew. Math. Mech. 65 (1985), no. 3,
129–135.
[16] P. Grisvard, Proble`mes aux limites dans les polygones. Mode d’emploi, EDF
Bull. Direction E´tudes Rech. Se´r. C Math. Inform. (1986), no. 1, 3, 21–59.
[17] Luka Grubiˇsic´ and Jeffrey S. Ovall, On estimators for eigenvalue/eigenvector
approximations, Math. Comp. 78 (2009), no. 266, 739–770.
[18] Evans M. Harrell, Generalizations of Temple’s inequality, Proc. Amer. Math.
Soc. 69 (1978), no. 2, 271–276.
[19] Jaroslav Haslinger and Ivan Hlava´cˇek, Convergence of a finite element method
based on the dual variational formulation, Apl. Mat. 21 (1976), no. 1, 43–65.
[20] Ivan Hlava´cˇek, Some equilibrium and mixed models in the finite element method,
Mathematical models and numerical methods (Papers, Fifth Semester, Stefan
Banach Internat. Math. Center, Warsaw, 1975) (Warsaw), Banach Center Publ.,
vol. 3, PWN, Warsaw, 1978, pp. 147–165.
[21] Ivan Hlava´cˇek and Michal Krˇ´ızˇek, Internal finite element approximations in the
dual variational method for second order elliptic problems with curved bound-
aries, Apl. Mat. 29 (1984), no. 1, 52–69.
[22] Jun Hu, Yunqing Huang, and Qun Lin, Lower bounds for eigenvalues of elliptic
operators: by nonconforming finite element methods, J. Sci. Comput. 61 (2014),
no. 1, 196–221.
[23] Jun Hu, Yunqing Huang, and Quan Shen, The lower/upper bound property of
approximate eigenvalues by nonconforming finite element methods for elliptic
operators, J. Sci. Comput. 58 (2014), no. 3, 574–591.
[24] Tosio Kato, On the upper and lower bounds of eigenvalues, J. Phys. Soc. Japan
4 (1949), 334–339.
27
[25] K. Kobayashi, On the interpolation constants over triangular elements, Ap-
plications of Mathematics 2015 (Prague) (J. Brandts, S. Korotov, M. Krˇ´ızˇek,
K. Segeth, J. Sˇ´ıstek, and T. Vejchodsky´, eds.), Institute of Mathematics CAS,
Prague, 2015, pp. 110–124.
[26] Yu. A. Kuznetsov and S. I. Repin, Guaranteed lower bounds of the smallest
eigenvalues of elliptic differential operators, J. Numer. Math. 21 (2013), no. 2,
135–156.
[27] N. Joachim Lehmann, Beitra¨ge zur numerischen Lo¨sung linearer Eigenwert-
probleme. I, Z. Angew. Math. Mech. 29 (1949), 341–356.
[28] , Beitra¨ge zur numerischen Lo¨sung linearer Eigenwertprobleme. II, Z.
Angew. Math. Mech. 30 (1950), 1–16.
[29] Qun Lin, Fusheng Luo, and Hehu Xie, A posterior error estimator and lower
bound of a nonconforming finite element method, J. Comput. Appl. Math. 265
(2014), 243–254.
[30] Qun Lin, Hehu Xie, Fusheng Luo, Yu Li, and Yidu Yang, Stokes eigenvalue
approximations from below with nonconforming mixed finite element methods,
Math. Pract. Theory 40 (2010), no. 19, 157–168.
[31] Xuefeng Liu, A framework of verified eigenvalue bounds for self-adjoint differ-
ential operators, Appl. Math. Comput. 267 (2015), 341–355.
[32] Xuefeng Liu and Shin’ichi Oishi, Verified eigenvalue evaluation for Laplace op-
erator on arbitrary polygonal domain, Proceedings of RIMS workshop held on
18–21 October 2010, vol. 1733, RIMS Kokyuroku, 2011, pp. 31–39.
[33] , Guaranteed high-precision estimation for P0 interpolation constants on
triangular finite elements, Jpn. J. Ind. Appl. Math. 30 (2013), no. 3, 635–652.
[34] , Verified eigenvalue evaluation for the Laplacian over polygonal domains
of arbitrary shape, SIAM J. Numer. Anal. 51 (2013), no. 3, 1634–1654.
[35] Fusheng Luo, Qun Lin, and Hehu Xie, Computing the lower and upper bounds of
Laplace eigenvalue problem: by combining conforming and nonconforming finite
element methods, Sci. China Math. 55 (2012), no. 5, 1069–1082.
[36] Peter Oswald, Multilevel finite element approximation, B. G. Teubner, Stuttgart,
1994, Theory and applications.
28
[37] Michael Plum, Guaranteed numerical bounds for eigenvalues, Spectral theory
and computational methods of Sturm-Liouville problems (Knoxville, TN, 1996),
Lecture Notes in Pure and Appl. Math., vol. 191, Dekker, New York, 1997,
pp. 313–332.
[38] S. I. Repin, Computable majorants of constants in the Poincare´ and Friedrichs
inequalities, J. Math. Sci. (N. Y.) 186 (2012), no. 2, 307–321, Problems in
mathematical analysis. No. 66.
[39] Ivana Sˇebestova´ and Toma´sˇ Vejchodsky´, Two-sided bounds for eigenvalues of
differential operators with applications to Friedrichs, Poincare´, trace, and sim-
ilar constants, SIAM J. Numer. Anal. 52 (2014), no. 1, 308–329.
[40] G. Temple, The theory of Rayleigh’s principle as applied to continuous systems,
Proc. Roy. Soc. London Ser. A 119 (1928), no. 2, 276–293.
[41] Lloyd N. Trefethen and Timo Betcke, Computed eigenmodes of planar regions,
Recent advances in differential equations and mathematical physics, Contemp.
Math., vol. 412, Amer. Math. Soc., Providence, RI, 2006, pp. 297–314.
[42] Toma´sˇ Vejchodsky´, Complementarity based a posteriori error estimates and
their properties, Math. Comput. Simulation 82 (2012), no. 10, 2033–2046 (En-
glish).
[43] , Complementary error bounds for elliptic systems and applications,
Appl. Math. Comput. 219 (2013), no. 13, 7194–7205 (English).
[44] Toma´sˇ Vejchodsky´ and Ivana Sˇebestova´, New guaranteed lower bounds on eigen-
values by conforming finite elements, preprint arXiv:1705.10180 (2017), 26p.
[45] Alexandre Weinstein, E´tude des spectres des e´quations aux de´rive´es partielles de
la the´orie des plaques e´lastiques, (Mem. Sci. Math. 88) Paris: Gauthier-Villars,
1937.
[46] Yidu Yang, Jiayu Han, Hai Bi, and Yuanyuan Yu, The lower/upper bound prop-
erty of the Crouzeix-Raviart element eigenvalues on adaptive meshes, J. Sci.
Comput. 62 (2015), no. 1, 284–299.
[47] Yidu Yang, Zhimin Zhang, and Fubiao Lin, Eigenvalue approximation from
below using non-conforming finite elements, Sci. China Math. 53 (2010), no. 1,
137–150.
29
