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Abstract 
 
In this study, materials for the nanostructured solar cells were synthesized and 
their effects were investigated. TiO2 nanoparticles, which are commonly used in the 
nanostructured solar cells, were synthesized by a newly developed technique, combining 
the advantages of flame aerosol synthesis and flow-limited field-injection electrostatic 
spraying (FFESS). The new method provides good stability and reproducibility, 
demonstrating the generation of TiO2 nanoparticles with more flexibility in the control of 
their properties. The charged droplet size controlled by FFESS is the key variable 
because it determines the ratio of vapor to liquid phase reactions taking place in the flame. 
The small anatase nanoparticles were mainly formed through vapor reactions and the 
large anatase and rutile nanoparticles through liquid-phase reactions. The rutile phase 
increased with the droplet size. The number of charged droplets mainly affects the TiO2 
nanoparticle size rather than the phase.        
CdS and CdSe layers were deposited on the TiO2 network prepared from thus-
synthesized TiO2 nanoparticles and their effects on the performance of solar cells were 
investigated. A CdS underlayer was beneficial for the solar cells in all respects because it 
increased light absorption by promoting the CdSe absorber growth, increased resistance 
against recombination by forming a physical barrier and passivating the interface, and 
improved electron injection and transport.  
It is important to increase the amount of electrons in the TiO2 nanoparticle 
network in the nanostructured solar cells, which requires an increase in the light 
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absorption, electron injection and collection. To increase the light absorption, the quantity 
of absorber is to be maximized, which can be achieved by optimizing the thickness of the 
absorber layer, the TiO2 particle size, and network thickness. The optimum values are 
determined primarily by the saturation point of the light absorption. The additional 
thickness or size of the absorber and TiO2 beyond the saturation of light absorption is not 
desirable because the electron injection and/or transfer is degraded. To promote electron 
injection in the TiO2 network, it is necessary to increase the conduction band level of the 
absorber, in order to reduce trap sites at the interface and to increase the screening effect 
of electrons by the electrolyte. Finally, to increase electron collection, fast electron 
transport and longer lifetime are required, which can be attained by surface area 
optimization, by minimizing recombination, and by reducing trap sites.    
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Chapter 1. Introduction 
 
1.1 Outline of dissertation 
The objectives of this study were to synthesize materials for the nanostructured 
solar cells and to investigate their effects on the performance. For this, dye-sensitized 
solar cells (DSCs) were chosen. TiO2 nanoparticles, a material for the electron conductor, 
were synthesized by the flame pyrolysis in conjunction with the flow-limited field-
injection electrostatic spraying (FFESS) method developed in this study (Chapter 2). 
However, due to the intrinsic problems of DSCs, such as stability of the organic dye 
molecules and corrosiveness of the iodide-based electrolyte, we employed SnS as 
absorber (Chapter 3.1) and CuSCN as hole conductor, replacing the organic dye and 
iodide electrolyte, respectively.    
The deposition of CuSCN, however, was so problematic that the solar cells did 
not perform well and the solar cell performances were not reproducible (Section 4.1). 
Therefore, CuSCN was replaced with a standard electrolyte, polysulfide liquid electrolyte 
(Section 3.4). Unfortunately, the latter dissolved the SnS absorber (Section 4.1), leading 
to the introduction of CdSe as an absorber (Growth: Section 3.3, performance: Section 
4.2.3). To improve the CdSe performance, CdS was investigated as an underlayer 
(Growth: Section 3.2, performance: Section 4.2.3). Figure 1.1 presents a flow chart of 
this study, summarizing what kind of materials and solar cells are investigated in this 
study and why those materials are needed.   
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As an alternative material for the electron conductor, ZnO nanowires were 
synthesized, which may have advantages over the TiO2 nanoparticle network as electron 
conductors for the semiconductor absorber solar cells (Section 3.5). The growth of 
crystalline ZnO at low temperatures is beneficial for improving the solar cell performance 
and applying them for flexible devices. This warrants a further study, which will be 
carried on in our group.   
 
1.2 Organization of dissertation 
This dissertation describes the synthesis of materials for nanostructured solar cells 
and the effects of nanostructures on the performance of solar cells. It is organized as 
follows: 
In Chapter 1, the properties and operational principles of the nanostructured solar 
cells are provided using dye-sensitized solar cells, which includes electron injection and 
transport. Solar cells having semiconductor absorbers such as the extremely thin absorber 
(ETA) and quantum dot (QD) solar cell are introduced, and deposition methods for the 
semiconductor on the nanostructure are also presented.       
Chapter 2 describes a new method, combining flame pyrolysis and flow-limited 
field-injection electrostatic spraying (FFESS), developed in order to synthesize TiO2 
nanoparticles used as an electron transport material for nanostructured solar cells.  
 
  
  
 
 
 
Figure 1.1 
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Chapter 3 presents the synthesis and characterization of other materials for 
nanostructured solar cells, including the SnS absorber, CdS underlayer, CdSe absorber, 
sulfide / polysulfide electrolyte and ZnO nanowire.  
Chapter 4 briefly discusses a feasibility study of solar cells utilizing a SnS 
absorber and CuSCN solid electrolyte, and gives the results of solar cells using a CdS 
underlayer, CdSe absorber and sulfide / polysulfide electrolyte. The effects of 
nanostructures on the performances of solar cells are presented. 
Chapter 5 finishes with the conclusions from this research and offers suggestions 
for further work. 
 
1.3 Nanostructured solar cells - Third generation solar cells 
Solar energy has been expected to become the most important energy source 
because the sun continuously illuminates the light to earth at power of 120,000 TW every 
day. However, the percentage of energy that solar cells produce is currently less than 0.1% 
of the total energy production in the world, in part due to the high cost of solar cell 
production. Low cost, high efficiency and large area solar cells are needed.1 
Conventional crystalline silicon solar cell modules, termed 1st generation solar 
cells, achieve about 15% efficiency commercially. These solar cells, however, have high 
material costs and energy consumption during the production of the high purity wafers. 
The 2nd generation solar cells such as amorphous/microcrystalline silicon, CuInGaSe2 
(CIGS) and CdTe thin film solar cells can reduce the price significantly as they require 
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less material quantity than the 1st generation solar cells. However, these 2nd generation 
solar cells have limitations in reducing the price because they also rely on expensive 
materials or high cost processing such as energy intensive high temperature and high 
vacuum processes. Consequently, the essential goal of the nanostructured solar cells, also 
called 3rd generation solar cells, including dye-sensitized solar cells (DSCs), extremely 
thin absorber (ETA) solar cells, quantum dot (QD) solar cells, bulk heterojunction cells, 
and organic photovoltaic cells is to achieve low cost and large-scale production through 
the use of inexpensive, abundant materials and fabrication methods.2  
In conventional p-n junction solar cells, photogenerated electron-hole pairs (EHPs) 
are separated by an electric field formed by ionized donor and acceptor impurities in the 
space charge region as shown in Figure 1.2(a). Because these separated carriers are 
minority carriers, and have to move to the contacts without recombination to contribute to 
the device current, a long diffusion length is required for high efficiency.3 This quality 
relies on the high purity and crystallinity of the materials, which causes the high 
manufacturing cost of solar cells. While the same material takes charge of both functions, 
i.e., absorption of light and transfer of excess carriers in the 1st and 2nd generation solar 
cells, the 3rd generation solar cells use different materials and mechanisms to generate 
and transport EHPs as shown in Figure 1.2(b). Therefore, an absorber material which 
generates EHPs needs to be thin, ensuring minimum recombination inside it. Figure 1.2(c) 
shows the typical absorber thickness of different types of solar cells.2 As the absorber is 
thin, a long diffusion distance is not necessary, which makes it possible to use materials 
with low purity and crystallinity.  
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This low requirement can contribute to a low price for solar cells by using less 
material and eliminating high vacuum and temperature processes. While the thin absorber 
helps to separate EHPs, it leads to less light absorption. Therefore, it is necessary to 
employ nanostructures to increase the surface area for light absorption in the 3rd 
generation solar cells. Moreover, light absorption is enhanced not only by the high 
surface area, but also by light reflection and scattering in nano-structures.2 The enhanced 
light absorption makes the device thinner, which helps to collect the carriers.4 Each 
transporting material for electrons and holes needs to have a long diffusion distance; 
however, they do not require purity and crystallinity as high as required in the 1st and 
2nd generation solar cells.2 Because only one type of carrier is injected into a transporting 
material, the loss of carriers by recombination can be minimized due to the absence of 
opposite charges. 
The relatively low quality requirements for all materials in the 3rd generation 
solar cells facilitate fabrication of solar cells with very low costs. Particularly, the 
solution-based process can contribute to reduced costs through printing methods and 
mass production. In addition, the low process temperature can increase the opportunity 
for flexible devices. 
There are three major factors reducing efficiency in nanostructured solar cells. 
Like conventional solar cells, they cannot utilize sunlight wavelengths longer than the 
bandgaps of absorber materials, and they also lose the excess energy of the sun light 
having energies over the bandgap. The second loss comes because the open circuit 
voltage generated by the difference between the quasi-Fermi levels of electron and hole 
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transporting materials is smaller than the absorber bandgap.3 The last factor is the 
recombination of generated electrons and holes when they are transported and injected 
from one material to another.5 Interfacial recombination is significant in nanostructured 
solar cells because nanostructures provide a large surface area.  
Therefore, it is important to select suitable materials and to optimize the device 
structure in nanostructured solar cells. Absorber materials require a proper bandgap and 
high extinction coefficient, and transporting materials need to have energy bands matched 
with the absorbers, fast carrier conduction and high transparency in the visible and near 
IR regions. Particularly, good surface passivation is required to reduce recombination due 
to the high surface area of nanostructures, so proper deposition methods for smooth 
junctions are also required. 
 
1.4 Operational principles of nanostructured solar cells  
The following sections will introduce the principles of nanostructured solar cells, 
using the general case of DSCs.  
 
1.4.1 Operation of DSCs 
Dye-sensitized solar cells (DSCs) are the first example of demonstrating 
nanostructured solar cells, and they have reached around 11% efficiency which is the 
highest level among the 3rd generation solar cells.6 In DSCs, surface passivation and 
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hetero-junction contact are excellent, because atomic scale contacts are achievable 
between the interfaces.4 Moreover, hole transport is very effective due to a high mobility 
in the liquid medium and the high concentration of hole carriers, making DSCs the most 
efficient of the 3rd generation solar cells.4  
The structure of a DSC is shown in Figure 1.3. The dye molecules, typically N3 
dye, are adsorbed on TiO2 nanoparticle network and generate electron-hole pairs upon 
absorbing photons. The TiO2 nanoparticle network provides a high surface area for dye 
adsorption and serves as an electron transport path to the collecting electrode. I- / I3- redox 
couples in electrolyte serve as positive charge transport media and a platinum layer on the 
counter electrode catalyzes the I3- to I- reduction. SnO2:F layers on both sides are 
transparent electrodes to collect generated carriers and to allow light into the cell. Figure 
1.4 shows the operation in detail. When the light illuminates the DSC and dye molecules 
absorb the light, the electrons at the highest occupied molecular orbital (HOMO) of the 
dye molecule are excited to the lowest unoccupied molecular orbital (LUMO). The 
excited electrons are injected into the conduction band of TiO2 network within 10-10 ~ 10-
12 seconds, leaving positively charged, or oxidized, dye molecules. The electrons are 
transported through the TiO2 network by diffusion until arrival at the collecting electrode. 
The oxidized dye molecules are reduced by electron transport from the liquid electrolyte 
by reaction of the oxidized dye with the I- / I3- redox couple in the electrolyte solution 
within about 10-8 s. This process leads to the regeneration of the charge neutral state of 
the dye molecule. When the I3-, the positive charge carrier, reaches the counter electrode 
by ionic diffusion, it is reduced back to I- upon receiving of an electron from the counter-  
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electrode. Overall, the photo-conversion process is regenerative; that is, there is no net 
change in the chemical composition of the cells.1 Four energy levels of the components 
are important to the performance of DSCs: the excited state (LUMO) and the ground state 
(HOMO) of the dye, and the quasi-Fermi level of the TiO2 electrode and redox potential 
of I- / I3- in the electrolyte. The photocurrent is decided by the energy level difference 
between the HOMO and the LUMO of the dye, analogous to the band gap, Eg, for 
inorganic semiconductor materials. A small HOMO-LUMO energy gap results in the 
large current because dyes can absorb the longer wavelength region in the solar spectrum. 
The energy difference between the LUMO and the conduction band level of TiO2 is also 
important, as the energy level of the LUMO must be sufficiently negative with respect to 
the conduction band of TiO2 to inject electrons effectively. For the same reason, the 
HOMO level of the dye molecule must be more positive than the redox potential of I- / I3- 
couple to accept electrons effectively. 
The voltage in DSCs is created by the energy difference between the Fermi level 
of a TiO2 electrode and the redox potential of I- / I3- in the electrolyte. As shown in Figure 
1.4, the energy level difference between the conduction band of the TiO2 electrode and 
the redox potential of I- / I3- is estimated to be 0.9 eV. Thus, the maximum voltage is 
expected to be approximately 0.9 V, depending on the electron concentration and the 
electrolyte composition.7 
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1.4.2 Electron injection from the exited dye molecule into the TiO2 semiconductor 
In conventional p-n junction solar cells, photogenerated electron-hole pairs are 
separated by an electric field formed by ionized donor and acceptor impurities in the 
space charge region. However, in DSCs the size of the TiO2 semiconductor nanoparticles 
is too small to form a space charge region. Moreover, the exciton binding energy in the 
dye molecule might be expected to be strong because the dielectric constant of dye is low 
and the diameter of an exciton is small due to the confinement within a dye molecule.8 
Nevertheless, charge separation and electron injection into TiO2 network in DSCs is very 
fast, on the order of femtoseconds. This phenomenon is attributed to several factors.  
First, the dye molecule is strongly adsorbed on the TiO2 surface with carboxyl 
groups as the anchor, resulting in a strong bonding, called π back bonding, between the 
π* orbital of the excited state of the dye and the conduction band of TiO2, which consists 
of the unoccupied 3d orbitals of Ti4+. This strong bonding results in the overlap between 
the wave function of the excited states of the dye molecule and the conduction band of 
TiO2, which reduces the exciton binding energy by extending the distance of the electron 
wave function from the dye molecules into the TiO2 nanoparticles. From the point of the 
tunneling effect, this strong bonding can reduce the distance between dye and TiO2 
particles, which implies that the tunneling probability will increase.9 
The second explanation is the existence of an electrical field at the electrolyte / 
TiO2 interface as shown in Figure 1.5. Small cations, such as Li+ in the electrolyte, and 
H+ released from the dye molecule upon binding, can adsorb on the TiO2 surface. A 
dipole is formed due to this electrical double layer, called a Helmholtz layer, between  
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these cations and the negatively charged I- ions and dye molecules. The electric potential 
drop across the Helmholtz layer helps to separate the charge and reduce recombination 
with the oxidized dye and the redox couple, I3-. Under illumination, the potential 
decreases as electrons are injected into the semiconductor because the electrons 
neutralize some of the positive charge at the surface.7 
The final factors are related to thermodynamics; an enthalpic driving force is 
created by the energy difference between the LUMO and the conduction band, and 
entropic driving forces exist due to large density of states in the conduction band of 
semiconductor.7   
 
1.4.3 Recombination between electrons in the TiO2 and oxidized dye molecules 
For high performance DSCs, charge recombination between injected electrons 
and oxidized dye molecules must be slower than electron injection into the TiO2, as well 
as electron transfer from I- ions to the oxidized dye molecules, to complete effective 
charge separation. Because charge recombination between injected electrons into the 
TiO2 and oxidized dye molecules occurs on the order of microseconds, the rate is slow 
compared to that of electron injection, leading to efficient charge separation. The slow 
charge recombination is proposed to be caused by the weak electronic orbital overlap 
between the TiO2 conduction band and the localized Ru(III) d orbital, which reduces the 
probability of electron transfer from TiO2 to Ru(III), whereas the electron injection into 
the TiO2 occurs through the strongly overlapping electronic orbital of the bipyridyl ligand 
of dye molecule into the TiO2, as shown in Figure 1.4.1 
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Moreover, charge recombination is suppressed by the electric field at the TiO2 
interface as previously discussed. The Helmholtz layer at the TiO2 interface establishes 
an electric field and this local potential gradient from the negatively charged dye 
molecule to the positively charged TiO2 drives the electron transfer in the desired 
direction. This electric field also inhibits the recombination process between electrons in 
the TiO2 and I3- in the electrolyte.7 
 
1.4.4 Regeneration of oxidized dye molecules 
Electron transfer from I- ions into oxidized dye molecules, or regeneration of the 
dye, is one of the primary processes necessary to achieve effective charge separation. 
This reaction rate is much faster than that of charge recombination between injected 
electrons and oxidized dye molecules because of the high concentration of I- ions in the 
electrolyte in contact with the dye molecules, which corresponds to a charge density of 
around 1020 cm-3. Thus, fast regeneration of the oxidized dye also contributes to effective 
charge separation. 
 
1.4.5 Electron transport in the TiO2 nanoparticle network 
Because the concentration of I- / I3- redox couple in electrolyte needs to be high to 
compensate for the large electron injection from dye molecules, that of cations in 
electrolyte is also high, which leads to effective screening of the electrons in TiO2 
nanoparticle network. Thus, because no extended electric field gradients can exist in the  
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TiO2 network, charge transport in the TiO2 has been described by a diffusion model 
which assumes that the diffusion is limited by trapping and detrapping events.10 Based on 
the model, once electrons are trapped under low light intensity, it takes a long time to 
detrap by thermal activation because the low density of electrons in TiO2 will fill deep 
trap sites first. On the other hand, under high light intensity, deep traps become filled and 
additional electrons in the conduction band of TiO2 are trapped in mostly shallow sites, as 
shown in Figure 1.6(a) and (b).11 
Electron conductivity in bulk TiO2 is very low, around 10-12 Ω-1cm-1. Under 
illumination in DSCs, the electron conductivity of the TiO2 network is significantly 
increased to about 1.6 x 10-4 Ω-1cm-1 due to high electron density injected from dye 
molecules. If one electron exists per 20 nm TiO2 nanoparticle, the electron density is 
comparable to about 2.4 x 1017 cm-3.1 As shown in Figure 1.6(c), conductivity of the 
photocurrent increases with incident light intensity by the trapping-detrapping model.11  
 
1.4.6 Recombination between electrons in the TiO2 and I3- in the electrolyte 
Recombination of injected electrons in the TiO2 with I3- ions in the electrolyte is 
an important process, which limits both the current and the open circuit voltage generated 
by DSCs. Because of the absence of holes in the TiO2 network, recombination will take 
place mostly between electrons injected into the TiO2 and I3- ions at the TiO2 / electrolyte 
interface. Considering the slow diffusive transport of the electrons through the TiO2 
nanoparticle network, this recombination must be slower than the electron transport time. 
The recombination time has been estimated to be on the order of 0.1 to 1 second, which is 
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very slow even considering that such large area junctions should be expected to yield 
poor photovoltaic performance in the presence of such huge quantities of defects at the 
disordered interface. Several factors contribute to this slow rate; one possible factor is 
that the I3- has a negative charge, which causes a low recombination rate due to a small 
cross section for capture relative to a positively charged carrier.1 Another factor is the 
existence of an electric field in the Helmholtz layer at the interface.7 The last significant 
factor is the TiO2 surface passivation by dye molecules. As explained previously, the dye 
molecules have strong bonding with the TiO2 nanoparticles and adsorb completely on the 
surface, which reduces the area of direct contact between the TiO2 and electrolyte.   
 
1.5 Extremely thin absorber (ETA) solar cells and quantum dot solar cells (QDSCs) 
The main feature of extremely thin absorber and quantum dot solar cells is that 
they use solid semiconductor materials as absorbers. Compared with dye molecules, 
semiconductor materials are much more stable against photo-degradation or certain 
chemical species such as water and oxygen. They also have higher extinction coefficients 
for light absorption,12 allowing for thin devices having numerous related advantages, 
such as less  material consumption and the increase of the solar cell efficiency by 
reducing the surface area, which is the main source of recombination.13 Moreover, the 
bandgap is tunable by the quantum size effect, which is useful for the bandgap matching 
with transporting materials.13 Finally, QD solar cells, in particular, offer the possibility to 
increase efficiency by generating multiple exitons from the absorption of a single photon 
through the impact ionization, which can make them utilize the excess energy above 
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bandgap.14-15 Various metal sulfides, selenides and tellurides such as CdS, Cu2S, CuInS2, 
Sb2S3, CdSe and CdTe have been studied, and typically they have a bulk bandgap 
between 1 and 2 eV.16 Some small bandgap materials such as PbS with a bandgap of 0.41 
eV are also applicable in quantum dot solar cells due to the high controllability of the 
bandgap from the small size of quantum dot.17 
Deposition methods are very important in ETA and quantum dot solar cells 
because conformal coating is required to minimize the recombination losses and to 
prevent clogging of the pores in nanostructures. Furthermore, the complexity and small 
size of nanostructures make it difficult for the precursor to reach the nanostructure 
surface. Therefore, a sufficient precursor supply is needed to maintain the deep and 
narrow volume of precursor inside the nanostructure, and also high bulk diffusivity and 
surface mobility for deposition methods. There are many deposition methods for 
nanostructures, such as wet solution, gas phase methods and mixed methods.18 Among 
them, wet solution methods are more frequently employed because of their low cost and 
simplicity. Among the wet solution methods, chemical bath deposition (CBD), a 
conventional method, deposits a thin film on the nanostructure by soaking and heating a 
substrate in a precursor solution. The electrodeposition method uses electrical current to 
deposit the film in an ionic solution and the spraying method deposits the film by 
spraying an atomized precursor solution on the heated substrate uniformly and 
decomposing it by the heat. Another new method is the successive ionic layer adsorption 
and reaction (SILAR), which successively immerses the substrate into cation and anion 
solutions, and washes it between the steps with water to remove loosely bound species.19 
In gas phase methods, using a gas precursor makes it possible to deposit film on the 
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nanostructure such as in chemical vapor deposition (CVD) and atomic layer deposition 
(ALD), but the physical deposition methods (PVD) such as sputtering and evaporation 
are not useful due to their high directionality. Finally, the ion layer gas reaction (ILGAR) 
method mixes the wet solution and gas phase methods, adsorbing cations first in the 
solution and then reacting anions with adsorbed cations on the nanostructure in the gas 
phase.      
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Chapter 2. Material synthesis and characterization I: TiO2 nanoparticles as electron 
transport material for nanostructured solar cells 
 
The synthesis of TiO2 nanoparticles required for the nanostructured solar cells as 
an electron conductor is described. The synthesis technique used is the flame pyrolysis 
FFESS which was specially developed and first adopted for this work. The experimental 
system is described along with the data elucidating the effects of the size of the FFESS-
produced charged precursor solution droplets on the size and phase of the resulting TiO2 
nanoparticles. 
The selection of an electron transport material is important for nanostructured 
solar cells because it provides a framework for the nanostructures and recombination 
mainly occurs on its interface. It requires high optical transparency in the visible region 
corresponding to a 3 eV bandgap or higher to minimize light absorption. The material 
also needs a good energy band alignment with an absorber material. The optimum 
condition is for the conduction energy level of the material to be around 0.2 ~ 0.3 eV 
lower than that of the absorber to promote the electron injection from the conduction 
band of the absorber.2 For example, if the conduction band of the electron transporting 
materials is close to that of the absorber (or the LUMO level of dye molecules in DSCs), 
the electron injection is not fast enough. On the other hand, if the mismatch of the 
conduction band between the electron transporting and absorber materials is large, it 
limits the open circuit voltage of the solar cells regardless of the effort to promote 
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electron injection.9 It also needs to be durable because it sometimes experiences severe 
conditions such as highly acidic, basic or corrosive solutions during post-processing.     
In view of these requirements, wide bandgap oxides such as TiO2, ZnO, SnO2 and 
Nb2O3 are usually used for electron transporting materials, among which TiO2 has been 
used the most because of its unique properties. TiO2 has a well-matched conduction band 
energy level with many absorber materials such as semiconductor absorbers for ETA and 
quantum dot solar cells, and ruthenium dye for DSCs. TiO2 has a relatively large electron 
effective mass, 1.0 me, compared to ZnO and SnO2 which have around 0.3 me. This high 
electron effective mass not only increases the density of states in the conduction band, 
but also reduces the recombination probability by decreasing the tunneling probability 
during electron transport, even if it lowers the diffusion coefficient. Moreover, TiO2 is 
chemically stable, which prevents chemical ionization reactions from occurring in 
nanostructured solar cells. For example, when ZnO is used as the electron transporting 
material, solutions during post-processing and electrolytes must be in neutral or basic 
condition, because ZnO dissolves in acidic conditions. Additionally, TiO2 is non-toxic 
and abundant, being the ninth-most abundant constituent in the Earth's crust.9 
Generally, there are two common methods to make TiO2 nanoparticles. One 
process is sol-gel synthesis with autoclaving, in which tiny amorphous TiO2 particles are 
made by hydrolysis of TiO2 precursor, followed by hydrothermal treatment at 200 ~ 
250 °C to increase the particle size and crystallinity.20 This method has the advantage of 
relatively uniform size distributions of TiO2 nanoparticles, but the procedure takes a long 
time, about 3 days, because of the slow reaction and complex processing procedures. 
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Such a slow process is not economically suitable for industrial production. The other 
method to generate TiO2 nanoparticles is flame aerosol synthesis, in which a gas phase 
precursor is flowed directly into a flame,21 which is commonly employed to make 
commercial TiO2 nanoparticles (i.e. P25, Degussa AG). This method exhibits several 
advantages, yielding high-crystallinity particles by the high flame temperature, high 
throughputs, and simple scale-up for production. However, flame aerosol synthesis also 
has disadvantages such as the difficulty of generating uniform multi-element particles, 
the limited particle morphology, a typically dense particle, and the limitation in the 
selection of precursors because high-vapor-pressure ones are required.22 In this process 
for TiO2 nanoparticles, typically TiCl4 precursor is used which is highly corrosive, toxic 
and requires expensive waste treatment facilities to remove chlorine.  
Because of these problems with flame aerosol synthesis and the need for multi-
element materials, and various morphologies, flame spray pyrolysis has become attractive 
recently.  Flame spray pyrolysis produces particles by feeding liquid droplets into the 
flame instead of gas precursors. It accommodates a wide selection of precursors, 
including non-volatile precursors, even solid-phase ones dissolved in solvents.23 This 
variety of precursors can not only give economic benefits, but also produce multi-element 
materials and various morphologies of particles. It can control the stoichiometry of 
particles exactly because a droplet acts as a micro-reactor in which a precursor solution is 
converted into a multi-element particle in the same ratio.24 Furthermore, it can make 
hollow or shell-like particles as well as dense solid particle by incomplete droplet 
evaporation.24 
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Flame spray pyrolysis uses various atomizing methods to generate droplets, using 
ultrasonication, high pressure of carrier gas and electrostatic force. The flow-limited 
field-injection electrostatic spraying (FFESS) technique, a type of electrostatic spraying 
method, is considered advantageous because it can generate the smallest droplets of the 
spraying methods with good controllability and uniformity.25-26 Higher voltage for the 
charge injection into the precursor solution is required to reduce the size of the droplets 
and it necessarily results in multi-jet mode spraying, which is multiple jets spreading 
from the surface of the nozzle at sufficiently high voltage. Employing a nano-sharpened 
tungsten needle mounted inside a smooth surface glass tube nozzle, the FFESS technique 
is especially capable of achieving a stable multi-jet mode, exhibiting superior 
reproducibility. Moreover, the good charge-injection capability of the FFESS technique 
can enable the multi-jet mode at lower applied voltages than other methods, which helps 
to avoid the problem of corona discharge.25 Further size reduction occurs in-flight by the 
Coulomb fission process, in which a highly charged droplet is broken up successively due 
to its instability, producing a multitude of smaller droplets.27 As a result, the FFESS 
technique generates micro- and nanoscale droplets.   
In this study, TiO2 nanoparticles are synthesized via flame pyrolysis of titanium 
(IV) tetraisopropoxide (TTIP) precursor atomized by FFESS, demonstrating advanced 
flexibility in the control of nanoparticle properties such as morphology and phase as 
functions of processing parameters. 
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2.1 Experiments 
Figure 2.1 illustrates a schematic of the system, combining a FFESS system to 
generate charged droplets and a flame burner as a reactor. Titanium (IV) isopropoxide 
(TTIP) was used as the precursor and fed into the FFESS nozzle using a syringe pump to 
produce micro- and nano-sized droplets,28 subsequently pyrolyzed to yield TiO2 
nanoparticles. Premixed methane (> 99% purity) and air, with a fixed volume ratio of 1 to 
4 and methane flow rate of 4,960 sccm, were fed into the burner nozzle to produce a 
flame. The burner nozzle was electrically grounded, which shielded the electric fields 
between the flame and FFESS nozzle to stabilize both the flame and FFESS multi-jets. 
The generated TiO2 nanoparticles were collected electrostatically. 
Imaging and size distributions of the TiO2 nanoparticles were obtained and 
characterized by high resolution scanning electron microscopy (SEM) (Hitachi S-4800) 
and image analysis software (ImageJ) for around 200 particles, assuming spherical shape. 
The size and crystallinity of the TiO2 nanoparticles were characterized by X-ray 
diffraction (Siemens-Bruker D5000). Using peaks of 25.281° of 2θ for anatase and 
27.447° for rutile in the XRD diffraction spectra by a pseudo-Voigt function with Jade 
analysis software, the XRD diameter, dXRD, was calculated using the Scherrer formula,  
given by29 
                                                            ݀௑ோ஽ ൌ ଴.଼ଽൈఒఉൈ௖௢௦ఏ                                                      (1) 
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where λ is the wavelength of the X-ray radiation (Cu Kα 1.5418 Å), and β is the line 
width at half-maximum height. The weight percent of the anatase phase, XA, was 
calculated by30      
                                                             ஺ܺ ൌ ଵሾଵାଵ.ଶ଺಺ೃ಺ಲሿ
                                                     (2) 
where IA is the intensity of the anatase peak at 25.281° and IR is the intensity of the rutile 
peak at 27.447° of 2θ. 
 
2.2 Results and discussion 
2.2.1 Effects of applied voltage to FFESS system on generated TiO2 nanoparticles   
Figure 2.2 shows the images of the flames fed with the TTIP droplets generated at 
FFESS voltages of 6 and 12 kV at a rate of 20 µl/min. The white lines appearing in the 
flame at 6 kV were no longer readily visible at 12 kV, demonstrating the decrease in the 
droplet size with the FFESS voltage. Figure 2.3 shows the calculated radius of the 
charged primary droplets generated at the applied voltages of 5~12 kV, using eq. 3 as a 
function of the injected current into the solution, I, and the feed rate of TTIP solution, 
Q;25 
                                                        ܴ ൌ ሺ36ߝߪሻଵ/ଷሺொூ ሻଶ/ଷ                                               (3) 
where ε is the dielectric constant of air, and σ the surface tension of TTIP.  
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The size of the charged primary droplets is important because it decides the ratio 
of vapor and liquid reaction in flame. Smaller droplets are more susceptible to be 
vaporized due to their high surface area to volume, and particularly the vaporization of 
charged droplets is considerably accelerated because they are broken up further 
successively due to its instability, called the Coulomb fission process.27 Moreover, this 
process is boosted in high temperature atmosphere such as in a flame because the volume 
loss of charged droplets increases the instability. Therefore, TiO2 particles are generated 
in a flame through the decomposition of vaporized TTIP molecules and molecules in 
liquid droplets.  
As shown in Figure 2.4, the particles produced at the applied voltage 6 kV exhibit 
a wide and bimodal size distribution, while those at the 12 kV show a narrower and a 
single mode distribution. Therefore, it can be considered that the smaller particles at 6 kV 
are generated through vapor phase reaction and the large particles through liquid phase 
reaction. Furthermore, the particles at 12 kV could be generated mostly through vapor 
phase reaction, which demonstrates the effectiveness and controllability of the precursor 
atomization by the FFESS technique. It is reported that the mechanism of the formation 
of TiO2 particles from vaporized molecules is that anatase seeds (~3 Å in diameter) are 
first formed by the decomposition of vaporized molecules, and then TiO2 particles are 
formed by the collision and aggregation of the seeds.31-32 Therefore, the higher 
concentration of vaporized molecules leads to more collisions which increase particle 
size and the amount of rutile phase which is thermodynamically more stable than anatase, 
because of the longer duration time of TiO2 particles in a flame caused by the loss of 
momentum after the collision.  
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For this reason, the TiO2 particles from vaporized molecules at 6 kV are expected 
to have the smaller size and more anatase phase than those at 12kV because of less 
vaporization by the bigger size of droplets. However, the average particle size of both 
anatase and rutile phase decreased with the applied voltage as shown in Figure 2.5(a), 
which indicated that the generated particles through liquid phase reaction had both 
anatase and rutile phases, and the size of both phases increased with larger droplets. 
Moreover, Figure 2.5(b) shows that the weight percent of the anatase phase increased 
with the voltage, which indicated that the rutile particles were formed more favorably 
from bigger droplets. With these discussions considered, a mechanism of the TiO2 
particle formation from charged droplets is proposed as shown in Figure 2.6.   
 
2.2.2 Effects of precursor feed rate    
To examine the effectiveness of the mechanism proposed above, the effects of the 
titanium (IV) tetraisopropoxide (TTIP) precursor feed rate were investigated. The size of 
the nanoparticles systematically increases as the precursor feed rate increases, while the 
weight ratio of the anatase phase increases from 20 to 30 µl/min, and decreases beyond 
30 µl/min, having a peak at 30 µl/min, as shown in Figure 2.7a. In Figure 2.7b, the 
behavior of the radius of the liquid droplet decreases to 30 µl/min and increases after 30 
µl/min, while the number of droplets peaks at 40 µl/min.  
In Figure 2.7, the distinctive relationships are revealed: the radius and number of 
the liquid droplets simultaneously contribute to the particle size, while an inversely 
proportional relationship is shown between the droplet radius and the weight percent in 
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the anatase phase. As described in the previous section, the size of the generated TiO2 
nanoparticles is related to the concentration and size of the seeds in the flame, and both 
variables are affected by the number and size of liquid droplets ejected from a FFESS 
nozzle.  
The clear inverse relationship between the size of the droplets and the phase of the 
nanoparticles also demonstrates the effectiveness of the proposed mechanism. The rutile 
phase can be generated by two paths: one is the direct decomposition of the liquid 
droplets, which generates both anatase and rutile seeds and particles, and the other is the 
phase transformation in a flame from the anatase to the rutile phase. Longer duration and 
higher temperature promote the phase transformation. The inverse relationship between 
the size of the droplets and the phase of the nanoparticles indicates that the effect of the 
direct decomposition of the liquid droplets on the TiO2 nanoparticle phase is the more 
significant in this flame condition. In summary, the results of the precursor feed rate 
change demonstrate again that the size and number of liquid droplets by FFESS are 
effective variables to control the size and phase of TiO2 nanoparticles.   
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Chapter 3. Materials synthesis and characterization II: other solar cell materials for 
nanostructured solar cells 
 
In this chapter we describe the synthesis of materials, other than TiO2, needed for 
the nanostructured solar cells. Specifically, the SnS layer, an absorber for the SnS-based 
solar cells, is synthesized using the SILAR method, which was described in Chapter 1.  
Effects of the growth conditions and thermal stability of the resulting layer are discussed. 
CdS as an underlayer and CdSe as an absorber, both for the CdS/CdSe-based solar cells, 
are synthesized by SILAR. The processing protocols for achieving the conformal CdS 
layer are presented. Formulation of a polysulfide electrolyte for the CdS/CdSe-based 
solar cells is introduced. Finally, ZnO nanowires are synthesized for possible use as an 
electron conductor for future study.  
 
3.1 SnS absorber 
Tin sulfide (SnS) has many advantages as an absorber. The component elements, 
Sn and S, are abundant, cheap and non-toxic in nature. It has a very high absorption 
coefficient, which is larger than 104 cm-1, and its direct bandgap lies between 1.2 and 1.8 
eV.33 For these reasons, SnS has been tried for fabricating thin film solar cells. However, 
the reported efficiencies are quite low, and the maximum reported efficiency is around 
1.3 %.34 The main problems may be the high concentration of impurities such as SnS2, 
Sn2S3, Sn3S4, and Sn4S5, which can exist because SnS is not the thermodynamically most 
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stable compound in the family.35 Therefore, ETA or quantum dot solar cells are expected 
to fit better with SnS because they do not require high purity and crystallinity, and the 
nano-size absorber thickness can minimize losses due to high resistivity of SnS. Recently, 
a study was reported with nanostructured solar cells using SnS quantum dots, but the 
liquid I- / I3- electrolyte was used,36 which is expected to experience the problems of the 
corrosion of the SnS layer. Thus, optimization of the structure and materials is needed to 
improve the device.  
In this study, the SnS film on the TiO2 nanostructure is synthesized using the 
successive ionic layer adsorption and reaction (SILAR) method, which is a suitable 
method for conformal coating on nanostructures. While the chemical bath deposition 
(CBD) method can deposit a conformal film by ion-by-ion growth, it cannot prevent the 
formation of clusters which can clog the pores of the nanostructure, resulting in 
inhomogeneity and voids by interrupting precursor supplies.18 The SILAR method can 
remove the clogs and deposit the conformal layer by separate cation and anion baths.19 In 
detail, cations are adsorbed on the surface first, and loosely bound ones are removed by a 
washing bath, and then compounds are formed by the reaction between the adsorbed 
cations and the anions from the anion bath. Finally, the loosely bound compounds are 
removed by another washing bath, and the result is a uniform layer on the nanostructure. 
The SILAR method can control the film thickness easily by the number of these cycles, 
and the ternary and quaternary compounds can be synthesized with precise stoichiometry 
because the composition of the solution has a definitive relationship with the film 
composition.19 In a similar way, the dopant concentration can be controlled precisely. 
The precursors and solvents for SILAR are much cheaper than for other wet solution 
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methods, and it is a low temperature process, which does not require expensive 
equipment. Moreover, since it can easily and uniformly deposit materials on large 
substrates, it is expected to be suitable for mass production.  
 
3.1.1 SnS layer deposited from tin sulfate (SnSO4) and sodium sulfide (Na2S)  
Tin (II) sulfate (SnSO4), and sodium sulfide (Na2S) were used as the cation and 
anion source, respectively, in water. The transmittance and absorption spectra were 
measured by a Varian Cary 5000 UV-visible spectrophotometer with an integrating 
sphere, the Varian external Diffuse Reflectance Accessory (DRA) 2500. The optical band 
gap (Eg) was determined by37 
                                                         ሺߙ݄ߥሻ௡ ൌ ܥሺ݄ߥ െ ܧ௚ሻ                                             (4) 
where C is a constant, α is the absorption coefficient, h is Planck's constant, ν is the 
frequency of light and n is ½ or 2 for an indirect or direct semiconductor, respectively. 
The direct optical bandgap can be extracted by plotting (αhν)2 vs. hν. The composition of 
the absorber was measured by X-ray photoelectron spectroscopy (XPS) using a Physical 
Electronics PHI 5400. 
The left side image of Figure 3.1(a) shows a SnS layer deposited on TiO2 
nanoparticle network after repeating 10 cycles of deposition at room temperature, 
indicating that the SnS layer is dark and uniform. The SEM picture of the SnS layer 
deposited on TiO2 network in Figure 3.1(c) shows that the growth of SnS layer is 
conformal compared with the SEM picture of the bare porous TiO2 nanoparticle network 
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in Figure 3.1(b). In the left side image of Figure 3.2, the XRD spectra of SnS shows a 
small broad peak around 30 ~ 32° of 2θ, which is the peak for SnS (XRD standard card 
number, JCPDS NO39-0354). It demonstrates that the SILAR method can deposit a 
crystalline phase at low temperature. The measured direct bandgap was 1.56 eV, by 
fitting the curve in Figure 3.3.  
The stability of the SnS layer with post heat treatment was investigated, and 
Figure 3.1(a) shows that the sample treated at 200°C was not visibly much different from 
the one without heat treated sample, but the 300°C-treated sample was darker. The XRD 
spectra and bandgap data also show the same tendency. The bandgap of the 200°C 
sample was 1.53 eV, but that at the 300°C was 1.11 eV, which is much smaller than that 
without heat treatment as shown in Figure 3.3. The XRD peak intensity of the 200°C-
treated sample decreased, but that of 300°C-treated sample almost disappeared as shown 
in Figure 3.2. All of these data indicated that sulfur atoms in the SnS layer might have 
been sublimated as the temperature increased, more significantly at 300°C. Finally, the 
XPS measurements were taken to check the composition of the SnS layer, which 
confirmed the sublimation of S atoms because the peak intensity of the Sn atom did not 
change with the temperature, but that of the S atom almost disappeared as shown in 
Figure 3.4. Another problem was revealed in the XPS measurements; the ratio of Sn to S 
atom in the SnS film was 9 to 1. In summary, the SnS film synthesized by SILAR using 
tin (II) sulfate (SnSO4) and sodium sulfide (Na2S) might have had many impurities such 
as different compositions like SnSx, which could have caused the instability during the 
heat treatment.     
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3.1.2 SnS layer deposited from tin chloride (SnCl2) and sodium sulfide (Na2S)  
Because of the problems of heat stability and Sn rich composition with the SnS 
layer deposited from SnSO4 as a cationic source, SnCl2 was investigated as a new 
precursor replacing the former. Methanol solvent was used to avoid the formation of Sn 
(II) hydroxide derivatives such as Sn(OH)Cl, when SnCl2 is in contact with oxygen or 
water in the atmosphere.38 Before the deposition of the SnS layer on the TiO2 
nanoparticle network, SnS powder was synthesized by mixing Sn (II) chloride (SnCl2) 
dissolved in methanol and sodium sulfide (Na2S) in DI water. The atomic ratio of Sn to S 
atom of SnS synthesized from SnCl2, measured from the XPS spectra shown in Figure 
3.5, shows much improvement in film stoichiometry, compared to that from SnSO4 and 
other previous studies.39,40,41        
The effects of the SILAR parameters on the SnS layer were investigated, 
including solution concentration, the number of SILAR cycles and the solution 
temperature. In Figure 3.6, the visible transmission (Tvis) and band gap (Eg) at a 
concentration of 0.05 M are higher than those at higher concentrations, and 
concentrations of 0.1 M and above show values similar to Tvis and Eg. This means that the 
deposition rate of the SnS layer is saturated at or above 0.1 M.  Tvis and Eg also decrease 
as the number of SILAR cycles and the solution temperature increases, as shown in 
Figure 3.7 and 3.8, respectively. Therefore, both parameters of the SILAR process have a 
strong effect on the deposition rate, and the change of Eg by the thickness of the SnS 
layer shows the quantum size effect which is useful for matching the energy band with 
the carrier transporting materials. Figure 3.9 shows SEM pictures for SnS layers  
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deposited at different temperatures. There are no big differences among the samples at 
and below 40°C, while some big particles are formed at 60°C. This shows that deposition 
of SnS at 60°C is not desirable. 
 
3.2 CdS underlayer  
CdS is an n-type semiconductor and it is used for a window layer in some of the 
2nd generation thin film solar cells due to its high bandgap of around 2.4 eV and good 
junction property with important p-type absorbers.42 CdS, however, is hardly used for a 
buffer layer in nanostructured solar cells because the morphology of a CdS layer grown 
on wide bandgap oxides is a particle form.43 In this study, the morphology of CdS layer 
was controlled using the SILAR method. Replacing InS, a conventional buffer layer, with 
the conformal CdS layer is significant because the former requires an expensive precursor 
and an inert atmosphere during solution preparation.44  
The CdS layer is deposited using Cd(NO3)2 and Na2S for cation and anion source 
in DI water. The CdS layers grown at 80°C for 6 SILAR cycles in Figure 3.10(b) have a 
conformal film-like morphology while the CdS layers at RT show many quantum dots in 
Figure 3.10(a). The effects of the bottom layers on the CdS growth were examined 
because the substrate significantly affects film growth on itself in general. One CdS layer 
was prepared by 3 SILAR cycles at RT and then 3 cycles at 80°C (3 CdS RT / 3 CdS 
80°C) while another was prepared by 3 cycles at 80°C and then 3 cycles at RT (3 CdS 
80°C / 3 CdS RT). In Figure 3.10, the distinctive quantum dots (QDs) appear more in the  
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latter CdS layer than the former. Apparently, the CdS growth at 80°C tends to form a 
conformal film so that the last 3 cycles at 80°C cover the existing QDs formed at RT. 
Therefore, the bath temperature of SILAR has a greater effect than the bottom 
layer on the CdS growth. The reason for the more conformal CdS layer at 80°C 
temperature may be that surface tension is reduced at the higher temperature, which 
results in better wetting of the Cd2+ cation solution on the TiO2 nanoparticle network. The 
CdS layer was identified by XRD as shown in Figure 3.11.   
 
3.3 CdSe absorber layer  
CdSe has a bulk bandgap of 1.7 eV which is considered ideal for nanostructured 
solar cells, and the CdSe synthesized by chemical methods has, like CdS, very few 
impurities, because cadmium has a high affinity for sulfides and selenides.45 For all of 
these reasons, CdSe has performed well in nanostructured solar cells.45 Until recently, it 
was difficult to deposit CdSe by SILAR because there was no proper solution for the Se 
anion.46 A conventional method was to use sodium selenosulfate (Na2SeSO3) solution 
synthesized by vigorously mixing sodium sulfite (Na2SO3) and elemental Se in water at a 
high temperature for a few hours.47 However, the solution was not stable, and sometimes 
Se atoms were re-precipitated. Therefore, CdSe was mainly deposited by electrochemical 
plating or CBD methods. The quality of the CdSe, however, was not as good as by 
SILAR due to difficulties with thickness control and precipitation. 
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In this study, CdSe was deposited by SILAR using a Se anion solution 
synthesized by reduction of SeO2 with NaBH4 in ethanol.46  The CdSe layer grown by 6 
SILAR cycles has the quantum dot (QD) shape shown in Figure 3.12(a). Comparing 
Figure 3.12(a) and (b), more QDs are shown in the CdSe on the CdS (6 CdS 80°C / 6 
CdSe) than the CdSe (6 CdSe) layers alone, which means that CdS layer promotes CdSe 
quantum dot growth. 
 
3.4 Sulfide / polysulfide (S2- / Sn2-) electrolyte  
The sulfide / polysulfide (S2- / Sn2-) electrolyte is commonly used in ETA and QD 
solar cells because it can stabilize semiconductor absorbers, generally sulfide and 
selenide.48 In this study, the polysulfide electrolyte was prepared using 0.5 M sodium 
sulfide (Na2S), 2 M sulfur (S) and 0.2 M KCl dissolved in MeOH and H2O (7 : 3 volume 
ratio). For the solvent, H2O is needed to dissolve Na2S, but it has low mobility due to 
high surface tension, making penetration of nanostructures difficult. Therefore, the ratio 
of H2O was minimized. High concentrations of Na2S and S were chosen to increase the 
capturing of holes in the absorber and the regeneration of the electrolyte. KCl was also 
added to increase the conductivity of the electrolyte.49         
The electron generated in the absorber is injected into the electron transporting 
material, and the remaining hole is reduced by S2- in the electrolyte, expressed by48 
                                                           ܵଶି ൅ 2݄ା → ܵ                                                     (5) 
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The S atom in the solution is so unstable that it reacts immediately with Sn-12- and 
produces Sn2-:  
                                                          S ൅	ܵ௡ିଵଶି → ܵ௡ଶି                                                    (6) 
The oxidized species Sn2- is reduced on the counter electrode by receiving an 
electron, as below:  
                                                   ܵ௡ଶି ൅ 2݁ି → ܵ௡ିଵଶି ൅ ܵଶି                                              (7) 
 
3.5 ZnO nanowires as electron transporting material  
ZnO is a wide bandgap oxide, having a bandgap of around 3.3 eV, and it has a 
good conductivity among oxides.50 Another important property is that ZnO has a wurtzite 
structure with inherent anisotropy, which enable it to grow on a specific plane producing 
a nanowire structure, as shown in Figure 3.13.50,51 The nanowire has many advantages for 
the nanostructured solar cells. For example, it is a more open structure than the 
nanoparticle network, which facilitates supply of precursor into the nanostructure. 
Therefore, it is more favorable for uniform deposition and void filling during post-
processing. However, the most important feature of the ZnO nanowire is the very fast 
electron transportation via the direct path of electrons and by minimal grain boundary 
scattering because of the single crystal structure. Its electron mobility has been reported 
to be around 23 cm2/Vs which is much faster than that of TiO2 nanoparticle network,  
which is on the order of 10-2 cm2/Vs.52 In addition, carriers in the nanowire  
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Chapter 4. Performances of nanostructured solar cells 
 
The general problems associated with the SnS-based solar cells are elucidated, 
prompting an investigation of the CdS / CdSe solar cells as a way to overcome the 
difficulties. The effects of the nanostructure components on the performance of the CdS 
underlayer / CdSe absorber-based solar cells are investigated. Specifically, the CdS 
underlayer, CdSe absorber, particle size and thickness of the TiO2 nanoparticle network, 
and scattering layer are examined in detail. Results demonstrating promising solar cell 
performance are presented. 
  
4.1 Solar cells with SnS absorber  
A solar cell structure, as shown in Figure 4.1, using a SnS layer as the absorber 
and CuSCN as the solid hole transporting material was explored. CuSCN was adopted as 
the hole transporting material because of its reported high hole mobility, around 10~20 
cm2/Vs;53 indeed some groups have achieved efficiencies up to 3.5 %.54,55 The common 
deposition method, the solution cast method, was followed using a saturated solution of 
CuSCN in dipropyl sulfide at around 80°C.56 This procedure was repeated until the pores 
in the nanostructure were completely filled and an approximately 1 μm thick CuSCN 
layer was formed over the nanostructure.  
However, this structure did not perform well. Some causes were discussed, such 
as high impurity content in the SnS layer, the energy band mismatches between the 
absorber and the carrier transporting materials, and poor contact between the TiO2  
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structure whose diameter is sufficiently thick tend to be located in the core rather than at 
the surface, which can also help reduce recombination.3 
The growth of ZnO nanowire required a seed layer which was prepared by spin 
coating using zinc acetate, followed by heating at 550 °C for 1 hour. The ZnO nanowires 
were grown at 80 °C for 2 hours using aqueous zinc nitrate. The ZnO seed layer can be 
deposited using a low temperature process such as sputtering. This preparation is also 
advantageous because it is a low temperature process without high pressure which does 
not require high cost equipment. The SEM pictures in Figure 3.14 show the ZnO 
nanowires and their seed layers, indicating that the size of the seeds affects the length and 
diameter of the nanowires. Uniform ZnO nanowires were grown from the smaller seeds. 
Figure 3.15 shows the XRD spectra of the ZnO seed layer and the nanowires, indicating 
that the crystallinity of ZnO nanowires is high, exhibiting  a single crystal structure 
grown on (002) plane with a size of 389 nm, while  the crystallinity of the seed layer is 
very low. 
In this study, ZnO nanowires were not implemented as an electron transport 
material in the nanostructured solar cells. However, the high quality of the results 
indicates great potential for further improvement of their performance. Moreover, they 
will be a good candidate for flexible devices due to their low-temperature processing.   
 
 
  
  
 
 
 
Figure 4.1 
 
Schematic structure of
 
6
 the SnS-ba
0 
sed ETA solar cell fabricated usin
 
g CuSCN. 
  
Figure 4.2
photoelectr
 SEM c
ode and (b)
ross-section
 TiO2 / SnS
6
al images
 / CuSCN c
1 
 of (a) 
omposite l
CuSCN s
ayer.  
olid electr
 
olyte-based 
 Figure 4.3
electrolyte,
layer in po
electrolyte 
 Images of 
 illustrating
lysulfide a
while it par
solar cells.
 SnS disso
nd iodine 
tially disso
6
 (a) SnS be
lution afte
electrolyte.
lves in iodin
2 
fore and af
r the elect
 CdS / Cd
e electroly
ter injectin
rolyte injec
Se layer is
te after 3 h
g sulfide / 
tion. (b) C
 stable in 
ours. 
 
polysulfide
dS / CdSe
polysulfide
 
 
 
63 
 
nanoparticle network and CuSCN. As described in Chapter 3.2, the quality of the SnS 
layer was improved by changing the cationic precursor, and the bandgaps were controlled 
from around 1.7 to 2.5 eV by controlling the thickness of the SnS layer. Still, improving 
the SnS layer alone could not make the solar cells work.  
Some problems were found during the CuSCN deposition such as a non-uniform 
thickness of CuSCN, residual solvent and imperfect filling of pores, as shown in Figure 
4.2(a) and (b). Because the performance of the solar cells using a CuSCN layer was lower 
than 0.01 %, a new material was needed.  
The most common electrolyte for ETA and quantum dot solar cells, a polysulfide 
electrolyte, was adopted to replace the CuSCN hole conductor.48 In DSCs, an iodide 
electrolyte is commonly used. However, it is not compatible with semiconductor 
materials because it dissolves them.48 Figure 4.3(b) illustrates the dissolution of CdSe in 
an iodide electrolyte. Changing the CuSCN to a liquid polysulfide electrolyte also had the 
problem because the SnS layer dissolved in the electrolyte, as shown in Figure 4.3(a). 
Therefore, both SnS and CuSCN had to be replaced.    
 
4.2 Solar cells with CdS underlayer, CdSe absorber and polysulfide electrolyte 
4.2.1 Solar cell structure  
The basic structure of the solar cell is shown in Figure 4.4. The photoelectrode in Figure 
4.5(a) was prepared as follows. The fluorine doped tin oxide (FTO, SnO2:F) glass 
(Pilkington inc., TEC 8) was used as a transparent electrode, and a dense TiO2 film was 
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deposited on the SnO2:F by a spin coating method using a titanium tetraisopropoxide 
(TTIP) solution in ethanol, followed by the deposition of the TiO2 nanoparticle network. 
Then the CdS, CdSe and ZnS layers were deposited by SILAR. Zn acetate and sodium 
sulfide were used as the cation and anion sources for the ZnS layer, respectively. The 
ZnS layer is known to increase performance acting as a barrier against direct 
recombination at the interface between TiO2 and the electrolyte, and by the passivation of 
the sulfide or selenide surfaces.57 The counter electrode in Figure 4.5(b) was prepared by 
depositing the Pt layer on the FTO glass, as shown in Figure 4.5(c), using hexa-
chloroplatinic acid (H2PtCl6) in pentane. The photo and counter electrodes were 
laminated using a hot-melt polymer film (Dupont, Surlyn). Finally, the fabrication of the 
solar cells was completed by injecting the polysulfide electrolyte through pre-drilled 
filling holes on the counter electrode, and then sealed with double sided tape and a 
microscope cover glass. An Ag line was deposited on both electrodes to make a good 
contact.   
 
4.2.2 Solar cell characterizations 
4.2.2.1 Current-voltage (J-V) characteristics 
The current-voltage (J-V) curve characterizes an integrated response of a solar 
cell to all wavelengths simultaneously, providing efficiency (η), short circuit current 
density (Jsc), open circuit voltage (Voc) and fill factor (FF).58 Figure 4.6 shows the main 
characteristics of a solar cell. The efficiency is calculated as a percentage of the 
maximum output power (Pm) of the solar cell to the input power of illuminated light. The  
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fill factor is the ratio of the operating power to the theoretical maximum power, 
calculated by 
                                                  ݂݈݈݅	݂ܽܿݐ݋ݎሺܨܨሻ ൌ ௃೘ൈ௏೘௃ೞ೎ൈ௏೚೎	                                             (8) 
where Jm and Vm are the current and voltage at the maximum output power, respectively. 
The current-voltage (J-V) characteristics of the solar cells were measured under AM 1.5 
illumination conditions using an Oriel 91192-1000 W solar simulator with a Keithley 
2400 source meter. A mask was used for accurate measurements, and the active area 
defined by the mask was 0.144 cm2.  
 
4.2.2.2 Incident photon-to-electron conversion efficiency (IPCE) measurement 
The incident photon-to-electron conversion efficiency (IPCE) shows how many 
incident photons at a single wavelength are converted into the electrons extracted by a 
solar cell. There are two methods to measure IPCE: direct current (DC) or an alternating 
current (AC) method. The DC method measures the IPCE spectra by irradiating at each 
wavelength, but it is not the proper one for the nanostructured solar cells. Because the 
intensity of the irradiated light in the DC method is low due to single wavelength light, 
the number of injected electrons from the absorber is small and they are mostly trapped in 
the nanostructure, which makes it difficult to collect them.59 The AC method is more 
useful with the nanostructured solar cells, using two light sources, bias and 
monochromatic, simultaneously.59 The bias light, which simulates sunlight, closely  
approximates real operating conditions to increase the response of the solar cell, while the 
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monochromatic light, which is modulated at a certain frequency, creates a perturbation in 
the current generated by the bias light. The monochromatic light current is collected. The 
frequency of the modulated light, called the chopper frequency, needs to be low because 
the response of nanostructured solar cells is too slow. The IPCE was measured using an 
Optronic Laboratories OL 750 spectroradiometer with a chopper frequency of 17 Hz. 
IPCE can be expressed by59 
                                              IPCE	ሺ%ሻ ൌ ܮܪܧ ൈ ߔ௜௡௝ ൈ ߔ௖௢௟                                        (9) 
where LHE is the light harvesting efficiency, Φinj is the electron injection efficiency and 
Φcol is the collection efficiency. The LHE represents how many photons are captured by 
the absorber, and can be calculated by59 
                                                 LHE	ሺλሻ ൌ ி்ܶைሺλሻ ൈ Aሺλሻ                                           (10) 
where TFTO(λ) is the transmittance of the SnO2:F (FTO) glass, and A(λ) is the absorption 
by the absorber. Second-order reflectance is not considered in eq. 10. The electron 
injection efficiency indicates how many excited electrons are injected from the absorber 
into the TiO2 nanoparticle network. The collection efficiency reflects how many injected 
electrons into the TiO2 network are collected by the electrodes. Because the factors which 
affect the collection of the electrons in a TiO2 network are the speed of the collection and 
the loss by the recombination, the collection efficiency can be characterized by the 
transport time (τtr) and the electron lifetime (τe), and the relationship is expressed by4 
                                                            ߔ௖௢௟ ൌ ଵଵାఛ೟ೝ/ఛ೐                                                   (11) 
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Therefore, a shorter τtr and longer τe are required for a higher Φcol.  
 
4.2.2.3 Determination of time and diffusion-related constants in TiO2 network  
The electron lifetime can be determined by a photovoltaic decay method under 
open-circuit conditions in which voltage will decay only by recombination when the light 
is turned off.60 The same light source was used for the IPCE measurement, and the 
voltage changes were recorded by a HP 34401A multimeter. The electron lifetime was 
calculated by60  
                                                        ߬௘ ൌ െ௞ಳ்௤ ቀ
ௗ௏೚೎
ௗ௧ ቁ
ିଵ
                                               (12) 
where kB is Boltzmann’s constant, T is the temperature and q is the charge of an electron. 
The value of dVoc / dt was determined by the slope of the exponential voltage decay 
curve at the time of light turn-off, as shown in Figure 4.7. The transport time was 
calculated by4 
                                                           ଵఛ೛೎ ൌ
ଵ
ఛ೟ೝ ൅
ଵ
ఛ೐                                                       (13) 
where τpc is the photocurrent response time, generally measured by a photocurrent decay 
method under short-circuit conditions in which the current will decay by transport and 
recombination of electrons in the TiO2 network when the light is turned off.60 In this 
study, an alternative method was used to measure it - using the IPCE measurements.61 
The current is determined by integrating the convolution of the IPCE with an AM 1.5 
solar spectrum, which depends on the chopper frequency in the IPCE measurements. A  
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lower current is given when higher frequency is applied. The relationship between 
current and chopper frequency is given by 
                                             ܬ௦௖ሺݐሻ ൌ ܬ௦௖ሺ∞ሻ൫1 െ ݁ି௧/ఛ೛೎൯                                          (14) 
where Jsc(∞) is the steady-state photocurrent and t is the time period of the chopper 
frequency in the IPCE measurement. Values of 2.87 ms for 349 Hz, 9.90 ms for 101 Hz, 
34.5 ms for 29 Hz and 58.8 ms for 17 Hz were used to calculate τpc by an exponential fit 
as shown in Figure 4.8. Finally, τtr and Φcol were estimated, using eq. 13 and eq. 11, 
respectively.  
Using the derived transport and electron life times, the electron diffusion length 
(Ln) in the TiO2 network can be estimated by ܮ௡ ൌ ඥܦ௡߬௘ ,4 where Dn is the effective 
electron diffusion coefficient which can be estimated by ܦ௡ ൌ ݀ଶ/ሺ2.77 ൈ ߬௧௥ሻ.46  
The injection efficiency Φinj was estimated using eq. 9. The maximum IPCE value 
was chosen at the chopper frequency of 17 Hz. The LHE value was calculated with a 
wavelength at the maximum IPCE value, using eq. 10.  
 
4.2.3 Performances of CdS underlayer / CdSe absorber solar cells  
4.2.3.1 Effects of CdS underlayer 
4.2.3.1.1 Solar cells with CdS layer alone 
The performances of the solar cells having the CdS layer without the CdSe layer 
were investigated. Three solar cells were prepared as follows: (1) no CdS, (2) CdS layer 
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by 12 SILAR cycles grown at RT (12 CdS RT) and (3) 80°C (12 CdS 80°C). All had the 
same TiO2 nanoparticle layer, whose size was 19 nm and thickness was 6.7 μm, and the 1 
SILAR cycle ZnS. The photolectrode structure was FTO glass / dense TiO2 film / TiO2 
network / CdS / 1 ZnS, and the counter electrode structure was FTO glass / Pt. The 
composition of polysulfide electrolyte was 0.5 M sodium sulfide (Na2S), 2 M sulfur (S) 
and 0.2 M KCl in MeOH and H2O (7 : 3 volume ratio).  
The CdS layer at RT was slightly darker than at 80°C in the left side images of 
Figure 4.9, and the absorption spectra in Figure 4.10(a) also show the same trend. In 
Figure 4.10(b), the measured bandgaps of the CdS layer were 2.51 and 2.49 eV at RT and 
80°C, respectively. The solar cell efficiencies, however, were considerably different. That 
for the CdS layer at 80°C was much better than that for the RT in Figure 4.11 and 4.12(a). 
In Figure 4.12, the higher short-circuit current (Jsc) and open-circuit voltage (Voc) of the 
solar cell with CdS grown at 80°C indicated that the electron concentration in the TiO2 
nanoparticle network increased, which means that the loss by recombination was 
significantly reduced because the light absorption was almost the same. It can be verified 
because the electron lifetime and transport time of the 12 CdS 80°C was longer and faster 
in Figure 4.12(d) and (e), respectively. Therefore, the solar cell had a longer effective 
diffusion length. The electron collection in the solar cell with CdS at RT was especially 
poor because it had a very short effective diffusion length of 4.6 μm, shorter than the real 
TiO2 network thickness of 6.7 μm, in Figure 4.12(f). This result demonstrates that the 
coverage of the TiO2 network by the CdS layer is critical to the performance by the 
control of recombination.    
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4.2.3.1.2 Effects of CdS underlayer on CdS / CdSe solar cells 
In order to check the effects of the CdS underlayer on the CdS / CdSe solar cells, 
three solar cells were prepared: (1) CdSe layer grown by 6 SILAR cycles at RT (6 CdSe), 
(2) 6 SILAR cycles CdS at RT and then 6 cycles CdSe (6 CdS RT / 6 CdSe), and (3) 6 
cycles CdS at 80°C and then 6 cycles CdSe (6 CdS 80°C / 6 CdSe). The other conditions 
were the same.  
In Figure 4.13(f), the solar cells with the CdS underlayers had higher light 
absorption than the 6 CdSe, caused by the fact that the CdS underlayer promoted the 
growth of the CdSe quantum dots. The solar cells with the CdS underlayer performed 
better than the solar cell without it in efficiency, Jsc, Voc, and electron transport- and 
electron injection-related performances, as shown in Figure 4.13 and 4.14.  
The better coverage of the TiO2 network by the CdS layer reduced recombination, 
which improved electron lifetime (τe) in the TiO2 network, in Figure 4.14(c). The higher 
electron concentration contributed to faster electron transport time (τtr).62 Electrons in the 
nanostructured solar cells experience multiple trapping and detrapping events in 
interactions with trap sites when they diffuse to collect in the TiO2 network. The higher 
electron concentration increases the quasi-Fermi level to the TiO2 conduction band, 
which makes it easier for electrons to escape from the trap sites, because they are trapped 
in the shallow traps and the deep trap sites are already occupied by electrons.7,10-11 These 
better τe and τtr improved the other diffusion-related performances such as collection 
efficiency (Φcol), diffusion constant (Dn) and effective diffusion length (Ln), as shown in 
Figure 4.14.  
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The solar cells with the CdS underlayer also had better electron injection 
efficiency (Φinj) than those without it, as shown in Figure 4.14(a). The conduction band 
of the absorber needs to be at least 0.2 ~ 0.3 eV higher than that of the TiO2 for the 
electron injection, and the higher gap improves the charge injection. In this respect, 
inserting the CdS layer between the TiO2 and the CdSe absorber may not be desirable, 
because one more charge injection is needed and both energy gaps of the conduction 
bands will possibly have lower values than without it. In Figure 4.14(a), however, the 
CdS underlayer improved the charge injection, which indicated that other factors affected 
the electron injection. It may be that the CdS underlayer improves the interfaces with 
TiO2 and CdSe by reducing interfacial trap sites such as dangling bonds.9 This 
improvement can extend the distance of the electron wave function.  
As shown in Figure 4.9, the solar cells with the CdSe layer on the CdS grown at 
RT were darker than those on the CdS at 80°C. In the same manner, the 6 CdS 80°C / 6 
CdSe solar cell absorbed the sunlight slightly less than the 6 CdS RT / 6 CdSe, as shown 
in Figure 4.14(e) and (f), but it had higher efficiency, Jsc and Voc than the 6 CdS RT / 6 
CdSe in the current-voltage (J-V) characteristics, as shown in Figure 4.13. It also had 
better diffusion-related performances. These patterns mimicked the CdS solar cells. The 
light absorption and electron injection in the 6 CdS 80°C / 6 CdSe and 6 CdS RT / 6 
CdSe were almost the same in Figure 4.14(f) and (a), but the 6 CdS 80°C / 6 CdSe had 
higher Jsc and Voc in Figure 4.13(c) and (d), which indicated a higher electron 
concentration in the TiO2 and better resistance against recombination. Therefore, the 
electron lifetime of the 6 CdS 80°C / 6 CdSe was also longer and transport time faster, as 
shown in Figure 4.14(c) and (d).    
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4.2.3.1.3 Effects of CdS SILAR cycles on CdS / CdSe solar cells 
The effects of the growth of the CdS underlayer were investigated. The growth of 
the CdS underlayer was controlled by changing the number of the SILAR cycles. The 
CdS layers were grown at 80°C and the growth method of the CdSe layer was fixed at 6 
SILAR cycles. The other conditions were the same. The structure of the photoelectrode 
was FTO glass / TiO2 dense film / TiO2 network / CdS at 80°C / 6 CdSe / 1 ZnS.    
The efficiency and Jsc increased until 12 cycles and decreased slightly at 18 cycles, 
as shown in Figure 4.15(b) and (c). To explain this behavior, other performances need to 
be checked. Jsc is related to the IPCE, which is measured under short-circuit conditions. 
Therefore, Jsc depends on the light harvest efficiency (LHE), the electron injection 
efficiency (Φinj) and the electron collection efficiency (Φcol). All solar cells except the one 
without the CdS layer had almost the same light absorption and bandgap as shown in 
Figure 4.15(b) and (f), which indicated that the CdSe growth was not related to the CdS 
layer thickness if a CdS underlayer existed. Therefore, the solar cells with the CdSe layer 
had almost the same LHE.  
To check the Φcol behavior, the electron lifetime (τe) and electron transport time 
(τtr) need to be checked first. In Figure 4.15(e), the τe continuously increased with the 
number of cycles of CdS, which indicated that more CdS contributed to resistance against 
recombination. In 4.15e, the τtr decreased until the 12CdS 80°C / 6CdSe, and it slightly 
increased at the 18CdS 80°C / 6CdSe. The decrease of the τtr could be due to the 
reduction of trap sites at the TiO2 surface. It is supposed that there are three sources of 
trapping: (1) bulk defects, (2) unbound bonds on the surface and (3) Coulombic trapping,  
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in which electrons are trapped by the electrostatic force of positive ions on the 
nanostructure surface.62 The CdS underlayer may reduce effects on the second and third 
sources, but the mechanism would be quite different. If the CdS SILAR deposition 
passivates the unbound bonds on the surface, each CdS growth by SILAR needs to 
partially cover the TiO2 surface like quantum dot growth to explain the decrease of 
trapping as the number of SILAR increases. If the concept of Coulombic trapping applies, 
the electrostatic force can decrease as the CdS thickness increases so that the trapping 
sites can be reduced. Anyway, the Φcol continuously increased due to the longer electron 
lifetime and faster electron transport, as shown in Figure 4.15(d).  
In Figure 4.15(d), the Φinj increased until the 12CdS 80°C / 6CdSe, and it 
decreased slightly at the 18 CdS 80°C / 6CdSe, which is the same pattern with Jsc and 
efficiency versus the CdS SILAR cycles, indicating that the Φinj mostly affects Jsc and 
efficiency. The increase of the Φinj until the 12 CdS 80°C / 6CdSe was related to a better 
interface, not to the conduction band energy level difference, because the solar cell 
without the CdS layer (6 CdSe) had the lowest charge injection efficiency, unless the 6 
CdSe had the highest value. Therefore, increased SILAR processing for the CdS layer 
can improve the interface.  
At the 18 CdS 80°C / 6CdSe, the electron injection efficiency (Φinj) and transport 
time (τtr) were slightly degraded, which could be related to the limitation of the 
electrolyte transport resulting in a decrease of S2- species, which would in turn retard the 
reduction of holes in the absorber, lowering the electron injection efficiency. Therefore, it 
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made the electron concentration lower in the TiO2 network, which degraded not only the 
Jsc and electron transport but also the efficiency at the 18CdS 80°C / 6CdSe.  
The Voc continuously decreased in the solar cells with the CdS layer as shown in 
Figure 4.15(c). The decrease of the Voc is related to the screening of electrons in the TiO2 
by the electrolyte. As more CdS layers are deposited on the TiO2 network, the size of the 
nanostructures (TiO2 + CdS / CdSe layer) increases, which increases the distance 
between the TiO2 nanoparticles and the surface where the positive ions are attached. The 
result is weakened screening by the positive ions in electrolyte, which makes the electron 
concentration lower in the TiO2 network under open-circuit conditions.     
In summary, the CdS underlayer is significantly beneficial to the performance. 
First, it promotes the growth of CdSe, increasing light absorption and electron 
concentration in the TiO2 network, causing faster electron transport. Second, it acts as a 
physical barrier against recombination, promoting collection efficiency and a longer 
electron lifetime. Finally, it reduces the trap sites at the interface, improving electron 
injection and accelerating electron transport. The CdS layer grown at 80°C outperformed 
that grown at RT, due to resistance against recombination by a more conformal 
deposition.      
       
4.2.3.2 Effects of CdSe absorber 
The effects of the CdSe layer were investigated. The structure of the 
photoelectrode was FTO glass / TiO2 dense film / TiO2 network / 6 CdS at 80°C / CdSe / 
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1 ZnS. The CdSe layer varied with the SILAR cycles but the CdS underlayer was fixed at 
12 SILAR cycles at 80°C. The other conditions were the same.  
The light absorption rapidly increased until 6 SILAR cycle CdSe and then 
increased slightly after that, as shown in Figure 4.16(b), while the bandgaps decreased 
rapidly until 6 cycles and then slightly decreased in Figure 4.16(f). The efficiency and Jsc 
peaked at the 12CdS 80°C / 6CdSe in Figure 4.16(b) and (c), which could be the result of 
the balance between the light absorption, electron injection and collection. Until the 6 
CdSe, the light absorption increased, resulting in a higher electron concentration, which 
increased recombination and promoted electron transport. After the 6 CdSe, however, the 
light absorption slightly increased, but the electron injection (Φinj) and collection (Φcol) 
efficiency continuously decreased in Figure 4.16(d), which resulted in the decrease in 
efficiency and Jsc.  As shown in Figure 4.16(d), the electron injection efficiency actually 
decreased after the 3 SILAR cycle CdSe. As the SILAR cycles of the CdSe increase, so 
does the QD size, which will reduce not only the bandgap but also the conduction band 
energy level of the CdSe. Therefore, the energy gap between the conduction bands of the 
TiO2 and CdSe is reduced, lowering the electron injection. After the 6 CdSe, longer 
electron lifetime (τe) and slower transport time (τtr) were shown in Figure 4.16(e), which  
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indicated that the electron concentrations were lower, reducing the overall electron 
collection efficiency. The lower electron concentration might result from the decrease in 
the electron injection. 
Comparing the 12CdS 80°C and 12CdS 80°C / 3CdSe, the Voc increased in Figure 
4.16(c), which resulted from the increase in electron concentration in the TiO2 due to the 
higher light absorption of the CdSe. The Voc decreased after the 3 CdSe as the CdSe 
cycles increased, which can be explained by fewer electrons under open-circuit 
conditions, due to the reduction of the screening effect by the greater physical distance. 
As explained in the previous section, the injected electrons are screened by positive ions 
on the nanostructure surface and more electrons can exist against repulsion as the 
screening field becomes stronger.  
 
4.2.3.3 Effects of TiO2 nanoparticle size 
The effects of the TiO2 nanoparticle size were investigated. The TiO2 network 
thickness was fixed at 6.7 μm and the photolectrode structure was FTO glass / dense TiO2 
film / TiO2 network / 6 CdS at 80°C / 6 CdSe / 1 ZnS. The same counter electrode and 
electrolyte were used.  
The surface area played an important role in the results. The light absorption 
decreased as the TiO2 size increased in Figure 4.17(b), caused by the decreased CdSe 
loading due to the reduced surface area of the TiO2 network. This decreased light  
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absorption directly resulted in the lower short-circuit current (Jsc) and efficiency as shown 
in Figure 4.17(b) and (c). 
As the TiO2 size grew, the Voc as well as the electron lifetime (τe) were improved 
by the decreased recombination as shown in Figure 4.17(c) and e. The transport time (τtr), 
which was related to the place where the light absorption occurred, also increased with 
the size in Figure 4.17(e). In the 9 nm TiO2, the light was mainly absorbed near the 
collecting electrode (FTO) because of the high loading of the CdSe, while the light 
absorption was uniform for the entire nanostructure of the 36 nm size TiO2 solar cell due 
to the low CdSe loading caused by the small surface area. When the light is absorbed 
near the collecting electrode, the injected electrons will diffuse a short distance to the 
collecting electrode, making electron transport faster. Finally, the collection efficiency 
(Φcol), affected by the electron lifetime (τe) and transport time (τtr), is the highest for the 
19 nm in 4.17d, but this may be because the 6.7 μm thickness is only the optimum 
condition for the 19 nm, which will be discussed in the next section.     
The screening of electrons in the TiO2 by the electrolyte can affect Voc and 
electron injection efficiency (Φinj).7 The stronger the screening, the better the Voc and Φinj. 
In this TiO2 size variation, the screening effect decreases as the size increases. Therefore, 
the decreased screening reduced the electron injection efficiency, as shown in Figure 
4.17(d). However, the Voc was not reduced because it is quite complicated and many 
factors can affect it. In this size variation, the recombination had more effect on the Voc 
than the screening effect did, resulting in the improved Voc as the TiO2 size increased.       
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4.2.3.4 Effects of TiO2 network thickness 
The effects of the TiO2 nanoparticle network thickness were investigated. The 
network thicknesses were 0, 3.1, 6.7 and 10.6 μm, and the TiO2 size was 19 nm for all. 
The photolectrode structure was FTO glass / dense TiO2 film / TiO2 network / 6 CdS at 
80°C / 6 CdSe / 1 ZnS. The other conditions were the same such as the counter electrode 
and the electrolyte.  
The light absorption increased with the thickness as shown in Figure 4.18(b) 
because more materials were deposited. In Figure 4.18(c), the Jsc and Voc had their 
highest values at 6.7 μm, which was related to the light absorption and electron transport. 
As the light absorption increased, so did the number of electrons, which promoted the Jsc 
and Voc until 6.7 μm. At 10.6 μm, however, the light absorption did not increase as much 
as the thickness and surface area of the TiO2 network. The extra thickness and surface 
area at 10.6 μm, which did not contribute much to the light absorption, degraded the 
electron diffusion-related performances. The light absorption mainly occurred near the 
collecting electrode, and the generated electrons would diffuse not only to the collecting 
electrode, but also to the TiO2 nanoparticles far from the collecting electrode because of 
the gradient of the electron concentration and no electric field for drift. Therefore, as 
shown in Figure 4.18(e), the electron transport time slowed and the electron lifetime 
decreased due to the longer transport distance and increased surface area.    
Considering the discussions above, a thinner network than 6.7 μm will perform 
optimally for the 9 nm TiO2 because of removing the extra thickness causing 
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recombination and slow electron transport while a thicker one than 6.7 μm for the 36 nm 
will work better because it increases the light absorption.  
The solar cell without the TiO2 nanoparticle network (0 μm) suffered from light 
absorption, which hurt performance. In Figure 4.18, it had a good electron lifetime and 
transport time, but a poor electron injection efficiency. The long electron lifetime was 
caused by the small surface area and the fast transport time was caused by the short 
collection distance. The electron injection into the dense TiO2 film was poor because the 
electrons were not screened well by positive ions in the electrolyte and their repulsive 
electric field affected the electrons generated in the CdS and CdSe layers.    
 
4.2.3.5 Effects of TiO2 scattering layer 
An additional scattering layer, which consists of large TiO2 particles around 200 ~ 
300 nm, can improve light absorption by reflecting the unabsorbed light.63 A scattering 
layer was applied in two cases. The first one was the deposition of the 236 nm sized TiO2 
of 4 μm thickness on 19 nm sized TiO2 of 3.1 μm thickness, followed by deposition of  6 
SILAR cycles CdS at 80°C, 6 SILAR cycles CdSe and 1 SILAR cycle ZnS. The 
scattering layer increased the Jsc and efficiency greatly by the increased light absorption 
as shown in Figure 4.19, which also contributed to the higher Voc due to increased 
electron concentration. The diffusion-related parameters, however, were degraded in 
Figure 4.19(e) and (f) because the increased electron concentration reduced the electron 
lifetime (τe), and the increased thickness made the transport time longer. Nevertheless, 
overall performance was improved.  
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In the second case, a scattering layer was added on 19 nm sized TiO2 of 6.7 μm, 
followed by 6 CdS 80°C / 6 CdSe / 1 ZnS. As shown in Figure 4.20, the Jsc, Voc and 
efficiency were enhanced in this case, but the τe and τtr were degraded. In addition, the 
efficiency was not as dramatic as in the first case, because the 3.1 μm thickness was not 
very absorbent, so the scattering layer helped light absorption a lot, while the 6.7 μm 
already absorbed light well, so the scattering layer contribution of light absorption was 
limited.       
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Chapter 5. Conclusions and suggestions for future work 
 
5.1 Conclusions 
In this dissertation, the synthesis of materials for nanostructured solar cells and 
their effects on performance were investigated. In detail, the TiO2 nanoparticles were 
synthesized by a newly developed method, combining the advantages of flame aerosol 
synthesis and the FFESS technique. The new method provided good stability and 
reproducibility, demonstrating generation of TiO2 nanoparticles with more flexibility in 
the control of their properties. The size of the charged droplet controlled by FFESS is the 
key variable, because it dictates the ratio of vapor and liquid for the reaction within the 
flame. The small anatase phase TiO2 nanoparticles are mainly formed through a vapor 
reaction while the large anatase and rutile phase TiO2 are produced through a liquid 
reaction, and the rutile phase increases as the droplet size increases. The number of 
charged droplets mainly affects the TiO2 nanoparticle size rather than the phase.        
ZnO nanowires were grown in a solution at 80°C, and were identified to be a 
single crystal, 389 nm in length. The ZnO nanowires are a good candidate for the electron 
transport material because they show potential for increasing the performance due to their 
fast electron transport and they can be used in flexible devices due to the low temperature 
processing.  
The SnS absorber by SILAR showed a conformal deposition on nanostructures. 
The quality of SnS was better than other previous studies, acquired by modifications of 
the precursor and process. The effects of the concentration, SILAR cycle number and 
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bath temperature were investigated, which increased the understanding of the SILAR 
process. The changes in the bandgap were observed with different thickness of the SnS 
layer varied by the parameters above.  
The effects of the SILAR bath temperature on the CdS morphology were 
examined. The CdS layer grown at 80°C was more conformal than that grown at room 
temperature, which could be attributed to the lowered surface tension of the aqueous 
solution with temperature. 
Also investigated were the effects on the solar cells of the nanostructure 
components, such as the CdS underlayer, CdSe absorber, scattering layer, TiO2 
nanoparticle size and network thickness. The CdS underlayer was beneficial for the solar 
cells in all respects because it increased light absorption by promoting the CdSe absorber 
growth, increased resistance against recombination by forming a physical barrier and 
passivating the interface, and improved electron injection and transport. The CdS layer 
grown at 80°C was more conformal and performed better than that grown at RT.       
The CdSe absorber layer increased light absorption as its size increased, which 
improved the efficiency as well as the short-circuit current (Jsc). However, increasing size 
beyond the saturation of light absorption is not desirable because the electron injection 
efficiency is reduced by the decrease of the CdSe conduction band energy level, and the 
Voc is decreased by the reduced screening effect.   
As the TiO2 size increased, the light absorption, Jsc, and efficiency were reduced 
by the decrease in surface area, although the electron lifetime and Voc were increased by 
the reduced recombination. There is an optimum thickness for each size: thinner for the 
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small-sized TiO2 and thicker for the large. A sufficient amount of light absorption is 
considered important.             
The TiO2 network thickness also increased the light absorption, Jsc, Voc and 
efficiency as it increased. However, increasing thickness beyond the saturation of light 
absorption is not beneficial because the electron lifetime and transport time are degraded. 
The solar cell without the TiO2 nanoparticle network exhibited poor light absorption, 
which mainly reduced the performance. The electron injection and Voc were severely 
degraded because of the lack of a screening effect, although electron lifetime and 
transport time were improved by the decrease in surface area and collection length.   
The scattering layer increased the solar cell efficiency by improving light 
absorption although the electron lifetime and transport time were reduced.   
In summary, it is important to increase the electrons in the TiO2 nanoparticle 
network in nanostructured solar cells, which requires an increase in the light absorption, 
electron injection and collection. To increase the light absorption, the quantity of 
absorber is to be maximized, which can be achieved by optimizing the thickness of 
absorber layer, the TiO2 particle size, and network thickness. To promote electron 
injection in the TiO2 network, it is necessary to increase the conduction band level of the 
absorber, to reduce trap sites at the interface and to increase the screening effect of 
electrons by the electrolyte. Finally, to increase electron collection, minimum 
recombination and fast electron transport are required, which can be attained by surface 
area optimization, and by minimizing recombination, and reducing trap sites.    
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5.2 Suggestions for future work 
There are great possibilities for applying the methods developed in this study, and 
needs for further improvements.  
Firstly, flame pyrolysis assisted by FFESS has great potential for providing 
multicomponent nano- and micro-materials with various morphologies. Because each 
droplet can act as a micro-reactor, the synthesized material has the same composition as a 
precursor solution, which is best suited to produce the multicomponent materials. 
Moreover, various shapes can be produced through incomplete evaporation when less 
volatile solvents or stable chemicals are used. A great variety of solid materials are 
attainable because the FFESS technique can generate various shapes such as nano- and 
micro-droplets, fibers, tubes, multiple-shell spheres, and so on.    
A number of suggestions may be made for the improvement of the nanostructured 
solar cells. The light absorption and Jsc showed high values in this study, but the Voc and 
fill factor were low, which may have been caused by the sulfide / polysulfide electrolyte 
and Pt counter electrode. As discussed, the iodide / iodine electrolyte, which is normally 
used for DSCs and shows good results, cannot be used here because it is too corrosive 
and dissolves most of the semiconductors. Instead of the iodide / iodine electrolyte, the 
sulfide / polysulfide electrolyte was used, but it is not optimized yet. In this study, the 
ratio of S / S2- is 4 while the ratio of I2 / I- is around 0.1 ~ 0.2 in the DSCs. A large 
amount of sulfur (S) was required to improve the fill factor, but this was in the direction 
of degrading light absorption, Voc and resistance against recombination. The optimization 
of this ratio will help attain better results. In addition, some additives to the electrolyte 
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will improve the solar cell performance. For example, the Voc and recombination were 
improved by adding 4-tert-butylpyridine in the DSCs. The Pt counter electrode was 
known to have a low activity with the sulfide / polysulfide electrolyte. Therefore, the 
introduction of a highly active counter electrode will improve the solar cell. 
There is still room to further improve the performance by optimizing the TiO2 
nanoparticle size and network thickness. The introduction of ZnO nanowires will be very 
interesting because of their fast electron transport ability which can make a ZnO 
nanowire nanostructure solar cell performance comparable to that of TiO2. Longer 
nanowires and thicker absorber are needed for high light absorption. Performing trials of 
flexible devices using ZnO nanowires is an attractive prospect, and the last challenge for 
flexible devices will be to reduce the process temperature for making the transparent 
conductive oxide. 
  
102 
 
References 
1. Grätzel, M., Solar energy conversion by dye-sensitized photovoltaic cells. 
Inorganic chemistry 2005, 44 (20), 6841-6851. 
2. Archer, M. D.; Nozik, A. J.; editors, Nanostructured and Photoelectrochemical 
Systems for Solar Photon Conversio. Imperial College Press 2008. 
3. Soga, T.; editor, Nanostructured Materials for Solar Energy Conversion. Elsevier 
B.V. 2006. 
4. Hagfeldt, A.; Boschloo, G.; Sun, L.; Kloo, L.; Pettersson, H., Dye-sensitized 
solar cells. Chemical reviews 2010, 110 (11), 6595-6663. 
5. Green, M. A., Third generation photovoltaics: Ultra-high conversion efficiency 
at low cost. Progress in photovoltaics 2001, 9 (2), 123-135. 
6. Nazeeruddin, M.; Péchy, P.; Renouard, T.; et al., Engineering of efficient 
panchromatic sensitizers for nanocrystalline TiO2-based solar cells. Journal of 
the American Chemical Society 2001, 123 (8), 1613-1624. 
7. Cahen, D.; Hodes, G.; Grätzel, M.; Guillemoles, J. F.; Riess, I., Nature of 
Photovoltaic Action in Dye-Sensitized Solar Cells. The journal of physical 
chemistry. B 2000, 104 (9), 2053-2059. 
8. Gledhill, S. E.; Scott, B.; Gregg, B. A. In Organic and nano-structured 
composite photovoltaics: An overview, Journal of materials research, 2005; pp 
3167-3179. 
9. Thavasi, V.; Renugopalakrishnan, V.; Jose, R.; Ramakrishna, S., Controlled 
electron injection and transport at materials interfaces in dye sensitized solar 
cells. Materials science & engineering. R, Reports 2009, 63 (3), 81-99. 
10. Bisquert, J.; Fabregat-Santiago, F.; Mora-Seró, I.; Garcia-Belmonte, G.; Barea, E. 
M.; Palomares, E., A review of recent results on electrochemical determination 
of the density of electronic states of nanostructured metal-oxide semiconductors 
and organic hole conductors. Inorganica chimica acta incorporating f-Block 
elements 2008, 361 (3), 684-698. 
11. Wang, Q.; Ito, S.; Grätzel, M.; Fabregat-Santiago, F.; Mora-Seró, I.; Bisquert, J.; 
Bessho, T.; Imai, H., Characteristics of high efficiency dye-sensitized solar cells. 
The journal of physical chemistry. B 2006, 110 (50), 25210-25221. 
12. Bang, J. H.; Kamat, P. V., Quantum dot sensitized solar cells. A tale of two 
semiconductor nanocrystals: CdSe and CdTe. ACS nano 2009, 3 (6), 1467-1476. 
13. Mora Seró, I.; Bisquert, J., Breakthroughs in the development of semiconductor-
sensitized solar cells. The journal of physical chemistry letters 2010, 1 (20), 
3046-3052. 
103 
 
14. Hanna, M. C.; Nozik, A. J., Solar conversion efficiency of photovoltaic and 
photoelectrolysis cells with carrier multiplication absorbers. Journal of Applied 
Physics 2006, 100 (7), 074510. 
15. Nozik, A. J., Quantum dot solar cells. Physica. E, Low-dimensional systems & 
nanostructures 2002, 14 (1-2), 115-120. 
16. Kamat, P. V., Quantum dot solar cells. Semiconductor nanocrystals as light 
harvesters. The journal of physical chemistry. C 2008, 112 (48), 18737-18753. 
17. Lee, H.; Leventis, H.; Moon, S.-J.; et al., PbS and CdS quantum dot-sensitized 
solid-state solar cells: Old concepts, new results. Advanced functional materials 
2009, 19 (17), 2735-2742. 
18. Yin, L.; Ye, C., Review of quantum dot deposition for extremely thin absorber 
solar cells. Science of advanced materials 2011, 3 (1), 41-58. 
19. Pathan, H. M.; Lokhande, C. D., Deposition of metal chalcogenide thin films by 
successive ionic layer adsorption and reaction (SILAR) method. Bulletin of 
Materials Science 2004, 27 (2), 85-111. 
20. Barbé, C. J.; Arendse, F.; Comte, P.; Jirousek, M.; Lenzmann, F.; Shklover, V.; 
Grätzel, M., Nanocrystalline titanium oxide electrodes for photovoltaic 
applications. Journal of the American Ceramic Society 1997, 80 (12), 3157-3171. 
21. Pratsinis, S. E., Flame aerosol synthesis of ceramic powders. Progress in energy 
and combustion science 1998, 24 (3), 197-219. 
22. Teoh, W. Y.; Amal, R.; Mädler, L., Flame spray pyrolysis: An enabling 
technology for nanoparticles design and fabrication. Nanoscale 2010, 2 (8), 
1324-1347. 
23. Madler, L., Liquid-fed Aerosol Reactors for One-step Synthesis of Nano-
structured Particles. KONA 2004, 22, 107. 
24. Strobel, R.; Pratsinis, S. E., Flame aerosol synthesis of smart nanostructured 
materials. Journal of materials chemistry 2007, 17 (45), 4743-4756. 
25. Gu, W.; Singh, R.; Kim, K., Flow-limited field-injection electrostatic spraying 
for controlled formation of charged multiple jets of precursor solutions: Theory 
and application. Applied physics letters 2005, 87 (084107). 
26. Kim, K.; Ryu, C. K., Generation of charged liquid cluster beam of liquid-mix 
precursors and application to nanostructured materials. Nanostructured materials 
1994, 4 (5), 597-602. 
27. Gu, W.; Heil, P. E.; Choi, H.; Kim, K., Comprehensive model for fine Coulomb 
fission of liquid droplets charged to Rayleigh limit. Applied physics letters 2007, 
91 (6). 
28. Kim, K.; Turnbull, R. J., Generation of charged drops of insulating liquids by 
electrostatic spraying. Journal of applied physics 1976, 47 (5), 1964-1969. 
29. Cullity, B. D., Elements of X-Ray Diffraction, 2nd Ed. Prentice Hall 1978; p 94. 
104 
 
30. Spurr, R. A., Quantitative analysis of anatase-rutile mixtures with an X-ray 
diffractometer. Analytical chemistry 1957, 29 (5), 760-762. 
31. Ulrich, G. D., Theory of Particle Formation and Growth in Oxide Synthesis 
Flames. Combustion science and technology 1971, 4 (1), 47 - 57. 
32. Yang, G.; Zhuang, H.; Biswas, P., Characterization and sinterability of 
nanophase titania particles processed in flame reactors. Nanostructured materials 
1996, 7 (6), 675-689. 
33. Ghosh, B.; Das, M.; Banerjee, P.; Das, S., Fabrication and optical properties of 
SnS thin films by SILAR method. Applied surface science 2008, 254 (20), 6436-
6440. 
34. Ramakrishna, K. T.; Koteswara, N.; Miles, R. W., Photovoltaic properties of SnS 
based solar cells. Solar energy materials and solar cells 2006, 90 (18-19), 3041-
3046. 
35. Jiang, T.; Ozin, G. A., New directions in tin sulfide materials chemistry. Journal 
of materials chemistry 1998, 8 (5), 1099-1108. 
36. Tsukigase, H.; Suzuki, Y.; Berger, M. H.; Sagawa, T.; Yoshikawa, S., Synthesis 
of SnS nanoparticles by SILAR method for quantum dot-sensitized solar cells. 
Journal of nanoscience and nanotechnology 2011, 11 (3), 1914-1922. 
37. Palik, E. D., Handbook of Optical Constants of Solids. Academic Press, New 
York 1985. 
38. Nechamkin, H., The Chemistry of the Elements. McGraw-Hill, New York 1968  
39. Devika, M.; Reddy, N. K.; Gunasekhar, K. R., Structural, electrical, and optical 
properties of as-grown and heat treated ultra-thin SnS films. Thin solid films 
2011, 520 (1), 628-632. 
40. Mathews, N. R.; Anaya, H. B. M.; Cortes-Jacome, M. A.; Angeles-Chavez, C.; 
Toledo-Antonio, J. A., Tin sulfide thin films by pulse electrodeposition: 
Structural, morphological, and optical properties. Journal of the Electrochemical 
Society 2010, 157 (3), H337-H341. 
41. Ghosh, B.; Das, M.; Banerjee, P.; Das, S., Fabrication of SnS thin films by the 
successive ionic layer adsorption and reaction (SILAR) method. Semiconductor 
science and technology 2008, 23 (12), 125013. 
42. Chopra, K. L.; Paulson, P. D.; Dutta, V., Thin-film solar cells: An overview. 
Progress in photovoltaics 2004, 12 (2-3), 69-92. 
43. Rühle, S.; Shalom, M.; Zaban, A., Quantum-dot-sensitized solar cells. 
ChemPhysChem 2010, 11 (11), 2290-2304. 
44. Krunks, M.; Kärber, E.; Katerski, A.; Otto, K.; Oja Acik, I.; Dedova, T.; Mere, 
A., Extremely thin absorber layer solar cells on zinc oxide nanorods by chemical 
spray. Solar energy materials and solar cells 2010, 94 (7), 1191-1195. 
45. Kongkanand, A.; Tvrdy, K.; Takechi, K.; Kuno, M.; Kamat, P. V., Quantum dot 
solar cells. Tuning photoresponse through size and shape control of CdSe-TiO2 
105 
 
architecture. Journal of the American Chemical Society 2008, 130 (12), 4007-
4015. 
46. Lee, H.; Wang, M.; Chen, P.; Gamelin, D. R.; Zakeeruddin, S. M.; Grätzel, M.; 
Nazeeruddin, M. K., Efficient CdSe quantum dot-sensitized solar cells prepared 
by an improved successive ionic layer adsorption and reaction process. Nano 
letters 2009, 9 (12), 4221-4227. 
47. Lee, Y. L.; Huang, B.-M.; Chien, H.-T., Highly efficient CdSe-sensitized TiO2 
photoelectrode for quantum-dot-sensitized solar cell applications. Chemistry of 
materials 2008, 20 (22), 6903-6905. 
48. Yang, Z.; Chen, C.-Y.; Roy, P.; Chang, H.-T., Quantum dot-sensitized solar cells 
incorporating nanomaterials. Chemical communications (London. 1996) 2011, 47 
(34), 9561-9571. 
49. Lee, Y. L.; Chang, C.-H., Efficient polysulfide electrolyte for CdS quantum dot-
sensitized solar cells. Journal of power sources 2008, 185 (1), 584-588. 
50. Ellmer, K.; Klein, A.; Rech, B.; editors, Transparent conductive zinc oxide: 
Basics and application in thin film solar cells. Springer2008. 
51. Razeghi, M., Fundamentals of Solid State Engineering. Springer 2009. 
52. Könenkamp, R.; Boedecker, K.; Lux-Steiner, M. C.; Poschenrieder, M.; Zenia, 
F.; Levy-Clement, C.; Wagner, S., Thin film semiconductor deposition on free-
standing ZnO columns. Applied physics letters 2000, 77 (16), 2575-2577. 
53. O'Regan, B.; Lenzmann, F.; Muis, R.; Wienke, J., A solid-state dye-sensitized 
solar cell fabricated with pressure-treated P25-TiO2 and CuSCN: Analysis of 
pore filling and IV characteristics. Chemistry of materials 2002, 14 (12), 5023-
5029. 
54. Itzhaik, Y.; Niitsoo, O.; Page, M.; Hodes, G., Sb2S3-sensitized nanoporous TiO2 
solar cells. The journal of physical chemistry. C 2009, 113 (11), 4254-4256. 
55. Belaidi, A.; Dittrich, T.; Kieven, D.; Tornow, J.; Schwarzburg, K.; Lux-Steiner, 
M., Influence of the local absorber layer thickness on the performance of ZnO 
nanorod solar cells. Physica status solidi. Rapid research letters 2008, 2 (4), 
172-174. 
56. Kumara, G. R. R. A.; Konno, A.; Senadeera, G. K. R.; Jayaweera, P. V. V.; De 
Silva, D. B. R. A.; Tennakone, K., Dye-sensitized solar cell with the hole 
collector p-CuSCN deposited from a solution in n-propyl sulphide. Solar energy 
materials and solar cells 2001, 69 (2), 195-199. 
57. Barea, E. M.; Shalom, M.; Giménez, S.; Hod, I.; Mora-Seró, I.; Zaban, A.; 
Bisquert, J., Design of injection and recombination in quantum dot sensitized 
solar cells. Journal of the American Chemical Society 2010, 132 (19), 6834-6839. 
58. Nelson, J., The Physics of Solar Cells. Imperial College Press, London 2003. 
59. Kosyachenko, L. A.; editor, Dye Solar Cells: Basic and Photon Management 
Strategies, Solar Cells - Dye-Sensitized Devices. InTech 2011. 
106 
 
60. Pisarkiewicz, T., Photodecay method in investigation of materials and 
photovoltaic structures. Opto-Electronics Review 2004, 12 (1), 33-40. 
61. Guo, X. Z.; Y.-H.; Zhang, Y.-D.; Huang, X.-C.; Li, D.-M.; Meng, Q.-B., Study 
on the effect of measuring methods on incident photon-to-electron conversion 
efficiency of dye-sensitized solar cells by home-made setup. Review of scientific 
instruments 2010, 81 (10), 103106. 
62. Kalyanasundaram, K.; editor, Dye-sensitized Solar Cells. EFPL Press, Lausanne 
2010. 
63. Hore, S.; Vetter, C.; Kern, R.; Smit, H.; Hinsch, A., Influence of scattering layers 
on efficiency of dye-sensitized solar cells. Solar energy materials and solar cells 
2006, 90 (9), 1176-1188. 
 
 
