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Abstract. We introduce the notion of Schrödinger integral operators and prove
sharp local and global regularity results for these (including propagators for the
quantum mechanical harmonic oscillator). Furthermore we introduce general
classes of oscillatory integral operators with inhomogeneous phase functions, whose
local and global regularity are also established in classical function spaces (both
in the Banach and quasi-Banach scales). The results are then applied to ob-
tain optimal (local in time) estimates for the solution to the Cauchy problem
for variable-coefficient Schrödinger equations as well as other evolutionary partial
differential equations.
Contents
1. Introduction 2
2. Definitions and preliminaries 5
2.1. Notations 5
2.2. Function spaces 6
2.3. Oscillatory integral operators 9
2.4. Schrödinger integral operators 10
3. Main regularity results and applications 12
3.1. Local regularity results 12
3.2. Global regularity results 13
3.3. A parameter–dependent composition formula 17
3.4. Global Lp − Lq estimates 18
3.5. Applications to harmonic analysis and PDEs 18
4. Estimates for phases and kernels 21
5. L2-boundedness 26
6. Boundedness of low frequency portion 27
7. Boundedness of middle frequency portion 32
8. Local hp − Lp boundedness 33
9. Boundedness of high frequency portion 34
10. The hp − Lp boundedness of Schrödinger integral operators 37
11. Action of parameter-dependent pseudodifferential operators on
oscillatory integrals 41
12. Regularity on Besov-Lipschitz spaces 46
13. Regularity on Triebel-Lizorkin spaces 52
14. Sharpness of the results 54
References 55
2010 Mathematics Subject Classification. Primary: 42B20, 42B35, 42B37, 47D06, 47D08, Sec-
ondary: 35S30, 37L50.
Key words and phrases. Schrödinger integral operators, Oscillatory integral operators.
A. J. Castro is supported by the Nazarbayev University Faculty Development Competitive
Research Grants Program, grant number 110119FD4544. W. Staubach is partially supported by
a grant from the Crafoord foundation and by a grant from G. S. Magnusons fond, grant number
MG2015-0077.
1
ar
X
iv
:1
91
2.
08
31
6v
1 
 [m
ath
.A
P]
  1
7 D
ec
 20
19
2 A. J. CASTRO, A. ISRAELSSON, W. STAUBACH, AND M. YERLANOV
1. Introduction
The goal of this paper is to prove sharp estimates (in classical function spaces) for
a wide class of oscillatory integral operators that appear in the theory of partial
differential equations and mathematical physics. As an upshot of these, one also
obtains optimal regularity for the Cauchy problem for various evolutionary partial
differential equations, such as Schrödinger-type equations, just to mention one im-
portant example. We start by giving an overview of the previously known regularity
results for oscillatory integral operators, which is to a large extent biased by their
relevance to our current paper.
For simplicity, we confine ourselves to oscillatory integral operators of the form
(1) Tϕa f(x) :=
∫
Rn
eiϕ(x,ξ) a(x, ξ) f̂(ξ) đξ,
with amplitude a(x, ξ) and phase function ϕ(x, ξ). It was shown by L. Hörmander
[17] and G. I. Eskin [10] in the 1970’s that; if a(x, ξ) is smooth and compactly
supported in x and belongs to the class S01,0(Rn) (see Definition 2.9), and if ϕ ∈
C∞(Rn×Rn \{0}) is positively homogeneous of degree 1 in ξ and the mixed Hessian
matrix of ϕ(x, ξ) has a non-zero determinant on the support of a(x, ξ) (the non-
degeneracy condition), then the operator Tϕa is L2-bounded. Later D. Fujiwara [12]
showed that if ϕ ∈ C∞(Rn × Rn) satisfies the condition
(2)
∣∣∂αξ ∂βxϕ(x, ξ)∣∣ ≤ cα,β, |α + β| ≥ 2,
and the determinant of the mixed Hessian of ϕ is globally bounded from below by a
non-zero constant (the strong non-degeneracy condition), and the amplitude merely
belongs to the class S00,0(Rn), then Tϕa is L2-bounded. The Fujiwara condition on the
phase function may seem rather strong, however its role is to deal with the lack of
decay of the amplitude. Of course if one is in the case that was considered by Eskin
and Hörmander, where the amplitude has some decay, then the assumptions on the
phase function could be relaxed. Compared to the result of Eskin and Hörmander,
the boundedness result of Fujiwara has the advantage of avoiding the homogeneity
assumption on the phase function, and it also avoids the assumption of compact
support in the spatial variables and therefore provides a global L2-boundedness
result. Inspired by this result of Fujiwara’s, D. Dos Santos Ferreira and W. Staubach
[9] showed that; if the phase function ϕ is positively homogeneous of degree 1 in ξ,
is strongly non-degenerate, and satisfies
sup
(x, ξ)∈Rn×Rn\{0}
|ξ|−1+|α| ∣∣∂αξ ∂βxϕ(x, ξ)∣∣ ≤ Cα,β, |α + β| ≥ 2,
and if the amplitude a(x, ξ) ∈ C∞(Rn × Rn) satisfies∣∣∂αξ ∂βxa(x, ξ)∣∣ ≤ Cα,β(1 + |ξ|)m−ρ|α|+δ|β|,
then one has that Tϕa is globally L2-bounded, provided that ρ, δ ∈ [0, 1], δ 6= 1 and
m = min(0, n(ρ−δ)/2), or ρ ∈ [0, 1], δ = 1 and m < n(ρ−1)/2. This result is sharp.
In 2010, E. Cordero, F. Nicola and L. Rodino [6] gave an elegant proof of the result
of Fujiwara, which completely avoids many of the technicalities (e.g. the use of
the Cotlar-Stein lemma) involved in the previous proofs and instead relies on tech-
niques from the theory of modulation spaces. Therefore, one could assert that the
L2-regularity of operators Tϕa with smooth amplitudes and smooth non-degenerate
REGULARITY OF OSCILLATORY INTEGRALS OPERATORS 3
phase functions, has been brought to completion. However, the extent of the impact
of [6] was not confined to the aforementioned L2-result, and indeed the investiga-
tions of Cordero–Nicola–Rodino also paved the way and inspired much activity in
the field, and not least, some of the results of this paper.
Turning to the problem of Lp-regularity for p 6= 2, in the 1980’s J. Peral [23], A.
Miyachi [20], and M. Beals [2] studied the problem of Lp-boundedness of operators
of the form (1), when the phase function is non-degenerate and positively homoge-
neous of degree one. It was realised that for an a ∈ Sm1,0(Rn) the Lp-boundedness
can (in general) not hold if m > −(n− 1)|1/p− 1/2|.
As a matter of fact, the influential paper by Miyachi [21] had a decisive impact on
the development of the regularity theory of oscillatory integral operators, as we shall
briefly explain. Miyachi essentially considered operators Tϕa with phase functions
ϕ(x, ξ) = x · ξ + |ξ|k for k > 0 and amplitudes a(x, ξ) = σ(ξ) ∈ Sm1,0(Rn) i.e. satis-
fying |∂αξ σ(ξ)| ≤ cα(1 + |ξ|)m−|α|. Then he showed that for k = 1 the operator Tϕa is
Lp-bounded for 1 < p <∞ if and only ifm ≤ −(n−1)|1/p−1/2|, and for k > 0 (but
k 6= 1) Tϕa is Lp-bounded if and only if m ≤ −kn|1/p−1/2|. Moreover, Miyachi goes
beyond these and also proves similar results on the scales of quasi-Banach Hardy
spaces and also in Lipschitz (or Hölder) spaces.
For k = 1, which is intimately connected to the wave equation and yields a Fourier
integral operator in the sense of Hörmander [17], A. Seeger, C. Sogge and E. Stein
[27] generalised Miyachi’s result to the variable-coefficient setting. More specifi-
cally, Miyachi’s result for the ordinary wave operator was generalised to the case of
x-dependent amplitudes (with compact spatial support) and more general homoge-
neous of degree one non-degenerate phase functions ϕ(x, ξ). Using a novel method
which was also partly inspired by C. Fefferman’s paper [11], Seeger–Sogge–Stein
proved the optimal local Lp-boundedness of Fourier integral operators. Extensions
to global estimates in more general function spaces were carried out by A. Israelsson,
S. Rodríguez-López, and W. Staubach in [18]. Thus, the investigations mentioned
above complete the picture regarding the regularity of Fourier integral operators of
the form (1) with non-degenerate homogeneous of degree one phase functions, and
amplitudes in Sm1,0(Rn).
Therefore, the natural remaining problem is the extension of the results of Miyachi
to the variable-coefficient setting in the case of k 6= 1. This amounts to the investi-
gation of the regularity properties of oscillatory integral operators that fall beyond
the scope of the theory of Fourier integral operators. As we mentioned earlier, Fuji-
wara’s work on one hand and the work of Cordero–Nicola–Rodino on the other, have
clarified the L2-regularity of certain class of oscillatory integral operators. Indeed,
the earlier investigations of B. Helffer and D. Robert [15] and those of Helffer [14] in
connection to the study of propagators for Schrödinger equations (for example the
harmonic oscillator) have demonstrated the importance of oscillatory integral opera-
tors of the form considered in [12], see e.g. the paper of Cordero–Nicola–Rodino [7].
Furthermore, in the remarkable paper [8], P. D’Ancona and F. Nicola established
some sharp estimates between Lp and Sobolev spaces for operators Tϕa that satisfy
the aforementioned Fujiwara condition (2), without using any Lp-boundedness re-
sults for Tϕa . As a matter of fact, they also admit in their paper that, so far, one
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doesn’t have any Lp-regularity theory (much the same as the one available for the
Fourier integral operators) for those oscillatory integral operators that are associ-
ated to Schrödinger equations.
One of the goals of this paper is to fill this gap by not only providing an Lp-regularity
(and indeed even Lp–Lq, 1 < p ≤ q <∞) theory for the so called Schrödinger inte-
gral operators which are the oscillatory integrals with phase functions satisfying (2)
(see Definition 2.17), but also to go beyond these classes of operators and investigate
the regularity of general oscillatory integral operators (see Definition 2.15) in classi-
cal function spaces. Furthermore, the results that are obtained here also extend the
range of validity of the estimates obtained in [8].
Here it is important to highlight the fact that, just as in the case of Fourier integral
operators which had their origin in P. Lax’s construction of parametrices for hyper-
bolic partial differential equations in his pioneering 1957-paper [19], the theory of
Schrödinger integral operators has its origin in the seminal 1978-paper of K. Asada
and D. Fujiwara [1]. In that paper, the authors considered operators intimately
related to those considered here and also established their L2-regularity.
One of the main features of the results that are obtained in this paper is the aboli-
tion of the usual homogeneity assumption in the phase functions. For these phase
functions we will also allow the amplitudes to merely belong to the class Sm0,0(Rn), as
opposed to the usual Sm1,0(Rn). Finally, we will show that the regularity results that
are obtained here are optimal for the specific order of decay m that we choose. It is
important to note that, for those oscillatory integral operators that are not Fourier
integral operators, choosing an amplitude in the better class Sm1,0(Rn) would not
yield any improvement in the order of decay m, which is required for the regularity
in various functions spaces. Therefore, our results are not only sharp regarding the
order of the amplitudes, but also optimal regarding their type, which is measured
by the lower-case indices of the classes of amplitudes.
Regarding calculi for Schrödinger integral operators, Asada and Fujiwara [1] studied
the action of pseudodifferential operators on their class of oscillatory integrals and
showed that their class is closed under composition with pseudodifferential opera-
tors of order zero. In 2013, E. Cordero, K–H. Gröchenig, F. Nicola and L. Rodino
showed in [5] that the class of operators that we here refer to as Schrödinger integral
operators (of order zero) is actually closed under composition. In this paper, we
prove a basic composition theorem, similar to that of Hörmander’s in the Fourier
integral operator-setting, for the composition of a pseudodifferential operator and
a general oscillatory integral operator. The usefulness of this composition theorem
is also clearly demonstrated in the applications to the regularity results in Besov-
Lipschitz and Triebel-Lizorkin spaces.
The paper is organised as follows: In Section 2 we recall some of the basic definitions
and facts from the theory of function spaces. We also define our classes of phase
functions, amplitudes and the corresponding operators which will be treated in this
paper. In Section 3 we state the main results of the paper and outline the proofs
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of the theorems. This includes both local and global regularity results in Besov-
Lipschitz and Triebel-Lizorkin spaces, Lp − Lq estimates, and also our parameter-
dependent composition theorem. Furthermore in the same section we also provide
some examples regarding applications of our results within harmonic analysis and
partial differential equations. For example we show the regularity of operators with
phase functions of the form x · ξ + t(x)|ξ|k with 0 < k ≤ 1 and x · ξ + t(x) 〈ξ〉, with
t(x) being smooth and bounded together with all of its derivatives. The former is
significant in the study of water-wave equation (k = 1
2
), and the latter example is of
significance in the study of Klein-Gordon equations. Since our regularity results are
also valid for phase functions of the form x · ξ+ |ξ|k with 0 < k <∞, this enables us
to prove sharp basic estimates (in both Banach and quasi-Banach scales) for the so-
lutions of a large class of dispersive PDEs. Thereafter, we turn to variable-coefficient
Schrödinger equations and show sharp estimates in classical function spaces for the
solutions of Schrödinger equations with quadratic potentials (including the case of
the harmonic oscillator).
Section 4 is devoted to the basic kernel estimates for oscillatory integral operators. In
Section 5 we discuss the L2-regularity of the operators and in Section 6 we deal with
the boundedness of the low frequency portion of the operators in Besov-Lipschitz
and Triebel-Lizorkin spaces. Since we will sometimes divide the operators in ques-
tion into low frequency, middle frequency and high frequency portions, in Section
7 we treat the boundedness of the middle frequency portion of the operators. In
Section 8 we prove a local hp − Lp result for the oscillatory integral operators and
Section 9 is devoted to the study of the hp − Lp boundedness of the high-frequency
portion of the operators. The same problem for the Schrödinger integral operators
is treated in Section 10. In Section 11 we prove a parameter-dependent composi-
tion formula and an expansion for the action of a pseudodifferential operator on an
oscillatory integral operator. Section 12 and Section 13 are devoted to regularity
results in Besov-Lipschitz and Triebel-Lizorkin spaces respectively. The sharpness
of the results is discussed in Section 14.
Acknowledgements. The authors are grateful to Jorge Betancor for reading
through the first draft of the manuscript and for his comments that have led to
an overall improvement of the presentation.
2. Definitions and preliminaries
In this section, we will collect all the definitions that will be used throughout this
paper. We also state some useful results from both harmonic and microlocal analysis
which will be used in the proofs.
2.1. Notations. We will denote constants which can be determined by known pa-
rameters in a given situation, but whose values are not crucial to the problem at
hand, by C, or c or cα and so on. Such parameters in this paper would be, for exam-
ple, m, p, n, and the constants connected to the seminorms of various amplitudes
or phase functions. The value of the constants may differ from line to line, but in
each instance could be estimated if necessary. We also write a . b as shorthand for
a ≤ Cb and a ∼ b when a . b and b . a.
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Also, we shall denote the normalised Lebesgue measure dξ/(2pi)n by đξ,
〈ξ〉 := (1+ |ξ|2)1/2, the space of smooth functions with compact support by C∞c (Rn),
the space of smooth functions with bounded derivatives of all orders by C∞b (Rn),
the Schwartz class of rapidly decreasing smooth functions by S (Rn) and the set of
non-negative integers {0, 1, 2, . . . } by Z+. In what follows, we use the notation
f̂(ξ) :=
∫
Rn
f(x) e−ix·ξ dx,
for the Fourier transform of the function f and ξ and η will denote frequency vari-
ables.
2.2. Function spaces. We start this section by defining the standard Littlewood-
Paley decomposition which is a basic ingredient in our proofs and is also used to
define the function spaces that we are concerned with here.
Definition 2.1. Let ψ0 ∈ C∞c (Rn) be equal to 1 on B(0, 1) and have its support in
B(0, 2). Then let
ψj(ξ) := ψ0
(
2−jξ
)− ψ0 (2−(j−1)ξ) ,
where j ≥ 1 is an integer and ψ(ξ) := ψ1(ξ). Then ψj(ξ) = ψ
(
2−(j−1)ξ
)
and one
has the following Littlewood-Paley partition of unity
∞∑
j=0
ψj(ξ) = 1 for all ξ ∈ Rn.
Observe that ψj is supported inside the annulus {ξ ∈ Rn : 2j−1 ≤ |ξ| ≤ 2j+1}. It
is sometimes also useful to define a sequence of smooth and compactly supported
functions Ψj with Ψj = 1 on the support of ψj and Ψj = 0 outside a slightly larger
compact set. Explicitly, one could set
Ψj := ψj+1 + ψj + ψj−1,
with ψ−1 := ψ0.
Next we proceed with the definition of local Hardy space, hp(Rn) due to D. Gold-
berg, see [13]. This space plays an important role in the paper, since many of the
subsequent results will be obtained by means of interpolation with the local Hardy
spaces.
Definition 2.2. For 0 < p ≤ 1, the local Hardy space hp(Rn) is the set of distribu-
tions f ∈ S ′(Rn) such that
‖f‖hp(Rn) :=
(∫
Rn
sup
0<t<1
|ψ0(tD)f(x)|p dx
)1/p
<∞,
where ψ0 is given in Definition 2.1, and for t ∈ R
ψ0(tD)f(x) :=
∫
Rn
eix·ξ ψ0(tξ) f̂(ξ) đξ.
Another useful definition of the Hardy spaces is based on the so called atoms and
is given as follows:
Definition 2.3. For 0 < p ≤ 1, a function a is called an hp-atom (or a p-atom for
short) if for some x0 ∈ Rn and r > 0 the following three conditions are satisfied:
i) supp a ⊂ B(x0, r),
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ii) |a(x)| ≤ |B(x0, r)|−1/p,
iii) if r ≤ 1 then ∫Rn xα a(x) dx = 0, for any multi-index α with |α| ≤ [n(1/p−1)],
and no further condition if r > 1. Here [x] denotes the integer part of x.
Then one has that a distribution f ∈ hp(Rn) has an atomic decomposition
f =
∑
j
λjaj,
where the λj are constants such that∑
j
|λj|p ∼ ‖f‖php(Rn),
and the aj are p-atoms.
For 1 < p <∞ we identify hp(Rn) with Lp(Rn). The dual of the local Hardy space
h1(Rn) is the local BMO(Rn), and is denoted by bmo(Rn), which consists of locally
integrable functions that verify
‖f‖bmo(Rn) := ‖f‖BMO(Rn) + ‖ψ0(D)f‖L∞(Rn) <∞,
where BMO(Rn) is the usual John-Nirenberg space of functions of bounded mean
oscillation and ψ0 is the cut-off function introduced in Definition 2.1.
Using the Littlewood-Paley decomposition above, we define the Besov-Lipschitz
spaces.
Definition 2.4. Let 0 < p, q ≤ ∞ and s ∈ R. The Besov-Lipschitz spaces are
defined by
Bsp,q(Rn) :=
{
f ∈ S ′(Rn) : ‖f‖Bsp,q(Rn) :=
( ∞∑
j=0
2jqs‖ψj(D)f‖qLp(Rn)
)1/q
<∞
}
.
It is worth to mention that for p = q = ∞ and 0 < s ≤ 1 we obtain the familiar
Lipschitz (or Hölder) space Λs(Rn), i.e.
Bs∞,∞(Rn) = Λs(Rn).
We will also produce boundedness results in the realm of Triebel-Lizorkin spaces
which can be defined using Littlewood-Paley theory, as follows:
Definition 2.5. Let 0 < p < ∞, 0 < q ≤ ∞ and s ∈ R. The Triebel-Lizorkin
spaces are given by
F sp,q(Rn) :=
{
f ∈ S ′(Rn) : ‖f‖F sp,q(Rn) :=
∥∥∥( ∞∑
j=0
2jqs|ψj(D)f |q
)1/q∥∥∥
Lp(Rn)
<∞
}
.
It is well-known, see e.g. [29, p. 51] that
(3) F sp,q(Rn) =

Lp(Rn), s = 0, 1 < p <∞, q = 2,
hp(Rn), s = 0, 0 < p ≤ 1, q = 2,
bmo(Rn), s = 0, p =∞, q = 2,
Hs,p(Rn), −∞ < s <∞, 1 < p <∞, q = 2,
where Hs,p(Rn) are various Sobolev and Slobodecskij spaces.
Remark 2.6. Different choices of the basis {ψj}∞j=0 give equivalent (quasi)-norms
of Bsp,q(Rn) and F sp,q(Rn) in Definition 2.4 and 2.5, see e.g. [29, p. 41]. We will use
either {ψj}∞j=0 or {Ψj}∞j=0 to define the norm of Bsp,q(Rn) and F sp,q(Rn).
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Another fact which will be useful to us is that for −∞ < s <∞ and 0 < p ≤ ∞
(4) Bsp,p(Rn) = F sp,p(Rn),
and that one has the two continuous embeddings
(5) F s+εp,q0 (R
n) ↪−→ F sp,q1(Rn) and Bs+εp,q0 (Rn) ↪−→ Bsp,q1(Rn)
for −∞ < s < ∞, 0 < p < ∞, 0 < q0, q1 ≤ ∞ and all ε > 0. Furthermore, for
s′ ∈ R, the operator (1−∆)s′/2 maps F sp,q(Rn) isomorphically into F s−s′p,q (Rn) and
Bsp,q(Rn) isomorphically into Bs−s
′
p,q (Rn), see [29, p. 58].
We will also make repeated use of the estimate; for and all s, p, q
(6) ‖fu‖Asp,q(Rn) .
( ∑
|α|≤M
sup
x∈Rn
|∂αf(x)|
)
‖u‖Asp,q(Rn),
which is valid for A = B (Besov-Lipschitz spaces) or A = F (Triebel-Lizorkin
spaces), and M ∈ Z+ large enough, see [26, p. 229, eq. (9), (10)]. For all the other
facts about function spaces that are used in this paper we refer the reader to [29].
We will state the following lemma which is a consequence of a Lemma originally
due to J. Peetre [22], which turns out to be useful in proving quasi-Banach Besov-
Lipschitz/Triebel-Lizorkin boundedness of the low frequency portions of oscillatory
integral operators studied in forthcoming sections.
Lemma 2.7. Let f ∈ C1(Rn) with Fourier support inside the unit ball. Then for
every ρ > n, and r ∈ (n/ρ, 1] one has(〈·〉−ρ ∗ |f |) (x) . (M(|f |r)(x))1/r, x ∈ Rn,
where M denotes the Hardy-Littlewood maximal function on Rn.
Proof. As was shown by Peetre, see e.g. [26, Proposition 2, p. 22], one has for
r ≥ n/ρ that
(7) sup
y∈Rn
|f(x− y)|
〈y〉ρ .
(
M(|f |r)(x)
)1/r
.
Now taking r ∈ (n/ρ, 1], and using (7) we obtain
|〈·〉−ρ ∗ f(x)| .
∫
Rn
|f(x− y)|
〈y〉ρ dy ≤
(
sup
y∈Rn
|f(x− y)|
〈y〉ρ
)1−r ∫
Rn
|f(x− y)|r
〈y〉ρr dy
.
(
M(|f |r)(x)
)1/r−1(
M(|f |r)(x)
)
=
(
M(|f |r)(x)
)1/r
. 
In establishing the local boundedness of oscillatory integral operators in the range
0 < p < 1, the following Bernstein-type estimate will be useful. The proof can be
found in [29, p. 22].
Lemma 2.8. Let K ⊂ Rn be a compact set and let 0 < p ≤ r ≤ ∞. Then
‖∂αf‖Lr(Rn) . ‖f‖Lp(Rn) ,
for all multi-indices α and all f ∈ LpK(Rn), where
LpK(R
n) :=
{
f ∈ S ′(Rn) : ‖f‖Lp(Rn) <∞, supp f̂ ⊂ K
}
.
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2.3. Oscillatory integral operators. The class of amplitudes which are the basic
building blocks of the oscillatory integral operators, were first introduced by L.
Hörmander in [16].
Definition 2.9. Let m ∈ R and 0 ≤ ρ, δ ≤ 1. An amplitude (symbol) a(x, ξ) in the
class Smρ,δ(Rn) is a function a ∈ C∞(Rn × Rn) that verifies the estimate∣∣∂αξ ∂βxa(x, ξ)∣∣ ≤ Cα,β〈ξ〉m−ρ|α|+δ|β|,
for all multi-indices α and β and (x, ξ) ∈ Rn × Rn. We shall henceforth refer to m
as the order of the amplitude, and ρ, δ as its type.
Given the symbol classes defined above, one associates to the symbol its Kohn-
Nirenberg quantisation as follows:
Definition 2.10. Let a be a symbol. Define a pseudodifferential operator (ΨDO for
short) as the operator
a(x,D)f(x) :=
∫
Rn
eix·ξ a(x, ξ) f̂(ξ) đξ,
a priori defined on the Schwartz class S (Rn).
In order to define the oscillatory integral operators that are studied in this paper,
we also define classes of phase functions, which together with the amplitudes of
Definition 2.9 are useful and natural conditions to assume in the study of oscillatory
integral operators.
Definition 2.11. For 0 < k <∞, we say that a real-valued phase function ϕ(x, ξ)
belongs to the class Fk, if ϕ(x, ξ) ∈ C∞(Rn × Rn \ {0}) and satisfies the following
estimates (depending on the range of k):
• for k ≥ 1, ∣∣∂αξ (ϕ(x, ξ)− x · ξ)∣∣ ≤ cα|ξ|k−1, |α| ≥ 1,
• for 0 < k < 1,∣∣∂αξ ∂βx (ϕ(x, ξ)− x · ξ)∣∣ ≤ cα,β|ξ|k−|α|, |α + β| ≥ 1,
for all x ∈ Rn and |ξ| ≥ 1.
Remark 2.12. Allowing a singularity (in the frequency) at the origin in the phase
functions is a natural assumption for both k ≥ 1 and k < 1 and is motivated by
the PDE–applications. Indeed the phase function associated to the wave equation is
x · ξ + |ξ| (k = 1), the phase associated to the water-wave equation is x · ξ + |ξ|1/2
(k < 1), and the phase associated to the capillary waves is x · ξ + |ξ|3/2 (k > 1), all
of which are non–smooth at ξ = 0.
We will also need to consider phase functions that satisfy a certain non-degeneracy
condition. To this end we have
Definition 2.13. One says that the phase function ϕ(x, ξ) ∈ C∞(Rn × Rn \ {0})
satisfies the strong non-degeneracy condition (or ϕ is SND for short) if∣∣∣ det(∂2xjξkϕ(x, ξ))∣∣∣ ≥ δ,
for some δ > 0, all x ∈ Rn and all |ξ| ≥ 1.
In case ϕ(x, ξ) ∈ C∞(Rn ×Rn), then we require that the condition above is satisfied
for all (x, ξ) ∈ Rn × Rn.
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In order the guarantee that our operators are globally L2-bounded we should also
put yet another condition of the phase which we shall henceforth simply refer to as
the L2-condition (motivated by D. Fujiwara’s result in [12]).
Definition 2.14. One says that the phase function ϕ(x, ξ) ∈ C∞(Rn × Rn \ {0})
satisfies the L2-condition if
(8)
∣∣∂αξ ∂βxϕ(x, ξ)∣∣ ≤ cα,β, |α| ≥ 1, |β| ≥ 1,
for all x ∈ Rn and all |ξ| ≥ 1.
In case ϕ(x, ξ) ∈ C∞(Rn × Rn) then we require that the condition above is satisfied
for all (x, ξ) ∈ Rn × Rn.
Having the definitions of the amplitudes and the phase functions at hand, one has
Definition 2.15. An oscillatory integral operator Tϕa with amplitude a ∈ Smρ,δ(Rn)
and a real valued phase function ϕ, is defined (once again a-priori on S (Rn)) by
(9) Tϕa f(x) :=
∫
Rn
eiϕ(x,ξ) a(x, ξ) f̂(ξ) đξ.
If ϕ ∈ Fk and is SND, then these operators will be referred to as oscillatory integral
operators of order k.
The formal adjoint of Tϕa is denoted by (Tϕa )
∗ and is given by
(Tϕa )
∗ f(x) =
∫
Rn
∫
Rn
eix·ξ−iϕ(y,ξ) a(y, ξ) f(y) dy đξ.(10)
To deal with the low frequency portion of an oscillatory integral, which is frequency
supported in a neighborhood of the origin, one would need a separate analysis be-
cause the phase function might be, and it usually is singular at the origin. This
typically doesn’t affect the Banach space results so much, but as we shall see, it
certainly restricts the ranges of parameters in the quasi-Banach spaces. Therefore,
to be able to prove regularity results for the low frequency portions of the operators,
one should put a mild condition on the phase functions. From the point of view of
the applications into PDE’s, this condition will always be satisfied and would not
cause any loss of generality.
Definition 2.16. Assume that ϕ(x, ξ) ∈ C∞(Rn × Rn \ {0}) is real-valued and
0 < µ ≤ 1. We say that ϕ satisfies the low frequency phase condition of order µ,
(ϕ satisfies LF(µ)-condition for short), if one has
(11)
∣∣∂αξ ∂βx (ϕ(x, ξ)− x · ξ)∣∣ ≤ cα|ξ|µ−|α|,
for all x ∈ Rn, 0 < |ξ| ≤ 2 and all multi-indices α, β.
2.4. Schrödinger integral operators. Another important class of oscillatory in-
tegrals is the following:
Definition 2.17. An operator of the form (9) with a real-valued phase function
ϕ(x, ξ) ∈ C∞(Rn × Rn) that verifies
(12)
∣∣∂αξ ∂βxϕ(x, ξ)∣∣ ≤ cα,β, |α + β| ≥ 2,
for all (x, ξ) ∈ Rn × Rn, will be referred to as a Schrödinger integral operator.
Remark 2.18. Observe that in one dimension sinx sin ξ + ξ2 + (2ξ + 1)x is an
example of an SND phase function satisfying (12) which is not in F2.
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Our motivation for such a name stems from the fact that the solution to the Cauchy
problem with initial data f , for the free Schrödinger equation is given by the op-
erator eit∆f . Observe that for a fixed time (say t = 1), the phase function of the
oscillatory integral defining the Schrödinger semigroup is given by x · ξ + |ξ|2 which
satisfies (12) and is also SND, and its amplitude is identically equal to one which
is trivially in the class S01,0(Rn). A less naive example, which once again motivates
our choice of designation above, stems for the Cauchy problem for the Schrödinger
equation associated to the quantum mechanical harmonic oscillator −∆ + |x|2. In
this case, the solution is given by eit(−∆+|·|2)f , which is also a Schrödinger integral
operator according to Definition 2.17 with a phase function which is once again SND
and verifies (12), see [14].
For the purpose of proving boundedness results for oscillatory integral operators,
it turns out that, in most of the cases, the following order of the amplitude is the
critical one, namely
mk(p) := −kn
∣∣∣1
p
− 1
2
∣∣∣,
where 0 < p ≤ ∞ and k > 0 stems from the so called Fk-condition, which is
given in Definition 2.11. The corresponding critical order for the Schrödinger inte-
gral operators will be m2(p). This means that, we will be able to establish various
boundedness results for the oscillatory integral operators (and Schrödinger integral
operators) when the order of the amplitude is less than or equal to mk(p) (or m2(p)),
respectively.
A common method throughout the paper will be to split the amplitude a(x, ξ) into
several pieces with respect to ξ. This is used when there is a singularity at the origin
ξ = 0 that needs to be treated separately. In some cases we divide the amplitude
into a low and a high frequency part
a(x, ξ) = ψ0(ξ) a(x, ξ) + (1− ψ0(ξ)) a(x, ξ) =: aL(x, ξ) + aH(x, ξ),
where ψ0 is given in Definition 2.1. In other cases we divide the amplitude into three
different pieces, a low, middle and high frequency part
a(x, ξ) = ψ0(ξ) a(x, ξ) + (ψ0(ξ/R)− ψ0(ξ)) a(x, ξ) + (1− ψ0(ξ/R)) a(x, ξ)
=: aL(x, ξ) + aM(x, ξ) + aH(x, ξ),
where R is some large constant that typically depends only on the dimension and
the upper and lower bound of the mixed Hessian of ϕ.
Remark 2.19. We should emphasise here that the conditions that are put on the
phases of the oscillatory- and the Schrödinger integral operators are quite natural
and indeed without the SND-condition and boundedness of the mixed derivatives
(8), the operators under consideration (i.e. with inhomogeneous phase functions)
are not (in general) even L2-bounded. Assuming, say homogeneity of degree one in
the frequency variable of the phase function, which is the case of Fourier integral
operators, enables one to improve on the order of decay of the amplitude. This is
however not possible for the Schrödinger- and general oscillatory integral operators.
The other conditions on the phase functions are there to guarantee Lp-boundedness,
and the ability to develop a calculus in order to be able to establish boundedness in
Besov-Lipschitz and Triebel-Lizorkin spaces.
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3. Main regularity results and applications
In this section, we gather the main regularity results of this paper and briefly outline
the proofs, or rather refer to the relevant sections where the various proofs could be
found. At the end of this section, we shall discuss the application of our results to
regularity problems in harmonic analysis and theory of partial differential equations.
3.1. Local regularity results. This subsection deals with local regularity of both
Schrödinger integral operators and oscillatory integral operators on Besov-Lipschitz
and Triebel-Lizorkin spaces. This, as usual, amounts to study the operators whose
amplitude a(x, ξ) is compactly supported in the spatial variables.
First, we start by the following basic theorem which is the counterpart of the avail-
able local Lp-boundedness result in the more familiar context of Fourier integral
operators.
In what follows, the operator Tϕa will denote an oscillatory integral of the form (9).
Theorem 3.1. Let k ≥ 1, p ∈ (1,∞) and a(x, ξ) ∈ Smk(p)0,0 (Rn) with compact support
in the x-variable. Assume that one of the following assumptions hold true:
i) ϕ(x, ξ) ∈ Fk ∩ C∞(Rn × Rn) is SND and satisfies the L2-condition (8).
ii) ϕ(x, ξ) ∈ Fk is SND, satisfies (8), and additionally satisfies the estimate
|∂αξ ∂βxϕ(x, ξ)| ≤ cα,β|ξ|−|α|, |α + β| ≥ 1, 0 < |ξ| ≤ 2
√
n.
Then in either case, the operator Tϕa maps Lp(Rn) into Lp(Rn) continuously. In the
case 0 < k < 1, all the results above are true provided that a(x, ξ) ∈ Smk(p)1,0 (Rn).
Outline of the proof.
For the high frequency portion of the operator, we use Propositions 9.1 and
9.2 to show that for a(x, ξ) ∈ Smk(p0)0,0 (Rn) (when k ≥ 1), and for a(x, ξ) ∈
S
mk(p0)
1,0 (Rn) (when 0 < k < 1), the operators Tϕa and (Tϕa )
∗ are bounded
from hp0(Rn) to Lp0(Rn) for all 0 < p0 < 1. Now using analytic interpolation
to the analytic family of operators in the Hardy space setting due to R.
Macías (see e.g. [4, Theorem E, p. 597]), one considers Tϕaz and (T
ϕ
az)
∗, with
0 ≤ Re z ≤ 1 and
az(x, ξ) := |ξ|mk(p0)ε−(1+ε)mk(p0)z a(x, ξ),
with ε = (1/q − 1/2)/(1/p0 − 1/2)− 1 and q < 1 chosen such that [n(1/q −
1/2)] = [n/2]. Now the method of proof of Propositions 9.1 and 9.2 reveals
that TϕaiIm z and (T
ϕ
aiIm z
)∗ are bounded from hq(Rn) to Lq(Rn) with bounds
that depend on a positive power of (1 + | Im z|) while Theorem 5.1 yields
that Tϕa1+iIm z and (T
ϕ
a1+iIm z
)∗ are bounded from L2(Rn) to L2(Rn) with con-
stant bounds independent of z. This enables one to interpolate these results
in accordance with [4, Theorem E, p. 597] to show that Tϕa and (Tϕa )
∗ are
bounded from hp0(Rn) to Lp0(Rn) for all 0 < p0 ≤ 2. Hence, the claimed
Lp-boundedness follows by duality.
For the low frequency portion of the operator, when the phase function is
smooth we use Proposition 8.1, Lemma 6.2 and interpolation with Fujiwara’s
L2-boundedness result in [12] (see the proof of Theorem 5.1 for details).
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For the low frequency portion in the non-smooth case, we just use Lemma
6.1. 
The next theorem deals with the local regularity of oscillatory integral operators on
Besov-Lipschitz and Triebel-Lizorkin spaces.
Theorem 3.2. Let m, s ∈ R and a(x, ξ) ∈ Sm0,0(Rn) with compact support in the
x-variable. Assume that k ≥ 1, ϕ ∈ Fk is SND, satisfies the L2-condition (8) and
the LF(µ)-condition (11) for some 0 < µ ≤ 1. Then the following statements hold
true:
i) If p ∈ (0,∞], q ∈ (0,∞], then Tϕa : Bs+m−mk(p)p,q (Rn)→ Bsp,q(Rn).
ii) If p ∈ (0,∞), q ∈ (0,∞] and ε > 0, then Tϕa : F s+m−mk(p)+εp,q (Rn)→ F sp,q(Rn).
iii) If p ∈ (0,∞), min (2, p) ≤ q ≤ max (2, p), then Tϕa : F s+m−mk(p)p,q (Rn) →
F sp,q(Rn).
iv) Tϕa : F
s+m−mk(∞)
∞,2 (Rn)→ F s∞,2(Rn).
In the case 0 < k < 1, all the results above are true provided that a(x, ξ) ∈ Sm1,0(Rn).
Outline of the proof.
i) See Section 12.
ii)–iv) See Section 13. 
The following theorem deals with the question of the local regularity of the Schrödinger
integral operators in Besov-Lipschitz and Triebel-Lizorkin spaces.
Theorem 3.3. Let m, s ∈ R and a(x, ξ) ∈ Sm0,0(Rn) with compact support in the
x-variable. Assume that ϕ satisfies (12) and is SND. Then the following statements
hold true:
i) If p ∈ (0,∞], q ∈ (0,∞], then Tϕa : Bs+m−m2(p)p,q (Rn)→ Bsp,q(Rn).
ii) If p ∈ (0,∞), q ∈ (0,∞] and ε > 0, then Tϕa : F s+m−m2(p)+εp,q (Rn)→ F sp,q(Rn).
iii) If p ∈ (0,∞), min (2, p) ≤ q ≤ max (2, p), then Tϕa : F s+m−m2(p)p,q (Rn) →
F sp,q(Rn).
iv) Tϕa : F
s+m−m2(∞)
∞,2 (Rn)→ F s∞,2(Rn).
Outline of the proof.
i) See Section 12.
ii)–iv) See Section 13. 
3.2. Global regularity results. In this subsection, we deal with global regularity
of both Schrödinger integral and oscillatory integral operators on Besov-Lipschitz
and Triebel-Lizorkin spaces. We shall see that the global results concerning os-
cillatory integral operators (but not Schrödinger integrals) also require a further
restriction of the range of p in case of operators with phase functions that are non-
smooth (at the origin) in the frequency variables .
We start with a global Lp-boundedness theorem.
Theorem 3.4. Let k ≥ 1, p ∈ (1,∞) and a(x, ξ) ∈ Smk(p)0,0 (Rn). Assume that
ϕ(x, ξ) ∈ Fk is SND and satisfies the L2-condition (8), and for some µ > 0 and
some R > n verifies the estimate
|∂αξ (ϕ(x, ξ)− x · ξ)| ≤ cα|ξ|µ−|α|, |α| ≥ 0, 0 < |ξ| ≤ 2R.
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Then the operator Tϕa as defined in (9) maps Lp(Rn) into Lp(Rn) continuously. In
the case 0 < k < 1, all the results above are true provided that a(x, ξ) ∈ Smk(p)1,0 (Rn).
Outline of the proof.
For the low frequency part of the operator, using aL(x, ξ) = ψ0(ξ/R) a(x, ξ),
one applies Lemma 4.3 with condition (30).
For the high frequency part, using aH(x, ξ) = (1−ψ0(ξ/R)) a(x, ξ), we shall
use Propositions 9.1 and 9.2. To this end, we break up the operator Tϕa into
pieces T ϕ˜a` that satisfy ∂
β
x ϕ˜(x, e`) ∈ L∞(Rn). To do this we make the following
construction: define the set of unit vectors {e`}2n`=1 by letting {e2γ−1}nγ=1 be
the standard basis in Rn and e2γ := −e2γ−1 for 1 ≤ γ ≤ n.
Next let χ be a non-negative function in C∞b (R) with
suppχ = {t ∈ R; t ≥ 1} , χ(t) ≥ 1 if t ≥ R/√n,
with R as in the statement of the theorem, and let χ` be the functions in
C∞b (Rn) defined by
χ2γ−1(ξ) = χ(ξγ), χ2γ(ξ) = χ(−ξγ), 1 ≤ γ ≤ n,
where ξ = (ξ1, . . . , ξn).
Furthermore define λ`(ξ) := χ`(ξ)/
∑2n
`=1 χ`(ξ) for 1 ≤ ` ≤ 2n, so that
λ` ∈ C∞(Rn), and
∑2n
`=1 λ`(ξ) = 1 for every ξ ∈ Rn \ B(0, R). Observe that
on the ξ-support of aH(x, ξ), the sum
∑2n
`=1 χ`(ξ) is bounded from below by
1. This is because of the fact that if |ξ| ≥ R, then at least one coordinate ξγ
must satisfy |ξγ| ≥ R/
√
n and hence one of the χ`’s is bounded from below
by 1. This yields that for all multi-indices α, one has |∂αλ`(ξ)| . 1. Now
split
TϕaHf(x) =
2n∑
`=1
∫
Rn
eiϕ(x,ξ) aH(x, ξ)λ`(ξ) f̂(ξ) đξ =:
2n∑
`=1
Tϕa`f(x).
The proof reduces to showing the Lp-boundedness of each Tϕa` . By letting
ϕ˜(x, ξ) := ϕ(x, ξ) − ϕ(x, e`), we can write Tϕa`f(x) = eiϕ(x,e`) T ϕ˜a`f(x) with
ϕ˜(x, e`) = 0 and since Lp-norms are invariant under multiplications by factors
of the form eiϕ(x,e`), the results are unchanged. Now the rest of the argument
goes exactly as in the proof of Theorem 3.1, however this does not require
compact support in the x-variable. In particular Proposition 9.2 goes through
since the new phase function ϕ˜ trivially satisfies ∂βx ϕ˜(x, e`) ∈ L∞(Rn) for
every integer ` ∈ [1, 2n].
Next we prove the global Besov-Lipschitz and Triebel-Lizorkin regularity of oscilla-
tory integral operators.
Theorem 3.5. Let m, s ∈ R and a(x, ξ) ∈ Sm0,0(Rn). Assume that k ≥ 1, ϕ ∈ Fk is
SND, satisfies the L2-condition (8) and the LF(µ)-condition (11) for some 0 < µ ≤
1. Then the following statements hold true:
i) If p ∈ (n/(n+ µ),∞], q ∈ (0,∞], then Tϕa : Bs+m−mk(p)p,q (Rn)→ Bsp,q(Rn).
ii) If p ∈ (n/(n+ µ),∞), q ∈ (0,∞] and ε > 0, then Tϕa : F s+m−mk(p)+εp,q (Rn)→
F sp,q(Rn).
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iii) If p ∈ (n/(n+µ),∞), min (2, p) ≤ q ≤ max (2, p), then Tϕa : F s+m−mk(p)p,q (Rn)
→ F sp,q(Rn).
iv) Tϕa : F
s+m−mk(∞)
∞,2 (Rn)→ F s∞,2(Rn).
In the case 0 < k < 1, all the results above are true provided that a(x, ξ) ∈ Sm1,0(Rn).
If one deals with smooth phase functions, i.e. if we assume that ϕ ∈ Fk∩C∞(Rn×Rn),
is SND and verifies the L2-condition (8) (both conditions for all (x, ξ) ∈ Rn × Rn),
and |∇xϕ(x, 0)| ∈ L∞(Rn), then the range of validity of the results above can be
extended to p > 0.
Outline of the proof.
i) See Section 12.
ii)–iv) See Section 13. 
For the case of Schrödinger integral operators, as in the case of smooth phase func-
tions treated above, we only need to have control on |∇xϕ(x, 0)|, instead of the
LF(µ)-condition (11) thanks to the smoothness of the phase and assumption (12).
Theorem 3.6. Let m, s ∈ R and a(x, ξ) ∈ Sm0,0(Rn). Assume that ϕ satisfies (12),
is SND and |∇xϕ(x, 0)| ∈ L∞(Rn). Then the following statements hold true:
i) If p ∈ (0,∞], q ∈ (0,∞], then Tϕa : Bs+m−m2(p)p,q (Rn)→ Bsp,q(Rn).
ii) If p ∈ (0,∞), q ∈ (0,∞] and ε > 0, then Tϕa : F s+m−m2(p)+εp,q (Rn)→ F sp,q(Rn).
iii) If p ∈ (0,∞), min (2, p) ≤ q ≤ max (2, p), then Tϕa : F s+m−m2(p)p,q (Rn) →
F sp,q(Rn).
iv) Tϕa : F
s+m−m2(∞)
∞,2 (Rn)→ F s∞,2(Rn).
Outline of the proof.
i) See Section 12.
ii)–iv) See Section 13. 
Remark 3.7. Using the function space table (3), one immediately sees that the
above regularity results yield in particular the local and global boundedness of the
Schrödinger and oscillatory integral operators on Lp(Rn), hp(Rn), bmo(Rn), and
Λs(Rn).
Remark 3.8. In dealing with the Lp-boundedness in the smooth case of Theorem 3.5
and Theorem 3.6 the assumption on the boundedness of the derivatives of ϕ(x, 0)
is superfluous. Indeed, if this is not the case, then we can simply replace ϕ(x, ξ)
by ϕ(x, ξ) − ϕ(x, 0) + ϕ(x, 0). Now the new phase function ϕ˜(x, ξ) := ϕ(x, ξ) −
ϕ(x, 0) is also SND, verifies (12) and last but not least ϕ˜(x, 0) = 0. Since Lp-norms
are invariant under multiplications by factors of the form eiϕ(x,0), the results are
unchanged.
An interesting question here is, whether one can prove global regularity results for
Schrödinger integral operators when |∇xϕ(x, 0)| /∈ L∞(Rn). This case already ap-
pears for the phase function associated to the propagator of the harmonic oscillator
where ϕ(x, 0) exhibits quadratic behaviour. The following theorem provides an an-
swer to this question.
Theorem 3.9. Assume that ϕ satisfies (12) and is SND. Then the following state-
ments hold true:
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i) If p ∈ (0,∞) and a(x, ξ) ∈ Sm2(p)0,0 (Rn), then Tϕa : hp(Rn)→ hp(Rn).
ii) If m ∈ R, a(x, ξ) ∈ Sm0,0(Rn), p ∈ [2,∞) and s ∈ [m2(p), 0], then
Tϕa : H
s+m−m2(p),p(Rn)→ Hs,p(Rn). Furthermore, this estimate is sharp with
respect to s.
Outline of the proof.
i) See Section 13.
ii) Assume that Tϕa is any Schrödinger integral operator with a ∈ Sm0,0(Rn)
m2(p) ≤ s ≤ 0 for 2 ≤ p <∞. By [8, Theorem 5.3], one has Tϕa : Lp(Rn)→
Hm2(p),p(Rn) if m = 0, which directly generalises to Tϕa : Hm,p(Rn) →
Hm2(p),p(Rn) for any m ∈ R. It follows from Theorem 10.1 that
Tϕa : H
m−m2(p),p(Rn)→ Lp(Rn) and hence complex interpolation Hs,p(Rn) =(
H0,p(Rn), Hm2(p),p(Rn)
)
θ
(taking θ = s/m2(p)) yields the desired estimate.
To prove the sharpness in s, define the operator Tf(x) := ei|x|2f(x) and
let a(x, ξ) := 〈ξ〉m and ϕ(x, ξ) := x · ξ + |x|2. Using the fact that Tϕa =
T (1−∆)m/2, we note that the estimate
‖Tϕa f‖Hs,p(Rn) . ‖f‖Hs+m−m2(p),p(Rn) ,
is equivalent to
‖Tf‖Hs,p(Rn) . ‖f‖Hs−m2(p),p(Rn) .
Hence, from now on, we can take m = 0.
We start by assuming that s > 0. If µ := −s − n/p and s′ > 0, then
(1−∆)s′/2 〈x〉µ ∼ 〈x〉µ ∈ Lp(Rn), but (1−∆)s/2T 〈x〉µ ∼ 〈x〉µ+s = 〈x〉−n/p /∈
Lp(Rn). This shows that T does not map Hs′,p(Rn) into Hs,p(Rn) continu-
ously for any s, s′ > 0 and in particular, if we choose s′ = s −m2(p), then
this is true.
We now assume that s < m2(p). Since T ∗f(x) = e−i|x|
2
f(x) we see by a dual-
ity argument that for any s, s′ < 0, T does not map Hs′,p(Rn) into Hs,p(Rn)
continuously for any s, s′ < 0. If one takes s′ = s −m2(p), then s < m2(p)
implies s, s′ < 0 and this concludes the proof. 
One can also show the sharpness of the results in Theorem 3.9 in a much larger
scale, as the following corollary shows:
Corollary 3.10. If s < m2(p) or s > 0, then there is a Schrödinger integral operator
Tϕa of order m2(p) that is not F sp,q– or Bsp,q–bounded for 1 < p <∞ and 0 < q ≤ ∞.
Proof. The proofs for F sp,q(Rn) and Bsp,q(Rn) can be done in one single step, so let
A denote either F or B. We proceed using a proof by contradiction. Assume that
s < m2(p) or s > 0 and that all Tϕa are Asp,q-bounded. Take 0 < ε < |s/4|. Then
according to the boundedness assumption one has
‖Tϕa f‖Hs−4ε,p(Rn) . ‖Tϕa f‖F s−3εp,p (Rn) = ‖Tϕa f‖As−3εp,p (Rn) . ‖Tϕa f‖As−2εp,q (Rn)
. ‖f‖As−2εp,q (Rn) . ‖f‖As−εp,p (Rn) = ‖f‖F s−εp,p (Rn) . ‖f‖Hs,p(Rn) ,
using the embeddings in (4) and (5). Now this is a contradiction since s−4ε < m2(p)
or s−4ε > 0 and the Schrödinger integral operator ei|x|2(1−∆)m2(p)/2 is not bounded
from Hs,p(Rn) to Hs−4ε,p(Rn) as was shown in the proof of Theorem 3.9 ii). 
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3.3. A parameter–dependent composition formula. The next result describes
the action of a parameter-dependent pseudodifferential operator on a general oscil-
latory integral operator. Its significance is two-fold. On one hand, it provides a
step towards a calculus for the oscillatory integral operators. On the other, it en-
ables one to prove regularity results for the operators on classical functions paces,
in both Banach and quasi-Banach scales. The result also generalises the asymptotic
expansion that was obtained in [25].
Theorem 3.11. Let m, s ∈ R and ρ ∈ [0, 1]. Suppose that a(x, ξ) ∈ Smρ,0(Rn),
b(x, ξ) ∈ Ss1,0(Rn) and ϕ is a phase function that is smooth on supp a and verifies
the conditions
i) |ξ| . |∇xϕ(x, ξ)| . |ξ| and
ii) for all |α|, |β| ≥ 1, |∂αxϕ(x, ξ)| . 〈ξ〉 and
∣∣∂αξ ∂βxϕ(x, ξ)∣∣ . 1,
for all (x, ξ) ∈ supp a. For 0 < t ≤ 1 consider the parameter-dependent pseudodif-
ferential operator
b(x, tD)f(x) :=
∫
Rn
eix·ξ b(x, tξ) f̂(ξ) đξ,
and the oscillatory integral operator
Tϕa f(x) :=
∫
Rn
eiϕ(x,ξ) a(x, ξ) f̂(ξ) đξ.
Let σt be the amplitude of the composition operator Tϕσt := b(x, tD)T
ϕ
a given by
σt(x, ξ) :=
∫∫
Rn×Rn
a(y, ξ) b(x, tη) ei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) đη dy.
Then for any M ≥ 1 and all 0 < ε < 1/2, one can write σt as
(13) σt(x, ξ) = b(x, t∇xϕ(x, ξ)) a(x, ξ) +
∑
0<|α|<M
tε|α|
α!
σα(t, x, ξ) + t
εMr(t, x, ξ),
where, for all multi-indices β, γ one has∣∣∣∂βξ ∂γxσα(t, x, ξ)∣∣∣ . tmin(s,0)〈ξ〉s+m−(1/2−ε)|α|−ρ|β|, for 0 < |α| < M,∣∣∣∂βξ ∂γxr(t, x, ξ)∣∣∣ . tmin(s,0)〈ξ〉s+m−(1/2−ε)M−ρ|β|.
Outline of the proof.
See Section 11. 
Remark 3.12. We shall frequently use the previous theorem when t is replaced by
2−j and b(x, tD) = ψ(2−jD) with ψ as in Definition 2.1. This yields the following
formula for the composition ψ(2−jD)Tϕa . For any integer M ≥ 1 and 0 < ε < 1/2
one can write
(14) ψ
(
2−jD
)
Tϕa =
∑
|α|<M
2−jε|α|
α!
Tϕσα,j + 2
−jεMTϕrj ,
with σ0,j(x, ξ) := ψ (2−j∇xϕ(x, ξ)) a(x, ξ) and
(15)
∣∣∣∂βξ ∂γxσα,j(x, ξ)∣∣∣ . 〈ξ〉m−(1/2−ε)|α|−ρ|β|, |α| ≥ 0
suppξ σα,j(x, ξ) =
{
ξ ∈ Rn : C12j ≤ |ξ| ≤ C22j
}
,
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(16)
∣∣∣∂βξ ∂γxrj(x, ξ)∣∣∣ . 〈ξ〉m−(1/2−ε)M−ρ|β|.
Moreover, if a(x, ξ) is supported outside the origin in the ξ-variable, then rj(x, ξ)
also vanishes in a neighbourhood of ξ = 0. See the proof of Theorem 3.11 for the
details.
3.4. Global Lp − Lq estimates. In this section we state and prove basic global
Lp−Lq estimates for the oscillatory integral and the Schrödinger integral operators.
The Lp − Lq estimates for the oscillatory integral operators are as follows:
Theorem 3.13. Let m, s ∈ R and a(x, ξ) ∈ Sm0,0(Rn). Assume that k ≥ 1, ϕ ∈ Fk
is SND, satisfies the L2-condition (8) and for some µ > 0 and some R > n verifies
the estimate
|∂αξ (ϕ(x, ξ)− x · ξ)| ≤ cα|ξ|µ−|α|, |α| ≥ 0, 0 < |ξ| ≤ 2R.
Then for 1 < p ≤ q < ∞, Tϕa : Lp(Rn) → Lq(Rn), provided that m ≤ mk(q) −
n(1/p − 1/q). In the case 0 < k < 1, all the results above are true provided that
a(x, ξ) ∈ Sm1,0(Rn).
Proof. We write
Tϕa = T
ϕ
a (1−∆)(mk(q)−m)/2(1−∆)(m−mk(q))/2.
Then since Tϕa (1−∆)(mk(q)−m)/2 is an oscillatory integral operator with an amplitude
in the class Smk(q)0,0 (Rn) for k ≥ 1 and Smk(q)1,0 (Rn) when 0 < k < 1, Theorem 3.4 yields
that
‖Tϕa (1−∆)(mk(q)−m)/2u‖Lq(Rn) . ‖u‖Lq(Rn).
Therefore applying the Sobolev embedding theorem and taking u = (1−∆)(m−mk(q))/2f ,
we obtain
‖Tϕa f‖Lq(Rn) . ‖f‖Lp(Rn),
provided that 1 < p ≤ q <∞ and 1/p− 1/q ≤ (mk(q)−m)/n. 
For the Schrödinger integral operators we have
Theorem 3.14. Assume that a(x, ξ) ∈ Sm0,0(Rn) and ϕ satisfies (12) and is SND.
Then for 1 < p ≤ q < ∞, Tϕa : Lp(Rn) → Lq(Rn), provided that
m ≤ m2(q)− n(1/p− 1/q).
Proof. The proof is similar to that of Theorem 3.13. The only difference is that
instead of using Theorem 3.4, we use Theorem 3.6 part iii), noting that due to the
Lp − Lq nature of our result, no requirement on the gradient of the phase function
is needed. 
3.5. Applications to harmonic analysis and PDEs. In this subsection, we out-
line some of the applications of the main results of this paper. We start by giving
a couple of basic examples to highlight how the results obtain here can provide
boundedness results for operators whose regularity has (hitherto) remained elusive.
For any t(x) ∈ C∞b (Rn) the function
ϕ1(x, ξ) := x · ξ + t(x)〈ξ〉
is in F1. This example in not covered by the theory of Fourier integral operators
due to lack of homogeneity, and exhibits the simplest example of a phase func-
tion related to equations of Klein-Gordon type. Moreover if we also choose t(x)
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such that |∇t(x)| is small enough, then this phase function also satisfies the SND-
condition. It is also easily checked that this phase verifies the L2-condition and
∂βxϕ1(x, 0) = ∂
βt(x) ∈ L∞(Rn).
Now Theorem 3.5 (the part for smooth phase functions) shows that if m ∈ R
and a(x, ξ) ∈ Sm0,0(Rn), then for the oscillatory integral operator Tϕ1a , m1(p) =
−n|1/p− 1/2| and s ∈ R, one has the following regularity results:
i) For p ∈ (0,∞], q ∈ (0,∞], Tϕ1a : Bs+m−m1(p)p,q (Rn)→ Bsp,q(Rn) continuously.
ii) If p ∈ (0,∞), q ∈ (0,∞] and ε > 0, then Tϕ1a : F s+m−m1(p)+εp,q (Rn)→ F sp,q(Rn)
continuously.
iii) If p ∈ (0,∞), min (2, p) ≤ q ≤ max (2, p), then Tϕ1a : F s+m−m1(p)p,q (Rn) →
F sp,q(Rn) continuously.
iv) Tϕ1a : F
s+m+n/2
∞,2 (Rn)→ F s∞,2(Rn) continuously.
Another example is that of
ϕ2(x, ξ) := x · ξ + t(x)|ξ|k
with 0 < k ≤ 1 which is in Fk. Once again, if we choose t(x) such that |∇t(x)| is
small enough, then ϕ2 is also satisfies the SND-condition. Furthermore we have that
|∂αξ ∂βx (x · ξ + t(x)|ξ|k − x · ξ)| ≤ cα,β|ξ|k−|α|, |α + β| ≥ 0, |ξ| ≤ 2,
which yields that the LF(µ) condition is satisfied with µ = k. Finally
|∂αξ ∂βx (x · ξ + t(x)|ξ|k)| ≤ cα,β, |α| ≥ 1, |β| ≥ 1, |ξ| ≥ 1,
implies that the L2–condition is also satisfied. Thus, once again Theorem 3.5 shows
that if m ∈ R and a(x, ξ) ∈ Sm0,0(Rn), then for the oscillatory integral operator Tϕ2a ,
mk(p) = −kn|1/p − 1/2| and s ∈ R, one has similar regularity results in Besov-
Lipschitz and Triebel-Lizorkin spaces, as above with the only difference that m1(p)
is replaced by mk(p) and the range of validity of the results in p has to be taken
larger than n/(n+ k).
The applications to partial differential equations concern local and global Besov-
Lipschitz and Triebel-Lizorkin estimates for solutions to dispersive partial differen-
tial equations. First, let us consider the basic example of a dispersive equation in
Rn+1
(17)
{
i∂tu(x, t) + φ(D)u(x, t) = 0, x ∈ Rn, t 6= 0,
u(x, 0) = f(x), x ∈ Rn,
where φ̂(D)u(ξ, t) = φ(ξ) û(ξ, t). It is well-known that the solution to this Cauchy
problem is given by
(18) u(x, t) =
∫
Rn
eix·ξ+itφ(ξ) f̂(ξ) đξ.
Theorem 3.15. Assume that 0 < k <∞, φ(ξ) ∈ C∞(Rn \ {0}) and
(19) |∂αφ(ξ)| ≤ cα |ξ|k−|α| for ξ 6= 0 and |α| ≥ 1,
and u(x, t) is the solution of the Cauchy problem (17) represented by the oscillatory
integral above. Then for any τ > 0 and each t ∈ [−τ, τ ] and all p ∈ (n/(n +
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min(1, k)),∞], 0 < q ≤ ∞, s ∈ R and mk(p) = −kn|1/p− 1/2|, one has
(20) sup
t∈[−τ,τ ]
‖u‖Bsp,q(Rn) ≤ Cτ‖f‖Bs−mk(p)p,q (Rn).
Similarly, we have for any s ∈ R, p ∈ (n/(n + min(1, k)),∞), min (2, p) ≤ q ≤
max (2, p) that
(21) sup
t∈[−τ,τ ]
‖u‖F sp,q(Rn) ≤ Cτ‖f‖F s−mk(p)p,q (Rn).
All the results are sharp when k > 1.
Furthermore one also has for 1 < p ≤ q <∞ and s ∈ R, the Sobolev space estimate
(22) sup
t∈[−τ,τ ]
‖u‖Hs−n(1/p−1/q),q(Rn) ≤ Cτ‖f‖Hs−mk(q),p(Rn).
Proof. Observe that, the phase function in the integral representation (18) is x · ξ+
tφ(ξ). Now for any τ > 0 and each t ∈ [−τ, τ ] the estimate (19) yields that this
phase function is SND and in Fk for all k > 0 and also satisfies the LF(µ)-condition
(11) with µ = min(1, k). Moreover, the amplitude of the oscillatory integral (18)
is identically equal to 1, which is trivially in S01,0(Rn) ⊂ S00,0(Rn). Using (18) and
Theorem 3.5, it follows that the solution equation (17) verifies (20). The proof of
(21) is similar, and hence omitted. For the proof of the sharpness, see Section 14.
Finally (22) follows from Theorem 3.13. 
Remark 3.16. If the function φ in Theorem 3.15 is assumed to be positively ho-
mogeneous of degree 1, then the relevant order m1(p) in the theorem above could be
improved to −(n− 1) |1/p− 1/2| , see [18, Section 10].
Concerning Schrödinger equations, let us consider the Cauchy problem for a variable-
coefficient Schrödinger equation
(23)
{
i∂tΨ(x, t) +H (x,D)Ψ(x, t) = 0, x ∈ Rn, t 6= 0,
Ψ(x, 0) = Ψ0(x), x ∈ Rn,
whereH (x,D) is the Hamiltonian of the quantum mechanical system. For example,
one can haveH (x,D) = −∆+V (x), which corresponds to the Hamiltonian function
H (x, ξ) = |ξ|2 + V (x). Now, if in general H is real-valued and |∂αξ ∂βxH (x, ξ)| .
1 for |α + β| ≥ 2 (for example the harmonic oscillator −∆ + |x|2 yields such a
Hamiltonian), then the Cauchy problem above can be solved locally in time and
modulo smoothing operators by
(24) Ψ(x, t) =
∫
Rn
eiϕ(x,ξ,t) a(x, ξ, t) Ψ̂0(ξ) đξ,
where for t ∈ (−τ, τ), τ sufficiently small, one has that |∂αξ ∂βxϕ(x, ξ, t)| . 1 for
|α+ β| ≥ 2, ϕ is SND and a(x, ξ, t) ∈ S00,0(Rn), see [7, Proposition 4.1]. This yields
the following:
Theorem 3.17. Let Ψ(x, t) be the solution of the Schrödinger Cauchy problem (23)
with initial data Ψ0, where the Hamiltonian H is real-valued and satisfies the esti-
mate |∂αξ ∂βxH (x, ξ)| . 1 for |α + β| ≥ 2. Then there exists τ > 0 such that for all
p, q ∈ (0,∞] and s ∈ R, m2(p) = −2n |1/p− 1/2|, we have the local Besov-Lipschitz
space estimate
sup
t∈[−τ,τ ]
‖Ψ‖Bs,locp,q (Rn) ≤ Cτ‖Ψ0‖Bs−m2(p)p,q (Rn).
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Here the superscript "loc" means that we first multiply the function (distribution)
with a smooth cut-off function and then take the norm.
Similarly, for any s ∈ R, 0 < p <∞, min (2, p) ≤ q ≤ max (2, p), one has the local
Triebel-Lizorkin estimate
sup
t∈[−τ,τ ]
‖Ψ‖F s,locp,q (Rn) ≤ Cτ‖Ψ0‖F s−m2(p)p,q (Rn),
which also holds when p =∞ and q = 2. Moreover, if m < m2(p) then for all s ∈ R
and p, q ∈ (0,∞] one has
sup
t∈[−τ,τ ]
‖Ψ‖F s,locp,q (Rn) ≤ Cτ‖Ψ0‖F s−mp,q (Rn).
Furthermore, we also have the following global (in space) sharp estimates
sup
t∈[−τ,τ ]
‖Ψ‖F sp,2(Rn) ≤ Cτ‖Ψ0‖F s−m2(p)p,2 (Rn), 2 ≤ p <∞, s ∈ [m2(p), 0],
sup
t∈[−τ,τ ]
‖Ψ‖F 0p,2(Rn) ≤ Cτ‖Ψ0‖F−m2(p)p,2 (Rn), 0 < p <∞,
Proof. The local results all follow from the oscillatory integral representation (24)
and Theorem 3.3. The global estimates are all consequences of Theorem 3.9 parts
ii) and i) respectively. 
4. Estimates for phases and kernels
In this section, we prove some basic kernel estimates for oscillatory integral opera-
tors.
The following lemma will enable us to use a composition formula and an asymptotic
expansion for the action of a pseudodifferential operator on an oscillatory integral
operator. It is also helpful in the proof of Proposition 9.2 below. Once this is done,
we shall then prove Theorem 3.11 using only (8), (26), and (27).
Lemma 4.1. Assume that a(x, ξ) is an amplitude and let ϕ be a SND phase function
satisfying
(25)
∣∣∂ξ∂βxϕ(x, ξ)∣∣ ≤ cβ, |β| ≥ 1 and |ξ| ≥ 1.
Then for all |β| ≥ 1, the following estimates
|ξ| . |∇xϕ(x, ξ)| . |ξ|,(26)
|∂βxϕ(x, ξ)| . 〈ξ〉,(27)
hold true for the phase function ϕ, on the support of a(x, ξ), provided that either
i) the ξ-support of a(x, ξ) lies outside the ball B(0, R) for some large enough
R 1 and ∂βxϕ(x, ξ) ∈ L∞(Rn × Sn−1), for |β| ≥ 1
or
ii) the amplitude a(x, ξ) has compact x-support and has its ξ-support outside the
ball B(0, R) for some large enough R 1
or
iii) ϕ(x, ξ) ∈ C∞(Rn × Rn), ϕ(x, 0) = 0, and ∣∣∂ξ∂βxϕ(x, ξ)∣∣ ≤ cβ, |β| ≥ 1, for
(x, ξ) ∈ Rn × Rn.
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Proof. We would like to compare ∂βxϕ(x, ξ) with some ∂xβϕ(x, ξ0) for |β| ≥ 1. In i)
and ii) we choose ξ0 = ξ/ |ξ|. Note that the line segment ξ0 +t(ξ−ξ0), with t ∈ (0, 1)
and |ξ| ≥ R, does not intersect B(0, 1) so we can use (25) without problem. In iii)
we choose ξ0 = 0. Therefore on the support of a(x, ξ), using (25) and the mean-value
theorem yield for |β| ≥ 1 that∣∣∂βxϕ(x, ξ)∣∣ ≤ ∣∣∂βxϕ(x, ξ)− ∂βxϕ(x, ξ0)∣∣+ ∣∣∂βxϕ(x, ξ0)∣∣ . |ξ − ξ0|+ ∣∣∂βxϕ(x, ξ0)∣∣
. |ξ|+ ∣∣∂βxϕ(x, ξ0)∣∣ .
Thus for both cases i) and ii) one has that
∣∣∂βxϕ(x, ξ0)∣∣ . 1 . |ξ|, uniformly in x on
the support of a(x, ξ), and the same is also true in case iii) due to the vanishing of
the derivatives. This proves (27) and the second inequality of (26).
To prove the first inequality of (26), Schwartz’s global inverse function theorem can
be used just as in the proof of in [9, Proposition 1.11] to obtain
(28) |ξ| − |ξ0| ≤ |ξ − ξ0| . |∇xϕ(x, ξ)−∇xϕ(x, ξ0)| ≤ |∇xϕ(x, ξ)|+ |∇xϕ(x, ξ0)| .
Therefore, to prove the desired lower bound for |∇xϕ(x, ξ)| in case i) and ii), let ξ0 be
defined above and insert it to (28). Then for a certain constant A = A(n, δ, c1) > 0
(where n is the dimension, δ is the lower bound in the SND-condition and c1 is the
upper bound on the norm of the mixed Hessian of ϕ(x, ξ) when |ξ| ≥ 1) (28) yields
that
|ξ| ≤ A
(
|∇xϕ(x, ξ)|+ |∇xϕ(x, ξ0)|
)
+ 1.
However since |ξ| > R, on the support of a(x, ξ), and R can be chosen large enough,
by taking
R ≥ 2A
(
max
x∈supp a(x,ξ0)
|(∇xϕ(x, ξ0)|
)
+ 2,
we obtain
|ξ| . |∇xϕ(x, ξ)|.
In case iii) the same inequality is once gain valid since we take ξ0 = 0 and
∇xϕ(x, 0) = 0 in (28). 
Next we turn to kernel estimates of the operators in various settings. A simple case
is when the amplitude is spatially localised.
Lemma 4.2. Let m ∈ R, ϕ(x, ξ) be a real-valued function and a(x, ξ) ∈ Sm0,0(Rn)
has compact support in the spatial variable x. Define
Kj(x, y) :=
∫
Rn
aj(x, ξ) e
iϕ(x,ξ) e−iy·ξ đξ,
where aj(x, ξ) := ψj(ξ) a(x, ξ) is a Littlewood-Paley piece of the amplitude a. Then
for each j ∈ Z+ and all multi-indices β we have∥∥∂βyKj(x, y)∥∥L∞x,y(Rn×Rn) . 2j(m+|β|+n).
Proof. Observe that
|∂βyKj(x, y)| =
∣∣∣∂βy ∫
Rn
aj(x, ξ) e
iϕ(x,ξ) e−iy·ξ đξ
∣∣∣ = ∣∣∣ ∫
Rn
aj(x, ξ) e
iϕ(x,ξ) ξβ e−iy·ξ đξ
∣∣∣
.
∫
Rn
|aj(x, ξ)| |ξ||β| đξ . ‖aj‖L∞(Rn×Rn) 2j(|β|+n) . 2j(|β|+m+n),
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for any x, y ∈ Rn. 
Next we prove a kernel estimate for the low frequency portion of oscillatory integral
operators.
Lemma 4.3. Let µ > 0, aL(x, ξ) be a symbol that is compactly supported and smooth
outside the origin in the ξ-variable and ϕ(x, ξ) ∈ C∞(Rn × Rn \ {0}) be a phase
function. Assume that one of the following conditions hold:{
‖∂αξ aL(·, ξ)‖L∞(Rn) ≤ cα|ξ|µ−|α|, |α| ≥ 0,
‖∂αξ (ϕ(x, ξ)− x · ξ)‖L∞x (Rn) ≤ cα|ξ|−|α|, |α| ≥ 1,
(29) {
‖∂αξ aL(·, ξ)‖L∞(Rn) ≤ cα, |α| ≥ 0,
‖∂αξ (ϕ(x, ξ)− x · ξ)‖L∞x (Rn) ≤ cα|ξ|µ−|α|, |α| ≥ 0,
(30)
for ξ 6= 0 and on the support of aL(x, ξ). Then the modulus of the integral kernel
K(x, y) :=
∫
Rn
aL(x, ξ) e
iϕ(x,ξ)−iy·ξ đξ,
and that of K(y, x) are both bounded by 〈x− y〉−n−εµ for any 0 ≤ ε < 1.
Proof. Since |K(x, y)| . 1, it is enough to show that that |K(x, y)| . |x− y|−n−εµ.
In order to prove the Lemma under assumptions (29) we set σ(x, ξ) := aL(x, ξ)
eiϕ(x,ξ)−ix·ξ
K(x, y) :=
∫
Rn
ei(x−y)·ξ σ(x, ξ) đξ.
Observe that
∣∣∂αξ σ(x, ξ)∣∣ . |ξ|µ−|α| for any |α| ≥ 0 and ξ ∈ suppξ aL(x, ξ). Now one
introduces a Littlewood-Paley partition of unity
∞∑
j=−∞
ψ(2−jξ) = 1, for ξ 6= 0, with suppψ(ξ) ⊂ {1/2 ≤ |ξ| ≤ 2},
and defines
Kj(x, y) :=
∫
Rn
ei(x−y)·ξ σ(x, ξ)ψ(2−jξ) đξ.
Integration by parts N times yields
|Kj(x, y)| . |x− y|−N
∑
|α|+|β|=N
∫
Rn
∣∣∂αξ σ(x, ξ)∣∣ |∂βξ ψ(2−jξ)| đξ
. |x− y|−N 2j(µ+n−N),
(31)
However, if H is any positive real number, then one can write H as the sum N + θ
where N is a positive integer and θ ∈ [0, 1). Now since (31) implies that
(32) |Kj(x, y)| . 2j(n−N+µ)|x− y|−N ,
and
(33) |Kj(x, y)| . 2j(n−(N+1)+µ)|x− y|−(N+1),
raising (32) to the power 1 − θ and (33) to the power θ, and using the fact that
H = N + θ, yield that
|Kj(x, y)| = |Kj(x, y)|1−θ|Kj(x, y)|θ . 2j(n−H+µ)|x− y|−H ,
for all H ≥ 0.
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Observe that there exists M > 0 such that suppξ aL(x, ξ) ⊆ B(0, 2M). Therefore,
we can write
K(x, y) =
M∑
j=−∞
Kj(x, y),
and hence setting H := n+ εµ, we obtain
|K(x, y)| .
M∑
j=−∞
|x− y|−n−εµ 2jµ(1−ε) . |x− y|−n−εµ .
To prove the lemma under assumptions (30), split the kernel into K(x, y) = K ′(x, y)
+K ′′(x, y) where
K ′(x, y) :=
∫
Rn
ei(x−y)·ξ aL(x, ξ) đξ,
and
K ′′(x, y) :=
∫
Rn
ei(x−y)·ξ aL(x, ξ) (eiϕ(x,ξ)−ix·ξ − 1) đξ.
Integration by parts N times yields that |K ′(x, y)| . |x− y|−N for all N . To obtain
the estimate for K ′′(x, y) we set σ(x, ξ) := aL(x, ξ) (eiϕ(x,ξ)−ix·ξ − 1) and note that
for all |α| ≥ 0, |∂αξ (eiϕ(x,ξ)−ix·ξ − 1)| . |ξ|µ−|α|, so that
∣∣∂αξ σ(x, ξ)∣∣ . |ξ|µ−|α| for any
|α| ≥ 0. Now the rest of the proof proceeds as in the previous case above.
The proof for K(y, x) is identical and hence omitted. 
Remark 4.4. Observe that for phase functions of the form x · ξ + |ξ|k with k > 1
and symbols a(x, ξ) = χ(ξ) ∈ C∞c (Rn), a decay of the form 〈x− y〉−n−1, was already
proven in e.g. [3, Lemma 2.3].
The next lemma yields a sufficient condition for the hp − Lp boundedness of linear
operators and will be quite useful in what follows.
Lemma 4.5. Assume that 0 < p < 1 and Tϕa is an L2–bounded oscillatory– or
Schrödinger integral operator. Let Tj be either Tϕa ψj(D) or ψj(D)(Tϕa )∗ with ψj as
in Definition 2.1 (i.e. the familiar j-th Littlewood-Paley piece of Tϕa and its formal
adjoint (Tϕa )∗ ). We also assume that for a p-atom a supported in a ball of radius r
one has
(34) ‖Tja‖Lp(Rn) . rn−n/p 2j(n−n/p).
Moreover, assume that whenever r < 1,
(35) ‖Tja‖Lp(Rn) . rN+1+n−n/p 2j(N+1+n−n/p),
for some N > n/p− n− 1. Then Tϕa (or (Tϕa )∗ when the Tj’s are associated to the
adjoint) is bounded from hp(Rn) to Lp(Rn).
Proof. Using the atomic characterisation of hp(Rn), and following the strategy in
[28, p. 402] for Tϕa and the strategy in [27, p. 237] for (Tϕa )∗, it is enough to show
that for any p-atom a, one has the uniform estimates
‖Tϕa a‖Lp(Rn) . 1,
or
‖(Tϕa )∗a‖Lp(Rn) . 1,
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in each case. We only prove the result in the case of Tϕa , since the case of the adjoint
is similar. We split the proof in two different cases, namely r < 1 and r ≥ 1. For
r ≥ 1, (34) yields that
‖Tϕa a‖pLp(Rn) .
∞∑
j=0
‖Tja‖pLp(Rn) .
∞∑
j=0
rnp−n 2j(np−n) . 1.
Assume now that r < 1. Choose ` ∈ Z+ such that 2−`−1 ≤ r < 2−`. Using the facts
that 2−` ∼ r, N + 1 + n− n/p > 0, n− n/p < 0, (34) and (35) we conclude that
‖Tϕa a‖pLp(Rn) .
∑`
j=0
(
rN+1+n−n/p 2j(N+1+n−n/p)
)p
+
∞∑
j=`+1
(
rn−n/p 2j(n−n/p)
)p
.
(
rN+1+n−n/p 2`(N+1+n−n/p)
)p
+
(
rn−n/p 2`(n−n/p)
)p
∼ (rN+1+n−n/p r−(N+1+n−n/p))p + (rn−n/p r−(n−n/p))p = 1. 
As an application of the previous lemma, we have the following hp−Lp boundedness
result, based entirely on kernel estimates of the corresponding operators.
Lemma 4.6. Let 0 < p ≤ 1, k > 0, a(x, ξ) ∈ Smk(p)0,0 (Rn), ϕ(x, ξ) ∈ Fk, and let the
operator Tj given in Lemma 4.5 have either the representation
(36)
∫
Rn
K1,j(x, x− y) f(y) dy,
or the representation
(37)
∫
Rn
K2,j(y, x− y) f(y) dy.
• If
(38)
∥∥(x− y)α∂βy (K1,j(x, x− y))∥∥L2x(Rn) . 2j(|α|(k−1)+|β|+mk(p)+n/2),
uniformly in y ∈ Rn, and Tϕa :=
∑∞
j=0 Tj (in the case of (36)) is L
2-bounded,
then Tϕa is bounded from hp(Rn) to Lp(Rn).
• If
(39)
∥∥(x− y)α∂βy (K2,j(y, x− y))∥∥L2x(Rn) . 2j(|α|(k−1)+|β|+mk(p)+n/2)
uniformly in y ∈ Rn, and (Tϕa )∗ :=
∑∞
j=0 Tj (in the case of (37)) is L
2-
bounded, then (Tϕa )∗ is bounded from hp(Rn) to Lp(Rn).
Proof. Once again, we only treat the case of Tϕa , since that of the adjoint is done
in a similar manner. Let a be a p-atom supported in the ball B := B(y¯, r) and let
2B := B(y¯, 2r). By Hölder’s inequality and the L2-boundedness of Tϕa , we have
‖Tϕa a‖Lp(2B) . ‖Tϕa a‖L2(2B) ‖1‖L2p/(2−p)(2B) . ‖a‖L2(Rn) rn(2−p)/2p
. rn(p−2)/2p rn(2−p)/2p = 1.
We proceed to the boundedness of ‖Tϕa a‖Lp(Rn\2B), which is more subtle. By Lemma
4.5, it is enough to show estimates (34) and (35) for ‖Tja‖Lp(Rn\2B). For all multi-
indices α, (38) yields∥∥(2−j(k−1)(x− y))αK1,j(x, x− y)∥∥L2x(Rn) . 2j(n/2+mk(p)),
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so that for any integer M , if one sums over |α| ≤M ,∥∥(1 + 2−j(k−1)|x− y|)MK1,j(x, x− y)∥∥L2x(Rn) . 2j(n/2+mk(p)).(40)
We now observe that for t ∈ [0, 1], x ∈ Rn \ 2B and y ∈ B, one has
(41) |x− y¯| . |x− y¯ − t(y − y¯)|.
Next we introduce
g(x) :=
(
1 + 2−j(k−1)|x− y¯|)−M ,
where M > n/q and 1/q = 1/p − 1/2. The Hölder and the Minkowski inequalities
together with (40) and (41) (with t = 1) yield
‖Tja‖Lp(Rn\2B) =
∥∥∥∫
B
K1,j(x, x− y)a(y) dy
∥∥∥
Lpx(Rn\2B)
≤
∥∥∥ 1
g(x)
∫
B
K1,j(x, x− y)a(y) dy
∥∥∥
L2x(Rn\2B)
‖g‖Lq(Rn)
. 2jn(k−1)/q
∫
B
∥∥∥ 1
g(x)
K1,j(x, x− y)a(y)
∥∥∥
L2x(Rn\2B)
dy
. 2jn(k−1)(1/p−1/2)
∫
B
|a(y)|
∥∥∥ (1 + 2−j(k−1)|x− y|)M K1,j(x, x− y)∥∥∥
L2x(Rn\2B)
dy
. rn−n/p2jn(k−1)(1/p−1/2)2j(n/2+mk(p)).
Recalling that mk(p) = −kn(1/p− 1/2) we get (34).
We proceed to show estimate (35). Taking N := [n(1/p − 1)] (note that N >
n/p− n− 1), a Taylor expansion of the kernel at the point y = y yields that
K1,j(x, x− y) =
∑
|β|≤N
(y − y¯)β
β!
∂βy (K1,j(x, x− y))|y=y¯
+ (N + 1)
∑
|β|=N+1
(y − y¯)β
β!
∫ 1
0
(1− t)N∂βy (K1,j(x, x− y))|y=y¯+t(y−y¯) dt,
and due to vanishing moments of the atom in Definition 2.3, iii), we may express
the operator as
Tja(x) = (N + 1)
∑
|β|=N+1
∫
B
∫ 1
0
(y − y¯)β
β!
(1− t)N∂βy (K1,j(x, x− y))|y=y¯+t(y−y¯)a(y) dt dy.
Now noting that
∣∣(y − y¯)β∣∣ . rN+1 and applying the same procedure as above
together with estimates (41) and (38), we obtain
‖Tja‖Lp(Rn) . rN+1−n/p+n2j(N+1+mk(p)+n/2+n(k−1)(1/p−1/2)),
which yields (35).

5. L2-boundedness
In the forthcoming sections, we will also need the following important theorem about
L2-boundedness of an oscillatory integral operator.
Theorem 5.1. Let a(x, ξ) ∈ S00,0(Rn) and assume that ϕ(x, ξ) fulfills the L2-condition
(8) and is SND. Then the oscillatory integral operator Tϕa given by (9) is bounded
from L2(Rn) to itself, under either of the following circumstances:
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i) The amplitude a(x, ξ) is compactly supported in x.
ii) One of the assumptions (29) or (30) holds true.
Proof. We divide the proof into low and high frequency cases, by writing a(x, ξ) =
ψ0(ξ) a(x, ξ) + (1− ψ0(ξ)) a(x, ξ) =: aL(x, ξ) + aH(x, ξ), with ψ0 is in Definition 2.1.
For TϕaH , the phase function is smooth and doesn’t have any singularity. This enables
one to use an L2-boundedness result for oscillatory integrals proven by D. Fujiwara
in [12], since the assumptions of Theorem 5.1 fulfill conditions (A-I)–(A-IV) in [12],
on the support of aH .
For TϕaL , part of the case i), using the compact support in ξ, Cauchy-Schwarz’s
inequality, and Plancherel’s theorem allow us to write
|TϕaLf(x)| =
∣∣∣ ∫
Rn
aL(x, ξ) e
iϕ(x,ξ) f̂(ξ) đξ
∣∣∣ . ‖f‖L2(Rn).
Now the fact that TϕaLf(x) is compactly supported yields that
‖TϕaLf(x)‖L2(Rn) . ‖f‖L2(Rn).
For the TϕaL , part of the case ii), we use Lemma 4.3 to conclude that the kernel
satisfies
|K(x, y)| . 〈x− y〉−n−εµ,
for any ε ∈ [0, 1). Therefore, Schur’s lemma applies in this case. 
Remark 5.2. In dimension one, for k > 0, if we take the phase function
ϕ(x, ξ) := xξ − 1
2
sinx cos ξ + |ξ|k,
then one can verify that for k ≥ 1 the low frequency assumption of (30) holds with
µ = 1, and for 0 < k < 1 with µ = k. Moreover,∣∣∣∂αξ ∂βx(xξ − 12 sinx cos ξ + |ξ|k)∣∣∣ . 1, |α|, |β| ≥ 1
and the SND-condition is also satisfied thanks to∣∣∣∂ξ∂x(xξ − 1
2
sinx cos ξ + |ξ|k
)∣∣∣ ≥ 1/2.
This together with an amplitude in S00,0(Rn) gives rise to an L2-bounded operator.
However, this is not entirely covered by the L2-boundedness results of Hörmander [17]
(because of lack of homogeneity and also lack of compact support in the x-variable)
or Fujiwara [12] (due to lack of smoothness). It is also important to note that the
rather strong assumptions on the phase function are needed to deal with the lack of
decay in the amplitude (i.e. an amplitude in S00,0(Rn)).
6. Boundedness of low frequency portion
The kernel estimate obtained in Lemma 4.3 can be used to show that the corre-
sponding oscillatory integral operators are bounded in various Banach, as well as
quasi-Banach spaces. Now, as far as the Lp-regularity is concerned, the Mikhlin
multiplier theorem yields the following boundedness result for operators with am-
plitudes that are compactly supported in the spatial variables.
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Lemma 6.1. Let aL(x, ξ) ∈ C∞c (Rn×Rn) be an amplitude and assume that ϕ(x, ξ) ∈
C∞(Rn × Rn \ {0}) with
|∂αξ ∂βxϕ(x, ξ)| ≤ cα,β|ξ|−|α|, |α + β| ≥ 1, (x, ξ) ∈ supp aL
Then the operator TϕaL of the form (9) is bounded on L
p(Rn) for 1 < p <∞.
Proof. Set σ(x, ξ) := aL(x, ξ) ei(ϕ(x,ξ)−x·ξ) and observe that the condition on the
phase function implies that |∂αξ ∂βxσ(x, ξ)| . |ξ|−|α|. Now, we write
TϕaLf(x) =
∫
Rn
σ(x, ξ) eix·ξ f̂(ξ) đξ,
and using the fact that σ is compactly supported in x we have that for any integer
N > 0
(42) TϕaLf(x) =
∫
Rn
〈η〉−2N
(∫
Rn
〈η〉2N σ̂(η, ξ) eix·ξ f̂(ξ) đξ
)
eix·η đη.
The compact support of σ(x, ξ) also implies that
〈η〉2N ∣∣∂αξ σ̂(η, ξ)∣∣ = ∣∣∣∣∫
Rn
e−ix·η (1−∆x)N∂αξ σ(x, ξ) dx
∣∣∣∣ . |ξ|−|α|,
uniformly in η. Now the boundedness of 〈η〉2N σ̂(η, ξ) and the estimate above show
that the aforementioned function is a Mikhlin multiplier and therefore bounded
on Lp(Rn) for 1 < p <∞. Therefore, using Minkowski’s integral inequality to (42),
which is valid for the Banach space scales of Lp-spaces, and choosing N large enough
yield the desired boundedness. 
The following lemma establishes the local boundedness of the low frequency portion
of adjoint operator (Tϕa )
∗.
Lemma 6.2. Let 0 < p < 1. Moreover, assume ϕ(x, ξ) ∈ C∞(Rn × Rn) and
aL(x, ξ) ∈ C∞c (Rn × Rn). Then
(
TϕaL
)∗ given as in (10) is a bounded operator from
hp(Rn) to Lp(Rn).
Proof. Set σ(y, ξ) := aL(y, ξ) e−iϕ(y,ξ)+iy·ξ and consider the kernel of
(
TϕaL
)∗
K∗(y, x− y) =
∫
Rn
aL(y, ξ) e
−i(ϕ(y,ξ)−y·ξ−(x−y)·ξ) đξ =
∫
Rn
σ(y, ξ) ei(x−y)·ξ đξ.
Leibniz’s rule and integration by parts yield
(x− y)α∂βy (K∗(y, x− y)) = (x− y)α
∫
Rn
∂βy (σ(y, ξ) e
i(x−y)·ξ) đξ
=
∑
α1+α2=α
β1+β2=β
β2≥α2
Cα,β
∫
Rn
∂α1ξ ∂
β1
y σ(y, ξ) ξ
β2−α2 ei(x−y)·.ξ đξ
= (ρ(y, ·))∧(y − x),
where
ρ(y, ξ) :=
∑
α1+α2=α
β1+β2=β
β2≥α2
Cα,β ∂
α1
ξ ∂
β1
y σ(y, ξ) ξ
β2−α2 .
Therefore, Plancherel’s formula yields that∥∥(x− y)α∂βy (K∗(y, x− y))∥∥L2x(Rn) = ‖ρ(y, ·)‖L2ξ(Rn) . ‖ρ(y, ·)‖L∞ξ (Rn) . 1.
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Hence Lemma 4.6 can be applied with T0 := (TϕaL)
∗ and Tj := 0, j ≥ 1, since by
Theorem 5.1, T0 is also bounded on L2(Rn) and has an integral representation∫
Rn
K∗(y, x− y)f(y) dy
with
K∗(y, x− y) =
∫
Rn
aL(y, ξ) e
−iϕ(y,ξ)+(x−y)·ξ đξ. 
Next we prove the main result concerning the regularity of the low frequency portions
of oscillatory integral operators.
Lemma 6.3. Assume that ψ0(ξ) ∈ C∞c (Rn) is a smooth cut-off function supported
in a neighborhood of the origin as in Definition 2.1, a(x, ξ) ∈ Sm0,0(Rn) for some
m ∈ R, aL(x, ξ) := ψ0(ξ) a(x, ξ) and let ϕ(x, ξ) be a phase function. Finally let the
operator TϕaL be defined as in (9). Then the following statements hold:
i) If either (29) or (30) holds, then
‖TϕaLf‖L∞(Rn) . ‖f‖bmo(Rn).
ii) Assume that ϕ(x, ξ) satisfy the LF(µ)-condition (11) for 0 < µ ≤ 1 and that
n/(n+µ) < p ≤ ∞. Then for any s1, s2 ∈ (−∞,∞), and q1, q2 ∈ (0,∞] one
has
‖TϕaLf‖Bs2p,q2 (Rn) . ‖f‖Bs1p,q1 (Rn).
iii) Assume that ϕ(x, ξ) satisfy the LF(µ)-condition (11) for 0 < µ ≤ 1 and
that a(x, ξ) has compact support in the x-variable. Then for any s1, s2 ∈
(−∞,∞), and p, q1, q2 ∈ (0,∞]
‖TϕaLf‖Bs2p,q2 (Rn) . ‖f‖Bs1p,q1 (Rn).
Moreover, all the Besov-Lipschitz estimates above can be replaced by the correspond-
ing Triebel-Lizorkin estimates.
Proof of Lemma 6.3, i). We are going to show that (TϕaL)
∗ : L1(Rn) → h1(Rn). By
Lemma 4.3 and the definition of the h1-space (regarded as the Triebel-Lizorkin space
F 01,2) we obtain∥∥(TϕaL)∗f∥∥h1(Rn) = ∥∥∥( ∞∑
j=0
∣∣ψj(D)(TϕaL)∗f ∣∣2 )1/2∥∥∥L1(Rn)∼∥∥(TϕaL)∗f∥∥L1(Rn)
. ‖f‖L1(Rn) , 
where we have also used the fact that ψj(D)(TϕaL)
∗ = (TϕaLψj(D))
∗ = 0 when j ≥ 1
and used the kernel estimate in Lemma 4.3 to deal with the last L1–estimate.
Proof of Lemma 6.3, ii)− iii). Assume that f0 = Ψ0(D)f where Ψ is a smooth
cut-off function that is equal to one on the support of ψ0 so that TϕaLf = T
ϕ
aL
f0.
Define the self-adjoint operators
Lξ := 1−∆ξ, Ly := 1−∆y,
and note that
〈ξ〉−2 Ly ei(x−y)·ξ = 〈x− y〉−2 Lξ ei(x−y)·ξ = ei(x−y)·ξ.
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Take integers N1 and N2 large enough. Integrating by parts, we have
ψj(D)T
ϕ
aL
f(x) =
∫∫
Rn×Rn
ei(x−y)·ξ ψj(ξ)TϕaLf0(y) dy đξ
=
∫∫
Rn×Rn
〈ξ〉−2N1 LN1y
(
〈x− y〉−2N2 LN2ξ ei(x−y)·ξ
)
ψj(ξ)T
ϕ
aL
f0(y) dy đξ
=
∫∫
Rn×Rn
ei(x−y)·ξLN2ξ
(
〈ξ〉−2N1 ψj(ξ)
)
〈x− y〉−2N2 LN1y TϕaLf0(y) dy đξ.
Since ψj is supported on an annulus of size 2j one has∫
Rn
∣∣∣LN2ξ 〈ξ〉−2N1 ψj(ξ)∣∣∣ đξ . ∑
|α|≤2N2
∫
|ξ|∼2j
∣∣∣∂αξ (〈ξ〉−2N1 ψj(ξ))∣∣∣ đξ
. 2jn
∑
|α|≤2N2
2−j(2N1+|α|) . 2j(n−2N1).
Also, applying Leibniz’s rule and Faà di Bruno’s formulae we have that
LN1y T
ϕ
aL
f(y) =
∫
Rn
LN1y
(
aL(y, η) e
iϕ(y,η)
)
f̂0(η) đη
=
∫
Rn
σ(y, η) eiϕ(y,η) f̂0(η) đη =: Tϕσ f0(y),
with
σ(y, η) :=
∑
|α|≤2N1
∑
1≤|β|≤2N1
∑
`≤2N1
Cα,β,` ∂
α
y aL(y, η)
(
∂βyϕ(y, η)
)`
.(43)
Thus, we have
(44)
∣∣ψj(D)TϕaLf(x)∣∣ . 2j(n−2N1)(〈·〉−2N2 ∗ |Tϕσ f0|)(x).
Using the LF(µ) assumption one has∣∣∂αη ∂βyϕ(y, η)∣∣ . |η|µ−|α| ,
for |α| ≥ 0, |β| ≥ 1. The terms of (43) where ` = 0 are bounded by 1 and the terms
where ` ≥ 1 are bounded by |η|µ−|α|.
Hence Lemma 4.3, using both (30) (` = 0) and (29) (` ≥ 1), yields that for all
0 < ε < 1 the kernel of Tϕσ satisfies the estimate
|K(x, y)| . 〈x− y〉−n−εµ.
Now it follows from (44), the kernel estimate above and Lemma 2.7 with
r > n/(n+ µ) that∣∣ψj(D)TϕaLf(x)∣∣ . 2j(n−2N1) ∫
Rn
(∫
Rn
〈x− z〉−2N2 〈z − y〉−n−εµ dz
)
|f0(y)| dy
. 2j(n−2N1)
∫
Rn
〈x− y〉−n−εµ |f0(y)| dy
. 2j(n−2N1)
(
M (|f0|r) (x)
)1/r
.
(45)
This yields that for r < p ≤ ∞ one has
(46) ‖ψj(D)TϕaLf‖Lp(Rn) . 2j(n−2N1) ‖f0‖Lp(Rn) .
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In case iii) we would also like to extend (46) to the range 0 < p ≤ ∞ when a(x, ξ)
has compact support in x. If K := suppy σ(y, η), then since f0 is frequency localised,
Lemma 2.7 and Peetre’s inequality yield that for r > n/(n+µ), we have the pointwise
estimate ∣∣ψj(D)TϕaLf(x)∣∣ . 2j(n−2N1)(〈·〉−2N2 ∗ χK (M (|f0|r))1/r)(x)
. 2j(n−2N1)〈x〉−2N2
∫
K
(
M (|f0|r) (y)
)1/r
dy,
(47)
where χK is the characteristic function of K. Now taking the Lp-norm, choosing N2
large enough, using the L∞-boundedness of the Hardy-Littlewood maximal operator,
and finally using Lemma 2.8, we obtain for 0 < p ≤ ∞
‖ψj(D)TϕaLf‖Lp(Rn) . 2j(n−2N1)‖|f0|r‖
1/r
L∞(Rn) . 2j(n−2N1) ‖f0‖L∞(Rn)
. 2j(n−2N1) ‖f0‖Lp(Rn) .
(48)
Thus, (46) and (48) yield for N1 large enough∥∥TϕaLf∥∥Bs2p,q2 (Rn) = (
∞∑
j=0
2js2q2
∥∥ψj(D)TϕaLf∥∥q2Lp(Rn) )1/q2
.
( ∞∑
j=0
2jq2(s2+n−2N1) ‖f0‖q2Lp(Rn)
)1/q2
= ‖f0‖Lp(Rn)
( ∞∑
j=0
2jq2(s2+n−2N1)
)1/q2
. ‖f0‖Lp(Rn) . ‖f‖Bs1p,q1 (Rn) .
In the case of boundedness in Triebel-Lizorkin spaces for ii), we use (45) and the
assumption that p > r > n/(n+ µ) which yield for N1 large enough that∥∥TϕaLf∥∥F s2p,q2 (Rn) = ∥∥∥(
∞∑
j=0
2js2q2
∣∣ψj(D)TϕaLf ∣∣q2 )1/q2∥∥∥Lp(Rn)
.
∥∥∥( ∞∑
j=0
2js2q2
∣∣∣2j(n−2N1)(M(|f0|r))1/r∣∣∣q2)1/q2∥∥∥
Lp(Rn)
.
( ∞∑
j=0
2jq2(s2+n−2N1)
)1/q2∥∥∥(M (|f0|r))1/r∥∥∥
Lp(Rn)
. ‖f0‖Lp(Rn) . ‖f‖F s1p,q1 (Rn) .
In the case of boundedness in Triebel-Lizorkin spaces for iii), we use (47) and Lemma
2.8 to see that for all p > 0 one has∥∥TϕaLf∥∥F s2p,q2 (Rn) = ∥∥∥(
∞∑
j=0
2js2q2
∣∣ψj(D)TϕaLf ∣∣q2 )1/q2∥∥∥Lp(Rn)
.
( ∞∑
j=0
2jq2(s2+n−2N2)
)1/q2 ∥∥〈·〉−2N2∥∥
Lp(Rn)
∫
K
(
M(|f0|r)(x)
)1/r
dx
. ‖f0‖L∞(Rn) . ‖f‖F s1p,q1 (Rn) ,
by choosing N2 large enough. 
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Remark 6.4. Note that the type of the phase (i.e. the µ in the LF(µ)-condition (11))
enters the picture only at the level of quasi-Banach boundedness of the oscillatory
integral operators.
7. Boundedness of middle frequency portion
In this section we show that for the portion of the operator where the frequency
support of the amplitude is bounded below, away from the origin and also bounded
from above by a fixed R  1, then the middle portion of the operator is bounded
on Besov-Lipschitz and Triebel-Lizorkin spaces, as the following lemma shows:
Lemma 7.1. Assume that ψ0(ξ) ∈ C∞c (Rn) is a smooth cut-off function supported
in a neighborhood of the origin as in Definition 2.1, a(x, ξ) ∈ Sm0,0(Rn) for some
m ∈ R, aM(x, ξ) := (ψ0(ξ/R) − ψ0(ξ)) a(x, ξ) for some R > 1 and let ϕ(x, ξ) be a
phase function satisfying the Fk-condition. Finally let the operator TϕaM be defined
as in (9). Then the following statements hold:
i) TϕaM satisfies
‖TϕaMf‖L∞(Rn) . ‖f‖bmo(Rn).
ii) Assume that ∂βxϕ(x, ξ) ∈ L∞(Rn × Sn−1), for any |β| ≥ 1 and that ϕ satisfy
the L2-condition (8). Then for any s1, s2 ∈ (−∞,∞) and p, q1, q2 ∈ (0,∞]
one has
‖TϕaMf‖Bs2p,q2 (Rn) . ‖f‖Bs1p,q1 (Rn).
iii) Assume that a(x, ξ) has compact support in the x-variable and that ϕ(x, ξ)
satisfies the L2-condition (8). Then for any s1, s2 ∈ (−∞,∞), and p, q1, q2 ∈
(0,∞]
‖TϕaMf‖Bs2p,q2 (Rn) . ‖f‖Bs1p,q1 (Rn).
Moreover, all the Besov-Lipschitz estimates above can be replaced by the correspond-
ing Triebel-Lizorkin estimates.
Proof. The proof is similar to that of Lemma 6.3. The only difference is that we
cannot use any of (11), (29) or (30) to obtain kernel estimates. Instead we observe
that for any N ≥ 0
|K(x, y)| =
∣∣∣ ∫
Rn
ei(x−y)·ξ eiϕ(x,ξ)−ix·ξ aM(x, ξ) đξ
∣∣∣
=
∣∣∣ 〈x− y〉−2N ∫
Rn
ei(x−y)·ξ (1−∆ξ)N eiϕ(x,ξ)−ix·ξ aM(x, ξ) đξ
∣∣∣
. 〈x− y〉−2N ,
(49)
using the Fk-condition. This is enough to conclude the result in i).
For ii) and iii) we need to replace aL with aM in (43) and obtain estimate (49)
for the kernel of Tϕσ . The only problem here is to control the factors of the form
∂αη ∂
β
yϕ(y, η) where |α| ≥ 0 and |β| ≥ 1. But they are uniformly bounded because of
the L2-condition when |α| ≥ 1 and∣∣∂βyϕ(y, η)∣∣ ≤ ∣∣∂βyϕ(y, η)− ∂βyϕ(y, η0)∣∣+ ∣∣∂βyϕ(y, η0)∣∣ . |η − η0|+ ∣∣∂βyϕ(y, η0)∣∣ . 1,
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for |α| = 0 and η ∈ supp aM , if we choose η0 := η/ |η|. Hence
∣∣∂αη σ(y, η)∣∣ . 1 which
yields the estimate (49), and we can proceed as in Lemma 6.3 from equation (45)
onwards. 
8. Local hp − Lp boundedness
In this section, we prove the local hp − Lp boundedness of oscillatory integral oper-
ators. As it turns out, for the case of 0 < p < 1 and the local hp − Lp boundedness
of Tϕa , no condition on the phase function is required. Moreover, the order of the
amplitude could also be larger than the critical order mk(p). More explicitly we
have
Proposition 8.1. Let 0 < p < 1 and m = −n/p and suppose that ϕ(x, ξ) is
a measurable real-valued function, a(x, ξ) ∈ Sm0,0(Rn) with compact support in the
x-variable. Then Tϕa as given in (9) is a bounded operator from hp(Rn) to Lp(Rn).
Proof. Fix a p-atom a supported in the ball B := B(y¯, r), with y¯ ∈ Rn and
r > 0. Also, make the Littlewood-Paley decomposition using Definition 2.1, so that
Tϕa =
∑∞
j=0 Tj where Tj := T
ϕ
a ψj(D). By Lemma 4.5, and since Tja has compact
support, it is enough to show that
(50) ‖Tja‖L∞(Rn) . rn−n/p2j(n−n/p),
and whenever r < 1
(51) ‖Tja‖L∞(Rn) . rN+1+n−n/p2j(N+1+n−n/p),
for some N > n/p− n− 1.
First of all, Lemma 4.2 taken with β = 0, yields for all x ∈ Rn
|Tja(x)| ≤
∫
B
|Kj(x, y)||a(y)| dy . rn−n/p 2j(n+m),
which gives (50).
On the other hand, if r < 1, we Taylor expand the kernel as follows
Kj(x, y) =
∑
|β|≤N
(y − y¯)β
β!
(∂βyKj)(x, y¯)
+ (N + 1)
∑
|β|=N+1
(y − y¯)β
β!
∫ 1
0
(1− t)N(∂βyKj)(x, ty + (1− t)y¯) dt,
and taking advantage of the vanishing moments of the atom, we obtain
Tja(x) = (N + 1)
∑
|β|=N+1
∫
B
∫ 1
0
(y − y¯)β
β!
(1− t)N(∂βyKj)(x, ty + (1− t)y¯)a(y) dt dy.
Therefore, applying once again Lemma 4.2, with |β| = N + 1 and N := [n(1/p−1)],
we obtain
|Tja(x)| . rN+1+n−n/p 2j(N+1+n+m),
which yields (51). 
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Remark 8.2. We observe that interpolating the result of Proposition 8.1 with the
L2-boundedness of operators with amplitudes in S00,0(Rn) yields that Tϕa is bounded
from hp(Rn) to Lp(Rn) for 0 < p ≤ 2 with a SND phase function verifying (8) and
m < m1(p).
9. Boundedness of high frequency portion
In this section, we treat the global regularity of the high frequency portion of oscil-
latory integral operators. Here we prove hp − Lp boundedness results.
Proposition 9.1. Suppose that ϕ ∈ Fk is SND, for some k ≥ 1 and satisfy the
L2-condition (8). Let a(x, ξ) ∈ Smk(p)0,0 (Rn) and aH(x, ξ) := (1− ψ0(ξ)) a(x, ξ) where
ψ0 is given in Definition 2.1. Then, TϕaH as in (9), is a bounded operator from h
p(Rn)
to Lp(Rn), when 0 < p < 1. In the case 0 < k < 1, the result above is true provided
that a(x, ξ) ∈ Smk(p)1,0 (Rn).
Proof. We consider a generic Littlewood-Paley piece of the kernel of TϕaH :
(52) Kj(x, x− y) :=
∫
Rn
aj(x, ξ) e
i(ϕ(x,ξ)−x·ξ+(x−y)·ξ) đξ,
where aj(x, ξ) := aH(x, ξ)ψj(ξ). In light of Lemma 4.6, we only need to show that
TϕaH is L
2-bounded, which is indeed the case by Theorem 5.1, and that
‖(x− y)α ∂βyKj(x, x− y)‖L2x(Rn) . 2j(|α|(k−1)+|β|+mk(p)+n/2).
However, since differentiating (52) β times in y will only introduce factors of the
size 2j|β|, it is enough to establish the above estimate for β = 0. To this end, take
Ψj as in Definition 2.1, integrate by parts and rewrite
(x− y)αKj(x, x− y) =
∫
Rn
aj(x, ξ) e
iϕ(x,ξ)−ix·ξ ∂αξ e
i(x−y)·ξ đξ
=
∫
Rn
∂αξ
[
aj(x, ξ)e
iϕ(x,ξ)−ix·ξ
]
ei(x−y)·ξ Ψj(ξ) đξ
=
∑
α1+α2=α
Cα1,α2
∫
Rn
∂α1ξ aj(x, ξ) ∂
α2
ξ e
iϕ(x,ξ)−ix·ξ ei(x−y)·ξ Ψj(ξ) đξ
=
∑
α1+α2=α
λ1+···+λr=α2
Cα1,α2,λ1,...λr
∫
Rn
∂α1ξ aj(x, ξ)
× ∂λ1ξ (ϕ(x, ξ)− x · ξ) · · · ∂λrξ (ϕ(x, ξ)− x · ξ) eiϕ(x,ξ) e−iy·ξ Ψj(ξ) đξ
=
∑
α1+α2=α
λ1+···+λr=α2
Cα1,α2,λ1,...λr2
j(mk(p)+(k−1)|α|)
∫
Rn
bα1,α2,λ1,...,λrj (x, ξ) e
iϕ(x,ξ) e−iy·ξ Ψj(ξ) đξ
=:
∑
α1+α2=α
λ1+···+λr=α2
Cα1,α2,λ1,...λr2
j(mk(p)+(k−1)|α|)Sα1,α2,λ1,...λrj (τ−yΨ̂j)(x),
where τ−y is a translation by −y, |λj| ≥ 1 and
bα1,α2,λ1,...,λrj (x, ξ) := 2
−j(mk(p)+(k−1)|α|)
× ∂α1ξ aj(x, ξ) ∂λ1ξ (ϕ(x, ξ)− x · ξ) . . . ∂λrξ (ϕ(x, ξ)− x · ξ).
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Now we claim that bα1,α2,λ1,...,λrj (x, ξ) ∈ S00,0(Rn) uniformly in j. Indeed, since
a ∈ Smk(p)0,0 (Rn) and ϕ ∈ Fk (with k ≥ 1), we can write∣∣∣bα1,α2,λ1,...,λrj (x, ξ)∣∣∣ . 2−j(mk(p)+(k−1)|α|) 2jmk(p) 2j(k−1)r
≤ 2−j(k−1)|α| 2j(k−1)r. 1.
In a similar way, using the Fk-condition, we can also check that, for any multi-indices
γ and β,
(53)
∣∣∣∂γξ ∂βx bα1,α2,λ1,...,λrj (x, ξ)∣∣∣ . 1,
hence bα1,α2,λ1,...,λrj ∈ S00,0(Rn). In the case 0 < k < 1, the hypothesis on a and ϕ
yield that
|∂αξ ∂βxaj(x, ξ)| . 2j(mk(p)−|α|),
and on the support of aj
|∂αξ ∂βx (ϕ(x, ξ)− x · ξ)| . 2j(k−|α|),
which together imply (53).
Therefore, Theorem 5.1 yields that
‖(x− y)αKj(x, x− y)‖L2x(Rn) .
∑
α1+α2=α
λ1+···+λr=α2
2j(mk(p)+(k−1)|α|)‖Sα1,α2,λ1,...λrj (τyΨ̂j)‖L2(Rn)
. 2j(|α|(k−1)+mk(p))‖Ψ̂j‖L2(Rn) . 2j(|α|(k−1)+mk(p)+n/2),
and the proof is completed. 
We would like to have a similar result for the adjoint operator, but in this case
we need to add an extra condition. However, this extra condition is automatically
fulfilled if one assumes LF(µ)-condition (11), and it turns out to be superfluous as
far as the Lp-boundedness is concerned. Since the result is only applied in these two
cases, this extra condition will not have any impact on any of the main results. In
the following proposition, we let e` be the unit vectors as in the proof of Theorem
3.4 on page 13.
Proposition 9.2. Let a(x, ξ) ∈ Smk(p)0,0 (Rn) and aH(x, ξ) := (1− ψ0(ξ/
√
n)) a(x, ξ),
where ψ0 is given in Definition 2.1. Suppose that, for k ≥ 1, ϕ ∈ Fk is SND and
satisfies the L2-condition (8). Moreover assume that for all ξ ∈ suppξ aH(x, ξ), there
exists 1 ≤ ` ≤ 2n, such that the line segment between ξ and e` does not pass through
the unit ball B(0, 1) and such that ∂βxϕ(x, e`) ∈ L∞(Rn), for all |β| ≥ 1. Then,
(TϕaH )
∗ given as in (10) is a bounded operator from hp(Rn) to Lp(Rn) when 0 < p < 1.
In the case 0 < k < 1, the result above is true provided that a(x, ξ) ∈ Smk(p)1,0 (Rn).
Proof. The proof follows the same lines as that of Lemma 6.2. Indeed since (TϕaH )
∗
is L2-bounded, we only need to show that
(54) ‖ρj(y, ·)‖L2ξ(Rn) . 2
j(|α|(k−1)+|β|+mk(p)+n/2),
where
(55) ρj(y, ξ) :=
∑
α1+α2=α
β1+β2=β
β2≥α2
Cα,β∂
α1
ξ ∂
β1
y σj(y, ξ) ξ
β2−α2 ,
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σj(y, ξ) := aj(y, ξ) e
−iϕ(y,ξ)+iy·ξ,
and aj(y, ξ) := aH(y, ξ)ψj(ξ) is the usual Littlewood-Paley piece. To this end,
Leibniz’s rule yields that
|∂α1ξ ∂β1y σj(y, ξ)| = |∂α1ξ ∂β1y (aj(y, ξ) e−iϕ(y,ξ)+iy·ξ)|
.
∑
α′1+α
′′
1 =α1
β′1+β
′′
1 =β1
|∂α′1ξ ∂β
′
1
y aj(y, ξ)| |∂α
′′
1
ξ ∂
β′′1
y e
−iϕ(y,ξ)+iy·ξ|.
Now, if we let Φ(y, ξ) := ϕ(y, ξ)− y · ξ, then Faà di Bruno’s formulae implies
|∂αξ ∂βy e−iΦ(y,ξ)| .
∑
(γ1,δ1)+···+(γr,δr)=(α,β)
|∂γ1ξ ∂δ1y Φ(y, ξ)|...|∂γrξ ∂δry Φ(y, ξ)|,(56)
where the sum above runs over all possible partitions of (α, β) such that |γν |+|δν | ≥ 1
for ν = 1, . . . , r.
The Fk-condition isn’t enough to estimate the terms in (56) and we also need to
derive estimates for the derivatives in x. For any ξ ∈ suppξ aH(y, ξ), take ` as in
the statement of this theorem. Then the L2-condition and the mean-value theorem
yield that ∣∣∂γyϕ(y, ξ)∣∣ ≤ ∣∣∂γyϕ(y, ξ)− ∂γyϕ(y, e`)∣∣+ ∣∣∂γyϕ(y, e`)∣∣
. |ξ − e`|+
∣∣∂γyϕ(y, e`)∣∣ . |ξ| .(57)
Hence, on the support of aj one has, for k ≥ 1,
|∂γξ ∂δyΦ(y, ξ)| =
{
O(2j), γ = 0,
O(2j(k−1)), γ 6= 0,
and for 0 < k < 1
|∂γξ ∂δyΦ(y, ξ)| =
{
O(2j), γ = 0,
O(2j(k−|γ|)), γ 6= 0,
where we have used the Fk-condition, L2-condition and (57). Therefore, for k ≥ 1,
using (56) we get
|∂α1ξ ∂β1y σj(y, ξ)| . 2j(mk(p)+(k−1)|α1|+|β1|).
On the other hand, in the case 0 < k < 1 using the assumption a ∈ Smk(p)1,0 (Rn) we
obtain
|∂α1ξ ∂β1y σj(y, ξ)| .
∑
α′1+α
′′
1 =α1
β′1+β
′′
1 =β1
|∂α′1ξ ∂β
′
1
y aj(y, ξ)| |∂α
′′
1
ξ ∂
β′′1
y e
−iϕ(y,ξ)+iy·ξ|
.
∑
α′1+α
′′
1 =α1
β′1+β
′′
1 =β1
2j(mk(p)−|α
′
1|+|α′′1 |k−|α′′1 |+|β′′1 |)
. 2j(mk(p)+(k−1)|α1|+|β1|).
Thus in both cases
|∂α1ξ ∂β1y σj(y, ξ)| . 2j(mk(p)+(k−1)|α1|+|β1|)
= 2j(mk(p)+(k−1)|α|−(k−1)|α2|+|β1|)
. 2j(mk(p)+(k−1)|α|+|α2|+|β1|).
(58)
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Finally, combining (58) and (55) we obtain (54). Hence Lemma 4.6 holds and the
proof is concluded. 
10. The hp − Lp boundedness of Schrödinger integral operators
This section deals with the regularity of the Schödinger integral operators. An im-
portant tool in the proof of the following theorem is a Littelwood-Paley decomposi-
tion of the amplitude, where each Littlewood-Paley annulus is further decomposed
into a union of balls with constant radii, in contrast to the second frequency local-
isation introduced by C. Fefferman in [11], where different pieces of the amplitude
are supported in "angular-radial rectangles".
Theorem 10.1. Let Tϕa be a Schrödinger integral operator according to Definition
2.17 with amplitude a(x, ξ) ∈ Sm2(p)0,0 (Rn) and phase function ϕ that is SND. Then
Tϕa is a bounded operator from hp(Rn) to Lp(Rn) for 0 < p < ∞. Moreover if
|∇xϕ(x, 0)| ∈ L∞(Rn) then Tϕa is bounded from L∞(Rn) to bmo(Rn).
Proof. We start by the analysis of the case of 0 < p < 1. We make the following
decomposition of the integral kernel
K(x, y) =
∫
Rn
a(x, ξ) eiϕ(x,ξ)−iy·ξ đξ
of the operator Tϕa . We introduce a standard Littlewood-Paley partition of unity∑∞
j=0 ψj(ξ) = 1 with suppψ0 ⊂ B(0, 2), and suppψj ⊂ {2j−1 ≤ |ξ| ≤ 2j+1} for
j ≥ 1. Then for every j ≥ 0 we cover suppψj with open balls Cνj with radius 1
and center ξνj , where ν runs from 1 to O(2jn). Observe that |Cνj | . 1 uniformly in
j and ν. Now take u ∈ C∞c (Rn), with 0 ≤ u ≤ 1 and supported in B(0, 2) with
u = 1 on B(0, 1). Define λνj (ξ) ∈ C∞c (Rn) to be equal to u(ξ− ξνj ). Next set χνj (ξ) :=
λνj (ξ)/
∑
ν λ
ν
j (ξ) and observe that for each ξ ∈ suppψj the sum
∑
ν λ
ν
j (ξ) ≥ 1, and
also
∑∞
j=0
∑
ν χ
ν
j (ξ)ψj(ξ) = 1. Now consider the kernel
Kνj (x, y) :=
∫
Rn
ψj(ξ)χ
ν
j (ξ) e
iϕ(x,ξ)−iy·ξ a(x, ξ) đξ.
Therefore, for any multi-index α and any j ≥ 0 we have
∂αyK
ν
j (x, y) =
∫
Rn
ψj(ξ)χ
ν
j (ξ) ∂
α
y e
i(ϕ(x,ξ)−y·ξ) a(x, ξ) đξ
=
∫
Rn
ei(ϕ(x,ξ)−y·ξ) σα,νj (x, ξ) đξ,
where
σα,νj (x, ξ) := ψj(ξ)χ
ν
j (ξ) (−iξ)α a(x, ξ).
Using the assumption that a(x, ξ) ∈ Sm2(p)0,0 (Rn), we deduce that for any multi-index
γ, any j ≥ 0 and any ν one has
(59) |∂γξ σα,νj (x, ξ)| . 2j(m2(p)+|α|).
If we now set ϑ(x, ξ) := ϕ(x, ξ)− ξ · ∇ξϕ(x, ξνj ), then we can write
∂αyK
ν
j (x, y) =
∫
Rn
ei(∇ξϕ(x,ξ
ν
j )−y)·ξ eiϑ(x,ξ) σα,νj (x, ξ) đξ.
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Now we claim that the derivatives of ϑ in ξ are uniformly bounded on the support
of σα,νj (x, ξ). To this end, the mean-value theorem and (12) yield
|∂ξlϑ(x, ξ)| =
∣∣∂ξlϕ(x, ξ)− ∂ξlϕ(x, ξνj )∣∣ = ∣∣∣ (ξ − ξνj ) · ∫ 1
0
∂ξl∇ξϕ(x, tξ + (1− t)ξνj ) dt
∣∣∣
.
∣∣ξ − ξνj ∣∣ ≤ 1,
and ∣∣∂µξ ϑ(x, ξ)∣∣ = ∣∣∂µξ ϕ(x, ξ)∣∣ . 1, for all |µ| ≥ 2.
Defining the differential operator L by
L := 1− i(∇ξϕ(x, ξνj )− y) · ∇ξ,
one can easily verify that〈∇ξϕ(x, ξνj )− y〉−2M LMei(∇ξϕ(x,ξνj )−y)·ξ = ei(∇ξϕ(x,ξνj )−y)·ξ,
for all integers M ≥ 0. Therefore, integrating by parts yields
∂αyK
ν
j (x, y) = 〈∇ξϕ(x, ξνj )− y〉−2M
∫
Rn
ei(∇ξϕ(x,ξ
ν
j )−y)·ξ (L∗)M eiϑ(x,ξ) σα,νj (x, ξ) đξ.
This equality, the observation that suppσα,νj ⊂ Cνj , with |Cνj | = O(1) uniformly in
ν and j, the estimates for the derivatives of ϑ, and (59) yield
(60)
∣∣∂αyKνj (x, y)∣∣ . 2j(m2(p)+|α|)〈∇ξϕ(x, ξνj )− y〉M ,
for all multi-indices α and all j ≥ 0.
Let T νj be the operators corresponding to the kernelsKνj and a be a p-atom supported
in the ball B(y¯, r) with y¯ ∈ Rn and r > 0. Define
Bνj :=
{
x : |∇ξϕ(x, ξνj )− y¯| ≤ 2r
}
.
Since 0 < p < 1 we have
‖Tϕa a‖pLp(Rn) .
∑
j
∑
ν
∥∥T νj a∥∥pLp(Rn)
=
∑
j
∑
ν
(∥∥T νj a∥∥pLp(Bνj ) + ∥∥T νj a∥∥pLp(Rn\Bνj ) ).(61)
We start with the first term in (61). Since, by the SND-condition, the map
x 7→ ∇ξϕ(x, ξνj ) is a global diffeomorphism, one has that |Bνj | . rn uniformly in
j and ν. Therefore, the L2-boundedness of 2−jm2(p)T νj proven in [12] and Hölder’s
inequality yield ∥∥T νj a∥∥Lp(Bνj ) . rn(1/p−1/2)2jm2(p) ∥∥2−jm2(p)T νj a∥∥L2(Rn)
. rn(1/p−1/2)2jm2(p) ‖a‖L2(Rn) . 2jm2(p),
where the L2-boundedness of the second inequality is uniform in j and ν. This is
because the symbol of 2−jm2(p)T νj fulfills∣∣∂αξ ∂βx (2−jm2(p) ψj(ξ)χνj (ξ) a(x, ξ))∣∣ . 1,
REGULARITY OF OSCILLATORY INTEGRALS OPERATORS 39
uniformly in j and ν and is hence an element of S00,0(Rn).
We turn to the second term in (61) and estimate that in two different ways. First,
we observe that for x ∈ Rn \Bνj and y ∈ B one has
|∇ξϕ(x, ξνj )− y| ≥
1
2
|∇ξϕ(x, ξνj )− y¯|.
Now using the SND-condition of the phase and (60) with α = 0, we obtain (taking
M large enough)∥∥T νj a∥∥pLp(Rn\Bνj ) .
∫
Rn\Bνj
(∫
B
|Kνj (x, y)||a(y)| dy
)p
dx
.
∫
Rn
(∫
B
2jm2(p)r−n/p〈∇ξϕ(x, ξνj )− y¯〉M dy
)p
dx . 2j(np−2n)rnp−n.
(62)
Second, if r < 1, Taylor expansion of Kνj in the y-variable around y¯, using the
moment conditions of a, and finally (60) yield that for N := [n(1/p− 1)]∥∥T νj a∥∥pLp(Rn\Bνj ) . ∑|α|=N+1
∫
Rn\Bνj
(∫
B
|∂αyKνj (x, y∗)||y − y¯|N+1|a(y)| dy
)p
dx
. 2j(np−2n+p(N+1))rnp−n+p(N+1),
where y∗ is a point on the line segment connecting y and y¯. Note that we have also
used that for x ∈ Rn \ 2B, one has
|∇ξϕ(x, ξνj )− y¯| . |∇ξϕ(x, ξνj )− y∗|.
Since r < 1, take the unique integer ` ∈ Z+ such that 2−`−1 ≤ r < 2−`. Then
recalling that there are O(2jn) terms in the sum in ν, we have
∞∑
j=0
∑
ν
(∥∥T νj a∥∥pLp(Bνj ) + ∥∥T νj a∥∥pLp(Rn\Bνj ) )
.
∑
j≥`
∑
ν
(
2−2jn(1−p/2) + 2j(np−2n)rnp−n
)
+
∑
j<`
∑
ν
(
2−2jn(1−p/2) + 2j(np−2n+pN+p)rnp−n+pN+p
)
.
∑
j≥`
(
2−jn(1−p) + 2j(np−n)rnp−n
)
+
∑
j<`
(
2−jn(1−p) + 2j(np−n+pN+p)rnp−n+pN+p
)
. 1 + 2`(np−n)rnp−n + 2`(np−n+pN+p)rnp−n+pN+p ∼ 1.
Now, if r ≥ 1, we do the same calculation as above, except that we take ` = 0 and do
not consider the case j < `. Hence, only (62) is needed to estimate
∥∥T νj a∥∥pLp(Rn\Bνj ),
and we conclude that ‖Tϕa a‖pLp(Rn) is also uniformly bounded when r ≥ 1.
Interpolating this with the L2-boundedness result in [12] yields the result for
0 < p ≤ 2.
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For the Lp–boundedness of Tϕa in the range 2 ≤ p < ∞, using Remark 3.8 we can
without loss of generality assume that ϕ(x, 0) = 0 in Tϕa . Now, using duality and
interpolation, the Lp–boundedness of Tϕa (with this kind of phase function) would be
a consequence of the hp(Rn) to Lp(Rn) boundedness of the adjoint operator (Tϕa )
∗,
for 0 < p ≤ 2.
Therefore we start by showing the hp(Rn) to Lp(Rn) boundedness of the adjoint op-
erator (Tϕa )
∗ (with ϕ(x, 0) = 0), for 0 < p < 1 and make the following observations.
The kernel of (Tϕa )
∗ is given by
Kν∗j (x, y) =
∫
Rn
ψj(ξ)χ
ν
j (ξ) e
−i(ϕ(y,ξ)−x·ξ) a(y, ξ) đξ,
therefore for any multi-index α we have
∂αyK
ν∗
j (x, y) =
∫
Rn
ψj(ξ)χ
ν
j (ξ) ∂
α
y
(
e−i(ϕ(y,ξ)−x·ξ) a(y, ξ)
)
đξ
=
∫
Rn
e−i(ϕ(y,ξ)−x·ξ) σα,ν∗j (y, ξ) đξ,
where
σα,ν∗j (y, ξ) := ψj(ξ)χ
ν
j (ξ)
∑
α1+α2=α
λ1+···+λr=α2
Cα1,α2,λ1,...λr ∂
α1
y a(y, ξ) ∂
λ1
y ϕ(y, ξ) · · · ∂λry ϕ(y, ξ),
and |λj| ≥ 1. Now, for |λj + β| ≥ 2,
|∂λjy ∂βξ ϕ(y, ξ)| . 1,
and using that ϕ(y, 0) = 0 and the mean-value theorem, we obtain
|∇yϕ(y, ξ)| . |ξ|.
From these estimates we deduce that for any multi-index γ one has |∂γξ σα,ν∗j (y, ξ)| .
2j(m2(p)+|α|). Therefore, following the same line of reasoning as for the case of Tϕa
yields for all multi-indices α and all j ≥ 0 that
|∂αyKν∗j (x, y)| .
2j(m2(p)+|α|)〈∇ξϕ(y, ξνj )− x〉M .
Now the rest of the proof proceeds almost exactly as in the case of Tϕa .
Having established the hp − Lp boundedness of (Tϕa )∗ for 0 < p < 1, we can use
interpolation to extend this to the desired range 0 < p ≤ 2. Summing up, this
(together with duality and interpolation) shows the hp-Lp boundedness of Tϕa for
0 < p <∞.
Now for the boundedness of Tϕa from L∞(Rn) to bmo(Rn) one can write
Tϕa = e
iϕ(x,0)T ϕ˜a with ϕ˜(x, 0) = 0. Then given the assumption on the phase function
of Schrödinger integral operators and the extra assumption |∇xϕ(x, 0)| ∈ L∞(Rn)
on the phase, one can use (6) to reduce matters to the boundedness of T ϕ˜a . But the
boundedness of T ϕ˜a from L∞(Rn) to bmo(Rn) is a consequence of the boundedness
of (T ϕ˜a )∗ from h1(Rn) to L1(Rn) which is achieved in the same way, as in the analysis
of (Tϕa )∗ above. The details are left to the interested reader. 
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11. Action of parameter-dependent pseudodifferential operators
on oscillatory integrals
Here we prove the result concerning the composition of parameter-dependent pseu-
dodifferential operators and oscillatory integral operators, and also derive an asymp-
totic expansion for the composition operator.
Proof of Theorem 3.11. The idea of the proof is similar to that of the asymptotic
expansion proved in [24], however the details are somewhat different. Let χ(x−y) ∈
C∞(Rn×Rn) such that 0 ≤ χ ≤ 1, χ(x− y) ≡ 1 for |x− y| < κ/2 and χ(x− y) = 0
for |x − y| > κ, for some small κ to be specified later. We now decompose σt(x, ξ)
into two parts I1(t, x, ξ) and I2(t, x, ξ) where
I1(t, x, ξ) :=
∫∫
Rn×Rn
a(y, ξ) b(x, tη) (1− χ(x− y)) ei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) đη dy,
and
I2(t, x, ξ) :=
∫∫
Rn×Rn
a(y, ξ) b(x, tη)χ(x− y) ei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) đη dy.
Step 1 – The analysis of I1(t, x, ξ)
To this end, we introduce the differential operators
Lη := −i x− y|x− y|2 · ∇η and Ly :=
1
〈∇yϕ(y, ξ)〉2 − i∆yϕ(y, ξ)(1−∆y).
Because of (26), one has
|〈∇yϕ(y, ξ)〉2 − i∆yϕ(y, ξ)| ≥ 〈∇yϕ(y, ξ)〉2 & 〈ξ〉2.
Now integration by parts yields
I1(t, x, ξ) =
∫∫
Rn×Rn
(L∗y)
N2
{
e−iy·η a(y, ξ) (L∗η)
N1 [(1− χ(x− y)) b(x, tη)]}
× eix·η+iϕ(y,ξ)−iϕ(x,ξ) đη dy.
Now since 0 < t ≤ 1, provided 0 < N3 < N1 − s, we have∣∣∣∂N1ηj b(x, tη)∣∣∣ . tN1〈tη〉s−N1 = tN1〈tη〉−N3〈tη〉s−(N1−N3)
. tN1
(
t2 + |tη|2)−N3/2 〈tη〉s−(N1−N3) . tN1−N3〈η〉−N3 .
Therefore, choosing N1 > n and 2N2 < N3 − n
|I1(t, x, ξ)| . tN1−N3〈ξ〉−2N2+m
∫∫
|x−y|>κ
〈η〉2N2|x− y|−N1〈η〉−N3 đη dy
. tN1−N3〈ξ〉−2N2+m.
Estimating derivatives of I1(t, x, ξ) with respect to x and ξ may introduce factors
estimated by powers of 〈ξ〉, 〈η〉, and |x − y|, which can all be handled by choosing
N1 and N2 appropriately. Therefore, for all N and any ν > 0∣∣∂αξ ∂βx I1(t, x, ξ)∣∣ . tν〈ξ〉−N ,
and so I1(t, x, ξ) forms part of the error term tεMr(t, x, ξ) in (13).
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Step 2 – The analysis of I2(t, x, ξ)
First, we make the change of variables η = ∇xϕ(x, ξ) + ζ in the integral defining
I2(t, x, ξ) and then expand b(x, tη) in a Taylor series to obtain
b(x, t∇xϕ(x, ξ) + tζ) =
∑
0≤|α|<M
t|α|
ζα
α!
(
∂αη b
)
(x, t∇xϕ(x, ξ))
+ tM
∑
|α|=M
Cαζ
αrα(t, x, ξ, ζ),
where
(63) rα(t, x, ξ, ζ) :=
∫ 1
0
(1− τ)M−1 (∂αη b) (x, t∇xϕ(x, ξ) + τtζ) dτ.
If we set
Φ(x, y, ξ) := ϕ(y, ξ)− ϕ(x, ξ) + (x− y) · ∇xϕ(x, ξ),
we obtain
I2(t, x, ξ) =
∑
|α|<M
tε|α|
α!
σα(t, x, ξ) + t
εM
∑
|α|=M
CαRα(t, x, ξ),
where, using integration by parts, we have
σα(t, x, ξ) := t
(1−ε)|α|
∫∫
Rn×Rn
ei(x−y)·ζ+iΦ(x,y,ξ) ζα a(y, ξ)
× χ(x− y) (∂αη b)(x, t∇xϕ(x, ξ)) dy đζ
= t(1−ε)|α|
(
∂αη b
)
(x, t∇xϕ(x, ξ))(i)−|α|∂αy
[
eiΦ(x,y,ξ) a(y, ξ)χ(x− y)]|y=x ,
and
Rα(t, x, ξ) := t
(1−ε)|α|
∫∫
Rn×Rn
ei(x−y)·ζeiΦ(x,y,ξ)ζα a(y, ξ)χ(x− y) rα(t, x, ξ, ζ) dy đζ.
Step 2.1 – The analysis of σα(t, x, ξ)
We now claim that
(64)
∣∣∂γy eiΦ(x,y,ξ)|y=x∣∣ . 〈ξ〉|γ|/2.
We first observe that when γ = 0, (64) is obvious. To obtain (64) for γ 6= 0 we recall
Faà di Bruno’s formulae
∂γy e
iΦ(x,y,ξ) =
∑
γ1+···+γk=γ
Cγ
(
∂γ1y Φ(x, y, ξ)
) · · · (∂γky Φ(x, y, ξ)) eiΦ(x,y,ξ),
where the sum ranges of γj such that |γj| ≥ 1 for j = 1, 2, . . . , k and γ1 + · · ·+γk = γ
for some k ∈ Z+. Since Φ(x, x, ξ) = 0 and ∂yΦ(x, y, ξ)|y=x = 0, setting y = x in
the expansion above leaves only terms in which |γj| ≥ 2 for all j = 1, 2, . . . , k. But∑k
j=1 |γj| ≤ |γ|, so we actually have 2k ≤ |γ|, that is k ≤ |γ|/2. Estimate (27) on
the phase tells us that |∂γjy Φ(x, y, ξ)| . 〈ξ〉, so∣∣∂γy eiΦ(x,y,ξ)|y=x∣∣ . 〈ξ〉 · · · 〈ξ〉 . 〈ξ〉k . 〈ξ〉|γ|/2,
which is (64).
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If we use the fact that t ≤ 1 and the assumption i) of Theorem 3.11 on the phase
function ϕ, then we have
|σα(t, x, ξ)| . t(1−ε)|α|〈t∇xϕ(x, ξ)〉s−|α|〈ξ〉|α|/2〈ξ〉m
. t(1−ε)|α| 〈tξ〉s−(1−ε)|α| 〈tξ〉−ε|α| 〈ξ〉m+|α|/2
. tmin(s,0)〈ξ〉s+m−(1/2−ε)|α|,
when |α| > 0.
By the assumptions of the theorem, the derivatives of σα with respect to x or ξ do
not change the estimates when applied to b, and the same is true when derivatives
are applied to ∂αy eiΦ(x,y,ξ)|y=x. Therefore, for all multi-indices β, γ ∈ Z+,∣∣∣∂βξ ∂γxσα(t, x, ξ)∣∣∣ . tmin(s,0)〈ξ〉s+m−(1/2−ε)|α|−ρ|β|,
as required.
Step 2.2 – The analysis of Rα(t, x, ξ)
Take g ∈ C∞c (Rn) such that g(x) = 1 for |x| < δ/2 and g(x) = 0 for |x| > δ, for
some small δ > 0 to be chosen later. We then decompose
Rα(t, x, ξ) = t
(1−ε)|α|
∫∫
Rn×Rn
ei(x−y)·ζg
( ζ
〈ξ〉
)
× ∂αy
[
eiΦ(x,y,ξ) χ(x− y) a(y, ξ) rα(t, x, ξ, ζ)
]
dy đζ
+ t(1−ε)|α|
∫∫
Rn×Rn
ei(x−y)·ζ
(
1− g
( ζ
〈ξ〉
))
× ∂αy
[
eiΦ(x,y,ξ) χ(x− y) a(y, ξ) rα(t, x, ξ, ζ)
]
dy đζ
=: RIα(t, x, ξ) +R
II
α(t, x, ξ).
Step 2.2.1 – The analysis of RIα(t, x, ξ)
Note that the inequality
〈ξ〉 ≤ 1 + |ξ| ≤
√
2〈ξ〉,
and (26) yield
〈t∇xϕ(x, ξ) + tτζ〉 ≤ (C2
√
2 + δ)〈tξ〉,
and
√
2〈t∇xϕ(x, ξ) + tτζ〉 ≥ 1 + |t∇xϕ| − |tζ|
≥ 1 + C1|tξ| − tδ〈ξ〉
≥ (1− δ) + (C1 − δ)|tξ| ≥ (min{1, C1} − δ)〈tξ〉.
Therefore, if we choose δ < min{1, C1}, then for any τ ∈ (0, 1), 〈t∇xϕ(x, ξ) + tτζ〉
and 〈tξ〉 are equivalent.
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This yields that for |ζ| ≤ r〈ξ〉, ∂βζ rα(t, x, ξ, ζ) are dominated by t|β|〈tξ〉s−|α|−|β|.
Furthermore, for t ≤ 1, it follows from the representation (63) for rα that
(65)
∣∣∣∂βζ (g( ζ〈ξ〉)rα(t, x, ξ, ζ))∣∣∣ .∑
γ≤β
∣∣∣∂γζ g( ζ〈ξ〉)∂β−γζ rα(t, x, ξ, ζ)∣∣∣
≤ Cα,β
∑
γ≤β
t|β|−|γ|〈ξ〉−|γ|〈tξ〉s−|α|−|β|+|γ|
.
∑
γ≤β
tmin(s,0)+|β|−|γ|−(1−ε)|α|〈ξ〉−|γ|
× 〈ξ〉s−(1−ε)|α|t−(|β|−|γ|)〈ξ〉−(|β|−|γ|)
. tmin(s,0)−(1−ε)|α| 〈ξ〉s−(1−ε)|α|−|β|.
At this point we also need estimates for ∂αy eiΦ(x,y,ξ) off the diagonal, that is, when
x 6= y. This derivative has at most |α| powers of terms ∇yϕ(y, ξ) − ∇xϕ(x, ξ),
possibly also multiplied by at most |α| higher order derivatives ∂βyϕ(y, ξ), which
can be estimated by (|y − x|〈ξ〉)|α| using (27). The term containing the difference
∇yϕ(y, ξ) −∇xϕ(x, ξ) is the product of at most |α|/2 terms of the type ∂βyϕ(y, ξ),
which can be estimated by 〈ξ〉|α|/2 in view of (27). These observations yield
∣∣∂αy eiΦ(x,y,ξ)∣∣ . (1 + |x− y|〈ξ〉)|α|〈ξ〉|α|/2,
and therefore we also have
(66)
∣∣∂αy [eiΦ(x,y,ξ)χ(x− y)]∣∣ . (1 + |x− y|〈ξ〉)|α|〈ξ〉|α|/2.
Let
Lζ :=
(1− 〈ξ〉2∆ζ)
1 + 〈ξ〉2|x− y|2 , so L
N
ζ e
i(x−y)·ζ = ei(x−y)·ζ .
Integration by parts with Lζ yields
RIα(t, x, ξ) = t
(1−ε)|α|
∫∫
Rn×Rn
ei(x−y)·ζ ∂αy
[
χ(x− y) a(y, ξ) eiΦ(x,y,ξ)]
(1 + 〈ξ〉2|x− y|2)N
× (1− 〈ξ〉2∆ζ)N
{
g
( ζ
〈ξ〉
)
rα(t, x, ξ, ζ)
}
dy đζ
= t(1−ε)|α|
∫∫
Rn×Rn
ei(x−y)·ζ ∂αy
[
χ(x− y) a(y, ξ) eiΦ(x,y,ξ)]
(1 + 〈ξ〉2|x− y|2)N
×
∑
|β|≤2N
cβ〈ξ〉|β|
{
∂βζ
(
g
( ζ
〈ξ〉
)
rα(t, x, ξ, ζ)
)}
dy đζ.
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Using estimates (65), (66) and that the size of the support of g(ζ/〈ξ〉) in ζ is bounded
by (δ〈ξ〉)n, yield∣∣RIα(t, x, ξ)∣∣ . tmin(s,0) ∑
|β|≤2N
〈ξ〉n+|β|〈ξ〉−(1−ε)|α|−|β|〈ξ〉|α|/2+s+m
×
∫
|x−y|<κ
(1 + |x− y|〈ξ〉)|α|
(1 + 〈ξ〉2|x− y|2)N dy
. tmin(s,0)
∑
|β|≤2N
〈ξ〉n+|β|〈ξ〉s−(1−ε)|α|−|β|〈ξ〉|α|/2+m
× 〈ξ〉−n
∫ ∞
0
τn−1(1 + τ)|α|
(1 + τ 2)N
dτ
. tmin(s,0)〈ξ〉s+m−(1/2−ε)|α|,
if we choose N > (n+ |α|)/2, and the hidden constants in the estimates are indepen-
dent of t (because of (65)). The derivatives of RIα(t, x, ξ) with respect to x and ξ give
an extra power of ζ under the integral. This amounts to taking more y-derivatives,
yielding a higher power of 〈ξ〉. However, for a given number of derivatives of the
remainder RIα(t, x, ξ), we are free to chooseM = |α| as large as we like and therefore
the higher power of 〈ξ〉 will not cause a problem. Thus for all multi-indices β, γ,
and |α| large enough we have∣∣∣∂βξ ∂γxRIα(t, x, ξ)∣∣∣ . tmin(s,0)〈ξ〉s+m−(1/2−ε)|α|−ρ|β|,
where the hidden constant in the estimate does not depend on t.
Step 2.2.2 – The analysis of RIIα(t, x, ξ)
Define
Ψ(x, y, ξ, ζ) := (x− y) · ζ + Φ(x, y, ξ) = (x− y) · (∇xϕ(x, ξ) + ζ) + ϕ(y, ξ)− ϕ(x, ξ).
It follows from (26) and (27) that if we choose κ < δ/8C0, then since |x− y| < κ on
the support of χ, one has (using that we are in the region |ζ| ≥ δ〈ξ〉/2)
|∇yΨ| = | − ζ +∇yϕ−∇xϕ| ≤ 2C2(|ζ|+ 〈ξ〉), and
|∇yΨ| ≥ |ζ| − |∇yϕ−∇xϕ| ≥ 1
2
|ζ|+
(
δ
4
− C0|x− y|
)
〈ξ〉 ≥ C(|ζ|+ 〈ξ〉).
Now, using (27), for any β we have the estimate
(67)
∣∣∂βy (e−iΦ(x,y,ξ) ∂γy eiΦ(x,y,ξ))∣∣ . 〈ξ〉|γ|.
For M = |α| > s we also observe that
(68) |rα(t, x, ξ, ζ)| . 1.
For the differential operator defined to be
Ly := i|∇yΨ|−2
n∑
j=1
(∂yjΨ) ∂yj ,
induction shows that LNy has the form
(L∗y)
N =
1
|∇yΨ|4N
∑
|β|≤N
Pβ,N ∂
β
y ,
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where
Pβ,N :=
∑
|µ|=2N
cβµδj (∇yΨ)µ ∂δ1y Ψ · · · ∂δNy Ψ,
|δj| ≥ 1 and
∑N
j=M |δj|+ |β| = 2N . It follows from (27) that |Pβ,N | ≤ C(|ζ|+〈ξ〉)3N .
Now Leibniz’s rule yields
RIIα(t, x, ξ) = t
(1−ε)|α|
∫∫
Rn×Rn
ei(x−y)·ζ
(
1− g
( ζ
〈ξ〉
))
rα(x, ξ, ζ)
× ∂αy
[
eiΦ(x,y,ξ) a(y, ξ)χ(x− y)] dy đζ
= t(1−ε)|α|
∫∫
Rn×Rn
eiΨ(x,y,ξ,ζ)
(
1− g
( ζ
〈ξ〉
))
rα(t, x, ξ, ζ)
×
∑
γ1+γ2+γ3=α
(
e−iΦ(x,y,ξ)∂γ1y e
iΦ(x,y,ξ)
)
∂γ2y χ(x− y) ∂γ3y a(y, ξ) dy đζ
= t(1−ε)|α|
∫∫
Rn×Rn
eiΨ(x,y,ξ,ζ)|∇yΨ|−4N
∑
|β|≤N
Pβ,N(x, y, ξ, ζ)
×
(
1− g
( ζ
〈ξ〉
))
rα(t, x, ξ, ζ)
∑
γ1+γ2+γ3=α
∂βy
[ (
e−iΦ(x,y,ξ)
)
× ∂γ1y eiΦ(x,y,ξ) ∂γ2y χ(x− y) ∂γ3y a(y, ξ)
]
dy đζ.
It follows now from (67) and (68) that
|RIIα(t, x, ξ)| . t(1−ε)|α|
∫
|ζ|≥δ〈ξ〉/2
∫
|x−y|<κ
(|ζ|+ 〈ξ〉)−N〈ξ〉|α|+m dy đζ
. t(1−ε)|α|〈ξ〉|α|+m
∫
|ζ|≥δ〈ξ〉/2
|ζ|−N đζ ≤ C〈ξ〉|α|+n+m−N ,
which yields the desired estimate whenN > |α|+n. For the derivatives of RIIα(t, x, ξ),
we can get, in a similar way to the case for RIα, an extra power of ζ, which can be
taken care of by choosing N large and using the fact that |x− y| < κ. Therefore for
all multi-indices β, γ ∈ Z+,∣∣∣∂βξ ∂γxRIIα(t, x, ξ)∣∣∣ . 〈ξ〉|α|+n+m−N ,
where the constant hidden in the estimate does not depend on t. The proof of
Theorem 3.11 is now complete. 
12. Regularity on Besov-Lipschitz spaces
In this section, we prove sharp boundedness results of oscillatory integral operators
on Besov-Lipschitz spaces. The idea here is to boost all hp − Lp results in above
sections to Bs+m−mk(p)p,q − Bsp,q using the calculus of Theorem 3.11. To this end, we
prove the following proposition:
Proposition 12.1. Let k ≥ 1, 0 < p ≤ ∞ and a(x, ξ) ∈ Smk(p)0,0 (Rn) with compact
support in the x-variable. Assume that ϕ ∈ Fk is SND satisfies the L2-condition
(8) and the LF(µ)-condition (11) for some 0 < µ ≤ 1. If 0 < p < ∞, then
Tϕa : h
p(Rn) → Lp(Rn) and for p = ∞ one has Tϕa : L∞(Rn) → bmo(Rn). If one
removes the condition of compact support of a(x, ξ) in x, then the aforementioned
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boundedness result is valid, but p has to be taken strictly larger than n/(n + µ). In
the case 0 < k < 1, the results above are true provided that a(x, ξ) ∈ Smk(p)1,0 (Rn).
Proof. For the high frequency portion of the operator (here is the compact support
in the spatial variable not relevant), we use Propositions 9.1 and 9.2 to show that
the operators Tϕa and (Tϕa )
∗ are bounded from hp(Rn) to Lp(Rn) for all 0 < p < 1.
Observe that the condition ∂βxϕ(x, e`) ∈ L∞(Rn) is satisfied for all ` due to the
LF(µ)-condition. Now using analytic interpolation, duality and the L2-boundedness
provided in Theorem 5.1, yields the desired result for the high frequency portion of
the operator Tϕa .
For the low and middle frequency portions of the operator, we just use Lemma 6.3
and Lemma 7.1 in the Triebel-Lizorkin case with s = 0 and q = 2. 
Lemma 12.2. Let k ≥ 1, 0 < p ≤ ∞, m ∈ R and a(x, ξ) ∈ Sm0,0(Rn). Assume that
ϕ is SND and satisfies the L2-condition (8). If ψj is defined as in Definition 2.1,
then the operator Tj given by
Tjf(x) :=
∫
Rn
eiϕ(x,ξ) a(x, ξ)ψj(ξ) f̂(ξ) đξ,
satisfies
‖Tjf‖Lp(Rn) . 2j(m−mk(p)) ‖Ψj(D)f‖Lp(Rn) ,
for j ∈ Z+, provided that one of the following holds true:
i) ϕ ∈ Fk, a(x, ξ) is compactly supported in the x-variable and has frequency
support in Rn \B(0, R), for the R given in Lemma 4.1.
ii) ϕ ∈ Fk, ∂βxϕ(x, ξ) ∈ L∞(Rn×Sn−1), for any |β| ≥ 1 and a(x, ξ) has frequency
support in Rn \B(0, R), for the R given in Lemma 4.1.
iii) ϕ ∈ Fk ∩ C∞(Rn × Rn).
iv) k = 2 and ϕ satisfies (12).
If one removes the requirement on the frequency support of a(x, ξ) and adds the
LF(µ)-condition (11) in i)− ii), then one obtains the result for 0 < p <∞ in i) and
n/(n+ µ) < p <∞ in ii).
In the case 0 < k < 1, the results for i)− iii) above are true provided that a(x, ξ) ∈
Sm1,0(Rn).
Proof. Using Remark 3.8 we can without loss of generality assume that ϕ(x, 0) = 0
in iii) − iv). Observe that using the mean value theorem, and either L2-condition
(8) or (12), yields that ∂βxϕ(x, ξ) ∈ L∞(Rn × Sn−1) for |β| ≥ 1.
To simplify the calculation we set σ(x, ξ) := 〈ξ〉mk(p)−m a(x, ξ) so that σ ∈ Smk(p)0,0 (Rn).
We start with the case p ∈ (0,∞). Proposition 12.1 in i) − iii) and Theorem 10.1
in iv) yields that Tϕσ : hp(Rn) → Lp(Rn). Next, we use the definition of the local
Hardy space hp(Rn) (see Definition 2.5) and Definition 2.1 to obtain
‖Tjf‖Lp(Rn) . 2j(m−mk(p)) ‖Tϕσ ψj(D)f‖Lp(Rn) . 2j(m−mk(p)) ‖ψj(D)f‖hp(Rn)
∼ 2j(m−mk(p))
∥∥∥( ∞∑
`=0
|Ψ`(D)ψj(D)f |2
)1/2∥∥∥
Lp(Rn)
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. 2j(m−mk(p)) ‖Ψj(D)f‖Lp(Rn) .
If one removes the requirement on the frequency support of a(x, ξ) and adds either
(29) or (30) in i) − ii), then Lemma 6.3 iii) yields the hp − Lp result for the low
frequency part of Tϕσ .
We turn to the case when p =∞, which can only be proved under the assumption
|ξ| ≥ R in i) − ii). Observe that Proposition 12.1 in i) − iii) and Theorem 10.1
in case iv) give us the h1 − L1 boundedness of the adjoint operator (Tϕσ )∗. We set
f` := ψ`(D)f . Now the assumptions on the phase and Lemma 4.1 enable us to apply
formula (14) to (Ψ`(D)Tϕσ )∗, which in turn yields that∥∥T ∗j f∥∥L1(Rn) = 2j(m−mk(p)) ‖ψj(D) (Tϕσ )∗ f‖L1(Rn)
= 2j(m−mk(p))
∥∥∥ ∞∑
`=0
ψj(D) (T
ϕ
σ )
∗Ψ`(D)ψ`(D)f
∥∥∥
L1(Rn)
. 2j(m−mk(p))
∑
|α|<M
∥∥∥ N∑
`=0
2−`ε|α|ψj(D)(Tϕσα,`)
∗f`
∥∥∥
L1(Rn)
+ 2j(m−mk(p))
∥∥∥ ∞∑
`=0
2−`εMψj(D)(Tϕr`)
∗f`
∥∥∥
L1(Rn)
=: I + II,
(69)
where N < ∞ by the properties of the Littlewood-Paley sums. We consider the
main terms I above. Observe that using the semi-norm estimate (15) for σα,`, we
can claim that∥∥∥ N∑
`=0
2−`ε|α|ψj(D)(Tϕσα,`)
∗f`
∥∥∥
L1(Rn)
.
N∑
`=0
∥∥∥2−`ε|α|ψj(D)(Tϕσα,`)∗f`∥∥∥L1(Rn)
.
N∑
`=0
‖f`‖h1(Rn) =
N∑
`=0
∥∥∥( ∞∑
j=0
|ψj(D)Ψ`(D)f |2
)1/2∥∥∥
L1(Rn)
. ‖f‖L1(Rn) .
To prove this claim, we first observe that ψj(D) maps L1 into itself (with a norm
independent of j). Then we use Proposition 12.1 in i) − iii) and Theorem 10.1 in
case iv) to obtain the desired result.
For the remainder term II we use the representation(
Tϕr`
)∗
f(x) =
∫
Rn
K(x, y)f(y) dy.
Then in case i)− iii) Integration by parts yields
|K(x, y)| =
∣∣∣ ∫
Rn
e−i(x−y)·ξ eiϕ(y,ξ)−iy·ξ r`(y, ξ) đξ
∣∣∣
. 〈x− y〉−2N
∫
Rn
∣∣∣(1 + i(x− y) · ∇ξ)N (eiϕ(y,ξ)−iy·ξ r`(y, ξ))∣∣∣ đξ
. 〈x− y〉−2N
∫
|ξ|&1
∑
|α1|+···+|αN |≤N
∣∣∣∂αNξ r`(y, ξ)∣∣∣
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×
N−1∏
ν=1
Cα
∣∣(x− y)αν∂ανξ (ϕ(y, ξ)− y · ξ)∣∣ đξ.
Now since by estimate (16) we have that r` ∈ Sm−(1/2−ε)M0,0 (Rn), choosing M large
enough, the Fk-condition yields that
|K(x, y)| . 〈x− y〉−N ,
for any N > 0. In case iv) we estimate
|K(x, y)| =
∣∣∣∣∫
Rn
ei(x−∇ξϕ(y,0))·ξ ei∇ξϕ(y,0)·ξ−iϕ(y,ξ) r`(y, ξ) đξ
∣∣∣∣
. 〈x−∇ξϕ(y, 0)〉−2N
∫
Rn
∣∣∣(1 + i(x−∇ξϕ(y, 0)) · ∇ξ)N
× eiϕ(y,ξ)−i∇ξϕ(y,0)·ξ r`(y, ξ)
∣∣∣ đξ
. 〈x−∇ξϕ(y, 0)〉−2N
∫
Rn
∑
|α1|+···+|αN |≤N
∣∣∣∂αNξ r`(y, ξ)∣∣∣
×
N−1∏
ν=1
∣∣(x−∇ξϕ(y, 0))αν ∂ανξ (ϕ(y, ξ)−∇ξϕ(y, 0) · ξ)∣∣ đξ.
Here we observe that
|∂ανξ (ϕ(y, ξ)−∇ξϕ(y, 0) · ξ)| =
{
O(1), |αν | ≥ 2,
O(|ξ|), |αν | = 1,
where we have used the fact that when |αν | ≥ 2, then (12) yields the first estimate
and when |αν | = 1, then the mean-value theorem yields the second. Therefore, once
again choosing M large enough, we have for any N > 0 that
|K(x, y)| . 〈x−∇ξϕ(y, 0)〉−N
and hence ∥∥(Tϕr`)∗ f∥∥L1(Rn) . ‖f‖L1(Rn) .
Now we estimate the remainder term of (69). It is bounded by
∞∑
`=0
2−`εM
∥∥ψj(D) (Tϕr`)∗ f`∥∥L1(Rn) . ∞∑
`=0
2−`εM ‖f‖L1(Rn) . ‖f‖L1(Rn) .
Therefore, ∥∥T ∗j f∥∥L1(Rn) . ‖f‖L1(Rn) ,
and a duality argument yields
‖Tjf‖L∞(Rn) = ‖TjΨj(D)f‖L∞(Rn) . ‖Ψj(D)f‖L∞(Rn) .
Now if one removes the requirement on the frequency support of a(x, ξ) and adds
either (29) or (30) in i)− ii), then Lemma 6.3 i) yields L∞− bmo boundedness and
the rest of the argument proceeds as before. 
Now we are finally ready to prove the regularity of oscillatory integral operators on
Besov-Lipschitz spaces.
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Proof of Theorems 3.2 and 3.5, part i). For the low and middle frequency por-
tions of the operator, we just use Lemma 6.3 and Lemma 7.1 parts ii) and iii). Ob-
serve that ∂βxϕ(x, ξ) ∈ L∞(Rn×Sn−1) is a consequence of the LF(µ)-condition (11).
Thus from now on we concentrate on the high frequency portion of the operator.
We divide the proof into three steps. In Step 1 we invoke a composition formula
which yields a sum of two terms (a main term and a remainder term) that need to be
analysed separately, and conclude that the main term is Lp-bounded (in the sense of
Lemma 12.2). In Step 2 we show Bsp,q−Lp boundedness for the remainder term, and
in Step 3 we complete the proof by deducing the Bs+m−mk(p)p,q − Bsp,q boundedness.
In Step 4 we deal with the case when the phase function is smooth everywhere in
Theorem 3.5.
Step 1 – A composition formula and boundedness of the main term
In the definition of the Besov-Lipschitz norm, the expression ψj(D)Tϕa f plays a
central role. To obtain favourable estimates for ψj(D)Tϕa f we use formula (14) with
M chosen large enough, which states
(70) ψ
(
2−jD
)
Tϕa =
∑
|α|≤M−1
2−jε|α|
α!
Tϕσα,j + 2
−jεMTϕrj .
From Lemma 12.2 we have, after a change of variables, that∥∥∥Tϕσα,jf∥∥∥
Lp(Rn)
. 2j(m−mk(p)) ‖Ψj(D)f‖Lp(Rn) .(71)
Step 2 – The remainder term
We decompose Tϕr of (70) into Littlewood-Paley pieces as follows:
Tϕrjf(x) =
∞∑
`=0
∫
Rn
eiϕ(x,ξ) rj(x, ξ)ψ`(ξ) f̂(ξ) đξ =:
∞∑
`=0
Tϕrj,`f(x),
where the ψ`’s are given in Definition 2.1. We use the fact that for 0 < p ≤ ∞,
(72) ‖f + g‖Lp(Rn) ≤ 2Cp
(
‖f‖Lp(Rn) + ‖g‖Lp(Rn)
)
,
where Cp := max(0, 1/p− 1). Now Fatou’s lemma and iteration of (72) yield that∥∥∥Tϕrjf∥∥∥
Lp(Rn)
=
∥∥∥ ∞∑
`=0
Tϕrj,`f
∥∥∥
Lp(Rn)
≤ lim inf
N→∞
∥∥∥ N∑
`=0
Tϕrj,`f
∥∥∥
Lp(Rn)
. lim inf
N→∞
N∑
`=0
2`Cp‖Tϕrj,`f‖Lp(Rn) .
∞∑
`=0
2`Cp‖Tϕrj,`f‖Lp(Rn),
where the hidden constant in the last estimate depends only on p. Therefore, ap-
plying Lemma 12.2 with m − (1/2− ε)M instead of m (recall that rj vanishes for
all ξ, for which a vanishes), we obtain
‖Tϕrjf‖Lp(Rn) .
∞∑
`=0
2`Cp‖Tϕrj,`f‖Lp(Rn)
.
∞∑
`=0
2`(Cp+m−mk(p)−(1/2−ε)M) ‖Ψ`(D)f‖Lp(Rn) .
(73)
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Note that the estimate (73) is uniform in j. Now we claim that
(74) Tϕrj : B
s
p,q(Rn)→ Lp(Rn).
To see this, we shall analyse the cases 0 < q < 1 and 1 ≤ q ≤ ∞ separately. Starting
with the former, we have∥∥∥Tϕrjf∥∥∥
Lp(Rn)
.
∞∑
`=0
2`(Cp+m−mk(p)−(1/2−ε)M) ‖Ψ`(D)f‖Lp(Rn)
.
∞∑
`=0
2`(s+m−mk(p)) ‖Ψ`(D)f‖Lp(Rn)
≤
( ∞∑
`=0
2`q(s+m−mk(p)) ‖Ψ`(D)f‖qLp(Rn)
)1/q
= ‖f‖
B
s+m−mk(p)
p,q (Rn)
,
where we used (73) for the first inequality and thatM is large enough for the second.
For 1 ≤ q ≤ ∞, Hölder’s inequality in the sum over ` and picking M large enough
yield∥∥∥Tϕrjf∥∥∥
Lp(Rn)
.
∞∑
`=0
2`(Cp+m−mk(p)−(1/2−ε)M) ‖Ψ`(D)f‖Lp(Rn)
=
∞∑
`=0
2`(−s+Cp−(1/2−ε)M)
(
2`(s+m−mk(p)) ‖Ψ`(D)f‖Lp(Rn)
)
.
( ∞∑
`=0
2`q
′(−s+Cp−(1/2−ε)M)
)1/q′( ∞∑
`=0
2`q(s+m−mk(p)) ‖Ψ`(D)f‖qLp(Rn)
)1/q
. ‖f‖
B
s+m−mk(p)
p,q (Rn)
,
which implies (74). Note that the calculation above also holds for q = ∞ with the
usual interpretation of Hölder’s inequality.
Step 3 – The Bs+m−mk(p)p,q −Bsp,q boundedness
The results in (71) and (74) yield that
‖Tϕa f‖Bsp,q(Rn) =
( ∞∑
j=0
(
2js
∥∥ψ (2−jD)Tϕa f∥∥Lp(Rn))q )1/q
.
( ∞∑
j=0
( ∑
|α|≤M−1
2js
∥∥Tσα,jf∥∥Lp(Rn) + 2−j(εM−s) ∥∥Trjf∥∥Lp(Rn) )q)1/q
.
( ∞∑
j=0
(
2j(s+m−mk(p)) ‖Ψj(D)f‖Lp(Rn) + 2−j(εM−s) ‖f‖Bs+m−mk(p)p,q (Rn)
)q )1/q
.
( ∞∑
j=0
2jq(s+m−mk(p)) ‖Ψj(D)f‖qLp(Rn) +
∞∑
j=0
2−jq(εM−s) ‖f‖q
B
s+m−mk(p)
p,q (Rn)
)1/q
. ‖f‖
B
s+m−mk(p)
p,q (Rn)
.
Step 4 – The smooth case
For the smooth version we don’t need separate proofs for low, middle and high
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frequencies. Note that Tϕa = eiϕ(x,0)T ϕ˜a , where ϕ˜(x, 0) = 0. Therefore, using the
condition |∇xϕ(x, 0)| ∈ L∞(Rn) and the L2-condition (for all x and ξ), we have by
(6) that ‖Tϕa f‖Bsp,q . ‖T ϕ˜a f‖Bsp,q . Now apply Lemma 12.2 iii) and Lemma 4.1 iii) to
T ϕ˜a and continue as above and the proof is complete. 
We can also establish the boundedness of Schrödinger integral operators on Besov-
Lipschitz spaces.
Proof of Theorems 3.3 and 3.6, part i). Theorem 3.3 is a special case of The-
orem 3.6 so it is enough to consider the latter. This is identical to Step 4 in the
previous proof, except that Lemma 12.2 iv) is used instead.

13. Regularity on Triebel-Lizorkin spaces
In this section we prove various Triebel-Lizorkin regularity results as corollaries of
the previous Besov-Lipschitz results. We observe that, if we do not let the order m
of the amplitude to go all the way to the endpoint, then we have Triebel-Lizorkin
boundedness for all p’s and q’s.
Proof of Theorems 3.2, 3.3, 3.5 and 3.6, part ii). Using the embedding (5),
equality (4), and part i) of the theorems, we have that
‖Tϕa f‖F sp,q(Rn) . ‖Tϕa f‖F s+ε/2p,p (Rn) . ‖f‖F s+m−mk(p)+ε/2p,p (Rn)
. ‖f‖
F
s+m−mk(p)+ε
p,q (Rn)
. 
Proof of Theorems 3.2, 3.3, 3.5 and 3.6, parts iii) and iv). We divide the
proof into different steps.
Step 1 – The diagonal p = q
The theorem is true for the diagonal p = q because of the Besov-Lipschitz results in
Theorems 3.2–3.5, 3.6, part i) and the fact that F sp,p(Rn) = Bsp,p(Rn).
Step 2 – The hp − hp boundedness
For Theorems 3.2 and 3.5 iii)–iv), we split the proof into low, middle and high
frequency parts. The low and middle frequency parts were treated in Lemma 6.3
and Lemma 7.1. Observe that ∂βxϕ(x, ξ) ∈ L∞(Rn × Sn−1) is a consequence of the
LF(µ)-condition (11).
For the high frequency cases, aH(x, ξ) := (1 − ψ0(ξ/R) a(x, ξ), recall that Propo-
sition 12.1 yields the hp−Lp boundedness, which we will now lift to the hp−hp level.
To this end, it is enough to show that if b(D) is a Fourier multiplier with b ∈ S01,0(Rn),
and t a parameter in (0, 1], then the composition b(tD)TϕaH is h
p−Lp bounded with
a norm that doesn’t depend on t. But this is indeed the case, since using the
composition formula (13) with M = 1 we see that
b(tD)TϕaH = T
ϕ
aHb(t·) + t
εTϕr ,
where
∣∣∂αξ ∂βxr(t, x, ξ)∣∣ ≤ Cα,β 〈ξ〉mk(p)−(1/2−ε). Now since aHb(t·) ∈ Smk(p)0,0 (Rn) uni-
formly in t ∈ (0, 1], Proposition 12.1 yields the hp − Lp boundedness of b(tD)TϕaH
REGULARITY OF OSCILLATORY INTEGRALS OPERATORS 53
with a norm that is independent of t, and the proof for the oscillatory integral op-
erators is concluded.
For Schrödinger integral operators (Theorems 3.3 and 3.6 iii)–iv)) and the smooth
version of Theorem 3.5, there is no need to divide the amplitude different fre-
quency portions, and we once again note that Tϕa = eiϕ(x,0)T ϕ˜a where ϕ˜(x, 0) = 0.
Therefore, using the condition |∇xϕ(x, 0)| ∈ L∞(Rn) and condition (12), we see
by (6) and the definition of the local Hardy space as a Triebel-Lizorkin space that
‖Tϕa f‖hp . ‖T ϕ˜a f‖hp . Now using Lemma 4.1, Theorem 3.11, and Theorem 10.1, we
can proceed as above to show the hp−Lp boundedness of b(tD)T ϕ˜a (for 0 < p <∞)
with a norm that is independent of t, and the proof for the Schrödinger integral
operators is also concluded.
Step 3 – Boosting F0p,2-boundedness to arbitrary regularity
Once again for oscillatory integral operators, we decompose into low, middle and
high frequency portions. For the low and middle frequency parts, we apply Lemma
6.3 and Lemma 7.1. For the high frequency parts, we proceed as follows. Write
aH(x, ξ) = σ(x, ξ) 〈ξ〉m−mk(p), with σ(x, ξ) ∈ Smk(p)0,0 (Rn), and use Theorem 3.11 to
conclude that (1−∆)s/2Tϕσ (1−∆)−s/2 is the same kind of oscillatory integral operator
as Tϕσ . Therefore by Step 2 above∥∥TϕaHf∥∥F sp,2(Rn) = ∥∥(1−∆)s/2Tϕσ (1−∆)−s/2(1−∆)(m−mk(p)+s)/2f∥∥F 0p,2(Rn)
.
∥∥(1−∆)(m−mk(p)+s)/2f∥∥
F 0p,2(Rn)
= ‖f‖
F
s+m−mk(p)
p,2 (Rn)
.
Now for the Schrödinger integral operator case and the smooth phase function case,
there is no need to decompose the operator into high and low frequency cases, in-
stead we just use (6) to once again reduce to the case of T ϕ˜aH for which it is true,
thanks to Lemma 4.1, that (1−∆)s/2T ϕ˜σ (1−∆)−s/2 is the same kind of oscillatory
integral operator as T ϕ˜σ . Therefore we can once again run the same argument as
above and achieve the desired result.
Step 4 – Interpolation
By interpolation in q we get the desired result. Note that one cannot interpolate
between Triebel-Lizorkin spaces when p =∞. 
Proof of Theorem 3.9, part i) . Write a(x, ξ) = σ(x, ξ) 〈ξ〉m2(p) for σ ∈ S00,0(Rn),
and let b(D) be any pseudodifferential operator of order zero. Then
[1, Theorem 6.1] asserts that [b(tD), Tϕσ ] = Tϕr , for some r(t, x, ξ) ∈ S00,0(Rn) uni-
formly in t if t ∈ (0, 1]. Therefore, we have that
b(tD)Tϕa f(x) = b(tD)T
ϕ
σ (1−∆)m2(p)/2f(x)
= Tϕσ b(tD)(1−∆)m2(p)/2f(x) + Tϕr (1−∆)m2(p)/2f(x),
with r(x, ξ, t) ∈ S00,0(Rn) uniformly in t ∈ (0, 1]. Then since b ∈ S01,0(Rn) we have
that σ(x, ξ) b(tξ) 〈ξ〉m2(p) ∈ Sm2(p)0,0 (Rn) uniformly in t ∈ (0, 1] and also r(t, x, ξ) 〈ξ〉m2(p)
∈ Sm2(p)0,0 (Rn) uniformly in t ∈ (0, 1]. Therefore, we can apply Theorem 10.1 to con-
clude the desired result. 
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Figure 1. Boundedness and interpolation scheme in Triebel-Lizorkin scale.
14. Sharpness of the results
Let us start from a naive approach to the regularity problem of oscillatory integral
operators, by considering a concrete case of an oscillatory integral operator, namely
Tf(x) :=
∫
Rn
|ξ|m (1− ψ0(ξ)) eix·ξ+i|ξ|k f̂(ξ) dξ,
with ψ0 as in Definition 2.1.
Now, if we look upon T as a ΨDO with symbol
ak,m(ξ) := e
i|ξ|k (1− ψ0(ξ)) |ξ|m,
then we see that this symbol does not belong to any Hörmander class Smρ,δ(Rn) for
any ρ ∈ [0, 1], since |∂αak,m(ξ)| . 〈ξ〉m+(k−1)|α|. Therefore, the appeal to the bound-
edness theory of pseudodifferential operators fails in a rather drastic way.
To understand the significance of the order mk(p) = −kn |1/p− 1/2| , let
Kk,m(x) :=
∫
Rn
(1− ψ0(ξ)) |ξ|m eix·ξ+|ξ|k đξ.
Let 1 < p <∞ and
fλ(x) :=
∫
Rn
(1− ψ0(ξ)) |ξ|−λ eix·ξ đξ.
It was shown in [21, p. 302] that fλ ∈ Lp(Rn) iff −λ < n/p− n. Now, if m > mk(p)
and if λ is such that −λ < n/p − n and −m + λ − n + nk/2 < n(k − 1)/p, then
fλ ∈ Lp(Rn), but Tfλ(x) = (Kk,m ∗ fλ)(x) /∈ Lp(Rn), see [21, p. 301, (I-ii)].
This shows that, if we regard the operator T above as an oscillatory integral operator
with the amplitude (1− ψ0(ξ)) |ξ|m ∈ Sm1,0(Rn), and the phase function x · ξ + |ξ|k,
then one can not in general expect any Lp-boundedness, unless m ≤ mk(p) and thus
this order of the amplitude is sharp for the Lp-regularity of T .
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