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THE ENERGY SPACE FOR THE GROSS-PITAEVSKII
EQUATION WITH MAGNETIC FIELD
AYMAN KACHMAR
Abstrat. We study the energy spae for the Gross-Pitaevskii equation with
magneti eld and non-vanishing onditions at innity. We provide neessary
and suient onditions on the magneti eld for whih the energy spae is
non-empty.
1. Introdution
Let us onsider the Gross-Pitaevskii equation with magneti eld,
(1.1) i∂tψ = (∇− iA)
2ψ + (1− |ψ|2)ψ in R× R2 ,
where ψ is a omplex-valued wave funtion and A ∈ C2(R2;R2) is a given magneti
potential - the magneti eld being,
(1.2) B = curlA .
Setting A = 0, we get the usual Gross-Pitaevskii equation, whih is being intensively
studied, see for instane the papers [1, 3, 4℄, where solutions with non-vanishing
onditions at innity appear to be of partiular interest.
When seeking solutions of (1.1) with non-vanishing onditions at innity, the nat-
ural set-up is to work in the energy spae,
(1.3) EB =
{
ψ ∈ H1loc(R
2;C) : (∇− iA)ψ , 1− |ψ|2 ∈ L2(R2)
}
.
The rough justiation is that Eq. (1.1) appears formally as the Hamiltonian
evolution of the Ginzburg-Landau energy,
1
(1.4) EB(ψ) =
1
2
∫
R2
(
|(∇− iA)ψ|2 +
1
2
(1− |ψ|2)2
)
dx .
In the presene of magneti elds, i.e. when B does not vanish, it is far from obvious
that the energy spae (1.3) is non-empty for any magneti potential A. As we shall
see, this will be entirely dependent on the magneti eld B (for instane, when B
is onstant, EB will be empty).
Theorem 1.1. Assume that the magneti eld satises
(1.5) B ∈ C1(R2;R) ∩ L∞(R2;R) , B(x) ≥ 0 ∀ x ∈ R2 ,
and let A be any magneti potential satisfying (1.2). Then the energy spae EB is
non-empty if and only if B ∈ L1(R2;R).
Remark 1.2. (1) We drop the magneti potential A from the notation due to
gauge invariane. Atually, if ψ ∈ H1loc(R
2) is suh that EB(ψ,A) < ∞,
then for all χ ∈ H1loc(R
2), EB(ψe
iχ, A+∇χ) <∞.
(2) Thanks to gauge invariane, we may always assume, under the assumptions
made in Theorem 1.1, that A ∈ C2(R2).
1
We may some times write EB(ψ, A) instead of EB(ψ), in order to point out the dependene
on A.
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(3) If one may pik a potential A′ ∈ L2(R2) suh that curlA′ = B, then it
is lear that the energy spae EB is non-empty, as it ontains a funtion
of onstant module, eiχ. Atually this will be shown to be the ase if we
assume, in addition to the hypotheses made in Theorem 1.1, that B ∈
L1(R2;R).
(4) As an immediate orollary of Theorem 1.1, if the magneti eld is onstant
or more generally if
B(x) → c as |x| → ∞ , c > 0 ,
then the energy spae EB is empty.
(5) The hypotheses on the sign of B is to establish the neessary ondition. As
one may hek through the proof, this an be relaxed to B of onstant sign.
The hypotheses made in Theorem 1.1 on the magneti eld B are physially rele-
vant and t the regimes observed in the analysis of the Ginzburg-Landau funtional,
as one might see the books [6, 7℄. However, we may give further generalizations
when dropping the hypothesis that the magneti eld is bounded and positive, as
we indeed do in the next two theorems.
Theorem 1.3. Assume that the magneti eld satises B ∈ C1(R2;R) and B =
curlA for some A ∈ L∞(R2;R2) suh that divA ∈ L∞(R2;R).
Then the energy spae EB is non-empty if and only if B = curlA′ for some A′ ∈
L2(R2;R2).
Theorem 1.4. Assume that the magneti potential satises,
A ∈ C1(R2) , ∇A ∈ L∞(R2) .
Then the energy spae EB is non-empty if and only if B = curlA′ for some A′ ∈
L2(R2;R2).
Theorems 1.1-1.4 support the following onjeture.
Conjeture 1.5. Let B ∈ C(R2). Then the energy spae EB is non-empty if and
only if B = curlA′ for some A′ ∈ L2(R2;R2).
We nally onlude by mentioning that we use two dimensional tools in han-
dling Theorems 1.1-1.4, that's why we ould not extend them to three dimensions.
However, as one may hek through the proofs, it still holds in three dimensions
that the energy spae is empty when the magneti eld is onstant. Therefore, it
sounds reasonable to believe that the results extend to three dimensions as well.
2. Preliminaries
We start with some observations onerning the Ginzburg-Landau equation in
R2,
(2.1) − (∇− iA)2ψ = (1− |ψ|2)ψ in R2 .
Lemma 2.1. Assume that A ∈ C1(R2;R2). Let ψ ∈ C2(R2;C) be a solution of the
Ginzburg-Landau equation (2.1). Then |ψ| ≤ 1.
Proof. This is a lassial onsequene of the strong maximum priniple, see [7,
Chapter 3℄. 
Lemma 2.2. Let A ∈ L∞loc(R
2;R2). If the energy spae EB is non-empty, then
there exists a nite-energy solution ψ ∈ EB of the Ginzburg-Landau equation (2.1).
If we assume in addition that B ∈ C(R2), then up to a gauge transformation,
ψ ∈ C2(R2).
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Proof. The energy spae being non-empty, we denote by
c0 = inf
ψ∈EB
EB(ψ) .
We shall prove that EB admits a minimizer in EB. To that end, pik a minimizing
sequene (ψn) in EB suh that
EB(ψn)→ c0 as n→∞ .
Then, ψn is pre-ompat in H
1(B(0, R);C) for all R > 0. Consequently, using a
standard diagonal argument, we may pik a subsequene, still denoted by (ψn), and
a funtion ψ ∈ H1loc(R
2) suh that
ψn ⇀ ψ weakly in H
1(B(0, R);C) , ∀ R > 0 .
By lower semi-ontinuity of the H1-norm, the ontinuous embedding of H1 in L4
and the loally ompat embedding of H1 in L2, it holds that,∫
B(0,R)
(
|(∇− iA)ψ|2 +
1
2
(1 − |ψ|2)2
)
dx
≤ lim inf
n→∞
∫
B(0,R)
(
|(∇− iA)ψn|
2 +
1
2
(1− |ψn|
2)2
)
dx ≤ 2c0 .
The radius R > 0 being arbitrary, we dedue that EB(ψ) ≤ c0, hene ψ ∈ EB and
minimizes EB. 
Knowing more information about the magneti potential A, we may preise the
behavior of nite-energy solutions of (2.1) as |x| → ∞.
Lemma 2.3. Let A ∈ L∞(R2;R2) be suh that divA ∈ L∞(R2) and curlA ∈
C(R2). If ψ is a nite-energy solution of (2.1), then 1 − |ψ|2 ∈ H2(R2), hene
|ψ(x)| → 1 as |x| → ∞.
Proof. Setting ϕ = 1− |ψ|2, it is easy to establish that,
−∆ϕ+ 2ϕ = |(∇− iA)ϕ|2 + 2ϕ2 in R2 .
Using the bound |ψ| ≤ 1 of Lemma 2.1 and the fat that EB(ψ) <∞, we infer that
ϕ ∈ H1(R2) and ϕ2 ∈ L4(R2). By showing that |(∇ − iA)ψ| ∈ L4(R2), we invoke
the L2 regularity of −∆+ 2 and we dedue the desired result, ϕ ∈ H2(R2).
So, let us establish that |(∇ − iA)ψ| ∈ L4(R2). Setting v = (∇ − iA)ψ, we know
that v ∈ L2(R2) sine ψ has nite energy. For instane, it holds that,
−(∇− iA)2v = (1 − |ψ|2)v − 2ψ|ψ| ∇|ψ| .
Thus, using the diamagneti inequality, |(∇− iA)ψ| ≥ |∇|ψ| |, the bounds |ψ| ≤ 1
and EB(ψ) <∞, we dedue that (∇− iA)2v ∈ L2(R2).
Up to now, we have not used the hypotheses on A. We shall need them to show
that ∆v ∈ L2(R2). Atually, it holds that,
∆v = 2iA · ∇v + i (divA) v − |A|2v .
Sine v ∈ L2(R2), we dedue that ∆v ∈ L2(R2). Consequently, we obtain v ∈
H2(R2). Using Sobolev embedding, we get what we desire to prove. 
Lemma 2.4. Let A ∈ C1(R2;R2) be suh that ∇A ∈ L∞(R2). If ψ is a nite-
energy solution of (2.1), then |ψ(x)| → 1 as |x| → ∞.
Proof. Let us establish in a rst step that |(∇ − iA)ψ| ∈ L∞(R2). Assume by
ontradition that there exists a sequene (xn) suh that
(2.2) |(∇− iA)ψ|(xn)→∞ as n→∞ .
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Dene the translated funtions,
ψn(x) = ψ(xn + x) , An(x) = A(xn + x) .
Then, ψn satises the following equation,
−∆ψn + 2iAn · ∇ψn + i(divAn)ψn = (1− |ψn|
2)ψn + |An|
2ψn in R
2.
Take R > 0, p > 2 and let us establish the existene of positive onstants CR,
CR,p > 0 and a funtion χn ∈ H1loc(R
2) suh that, upon setting A′n = A−∇χn and
ϕn = e
iχnψn,
(2.3) ‖A′n‖L∞(BR) ≤ CR , ‖ϕn‖W 2,p(BR) ≤ CR,p , ∀ n ∈ N .
One this is shown to hold, ϕn beomes bounded in W
2,p(BR), and hene, by the
Sobolev embedding theorem, in C1,α(BR) for any α ∈ (0, 1). Sine C
1,α(BR) is
ompatly embedded in C1(BR), we get a funtion ϕ ∈ C1(BR) suh that, upon
extration of a subsequene, ϕn onverges to ϕ loally in C
1
. Thanks again to (2.3),
we get a onstant vetor a ∈ R2 suh that by passing to a further subsequene,
|(∇− iA′n)ϕn|(0)→ |(∇− ia)ϕ|(0) as n→∞ .
Coming bak to the initial oordinates and gauge, this is in ontradition with (2.2).
Now we show why (2.3) holds. Atually, setting χn(x) = An(0)x, we get by the
denition of A′n and the mean value theorem,
|A′n(x)| = |An(x)−An(0)| ≤ ‖∇An‖L∞(BR)|x| ≤ R‖∇A‖L∞(R2) , ∀ x ∈ BR .
The equation of ϕn beomes,
−∆ϕn + 2iA
′
n · ∇ϕn + i(divA
′
n)ϕn = (1− |ϕn|
2)ϕn + |A
′
n|
2ϕn in R
2.
By Lemma 2.1, |ϕn| ≤ 1, hene there exists a onstant CR > 0 suh that,
‖∆ϕn‖Lp(BR) ≤ CR + 2‖A
′
n‖L∞(BR) × ‖∇ϕn‖Lp(BR), ∀ p ≥ 2 .
Moreover, sine ϕn has nite energy, we get by L
2
ellipti estimates that ϕn ∈
H2(BR). Using the embedding H
2(BR) →֒ W 1,p(BR) for all p > 2, we onlude
through Lp estimates that ϕn ∈ W 2,p(BR), proving thus the desired bound in
(2.3).
Now, having proved that (∇ − iA)ψ ∈ L∞(R2), we dedue by the diamagneti
inequality that ∇|ψ| ∈ L∞(R2). Therefore, |ψ| is globally Lipshitz in R2, and
sine ψ has nite energy, 1 − |ψ|2 ∈ L2(R2). This leads to the desired onlusion,
1− |ψ(x)|2 → 0 as |x| → ∞. 
We lose the setion by realling a result from the spetral theory of magneti
Shrödinger operators.
Lemma 2.5. Under the assumptions of Theorem 1.1, there exists a onstants C > 0
suh that, for all ψ ∈ H1(R2;C) and R > 0, the following inequality holds,∫
B(0,R)
|(∇− iA)ψ|2 dx ≥
1
2
∫
B(0,R/2)
B(x)|ψ|2 dx−
C
R2
∫
B(0,R)\B(0,R/2)
|ψ(x)|2 dx .
Proof. Let χ be a ut-o funtion suh that 0 ≤ χ ≤ 1, χ = 1 in [0, 12 ] and χ = 0
in [1,∞). Put
χR(x) = χ
(
|x|
R
)
∀ x ∈ R2 .
Next, we write,∫
B(0,R)
|(∇− iA)ψ|2 dx ≥
∫
B(0,R)
|χR(∇− iA)ψ|
2 dx
≥
1
2
∫
B(0,R)
|(∇− iA)(χRψ)|
2 dx−
∫
B(0,R)
|ψ∇χR|
2 dx .
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To nish the proof, we just use the following well known inequality (see [2℄ or [6,
Lemma 2.4.1℄),
∫
B(0,R)
|(∇− iA)φ|2 dx ≥ ±
∫
B(0,R)
B(x)|φ|2 dx , ∀ φ ∈ H10 (B(0, R)) .

3. Proof of main theorems
3.1. Proof of Theorem 1.1.
3.1.1. Neessary ondition. Assume that the energy spae EB is non-empty. Using
Lemma 2.2, there exists a solution ψ ∈ EB of the Ginzburg-Landau equation (2.1).
Thanks to Lemma 2.1, we have the uniform estimate |ψ| ≤ 1.
We would like to show that B ∈ L1(R2). To that end, it is suient to bound∫
B(0,R)
B(x) dx uniformly with respet to R ∈ (1,∞).
We therefore apply Lemma 2.5 (with ψ as above, a solution of (2.1)). We get,
∫
R2
|(∇− iA)ψ|2 dx ≥
1
2
∫
B(0,R/2)
B(x)|ψ|2 dx−
C
R2
∫
B(0,R)\B(0,R/2)
|ψ|2 dx .
Using the bound |ψ| ≤ 1, we infer from the above estimate,
(3.1)
∫
R2
|(∇− iA)ψ|2 dx ≥
1
2
∫
B(0,R/2)
B(x)|ψ|2 dx−
3πC
4
.
So, let us handle the rst term in the right hand side above.
We write,
∫
B(0,R/2)
B(x)|ψ|2 dx =
∫
B(0,R/2)
B(x) dx +
∫
B(0,R/2)
B(x)(|ψ|2 − 1) dx .
Applying a Cauhy-Shwarz inequality, we get for all ε ∈ (0, 1) (remark that |ψ|2−
1 ≤ 0),
∫
B(0,R/2)
B(x)(|ψ|2 − 1) dx ≥ −ε
∫
B(0,R/2)
|B(x)|2 dx− ε−1
∫
B(0,R/2)
(1− |ψ|2)2 dx .
Consequently, knowing that B is bounded and positive, we infer that
∫
B(0,R/2)
B(x)|ψ|2 dx ≥
(
1− ε‖B‖L∞(R2)
) ∫
B(0,R/2)
B(x) dx
−ε−1
∫
B(0,R/2)
(1 − |ψ|2)2 dx .
Choosing ε = 12 (‖B‖L∞(R2) + 1)
−1
and replaing the above estimate in (3.1), we
dedue that,
1
4
∫
B(0,R/2)
B(x) dx ≤ C′ (EB(ψ) + 1) , ∀ R ≥ 1 ,
where C′ = max
(
1, 3piC4 ,
1
2 (‖B‖L∞(R2) + 1)
)
. Sine the energy EB(ψ) is nite, we
get the desired uniform bound.
6 A. KACHMAR
3.1.2. Suient ondition. Assume now, in addition to the hypotheses made in
Theorem 1.1, that B ∈ L1(R2). Then we get that B ∈ Lp(R2) for all p ≥ 1. Our
aim next is to onstrut a magneti potential A′ ∈ L2(R2;R2) suh that curlA′ = B.
Dene Γ2(x) =
1
2pi ln |x|, the fundamental solution of the Laplaian in two dimen-
sions. Setting w = Γ2 ∗B, we get w ∈ L2(R2) (see [5℄). Atually, taking q ∈ (1, 2),
we know that Γ2 ∈W 1,q(R2). Then using Young's inequality,
‖Γ2 ∗B‖L2(R2) ≤ ‖Γ2‖Lq(R2) × ‖B‖Lp(R2) ,
1
p
+
1
q
=
1
2
+ 1 ,
we dedue that w = Γ2 ∗B ∈ L2(R2).
Now, we observe that,
∆w = B in R2 , w ∈ L2(R2) ,
from whih we invoke w ∈ H2(R2). Let us now dene the magneti potential A′
by A′ = ∇⊥w = (−∂x2w, ∂x1w). Then A
′ ∈ L2(R2) and satises,
curlA′ = B , divA′ = 0 in R2 ,
whih is what we desire to prove.
3.2. Proof of Theorems 1.3 and 1.4. The suient ondition being immediate
(see Remark 1.2), we assume again that the energy spae is non-empty, EB 6= ∅.
Therefore, by Lemma 2.1, there exists a solution ψ of (2.1) suh that EB(ψ) <∞.
Furthermore, |ψ(x)| → 1 as |x| → ∞. Atually, under the hypotheses of Theo-
rem 1.3, we use Lemma 2.3, and under those of Theorem 1.4, we use Lemma 2.4.
Now, up to a gauge transformation, we may assume that ψ ∈ C2(R2). Thus, we may
write ψ = ρeiχ, ρ = |ψ|, for a smooth real-valued funtion χ. From EB(ψ) < ∞,
we infer ∫
R2
ρ2|A−∇χ|2 dx <∞ .
Setting A′ = A−∇χ, we get that A′ ∈ L2(R2) in light of ρ→ 1 as |x| → ∞.
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