Abstract. We study boundary regularity for the normalized p-parabolic equation in arbitrary bounded domains. Effros and Kazdan (Indiana Univ. Math. J. 20 (1970), [683][684][685][686][687][688][689][690][691][692][693] showed that the so-called tusk condition guarantees regularity for the heat equation. We generalize this result to the normalized p-parabolic equation, and also obtain Hölder continuity. The tusk condition is a parabolic version of the exterior cone condition. We also obtain a sharp Petrovskiȋ criterion for the regularity of the latest moment of a domain. This criterion implies that the regularity of a boundary point is affected if one side of the equation is multiplied by a constant.
Introduction
Let Θ be a bounded open set in a Euclidean space and for every f ∈ C(∂Θ) let u f be the solution of the Dirichlet problem for a given partial differential equation. Then a boundary point ξ 0 ∈ ∂Θ is regular if lim Θ∋ζ→ξ0 u f (ζ) = f (ξ 0 ) for all f ∈ C(∂Θ),
i.e. if the solution to the Dirichlet problem attains the given boundary data continuously. In other words, the Dirichlet problem is solvable in the classical sense if and only if all boundary points are regular, in which case Θ is called regular. For solving the Dirichlet problem in this context we use Perron solutions.
In this paper, we consider boundary regularity for the normalized p-parabolic equation For p = 2 both the normalized and the non-normalized p-parabolic equation 2) reduce to the heat equation.
The normalized p-parabolic equation (1.1) has applications in, e.g., image processing, see Does [10] , and arises from tug-of-war games with noise, see ManfrediParviainen-Rossi [23] . Compared with (1.2), it has the advantage that solutions remain solutions when multiplied by constants. On the other hand, it is in nondivergence form and the solutions are understood in the viscosity sense. Moreover, the normalized p-Laplacian ∆ N p u is discontinuous at the zeros of the gradient ∇u. Boundary regularity for the normalized p-parabolic equation (1.1) was first studied by Banerjee-Garofalo [4] , see also their earlier paper [3] . More recently JinSilvestre [17] established the interior C 1,α -regularity for solutions of (1.1), see also Imbert-Jin-Silvestre [15] , Attouchi-Parviainen [1] , and Parviainen-Ruosteenoja [24] for related regularity results.
The following is our main result.
Theorem 1.1. (The tusk condition)
Assume that Θ satisfies the tusk condition at ξ 0 = (0, 0), i.e. there arex ∈ R n and R, T > 0 such that the tusk {(x, t) ∈ R n+1 : −T < t < 0 and |x − (−t)
Then ξ 0 is regular. Moreover, if f : ∂Θ → R is bounded and Hölder continuous at ξ 0 then so is the upper Perron solution P f .
For the heat equation, Effros-Kazdan [11] showed that the very same tusk condition implies boundary regularity (but without Hölder continuity part) and Lieberman [22] generalized this to linear uniformly parabolic equations.
Our proof is based on the strong minimum principle and the fact that the shape of the tusk is invariant under parabolic scaling. Compared with the proof in [11] we do not have their removability Lemma 1 at our disposal, and instead we use the parabolic comparison principle. We also need to first deduce the strong minimum principle, the parabolic comparison principle and show that the exterior ball condition guarantees boundary regularity. The exterior ball condition is much more restrictive than the tusk condition, but it is needed in our proof. We also improve on the earlier results (including the heat equation) by showing the Hölder continuity at boundary points with an external tusk.
In this paper, we also deduce the following generalization of Petrovskiȋ's criterion, which for the heat equation was proved in [25] .
Theorem 1.2. (The Petrovskiȋ criterion) Let
Θ := {(x, t) : |x| 2 < A|t| log log |t| and − This is in great contrast to the situation for the non-normalized p-parabolic equation (1.2), with p = 2, for which it was shown by Björn-Björn-Gianazza-Parviainen [7, Theorem 3.6 ] that it and all its cousins have the same regular points. The natural parabolic scaling for (1.2) takes on a different form than for (1.1) and the heat equation (both of which are invariant under the same parabolic scaling), see Björn-Björn-Gianazza [6, Section 4] . This is one reason for why the Petrovskiȋ criterion for (1.2), obtained in [6, Theorem 1.1], looks quite different from Theorem 1.2 above. In particular, the constant A in the Petrovskiȋ criterion for (1.2) is unimportant and instead it is the power of |x| that determines the regularity. Moreover, it follows from that result that the tusk condition (corresponding to the natural parabolic scaling) does not imply regularity for (1.2), at least not for p > 2.
A key tool for all these boundary regularity results is the barrier characterization saying that a boundary point is regular if and only if it has a barrier, or a family of barriers in the case of (1.2). For ( Thus it seems that the boundary regularity theory for the normalized p-parabolic equation (1.1) is much more similar to the theory for the heat equation than for the non-normalized p-parabolic equation (1.2). However, this is not the complete picture. The main result in Banerjee-Garofalo [4, Theorem 1.1] says that a lateral point (x 0 , t 0 ) of a space-time cylinder G t1,t2 := G × (t 1 , t 2 ) ⊂ R n+1 (i.e. x 0 ∈ ∂G and t 1 ≤ t 0 ≤ t 2 ) is regular for (1.1) if and only if x 0 is regular for p-harmonic functions in G, when p ≥ 2. The very same criterion was obtained for (1.2) by Kilpeläinen-Lindqvist [19] and Björn-Björn-Gianazza-Parviainen [7, Theorem 3.9] , for all 1 < p < ∞.
The boundary regularity theory for the heat equation has a long and colourful history, see e.g. Watson [29] . Since we have not been able to find a suitable reference containing all the details mentioned below, we state them here. Petrovskiȋ's criterion [25] dates back to 1935. Soon afterwards, Tikhonov [26, in 1938, showed that the parabolic boundary of a cylinder G × (t 1 , t 2 ) is regular for the heat equation if and only if G is regular for harmonic functions. That a specific point on the lateral boundary of a cylinder is regular if and only if the corresponding base point is regular for harmonic functions was shown by Babuška-Výborný [2] in 1962. They proved a barrier characterization in cylinders, and used it to prove their regularity result. The same year, Bauer [5, Theorems 30 and 31] obtained the general barrier characterization for the heat equation.
Evans-Gariepy [12] obtained the Wiener criterion for the heat equation, and Fabes-Garofalo-Lanconelli [13] generalized this to linear uniformly parabolic equations with C 1 -Dini coefficients. A different type of Wiener criterion for the heat equation has also been obtained by Landis [20] , [21] . However, contrary to the (linear and nonlinear) elliptic case, where the Wiener criterion is really useful to deduce (ir)regularity, the parabolic Wiener criterion seems to be much harder to use in practice, and the preferred way of deducing (ir)regularity is using barriers, at least in most situations.
In a very recent preprint, Ubostad [27] independently studies the Perron method and the Petrovskiȋ's criterion for the multiplied equation
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Preliminaries
Let Θ ⊂ R n+1 be an open set and 1 < p < ∞. Points in R n+1 are written as ξ = (x, t). We let ∇u denote the gradient of u in the space directions, while D 2 u is the matrix of all second derivatives in the space directions. Also the operators ∆ p and ∆ N p are considered with respect to the space variable x. Next we recall the definition of a viscosity (super/sub)solution to (1.1) . If the gradient of a test function vanishes, then we need to specify how to interpret the equation. To this end, we use the standard way, see Giga [14] and Crandall-IshiiLions [9] , of replacing the operator by its lower/upper semicontinuous envelope.
where λ eig denotes the smallest (if p ≥ 2) or the largest (if 1 < p < 2) eigenvalue of the matrix D 2 ϕ(x 0 , t 0 ). A function u is a viscosity subsolution if −u is a viscosity supersolution, and a viscosity solution if it is both a viscosity sub-and supersolution.
We sometimes briefly refer to the conditions above for the test function ϕ by saying that ϕ touches u at (x 0 , t 0 ) from below.
Since, for every η ∈ R n , the inner product |η| 
while there is no requirement when ∇ϕ(x 0 , t 0 ) = 0 and
This definition is the same as Definition 2.2 in Banerjee-Garofalo [4] , except that we do not require u ∈ L ∞ and we allow for arbitrary domains Θ ⊂ R n+1 , not only cylinders. With this modification, it will be possible to obtain a full equivalence with superparabolic functions. This definition is also more common in the literature. Many of the specific supersolutions considered in this paper will be smooth enough to be checked by the following criterion, which may be of independent interest. Proposition 2.2. Assume that u ∈ C 2 (Θ), and that for every (x 0 , t 0 ) ∈ Θ we have
then u is a viscosity supersolution in Θ.
Note that there is no requirement if ∇u(x 0 , t 0 ) = 0 and D 2 u(x 0 , t 0 ) ≥ 0. As usual, we say that D 2 u(x 0 , t 0 ) ≥ 0 if it is a positive definite or positive semidefinite quadratic form.
Proof. Let ϕ touch u at (x 0 , t 0 ) from below as in (iii ′ ). Then
Assume first that ∇ϕ(x 0 , t 0 ) = 0. Let
and let 0 ≤ λ 1 ≤ ... ≤ λ n be the eigenvalues of the positive (semi)definite matrix
and hence
Assume now, on the other hand, that ∇ϕ(x 0 , t 0 ) = 0 and D 2 ϕ(x 0 , t 0 ) = 0. Then by (2.1), D 2 u(x 0 , t 0 ) ≥ 0 and thus, using (2.1) again,
by the assumption. We see that (iii ′ ) is fulfilled, and therefore u is a viscosity supersolution in Θ.
Note that viscosity (super)solutions are more precisely defined than weak supersolutions used in connection with divergence-type operators, which can be changed arbitrarily on sets of measure zero. In fact, Proposition 2.4 below implies that if we change a viscosity supersolution at a single point, it will never remain to be a viscosity supersolution.
The equation (1.1) satisfies some important invariance properties under multiplication, addition and parabolic scaling. More precisely, if u(x, t) is a viscosity (super/sub)solution and a, λ > 0 and b ∈ R, then so is
The following weak Harnack inequality for viscosity supersolutions can be extracted from e.g. Wang [ 
where
satisfy, for every η ∈ R n with |η| = 1, We state the weak Harnack inequality using the space-time cylinders
, where B r = {x ∈ R n : |x| < r} are balls in R n . These are easily obtained from the cylinders 2 , 0), for some r > 0. Then there are constants q > 0 and C > 0, only depending on p and n, such that
It follows from this and a covering argument that u is finite a.e. Moreover, viscosity supersolutions are lower semicontinuously regularized in the following sense. Banerjee-Garofalo [4, Proposition 3.3] obtained a similar result stated in a slightly weaker form.
Proposition 2.4. Assume that u is a viscosity supersolution in Θ. Then for all
Proof. We can assume that (x 0 , t 0 ) = (0, 0). Since u, by definition, is lower semicontinuous we directly see that
If u(0, 0) = ∞, then there is nothing to prove. So, without loss of generality we may assume that u(0, 0) = 0. Let a ≥ 0 be arbitrary and such that a < ess lim inf
If no such a exists, then (2.2) clearly holds. By (2.3), there exists r 0 > 0 such that u > a a.e. in B 2r0 × (−4r 2 0 , 0). As u is lower semicontinuous and u(0, 0) = 0, we can for any ε > 0 find r ∈ (0, r 0 ) and δ ∈ (0, r 2 ) such that u > −ε everywhere in
Since v := u + ε ≥ 0 is a viscosity supersolution and (0, 0) ∈ B r × (δ − r 2 , δ), it then follows from the weak Harnack inequality (Theorem 2.3) that
As a < u < v a.e. in B 2r0 × (−4r 2 0 , 0) we can conclude that a ≤ Cε. Letting ε → 0 shows that a = 0, and since a in (2.3) was arbitrary, (2.2) follows.
Next we recall the definition of superparabolic functions that frequently appears in the nonlinear parabolic potential theory, see Kilpeläinen-Lindqvist [19] and Banerjee-Garofalo [4] . Unless otherwise stated, Q stands for the box Q = (a 1 , b 1 ) × ... × (a n , b n ) ⊂ R n , and the sets
are called space-time boxes. The parabolic boundary of the space-time cylinder
(ii) u is finite in a dense subset of Θ; (iii) u satisfies the following comparison principle on each space-time box On the other hand, Theorem 2.6 shows that our definition of superparabolicity is equivalent to viscosity supersolutions, whose definition differs from the one in [4] only in that we do not assume boundedness. Since boundedness is not needed to conclude that (possibly unbounded) viscosity supersolutions are superparabolic in the sense of [4, Definition 3.1], it also follows that (iii) is sufficient to define the same class of superparabolic functions as in [4, Definition 3.1].
Proof of Theorem 2.6. The only difference to [4, Corollary 3.5] is that here the viscosity supersolutions are not assumed to be bounded. However, the comparison principle for the viscosity super/subsolutions does not require this assumption, see The converse direction is obtained through a counterassumption, see for example Juutinen-Lindqvist-Manfredi [18, p. 704] : Suppose that u is a superparabolic function but that there is ϕ ∈ C 2 (Θ) as in Definition 2.1 (iii ′ ) which touches u at some (x 0 , t 0 ) ∈ Θ from below and either
By continuity, and noting that in the latter case ∆ N p ϕ(x, t) is close to 0 whenever ∇ϕ(x, t) = 0 and (x, t) is close to (x 0 , t 0 ), we see that there is a space-time box Q t1,t2 ∋ (x 0 , t 0 ) such that for every (x, t) ∈ Q t1,t2 , either
Thus, ϕ is a continuous viscosity subsolution in Q t1,t2 , by Proposition 2.2. Since u is lower semicontinuous and ∂ p Q t1,t2 is compact, there is δ > 0 such that ϕ + δ ≤ u on ∂ p Q t1,t2 . As ϕ+ δ ∈ C 2 (Θ), using Theorem 2.6 in Banerjee-Garofalo [4] we can find a viscosity solution h with continuous boundary values ϕ+δ on ∂ p Q t1,t2 . By the first part of the proof, ϕ + δ is subparabolic. Thus property (iii) in Definition 2.5 yields ϕ + δ ≤ h ≤ u in Q t1,t2 , which is a contradiction since ϕ(x 0 , t 0 ) = u(x 0 , t 0 ).
The following important elliptic-type comparison principle is a slight generalization of the one in Banerjee-Garofalo [4, Lemma 3.10], where it was proved for bounded functions. Note that if u and v are superparabolic, then it is easy to see that min{u, v} is also superparabolic, and in particular u k := min{u, k} is superparabolic if k ∈ R. This fact is a special case of the pasting Lemma 2.12 below, which we however cannot yet deduce. For evolution equations, a parabolic comparison principle is more natural since it avoids any requirements on the future boundary. . Suppose that u is superparabolic and v is subparabolic in Θ. Let T ∈ R and assume that (2.4) holds for all (x, t) ∈ ∂Θ with t < T . Then v ≤ u in Θ − = {(x, t) ∈ Θ : t < T }.
We will deduce the parabolic comparison principle from the elliptic-type comparison principle. In order to do so we will need the following simple pasting lemma, which may be of independent interest. Lemma 2.11. Assume that u is superparabolic in Θ − := {(x, t) ∈ Θ : t < T }. Let k ∈ R. Then the function
if (x, t) ∈ Θ and t < T,
is superparabolic in Θ.
Note that the complicated definition for t = T is needed for v to be lower semicontinuous.
Proof. By construction, v is lower semicontinuous and bounded from above. It remains to show that v satisfies the comparison principle. We therefore let Q t1,t2 ⋐ Θ be a space-time box and h ∈ C(Q t1,t2 ) be a a viscosity solution in Q t1,t2 satisfying
We first note that since h ≤ k on ∂ p Q t1,t2 and the constant function k is superparabolic, it is true that h ≤ k in Q t1,t2 . To verify that h ≤ v in Q t1,t2 we let (x, t) ∈ Q t1,t2 , and consider the three cases: t > T , t < T and t = T separately.
On the other hand if t < T , we let
Together with the superparabolicity of u in Θ − , this yields h(x, t) ≤ u(x, t). As h ≤ k, we conclude that h(x, t) ≤ v(x, t) if t < T .
Finally, if ξ = (x, T ) ∈ Q t1,t2 then, since h ≤ u in Θ − , we conclude from the continuity of h that
Proof of Theorem 2.10. Let (x 0 , t 0 ) ∈ Θ with t 0 < T , and set T ′ = 1 2 (t 0 + T ). Then the lower semicontinuity of u and upper semicontinuity of v, together with (2.4) show that u is bounded from below and v is bounded from above in
By Lemma 2.11,ũ is superparabolic andṽ is subparabolic in Θ. Nowũ andṽ satisfy the assumptions for the elliptic comparison principle (Theorem 2.9) in Θ, and thus
Having established the parabolic comparison principle (Theorem 2.10), we can obtain the following generalization of Lemma 2.11, which is useful when constructing new superparabolic functions. 
If w is lower semicontinuous, then w is superparabolic in Θ.
Proof. Since −∞ < w ≤ u, we see that w is finite in a dense subset of Θ, and we only have to obtain the comparison principle. Therefore, let Q t1,t2 ⋐ Θ be a space-time box, and h ∈ C(Q t1,t2 ) be a viscosity solution in Q t1,t2 such that
Since h ≤ u on ∂ p Q t1,t2 and u is superparabolic, we directly have that
To complete the proof we show that
To this end, we intend to use the parabolic comparison principle for Q t1,t2 ∩ U after verifying that h(x, t) ≤ v(x, t) for (x, t) ∈ ∂(Q t1,t2 ∩ U ) with t < t 2 . There are two cases: either (x, t) ∈ U or (x, t) / ∈ U . First, suppose that (x, t) ∈ U , then (x, t) ∈ ∂ p Q t1,t2 and thus by the lower semicontinuity of v, lim inf
where the last inequality follows from (2.5). On the other hand, if (x, t) / ∈ U , then by the lower semicontinuity of w, lim inf
where the last inequality follows from (2.5) or (2.6), depending on whether (x, t) ∈ ∂ p Q t1,t2 or (x, t) ∈ Q t1,t2 . Hence, the parabolic comparison principle (Theorem 2.10) shows that h ≤ v in Q t1,t2 ∩ U . Together with (2.6) this shows that h ≤ w in Q t1,t2 .
The strong minimum principle for superparabolic functions will be an important tool for us. In the statement, we will use polygonal paths. A polygonal path is a continuous and piecewise linear function γ : [0, 1] → Θ. Theorem 2.13. (Strong minimum principle) Let u ≥ 0 be superparabolic in Θ, ξ 0 ∈ Θ and let Λ be the set of all points ξ ∈ Θ such that there is a polygonal path γ : [0, 1] → Θ from ξ = γ(0) to ξ 0 = γ(1) along which the time variable is strictly increasing. If u(ξ 0 ) = 0, then u ≡ 0 inΛ ∩ Θ.
Proof. First, let ξ ∈ Λ, and let γ : [0, 1] → Θ be a polygonal path from ξ = γ(0) to ξ 0 = γ(1) along which the time variable is strictly increasing. Also let
By the lower semicontinuity of u, we see that u(γ(σ)) = 0. For simplicity we assume that γ(σ) = (0, 0). If σ > 0, then there is 0 < s < σ and r > 0 such that
It then follows from the weak Harnack inequality (Theorem 2.3) together with Proposition 2.4 that
Thus u = 0 a.e. in B r × (−4r 2 , −3r 2 ). Since u ≥ 0 is lower semicontinuous it must be identically 0 therein. In particular u(γ(s)) = 0, but this contradicts the fact that s < σ. Hence σ = 0 and u(ξ) = u(γ(σ)) = 0.
Finally, as u ≥ 0 is lower semicontinuous it follows that u ≡ 0 inΛ ∩ Θ.
Perron solutions and boundary regularity
In this section we assume that Θ ⊂ R n+1 is a bounded open set.
Perhaps the most general method to solve the Dirichlet problem in arbitrary bounded domains is the Perron method. For us it will be enough to consider Perron solutions for bounded functions, so for simplicity we restrict ourselves to this case throughout the rest of this paper. Define the upper Perron solution of f by
Similarly, let the lower class L f be the set of all subparabolic functions v on Θ such that lim sup
and define the lower Perron solution of f by
It follows directly from the elliptic comparison principle (Theorem 2.9) that we always have P f ≤ P f . Moreover, P f and P f are viscosity solutions, see Theorem 3.12 in Banerjee-Garofalo [4] and also Section 2.4 in Giga [14] . When the Perron solution is taken with respect to Θ we often drop Θ from the notation. Since P f = −P (−f ), boundary regularity can equivalently be formulated using lower Perron solutions. 
In particular, part (c) implies that a first point is always regular, because in this case Θ − = ∅. Another important consequence of the barrier characterization is the following restriction property. Proof. By Theorem 3.4 (a) there is a barrier w in Θ at ξ 0 . As w is lower semicontinuous and positive it follows directly that w| U is a barrier with respect to U . Thus Theorem 3.4 (a) implies that ξ 0 is a regular boundary point with respect to U .
The tusk condition
Definition 4.1. A tusk at ξ 0 = (0, 0) ∈ ∂Θ is a set in R n+1 of the form V := {(x, t) ∈ R n+1 : −T < t < 0 and |x − (−t)
for somex ∈ R n and with positive constants R and T , see Figure 1 . We say that Θ satisfies the tusk condition at ξ 0 = (0, 0) ∈ ∂Θ if there is a tusk V at ξ 0 with V ∩ Θ = ∅.
At points (0, 0) = ξ 0 ∈ ∂Θ, the definition is analogous except that we use translations of V .
It is well known that if ξ 0 satisfies the tusk condition then ξ 0 is regular for the heat equation, see Effros-Kazdan [11] , which refers to ξ 0 as being parabolically touchable, and Lieberman [22] . We extend this result to the normalized p-parabolic equation. Compared to [11] , we do not establish a counterpart of their Lemma 1, but use the iterative argument directly together with the parabolic comparison principle. We also improve on their result (also for the heat equation) by showing Hölder continuity.
To start with, we prove an auxiliary exterior ball condition. We let B(ζ, R) = {ξ ∈ R n+1 : |ζ − ξ| < R} denote a ball in R n+1 .
Lemma 4.2. (Exterior ball condition, preliminary version)
Suppose that there exists a ball B = B(ξ 1 , R 1 ), ξ 1 = (x 1 , t 1 ), such that B ∩ Θ = ∅ and ξ 0 ∈ ∂B ∩ ∂Θ. If x 1 = x 0 , or if ξ 0 is the north pole of B (i.e. ξ 1 = (x 0 , t 0 − R 1 )) and the additional radius condition R 1 > n + p − 2 is satisfied, then ξ 0 is regular with respect to Θ.
In Proposition 4.7 we will remove the above restriction on the radius in the north pole case.
Proof. For simplicity, we assume that ξ 0 = (0, 0). By choosing a smaller ball, if necessary, we may without loss of generality assume that ∂B ∩ ∂Θ = {ξ 0 }. For ξ = (x, t) define w(ξ) = e −jR 
and, provided that ∇w(x, t) = 0,
Thus, still assuming that ∇w(x, t) = 0,
To show that w is superparabolic, we need to show that the last bracket is nonpositive. Since regularity is a local property by Theorem 3.4 (b), we may restrict our considerations to a small neighbourhood of ξ 0 . If x 1 = 0 then, in view of Theorem 3.4 (b), we can assume that (x, t) ∈ Θ satisfy |x|, |t| < δ := 1 2 |x 1 |. In particular, |x − x 1 | > δ, ∇w(x, t) = 0 and t 1 − t < t 1 + δ. Hence we can choose j so that the bracket in (4.1) is nonpositive and thus ∆ N p w(x, t) − w t (x, t) ≤ 0 for all such x and t. By Proposition 2.2, we get that w is superparabolic.
If, on the other hand, x 1 = 0 and t 1 = −R 1 , then we can assume that t > n + p − 2 − R 1 (which is negative by assumption) whenever (x, t) ∈ Θ. In particular,
Hence w is superparabolic, by Proposition 2.2. 
for some R 0 > |x| + R, see Figure 1 . Moreover, the viscosity solution u := P Θ0 f , with
is a positive continuous barrier in Θ 0 , which is Hölder continuous at ξ 0 and continuously attains its boundary values f everywhere on ∂Θ 0 .
Here and below, we mean Hölder continuity with respect to parabolic scaling, i.e. g is Hölder continuous at (0, 0) with Hölder exponent β if Proof. Continuity of u within Θ 0 is clear since it is a viscosity solution therein. By the exterior ball condition (Lemma 4.2), all (x, t) ∈ ∂Θ 0 \{ξ 0 } are regular and hence
From the strong minimum principle (Theorem 2.13), together with (4.2) and the fact that viscosity solutions are preserved under multiplication and addition by constants, we conclude that 0 < u < 1 in Θ 0 . To show that u is a barrier, it suffices to show that lim Θ0∋ξ→ξ0 u(ξ) = 0. To this end, let v(x, t) = u(2x, 4t) and Θ k = Θ k \ V , where
3)
see Figure 1 . Note that Θ k+1 ⊂ Θ k , k = 0, 1, ..., with identical boundaries near ξ 0 , and that
is compact. Hence, by continuity and (4.2), we see that α 1 := sup K u < 1. At the same time, v = 1 on K and v attains the boundary values
The parabolic comparison principle (Theorem 2.10), applied to Θ
where α = max α 1 , We shall now show that u is Hölder continuous at ξ 0 . From the first part of the proof we see that lim sup
for all (x, t) ∈ ∂Θ 1 . The elliptic comparison principle (Theorem 2.9) then implies that u ≤ αv in Θ 1 . An iteration of this inequality then gives for (
where β = − log α/log 2 > 0. Since this holds for all k = 1, 2, ..., we see that u is Hölder continuous at ξ 0 . It follows from the proof below that if f is bounded and Hölder continuous at ξ 0 with Hölder exponent γ > 0, and γ is small enough, then P f is Hölder continuous at ξ 0 with Hölder exponent 1 2 γ. How small γ has to be depends on the tusk. In fact, replacing the scaling (2
with any b > 1, and l = k, k + 1 by l = l k , l k + 1, ... , l k+1 , where l k = ⌈−γk log b/ log α⌉, in the proof below, makes it possible to obtain Hölder continuity at ξ 0 with any exponent β < γ, at the cost of an increasing constant C ′′ in (4.6). We leave the details to the interested reader.
Proof. We can assume that ξ 0 = (0, 0). The regularity of ξ 0 follows from Lemma 4.3 by means of the restriction property (Proposition 3.5) and the fact that regularity is a local property, by Theorem 3.4.
To prove the Hölder regularity, assume that f : ∂Θ → R is Hölder continuous near ξ 0 with Hölder exponent γ and that |f | ≤ M on ∂Θ. We can also assume that f (0, 0) = 0. Let k ≥ 0 be arbitrary, but such that Θ ∩ Θ k ⊂ Θ k and
where Θ k and Θ k are as in (4.3) . Let u be the barrier from Lemma 4.3 and α be the corresponding constant from (4.4). Set u k (x, t) = u(2 k x, 4 k t) in Θ k . Extend u k by 1 to Θ \ Θ k and then by continuity to ∂Θ. By the pasting Lemma 2.12, u k is superparabolic in Θ, and provides us with a Hölder continuous barrier therein, in view of Lemma 4.3.
Since
In particular, with l = k and l = k + 1, i.e. for (x, t) ∈ Θ ∩ ( Θ 2k \ Θ 2(k+1) ), 6) where β = min{γ/2, − log α/2 log 2} > 0. Applying the same argument to −f and by considering all sufficiently large k shows that P f is Hölder continuous at ξ 0 .
As a direct consequence of the tusk condition we can now deduce the following "wedge" condition for cylinders. belongs to the complement R n \ G of G. Then (x 0 , t 0 ) is a regular boundary point for Θ. 
and t k = −cq 2k for some a, b, c > 0,x ∈ R n and 0 < q < 1. More precisely, assuming that Θ ∩ E k = ∅, k = 1, 2, ..., we have that ξ 0 = (0, 0) is regular for Θ, with a Hölder continuous barrier. Moreover, Hölder continuity of the boundary data f at ξ 0 implies Hölder continuity of P f at ξ 0 . Similarly, the "wedge" condition (4.7) in Corollary 4.5 can be replaced by the requirement that
where x k and a k are as above, and
For the non-normalized p-parabolic equation (with p > 1) it was shown in Kilpeläinen-Lindqvist [19] and Björn-Björn-Gianazza-Parviainen [7, Theorem 3.9 ] that a point (x 0 , t 0 ) on the lateral boundary of a cylinder G t1,t2 ⊂ R n+1 is regular if and only if x 0 is regular for p-harmonic functions with respect to G ⊂ R n . The main result in Banerjee-Garofalo [4, Theorem 1.1] says that the same equivalence holds for the normalized p-parabolic equation provided that p ≥ 2. However, due to the power 2 − p in ∆ N p u = |∇u| 2−p ∆ p u, which leads to the singular right-hand side in ∆ p u = −|∇u| p−2 , they did not cover the case p < 2. Corollary 4.5 and Remark 4.6 are currently the best known results about boundary regularity for cylinders when p < 2. Note, however, that the necessity part of the proof of [4, Theorem 1.1] (i.e. from the regularity of (x 0 , t 0 ) to the regularity of x 0 ) holds true also for p < 2.
We end this section by deducing the full exterior ball condition. Note that this result is a direct corollary of the tusk condition (Theorem 4.4), since the exterior ball condition is always a stronger requirement than the tusk condition. Nevertheless, we only need to directly appeal to the tusk condition for the north pole case.
Proof. Apart from the north pole case this follows from Lemma 4.2, while the north pole case follows directly from the tusk condition (Theorem 4.4).
Note that the well-known irregularity of nonlateral last points in cylinders shows that an exterior ball touching at the south pole does not guarantee regularity, which leads us directly into the topic of the next section.
The Petrovskiȋ criterion
In this section, we consider the regularity of the last point of a domain. Nonlateral last points in cylinders are known to be irregular. On the other hand, last points of paraboloids are regular by e.g. the tusk condition. The idea in the Petrovskiȋ criterion is to find a sharper regularity condition for the shape of the domain near a last point. This condition has also interesting consequences. Just as for the heat equation, Theorem 5.1, together with a simple scaling argument, shows that regularity of a boundary point for the multiplied equation can be replaced by any other negative constant, but here it has been chosen so that log log |t| > 0 for all such t.
Proof. We first consider the case when 0 < A ≤ 4(p − 1), in which case we shall show regularity by constructing a barrier. Let
where we only consider t ∈ − 1 3 , 0 throughout the proof. We see that
|t| log |t| a+2 < 0 and h ′ (t) = − 2a
We want to show that
is a barrier at ξ 0 , where we write ξ = (x, t) from now on. First, note that u ∈ C 2 (Θ \ {ξ 0 }) and it is positive if and only if 2 log |t| > e |x| 2 /k|t| , i.e. if and only if |x| 2 < k|t| log log |t| + k|t| log 2,
It remains to show that u is superparabolic in Θ, to conclude that u is a barrier. Since u ∈ C 2 (Θ) we will show this using Proposition 2.2. To this end, we see that
Thus, if in addition ∇u(ξ) = 0, we have
which together yields, still provided that ∇u(ξ) = 0,
Using (5.1) and that k = 4(p − 1), we then obtain that When ∇u(x, t) = 0, we see that x = 0. Moreover, ∂ i ∂ j u(x, t) = − 2f (t) k|t| e |x| 2 /k|t| δ ij + 2x i x j k|t| , so D 2 u(0, t) is negative definite, as f (t) and k are positive. The requirements in Proposition 2.2 are thus met (even though u t (0, t) < 0 for t close to 0), so u is superparabolic in Θ. Hence it is a barrier, and Theorem 3.4 shows that ξ 0 is regular if A ≤ 4(p − 1). Now we turn to the case A > 4(p−1), in which case we shall show irregularity by producing a so-called "irregularity barrier". To be more precise, u is an "irregularity barrier" if it can be used as a comparison function to show that the upper Perron solution does not attain its boundary values continuously at ξ 0 = (0, 0). We will construct u such that (i) u is subparabolic in Θ ′ = U ∩ Θ for some open neighbourhood U of ξ 0 ;
(ii) u has an extension to Θ ′ so that both u| Θ ′ \{ξ0} and u| ∂Θ ′ are continuous; (iii) lim t→0− u(0, t) = 0 > u(ξ 0 ).
First choose k such that 4(p − 1) < k < A and let a = A k − 1 > 0 and b = 4(n + p − 2) k > 0.
Note that the parameters a and k, as well as the function h below, are not the same as in the first part of the proof. The functions f (t) = log |t| −a−1 and h(t) = 2b a log |t| We want to show that u(ξ) = −f (t)e |x| 2 /k|t| + h(t)
is an "irregularity barrier" for small enough t. We first observe that lim t→0− u(0, t) = 0, while if ξ ∈ ∂Θ and − 1 3 < t < 0, then since −a − 1 + A/k = 0, u(ξ) = − log |t| −a−1 e (A/k) log |log |t|| + h(t) = − log |t| −a−1+A/k + h(t) = h(t) − 1 → −1, as t → 0.
We will show that u is subparabolic in Θ ′ := {(x, t) ∈ Θ : t > −τ }, for some 0 < τ < 1 3 which will be determined later. For now, we take this fact for granted and show how it implies that u is an "irregularity barrier" in Θ ′ , and how this yields the irregularity of ξ 0 . Let
Observe thatũ ∈ C(∂Θ ′ ), and let v ∈ Uũ. Then, lim sup where c = k − 4(p − 1) > 0. We will need three conditions on τ . The first is that it is so small that a + 1 log |t| ≤ b 2 for − τ < t < 0, which we assume from now on. To show that u t − ∆ k 2 |t| ≥ ac 2k log log |t| ≥ b for − τ < t < 0, provided that τ is small enough. Hence, (5.3) holds in both cases. Moreover, if ∇u(x, t) = 0, then x = 0, and from (5.2) we see that u t (0, t) = h ′ (t) − f ′ (t) = f (t) |t| a + 1 log |t| − b log |t| a/2 < 0 for − τ < t < 0, provided that τ is small enough. Hence u is subparabolic in Θ ′ , by Proposition 2.2, if τ is chosen small enough, which concludes the proof.
