In the setting of the fractional quantum Hall effect we study the effects of strong, repulsive two-body interaction potentials of short range. We prove that Haldane's pseudo-potential operators, including their pre-factors, emerge as mathematically rigorous limits of such interactions when the range of the potential tends to zero while its strength tends to infinity.
Introduction
In a seminal paper [1] on the fractional quantum Hall effect D. Haldane introduced two-body interaction operators (pseudo-potentials) that have Laughlin's wave functions [2] as exact eigenstates. In suitable units the latter are the functions Ψ L (z 1 , . . . , z N ) = c N, i<j (z i − z j ) i e −|z i | 2 /2 (1.1) where N ≥ 2 is the particle number, the z i are complex coordinates for the particles moving in a two-dimensional plane perpendicular to a strong magnetic field, is a positive integer (even for bosons, odd for fermions), and C N, a normalization factor. Haldane's pseudo-potential operators have the form Date: Jan 20, 2020. c 2020 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.
is proportional to a contact interaction,
which is well defined in the LLL because of the analyticity of the wave functions. A Laughlin wave function Ψ L is a zero energy ground state of (1.2) for all ≥ + 1.
In the original approach [1] the pseudo-potentials were obtained by expanding the projection onto the lowest Landau level of a radial interaction potential v(x i − x j ) into angular momentum eigenstates, i.e, writing
where P LLL is the projector onto the LLL (in all variables) and ϕ (z) = (π !) −1/2 z e −|z| 2 /2 (1.5) is the eigenfunction of angular momentum in a single variable in the LLL. 1 In the simplest case, = 0, the expansion coefficient is essentially the integral v (except for a Gaussian factor), and for higher it is proportional to the 2 -th moment, r 2 v. It is, however, clear that this is not the way to proceed for very strong interaction potentials, in particular not if v has a genuine hard core so that all its moments are infinite. In order for (1.4) to be meaningful it is necessary that the quadratic form domain of the multiplication operator v(x i − x j ) has a nontrivial intersection with the LLL.
To obtain valid formulas in the limit when the range of the interaction tends to zero but its strength to infinity, it is necessary to take the kinetic energy operator in higher Landau levels into account. Indeed, the local structure of wave functions in the LLL is quite restricted due to analyticity. Wave functions with finer structure, avoiding configurations where a bona fide interaction potential is very large, must necessarily have components also in higher Landau levels. Although these components may tend to zero as the range tends to zero, the joint effects of the kinetic and potential energies at length scales much smaller than the magnetic length will leave a trace in the LLL, and lead in particular to a replacement of v as the coupling constant in front of (1.2) by a constant proportional to the s-wave scattering length of v, as rigorously established in [3] .
In the present paper we generalize the analysis in [3] to include all angular momentum channels. This allows in particular also to treat fermions, where only odd angular momenta occur. To account for the fact that strong, short range interactions may create states with arbitrarily large energy in ever higher Landau levels it is convenient to consider convergence of operators in resolvent sense. An elegant way to achieve this uses the concept of Γ-convergence [4] . The resolvents suppress states with very high energy, which eventually wander out of the Hilbert space. Our main theorem states that after suitable -dependent energy scaling the full Hamiltonian converges in this sense to a Hamiltonian in the lowest Landau level with the pseudo-potential interaction operator (1.2) and a definite coupling constant. Generalizing the = 0 case, the coupling constant is determined by the -wave scattering length of v, which can be obtained from a variational principle. It is essential here to note that the effective Hamiltonian in the LLL is not obtained by projecting the original Hamiltonian onto the LLL. The effective coupling constants are renormalized by properly taking into account the behavior of the system at length scales much shorter than the magnetic length. In the limit of zero range/infinite strength one obtains a Hamiltonian that operates strictly within the LLL with the renormalized coupling constants.
In contrast to [3] we shall focus on strictly two-dimensional systems for simplicity, but in Section 4 we discuss the modifications that are necessary to apply our results to three-dimensional systems with a confining potential in the third direction. Moreover, in contrast to [3] , we do not keep track of the N -dependence of our estimates but rather regard the particle number as fixed. This makes the proofs simpler and more transparent, but quantitative, N -dependent estimates as in [3] would also be possible with some additional work.
Model and main results
On (1) ) for x = (x (1) , x (2) ) ∈ R 2 . It is simply the magnetic Laplacian for magnetic field B = 2, with its ground state energy shifted to zero, having spectrum 4N ∪ {0}. The particle mass has been set to 1/2 and Planck's constant to 1. For v ≥ 0 radial and of compact support, and N ≥ 2, define the N -particle Hamiltonian
where we denote v a (r) = a −2 v(r/a) for a > 0. We don't need to assume that v is integrable; in particular, it is allowed to have a hard core, i.e., be infinite on a set of positive measure. It is not necessary to restrict to symmetric or anti-symmetric functions, our analysis is valid on the whole Hilbert space H = L 2 (R 2N ) and applies equally to bosons and fermions. We are interested in the regime where a is much smaller than the magnetic length, which is O(1) in our units, i.e., we consider the case a 1. In particular, the strength a −2 of the interaction is much larger than the energy gap between Landau levels.
We introduce the sequence of closed subspaces
where B for ≥ 0 consists of ψ ∈ H of the form
j . Note that B 0 coincides with the LLL, i.e., the kernel of H 0 = N i=1 h i . We also note that for large N all normalized wave functions in B have a remarkable incompressibility property: their one-particle density, suitably averaged, is everywhere bounded above by (π ) −1 [5, 6, 7] .
On the space B , we define the operators
where D ( ) is for ≥ 0 defined via the quadratic form for a two-particle wave function
We denote the minimizer by f . It satisfies 0 ≤ f ≤ 1, and f (x) = 1 − b /|x| 2 for x outside the support of v, i.e., |x| > R 0 . In particular, b = R 2 0 for hard discs. For = 0 we take R > R 0 and define the s-wave scattering length b 0 by
If v is replaced by v a then b is replaced by a 2 b for ≥ 1 and b 0 by ab 0 .
With these definitions, our main result can be formulated as follows.
Theorem 1. For any ≥ 1, the operator a −2 H a converges to 8π b h in strong resolvent sense as a → 0, i.e., for any µ > 0 and
where P denotes the projection onto B ⊂ H. Moreover, for = 0, ln(1/a 2 )H a converges in the same sense to 8πh 0 . Remark 1. In Theorem 1 we assume that the interaction potential v is not identically zero. If it is, we have b = 0 for all , and (2.9) trivially holds with P replaced by P 0 in this case.
The result in Theorem 1 can be interpreted as follows. States in H with energy of order a 2 are, for small a, necessarily close to states in B , and are described by an effective Hamiltonian h . On the kernel of h , one can zoom in further by looking at energies of order a 2 for some > , and find a new effective Hamiltonian h . In the limit a → 0, one thus obtains an infinite cascade of effective Hamiltonians in the corresponding energy windows. See Fig. 1 for an illustration. Theorem 1 readily implies that, for any hermitian bounded operator K on H that is independent of a,
in strong resolvent sense, and this generalizes to suitable unbounded K. One could consider an additional interaction potential, for instance of Coulomb type, in which case P KP is a linear combination of the operators i =j P ( ) i,j as in (1.4), but with the sum restricted to angular momenta ≥ . If one adds a confining potential, it is not difficult to show that the convergence in (2.10) is actually in norm. A convenient choice is the harmonic oscillator potential K = N i=1 |x i | 2 , which acts as P KP = (N +L)P , with L = N i=1 z i ∂ z i the total angular momentum operator in the LLL. In particular, for any λ > 0 and ≥ 1 we have
in norm-resolvent sense. This extends to = 0 in the same way as explained in Theorem 1. To prove (2.11), we use the assumption that v is non-negative to bound
This latter operator is compact, and one readily checks that for a sequence of non-negative operators that are dominated by a fixed compact operator, strong and norm-convergence are equivalent. The right side of (2.11) is the sum of two commuting operators on B , which we write for short as γh + λL (2.12) with L = (N + L)P and γ, λ > 0, and we consider the joint spectrum of h and L. For a fixed eigenvalue of L we have a finite dimensional space on which h has nonnegative eigenvalues, and the situation is analogous to the discussion of the Yrast curve in [3, Fig. 1 ]. By varying the ratio λ/γ we can adjust the effective filling factor and thereby change the ground state(s) of (2.12). Indeed, the ground state is determined by the point(s) where a line with slope −λ/γ touches the joint spectrum. For fixed γ and λ small enough (depending on the spectral gap of h ) the unique ground state equals the Laughlin state Ψ L +1 , where h has eigenvalue 0. It is separated from other states with the same or less angular momentum by a spectral gap since the state space is finite dimensional, but the size of the gap might a-priori depend on the particle number N . It is an important, but still unproved, conjecture in FQHE physics that this gap has a strictly positive lower bound independent of N (see, e.g., [7] ). For λ large enough the unique ground state of (2.12) is the Laughlin wave function Ψ L , where h is strictly positive but L takes its minimal value in B .
The norm-resolvent convergence in (2.11) implies convergence of eigenvalues and corresponding eigenvectors, and hence we can conclude the following corollary:
as a → 0. For = 0 this holds with a 2 replaced by (ln(1/a 2 )) −1 .
These results hold on the whole Hilbert space H = L 2 (R 2N ) without symmetry constraints. When restricting to the bosonic and fermionic subspaces, respectively, we have B −1 = B for even (bosons) or odd (fermions), hence it is natural to restrict to such depending on the symmetry. The unique ground state of the right side of (2.11) is now Ψ L +2 for small λ. In particular, Corollary 1 holds with Ψ L +1 replaced by Ψ L +2 in the bosonic subspace for even , and in the fermionic subspace for odd . Remark 2. Our results can be extended to a system in three spatial dimensions with an additional confinement in the third direction. This will be detailed in Section 4, thereby generalizing a corresponding result for the special case = 0 in [3] .
Proof of Theorem 1
3.1. Gamma convergence. It is well known that strong resolvent convergence of operators is equivalent to Γ-convergence of the corresponding quadratic forms in both weak and strong topologies (see [4, Sec. 13] ). Hence we find it convenient to reformulate Theorem 1 in terms of Γ-convergence.
We define the functions 
Theorem 1 is an immediate consequence of the following Proposition.
Proposition 1. For any ≥ 1, the function a −2 F a Γ-converges to 8π b G ( ) as a → 0 both in the strong and weak topology on H. That is, for ≥ 1, (1) for any sequence {a n } n∈N of positive numbers with lim n→∞ a n = 0, and any sequence {ψ n } n∈N in H with ψ n ψ ∈ H as n → ∞,
(2) for any ψ ∈ H and any sequence {a n } n∈N of positive numbers with lim n→∞ a n = 0, there exists a sequence
4)
For = 0, the same holds with a −2 replaced by ln(1/a 2 ), and b replaced by 1.
The proof of Proposition 1 will be given in the remainder of this section. We discuss the case ≥ 1 in detail, and indicate the modifications for = 0 in the last Subsection, 3.5.
Dyson Lemma.
We start with the following Dyson Lemma, so named because Dyson proved a first estimate of this type in 1957 [9] to obtain a lower bound on the energy of a hard core Bose gas. Subsequently this was extended in several ways, see [10, 8, 11] and, for the present context, in particular [3] . Lemma 4 in [3] is stated and proved for = 0, but since in that paper only the three-dimensional case was considered, we shall need an extra discussion for = 0 here, cf. Sec. 3.5.
We again identify x = (x (1) , x (2) ) ∈ R 2 with z = x (1) + ix (2) ∈ C, and write ∂z =
). Lemma 1. For any ≥ 1 and R > aR 0 , and any y ∈ C, we have
where dz stands for the complex line element.
Note that if ϕ is analytic and vanishes like κ(z − y) as z → y for some κ ∈ C, the right side is proportional to |κ| 2 e −|y| 2 .
Proof. For R > aR 0 , consider the expression
where f (x) = f (x/a) with f the minimizer in (2.7) . The Cauchy-Schwarz inequality and the fact that |∂ z f | = 1 2 |∇f | (since f is real) imply that
The term in the first line is bounded above by 4π b a 2 , hence
(3.8)
Integrating by parts and using the variational equation for f (and the fact that f is radial), we also have
We conclude that
(3.10)
To bring this into the desired form, we bound for y ∈ C |x|<R e −|z+y| 2 4|∂zϕ(x)
(3.11)
In particular, changing variables from z to z − y, Eq. (3.5) follows.
By averaging the bound (3.5) over R, we obtain as an immediate corollary
for any non-negative function ρ supported on [aR 0 , R] with ρ = 1.
Lower bound.
We start by noting that, for any ψ ∈ L 2 (R 2 ) of the form ψ(x) = e −|x| 2 /2 ϕ(x), we have the representation
where we denote ∂z = 1 2 (∂ x (1) + i∂ x (2) ) as above. This representation, in combination with (3.12), implies the lower bound
restricts the integration to the set where |x j − x k | ≥ 2R for all j, k = i. We claim that the quadratic form defined on the right side of (3.14) is bounded. In fact, a simple Cauchy-Schwarz inequality implies that ∞ 0 e −r 2 ρ(r)
We shall choose ρ bounded, supported on [R/2, R], and independent of a. In particular, as a bounded quadratic form, the right side of (3.14) is weakly lower semicontinuous. Now given a sequence a n → 0 and ψ n ψ, we obtain from the bound above and weak lower semicontinuity
ϕ(x 1 , . . . , x N ). Consider first the case when ψ ∈ B . Then ϕ is analytic and of the form ϕ(x 1 , . . . ,
in this case. Hence the right side of (3.17) equals
We have e −r 2 ρ(r)dr ≥ e −R 2 , which goes to 1 as R → 0. Moreover, by dominated convergence, we can replace χ i,R by 1 in the limit R → 0, and conclude that
Since R > 0 was arbitrary, this yields the desired lower bound. Next, consider the case when ψ ∈ B for some < , but ψ ∈ B +1 (and hence, in particular, ψ ∈ B ). In this case, we can apply the bound (3.17) with replaced by , to conclude that lim inf n→∞ a −2 n F an (ψ) = +∞, as desired. Here we use the fact that the kernel of h equals B +1 , hence ψ is not in the kernel.
Finally, consider the case ψ ∈ B 0 . Then we can simply drop the interaction for a lower bound, and conclude that lim inf n→∞ F an (ψ n ) ≥ √ H 0 ψ 2 > 0. In particular, lim inf n→∞ a −2 n F an (ψ n ) = +∞ for any ≥ 1. This concludes the proof of the lower bound for ≥ 1.
3.4. Upper Bound. It clearly suffices to consider the case ψ ∈ B . In the opposite case ψ ∈ B , we can simply take ψ n = ψ for all n, and use the lower bound (3.3).
For ψ ∈ B , we consider the sequence
where f (x) = f n, (x) = f (x/a n ), with f the minimizer in (2.7). Since f is bounded and converges pointwise to 1 as a n → 0, ψ n → ψ by dominated convergence. Using the representation (3.13), we have
(3.23)
We thus have to bound terms of the form 
Moreover, in the notation of [3] ,
Because of (3.26) and (3.27) we can rely on previous results proved in [3] for the case = 0, in particular Lemma 2 in that paper. We define
and write I as
where ψ ij stands for ψ with a factor (z i − z j ) canceled. Note that by (3.26) we have 3.30) and by (2.7)
When applying inequality (20) in [3] , the first term gives after summation over ij the desired bound a 2 n 8π b ψ|h ψ .
(3.32)
The second term in [3, Eq. (20) ] has the form const.
If v is supported in {|x| ≤ R 0 } then v an is supported in {|x| ≤ a n R 0 }. Pick an R > R 0 and split the integral (3.33) into an integral over {|x| < a n R} and a remainder where v an = 0. The first part of the integral is bounded by ( g)R 4 a 4 n . For |x| > a n R we have
we see that (3.33 ) is smaller than g by a factor a 4 /( +2) n . The whole term I therefore gives (3.32) as the leading contribution.
An inspection of [3, Eq. (21) ], which gives a bound on II, reveals that it is of higher order than R 2 g and vanishes upon multiplication by a −2 n in the limit a n → 0. All together we thus obtain lim sup
In combination with the lower bound, this concludes the proof of Theorem 1 for ≥ 1.
3.5. The = 0 case. The special feature of the = 0 case in two dimensions is that the minimizer f 0 of (2.8) depends on R, and the minimal value of (2.8) depends logarithmically on the parameters. By choosing R appropriately, the basic proof strategy goes through also for = 0, with only minor modifications compared to the case ≥ 1. Effectively, one is lead to the replacement
with o(1) tending to zero as a → 0 for fixed R. With this replacement the Dyson Lemma in Eq. (3.5) holds also for = 0, and the estimates for the lower bound are obtained in the same way as for ≥ 1, by first letting a → 0 followed by R → 0. For the upper bound the trial function f is defined as f 0 (r/a n ) where f 0 minimizes (2.8) with the choice R = R /a n for some fixed R > 0 independent of n. In particular ∇f (r) = 0 for r ≥ R . Again letting R → 0 after a n → 0 (in order for (3.33) to be negligible compared to (3.31)), we conclude the upper bound ln(1/a 2 n ) −1 (1 + o(1)) 8π ψ|h 0 ψ (3.36) in place of (3.32).
Extension to three dimensions
In this section we shall show analogous results in the three-dimensional case, with a strong confinement in the third direction. Consider a potential V : R → R such that the Schrödinger operator −∂ 2 u +V (u) has a ground state χ ∈ H 1 (R) with corresponding energy E. On L 2 (R 3 ), define h ≥ 0 as
where e 3 = (0, 0, 1) denotes the unit vector in the x 3 -direction. For v ≥ 0 radial and of compact support, we define
The relevant scattering parameters are now given by
for hard spheres. We introduce a sequence of closed subspaces
j , x
j ) and identify (x
Obviously the spaces B can be naturally identified with the corresponding spaces in two dimensions, by simply multiplying functions in the latter spaces by N k=1 χ(x 
where P denotes the projection onto B ⊂ H.
The proof of Theorem 2 proceeds along very similar lines as the one in the twodimensional case, hence we will not present it in full detail here. We merely point out the main differences.
The relevant pre-factor (2 + 1)b naturally arises through 4π(2 + 1)b = min with a factor |z| 2 in place of |x| 2 in (4.3). To see the validity of (4.9), note that for radial functions f we have |z| −2 ∇|z| 2 ∇f = |x| −2 ∇|x| 2 ∇f (4.10)
hence the minimizer of (4.3) is also the minimizer of (4.9). The factor c then results from averaging |z| 2 over the unit sphere. As for Theorem 1, Theorem 2 is proved by showing Γ-convergence of the corresponding quadratic forms. The upper bound follows in the same way as in two dimensions, using (4.9). Note that by definition where σ denotes the surface measure on the sphere.
Its proof can be obtained by following the arguments in the two-dimensional case line by line. Note that if ϕ is independent of x (3) and analytic in z, we have where dz is again the complex line element. The right side is independent of R in this case, and coincides with the corresponding expression in two dimensions. Using that, as an H 1 -function, χ is uniformly Hölder continuous, one easily sees that The remainder of the proof of the lower bound then proceeds as in Section 3.3. Assuming the potential V to be confining, i.e., lim t→±∞ V (t) = +∞, and adding an additional confining potential λ N i=1 |z i | 2 in the perpendicular directions, the analogue of Corollary 1 can be seen to hold in the three-dimensional case as well. The relevant Laughlin wavefunctions are simply given by (1.1) multiplied by N k=1 χ(x
k ), the ground state in the direction of the magnetic field.
