In this paper we provide a systematic investigation of a family of composed aggregation functions which generalize the Bonferroni mean. Such extensions of the Bonferroni mean are capable of modeling the concepts of hard and soft partial conjunction and disjunction, as well as that of k-tolerance and k-intolerance. There are several interesting special cases with quite an intuitive interpretation for application.
Introduction
The need to aggregate several inputs into a single representative output arises naturally in many practical applications. The research effort concerning aggregation functions, their behavior and properties, has been disseminated throughout various fields including decision making, knowledge based systems, artificial intelligence and image processing. Recent books providing a comprehensive overview include [1, 3, 9, 12] . Logical connectives in fuzzy logic are often modeled by triangular norms and conorms, whereas various means are applied in decision making problems. Weighted and parameterized generalizations of aggregation functions allow the flexibility to model many practical situations, whilst maintaining stable and easily interpreted properties. In other cases, aggregation systems can be employed to provide the desired properties and modeling capability.
In this paper, we investigate modeling capabilities of generalized Bonferroni means. Bonferroni's original function presented in [2] was shown to be expressible as an aggregation system in [13] , composed of arithmetic means and the product. This has an interesting interpretation involving the product of each argument with the average of the rest of the arguments. Yager [13] suggested replacing the simple average with other mean type operators, in particular, the Ordered Weighted Averaging (OWA) function and discrete Choquet integral. Generalizations of this aggregation system were also investigated in [11] (referred to as ABC-aggregation functions) and [14] where the generalized Bonferroni mean was shown to be suitable for modeling various concepts, such as hard and soft partial conjunction and disjunction [6] and boundedness similar to k-intolerance [10] .
The paper is structured as follows. In Section 2 we recall the main definitions which will be used in the rest of the paper. In Section 3 we give our definition of the composed aggregation function called the generalized Bonferroni mean, and we look at generalizing each of the operators that comprise the standard Bonferroni mean. We study its basic properties and their interpretations in Section 4. We study iterative extension of the Bonferroni mean in Section 5 and in Section 6 we study its bounds and its relation to the concepts of partial conjunction and k-intolerance. In Section 7 we show that if all components of the generalized Bonferroni mean are generated by the same generating function, it collapses to a weighted quasi-arithmetic mean. Section 8 concludes.
Preliminaries
We restrict ourselves to aggregation functions defined on [0, 1] n . Overviews of aggregation functions can be found in [1, 4, 12] . Aggregation functions are classed depending on their behavior with respect to the inputs.
Definition 2 An aggregation function f is:
• Averaging if for every x ∈ [0, 1] n it is bounded by min(x) ≤ f (x) ≤ max(x),
• Conjunctive if for every x ∈ [0, 1] n it is bounded by f (x) ≤ min(x),
• Disjunctive if for every x ∈ [0, 1] n it is bounded by f (x) ≥ max(x),
• Mixed otherwise.
Due to the monotonicity of aggregation functions, averaging behavior is equivalent to idempotency, i.e. f (t, t, ..., t) = t. Averaging aggregation functions are also often referred to as means. Means can be defined with respect to a weighting vector. Important examples of weighted means are the arithmetic, geometric and power means. These means are special instances of weighted quasi-arithmetic means.
Definition 4 For a given strictly monotone and continuous function g :
, called a generating function or generator, and a weighting vector w, the weighted quasi-arithmetic mean is the function
Before presenting the definitions of other types of aggregation functions, we recall the definition of the Bonferroni mean [2] , which is the central topic of this paper. Introduced in the 1950s, the Bonferroni mean remained forgotten until recently [13] .
Definition 5 Let p, q ≥ 0 and x i ≥ 0, i = 1, . . . , n. The Bonferroni mean is the function
If n = 2 and p = q, the Bonferroni mean is equivalent to the geometric mean. If q = 0, the Bonferroni mean is the power mean (the power mean, in turn, has the geometric mean as a special case when p = 0). This function has a natural extension to the sum of triples B p,q,r , or even to any k-tuples B k . The Bonferroni mean is an averaging aggregation function. Other important classes of averaging aggregation functions are the OWA function and the Choquet integral. For weighted means, the weight w i is some representation of the importance of the input x i . The OWA function assigns its weights based on the magnitude of the inputs.
Definition 6 Given a weighting vector w, the Ordered Weighted Averaging (OWA) function is
where the (.) notation denotes the components of x being arranged in nonincreasing order
The OWA is capable of expressing a number of order statistics such as the maximum function where w = (1, 0, ..., 0), the minimum for w = (0, ..., 0, 1).
It is also convenient for giving the median w k = 1, for n = 2k + 1 (n is odd) or w k = w k+1 = 0.5 for n = 2k (n is even) and w i = 0 otherwise.
Averaging aggregation functions are sometimes measured by their closeness to the maximum (the orness degree) or minimum (the andness degree) [5] .
Definition 7
The measure of orness of an averaging aggregation function f is
Its measure of andness is
Clearly, andness and orness are complementary, i.e. andness(f ) = 1 − orness(f ). The orness degree, also known as the attitudinal character, of an OWA is conveniently given by
The orness of a weighted arithmetic mean is 0.5. There are formulas for calculating the orness of the geometric mean and the Choquet integral, however in the case of most means, only special cases are known.
An averaging function with 0.5 < andness(f ) < 1 is referred to by Dujmović as a partial conjunction (PC) [8] . We will sometimes refer to hard and soft partial conjunction or disjunction [6, 7] .
Definition 8 An averaging function with 0.5 < andness(f ) < 1 is said to be a hard partial conjunction (HPC), where
If this does not hold, the function is said to model soft partial conjunction (SPC).
Definition 9
An averaging function with 0.5 < orness(f ) < 1 is said to be a hard partial disjunction (HPD), where f (x 1 , ..., x n ) < 1 ⇐⇒ x i < 1, ∀ i. If this does not hold, the function is said to model soft partial disjunction (SPD).
Conjunctive and disjunctive functions are important for modeling logical connectives (AND and OR), as well as various other types of aggregation, for instance in multi-criteria problems where it is desired that all of the criteria be satisfied. Archetypical examples of conjunctive functions are triangular norms (t-norms). Triangular conorms (t-conorms) are related to t-norms by duality, and represent the archetypical examples of disjunctive functions. By associativity, t-norms and t-conorms can be expressed for any number of arguments. For certain families of t-norms, this process is made simpler by the use of generating functions. Continuous Archimedean t-norms can be expressed by use of their generators as
where g : [0, 1] → [0, ∞] with g(1) = 0 is a continuous, strictly decreasing function and g (−1) is the pseudo inverse of g, i.e.,
A t-norm is called strict if it is continuous and strictly increasing on ]0, 1] 2 . Strict t-norms are Archimedean. Additive generators of strict t-norms satisfy
). The diagonal and inverse diagonal of an aggregation function play an important role in this paper.
If f (t, t) is continuous and strictly increasing, the diagonal is invertible. The diagonal of a strict t-norm T with a generator g is continuous strictly increasing and is given by d T (t) = g −1 (2g(t)), and hence invertible, with d −1
Generalizations of the Bonferroni Mean
We can easily see from Eq. (1) that B p,q is an averaging aggregation function. In the case of equal indices p = q and n > 2, the Bonferroni mean models a soft partial conjunction. This means that we can have the case B p,p (x) > 0 even if some criteria are not satisfied, i.e. some of the x i are equal to zero. However, since we are taking the sum of products, if there exists at least one pair {i, j} such that x i , x j > 0 then it follows that B p,p (x) > 0. In other words, at least two criteria must be partially satisfied to avoid a zero score overall.
The interpretation of this characteristic could be similar to that of an OWA function with w 1 = 0, however there is a key difference. This type of OWA function excludes the greatest input from consideration in the score, and hence fails to satisfy some desirable properties, such as strict monotonicity in ]0, 1[ n . The Bonferroni mean, on the other hand is strictly monotone on the domain ]0, 1] n . The parameters p, q make it reasonably flexible for modeling various degrees of conjunction/disjunction. Where the ratio p q approaches ∞ or 0, the Bonferroni mean behaves similar to the max operator (with the exception of near the boundary when one variable is 0, see Fig. 1 for graphical representations).
Later in the paper, we will extend the Bonferroni mean to the sum of triples or k-tuples. In these cases, the minimum number of non-zero variables required to give an output greater than zero will be |k| whenever n > |k|. Increasing |k| allows the users to specify an arbitrary number of criteria that must be met before the function will give a non-zero score.
By rearranging the terms, the Bonferroni mean is expressed as
We note here that the Bonferroni mean is the (p + q)-th root of the arithmetic mean, where each argument is the product of each x p i with the arithmetic mean of the remaining x q j . Let us consider a special case p = q = 1, i.e.,
We see that each argument of the outer arithmetic mean is the product of the argument x i with the average of all other x j , j = i. So each term models a conjunction of the i-th criterion with the average satisfaction of the rest of the criteria, x i AND (the average when x i is absent) .
We will use the notation x j =i to denote the vector in [0, 1] n−1 that includes the arguments from x ∈ [0, 1] n in each dimension except the i-th, x j =i = (x 1 , . . . , x i−1 , x i+1 , . . . , x n ). We generalize the Bonferroni mean as follows.
C . The generalized Bonferroni mean is given by
2 >, which defines the parameters of a generalized Bonferroni mean. The diagonal will be d C (t) = t 3 , hence d
Example 2 We recover the original Bonferroni mean when
q is the power mean, and C(x, y) = x p y q . It is easy to check that d C (t) = C(t, t) = t p+q which gives d −1
In the following subsections we will consider the interpretations and effects of replacing the two arithmetic means in (2) with other averaging functions following [13] . We will also investigate alternative conjunctive functions to the product, before presenting an overall general form and its properties in Section 4.
Replacing the Outer Mean
We firstly consider an averaging function M 1 (which can be symmetric or weighted) to replace the outer arithmetic mean. This gives the expression:
where A is the arithmetic mean of n − 1 arguments.
When M 1 is a weighted mean, the weights corresponding to each x i are naturally interpreted as the importance of each predicate x i AND the remaining.
Example 3 Take M 1 as the projection to the first coordinate operator M 1 (x) = x 1 , which can be seen as WAM with w = (1, 0, . . . , 0). Then
This function takes the conjunction of this first criterion with the average of those remaining. This means that if x 1 is low, or the average of x j =1 is low, the output will be low. The w 1 = 1 is then suggesting that x 1 is mandatory, but not sufficient. Similar interpretations follow for cases where w i = 0 for all except a few i.
Example 4 Take M 1 as an OWA function with w = (1, 0, . . . , 0). Then
i.e., the product of the highest input and the average of those remaining.
Replacing the Inner Mean
Let us now substitute an averaging function M 2 for the inner arithmetic mean. The Bonferroni Mean can be expressed as:
As we will establish in a more general case, B M 2 remains an averaging aggregation function. Let us look at some special cases.
Example 5 One interesting case is where M 2 is an OWA function OW A w . Then we have
.
Consider the case w 1 = 1, i.e. OW A w (x j =i ) = max(x j =i ). This would then simplify to,
This is the product of the largest input and an arithmetic mean whose arguments are the remaining inputs with their highest duplicated.
Example 6 Now consider OW A w (x j =i ) = M edian(x j =i ) for n even, i.e. n = 2k, n − 1 = 2k − 1. For a given input x, we have two cases: we let M edian(x j =i ) = x (k) where x i ≤ x (k+1) and M edian(x j =i ) = x (k+1) where
Let us now consider a weighted averaging function as M 2 . Here we need to choose the weights appropriately, so that they are consistent with the application and inputs. Since M 2 is a mean of n − 1 arguments, and when it is multiplied with each x i in (4), it averages a different set of arguments, it will be convenient to define its weighting vectors in some generic way, based on a weighting vector w
Note that for every i, u i sum to one. We can now use inner weighted means M 2 , defined with respect to weighting vector u i whenever M 2 is multiplied by x i in (4) for all i.
Replacing the Product Operation
An important component of the Bonferroni mean is the product operation. Clearly, all three components, the two means and the product, will have an impact on the degree to which the function behaves conjunctively or disjunctively (the andness and orness values respectively). Suppose we have M 1 = M 2 = A, the arithmetic means, and we wish to see how replacing the product affects the function's behavior. We remind that Bonferroni mean models the operations x i AND (the average when x i is absent) .
We now substitute the product, which models AND, with other conjunctive functions C with invertible diagonals.
We express the generalized Bonferroni mean, with p = q = 1 as
C is the inverse of the diagonal d C (t) = C(t, t). In principle we can These functions have the special cases T H 1 = T P the product, and S H 1 = S P the probabilistic sum. The Hamacher family are convenient for the purpose of investigating the effect of C, since they provide a number of comparable functions. That is, given the minimum and maximum, (min and max), the geometric mean G, the arithmetic mean A and the quadratic mean Q, we have the inequality,
Using the formulas from Definition 7 and n = 3, the andness value can be calculated for each of the above functions. Table 1 shows the results.
Clearly, when C = A, the arithmetic mean, the Bonferroni mean reduces to the arithmetic mean. It is interesting to note however, that the maximum andness is reached where C is the minimum, i.e. the strongest t-norm. As C approaches the drastic product, the andness degree approaches the neutral value of 0.5. These behaviors are due to the effect of the inverse diagonal d
−1
C . For C = min, as for all averaging functions, the inverse diagonal is given by d −1 C (t) = t, however for C = T P , the inverse diagonal is √ t, increasing the values to a greater degree than they are pulled down by the product itself.
Properties of the Generalized Bonferroni Mean
Thus far we have considered the interpretations and individual effects of generalizing each of the components of the Bonferroni mean. We now establish several general properties of the generalized Bonferroni mean. Proof. The monotonicity is clear, since B M is an aggregation function. We establish idempotency. Since M 1 , M 2 are idempotent, we have C(t, t) , . . . , C(t, t))
Idempotency is satisfied.
The reverse does not necessarily hold, i.e. if B M is an averaging aggregation function it does not follow that both M 1 and M 2 are averaging, as the following example shows. i be disjunctive, the resulting generalized Bonferroni mean is
which is the geometric mean and hence idempotent.
In previous sections, we have focused on M 1 ,M 2 as averaging aggregation functions. This enables weighted analogues of the Bonferroni mean to be established. The next proposition shows that varying importance with respect to the inputs can only be expressed through either of these components. n and any permutation α of (1, ..., n) it holds
i.e., B M is symmetric.
In some applications it is necessary to model absorbing elements (also called annihilators).
Definition 15 An element a ∈ [0, 1] is an absorbing element or annihilator of an aggregation function f if it follows that f (x) = a whenever x i = a for some i. Proof. Let x 1 = a be an absorbing element of M 2 and C. Then a, a, ..., a) 
This follows from the definition of the diagonal, since d
We will use the subscript d to denote the dual of an aggregation function.
Proposition 3 The dual of a generalized Bonferroni mean
.., x n−1 )))).
Extensions to B k M
We have mentioned the concept of soft and hard partial conjunction and disjunction. The ability of the Bonferroni mean to express these concepts requires extensions to B k . The generalized model is also capable of expressing the Bonferroni mean of triples, B p,q,r (x). This extension of the Bonferroni mean is given by
, which permits the alternative formulation,
We note here the similarity between the standard Bonferroni mean B p,q in Eq. (1) and the inner sum of this equation. The only difference here is that the (p + q)-th root is absent. By taking this into account with our choice of C, we have
We can hence express this extension of the Bonferroni mean in terms of the generalized Bonferroni Mean, i.e. B p,q,r = B M with M =< A, B p,q , x r y p+q >. Let us now look at the special case p = q = r = 1 again. We can generalize the Bonferroni mean iteratively as follows
Definition 16 The iterative generalized Bonferroni mean is
With the choices M 1 = M 2 = A and C being the product, we recover B 1,1,1 . It is immediate that this is an averaging aggregation function. Here we note that functions B k allow us to model expressions like x i AND x j AND (the average when x i , x j are absent) , so that satisfaction of both criteria i and j, and the average of the rest is required. As shown in the next section, this can be useful when modelling mandatory requriements.
Boundedness of the Generalized Bonferroni Mean
We now establish some bounds that may be useful for applications of the generalized Bonferroni mean.
Partial Conjunction and Disjunction
Proposition 4 For a conjunctive C fixed, the strongest Bonferroni mean B M has M =< max, max, C >, and
Proof. Clearly B <max,max,C> ≥ B M for any triple M with the same C, because of monotonicity.
Arrange the inputs in non-increasing order such that
We see from this that regardless of the choices of averaging functions M 1 ,M 2 , the function B M will be bounded by d
In other words, the weaker (more conjunctive) C, the stronger the inverse diagonal and hence the stronger the B M . As C approaches the minimum, B M becomes more conjunctive.
It follows from
This has an interesting interpretation: at least two non-zero inputs are needed to make B M positive. Other behavior can be gathered from the function C and the resulting d C . We have
Consider now generalizations of B 1,1,1 . The strongest iterative generalized Bonferroni mean will be B it M = B it <max,max,C> = B <max,B <max,max,C> ,C> . Since (2) ), the resulting iterative Bonferroni mean takes the form,
where x i , x j , x k are a combination of the three highest inputs (in some particular order, which is irrelevant here). It follows that at least 3 non-zero inputs are required for B it M > 0. Continuing this way, we get a mean which requires at least 4,5,..., and so on inputs to be non-zero. Hence B it M is capable of modeling such averages, when a certain number of criteria must be satisfied.
By using duality, we get an averaging operator, in which several inputs are sufficient (if 2 criteria are fully satisfied, the result is 1), yet contribution of all the inputs is accounted for.
Let us now have a look at M 1 being a projection to the first coordinate operator proj 1 , i.e., a weighted arithmetic mean with the weighting vector
. So satisfaction of the first criterion (x 1 = 0) is necessary for the result to be non-zero. Therefore we model a mandatory requirement.
Unlike other weighted aggregation functions, however, B M still takes into account not only x 1 but all the rest of the arguments. Here we model hard partial conjunction with respect to the first argument, but we insist on accounting for contribution of the other arguments.
Continuing this way, and using iterative generalized Bonferroni mean, B <proj 1 ,B <proj 1 ,M 2 ,C> ,C> , we obtain hard partial conjunction with respect to the first two arguments, but maintain contribution of all other arguments. This way any number of arguments can be made mandatory.
Example 9 A university considers scholarship applications by aggregating 6 individual subject scores with the additional requirement that a minimum of 80% should be achieved in both English (x 1 ) and Mathematics (x 2 ).
A Bonferroni mean B M is used with M =< proj 1 , B proj 1 ,A(x),C 1 , C 2 >. In addition, x 1 , x 2 are defined by threshold transformations based on the raw scores x i such that
Thus B M considers all 6 subjects in the aggregation process, but ensures that the minimum requirements are met. Care needs to be taken with the choice of C so that the weighting effect of the Bonferroni mean's construction is taken into account. For instance, using C = xy results in the expression B M = (x 2 1 x 2 (A(x 3 , x 4 , x 5 , x 6 ))) 1 4 , i.e. the first criterion affects the overall score significantly more than the others. The choices C 1 = xy 4 and C 2 = xy 5 counter this to some extent 1 . Three students are compared below using B M , the standard arithmetic mean A and the geometric mean G. The main advantages of the Bonferroni mean are highlighted by this example. Firstly, that a score is obtained for s 3 using the arithmetic mean, even though the minimum requirement for English is not met. Even if the subjects were weighted using a WAM so that only the average of English and mathematics scores were considered, the resulting function would still give an overall output of 0.5, and further could not distinguish between s 1 and s 2 . On the other hand, the geometric mean ensures that the requirement for English is met, but still penalizes s 2 for a score of 0 in a non-mandatory subject. We see also that B M can still be easily interpreted as an average of the inputs, which is its main advantage over the use of a conjunctive rule to model the mandatory criteria.
Example 10 Consider the following requirement: for the aggregated value to be positive, both x 1 and at least two other inputs must be positive. We can model this with the generalized Bonferroni mean B <proj 1 ,B <max,A,T P > ,T P > , which results in the formula
Clearly the requirement is satisfied, while at the same time the resulting function is idempotent and strictly monotone on ]0, 1] n , and there are no other mandatory inputs except x 1 .
1 The result is a weight of 1 6 allocated to x 1 , x 2 and 4 6 to the arithmetic mean of the remaining four criteria. Increases to x 1 , x 2 hence will not be equivalent to increases of any of x 3 , x 4 , x 5 , x 6 , however this is unavoidable. Alternative choices for C could be used depending on the context.
k-intolerance boundedness
The concept of k-intolerance was introduced by Marichal in [10] in the context of fuzzy measures (capacities) and the Choquet integral. The property, as well as its dual property -k-tolerance, places bounds on the function with respect to the k-th highest/lowest argument.
Definition 17 Let k ∈ {1, ..., n}, and x (1) ≤ ... ≤ x (n) be a non-decreasing permutation of the input vector such that x (k) is the k-th lowest input. An aggregation function f :
, it is said to be k-intolerant.
Definition 18 Let k ∈ {1, ..., n}, and x (1) ≥ ... ≥ x (n) be a non-increasing permutation of the input vector such that x (k) is the k-th highest input. An aggregation function f :
, it is said to be k-tolerant.
The generalized Bonferroni mean is also capable of expressing this through its components. Proof. Permuting the inputs such that
Where C is conjunctive, the boundedness will be associated with the
Proposition 6 Let C be a conjunctive aggregation function, with d C (t) = C(t, t). If M 1 is at most a-intolerant and M 2 is at most b-intolerant, then the function B M is at most h -intolerant, where h = max(a, b + 1).
Further considering construction of function B M we obtain that
As for the function C in the previous case, we can evaluate the output of the function M 1 which is a-intolerant using the following:
Finally we need to determine the value of the inverse diagonal function d
in both cases. Using monotonicity of function C and condition a ≤ b, it is obvious that
Following the definition of the diagonal function d C we have
Analogously in the case of a > b it holds
with h = max(a, b + 1).
Example 11 Let M =< min, min, xy >. M 1 and M 2 are both 1-intolerant (i.e. conjunctive), given (2) . Hence B M is not bounded by x (min(a,b)) but rather by √ x (min(a,b) ) .
Corollary 1 Let C be a disjunctive aggregation function, with d C (t) = C(t, t).
Proof. The proof follows from Proposition 3, Proposition 6 and the fact that
7 Generated T-norm and generated quasi-arithmetic means as components of B M
Consider a system where a generator g : [0, 1] → [0, ∞] with g(1) = 0 is used to generate an Archimedean t-norm C, as well as to generate the quasiarithmetic means M 1 and M 2 . We allow the possibility that the means will have two different weighting vectors, w and u.
Proposition 7 A generalized Bonferroni mean with weighted quasi-arithmetic means M 1 , M 2 and t-norm C generated by the same function g, will be a weighted quasi-arithmetic mean generated by g.
Proof. We will have d C (t) = g −1 (2g(t)), d Clearly, this reduces to a quasi-arithmetic mean with respect to the same generating function g and a weighting vector determined from w and u, which we will denote v,
In some situations the weights will simplify to a general expression. Given the n-dimensional vector u such that u is the n − 1-dimensional weighting vector such that u j = u j 1−u i , the weighting vector v is given by,
In the case where w = u , i.e. where the same importance is allocated to each variable, this simplifies to
This last equation has somewhat the effect of drawing the weights closer to 1 n , i.e. less dispersion.
If generalized OWA are used for the means, the result will draw upon a similar proof. In the proof given above, the indices w i will now correspond with x (i) rather than x i , and the result will be a generalized OWA. The weights for the OWA can be determined from the weighting vectors as: and the function will be symmetric.
Conclusion
We have presented a composed aggregation operator called the generalized Bonferroni mean. This operator models the average of the conjunctive expressions x i AND "the average of the remaining". We considered various mean-type operators to model both averages, and different conjunctive functions to model AND. We investigated the general properties of the Bonferroni means, and in particular proved that for every choice of the means and the conjunctor with invertible diagonal, the resulting function is an averaging aggregation function.
We can summarize the most interesting properties as follows
• The generalized Bonferroni mean can model any number of mandatory but not sufficient requirements (partial conjunction), and by duality, partial disjunction;
• It can model averages in which a fixed number of inputs must be nonzero (for nonzero output);
• It can model k-tolerance and k-intolerance concepts;
• If both means and the conjunctive functions are generated by the same generator, the Bonferroni mean collapses to a quasi-arithmetic mean.
We have presented several examples which show the power of expression of the generalized Bonferroni mean.
