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Abstract
The system under consideration is Einstein’s equation Rµν(g) − gµνR(g)/2 = 8πGTµν for a
pseudo-Riemannian metric g coupled to a semi-linear wave equation for a complex function φ.
Assume that this wave equation on Minkowski space admits a stable solitary wave of the type known
as nontopological solitons. The system is studied in the scaling limit in which the solitons have small
size ε and amplitude δ with δ  δ0ε7/4. It is proved that, for ε sufficiently small, given a solution
of the vacuum Einstein equation, i.e., a Ricci flat pseudo-Riemannian metric γ , there exists a finite
time interval, independent of ε, δ, on which there is a solution of the full system (g, φ) with (g − γ )
small and φ close to a nontopological soliton centred on a time-like geodesic (in appropriate Sobolev
norms).
 2003 Elsevier SAS. All rights reserved.
Résumé
On étudie le problème du mouvement des ondes solitaires dans le système qui contient l’équation
d’Einstein Rµν(g)−gµνR(g)/2 = 8πGTµν et l’équation des ondes non-linéaires. On suppose, dans
le cas de l’espace de Minkowski, l’existence des ondes solitaires qui sont stables dans un certain sens.
Soit γ tel que Rµν(γ ) = 0. On introduit deux échelles : δ pour l’amplitude et ε pour la taille de l’onde
solitaire. On construit des solutions du système avec concentration sur une courbe géodésique dans
la limite quand ε → 0, δ  δ0ε7/4 pour (g − γ ) petit.
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1. Statement of results1.1. Introduction
The Einstein-nonlinear wave system is a system of evolution equations (with con-
straints) for a metric g = gµν dxµ dxν and a complex function φ on a space–time M. It
will be assumed that M is diffeomorphic to [0, t0] × Σ , with Σ diffeomorphic to R3, on
which there is a given co-ordinate system (x0, x1, x2, x3) = (t, x1, x2, x3). Writing New-
ton’s constant as G the equations are:
Rµν − 12gµνR = 8πGTµν(g, φ;Vε,δ), (1.1)
gφ +V ′ε,δ(φ)= 0, (1.2)
where Rµν = Rµν(g),R = R(g) are, respectively, the Ricci and scalar curvatures of g,g is the covariant wave operator and Tµν(g, φ;Vε,δ) is the energy momentum tensor
associated to the potential function Vε,δ; see below and in Sections 1.2 and 1.3 for explicit
formulae. These equations are formally derivable as Euler–Lagrange equations for the
action (1.25). The main result of this article, stated in Section 1.4, is to show that there exist
initial data for (1.1)–(1.2) such that the corresponding solutions exhibit a concentration of
energy along geodesics in a certain limit. The physical significance of these solutions, and
of the limiting procedure involved, will now be explained.
In general relativity the metric g, obtained as a solution of the Einstein equation (1.1),
represents the influence of the matter field φ on the space–time, i.e., the gravitational field
produced by φ. In turn the metric influences the matter field via the appearance of g in the
equation for φ. Recall (e.g., [35, Chapter three]) that it is a consequence of the principle
of equivalence that a test-particle, i.e., a particle of small size and energy, should move
along a geodesic with respect to g. More precisely if, at each time t , φ is zero, or close to
zero, outside of a small region centred at ξ(t), and if the energy is sufficiently small, then
the curve t → ξ(t) must be a geodesic to highest order; of course a proper understanding
requires a precise formulation of the notions “small” and “to highest order”. On the other
hand, for a specific matter field equation such as (1.2), in which the time evolution is
governed by a well-posed Cauchy problem for (1.1)–(1.2), this geodesic motion should be
an analytical consequence of the equations (for appropriate initial data). A proof of this is
here given in the context of (1.1)–(1.2) under conditions which give a precise formulation
of the notions mentioned above. (The result was announced in [33]. The simpler case of a
given metric, corresponding to motion in an external gravitational field, has been treated
in [30].) To obtain a precise mathematical problem it is necessary to specify the type of
initial data and solution which corresponds to a particle as well as the limiting process
corresponding to the test-particle limit. The next two paragraphs address these issues, after
which a brief discussion of the ideas used in the proof is given, followed by some further
comments on related literature and open problems.
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1.1.1. Scaling and the test-particle limit
As just mentioned the test particle limit involves two small parameters: the particle size
and the energy (or amplitude). Correspondingly it is necessary to introduce a two parameter
family of potentials, which is done as follows:
Vε,δ(φ)= δ2ε−2V
(
δ−1φ
) (1.3)
for ε, δ positive numbers. It will be assumed that V is of the form V(φ)= m22 |φ|2 −G(|φ|).
Observing that V ′ε,δ(φ)= δε−2V ′(δ−1φ) it is clear that φ˜ = φ/δ satisfies:
gφ˜ + ε−2V ′(φ˜) = 0, (1.4)
so that the parameter δ scales the amplitude of φ. On the other hand, (1.4) is a nonlinear
wave equation on space–time with metric ε−2g, so that ε acts to scale distances. (The
limit ε → 0 is the limit studied in geometric optics. Here however the focus is on solution
sequences describing energy concentration rather than on those with oscillatory behaviour
as in linear geometric optics.) The aim will be to show that given a vacuum solution to
(1.1)–(1.2) (i.e., a solution with φ ≡ 0) there is, for ε, δ small, a nearby solution in which
δ−1φ is concentrated along a curve which is close to a time-like geodesic. It is to be
expected that restrictions on the manner in which ε, δ tend to zero will arise: in physical
terms for geodesic motion it is necessary not only that the energy and size of the test-
particle approach zero but also that the energy density approach zero at a rate depending
upon ε. In this regard the theorem will be proved under the assumption that ε → 0 with
δ  Cεq (1.5)
for certain q to be specified. Analytically this type of restriction arises as follows:
(i) the geodesic equation itself involves first derivatives of the metric coefficients, so
that it is to be expected that at least C1 control of the deformation of the metric is
required, which in turn follows from Hs control, s > 2.5, which can be deduced from
an estimate for Tµν in Hs−1, and clearly it is crucial that this estimate be uniform in
ε, δ: this uniformity gives rise to conditions like (1.5);
(ii) the standard local existence theory for the Einstein equation is for g in Hs, s > 2.5,
so that uniform estimates of Tµν ∈ Hs−1 will be required. It thus turns out that any
improvements in local existence theory (i.e., reducing the value of s for which well-
posedness holds) would probably not impact the present problem on account of the
restriction entailed by (i).
While it seems to be the case that q > 1 is needed it is not clear what the optimal
value of q should be to allow a proof of geodesic motion in the test-particle limit. The
issues just mentioned suggest that the optimal value might be q > 3/2 since this would
give C1 estimates for the metric deformation. In this paper the result is proved subject to
the condition q  7/4 > 3/2 because the method for estimating φ ∈ Hs (though not g)
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requires integral s so that it is not possible to approach s = 2.5. It is explained in the next
paragraph how these conditions relate to the scaling of the energy.
1.1.2. Solitons and the test-particle limit
Nontopological solitons are exact solutions of the system with G = 0 and g the
Minkowski metric. In order to understand their role in the coupled system (1.1)–(1.2) it is
useful first of all to write (1.4) in terms of the scaled co-ordinates X0 = T = t/ε,X = x/ε
in terms of which the metric becomes
ε−2gµν dxµ dxν = gεµν dXµ dXν with gεµν(T ,X) = gµν(εT , εX)
and the equation becomes
gε φ˜ + V ′(φ˜) = 0. (1.6)
It is natural to view (1.6) as a deformation of the ε = 0 case in which the metric gε = g0
is flat and constant coefficient,
g0 = −q2 dT 2 + hij dXi dXj (1.7)
with q,hij constant and strictly positive. Since a linear change of co-ordinates can be made
to transform this metric into the Minkowski metric η = −dT 2 +(dX1)2 +(dX2)2 +(dX3)2
there is a complete correspondence between solutions with metric (1.7) and the Minkowski
case.
In the Minkowski case (1.6) reads
∂2T φ −
φ +m2φ = β
(|φ|)φ (1.8)
with β defined by G′(s) = sβ(s). Notice that this equation is invariant under the action
of S1 by phase rotation and under the Poincaré group. Assume that for ω ∈ (−m,m) there
exists a stable solution of the form
φ(T ,X) = eiωT fω(X) (1.9)
with fω > 0 a nonincreasing and radial solution of the semi-linear elliptic equation:
−
fω +
(
m2 −ω2)fω = β(fω)fω. (1.10)
(Existence, uniqueness and stability of these solutions (for appropriate V) is well under-
stood: see [2,17,25,27–29,32] and references therein and the summary in Appendix A.1.)
They are stable only for certain ω lying inside a set I given in (A.11). Application of
Lorentz transformations leads to solutions which are centred on an arbitrary time-like
straight line. Since the equation is also invariant under translation and phase rotation this
gives in total an 8 parameter family of solutions parametrised by centre Ξ , velocity u,
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phase θ and frequency ω. Writing one of these soliton solutions as φ0(T ,X) the test parti-
cle limit corresponds to the rescaling,
φ
ε,δ
0 (t, x)= δφ0(t/ε, x/ε).
Writing eε,δ for the energy of such a solution in a ball of radius ε about the centre it
follows that eε,δ ∼ cδ2ε. Hence (1.5) implies that eε,δ ∼ cε1+2q so that the energy density
∼ cε2(q−1). Thus q > 1 ensures that the energy density approaches zero in the limit, which
is certainly expected to be a requirement for a proof of geodesic motion in the test-particle
limit. The argument above suggests that the best attainable (using the method of proof
adopted here) is probably for the energy density to scale like distance ε.
1.1.3. Techniques
The construction of solutions to (1.1)–(1.2) representing solitons concentrated on
geodesics requires:
(i) estimates for the deformation of the metric induced by the right-hand side of (1.1),
(ii) a construction of solutions to (1.2) which look like (1.9) but are centred on a curve
close to a geodesic.
The estimates must be uniform in ε, δ, subject to (1.5), and the construction in (ii) must
give control in a sufficiently strong norm to allow (i) to proceed. To explain the ideas in the
treatment of φ it will be most convenient to introduce a cotangent space parametrisation
for the solitons, as given in Section 1.3 for geodesics, so that the momentum p will be used
in place of velocity. Thus at each time the soliton solution is determined by a point in the
set
O = {Λ= (ω, θ,Ξ,p) ∈R2 × T ∗Σ: |ω|<m} (1.11)
with p related to u by the Legendre transformation (1.35).
Lemma 1.1. Given a flat metric (1.7) there exists a vector field V0 on O whose integral
curves generate solutions to (1.6) with g = g0 according to the exact formulae in
Appendix A.1.
For co-ordinates on O write ΛA, with A ∈ {−1,0,1,2,3,4,5,6} to indicate {ω,θ,Ξ1,
Ξ2,Ξ3,p1,p2,p3} in that order. As just mentioned the stable solitons are those for which
ω ∈ I, i.e., Λ ∈Ostab the subset of O defined by:
Ostab ≡ {Λ ∈O: ω ∈ I}. (1.12)
Now on flat space–time the integral curves of V0 project onto straight lines Ξ = uT for u
constant (given in terms of p by (1.35)). As discussed above, in the case of a curved space–
time it is to be expected that these straight lines will be replaced by time-like geodesics
(at least in an appropriate limit ε, δ → 0), and it is precisely this that will be proved in
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this paper. This suggests the introduction of a vector field Vg1 such that integral curves of
gV0 + εV1 project onto geodesics; see Appendix A.1 for formulae. The technique used to
construct the soliton solutions to (1.2) entails a further deformation of this vector field to
V0 +εVg1 +εVe1 +ε2V2 and a proof of the existence of a solution to (1.2) close to a soliton
solution whose parameters are an integral curve of this new vector field. The construction
is carried out using a first order in time formalism for U = (φ, ∂T φ) solving (1.43). The
exact solutions determined by a point Λ ∈ O will be written US(· ;Λ,g0) with g0 a flat
metric as in (1.7). (To be precise this means that T → US(· ;Λ(T ), g0) solves (1.43) as
long as T → Λ(T ) is an integral curve of V0 and the metric is g0; see Appendix A.1 for
explicit formulae, etc.) The criterion used to determine the deformation of the vector field
involves orthogonality conditions with respect to the symplectic form determined by the
undeformed metric γ :
Ω(U˜,U ′)=
∫ √ |detγ ε|
−γ ε00
[〈U˜1,U ′2〉− 〈U˜2,U ′1〉]dX. (1.13)
(Here the nonbold face γ refers to the induced Riemannian metric on a constant t slice Σ .
The precise factor involving the metric in the integrand is not important.) In words the
construction involves a decomposition of U into a soliton US plus a remainder εU˜ :
U = US + εU˜
with the remainder required to lie in the symplectic normal space of the soliton
submanifold, i.e.,
Υ ≡
(
U˜ ∈H 1 ×L2: Ω
(
U˜, ∂US
∂ΛA
)
= 0; ∀A ∈ {−1,0,1,2,3,4,5,6}
)
, (1.14)
see Section 3 and Appendix A.1 for details. This technique is an outgrowth of the approach
to stability for (1.9) developed in [32]; see [1,22,36] and references therein for related work.
The present article, the main result of which was announced in [33], further develops
the work of [30] to allow for a simultaneous deformation of the metric, as required to
treat the full system comprising (1.1)–(1.2). Another new feature here is the necessity of
proving boundedness (uniform in ε, δ) of φ in higher Sobolev norms strong enough to
allow the perturbative treatment of the Einstein equation (1.1). The estimates for φ are
obtained as energy estimates associated to the differential operator ζ defined just prior to
Theorem 3.1. To motivate this definition recall that solitary wave solutions are annihilated
by a differential operator: in the present case the solutions (1.9) are annihilated by ∂T − iω.
Generalising this, the solutions on flat space φ0(T ,X) introduced above (boosted to travel
at velocity u) are annihilated by the operator:
ζ = ∂T + ui ∂
∂Xi
− iωq
γ¯
,
where γ¯ is the Lorentz contraction factor. The existence of such operators is a characteristic
of relative equilibria in Hamiltonian systems (“generalised solitary waves”); see, e.g.,
D.M.A. Stuart / J. Math. Pures Appl. 83 (2004) 541–587 547
[17,24]. It is to be expected that a generalisation of ζ should play an important role
in obtaining estimates for the solutions which generalise φ0 on a general space–time,
hence the important role of ζ in Theorem 3.1 and Section 3. The other crucial ingredient
in the analysis of (1.2) is E the Hessian of the “augmented Hamiltonian” defined in
Appendix A.1, a standard construction in the study of relative equilibria in Hamiltonian
theory [24]. Estimates for the Einstein equation (1.1) are obtained using the gauge
condition (1.44), a well-known generalisation [18] of the original “harmonic co-ordinate
condition” used in [13], which appears to be natural in perturbative studies (see [14,15] and
references therein). Estimates for the metric can then be obtained in Hs, s > 2.5, using the
ideas of [19]; see also [34, Chapter 5].
1.1.4. Context
This paragraph is a brief attempt to place the present work in context but is not
intended as an exhaustive survey of related work. In a previous article [30,31] the nonlinear
wave equation (1.4) was studied with g a fixed pseudo-Riemannian metric, corresponding
physically to the notion of a soliton moving in an external gravitational field (in the
“geometric optics” limit ε → 0); similar problems for nonlinear Schrödinger equations
are studied in [3,21].
The problem studied here, that of obtaining equations of motion for test-particles for
Einstein’s equation coupled to a matter field, is one of various singular limits of interest in
general relativity. Other prominent examples [16,26] are the Newtonian limit, geometric
optics and, rather closely related to the present work, the relativistic n body problem for
well-separated matter distributions. There has been a large amount of formal asymptotic
work on the question of deriving equations of motion from the equations of general
relativity, going back to [12] and even earlier references therein. Modern approaches
use matched asymptotic expansions on manifolds to give a description of the solution
in different regions of space–time (on which different co-ordinate systems may well be
employed); see [8,9] and references therein for a review. These developments have been
motivated at least partially by their relevance to the design of experimental tests for the
theory (see [10] and references therein), for which purpose the computation of higher-
order corrections to geodesic motion (particularly in the context of the n-body problem)
is a very important issue. The result proved here is only a starting point in the attempt
to put these asymptotic theories on a rigorous mathematical basis, here for the case of a
“solitonic” matter distribution. Staying within this type of model it should be possible to
derive rigorously higher-order corrections to geodesic motion in various contexts. Also
an n-body problem can be formulated by postulating initial data corresponding to well-
separated solitons, and a proper understanding of the far-field metric of a soliton together
with the techniques of this article may allow a complete analytic treatment.
Looking beyond the case in which matter is assumed to be solitonic, it is of importance
to obtain results for general matter fields. However it should be expected that in general
it may be necessary to place assumptions not only on the initial data but also on the form
of the solution throughout the time interval of interest (unless the matter field is such that
an analysis which parallels the stability analysis of the solitons given in [32] is possible).
In this regard recall also that [12] emphasised their preference for obtaining equations of
motion on the basis of an analysis of the metric alone rather than the matter field; this
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may be possible using [20]. Finally there is the issue of black hole dynamics which has
been treated from the asymptotic point of view, see [11] and references therein. Again it
is expected that a black hole in a slowly varying background moves along a geodesic but
apparently no complete mathematical proof has been given. However since the stability of
black holes is not properly understood this problem can be expected to be of a higher order
of difficulty.
1.2. Notational conventions and assumptions
1.2.1. Co-ordinates and undeformed metric
Given a co-ordinate system (x0 = t, x1, x2, x3) on M = [0, t0] × R3 a pseudo-
Riemannian metric will be written g = gµν dxµ dxν with Greek indices running over
0,1,2,3 and Latin over 1,2,3; the signature will be taken to be (−,+,+,+). The
corresponding measure on M is dµg = √|detg|dx , while the induced inner product on
the cotangent space T ∗x M will be written gµν(x) so that gµνgνκ = δµκ using the summation
convention.
The undeformed metric is assumed to be a metric on a space–time [0, t0] × R3 of the
form
γ = γ00 dt2 + γij dxi dxj (1.15)
with γ ij the inverse (induced metric on cotangent space) as above. The level sets of t gives
space-like hypersurfaces homeomorphic to R3 at each t1: Σt1 ≡ {t = t1} ≈R3. When there
is no need to specify the value of t the level set will be written Σ ≈R3. The notation g(t)
or g|Σt etc will be used to indicate both the induced Riemannian metric on Σt and the
restriction of g0µ and similarly for any function or section F(t, x) on space–time F(t) will
indicate its restriction F(t, ·) to Σt .
It is assumed that for 0 t  t0 there exists K0 > 1 such that
K−20 −γ00 K20 ,
K−20 |ξ |2  γij ξ iξj K20 |ξ |2 ∀
(
ξ1, ξ2, ξ3
) ∈R3, (1.16)
K−20 |ξ |2  γ ij ξiξj K20 |ξ |2 ∀(ξ1, ξ2, ξ3) ∈R3.
It will also be assumed that γ is C2 and ∂αt,xγ are in L2(R3) for all space–time multi-
indices α with 1 |α| 4 with
‖∂γ ‖H 3  L0. (1.17)
These conditions are now extended at time t = 0 to the weighted Sobolev spaces Hs,w, and
corresponding class of metrics Mets,w, defined in Appendix A.3: the function √−γ00(0)
(called the lapse function at t = 0) is such that √−γ00(0)− 1 ∈ H 4,−1 while the induced
Riemannian metric γij (0) ∈Met4,−1(Σ0) and ∂tγij (0) ∈ H 3,0(Σ0). This is done solely
in order to solve the constraint equations using a modification of the technique of [6] as is
explained in Appendix A.3.
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Also assumed given will be orthonormal frames for the cotangent bundles of the
I 3slices Σt , i.e., 3 mutually orthogonal one-forms {A (t, x)}I=1 of unit length (a triad);
upper case roman letters I, J, . . . will be used to label these. Thus for each x ∈ Σt there
exists an isometry:
A(t, x) :
(
TxΣt , γ (t)
) → (R3, ·),
V i∂i → AIi (t, x)V i,
(1.18)
where R3 is given the standard inner product X · Y = ∑3I=1 XIY I = XIYI. (Using this
inner product there is no need to distinguish between upper and lower indices, so that
when I, J, . . . appear they may do so as either an upper or a lower index.) It follows that∑3
I=1 AIi AIj = γij so that A can be thought of as a square root of γ . Indeed since the co-
ordinate system is fixed throughout this paper we can take A, as a matrix, to be the unique
symmetric square root of γ and explicit designation of dependence on the frame A will be
omitted.
The following conditions on the initial data of γ are needed only in the proof of the
existence theorem for the constraint equations. Define, on the initial hypersurface Σ0, the
tensor:
κij (0)= −γ ik(0)∂tγkj (0)/
(
2
√−γ00(0) )
and assume that trκ(0) is constant. Also it is required that (γ (0), κ(0)) lies in the space
Met4,−1(Σ)×H 3,0(Sym(T ∗Σ,T ∗Σ)) defined in Appendix A.3.
1.2.2. Norms
Given a function f (t, x) on space–time M its restriction to Σt is written f (t) and
‖f ‖Hsε (Σt ) means the magnitude of f (t) in the scaled Sobolev norm
‖f ‖2Hsε =
s∑
|α|=0
ε2|α|−3‖∂αf ‖2
L2(Σt )
, s ∈N.
If ε = 1 it is omitted to give the standard Hs norm. The weighted Sobolev norms Hs,w
used for the initial data are defined in Appendix A.3.
1.2.3. The potential
For a potential of the form
V(φ)= m
2
2
|φ|2 −G(|φ|) (1.19)
the following formulae give the first and second derivatives:
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V ′(φ, φ˜)=m2〈φ, φ˜〉 −G′(|φ|) 〈φ, φ˜〉 ,|φ|
V ′′(φ, φ˜1, φ˜2) =m2〈φ˜1, φ˜2〉 −G′
(|φ|) 〈φ˜1, φ˜2〉|φ|
−
(
G′′
(|φ|)− G′(|φ|)|φ|
) 〈φ, φ˜1〉〈φ, φ˜2〉
|φ|2 ,
(1.20)
with 〈 , 〉 the standard real inner product on C; using this inner product to identify C and its
dual leads to the corresponding formulae for the gradient V ′ :C→C and its linearisation:
V ′(φ)=m2φ −G′(|φ|) φ|φ| ,
V ′′(φ, φ˜)=m2φ˜ −G′(|φ|) φ˜|φ| −
(
G′′
(|φ|)− G′(|φ|)|φ|
) 〈φ, φ˜〉φ
|φ|2 ,
(1.21)
in which case the linear operator φ˜ → V ′′(φ, φ˜) is denoted V ′′(φ).
In this paper it is assumed that V ′′′ has at most linear growth:∣∣V ′′′(φ)∣∣ c(1 + |φ|) (1.22)
although it would be possible to weaken this assumption with some further care as in [30].
1.2.4. Freezing the coefficients
Given a point x ∈ Σt evaluation of the metric coefficients g will be denoted Frx g;
also given a point λ = (ω, θ ,x,p) ∈O ⊂ R2 × T ∗Σ define, with slight abuse of notation,
Frλ g = Frx g, i.e.,
(Frλ g)µν = (Frx g)µν = gµν(t,x).
1.2.5. Curvature conventions
The Christoffel symbols and Riemann tensor of g are:
Γ αβγ (g)=
1
2
gαδ(∂βgδγ + ∂γ gβδ − ∂δgβγ ), (1.23)
Rαβγ δ(g)= ∂γ Γ αβδ − ∂βΓ αγ δ + Γ αγλΓ λβδ − Γ αβλΓ λγ δ. (1.24)
The Ricci curvature is Rµν(g)=Rαµαν(g) and the scalar curvature is R(g)= gµνRµν(g).
The argument (g) will be omitted when no confusion is possible.
1.3. The equations
The system under consideration is formally derivable as the Euler–Lagrange equation
associated to the action,
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S(g, φ)=
∫
R(g)dµg + 8πG
∫ {
−1
2
gµν 〈∂µφ, ∂νφ〉 − Vε,δ(φ)
}
dµg, (1.25)where R(g) = gµνRµν(g) is the scalar curvature associated to g (see Section 1.2 for
notation) and Vε,δ(φ) = δ2ε−2V(δ−1φ) is the rescaled potential as discussed in the
introduction. Using the form of potential in (1.19) this leads to the following equation
for φ:
∂µ
(√|detg|gµν∂νφ)− 1
ε2
√|detg|(m2φ − β(δ−1|φ|)φ)= 0. (1.26)
This can be written as a second-order hyperbolic equation:
∂2t φ =Aij ∂i∂jφ + 2A0j ∂t ∂jφ +B0∂tφ +Bj∂jφ + δε−2
(
g00
)−1V ′(δ−1φ)
= L(g)φ + δε−2CV ′(δ−1φ), (1.27)
where L(g) is the linear operator defined by the first four terms on the right-hand side of
the first line and where the Aij , . . . ,Bj ,C are determined from the metric g according to
Aij = Aij(g)≡ −gij /g00, Bj = Bj(g)≡ −1√|detg|
1
g00
∂µ
(√|detg|gµj ),
A0j = A0j(g)≡ −g0j /g00, B0 = Bj(g)≡ −1√|detg|
1
g00
∂µ
(√|detg|gµ0) (1.28)
and C = C(g) ≡ (g00)−1. (The A’s are not to be confused with the frame (1.18).) In first-
order form (1.27) becomes the following equation for U = (U1,U2) = (φ, ∂tφ):
∂tU =A(g)U +N(U,g, ε, δ) (1.29)
with
A(g)U = (U2,Aij ∂i∂jU1 + 2A0j ∂jU2 +B0U2 +Bj∂jU1)
and N(U,g, ε, δ) = (0, δε−2(g00)−1V ′(δ−1φ)) with the additional convention that
N(U,g)=N(U,g,1,1). In the case of a flat constant metric g = g0 the exact solutions
of type (1.9) are written US(· ;λ,g0); see Appendix A.1 for formulae.
The condition that the action (1.25) be critical with respect to variations of the metric
leads (formally at least) to the Einstein equation (1.1) with energy momentum tensor given
by:
Tµν(g, φ;Vε,δ) = 〈∂µφ, ∂νφ〉 − 12gµν
[〈∂µφ, ∂νφ〉gµν + Vε,δ(φ)]. (1.30)
It is useful to define:
Einε,δµν (g, φ)≡Rµν −
1
2
gµνR − 8πGTµν(g, φ;Vε,δ). (1.31)
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An alternative formulation of Einstein’s equation is:Rµν(g) = 8πGQµν(g, φ) with Qµν(g, φ)≡ Tµν − 12gµνT , (1.32)
where T = gµνTµν . Substituting for Rµν(g) from the contracted (1.24) leads to
−1
2
gαβ∂α∂βgµν + 12
[
gαβ(gνλ∂µ + gµλ∂ν)
]
Γ λαβ(g)+Hµν(g, ∂g)= 8πGQµν (1.33)
with H of the form
Hµν(g, ∂g) =
∑
C
αβγ
ρσλµν(g)∂αgβγ ∂ρgσλ (1.34)
with all the C•• (g) polynomial in the gαβ and gαβ .
1.3.1. Geodesics
Consider the geodesics with respect to the undeformed metric:
γ = γ00 dt2 + γij dxi dxj .
It is convenient to use the Legendre transformation to write the corresponding geodesic
evolution in cotangent space variables (corresponding to the Hamiltonian view of the
corresponding flow). A curve in cotangent space can be written t → (ξ(t),π(t)) ∈ T ∗ξ(t)Σ .
The corresponding velocity and Lorentz contraction factor are given, respectively, by:1
uj = √−γ00(t, ξ)γ jk(t, ξ)πk/γ¯ , γ¯ =
√
1 + |π |2γ (1.35)
and t → (ξ(t),π(t)) ∈ T ∗ξ(t)Σ is a lifted geodesic if it is an integral curve of the
Hamiltonian
√−γ00(t, ξ)
√
1 + |π |2γ , i.e., if
dξj
dt
= uj = √−γ00(t, ξ)γ jk(t, ξ)πk/γ¯ ,
dπk
dt
= −γ¯ ∂k√−γ00(t, ξ)− √−γ00(t, ξ)∂kγ jl(t, ξ)πjπl/(2γ¯ ).
(1.36)
1.4. Statement of main theorem
The main result is the construction of a solution of (1.1)–(1.2) with δ−1φ “close” to a
rescaled nontopological soliton. To this end consider a smooth potential function V(φ) as
above with the property that the corresponding wave equation (1.8) admits soliton solutions
fω(x)e
iωt which are stable in the sense of [32] for ω = ω0, i.e., ω0 lies in the stability
1 Recall that γ00 is negative.
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interval I mentioned above and defined in Appendix A.1. The following definition gives
a starting point for this perturbative construction, obtained by “freezing the coefficients”
as in Section 1.2. This means to construct a soliton centred at x(t) we evaluate the metric
coefficients there:
q(t)= Frx(t)√−γ00 = √−γ00
(
t,x(t)
)
, hij (t) = Frx(t) γij = γij
(
t,x(t)
)
.
So hij (t) is the inner product on Tx(t)Σt , with corresponding norm | · |h; also write hij (t)
for the induced inner product on the cotangent space T ∗x(t)Σt (represented by the inverse
matrix).
Definition 1.2 (Soliton with background metric). Given the metric γ and functions,
t → (x(t),p(t)) ∈ T ∗Σ and t → (ω(t), θ(t)) ∈R2,
a soliton centred at x(t) with momentum p(t), frequency ω(t) and phase θ(t) is defined by
the formula:
φεS(t, x)≡ fω
(
ε−1
∣∣γ¯ Pt (x − x)+Qt(x − x)∣∣h) exp[iε−1(θ − ωpj (x − x)j)], (1.37)
where Pt is the projection operator along the direction of the velocity
uj (t) = q(t)hjk(t)pk(t)/γ¯ (t) and γ¯ (t) is the Lorentz contraction factor
γ¯ (t) =
√
1 + pj (t)pk(t)hjk(t). Finally Qt is the orthogonal complement of Pt with re-
spect to the inner product hij (t) defined by the metric at the point x(t).
Remark. This is a definition motivated by the fact that if Newton’s constant G = 0 and
if γ is a flat constant metric and x = ut there is an exact solution of this form given by
application of a Lorentz transformation to the basic solution φ(t, x)= eiωtfω(x).
Now it is not the case that φεS gives an exact solution except in the G = 0 flat case just
mentioned. Nevertheless the next theorem asserts the existence of solutions close to φεS in
(1.1)–(1.2) with g close to γ as long as x(t) is close to a time-like geodesic. Thus let the
curve
t → (ξ (t),π(t)) ∈ T ∗Σt (1.38)
be a time-like geodesic with respect to γ (lifted to the cotangent bundle). Given a (stable)
frequency ω0 ∈ I and any θ0 define (to specify initial data):
φε0(x)≡ fω0
(
ε−1
∣∣γ¯0P0(x − ξ (0))+Q0(x − ξ(0))∣∣h0)
× exp[iε−1(θ0 − π(0)j (x − ξ (0))j )] (1.39)
with u0,P0,Q0, γ¯0, q0, h0 defined in the same way as u(t),Pt ,Qt , γ¯ (t), q(t), h(t) above
with ξ(0),π(0) used instead of x(t),p(t). Consider the initial value problem for (1.1)–(1.2)
with the following initial data:
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• δ−1(φ(0), ∂tφ(0)) bounded in H 3ε ×H 2ε and with∥∥(δ−1φ(0)− φε0, εδ−1∂tφ + εu0 · ∂xφε0 − iω0q0φε0/γ¯0)∥∥H 1ε ×L2ε  c1ε.
Here Hsε is the scaled Sobolev norm ‖f ‖2Hsε =
∑s
|α|=0 ε2|α|−3‖∂αf ‖2L2 .• (g(0), ∂tg(0)) such that ‖∂(g − γ )‖H 2  c2ε at t = 0 and the constraint equations
Einε,δ0µ(g, φ)= 0 are satisfied on the initial hypersurface. The existence of such data is
ensured by Theorem 1.4 below.
Theorem 1.3 (Main theorem). Consider the initial value problem for (1.1)–(1.2) with
initial data just described. Assume δ  δ0εq holds for q  7/4, and that (1.38) is a time-like
geodesic with respect to the background metric γ described in Section 1.2. Then there exist
positive numbers c∗, t∗, ε∗ such that for ε < ε∗ the solution exists for 0  t  t∗ (with t∗
independent of ε) and there exists t → (ω, θ ,x,p)(t) ∈ C1([0, t∗];R2 × T ∗Σ) such that if
φεS is as above then for 0 t  t∗ there holds:
max
0tt∗
[∥∥∂(g − γ )∥∥
H 2(Σt )
+ ∥∥δ−1φ − φεS∥∥H 1ε (Σt ) + ε∥∥∂t(δ−1φ − φεS)∥∥L2ε(Σt )
+ ∣∣x(t)− ξ (t)∣∣+ ∣∣p(t)− π(t)∣∣+ ∣∣ω(t)−ω0∣∣] c∗ε. (1.40)
1.5. Proof of the main theorem
The main theorem is deduced below from Theorem 1.5. The aim is to construct solutions
of (1.1)–(1.2) perturbatively, starting with a metric of the form (1.15) which is Ricci flat
and using the exact solutions of Section A.1 as building blocks. Write the solution as
(g, ∂tg)= (γ , ∂tγ )+ ε(ψ, ∂tψ), (1.41)
(φ, ∂tφ)= δ
(U1(t/ε, x/ε), ε−1U2(t/ε, x/ε)), (1.42)
with ψ = ψµν dxµ dxν a symmetric
( 0
2
)
tensor which satisfies Eq. (2.2) below and
U = (U1,U2) is a C2 valued function of (T ,X) = (t/ε, x/ε) which satisfies:
∂T U =A(gε)U +N(U,gε), (1.43)
where gε(T ,X) = g(εT , εX) and with A(gε) and N(U,gε)=N(U,gε,1,1) as defined in
Section 1.3.
There are three main ingredients for the analysis:
(1) To produce solutions of the constraint equations, Einε,δ0µ(g, φ) = 0 for the initial data
on the initial hypersurface.
(2) To choose a gauge condition which ensures good estimates for ψ and to obtain these.
The gauge condition used is:
Gλ(g,γ )≡ gαβ(Γ λαβ(g)− Γ λαβ(γ ))= 0, λ ∈ {0,1,2,3}. (1.44)
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(3) To obtain estimates for U − US where US is one of the solitons parametrised by a
2 ∗ 8curve T →Λ(T ) ∈R × T ΣT ≈R , together with estimates for Λ(T ) which imply
geodesic motion of the soliton to highest order. The starting point for the derivation of
these estimates is the following form of the solution:
U = US(· ;Λ,FrΛ γ ε)+ εU˜ (1.45)
with U˜ constrained by (1.14) to lie in the symplectic normal subspace (A.10); explicit
formulae for the solitons US are given in Appendix A.1. The symbol Fr is the “freezing
coefficients” operator defined in Section 1.2 and it will be convenient to write:
FrΛ γ ε = −q2 dT 2 + hij dXi dXj .
The detailed treatment of these issues is reported in, respectively, Appendix A.3,
Sections 2 and 3, while the main conclusions necessary for the proof of the main theorem
are now explained in the next two paragraphs and summarised in Theorems 1.4 and 1.5.
1.5.1. The constraint equations and construction of initial data
Recall that there is given a Ricci flat metric γ = γ00 dt2 + γij dxi dxj of regularity
described in Section 1.2. The initial data for φ are of the form:(
φ(0), ∂tφ(0)
)= δ(U1(0, x/ε), ε−1U2(0, x/ε)) (1.46)
with the following further assumptions on U(0,X)= (U1(0,X),U2(0,X)):
(IM-1) U(0) ∈ H 3,0 × H 2,1 where Hs,w is the weighted Sobolev space defined in
Appendix A.3.
(IM-2) There exists Λ(0) ∈Ostab such that
U(0,X)= US
(
X;Λ(0),FrΛ
(
γ ε(0)
))+ εU˜(0,X) (1.47)
with U˜(0) ∈ Υ (Λ(0),FrΛ γ ε(0)), the symplectic normal subspace to Ostab. (It
is an immediate consequence of the implicit function theorem that if U(0) is
sufficiently close to a stable soliton then such a Λ(0) exists; see [32].) The case
to have in mind is U˜(0, ·)= 0, corresponding to initial data for a soliton.
The initial data for g are of the form:
gµν(0)dxµ dxν = γ00 dt2 + gij (0)dxi dxj , (1.48)
∂tgµν(0)dxµ dxν = ∂tg0µ(0)dt dxµ − 2√−γ00(0)gil(0)klj dxi dxj (1.49)
with klj a symmetric
( 1
1
)
tensor on the initial hypersurface Σ0 = {t = 0}, such that (using
definition (1.31) and the notation in Appendix A.3):
(IG-1) (gij (0), kij ) ∈Met4,−1(Σ0)×H 3,0(Sym(T ∗Σ0, T ∗Σ0)),
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(IG-2) for µ ∈ {0,1,2,3} there holds Einε,δ0µ(g, φ)= 0 on the initial hypersurface,
(IG-3) ∂tg0µ(0) ∈H 2(Σ0) are chosen such that (1.44) holds at t = 0,
(IG-4) there exists a number Ψ0 such that the symmetric
( 0
2
)
tensor ψµν = ε−1(gµν − γ µν)
satisfies ∥∥∂xψµν(0)∥∥H 2(Σ0) + ∥∥∂tψµν(0)∥∥H 2(Σ0)  Ψ0.
Remark. The conditions stated ensure that ∂xgµν(0) ∈H 2(Σ0) and ∂tgµν(0) ∈H 2(Σ0).
Theorem 1.4 (Construction of initial data). Given the background metric γ as in
Section 1.2 and initial data for φ as in (IM-1), (IM-2) there exists ε0, δ0 such that if
0 < ε < ε0 and δ  δ0ε7/4 there exist initial data for g of the form (1.48)–(1.49) satisfying
(IG-1), . . . , (IG-4).
Proof. It can be seen by inspection that the condition in (IG-2) only involves the initial
data (g(0), ∂tg(0),φ(0), ∂tφ(0)). Considering data as in (1.48)–(1.49) this condition is
equivalent to the system of equations F = C − J = 0 for gij (0), kij , φ(0), ∂tφ(0) which
is studied in Appendix A.3 by implicit function techniques (following [6,7]). Since the
background metric γ is assumed Ricci flat it satisfies the vacuum constraint equations
C = 0. Let κlj be defined from γ in the same way that klj is defined from g by (1.49). It
then follows by Theorem A.6 that for ε less than some ε0 there exist solutions in the spaces
specified by (IG-1) and satisfying:
‖g − γ ‖4,−1 + ‖k − κ‖3,0  cε. (1.50)
Furthermore for ε0 sufficiently small it may be assumed that the solution satisfies:
|gµν | + |gµν |K2, g00 K−2, gij ξiξj K−2|ξ |2 ∀(ξ1, ξ2, ξ3) ∈R3 (1.51)
for appropriate K depending upon K0, ε0. Now to handle (IG-3) observe that
Γ λαβ(g)− Γ λαβ(γ ) is schematically of the form
g•
(
∂(g• − γ•)
)+ (g• − γ •)∂γ•.
Now consider the effect on Gλ at t = 0 of making ∂tg0µ(0) nonzero (but keeping
g0j (0)= 0): this changes G0(0) by:
(
g00
)2
∂tg00
and Gj (0) by:
2g00gjk∂t gjk(0)
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(all evaluated at t = 0). It follows that the values can be chosen such that (IG-3) holds and
the following estimates hold:∥∥∂t (g00 − γ00)∥∥H 2(Σ0) + ‖∂tg0j‖H 2(Σ0)  c(∥∥∂x(g − γ )∥∥H 2(Σ0) + ∥∥∂t (gij − γij )∥∥H 2(Σ0))
with c = c(K0,K,‖∂xg‖H 2(Σ0),‖∂xγ ‖H 2(Σ0)), which together with (1.50) implies (IG-4).
1.5.2. Existence and stability theorem
Consider the initial value problem for (1.1)–(1.2) to be solved for g, φ in the form
(1.41)–(1.42) with initial values satisfying (IM-1), (IM-2) and (IG-1), . . . , (IG-4). For εψ
small enough in L∞ the assumptions on γ of Section 1.2 imply the existence of a number
K >K0 such that (1.51) holds.
Theorem 1.5 (Existence and stability). For initial data just described there exists ε1, t∗ > 0
such that for 0 < ε < ε1 and δ  δ0ε7/4 there is a unique solution to (1.1)–(1.2) for
0 t  t∗ satisfying (1.51) and the gauge condition (1.44) with regularity:
(∂xg, ∂t g,φ, ∂tφ) ∈
2⋂
i=0
Ci
([0, t∗];H 2−i ×H 2−i ×H 3−i ×H 2−i). (1.52)
Further there exists a function
t →Λ(t/ε) = (ω(t/ε), θ(t/ε),Ξ(t/ε),p(t/ε))
obtained as an integral curve of the vector field V0 + εVg1 + εVe1 + ε2V2 described in
Theorem 3.1, such that the solution can be written in the form (1.41), (1.42) and (1.45),
and there exist numbers (M0, . . . ,M4) such that for all 0 t  t∗∥∥U˜(t/ε)∥∥
H 1×L2 M0,
∥∥∂ψ(t)∥∥
H 2 M4, (1.53)∥∥U(t/ε)∥∥
Hi×Hi−1 Mi for i = 1,2,3. (1.54)
The time t∗ can be taken independent of ε, δ satisfying the conditions above.
Proof. The local existence theorem in Section 4 gives the existence of a unique local
solution to (1.1)–(1.2) for 0 t  tloc satisfying (1.51) and the gauge condition (1.44) with
regularity as in (1.52). So far there is no control on the dependence of tloc on ε, δ. The
plan is to show the existence of numbers (K,M0, . . . ,M4) and t∗ > 0, independent of ε, δ
sufficiently small obeying δ  δ0ε7/4, such that the solution persists for 0  t  t∗ and
satisfies (1.53)–(1.54). Choosing the numbers M0, . . . ,M4 sufficiently large (depending
upon the initial data) it may be assumed by continuity that the solution of Section 4 will
satisfy these conditions on some time interval.
Estimates for the metric. Choosing ε < ε2 sufficiently small (depending upon
K0,K,M4) will ensure that (1.51) holds for some K >K0. Let such a value of K be fixed
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and write K for the pair (K0,K) and assume ε < ε2 henceforth. The main conclusion of
Section 2 is the following estimate:
max
0t ′t
∥∥∂ψ(t ′)∥∥
H 2  c4
∥∥∂ψ(0)∥∥
H 2 + c˜4t (1.55)
for c4 = c4(K) and c˜4 = c˜4(K,L0,M3,M4), which remains valid for as long as the
solution with regularity just described exists.
Estimates for U . The detailed analysis of (1.43) presented in Section 3 leads to the
conclusion that as long as the solution with regularity (1.52) exists it has the following
properties:
• U can be written as in (1.45) with T → Λ(T ) an integral curve of the vector field
V0 + εVg1 + εVe1 + ε2V2 described in Theorem 3.1, which satisfies
|ω −ω0| l1, |p| l2 and ε|Ξ | l3. (1.56)
Write l for the triple (l1, l2, l3).
• U˜ of (1.45) satisfies:
max
0t ′t
∥∥U˜(t ′/ε)∥∥
H 1×L2  c0
(
1 + ∥∥U˜(0)∥∥
H 1×L2
)+ c˜0t (1.57)
for c0 = c0(K, l,L0,M4) and c˜0 = c˜0(K, l,L0,M0,M4). This estimate is proved in
Section 3.2.
• max
0t ′t
∥∥U(t/ε′)∥∥
H 3×H 2  c3
(
1 + ∥∥U(0)∥∥
H 3×H 2
)+ c˜3t (1.58)
for c3 = c3(K, l,L0,M0) and c˜3 = c˜3(K, l,L0,M3,M4). This estimate is proved in
Section 3.3.
So far it is necessary to restrict t∗ to be less than
min
[
M4 − c4‖∂ψ(0)‖H 2
c˜4
,
M0 − c0(1 + ‖U˜(0)‖H 1×L2)
c˜0
,
M3 − c3(1 +‖U(0)‖H 3×H 2)
c˜3
]
(1.59)
with the requirement that the constants be chosen such that the three quantities appearing
on the right-hand side of (1.59) are positive.
Estimates for Λ. It is shown in Section 3 that the vector field V0 + εVg1 + εVe1 + ε2V2
of which Λ is an integral curve has the properties:
V0,A = 0 if A ∈ {−1,4,5,6},
Vg1,A = 0 if A ∈ {−1,0,1,2,3},
Ve1,A = 0 if A ∈ {−1,4,5,6}.
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It then follows from the bounds in Theorem 3.1 that ∃c5 = c5(K, l,L0,M4,M0) such that∣∣ω(t/ε) −ω(0)∣∣ c5εt, ∣∣p(t/ε) − p(0)∣∣ c5t and ε∣∣Ξ(t/ε)−Ξ(0)∣∣ c5t .
Requiring, in addition to the condition in (1.59), t∗ to be less than
min
[
l1
εc5
,
l2 − |p(0)|
c5
,
l3 − ε|Ξ(0)|
c5
]
(1.60)
it follows that the conditions in (1.56) can be assumed to hold for 0  t  t∗ and t∗ is
independent of ε, δ satisfying the conditions in the theorem statement.
Gauge condition and conclusion. To complete the proof it is necessary to check that
the gauge condition is satisfied throughout the interval of existence for the solution. The
equation of which g = γ + εψ is a solution is not Einstein’s equation (1.1) but rather
Rµν − 12gµνR + δ
∗
gGµν −
1
2
gαβ
(
δ∗gGµν
)
αβ
gµν = 8πGTµν,
where δ∗gGµν = ∇µGν + ∇νGµ. (Here write ∇ for the Levi-Civita connection determined
by g.) Bianchi’s identity and the conservation law ∇µTµν = 0 (which is a consequence
of (1.2)) imply:
∇µ∇µGν + [∇µ,∇ν]Gµ = 0
so that G ≡ 0 as long as G and ∂tG are zero initially. The first of these requirements is true
by construction of the initial data, while the constraint equations of (IG-2) (at t = 0) give:
∇0Gν + ∇νG0 − ∇αGαg0ν = 0
which implies the second. Therefore G ≡ 0 and so the equation above satisfied by g reduces
to (1.1) and the proof of Theorem 1.5 is completed. 
Proof of the main theorem from Theorem 1.5. The existence statement follows
immediately from Theorem 1.5 and so it remains to deduce (1.40). Using the form of
the solution in (1.41)–(1.42) the estimates in (1.53)–(1.54) imply the first line of (1.40).
Introducing x(t)= εΞ(t/ε),p(t) = p(t/ε), θ (t) = θ(t/ε) and ω(t) = ω(t/ε) Theorem 3.1
implies that
dxi
dt
= V0,i + O(ε), dpidt = V
g
1,3+i + O(ε),
dθ
dt
= ε−1V0,0 + Ve1,0 + O(ε),
dω
dt
= O(ε),
(1.61)
where all the O(ε) terms are εc(K, l,L0,M4,M0). From this and the Lipshitz properties
of V0 + εVg1 (which are consequences of the C2 assumptions on γ in Section 1.2) follow
the estimate on the last line of (1.40). 
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2. Stability estimate for metricThe goal of this section is to prove estimate (1.55) for ψ = ε−1(g − γ ). The first stage
is to show that the choice of gauge (1.44) leads to a hyperbolic equation for ψ . Writing Γ
and ˚Γ for the Christoffel symbols associated to g and γ , respectively, (1.33) and the
condition that γ is Ricci flat read:
−1
2
gαβ∂α∂βgµν + 12
[
gαβ(gνλ∂µ + gµλ∂ν)
]
Γ λαβ +Hµν(g, ∂g) = 8πGQµν
−1
2
γ αβ∂α∂βγµν + 12
[
γ αβ(γνλ∂µ + γµλ∂ν)
]
˚Γ λαβ +Hµν(γ , ∂γ ) = 0. (2.1)
Using the gauge condition (1.44), i.e., gαβ(Γ λαβ − ˚Γ λαβ) = 0 this leads to
−ε
2
gαβ∂α∂βψµν − 12
(
gαβ − γ αβ)∂α∂βγµν
+ 1
2
[
gαβ(gνλ∂µ + gµλ∂ν)− γ αβ(γνλ∂µ + γµλ∂ν)
]
˚Γ λαβ
− 1
2
(
Γ λαβ − ˚Γ λαβ
)(
gνλ∂µg
αβ + gµλ∂νgαβ
)+Hµν(g, ∂g)−Hµν(γ , ∂γ )
= 8πGQµν.
This means that ψ solves an equation of the form:
∂2t ψµν =Aij ∂i∂jψµν + 2A0j ∂t ∂jψµν + Fµν, (2.2)
where Aij = Aij(γ + εψ) and A0j = A0j(γ + εψ) are as in (1.28), and with Fµν =
Fµν(φ,γ ,γ + εψ) where
−ε
2
g00Fµν(φ,γ ,g)
= 1
2
(
gαβ − γ αβ)∂α∂βγµν − 12[gαβ(gνλ∂µ + gµλ∂ν)− γ αβ(γνλ∂µ + γµλ∂ν)] ˚Γ λαβ
+ 1
2
(
Γ λαβ − ˚Γ λαβ
)(
gνλ∂µg
αβ + gµλ∂νgαβ
)−Hµν(g, ∂g)+Hµν(γ , ∂γ )+ 8πGQµν.
Lemma 2.1. Given a solution (g, φ) to (1.1)–(1.2) satisfying (1.44) and (1.51) the quantity
ψ = ε−1(g − γ ) satisfies the following estimates throughout its interval of existence:
• The first derivatives are controlled in L2 by:
max
0t ′t
∥∥∂ψ(t ′)∥∥
L2  c
∥∥∂ψ(0)∥∥
L2
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+
t∫
c˜
(
δ2ε−3/2‖U‖ 1 2 + (‖ψ‖ ∞ + |∂ψ| 2))dt ′ (2.3)0
H ×L L L
with c = c(K) and c˜ = c˜(K0,K,‖∂γ ‖L∞,‖∂2γ ‖L2,‖∂g‖L∞,‖∂g‖L2,‖U‖L∞×L∞).
• If in addition s is a positive integer the (s + 1)th derivatives are controlled in L2 by:
max
0t ′t
∥∥∂s+1ψ(t ′)∥∥
L2  cs
∥∥∂s+1ψ(0)∥∥
L2
+
t∫
0
c˜s
(
δ2ε3/2−s−3‖U‖Hs+1×Hs + δ2ε−3|∂sg|L2
+‖ψ‖L∞ +
∣∣∂s+1ψ∣∣
L2
)
dt ′ (2.4)
with cs = cs(s,K) and c˜s = c˜s(K0,K,‖∂γ ‖L∞,‖∂γ ‖Hs+1 ,‖∂g‖L∞,‖∂g‖Hs ,
‖U‖W 1,∞×L∞).
Proof. Recall that under the condition (1.51) the A coefficients defined in (1.28) satisfy:
‖∂A‖L∞  C(K)‖∂g‖L∞, ‖∂A‖Hs  C(s,K)‖∂g‖Hs
(Moser type inequalities). For smooth solutions (2.3)–(2.4) now follow from the wave
equation estimates (A.15)–(A.16) together with the estimates for F in Appendix A.4. For
the solutions in Theorem 4.1 they are proved by writing down the corresponding estimates
for the iterates used in the construction and taking the limit. 
Remark. For present purposes this lemma is applied with s = 1,2. Estimates of the
type (2.4) also exist for noninteger s but since the method of Section 3 only gives integral
derivative estimates for U they will not be used here.
3. Estimates for the matter field
In this section γ is a metric satisfying the conditions given in Section 1.22 and g is a
deformation of this metric satisfying:
• g is a C1 metric with ∂g(t) ∈ H 2(Σt) at each time t ,
• ψ = ε−1(g − γ ) is bounded in W 1,∞(Σt) at each time t
for 0  t  t0. As above the notation γ ε,gε means gε(T ,X) = g(εT , εX), etc. The next
three subsections now obtain the deformed vector field and estimates for U in the manner
2 In fact for this section it need not satisfy those conditions there stated as being needed only for the treatment
of the constraint equations.
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outlined in the introduction: first the vector field is defined so as to ensure that U˜ lies
in the symplectic normal space to the soliton submanifold. The estimates for U are then
obtained by means of the energy estimates in Appendix A.2, using the differential operator
ζ mentioned in the introduction, as well as the quadratic form E of Appendix A.1.
3.1. Existence of deformed vector field
It is assumed that U is a solution of (1.43) with initial data as in Theorem 1.4. The main
result of this section obtains a curve T →Λ(T ) ∈O such that estimates for
U˜ = ε−1(U(T )− US(· ;Λ,FrΛ γ ε))
of the type required follow; the curve is an integral curve of a deformation
V0 + εVg1 + εVe1 + ε2V2.
of the vector field V0 + εVg1 on O. Since the co-ordinates on O are fixed (as explained
following Lemma 1.1) Ve1 and V2 can be identified with R8 valued functions. In fact Λ(T )
will lie inside a subset,
Oεl =
{
(ω, θ,Ξ,p) ∈O: |ω−ω0| l1, |p| l2, ε|Ξ | l3
}⊂Ostab, (3.1)
with the assumption that [ω0 − l1,ω0 + l1] lies inside the stability interval I (see
Appendix A.1). The bold face l means the collection (ω0, l1, l2, l3). Also U˜ will lie inside
the ball
B(N) = {U˜ ∈H 1 ×L2: ‖U˜‖L2×H−1 <N}
which is to be topologised with the H 1 ×L2 norm.
Before stating results it is necessary to make two definitions:
Extension of the velocity to a vector field. Recall that, given the undeformed metric γ ε ,
there exists an orthonormal frame A to the cotangent bundle T ∗Σ at each time
(see Section 1.2). Using this frame A it is possible to extend the velocity u(t) to
a vector field U = U(Λ,γ ε) on Σt . Writing FrΛ γ ε = −q2 dT 2 + hij dXi dXj as
usual, the equation
AIi (εT , εX)Ui/
√−γ00(εT , εX) =AIi (εT , εΞ)ui/q(T ) (3.2)
defines U. Notice that this definition of U implies that the Lorentz con-
traction factor γ¯ = (1 − |U|2
γ ε
/(−γ00))−1/2 is independent of X and equals
(1 − |u|2h/q2)−1/2 everywhere on Σt .
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Differential operator ζ . Given this extension of the velocity define further the differential
εoperator ζ = ζ (Λ,γ ) by:
ζ ≡ ∂T + Ui ∂
∂Xi
− iω
√−γ ε00
γ¯
. (3.3)
Theorem 3.1 (Existence and properties of deformed vector field). For ε < ε3 (with ε3
depending upon l,N,K0,‖∂γ ‖L∞(L∞)) there exist C1 functions:
• Ve1 : [0, t0/ε] ×Oεl →R8,
• V2 : [0, t0/ε] ×Oεl ×B(N) →R8,
with the properties that at each time T
• Ve1,A = 0 if A ∈ {−1,4,5,6} (see comment following Lemma 1.1 for notation).
• |Ve1| c‖ψ‖W 1,∞ , |∂T Ve1| c(‖ψ‖W 1,∞ + ‖∂2ψ‖H 1 ), with c = c(K0,‖∂γ ‖W 1,∞ , l).
• |V2| c = c(K0,‖∂γ ‖W 1,∞ , l,‖U˜‖H 1×L2,‖∂ψ‖H 2 ).
• If T → Λ(T ) is an integral curve of V0 + εVg1 + εVe1 + ε2V2 for 0 T  T2 then
U˜(0) ∈ Υ (Λ(0),FrΛ γ ε(0)) ⇒ U˜(T ) ∈ Υ (Λ(T ),FrΛ γ ε(T ))
for 0 T  T2 where Υ is the symplectic normal space defined in (A.10).
• Furthermore at each time T the estimate∥∥ζUS,1( · ;Λ,FrΛ γ ε)∥∥Lp + ∥∥ζUS(· ;Λ,FrΛ γ ε)∥∥H 1×L2  εc, (3.4)
holds for 1 p ∞ with c = c(K0,‖∂γ ‖W 1,∞ , l,‖U˜‖H 1×L2,‖∂ψ‖H 2 ).
Proof. The deformation of the vector field described in Theorem 3.1 is obtained in such a
way that the condition U˜(T ) ∈ Υ (Λ(T ),FrΛ γ ε(T )), mentioned in the penultimate point
of the theorem, holds for 0  T  T2. The proof consists of a generalisation of the
corresponding treatment in [30] to allow for the simultaneous deformation of the metric
from γ to g. Substitution of (1.45) into (1.43) leads to the equation
∂T U˜ −A(gε)U˜ −D1N(US,gε)U˜ = F (3.5)
with F = FI + FII + FIII + FIV, where
εFI = −
(
A
(
FrΛ(γ ε)
)−A(γ ε))US −N(US;FrΛ(γ ε))+N(US;γ ε),
εFII = −D2US
(
∂T Λ− V0
(
Λ,FrΛ(γ ε)
))−D3US(∂T FrΛ(γ ε)),
εFIII =N
(US + εU˜;gε)−N(US;gε)− εD1N(US;gε)U˜ ,
εFIV = −
(
A(γ ε)−A(gε))US −N(US;γ ε)+N(US;gε).
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In these formulae US = US(X;Λ,FrΛ(γ ε)) and so D2US,D3US refer to the derivatives
with respect to the second and third arguments, i.e., with respect to Λ and the (frozen)
metric coefficients, respectively. The equation is of the form (A.17) for which estimates
are available, in particular if U˜ ∈ Υ (Λ,FrΛ γ ε); this is why the vector field deformation is
chosen in just such a way that this condition is propagated.
Given a function T →Λ(T ) and a metric g define a linear operatorM(Λ,g) by:
MU˜ = (∂T −A(g)−D1N(US(Λ,g), g)) (3.6)
and write M∗ for the adjoint. In the case that g = g0 = −q2 dT 2 + hij dXi dXj is a
flat constant coefficient metric and Λ(T ) is an integral curve of V0 the generalised null
space of M∗ can be described explicitly and is spanned by 8 elements nA(X;Λ,g0); see
[30, Appendix A.6] for explicit formulae. Further there exists an 8 × 8 matrix DAB such
that nA = nA(Λ(T ), g0) satisfy
M∗(Λ,g0)nA =DABnB if ∂T Λ= V0(Λ,g0).
More generally for a metric gε(T ,X) = g(εT , εX) and given a curve T → Λ(T ), the
functions nA(X;Λ(T ),FrΛ(gε)) can be seen to satisfy:
M∗(Λ,gε)nA =DABnB + εJA, (3.7)
where JA = J 1A + J 2A + J 3A with
εJ 1A = −D1nA(∂T Λ− V0)−D2nA
(
∂T FrΛ(γ ε)
)
, (3.8)
εJ 2A =
(
A
(
FrΛ(γ ε)
)−A(γ ε))nA + [D1N(US,FrΛ(γ ε))(nA)−D1N(US,γ ε)(nA)], (3.9)
εJ 3A =
(
A(γ ε)−A(gε))nA + [D1N(US,γ ε)(nA)−D1N(US,gε)(nA)], (3.10)
where again US = US(X;Λ,FrΛ(γ ε)). The following condition is used to determine the
vector field of which T →Λ(T ) must be an integral curve:
〈nA,F 〉 = ε〈JA, U˜〉, (3.11)
where 〈 , 〉 means the L2(dX) inner product at fixed time T . This is chosen so as to ensure
the propagation of the constraint U˜ ∈ Υ (Λ,FrΛ γ ε). The computation of many of the terms
contributing to (3.11) can be transferred directly from [30]; the new terms here are those
arising from the deformation of the metric (the contributions involving FIV and J 3). In the
following it will be assumed always that Λ(T ) lies in the set Oεl of (3.1).
3.1.1. Contributions to left-hand side of (3.11)
(1) 〈nA,FI〉 = MAB(Vg1)B + εVf,A where Vg1 is the vector field defined in (A.8) which
generates the geodesic flow, while Vf is a sum of terms of the form:
ε−1
∫ (A(γ ε)−A(FrΛ(γ ε)))G (3.12)
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with G smooth exponentially decaying and A(γ ε) of the form:A(γ ε) =P(γ ε)+Pµ(γ ε)∂µγ ε
with the P’s polynomial in the metric coefficients γ εµν and the inverse γ εµν ; by
[30, Appendix A.8] |Vf | c = c(K0, |∂γ |W 1,∞, l).
(2) 〈nA,FII〉 = −MABε−1(∂T Λ−V0)B where MAB is an 8×8 matrix which is invertible
with inverse bounded in terms of ω0, l1 for ω ∈ [ω0 − l1,ω0 + l1] ⊂ I. Also MAB = 0 if
A ∈ {−1,4,5,6} and B ∈ {−1,4,5,6} and if E+ (respectively E−) is the linear span
of the basis vectors in the {0,1,2,3} (respectively {−1,4,5,6}) directions, then as
a linear operator MAB acts as an isomorphism E± → E∓. (This is a manifestation
of the fact that the soliton submanifold is symplectic and MAB is essentially the
restricted symplectic form.) These statements follow immediately from the formulae
and calculations in [30, Appendix 9].
(3) 〈nA,FIII〉 = εVn with |Vn| c = c(K, l,‖U˜1‖H 1).
(4) 〈nA,FIV〉 arises due to the deformation of the metric and hence does not appear in [30].
However the structure of the integrals which appear has much in common with those
occurring in 〈nA,FI〉. In any case 〈nA,FIV〉 is a sum of terms of the form:
ε−1
∫ (A(γ ε)−A(gε))F (3.13)
with A,G as in (3.12). To estimate these terms observe that the scaling of γ ε,gε
implies ∥∥∂s(gε − γ ε)∥∥
Lp
 ε1+s−3/p‖∂sψ‖Lp
which is to be used in conjunction with Sobolev’s inequality for ψ . The crucial point
is that 〈nA,FIV〉 is O(ε) unless A ∈ {−1,4,5,6}. Indeed for A = 0 it is identically
zero by inspection (this is related to the S1 phase symmetry of the equation.) For
A ∈ {0,1,2,3} F is a derivative (exactly as in the calculation in [30] just referenced)
and an integration by parts allows the estimate:∣∣〈nA,FIV〉∣∣ εc‖ψ‖W 1,∞ c = c(K0, l,‖g,γ ‖W 1,∞). (3.14)
In the case A ∈ {−1,4,5,6} F is an even function (so no integration by parts is
possible) and3
〈nA,FIV〉 =MAB
(
Ve1
)
B
+ εV e2
with |Ve1|  c‖ψ‖W 1,∞ and |V e2 |  c‖ψ‖W 1,∞ with c as in (3.14) and (Ve1)B = 0 if
B ∈ {−1,4,5,6}. Also |∂T Ve1| cε(‖ψ‖W 1,∞ + ‖∂2ψ‖L2) with c as in (3.14).
3 The MAB factor is inserted for convenience, and it is possible on account of the remarks about MAB above.
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3.1.2. Contributions to right-hand side of (3.11)
As in [30] the contributions from the right-hand side play a subsidiary role, as follows:
(1) ε〈J 1A, U˜〉 = εF˜A + F˜AB(∂T Λ− V0)B , with F˜A, F˜AB continuous functions of t,Λ and
U˜ ∈L2 ×H−1 and are all bounded c‖U˜‖L2×H−1 , c = c(K0,‖∂γ ‖L∞, l),
(2) ε〈J 2A, U˜〉 continuous functions of t,Λ and U˜ ∈B(N) and are all bounded as  εc˜ with
c˜ = c˜(K0,‖∂γ ‖L∞, l,‖U˜‖H 1×L2),
(3) ε〈J 3A, U˜〉 continuous functions of t,Λ and U˜ ∈B(N) and are all bounded εc˜‖ψ‖W 1,∞
with c˜ as in 2.
Combining all of this, (3.11) is equivalent to a condition on ∂T Λ− V0 of the form:
MAB
(
ε−1(∂T Λ− V0)B
)=MAB(Vg1,B + Ve1,B)+ εV˜2,A + εFAB(ε−1(∂T Λ− V0)B).
This implies that if εU˜ is sufficiently small in L2 × H−1 then the condition (3.11)
determines ε−1(∂T Λ− V0)B uniquely at each time in the form:
ε−1(∂T Λ− V0)= Vg1 + Ve1 + εV2
with Vg1 as in (A.8) and Ve1,V2 as described in the theorem. (In this sentence “sufficiently
small” means smaller than some number depending upon K0,‖∂γ ‖L∞, l, or equivalently
that ε < ε4 = ε4(K0,‖∂γ ‖L∞, l,N).) The final statement in the theorem follows immedi-
ately from estimates for the relevant integrals exactly as in [30, Appendix 8]. 
3.2. Derivation of (1.57) (H 1 ×L2 estimate)
The starting point to control U˜ is (3.5), using the estimates in Appendix A.2. Indeed the
H 1 × L2 estimate follows from (A.22) after decomposing the right-hand side of (3.5) as
F =G+H according to the definitions:
G = FIII +FII − FsII, with εF sII = −εD2US
(
Vg1 + Ve1
)−D3US(DΛ FrΛ(γ ε)(V0)),
H = F −G= FI + FsII + FIV. (3.15)
The point of these decompositions is the estimates in the following lemma. (Here it is
assumed that ε < ε2, see the discussion prior to (1.55), so that (1.51) holds.)
Lemma 3.2.
‖H‖H 1×L2  c1, (3.16)
‖ζH‖L2×L2  εc2, (3.17)
‖G‖L2×L2  εc2 (3.18)
with c1 = c1(K, l,‖∂γ ‖H 3 ,‖∂ψ‖H 2) and c2 = c2(K, l,‖∂γ ‖H 3,‖∂ψ‖H 2 ,‖U˜‖H 1×L2).
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Proof. The proofs follow immediately from the estimates for the vector field V in the
previous section and from [30, Appendices 7 and 8]. The assumption (1.22) is used
in the estimate for FIII and the estimate for the second term in FsII uses the scaling
γ ε(T ,X) = γ (εT , εX). For (3.17) it is necessary to estimate:
ε−1
∥∥∂2T ,X(gε − γ ε)∥∥L6(dX)  cε2−3/6∥∥∂2t,xψ∥∥L6(dx)  cε3/2∥∥∂2t,xψ∥∥H 1 ,
where the final inequality follows from Sobolev’s theorem (so that the H 1 norm is
computed in the x variable). 
Referring to Lemma A.2 it follows that if ε < ε5 is sufficiently small that (A.12) holds4
then estimate (A.22) gives:
max
0T ′T
∥∥U˜(T ′)∥∥
H 1×L2  c3
(
1 + ∥∥U˜(0)∥∥
H 1×L2
)+ εc4T (3.19)
with
c3 = c3
(
K0, l,‖∂γ ‖L∞(H 3),
∥∥(ψ, ∂ψ)∥∥
L∞(L∞×L∞)
)
,
c4 = c4
(
K0, l,‖∂γ ‖L∞(H 3),‖∂ψ‖L∞(H 2),‖U˜‖L∞(H 1×L2)
)
.
3.3. Derivation of (1.58) (higher-order estimates)
The aim now is to obtain the H 3 × H 2 estimate for U solving (1.43). First to get an
H 2 ×H 1 result observe that if ∂ is any partial derivative in T ,X then
∂T ∂U −A(gε)∂U −D1N(U,gε)∂U =Φ (3.20)
with
Φ = (Φ1,Φ2) = ∂N(U,gε)−D1N(U,gε)(∂U)
+ (0, [∂,Aij ∂i∂j ]U1 + [∂,2A0j ∂j ]U2 + ∂(Bj∂jU1 +B0U2)).
Notice that ‖∂sgε‖Lp  εs−3/p‖∂sg‖Lp . (Here and below it is assumed that norms of gε
are taken in the X variables while norms of g are taken in the x variable.) It follows that
‖Φ‖H 1×L2 = ‖Φ2‖L2  εc1
(‖U‖H 2×H 1 + ‖U1‖3H 1)+ εc2‖U‖H 2×H 1
with c1 = c1(K, |∂g|L∞) and c2 = c2(K, |∂g|L∞, |∂g|H 1). Now since U is already
controlled in H 1 ×L2 by the previous paragraph it is possible to obtain H 2 ×H 1 control
4 This is ensured by choosing (i) ε5 < ε9 and (ii) ε5 small enough that ε|ψ | < α˜.
568 D.M.A. Stuart / J. Math. Pures Appl. 83 (2004) 541–587
by means of (A.19). This is possible as long as inequality (A.13) holds (which follows as
long as ε < ε6 is sufficiently small, determined analogously to footnote (4)). This leads to
max
0T ′T
∥∥∂U(T ′)∥∥2
H 1×L2  C1
∥∥∂U(0)∥∥2
H 1×L2 +C2 max0T ′T
∥∥∂U1(T ′)∥∥2L2 + εC3T (3.21)
with C1 = C1(K, l,‖∂γ ‖L∞(W 1,∞), |U1(0)|H 1), C2 = C2(K, l,‖∂γ ‖L∞(W 1,∞), |U1|L∞(H 1))
and C3 = C3(K, l,‖∂γ ‖L∞(W 1,∞),‖∂g‖L∞(H 2),‖∂ψ‖L∞(H 2), |U |L∞(H 2×H 1)).
Let ζ be the vector field (3.3), and apply the differential operator ζ∂ , with ∂ any partial
derivative in T ,X, to (1.43) giving:
∂T (ζ∂U)−A(gε)ζ∂U −D1N(U,gε)ζ∂U = Φ˜ (3.22)
with
Φ˜ = [∂T , ζ∂]U +
(
0,
[
ζ∂,Aij ∂i∂j
]U1 + [ζ∂,2A0j ∂j ]U2)
+ ζ∂(N(U,gε))−D1N(U,gε)(ζ∂U)+ (0, ζ∂(Bj∂jU1 +B0U2)) (3.23)
which is to be estimated in H 1 × L2. The first term of the first line is  εc‖U‖H 1×L2
with c = c(K0, l,‖γ ‖W 2,∞). The remaining terms in the first line and those in the third
line are  εc‖U‖H 3×H 2 with c = c(K0,K, l,‖∂γ ‖W 1,∞ , |∂g|H 2). For the middle line it is
necessary to estimate ∥∥ζ∂(N(U,gε))−D1N(U,gε)(ζ∂U)∥∥
for which purpose note the identity:
ζ∂
(
N(U,gε))−D1N(U,gε)(ζ∂U)= (0, ((gε)00)−1V ′′′(U1)(ζU1, ∂U1)+ Err),
where Err is a sum of terms arising from differentiation of the coefficient ((gε)00)−1 either
once or twice, and is immediately estimated as
 εc1
(
1 + ‖U1‖2L∞
)‖U1‖H 1 + εc2(1 + ‖U1‖2L∞)‖U1‖L∞
with c1 = c1(K, l,‖∂γ ‖L∞, |∂g|L∞) and c2 = c2(K, l,‖∂γ ‖L∞, |∂g|H 1). Now note that
(3.4) implies that
‖ζU1‖L2  εc
(
1 + ‖U˜‖H 1×L2
)
with c as in (3.4), and hence (identifying the operator z → V ′′′(U1)(ζU1, ∂U1, z) with a
function written V ′′′(U1)(ζU1, ∂U1)),∥∥((gε)00)−1V ′′′(U1)(ζU1, ∂U1)∥∥L2  εc(1 + ‖U1‖L∞)‖∂U1‖L∞(1 + ‖U˜‖H 1×L2).
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Thus all together the inhomogeneous term is estimated as: ‖Φ˜‖H 1×L2  εc withc = c(K, l,‖∂γ ‖H 3 , |∂g|H 2,‖U‖H 3×H 2 ,‖U˜‖H 1×L2)
and so for ε < ε7 small, again determined analogously to footnote (4), (A.19) gives:
max
0T ′T
∥∥ζ∂U(T ′)∥∥2
H 1×L2  C1
∥∥U(0)∥∥2
H 3×H 2 +C2 max0T ′T
∥∥U(T ′)∥∥2
H 2×H 1
+ εC4T (3.24)
with C1,C2 having the same dependencies as in (3.21) and
C4 = C4
(
K, l,‖∂γ ‖L∞(W 1,∞),‖∂g‖L∞(H 2),‖∂ψ‖L∞(H 2), |U |L∞(H 3×H 2)
)
.
Finally to obtain the full H 3 estimate apply Lemma A.3 to (3.20), under the assumption
ε < ε8 determined analogously to footnote (4), leading to
‖∂U‖H 2×H 1  c
(‖ζ ∂U‖H 1×L2 + ‖Φ‖H 1×L2 + ‖U‖H 2×H 1)
and hence, using the fact that (1.45) implies the inequality ‖U‖H 1×L2  c(K0, l) +
ε‖U˜‖H 1×L2 ,
max
0T ′T
∥∥U(T ′)∥∥
H 3×H 2  C1
∥∥U(0)∥∥
H 3×H 2 +C2
(
1 + ε max
0T ′T
∥∥U˜(T ′)∥∥
H 1×L2
)
+ εC4T (3.25)
with C1,C2,C4 as in (3.24).
4. Local existence theorem
Given the Ricci flat metric γ the aim is to provide a local existence theorem for
the pair (g, φ) solving (1.1)–(1.2) (equivalently (1.26) and (1.33)), using the gauge
condition (1.44). The solution obtained is sufficiently regular that it satisfies the estimates
in the previous two sections. Apart from minor technical modifications the proof is a
special case of the proof of the classical existence theorem for conservation laws (see,
e.g., [23, Theorem 2.1] or [34, Chapter 5]) with the improvement to the required number
of derivatives observed in [19]. The technical modifications arise from the asymptotic
behaviour of the metric at spatial infinity which suggests the spaces Hs defined below
as natural ones for the evolution.
It is convenient, in this section only, to consider ψµν = gµν − γµν in place of gµν , i.e.,
the same ψ as defined in the main text but without the ε scaling factor. The gauge condition
allows us to consider the system of hyperbolic equations formed by (1.26) and (2.2).
(Strictly speaking ψ just defined satisfies an equation differing from (2.2) by some ε factors
due to the different definition of ψ used in this section. However the difference is irrelevant
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as this section on local existence is not concerned with the ε dependence of any estimates,
etc., an issue which is dealt with separately in Sections 2 and 3.) Writing Ψ = (φ,ψµν) for
all variables together these equations form a system of the form:
∂2t Ψ = aij ∂i∂jΨ + 2a0j ∂t∂jΨ −MΨ + f
(
γ , ∂γ , ∂2γ ,Ψ, ∂Ψ
)
, (4.1)
where since gµν = γµν +ψµν ,
aij = aij (γ ,Ψ )= Aij(γ +ψ),
a0j = a0j (γ ,Ψ )= A0j(γ +ψ)
with the A’s as in (1.28) and M =M(γ ,Ψ ) is defined by MΨ = (−m2ε−2(g00)−1φ,0).
Introduce the spaces Hs to be the completion of smooth compactly supported
Ψ = (φ,ψµν) with respect to the norm
‖Ψ ‖2Hs = ‖φ‖2Hs +
∑
µν
‖∂xψµν‖2Hs−1 .
This is a natural space in which to solve the system since typically the initial data for ψµν
will not be in L2 but their derivatives will be (see Theorem A.6).
Theorem 4.1. Given initial data (Ψ (0), ∂tΨ (0)) ∈ H3 × H 2 with ∑µν ‖ψµν(0)‖L∞
sufficiently small there exists a unique solution to (4.1) on a time interval [0, tloc] with
regularity (Ψ, ∂tΨ ) ∈⋂2i=0 Ci[0, tloc];H3−i ×H 3−i−1), which satisfies the estimates in
Sections 2 and 3.
Proof. Introduce smoothing (mollification) operators (on functions of x) Jku(x)= bku(x)
for appropriate smooth test functions bk such that if u ∈Hs the Jku are bounded, uniformly
in k, in Hs and Cauchy with limit u in Hs−1. Assuming the kth iterate Ψ k is known the
next is obtained by solving the equation:
∂2t Ψ
k+1 = akij ∂i∂jΨ k+1 + 2ak0j ∂t∂jΨ k+1 −MkΨ k+1 + f k (4.2)
with initial data Ψ k+1(0) = Jk(Ψ (0)) and ∂tΨ k+1(0) = Jk(∂tΨ (0)). The coefficients
of (4.2) are:
akij = aij
(
Jk(γ ),Ψ k
)
, ak0j = a0j
(
Jk(γ ),Ψ k
)
,
Mk =M(Jk(γ ),Ψ k) and f k = f (Jk(γ ), ∂Jk(γ ), ∂2Jk(γ ),Ψ k, ∂Ψ k).
In order to make estimates on these iterates it is necessary first of all to consider
carefully the coefficients of (4.2). The standing assumptions on the background metric γ
in Section 1.2 ensure the existence of θ > 1 such that
θ−1δij  aij
(
γ (t),0
)
 θδij
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for 0 t  t0. The construction is for solutions close to γ so introduce:Nσ (γ ) ≡
{
Ψ ∈ H 3:
∑
µν
‖ψµν‖L∞  σ
}
.
By continuity, ∃σ > 0 such that if Ψ ∈ Nσ (γ (t)) then g = γ + ψ satisfies (1.51) (with
K =K(K0, σ )) for 0  t  t0. If further ‖γ˜ − γ ‖L∞  σ˜ is sufficiently small then
g = γ˜ +ψ will also satisfy (1.51) (with K =K(K0, σ, σ˜ )).
Assume that the initial data satisfies
∑
µν ‖ψµν(0)‖L∞  σ/4. It is possible to assume
(by appropriate choice of the Jk above) that
• ∑µν ‖Jkψµν(0)‖L∞  σ/2,• ‖Jk(γ (t))− γ (t)‖L∞  σ˜ for all 0 t  t0.
It then also follows that ∃Θ(K0, σ, σ˜ ) such that for as long as ∑µν ‖ψkµν(t)‖L∞  σ the
coefficients satisfy:
Θ−1δij  akij Θδij .
The following claim is crucial:
Claim. There exist R,T∗ > 0, independent of k, such that all the iterates Ψ k ∈
C∞([0, T∗] ×R3) satisfy, for 0 t  T∗,
• ‖Ψ k(t)‖H3×H 2 R,
• ∑µν ‖ψkµν(t)‖L∞  σ .
This is proved inductively in the usual way using the following inequalities for the
inhomogeneous term in (4.1):
• If Ψ ∈ Nσ (γ ) with σ sufficiently small that conditions (1.51) are satisfied by the
corresponding metrics:∥∥f (γ , ∂γ , ∂2γ ,Ψ, ∂Ψ )∥∥
L2
 c = c(K0, σ,‖∂γ ‖H 3,∥∥(Ψ, ∂tΨ )∥∥W 1,∞×L∞ + ∥∥(Ψ, ∂tΨ )∥∥H1×L2),∥∥f (γ , ∂γ , ∂2γ ,Ψ, ∂Ψ )∥∥
H 2  c = c
(
K0, σ,‖∂γ ‖H 3 ,
∥∥(Ψ, ∂tΨ )∥∥H3×H 2).
• Under the same conditions the coefficients aij , a0j all satisfy:∥∥∂a(γ ,Ψ )∥∥
L∞ +
∥∥∂a(γ ,Ψ )∥∥
H 2  c = c
(
K0, σ,‖∂γ ‖H 3 ,
∥∥(Ψ, ∂tΨ )∥∥H3×H 2).
To complete the proof it is necessary to prove that the iterates (Ψ k, ∂tΨ k) are Cauchy
in H1 ×L2. This follows as usual from the energy estimates for Ψ k+1 −Ψ k which follow
from (A.15) and the following Lipschitz properties of the coefficients:
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• If Ψ ∈ Nσ (γ ) and Ψ˜ ∈ Nσ (γ˜ ) with σ sufficiently small that conditions (1.51) are
satisfied by the corresponding metrics then∥∥f (γ , ∂γ , ∂2γ ,Ψ, ∂Ψ )− f (γ˜ , ∂ γ˜ , ∂2γ˜ , Ψ˜ , ∂Ψ˜ )∥∥
L2
 C
(∥∥∂(γ − γ˜ )∥∥
H 1 +
∥∥(Ψ − Ψ˜ , ∂t (Ψ − Ψ˜ ))∥∥H1×L2),
where
C = C(K0, σ,‖∂γ ‖H 3 ,‖∂ γ˜ ‖H 3 ,∥∥(Ψ, ∂tΨ )∥∥H 3×H 2 + ∥∥(Ψ˜ , ∂t Ψ˜ )∥∥H 3×H 2).
• Under the same conditions ‖∂a(γ ,Ψ )− ∂a(γ˜ , Ψ˜ )‖L6  C(‖γ − γ˜ ‖L6 +‖Ψ − Ψ˜ ‖L6)
holds with C as above.
The proof is completed now essentially as in [23]. 
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Appendix A
A.1. Exact solutions and stability
In this appendix the exact solutions referred to in Lemma 1.1 in the main text are
recorded, together with a brief summary of the ingredients required for the stability analysis
in [32].
A.1.1. Soliton solutions on flat space–time
Assume given a flat constant coefficient metric
g0 = −q2 dt2 + hij dxi dxj (A.1)
so that hij is a (constant) metric induced on the slice Σ = {t = constant} ≈ R3. Write hij
for the inverse matrix of hij , representing the inner product induced on the dual space T ∗x Σ .
Introduce an isomorphism
BIi :V
i →BIi V i
between (TxΣ,h) and R3 with the standard inner product, so that
hijBIi B
J
j = δIJ . (A.2)
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For definiteness it is convenient to fix co-ordinates and define this isomorphism as that
defined by the matrix positive square root of hij . It is then not necessary to make any
separate indication for dependence on B since it may be regarded as given in terms of h.
Assume given a curve t → λ(t) = (ω(t), θ(t), x(t),p(t)) ∈O and define:
ZI (t, x)= ZI (x;λ(t), g0),
where ZI
(
x;λ,g0)≡ BIi (γ¯ Pu,h(x − x)+Qu,h(x − x))i , (A.3)
Θ(t, x)= Θ(x;λ(t), g0),
where Θ
(
x;λ,g0)≡ θ − ω
q
Z
(
x;λ,g0) · (Bu) (A.4)
with u, γ¯ the velocity and Lorentz contraction factor determined by (x,p) ∈ T ∗Σ as
in (1.35) and Pu,h the orthogonal projection in the direction of u with respect to the inner
product h and Qu,h the complementary projection.
Remark. The way to understand these formulae is to consider the case x = ut and
θ = ωqt/γ¯ : in this case they are essentially the Lorentz transformations of x and ωt (apart
from a linear transformation due to the nonstandard form of the metric (1.7)).
Lemma A.1. Assume there is given:
(i) a constant coefficient metric g0 = −q2 dt2 + hij dxi dxj ,
(ii) a smooth function fω which verifies (1.10),
(iii) a function λ = (ω, θ,x,p) ∈ C1(R;O) which satisfies:
dλ
dt
= V0
(
λ;g0)= (0, ωq
γ¯
, u,0
)
. (A.5)
Define:
US
(
x;λ,g0)≡ (fω(Z)eiΘ , (iωγ¯ qfω(Z)− γ¯ (Bu) · ∇Zfω(Z))eiΘ),
then US(x;λ(t), g0) solves
∂tU =A
(
g0
)U +N(U, g0). (A.6)
Proof. This is proved by direct calculation. The existence of smooth solutions of (1.10) is
given in great generality in [2,29]. 
A.1.2. Scaling
Consider now the effect of scaling the flat metric g0 to ε−2g0. Clearly chang-
ing variables by the transformation (T ,X) = (t/ε, x/ε) converts the metric back to
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−q2 dT 2 + hij dXi dXj . Now clearly t → (US,1(x;λ(t), ε−2g0),US,2(x;λ(t), ε−2g0)) is
a solution of
∂tU =A
(
ε−2g0
)U +N(U, ε−2g0) (A.7)
if t → λ(t) is an integral curve of V0(λ, ε−2g0). Now observe that
US,1(x;λ, ε−1g0)= US,1(X;Λ,g0) where if Λ= (ω, θ,Ξ,p) then λ= (ω, θ, εΞ,p) and
that t → λ(t) is an integral curve of V0(λ, ε−2g0) if and only if T → Λ(T ) is an integral
curve of V0(Λ,g0). This explains the definition preceding (1.61).
A.1.3. Geodesics
On flat space, the integral curves of the vector field V0 defined in (A.5) generate
soliton solutions of the φ equation. The point of this paper is to prove that on a curved
space–time geodesics are important for a description of corresponding solutions. Under the
scaling introduced in the previous paragraph consider a metric γ ε = γ ε00 dT 2 +γ εij dXi dXj
with γ εµν(T ,X) = γµν(εT , εX). Let p be the momentum, related to the velocity as
in (1.35), then the geodesic equation with respect to the background metric γ ε is
dpk/dT = −εγ¯ ∂k
√−γ ε00 − ε√−γ ε00 ∂k(γ ε)jlpjpl/2γ¯ . Thus it is natural to introduce the
vector field
Vg1(Λ;γ ε)=
(
0,0,0,−γ¯ ∂k
√
−γ ε00 −
√
−γ ε00 ∂k(γ ε)jlpjpl/2γ¯
)
(A.8)
so that the integral curves of V0 + εVg1 project to geodesics on the T ∗Σt component.
A.1.4. Stability
Now a summary of the approach of [32] to proving stability of a given soliton US(· ;Λ)
is given; see [17] and references therein for the original approach. Consider Eq. (1.43) in
the case of a flat constant metric g0 so that all the coefficients are constant and Bµ = 0 ∀µ;
the equation is Hamiltonian with respect to the symplectic form Ω associated to g0 as
in (1.13) and in addition to the energy the quantities
Q=
∫ 〈
iU˜1, U˜2 −A0j ∂j U˜1
〉
and Πi =
∫ 〈
∂i U˜1, U˜2 −A0j ∂j U˜1
〉
are conserved, corresponding to phase (S1) and translation invariance, respectively. In this
situation a natural quantity to introduce for stability analysis is a quadratic form called
the Hessian of the augmented Hamiltonian which is now defined (see [24] for a general
discussion or [31] for more on the present case). Firstly define the quadratic form:
E(U˜;Aij ,A0j ,C,φ,Ui,Ω)
≡ 1
2
∫ [|U˜2|2 +Aij 〈∂i U˜1, ∂j U˜1〉 +CV ′′(φ, U˜1, U˜1)
+ 2Ui 〈∂i U˜1, U˜2 −A0j ∂j U˜1〉+ 2Ω 〈iU˜1, U˜2 −A0j ∂j U˜1〉]. (A.9)
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Now let γ¯ and u be the Lorentz contraction factor and velocity determined by Λ as
in (1.35). The essential ingredients for proving stability in [32] are:
(1) E(· ;Aij(g0),A0j(g0),C(g0),US,1(· ;Λ0, g0), ui ,ωq/γ¯ ) has exactly one negative
eigenvalue.
(2) The symplectic form Ω is nondegenerate on the subspace spanned by
{ ∂
∂ΛA
US(· ;Λ0, g0)}, i.e., on the tangent space to the submanifold of solitons.
(3) E(· ;Aij(g0),A0j(g0),C(g0),US,1(· ;Λ0, g0), ui ,ωq/γ¯ ) is equivalent to the H 1 ×L2
norm on the symplectic normal space
Υ
(
Λ0, g
0)≡ {U˜ ∈H 1 ×L2: Ω(U˜, ∂
∂ΛA
US
(
Λ0, g
0))= 0 for all A}, (A.10)
where Ω is symplectic form as above.
It turns out [32] that stability in general boils down to the same single condition that
was already known [17,27,28] to be essentially necessary and sufficient for stability in the
stationary (i.e., zero velocity) radially symmetric case:
µω ≡ −
∂
∂ω
(
ω‖fω‖2L2
)
> 0. (A.11)
Define the stability interval to be the open set I = {ω: µω > 0}; this is known to be
nonempty for certain but not all V .
The present work depends on the assumption that ω0 is such that the following
properties hold:
(SHI) ω0 ∈ I.
(SHII) Let Λ = (ω, θ,Ξ,p) ∈ O with |ω − ω0|  l1 and |p|  l2. If l1 is small enough
that [ω0 − l1,ω0 + l1] ⊂ I then ∃c1 = c1(ω0, l1, l2,K0) such that
c−11 ‖U˜‖2H 1×L2  E
(· ;Aij(g0),A0j(g0),C(g0),US,1(· ;Λ,g0), ui,ωq/γ¯ )
 c1‖U˜‖2H 1×L2
for all U˜ ∈ Υ (Λ,g0). (Here it is assumed that g0 satisfies (1.16) in Section 1.2
with K0 as in that equation.)
This implies [30, Section 2.4] the following generalisation to a metric of the form
γ ε = γ ε00 dT 2 + γ εij dXi dXj with γ εµν(t, x)= γµν(εT , εX),
under the additional assumption that |εΞ | l3, namely that
c−12 ‖U˜‖2H 1×L2  E
(· ;Aij(γ ε),A0j(γ ε),C(γ ε),US,1(· ;Λ,γ ε), ui,ωq/γ¯ ) c2‖U˜‖2H 1×L2
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for all U˜ ∈ Υ (Λ,FrΛ γ ε), with c2 = c2(K0, l, |∂γ |L∞) and for sufficiently small
ε < ε9(K0, l, |∂γ |L∞). (To be precise the proof in [30] is for a functional whose integrand
differs from that of E by an overall factor of √detγ ε/(−γ ε00), but this does not affect the
proof at all.) As in the main text l is shorthand for ω0, l1, l2, l3.
A further immediate generalisation is this:
Lemma A.2. There exists α˜ such that if g is another metric with |g − γ |L∞  α˜, then
c−13 ‖U˜‖2H 1×L2  E
(· ;Aij(g),A0j(g),C(g),US,1(· ;Λ,γ ε), ui,ωq/γ¯ )
 c3‖U˜‖2H 1×L2 (A.12)
for all U˜ ∈ Υ (Λ,FrΛ γ ε), with c3 = c3(K0, l, |∂γ |L∞, α˜) and for sufficiently small
ε < ε9(K0, l, |∂γ |L∞).
A related inequality, valid under the same conditions but without the orthogonality
assumption on U˜ , and with US,1 replaced by any L6 function φ is:
E(· ;Aij(g),A0j(g),C(g),φ,ui ,ωq/γ¯ ) c4‖U˜‖2H 1×L2 − c5‖U˜1‖2L2 (A.13)
with c4 = c4(K0, l, α˜) and c5 depending in addition on ‖φ‖L6 . To see this recall that by
assumption |V ′′(φ)| a+b|φ|2, and use Holder’s inequality and ‖f ‖L6  c‖∇f ‖L2 , valid
for f ∈ H 1(R3).
A.2. Estimates for wave equations
To start with consider the equation for a function Ψ = Ψ (t, x) ∈Rl :
∂2t Ψ =Aij ∂i∂jΨ + 2A0j ∂t∂jΨ −MΨ + F (A.14)
with M,Aij ,A0j smooth l × l matrix valued functions on [0, t0] ×R3 such that
θ |ξ |21Aij ξiξj  θ−1|ξ |21, θ > 0,
where 1 means the identity operator on Rl .
For t1 ∈ [0, t0] a classical solution satisfies:
max
0tt1
[∥∥∂Ψ (t)∥∥2
L2 +
∥∥〈Ψ,MΨ 〉∥∥
L1
]
 c1
(∥∥∂Ψ (0)∥∥2
L2 +
∥∥〈Ψ (0),MΨ (0)〉∥∥
L1
)
+ c1
t1∫
0
(∥∥∂A(t)∥∥
L∞
∥∥∂Ψ (t)∥∥2
L2 +
∥∥F(t)∥∥
L2
∥∥∂Ψ (t)∥∥
L2
)
dt (A.15)
D.M.A. Stuart / J. Math. Pures Appl. 83 (2004) 541–587 577
with c1 = c1(θ) and writing ∂ for all space–time partial derivatives (summed) and A for all
ij 0jof the coefficients A ,A ,M .
Further for s ∈N, writing ∂sΨ for arbitrary s order space–time partial derivatives (with
sums implied):
max
0tt1
∥∥∂s+1Ψ (t)∥∥
L2
 cs
[∥∥∂Ψ (0)∥∥
Hs
+
t1∫
0
(∥∥∂A(t)∥∥
L∞
∥∥∂Ψ (t)∥∥
Hs
+ ∥∥∂Ψ (t)∥∥
L∞
∥∥∂A(t)∥∥
Hs
+ ∥∥∂s(F −MΨ)∥∥
L2
)
dt
] (A.16)
with cs = cs(s, θ). This inequality follows by differentiation of (A.14) and applying (A.15)
together with the commutator estimate
∥∥∂s(B∂rv)−B(∂s∂rv)∥∥
L2  C
(‖∂B‖L∞∥∥∂r−1v∥∥Hs + ∥∥∂r−1v∥∥L∞‖∂B‖Hs )
which was observed in [19]; see also [34].
(b) Consider equations for U˜ = (U˜1, U˜2) ∈C2 of the form:
∂t U˜ =
(U˜2 + F1,Aij ∂i∂j U˜1 + 2A0j ∂j U˜2 +CV ′′(φ, U˜1)+ F2) (A.17)
with V ′′ as in (1.21); this equation is the linearisation of (1.43) about a solution φ. Here
the crucial quantity to control is the quantity (A.9) which determines the stability of the
soliton:5
E(U˜;Aij ,A0j ,C,φ,Ui,Ω)
≡ 1
2
∫ [|U˜2|2 +Aij 〈∂i U˜1, ∂j U˜1〉 +CV ′′(φ, U˜1, U˜1)
+ 2Ui 〈∂i U˜1, U˜2 −A0j ∂j U˜1〉+ 2Ω 〈iU˜1, U˜2 −A0j ∂j U˜1〉]dx.
Introduce the differential operator ζ = ∂t + Uj∂j − iΩ . Given a classical solution U˜
of (A.17) on [0, t0] × R3 let E(t) be the evaluation of E on U˜(t). The significance of E
stems from the fact that if
• all coefficients Aij ,A0j ,C,U,Ω are constant, and
• ζφ = 0,
5 See Section 1.2 for notation for derivatives of V .
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then E(t) is a constant. More generally the following estimate is satisfied for 0 t1  t0:E(t1)E(0)+
t1∫
0
[∥∥[ζ,V ′′(φ)](U˜1, U˜1)∥∥L1 + ∥∥Err1(t)∥∥L1
+ c2‖F‖H 1×L2
(‖U˜‖H 1×L2 + ∥∥V ′′(φ, U˜1)∥∥L2)]dt (A.18)
with c2 = c2(‖(Aij ,A0j ,C,U,Ω,φ)‖L∞ and where Err1 is the extra contribution coming
from differentiation of the coefficients Aij ,A0j ,C,U,Ω and satisfies (at a given time):
‖Err1‖L1  c3
∥∥(∂Aij ,A0j , ∂C, ∂U, ∂Ω,∂A0j)∥∥
L∞
(‖F‖H 1×L2 + ‖U˜‖H 1×L2)‖U˜‖H 1×L2,
with c3 having the same dependencies as c2.
Assume further that ∃θ1, θ2 > 0 such that for 0 t  t0
E(t) θ1
∥∥U˜(t)∥∥2
H 1×L2 − θ2
∥∥U˜1(t)∥∥2L2,
then
max
0tt1
∥∥U˜(t)∥∥2
H 1×L2  c1
[∥∥U˜(0)∥∥2
H 1×L2 + max0tt1
∥∥U˜1(t)∥∥2L2]
+ c′2
t1∫
0
[∣∣[ζ,V ′′(φ)](U˜1, U˜1)∣∣L1 + ∥∥Err1(t)∥∥L1
+ ‖F‖H 1×L2
(‖U˜‖H 1×L2 + ∥∥V ′′(φ, U˜1)∥∥L2)]dt, (A.19)
where c′2 depends upon θ1, θ2 in addition to the same quantities as c2 above.
A generalisation of (A.18) goes as follows: assume U˜ solves an equation of the form:
∂t U˜ =
(U˜2 +H1 +G1,Aij ∂i∂j U˜1 + 2A0j ∂j U˜2 +CV ′′(φ, U˜1)+H2 +G2), (A.20)
then ∣∣[E + 〈U˜2,H1〉L2 − 〈U˜1,H2〉L2]t10 ∣∣
 c4
t1∫
0
[∣∣[ζ,V ′′(φ)](U˜1, U˜1)∣∣L1 + ‖H1G2 −G2H1‖L1
+ ‖ζH1U˜2 − ζH2U˜1‖L1 + ‖Err2‖L1
+ ‖G‖H 1×L2
(‖U˜‖H 1×L2 + ∥∥V ′′(φ, U˜1)∥∥L2)]dt, (A.21)
where
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‖Err2‖L1  c5
∥∥(∂Aij ,A0j , ∂C, ∂U, ∂Ω,∂A0j)∥∥
L∞× (‖H‖H 1×L2 + ‖G‖H 1×L2 + ‖U˜‖H 1×L2)‖U˜‖H 1×L2
and c4, c5 have the same dependencies as c2. Assume further that ∃θ3, θ4 > 0 such that for
0 t  t0
θ3
∥∥U˜(t)∥∥2
H 1×L2 E(t) θ4
∥∥U˜(t)∥∥2
H 1×L2,
then
max
0tt1
∥∥U˜(t)∥∥2
H 1×L2  c6
[∥∥U˜(0)∥∥2
H 1×L2 + max0tt1
∥∥U˜(t)∥∥
L2×L2‖H‖L2×L2
]
+ c7
t1∫
0
[∣∣[ζ,V ′′(φ)](U˜1, U˜1)∣∣L1 + ‖H1G2 −G2H1‖L1
+ ∥∥(ζH1)U˜2 − (ζH2)U˜1∥∥L1 + ‖Err2‖L1
+ ‖G‖H 1×L2
(‖U˜‖H 1×L2 + ∥∥V ′′(φ, U˜1)∥∥L2)]dt (A.22)
with c6, c7 depending on θ3, θ4 as well as the same quantities as c2.
(c) Let U˜(t, x) ∈C2 be a classical solution of
∂t U˜ =
(U˜2 + F1,Aij ∂i∂j U˜1 + 2A0j ∂j U˜2 + F2) (A.23)
and with ζ as above assume ∃θ5 > 0 such that
Aij ξiξj − (U · ξ)2  θ5|ξ |2, (A.24)∣∣A0j ∣∣ α0. (A.25)
Lemma A.3. For α0 sufficiently small there exists c = c(θ5, α0,‖ζ‖W 1,∞) such that (at
fixed time)
‖U˜‖H 2×H 1  c
(‖ζ U˜‖H 1×L2 + ‖F‖H 1×L2 + ‖U˜‖H 1×L2).
Remark. As usual all the norms are with respect to the spatial variables here so, e.g.,
‖ζ‖W 1,∞ = ‖U‖L∞ + ‖∇xU‖L∞ + ‖Ω‖L∞ + ‖∇xΩ‖L∞ .
Proof. The definition of ζ implies:
U˜2 = ζ U˜1 −Uj∂j U˜1 + iΩU˜1 − F1
and hence
∂kU˜2 = ∂k(ζ U˜1)− ∂k
(
Uj∂j U˜1
)+ i∂k(ΩU˜1)− ∂kF1.
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Substituting this into the identityζ U˜2 −Uj∂j U˜2 + iΩU˜2 =Aij ∂i∂j U˜1 + 2A0j∂j U˜2 + F2
and applying Garding’s inequality gives the result. 
A.3. The constraint equations
The constraint equations are a system of equations on the initial hypersurface
Σ =Σ0 = {t = 0} ≈R3 which the initial data must satisfy. In this section some basic facts
about solving these equations perturbatively in weighted Sobolev spaces are summarised
following [4–7]. First of all6 introduce some norms and function spaces:
• For s ∈ N, w ∈ R let Hs,w be the completion of the smooth compactly supported
functions with respect to the norm
‖f ‖2s,w =
∑
|α|s
∥∥〈x〉w+|α|∂αf ∥∥2
L2 with 〈x〉 =
√
1 + |x|2.
Observe that f ∈Hs,w if and only if < x >w+|α| ∂αf ∈ Hs−|α| for all multi-indices α:
0 |α| s. The definition of Hs,w is extended to sections of vector bundles over Σ ,
etc., in the usual way.
• The weighted Cr norm is
‖f ‖Cr,w = sup
x
∑
|α|r
∣∣〈x〉w+|α|∂αf (x)∣∣
with Cr,w the corresponding space of Cr functions with Cr,w norm finite.
• Mets+1,w(Σ) is the space of Riemannian metrics on Σ ≈ R3 with g − e lying in
Hs+1,w(Sym2(T ∗Σ)) where e is the Euclidean metric and Sym2(T ∗Σ) means the
symmetric
( 0
2
)
tensors.
The embedding and calculus inequalities, etc., for these spaces are given below at the end
of this appendix.
The dependent variables appearing in the constraint equations are:
• a Riemannian metric gij ∈Mets+1,w(Σ),
• a symmetric ( 11 ) tensor kij ∈ Hs,w+1(Sym(T ∗Σ,T ∗Σ)), where Sym(T ∗Σ,T ∗Σ)
means the
( 1
1
)
tensors symmetric with respect to the inner product gij ,
• a pair of complex valued functions (φ1, φ2) ∈ Hs,w+1 × Hs−1,w+2. In this appendix
(φ1, φ2) will be used to designate (φ(0), ∂tφ(0)).
6 For clarity all sub-indices 0 and arguments (0) to indicate t = 0 will be omitted in this section.
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Since in this appendix the concern is only with the three-dimensional Riemannian
metric gij = gij (0) induced on Σ and its associated Levi-Civita connection ∇g and scalar
curvature R(g) no special symbols will be used to indicate that it is this three-dimensional
geometry which is being considered, except that plain rather than bold type face is used for
the metric.
Introduce the nonlinear mappings:
C :Mets+1,w ×Hs,w+1(Sym(T ∗Σ,T ∗Σ))→Hs−1,w+2 ×Hs−1,w+2(T ∗Σ)
(g, k) → (R(g)− kji kij + (kjj )2, (∇g)j kji − ∇ikjj )
(A.26)
and
J :Mets+1,w ×Hs,w+1 ×Hs−1,w+2 → Hs−1,w+2 ×Hs−1,w+2(T ∗Σ)
(g,φ1, φ2) → (16πGE,8πGT0i)
(A.27)
with, by reference to (1.30) and the fact that g0i (0)= 0,
T00 = −12g00 |φ2|
2 + 1
2
|∇φ1|2g + Vεδ(φ1), P= (−g00)−1/2〈φ2, ∂iφ1〉
and observe (using the calculus inequalities below) that the map
F :Mets+1,w ×Hs,w+1(Sym(T ∗Σ,T ∗Σ))×Hs,w+1 ×Hs−1,w+2
→ Hs−1,w+2 ×Hs−1,w+2(T ∗Σ)
given byF(g, k,φ1, φ2)= C(g, k)−J (g,φ1, φ2) is a C1 map for s > n/2,w >−n/2 (for
n= 3 here).
In order to study solutions of F = 0 close to a solution of C = 0 it is necessary to
understand the derivative of C at (γ, κ). Following Lichnerowicz and [6] this can be done
under the hypothesis that κjj is constant. Introduce, given (γ, κ) the linear operator:
J(γ,κ) :H
s+1,w ×Hs+1,w(TΣ) → Hs+1,w(Sym2(T ∗Σ))×Hs,w+1(Sym(T ∗Σ,T ∗Σ)),
(τ,X) →
(
1
3
τγ,LXγ − δγX − 12τκ +
1
6
κ
j
j τ
)
(A.28)
with the Lie derivative and divergence LX, δγ given explicitly in (A.33) and (A.34),
respectively, and where functions are mapped in the natural way into the symmetric
( 1
1
)
tensors via f (x)→ f (x)δij in the second and fourth terms of the second component.
In the next result n = 3 is the number of space dimensions.
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Lemma A.4. Fix (γ, κ) ∈Mets+1,w ×Hs,w+1(Sym(T ∗Σ,T ∗Σ)) such that C(γ, κ) = 0
jand κj = constant. Assume s > n/2,−2 + n/2 > w > −n/2. Then KerDC(γ, κ) admits
as closed complement ImJ(γ,κ):
Hs+1,w
(
Sym2(T ∗Σ)
)×Hs,w+1(Sym(T ∗Σ,T ∗Σ))= KerDC(γ, κ)⊕ ImJ(γ,κ)
and
DC(γ, κ) ◦ J(γ,κ) :Hs+1,w ×Hs+1,w(T Σ) →Hs−1,w+2 ×Hs−1,w+2(T ∗Σ)
is an isomorphism.
Proof. Recall that Mets+1,w(Σ) is an open cone in an affine space modelled on
Hs+1,w(Sym2(T ∗Σ)). Computation leads to the following formula for the derivative at
(γ, κ) of C: it is the linear map:(
hij , v
j
i
) → (−
γ (γ ij hij )+ ∇iγ∇jγ hij − hijRij (γ )− 2κji vij + 2κjj vii ,
1
2
κai ∂a
(
γ ij hij
)− 1
2
κ
j
a (∇γ )ihaj + (∇γ )j vji − ∂i
(
v
j
j
)) (A.29)
and is a continuous linear map,
Hs+1,w
(
Sym2(T ∗Σ)
)×Hs,w+1(Sym(T ∗Σ,T ∗Σ))→Hs−1,w+2 ×Hs−1,w+2(T ∗Σ).
Under the hypotheses a further calculation gives that DC(γ, κ) ◦ Jγ,κ is the linear operator
which takes (τ,X) ∈ Hs+1,w ×Hs+1,w(T Σ) to
2
3
[−
γ τ + κji κij τ ]− 2κji (LXγ )ij , δγLXγ ∈Hs−1,w+2 ×Hs−1,w+2(T ∗Σ).
This is an isomorphism by Theorem A.7 below and hence ImJ is closed and an arbitrary
pair (h, v) ∈Hs+1,w(Sym2(T ∗Σ))×Hs,w+1(Sym(T ∗Σ,T ∗Σ)) can be decomposed:
(h, v) = J(γ,κ)(τ,X)+
(
(h, v)− J(γ,κ)(τ,X)
) ∈ ImJ(γ,κ) ⊕ KerDC(γ, κ),
where (τ,X) = (DC(γ, κ) ◦ J(γ,κ))−1DC(γ, κ)(h, v). 
This gives the following local existence theorem for the constraint equations:
Theorem A.5. Assume (γ, κ) ∈ Mets+1,w × Hs,w+1(Sym(T ∗Σ,T ∗Σ)) satisfies
C(γ, κ)= 0 and κii = 0 on Σ . Let s > n/2,−2 + n/2 >w >−n/2. There exist:
• an open neighbourhood O1 of zero in the space
KerDC(γ, κ)⊂Hs+1,w(Sym2(T ∗Σ))×Hs,w+1(Sym(T ∗Σ,T ∗Σ)),
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• an open neighbourhood O2 of {(0,0)} ∈Hs,w+1 ×Hs−1,w+2,
1• a C map
O1 ×O2 →Hs+1,w
(
Sym2(T ∗Σ)
)×Hs,w+1(Sym(T ∗Σ,T ∗Σ))(
(h, v), (φ1, φ2)
) → (G,K)(h, v,φ1, φ2),
such that
F(γ +G(h,v,φ1, φ2), κ +K(h,v,φ1, φ2),φ1, φ2)= 0
and (G,K)(0,0,0,0)= (0,0).
Proof. Decompose G,K according to the previous lemma
(h, v) = J(γ,κ)(τ,X)+ (h, v) ∈ ImJ(γ,κ) ⊕ KerDC(γ, κ)
and solve for (τ,X) by the implicit function theorem since DC ◦ J is an isomorphism. 
The following is a more quantitative result relevant to the present article:
Theorem A.6. In the situation of the previous theorem assume also given
U = (U1,U2) ∈ H 3,0 ×H 2,1 and define:(
φ1(x),φ2(x)
)= δ(U1(x/ε), ε−1U2(x/ε)).
Then for δ  c0ε7/4 and ε sufficiently small there exist
(g, k) ∈Met4,−1 ×H 3,0(Sym(T ∗Σ,T ∗Σ))
such that
• F(g, k,φ1, φ2) = 0,
• ‖g − γ ‖4,−1 +‖k − κ‖3,0  cε.
Proof. The crucial point is that since U is a function of (T ,X) = (t/ε, x/ε) while
φ = φ(t, x) we have:∥∥Tµν(g,φ;Vε,δ)∥∥H 2,1  cδ2ε−5/2∥∥Tµν(gε,U;V)∥∥H 2,1
for ε < 1. (Here it is understood that the norm on the right-hand side is computed using the
T ,X variables in place of the t, x variables used for the norm on the left-hand side.) The
theorem now follows immediately from the previous one putting w = −1, s = 3. 
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A.3.1. Inequalities and isomorphisms for weighted spaces
This paragraph summarises some results from [4–6]. In the weighted case Sobolev’s
inequality reads
‖f ‖
Cs
′,w′ C‖f ‖s,w (A.30)
if s′ < s − n/2 and w′ < w + n/2 [5, Lemma 2.4]. From this follows the fact that if
f ∈Hs,w, for s > n/2 then lim|x|→∞ |〈x〉βf (x)| = 0 as long as β <w + n/2.
Regarding multiplication the basic fact [5, Lemma 2.5] is that pointwise multiplication
defines a continuous multilinear map:
Hs1,w1 × · · · ×Hsk,wk →Hs,w (A.31)
as long as s−n/2 <∑(si −n/2), w+n/2 <∑(wi +n/2) and s min{s1, . . . , sk}. Thus
in particular:
• Hs,w is a Banach algebra if s > n/2,w >−n/2,
• if s′ > n/2, s′  s then pointwise multiplication defines continuous bilinear maps:
Hs
′,w′ ×Hs,w →Hs,w+1 as long as w′ > 1 − n/2,
H s
′,w′ ×Hs,w+1 →Hs,w+1 as long as w′ >−n/2.
An estimate for compositions is as follows: let g :Ω → R be a smooth function on
an open set and assume f0, f (x) lie in a closed subset Ω0 ⊂ Ω and f (x) − f0 ∈ Hs,w
for s > n/2,w > −n/2 (which implies from above that f (x) − f0 is bounded). Then
g(f )− g(f0) ∈Hs,w with∥∥g(f )− g(f0)∥∥s,w  c(g)‖f − f0‖s,w.
Furthermore the map from f ∈ f0 + Hs,w to g(f ) − g(f0) ∈ Hs,w is C1 with derivative
the linear map v → g′(f )v (which is continuous Hs,w → Hs,w by the multiplication and
composition theorems).
As a consequence of these results notice that if g ∈Mets+1,w with s > n/2,w >−n/2
then the following maps from g ∈Mets+1,w to
• detg − 1 ∈ Hs+1,w,
• gij − δij ∈ Hs+1,w, where gij (x) is the inverse matrix of gij (x),
• Γ αβγ (g) = 12gαδ(∂βgδγ + ∂γ gβδ − ∂δgβγ ) ∈Hs,w+1,
• Rαβγ δ = ∂γ Γ αβδ − ∂βΓ αγ δ + Γ αγλΓ λβδ −Γ αβλΓ λγ δ ∈ Hs−1,w+2
are C1 with derivatives given by the standard formulae.
For the remainder of this section assume:
g ∈Metσ+1,ρ, σ > n/2, ρ >−n/2. (A.32)
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Consider the following differential operators:Lie derivative of metric along a vector field LXg maps the vector field Xi to the symmetric( 1
1
)
tensor,
(LXg)
j
i = (∇g)iXj + (∇g)jXi . (A.33)
The map X → LXg defines a continuous linear map
Hs+1,w(T Σ) →Hs,w+1(Sym(T ∗Σ,T ∗Σ))
as long as σ  s.
Divergence maps a vector field X to the function δgX and the symmetric
( 1
1
)
tensor k to
a one form δgk given, respectively, by:
δgX = (∇g)iXi, (δgk)i = (∇g)j kji . (A.34)
The map on tensors k → δgk defines a continuous linear map
Hs,w+1
(
Sym(T ∗Σ,T ∗Σ)
)→Hs−1,w+2(T ∗Σ)
as long as σ  s and similarly for the map on vector fields.
Theorem A.7. Assume (A.32) then the map
Hs+1,w(TΣ) → Hs−1,w+2(T ∗Σ),
X → δgLXg
is an isomorphism as long as 1 s  σ, s + 1 > n/2,−n/2 <w <−2 + n/2.
Assume further f  0 lies in Hs0,w0 for s0 > n/2 − 1,w0 > 2 − n/2. Then
Hs+1,w → Hs−1,w+2,
u → −
gu+ fu
is an isomorphism as long as s ∈ [1,1 + min{s0, σ }], s+ 1 > n/2,−n/2 <w <−2 +n/2.
Remark A.8. The first is a small modification of results in [6,7] using the developments
in [5]. The second appears explicitly in [5].
A.4. Estimates for Tµν and related quantities
Estimates for
Tµν = Tµν(g, φ;Vε,δ)= 〈∂µφ, ∂νφ〉 − 12gµν
[〈∂αφ, ∂βφ〉gαβ +Vε,δ(φ)] (A.35)
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follow directly from the Sobolev calculus inequalities [23]. Work under the assump-
−1tion (1.51) and let δ φ(t, x) = U1(t/ε, x/ε), with, as in the main text, T = t/ε,X = x/ε
so that ∂tφ =ψ = ε−1∂T U1 = ε−1U2. The basic estimates for Tµν at a fixed time (which
is not explicitly indicated) are
• |Tµν |L2  δ2ε−2+3/2[c1|∂T ,XU1|L∞|∂T ,XU1|L2 + c2|U1|L2]
with c1 = c1(K), c2 = c2(K, |U1|L∞).
• For s a positive integer∣∣∂st,xTµν ∣∣L2  c3δ2[ε3/2−s−2(∣∣∂s+1T ,XU1∣∣L2 + ∣∣∂sT ,XU1∣∣L2)+ ε−2∣∣∂st,xg∣∣L2]
with c3 = c3(K, |U |W 1,∞×L∞).
• The Qµν of (1.32) satisfy the same estimates as the Tµν .
Remark. In these estimates and the ones below recall that U = U(T ,X) so that the norms
for U are all calculated using the T ,X variables, whereas for g the variables t, x are used.
Next assume that γ is as in Section 1.2 and, noting that the conditions (1.51) on g
imply the existence of c = c(K) > 0 such that g00  c, it follows that the Fµν =
Fµν(φ,γ ,γ + εψ) of (2.2) satisfy:
• ‖Fµν‖L2  δ2ε−3/2c3‖U‖H 1×L2 + c4(‖ψ‖L∞ + ‖∂t,xψ‖L2)
with c4 = c4(K0,K,‖∂γ ‖L∞ ,‖∂2γ ‖L2,‖∂g‖L∞,‖∂g‖L2,‖U‖W 1,∞×L∞).
• For s a positive integer∥∥∂st,xFµν∥∥L2  c3δ2[ε3/2−s−3‖U‖Hs+1×Hs + ε−2∥∥∂st,xg∥∥L2]
+ c5
(‖ψ‖L∞ + ∥∥∂s+1ψ∥∥L2) (A.36)
with c5 = c5(K0,K,‖∂γ ‖L∞ ,‖∂γ ‖Hs+1 ,‖∂g‖L∞,‖∂g‖Hs ,‖U‖W 1,∞×L∞).
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