Abstract: Employing the regression rankscore approach of Gutenbrunner and Jurečková (1992) we consider rank tests designed to detect heterogeneous treatment effects concentrated in the upper tail of the conditional response distribution given other covariates.
Introduction
Heterogeneous treatment response has long been recognized as an essential feature of randomized controlled experiments. The Neyman (1923) framework of "potential outcomes" foreshadows modern developments by Rubin (1978) and others acknowledging the right of each experimental subject to have a distinct response to treatment. Statistical inference based on ranks has played an important role in these developments. Lehmann (1953) describes several heterogeneous treatment effect models and derives locally optimal rank tests for them. Rosenbaum (2007) has reemphasized the relevance of heterogeneity of treatment effects in biomedical applications and stressed the rank based approach to inference. He, Hsu and Hu (2009) have recently proposed tests based on "expected shortfall" designed to detect response in the upper or lower tail of the response distribution after adjusting for covariate effects.
Rank tests for the treatment-control model have focused almost exclusively on the two sample problem without considering possibly confounding covariate effects. In this paper we will describe some new rank tests designed for several heterogeneous treatment effect models. The tests employ the regression rankscores introduced by Gutenbrunner and Jurečková (1992) and therefore are able to cope with additional covariate effects.
Quantile Treatment Effects
For the two sample setting Lehmann (1974) introduced a general model of treatment response in the following way:
Suppose the treatment adds the amount ∆(x) when the response of the untreated subject would be x. Then the distribution G of the treatment responses is that of the random variable X + ∆(X) where X is distributed according to F .
Thus, F (x) = G(x + ∆(x)) so ∆(x) is the horizontal distance between the control distribution, F , and the treatment distribution, G,
Plotting ∆(x) versus x yields what is sometimes called the "shift plot." For present purposes we find it more convenient to evaluate ∆(x) at x = F −1 (τ ) and define the quantile treatment effect as
The average treatment effect can be obtained by simply integrating:
But mean treatment may obscure many important features of δ(τ ). Only in the pure location shift case do we not lose something by the aggregation. We now consider three simple models of the quantile treatment effect.
Partial Location Shift:
Rather than assuming that the treatment induces a constant effect δ(τ ) = δ 0 over the entire distribution we may instead consider a partial form of the location shift restricted to an interval
Thus, the shift may occur only in the upper tail, or near the median, or of course, over all of (0, 1).
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Partial Scale Shift: Similarly, we may consider treatment effects that correspond to scale shifts of the control distribution over a restricted range, Imagine stretching the right tail of the control distribution beyond some specified τ 0 quantile, while leaving the distribution below
Lehmann Alternatives:
The family of Lehmann (1953) alternatives may be expressed as
and has been widely considered in the literature in part perhaps because it is closely associated with the Cox proportional hazard model. In the two sample version of the Cox model, when 1/γ = k, an integer, the treatment distribution is that of a random variable taking the minimum of k trials from the control distribution. The quantile treatment effect for the Cox form of the Lehmann alternative is easily seen to be,
Rosenbaum (2007) and Conover and Salsburg (1988) argue that the Lehmann family offers an attractive model for two sample treatment-control experiments in which a substantial fraction of subjects fail to respond to treatment, but the remainder exhibit a significant response.
Each of the foregoing semi-parametric alternatives are intended to capture to some degree the idea that the treatment strongly influences the response, but in some restrictive way that makes conventional tests for a full location shift unsatisfactory. As in the motivating example of He, Hsu and Hu (2009) involving treatments for rheumatoid arthritis there is a need for a more targeted approach capable of detecting a more localized effect.
Rank Tests for QTEs
We very briefly review some general theory of rank tests in the regression setting based on the regression rankscores introduced by Gutenbrunner and Jurečková (1992) . For further details see, Gutenbrunner et al. (1993) or Koenker (2005) . Consider the linear quantile regression model
We have a binary treatment variable, z, and p other covariates, denoted by the vector x. We would like to test the hypothesis H 0 : δ(τ ) ≡ 0 versus local alternatives
n in the presence of other covariate effects represented by the linear predictor x β(τ ) terms. Of course, in the two sample setting the latter term is simply an intercept. We will write X to denote the matrix with typical row x i of the observed covariates.
Under the null hypothesis the regression rankscores are defined as,
This n-vector constitutes the dual solution to the quantile regression problem
The functionâ i (τ ) = 1 when y i > x iβ (τ ) andâ i (τ ) = 0 when y i < x iβ (τ ) and integrating,b
yields "ranks" of the observations. In the two sample setting theseâ i (τ )'s are exactly the rankscores of Hájek (1965) . Generalizing, we may consider integrating with another score function to obtain,b
As described in Hájek andŠidák (1967) the choice of ϕ is dictated by the form of the alternative H n . When δ 0 (τ ) is of the pure location shift form δ 0 (τ ) = δ 0 , there are three classical options for ϕ: normal (van der Waerden) scores ϕ(τ ) = Φ −1 (τ ), Wilcoxon scores ϕ(τ ) = τ , and sign scores ϕ(τ ) = |τ − 1 2 |. These choices are optimal iid error models
when the u i 's are Gaussian, logistic and double exponential, respectively. In this form the model is a special case of (2) in which the coordinates of β(τ ) are all independent of τ except for the "intercept" component that takes the form β 0 (τ ) = F −1 u (τ ), the quantile function of the iid errors. For simplicity of exposition, we will maintain this iid error model in the next subsection, with the understanding that eventually it may be relaxed.
Noncentralities and Scores
Choice of the score function, ϕ can be motivated by examining the noncentrality parameter of the corresponding rank tests under local alternatives. Our test statistic is
where s n = (z −ẑ) b n , Q n = (z −ẑ) (z −ẑ),ẑ = P X z, the projection of z onto the space spanned by the x covariates, and
Theorem 1. (Gutenbrunner, Jurečková, Koenker and Portnoy) Under the local alternative, H n : δ n (u) = δ 0 (u)/ √ n to the null model (3), T n is asymptotically χ 2 1 (η) with noncentrality parameter
A general strategy for selecting score functions, ϕ, is to optimize this noncentrality parameter given choices of δ 0 (u) and f . In the case of location shift, δ 0 (u) = δ 0 ,
and optimal performance of the test is achieved by choosing ϕ(u) = f /f (F −1 (u)), thereby achieving the same asymptotic efficiency as the likelihood ratio test. In the case of partial location shifts we may consider trimmed score functions of the form,
In particular we will consider the trimmed Wilcoxon scores ϕ(u) = uI(τ 0 < u < τ 1 ) in the next section. Hettmansperger (1968) has previously considered symmetrically trimmed Wilcoxon tests motivated by robustness considerations.
For scale shift alternatives we have local alternatives of the form
and noncentrality parameter
and again integrating by parts we have optimal score functions of the form,
which for the Gaussian distribution yields ϕ(u) = (Φ −1 (u)) 2 − 1. Again, we may consider partial scale shifts and obtain restricted forms.
Finally, for alternatives of the Lehmann type (1) we will consider localized versions with γ n = 1 + γ 0 / √ n, so expanding,
and again integrating by parts in the noncentrality expression we have,
so the optimal score function is ϕ(u) = log(1−u)+1. (An alternative derivation of this result can be found in Conover and Salsburg (1988) ). An apparent advantage of this class of alternatives is that the score function is independent of the error distribution F .
Simulation Evidence
Throughout this section we will consider models that under the null hypothesis take the form,
with v i iid from some distribution, F , with Lebesgue density, f . The covariate, x will be standard normal. Three families of alternatives will be considered, one from each of the three general classes already discussed:
where in the location and scale shift cases, γ n = γ 0 / √ n while in the Lehmann case γ n = 1+γ 0 / √ n. Having specified quantile functions for the alternatives, it is straightforward to generate data according to these specifications. Under the alternatives we have,
where the U i are iid U [0, 1] random variables. The treatment indicator, z i is generated as Bernoulli with probability 1/2 throughout the simulations. A convenient property of the regression rankscores is that they are invariant to the parameter, β, so we can take β = 0 for purposes of generating the data for the simulations. Of course, test statistics are based on inclusion of the covariate, x i in estimation of the rankscores under the null model. Dependence between x i and the treatment indicator is potentially a serious problem. Asymptotically, this is seen in the appearance of Q n in the noncentrality parameter. But to keep things simple, we will maintain independence of x and z mimicking full randomization of treatment.
We consider the following collection of tests for "treatment effect:" All the rank tests are computed as described in Section 3, following Gutenbrunner et al. (1993) . The piecewise linearity of theâ i (u) functions can be exploited, sô
The last integral can be computed in closed form for all of our examples. See the function ranks in Koenker (2009) for further details.
In Table 1 we report results of a simulation with Gaussian F . Entries in the table represent empirical rejection frequencies for 10,000 replications. There are three sample sizes, three settings of the local alternative parameter, γ 0 , and three distinct forms for the alternative hypothesis. Eight tests are evaluated: two versions of the Wilcoxon test one trimmed, one untrimmed; and two of the normal scale test one trimmed, one untrimmed. The first three columns of the table evaluate size of the test. These entries generally lie with experimental sampling accuracy for the nominal 0.05 level of the tests. Power of the tests for γ 0 = 0.5 and γ 0 = 1 are reported in the next six columns.
The restricted location shift alternative is specified as δ n (u) = γ n I(0.6 < u < 1) so there is no signal at the median and the poor performance of the sign test reflects this handicap. The other classical tests of global location shift also perform rather badly, even worse than the global normal scale test. The best performance is achieved by the trimmed Wilcoxon test, but the trimmed normal scale tests is also quite a strong contender.
The restricted scale shift alternative is specified as δ n (u) = γ n Φ −1 (u)I(0.5 < u < 1) so again there is no signal at the median and the sign test is a disaster. The Student t test, the Wilcoxon, and the normal scores tests perform even worse than their lackluster showing for the location shift alternative. Here, not surprisingly given that it was designed for this situation, the trimmed normal scale test is the clear winner.
The Lehmann alternative affords an opportunity for all the tests to demonstrate some strength; these alternatives combine features of global location and scale shift with a more pronounced effect in the right tail so all the tests have something to offer. Again, not surprisingly, the Lehmann test designed for this situation is the clear winner, but the classical location shift tests are not far behind. Only the global normal scale test is poor in this case.
The banal conclusion that may be drawn from Table 1 seems to be that it pays to know what the alternative is before choosing a test. But if we delve slightly deeper we may be led to the conclusion that the Lehmann alternatives are quite adequately countered by traditional rank tests, while the asymmetric forms of the Wilcoxon and normal scale tests are better for stronger forms of asymmetric response captured in the partial location and scale shift alternatives. Before jumping to such conclusions, however, it would be prudent to consider whether the normality assumption that underlies all of the simulation results of Table 1 is critical.
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Conclusions
Rank tests continue to play an important role in many domains of statistical application like survival analysis, but their potential value in the context of linear models remains under-appreciated. The regression rankscore methods of Gutenbrunner and Jurečková (1992) have opened a wide vista of new opportunities for rank based inference in the regression setting. More targeted inference is particularly important in the context of heterogeneous treatment models. We have taken a few steps in this direction, but there are interesting new paths ahead.
