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1. Introduction
In this paper we deal with the degenerate parabolic p-Laplacian systems with fairly general right-
hand side of the type
∂tu
i − div(|Du|p−2Dui)= div(|g|p−2gi)+ F i(z, Du), i = 1, . . . ,n, (1.1)
on the cylindrical domain Q = (0, T ) × Ω with T > 0. Here Ω is a bounded domain in Rm , m  2,
p > 2m/(m + 2), u = (ui), i = 1, . . . ,n, deﬁned on Q with values in Rn , n  1, and g = (giα),
α = 1, . . . ,m, i = 1, . . . ,n, is a given vector-valued function from Q into Rmn . As usual, the func-
tions F i(z, P ) :Rm+1 × Rmn → R, i = 1, . . . ,n, are measurable in z ∈ Q for any P ∈ Rmn , continuous
in P ∈ Rmn for almost every z ∈ Q and satisfy appropriate growth and integrability conditions. We
study the Hölder continuity of weak solutions under appropriate regularity assumptions on the maps
g and F .
When the unknown function is real-valued, the Hölder regularity problem has been solved by
DiBenedetto et al. [9,10,5], whose proof is based on the so-called truncation and iteration method due
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operator. In the vectorial case, the truncation method does not work well and few results are known
on the Hölder regularity of solutions (see [4,12,13] and the references therein). In [6], it is shown
that a Hölder estimate holds for evolutionary p-Laplacian systems with a bounded external force and
lower-order term growing as a power (p − 1) of the gradient (see also [7]). The result is extended to
the system with critical growth on gradient under some additional condition [20]. The proof in [9]
is based on a nonlinear type iteration, different from the geometric progression used in the linear
case p = 2 (see [14,16] and also to [15,19]). However, the argument and the iteration process are
somehow complicate. In this paper, we compute the Hölder exponent and constant in terms of the
integrability of the external forces F and g . The results obtained coincide with the ones known in the
scalar case and thus, can be considered optimal (see the remarks at the end of Section 2.1 below).
Our proof is based on the so-called Campanato perturbation approach, which is nowadays recog-
nized as the fundamental method for the regularity estimates in the vectorial case. Here we make
use of a scaling (geometry) intrinsic to the evolutionary p-Laplace operator, originally discovered by
DiBenedetto [10]. Two kinds of scale parameters are introduced, which are associated with the radius
of the local parabolic cylinder and size of gradient of a solution, respectively. Their scale parame-
ters are appropriately arranged so to get integral estimates of homogeneous type. Thus, the iteration
argument is simply performed by a geometric progression as in the case p = 2. Finally, a partition
argument allows us to put the estimates under the same time–space scale as in the scalar case. Our
perturbation estimate also relies on the L∞-gradient estimate in [10], which has a precise time–space
scale. The strategy of the proof of the iterative local energy estimates uses an idea originally intro-
duced by Kinnunen and Lewis [17] in a different context. The same strategy is also exploited to get
the Lq-gradient estimate in [1] (see also [2,11,18]). Our method covers the known optimal result in
the classical case p = 2 (see remark below Lemma 5) and, in the forthcoming paper it will be applied
to systems with lower-order terms of critical growth on gradient and variable coeﬃcients in principal
term. The singular case p < 2 is deliberately excluded here, since our exposition is already a little
lengthy and the singular case should be separately taken care of.
To study local regularity, we use local parabolic cylinders. For every point z0 = (t0, x0) ∈ Q and
positive numbers τ ,ρ  d(z0, ∂p Q ), let us deﬁne the cylinder Q (τ ,ρ)(z0) as
Q (τ ,ρ)(z0) = (t0 − τ , t0) × B(ρ)(x0), (1.2)
where B(ρ)(x0) ⊂ Rm is a ball with radius ρ and center x0 and d(z0, ∂p Q ) is the Euclidean dis-
tance between z0 and the parabolic boundary ∂p Q of Q . We often abbreviate Q (τ ,ρ) = Q (τ ,ρ)(z0)
without any confusion. A usual convention is adopted to denote by C a constant whose value may
change from line to line. If necessary, we shall explicitly indicate the dependence of C on the relevant
variables.
We now state the conditions on the external force g and the nonlinear terms F . Suppose that
F i(z, P ) :Rm+1 ×Rmn →R, i = 1, . . . ,n, are Carathéodory functions satisfying the growth condition
∣∣F (z, P )∣∣ C(|P | p(m+2)−mm+2 + | f |p−1) (1.3)
and that the functions g and f verify the following integrability assumptions
g ∈ Ls(Q ,Rmn), s >m + p, (1.4)
f ∈ Lq(Q R ,R), q > p − 1
p
(m + p). (1.5)
We recall that a map u ∈ C(0, T ; L2(Ω,Rn))∩ Lp(0, T ;W 1,p(Ω,Rn)) is a weak solution of (1.1) if and
only if
M. Misawa / J. Differential Equations 254 (2013) 847–878 849∫
Ω
u(t) · ϕ(t)dx
∣∣∣t=t2
t=t1
+
∫
(t1,t2)×Ω
−u · ∂tϕ + |Du|p−2Du · Dϕ dz
=
∫
(t1,t2)×Ω
−|g|p−2g · Dϕ + F · ϕ dz
holds for all ϕ ∈ W 1,2(0, T ; L2(Ω,Rn))∩ Lp(0, T ;W 1,p0 (Ω, Rn)) and all intervals (t1, t2) ⊂ (0, T ). Note
that the last term F · ϕ in the right-hand side is integrable due to (1.3) and the Sobolev inequality
valid for the class of weak solutions (see (3.4)). Our main result is the following.
Theorem 1. Let p  2. Suppose that the conditions (1.3), (1.4) and (1.5) are satisﬁed. Then any weak solution
u of (1.1) is locally Hölder continuous in Q . Moreover, for all Q 0 = Q (3(ρ0)2,3ρ0)(z′0) ⊂ Q , with z′0 =
(t′0, x′0) ∈ Q and 0 < ρ0  1, there exist a positive constant C depending only on m, p, q and s, (ρ0)−1 ,|g|Ls(Q 0) and | f |Lq(Q 0) , and a positive exponent α0 < 1 depending only on m, p, q, s, such that
∣∣u(z) − u(z′)∣∣ C(∣∣t − t′∣∣ αp + ∣∣x− x′∣∣α) (1.6)
holds for any positive α  α0 and for any z = (t, x), z′ = (t′, x′) ∈ Q ((ρ0)p,ρ0)(z′0).
2. Growth estimates of the local energy
Now we state our main estimate, which is a growth estimate of the local energy.
Lemma 2 (Local energy growth). Let p  2. Let Q 0 = Q (3(ρ0)2,3ρ0)(z′0) ⊂ Q be a ﬁxed cylinder with
z′0 = (t′0, x′0) ∈ Q and 0 < ρ0  1. Let u be a weak solution of (1.1). Under the same assumptions as in
Theorem 1, we have
∫
Q (rp ,r)(z0)
|Du|p dz C(ρ0)2−δ(λ0)prm+δ (2.1)
for all z0 ∈ Q ((ρ0)2,ρ0)(z′0) and all positive numbers r  2ρ0 , where C is a positive constant depending only
on q, p and m, δ is a positive number such that
δ <min
{
p,2p
(
1− p − 1
p
m + p
q
)
/
(
1+ p − 1
p
m(p − 2)
q
)
,
p(p − 1)
(
1− m + p
s
)
/
(
1+ m(p − 2)
2s
)}
, (2.2)
and λ0 is a positive number such that
(λ0)
2 = (ρ0)−2 + 1|Q ((ρ0)2,ρ0)|
∫
Q (3(ρ0)2,3ρ0)
|Du|p dz + (ρ0)2γ f
( ∫
Q (3(ρ0)2,3ρ0)
| f |q dz
) 2
q−(p−2)
+ (ρ0)2γg
( ∫
Q (3(ρ0)2,3ρ0)
|g|s dz
) 2
s−p+2
,
γ f = q − (p − 1)(m + 2)
(p − 1)(q − p + 2) , γg = −
m + 2
s − p + 2 .
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estimate, Theorem 1.
Proof of Theorem 1. We need a Poincaré inequality for a weak solution of (4.1). The proof is standard
and can be deduced from the proof of [20, proof of Lemma 7, pp. 433–434].
Lemma 3 (Poincaré inequality). Let u be a weak solution to (1.1). Then there exists a positive constant C
depending only on m and p such that
∫
Q (rp ,r)
∣∣u − (u)Q (rp ,r)∣∣p dz
 Crp
∫
Q (rp ,r)
|Du|p dz + Cr2m+p(1−m)
( ∫
Q (rp ,r)
|Du|p dz
)p−1
+ Cr(p(2−m2)+2m(m+1))/(m+2)
( ∫
Q (rp ,r)
|Du|p dz
)p−m/(m+2)
+ Cr2m+p(2−m)
( ∫
Q (rp ,r)
| f |p dz
)p−1
+ Cr2m+p(1−m)
( ∫
Q (rp ,r)
|g|p dz
)p−1
(2.3)
holds for any Q (rp, r) = Q (rp, r)(z0) ⊂ Q with z0 ∈ Q and a positive number r, where (u)Q (rp ,r) is the
integral average of u on Q (rp, r).
Substituting (2.1) into (2.3) and using Hölder’s inequality, we have, for any z0 ∈ Q ((ρ0)2,ρ0)(z′0)
and any positive number r  2ρ0,
∫
Q (rp ,r)
∣∣u − (u)Q (rp ,r)∣∣p dz
 Crp+m+δ(ρ0)2−δ(λ0)p + Cr2m+p(1−m)+(p−1)(m+δ)(ρ0)(p−1)(2−δ)(λ0)p(p−1)
+ Cr(p(2−m2)+2m(m+1))/(m+2)+(m+δ)(p−m/(m+2))(ρ0)(p−m/(m+2))(2−δ)(λ0)p(p−m/(m+2))
+ Cr2m+p(2−m)+(p−1)(m+p)(1−p/q)
( ∫
Q (rp ,r)
| f |q dz
)p(p−1)/q
+ Cr2m+p(1−m)+(p−1)(m+p)(1−p/s)
( ∫
Q (rp ,r)
|g|s dz
)p(p−1)/s
. (2.4)
Since δ > 0, we get that
p +m + δ >m + p, 2m + p(1−m) + (p − 1)(m + δ) >m + p,
p(2−m2) + 2m(m + 1)
m + 2 + (m + δ)
(
p − m
m + 2
)
>m + p. (2.5)
While, recalling that q > (p − 1)(m + p)/p we obtain
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(
1− p
q
)
>m + p (2.6)
and recalling that s >m + p we conclude that
2m + p(1−m) + (p − 1)(m + p)
(
1− p
s
)
>m + p. (2.7)
As usual, from inequalities (2.4), (2.5), (2.6) and (2.7), by applying the isomorphism theorem
due to Campanato [3,8] in Q ((ρ0)p,ρ0)(z′0) we get Theorem 1. Note that Q ((ρ0)p,ρ0)(z′0) ⊂
Q ((ρ0)2,ρ0)(z′0), since p  2. Let δ be as before. The Hölder exponent α is chosen as
α min
{
δ
p
, p
(
1− p − 1
p
m + p
q
)
, (p − 1)
(
1− m + p
s
)}
= δ
p
< α0 := min
{
2
(
1− p − 1
p
m + p
q
)
/
(
1+ p − 1
p
m(p − 2)
q
)
,
(p − 1)
(
1− m + p
s
)
/
(
1+ m(p − 2)
2s
)}
.
Finally, from (2.4), denoting by C a positive constant depending only on m, p, q and s, the Hölder
constant of u may be bounded by
C(ρ0)
(2−δ)/p(λ0)p−m/(m+2)
+ C
( ∫
Q ((2ρ0)p ,2ρ0)
| f |q dz
)(p−1)/q
+ C
( ∫
Q ((2ρ0)p ,2ρ0)
|g|s dz
)(p−1)/s
.  (2.8)
Remark. If we consider Eq. (1.1) with F ≡ 0, then we can employ the local Ls-gradient estimate in
[1, Theorem 1, p. 289] with the same s as (1.4) to show the validity of Theorem 1. In fact, arguing
as in the proof of Lemma 3 it is easily checked that in this case the Hölder exponent α satisﬁes the
inequality
α  (p − 1)
(
1− m + p
s
)
, (2.9)
which can be considered optimal when compared with the scalar case. Note that in general the upper
bound for the Hölder exponent obtained in Theorem 1 does not coincide with the optimal one (2.9).
It does in the case p = 2.
Remark. When we look at the simple equation (4.1) below with the external force in Lq , q >
(p − 1)(m + 2), then δ < p and the Hölder exponent α can be chosen as
α  p
(
1− p − 1
p
m + p
q
)
, (2.10)
which is again optimal in view of the scalar case.
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Before proving Lemma 2, we give some preliminaries. Let λ and ρ be positive numbers such that
Q (λ2−pρ2,ρ) = Q (λ2−pρ2,ρ)(z′) ⊂ Q for some point z′ = (t′, x′) ∈ Q . Now we estimate the local
energy on Q (λ2−pρ2,ρ) and we proceed by the comparison estimates called Campanato’s approach.
Let v ∈ L∞(−λ2−pρ2,0; L2(B(ρ), Rn)) ∩ Lp(−λ2−pρ2,0;W 1,p(B(ρ), Rn)) be a weak solution of
{
∂t v − div
(|Dv|p−2Dv)= 0 in Q (λ2−pρ2,ρ),
v = u on the parabolic boundary ∂p Q
(
λ2−pρ2,ρ
)
.
(3.1)
The existence of a weak solution of (3.1) follows from the theory of monotone operators and Galerkin
method (see, e.g. [20, Appendix, p. 453], and also [19, Theorem 6.7, pp. 466–467], [10]).
First we compare the local energy of u with v in Q (λ2−pρ2,ρ).
Lemma 4 (Comparison). There exists a positive constant C depending only on m and p such that
sup
−λ2−pρ2<t<0
∫
B(ρ)
∣∣v(t) − u(t)∣∣2 dx+
∫
Q (λ2−pρ2,ρ)
|Dv − Du|p dz
 C
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ C
∫
Q (λ2−pρ2,ρ)
|g|p dz
+ C
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
. (3.2)
Proof. We subtract (1.1) from (3.1) and use v − u as test function. This is admissible by usual approx-
imation with Steklov averaging. Thus, we get
sup
−λ2−pρ2<t<0
∫
B(ρ)
∣∣v(t) − u(t)∣∣2 dx+
∫
Q (λ2−pρ2,ρ)
|Dv − Du|p dz

∫
Q (λ2−pρ2,ρ)
|g|p−1|Dv − Du| + |F ||v − u|dz

∫
Q (λ2−pρ2,ρ)
|g|p−1|Dv − Du| + C |v − u|(| f |p−1 + |Du| p(m+2)−mm+2 )dz, (3.3)
where we used (1.3) in the last inequality. We recall the following Sobolev type inequality
(for the proof see [10, Proposition 3.1, pp. 7–9] and also [19, Section 3, pp. 74–76]). For w ∈
L∞(−λ2−pρ2,0; L2(Bρ)) ∩ Lp(−λ2−pρ2,0;W 1,p0 (Bρ)), it holds that
∫
Q (λ2−pρ2,ρ)
|w| p(m+2)m dz
 C(m, p)
∫
Q (λ2−pρ2,ρ)
|Dw|p dz sup
−λ2−pρ2<t<0
( ∫
B(ρ)
∣∣w(t)∣∣2 dx
) p
m
. (3.4)
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Hölder’s and Young’s inequalities we deduce
C
∫
Q (λ2−pρ2,ρ)
| f |p−1|v − u|dz

( ∫
Q (λ2−pρ2,ρ)
|v − u| p(m+2)m dz
) m
p(m+2)( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+2)
 δ
∫
Q (λ2−pρ2,ρ)
|Dv − Du|p dz + δ sup
−λ2−pρ2<t<0
∫
B(ρ)
∣∣v(t) − u(t)∣∣2 dx
+ C(m, p, δ−1)
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
, (3.5)
where the exponent p(m+2)/(p(m+2)−m) is the Hölder conjugate of p(m+2)/m. The other terms
in (3.3) are estimated similarly
∫
Q (λ2−pρ2,ρ)
|g|p−1|Dv − Du| + C |Du| p(m+2)−mm+2 |v − u|dz
 δ
∫
Q (λ2−pρ2,ρ)
|Dv − Du|p dz + δ sup
−λ2−pρ2<t<0
∫
B(ρ)
∣∣v(t) − u(t)∣∣2 dx
+ C(m, p, δ−1)
∫
Q (λ2−pρ2,ρ)
|g|p dz + C(m, p, δ−1)
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
. (3.6)
To conclude the proof it is enough to choose δ in (3.5) and (3.6) so small that the integrals of v − u
and Dv − Du can be absorbed into the left-hand side of (3.3). 
Next we recall the L∞-gradient estimate for solutions of (3.1).
Lemma 5 (Gradient boundedness). Suppose that for some positive number C
λp  C|Q (λ2−pρ2,ρ)|
∫
Q (λ2−pρ2,ρ)
|Du|p + |g|p dz
+ C|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m
) p(m+2)−m
p(m+1)−m
+ C|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
. (3.7)
Then a weak solution v of (3.1) satisﬁes, for any positive number τ < 1/2,
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|Dv|p  C
′
|Q (λ2−pρ2,ρ)|
∫
Q (λ2−pρ2,ρ)
|Du|p + |g|p dz + C ′λp
+ C
′
|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ C
′
|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
, (3.8)
where σ = 2τ/(τ + 1) and C ′ is a positive constant depending only on the constant C in (3.7), m and p.
Remark. In the linear case p = 2, without the assumption (3.7), the usual parabolic L2-estimate for
(3.1) still implies the L∞-gradient estimate (3.8) even without the extra term C ′λp .
Proof of Lemma 5. Now we specialize the L∞-gradient estimate obtained by DiBenedetto (see [10,
Theorem 5.1, pp. 238–239]) to our case, thus getting
sup
Q (λ2−p(σρ)2,σρ)
|Dv|p  Cλ
p(2−p)
2
(1− σ) p(m+2)2
(
1
|Q (λ2−pρ2,ρ)|
∫
Q ((λ1)2−pρ2,ρ)
|Dv|p dz
) p
2
+ Cλp,
(3.9)
where C = C(m, p) > 0, and we choose
σ = 2τ
τ + 1 < 1,
hence
1
1− σ =
1+ τ
1− τ <
1+ 1
1− 2−1 = 4.
Lemma 4 yields
∫
Q (λ2−pρ2,ρ)
|Dv|p dz
 C
∫
Q (λ2−pρ2,ρ)
|Du|p + |Dv − Du|p dz
 C
∫
Q (λ2−pρ2,ρ)
|Du|p + |g|p dz
+ C
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ C
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
, (3.10)
for some C = C(m, p) > 0. Using the assumption (3.7), we also estimate
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p(2−p)
2
{
1
|Q (λ2−pρ2,ρ)|
∫
Q (λ2−pρ2,ρ)
|Du|p + |g|p dz
+ 1|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ 1|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m} p2
 C(m, p)|Q (λ2−pρ2,ρ)|
{ ∫
Q (λ2−pρ2,ρ)
|Du|p + |g|p dz
+
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m}
. (3.11)
Combining of (3.7), (3.10), (3.11) and (3.9) leads to the desired estimate (3.8). 
We now introduce two kinds of sequences. One of them is the sequence of radii {ρk}, deﬁned by
a geometric progression
ρ0  1,
ρk = τ kρ0, 0< τ < 1, k = 1,2, . . . , (3.12)
where the ratio τ is to be determined later. Another one is an increasing sequence {λk} such that
λk+1 > λk > λ0  1, k = 1,2, . . . , (3.13)
which will be also deﬁned later. By using the two sequences {ρk} and {λk}, we deﬁne a sequence of
local parabolic cylinders. For k = 0,1,2, . . . ,
Q
(
(λk)
2−p(ρk)2,ρk
)= (t0 − (λk)2−p(ρk)2, t0)× B(ρk)(x0),
Q (k) = Q ((λk)2−p(ρk)2,ρk) (3.14)
and, for k = 1,2, . . . , we set
Q ′(k) = Q ((λk)2−p(ρk−1)2,ρk−1),
Q ′′(k) = Q ((λk)2−p(ρ¯k)2, ρ¯k), ρ¯k = ρk + ρk−12 . (3.15)
Keep in mind that
Q (k) ⊂ Q ′′(k) ⊂ Q ′(k) ⊂ Q (k − 1), k = 1,2, . . . ,
Q (0) ⊂ Q , (3.16)
856 M. Misawa / J. Differential Equations 254 (2013) 847–878since
λk > λk−1  1, ρk < ρ¯k < ρk−1. (3.17)
4. Simple case
In this section we ﬁrst treat a model case to make our approach clear. The general case will be
discussed in the next section. Here we study the evolutionary p-Laplacian system with an external
force
∂tu
i − div(|Du|p−2Dui)= | f |p−2 f i, i = 1, . . . ,n, (4.1)
where f = ( f i), i = 1, . . . ,n, is a given vector-valued function from Q to Rn satisfying the following
integrability assumption
f ∈ Lq(Q ,Rn), q > p − 1
p
(m + p). (4.2)
4.1. Iterative local energy estimates. Initial setting
As before, we solve the initial and boundary value problem (3.1), and denote by v its solution.
From Lemmata 4 and 5 we have
Lemma 6. Let u be a weak solution of (4.1). Then it holds that
sup
−λ2−pρ2<t<0
∫
B(ρ)
∣∣v(t) − u(t)∣∣2 dx+
∫
Q (λ2−pρ2,ρ)
|Dv − Du|p dz
 C(m, p)
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (4.3)
Lemma 7. Suppose that
λp  1|Q (λ2−pρ2,ρ)|
∫
Q (λ2−pρ2,ρ)
|Du|p dz
+ 1|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m
) p(m+2)−m
p(m+1)−m
. (4.4)
Then it holds that, for any positive number τ < 1/2,
sup
Q (λ2−p(σρ)2,σρ)
|Dv|p  C(m, p)|Q (λ2−pρ2,ρ)|
∫
Q (λ2−pρ2,ρ)
|Du|p dz + C(m, p)λp
+ C(m, p)|Q (λ2−pρ2,ρ)|
( ∫
Q (λ2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
, (4.5)
where σ = 2τ/(τ + 1).
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Let Q ((ρ0)2,ρ0) = Q ((ρ0)2,ρ0)(z0) ⊂ Q be an arbitrary cylinder with z0 = (t0, x0) ∈ Q and ρ0  1
ﬁxed. Let λ0 be such that
(λ0)
2  1|Q ((ρ0)2,ρ0)|
∫
Q ((ρ0)2,ρ0)
|Du|p dz + 1+ (ρ0)2γ ′0
( ∫
Q ((ρ0)2,ρ0)
| f |q dz
) 2
q−(p−2)
, (4.6)
where γ ′0 is deﬁned by
γ ′0 =
q − (p − 1)(m + 2)
(p − 1)(q − p + 2) . (4.7)
Note that γ ′0 > −1 since q > (p − 1)(m + p)/p. Note also that λ0  1 and that
1
|Q (0)|
{ ∫
Q (0)
|Du|p dz +
( ∫
Q (0)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
< C1(m, p,q)(λ0)
p . (4.8)
In fact, since
q >
(p − 1)(m + p)
p
>
p(p − 1)(m + 2)
p(m + 2) −m ,
by Hölder’s inequality the integral term involving the external force is bounded by
∣∣Q (0)∣∣A−1
( ∫
Q (0)
| f |q dz
) p(p−1)(m+2)
q(p(m+1)−m)
 (λ0)(2−p)(A−1)
∣∣Q ((ρ0)2,ρ0)∣∣A−1((ρ0)−γ ′0(q−p+2)(λ0)(q−p+2)) p(p−1)(m+2)q(p(m+1)−m)
= C2(m, p,q)(λ0)p, (4.9)
where we used (4.6) and (4.7), and, letting
A = p(m + 2) −m
p(m + 1) −m −
p(p − 1)(m + 2)
q(p(m + 1) −m) , (4.10)
we computed the exponents as
A − 1 = p(q − (p − 1)(m + 2))
q(p(m + 1) −m) ,
A(m + 2) = (m + 2)(q(p(m + 2) −m) − p(p − 1)(m + 2))
q(p(m + 1) −m) ,
p + (p − 2)(A − 1) = p(p − 1)(m + 2)(q − (p − 2))
q(p(m + 1) −m) ,
(m + 2)(A − 1) = p(m + 2)(q − (p − 1)(m + 2))
q(p(m + 1) −m) . (4.11)
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Let λk be
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λk = C0λ0
(
Mτγ0
)k−1
, k = 1,2, . . . ,
M  1, C0  τγ1 ,
γ0 = min
{
γ ′0,0
}
> −1,
γ ′0 =
q − (p − 1)(m + 2)
(p − 1)(q − p + 2) , γ1 = −
q(p(m + 1) −m)
p(p − 1)(q − p + 2) ,
(4.12)
where τ is as in (3.12), 0< τ < 1, to be determined later, γ ′0 and λ0 are as in (4.7) and (4.6), respec-
tively. Clearly, the sequence {λk} in (4.12) satisﬁes (3.13). Let A be as in (4.10)
A = p(m + 2) −m
p(m + 1) −m −
p(p − 1)(m + 2)
q(p(m + 1) −m) .
Our main estimate for the growth of the local energy is the following iterative inequality.
Lemma 8 (Iterative inequality). There are positive numbers C0 depending only on τ , m, p and q, and M
depending only on m, p and q, such that, for any k = 1,2, . . . ,
1
|Q (k)|
∫
Q (k)
|Du|p dz C3(λk)p, (4.13)
|Q ′(k)|A
|Q (k)|
( ∫
Q ′(k)
| f |q dz
) p(p−1)(m+2)
q(p(m+1)−m)
 C2(λk)p, (4.14)
where C2 = C2(m, p,q) is the same positive constant as in (4.9) and C3 = C3(m, p,q) is a positive constant
depending only on m, p and q.
Proof. We will prove Lemma 8 by induction on k. Our task is to determine the positive constants C0
and M in the deﬁnition (4.12) of λk in an appropriate way. First we treat the case k = 1. By (4.9) we
ﬁnd that
|Q (0)|A
|Q (0)|
( ∫
Q (0)
| f |q dz
) p(p−1)(m+2)
q(p(m+1)−m)
 C2(m, p,q)(λ0)p . (4.15)
From (4.6) and (4.12), it follows that λ1 > λ0 > 1. Hence,
1
|Q ′(1)|
{ ∫
Q ′(1)
|Du|p dz +
( ∫
Q ′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
 (λ1)p−2
(λ0)
2−p
|Q (0)|
{ ∫
Q (0)
|Du|p dz +
( ∫
Q (0)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
< C1(m, p,q)(λ1)
p−2(λ0)2−p(λ0)p
< (λ1)
p, (4.16)
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C1(m, p,q)(λ0)
2 < (λ1)
2 (4.17)
is satisﬁed by taking the positive constant C0 in (4.12) to be so large that
C0 >
√
C1(m, p,q). (4.18)
We continue our estimates by an argument based on an alternative. According to each of two pos-
sible cases, we will appropriately choose the radius ρ of a local parabolic cylinder Q ((λ1)2−pρ2,ρ),
on which we perform our comparison estimate.
(First alternative) We treat the case where
(λ1)
p <
1
|Q ′′(1)|
∫
Q ′′(1)
|Du|p dz + 1|Q ′′(1)|
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (4.19)
By the absolute continuity of Lebesgue integral, the integral in (4.19) is continuous with respect to
the radius. Therefore, from (4.16) and (4.19), using the intermediate value theorem for continuous
functions, we can choose a positive number ρ such that
ρ¯1 < ρ < ρ0, (4.20)
(λ1)
p = 1|Q ((λ1)2−pρ2,ρ)|
∫
Q ((λ1)2−pρ2,ρ)
|Du|p dz
+ 1|Q ((λ1)2−pρ2,ρ)|
( ∫
Q ((λ1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (4.21)
Let v be a solution of (3.1) with the radius ρ chosen as above. We now start with
∫
Q (1)
|Du|p dz C(m, p)
∫
Q (1)
|Dv|p + |Dv − Du|p dz. (4.22)
Estimating the ﬁrst and second terms on the right-hand side of (4.22) by (4.5) and (4.3) with λ
replaced by λ1 in (4.21), we get λ = λ1 and ρ = ρ and can make use of the L∞-gradient estimate
(4.5) in Lemma 5. Substituting (4.5) and (4.3) with λ = λ1 and ρ = ρ into the ﬁrst and second terms
of (4.22), respectively, we get
∫
Q (1)
|Du|p dz C4(m, p)|Q (1)||Q ((λ1)2−pρ2,ρ)|
×
{ ∫
Q ((λ1)2−pρ2,ρ)
|Du|p dz +
( ∫
Q ((λ1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
+ C4(m, p)
( ∫
Q ((λ )2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
, (4.23)1
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the terms containing the external force in (4.23). Hölder’s inequality yields
1
|Q (1)|
( ∫
Q (1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 1|Q (1)|
( ∫
Q ((λ1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 1|Q (1)|
( ∫
Q ′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 |Q
′(1)|A
|Q (1)|
( ∫
Q ′(1)
| f |q dz
) p(p−1)(m+2)
q(p(m+1)−m)
 |Q
′(1)|A
|Q (1)| C2(m, p,q)(λ0)
p |Q (0)|
|Q (0)|A
 C2(m, p,q)(λ1)p, (4.24)
where we used that
ρ1 < ρ < ρ0, λk  λk−1  λ0, k = 1,2, . . . ,
and use (4.15) in the fourth inequality. The last inequality of (4.24) is equivalent to the inequalities
C2(λ1)
p  C2(λ0)p+(p−2)(A−1)(λ1)(2−p)(A−1)
|Q ((ρ0)2,ρ0)|
|Q ((ρ1)2,ρ1)| ,
(λ1)
p+(p−2)(A−1)  τ−(m+2)(λ0)p+(p−2)(A−1), (4.25)
which are implied by
λ1  λ0τ−
m+2
p+(p−2)(A−1)
= λ0τγ1 , (4.26)
where the exponents appearing in (4.25) and (4.26) are given by (4.11). Thus we choose C0 to be
large in comparison with the positive constant τγ1 in (4.26)
C0  τγ1 (4.27)
and ﬁnd from the deﬁnition (4.12) of λ1 that (4.26) and thus, (4.24) hold. Estimating the expression
in curled brackets in (4.23) by (4.21) and using (4.24) to estimate the last term in (4.23), we have
∫
Q (1)
|Du|p dz C4(C2 + 1)(λ1)p
∣∣Q (1)∣∣. (4.28)
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(λ1)
p  1|Q ′′(1)|
∫
Q ′′(1)
|Du|p dz + 1|Q ′′(1)|
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (4.29)
Let v be a weak solution of (3.1) with ρ = ρ¯1. Then we have the L∞-gradient estimate of v , (4.5)
with ρ = ρ¯1. We can also estimate the difference between u and v in (4.3) with ρ = ρ¯1. Then the
comparison estimate will start from (4.22). Using (4.5) and (4.3) with λ = λ1 and ρ = ρ¯1, as in (4.23)
we obtain
∫
Q (1)
|Du|p dz C4(m, p)|Q (1)||Q ′′(1)|
{ ∫
Q ′′(1)
|Du|p dz +
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
+ C4(m, p)(λ1)p
∣∣Q (1)∣∣+ C4(m, p)
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (4.30)
The term containing the external force in (4.30) is estimated by the Hölder inequality in the same
way as in (4.24), just replacing ρ by ρ¯1,
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m

( ∫
Q ′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 C2(m, p,q)(λ1)p
∣∣Q (1)∣∣. (4.31)
We combine (4.29) and (4.31) in (4.30) to have
∫
Q (1)
|Du|p dz C4(C2 + 2)(λ1)p
∣∣Q (1)∣∣. (4.32)
As a result, from (4.24), (4.31), (4.28) and (4.32), we obtain (4.13) with C3 = C4(m, p)(C2(m, p,q)+
2) and (4.14) for k = 1.
Let us assume, by induction, that (4.13) and (4.14) hold for some k = 1,2, . . . . Arguing as in the
proof of (4.16) we then get that
1
|Q ′(k + 1)|
{ ∫
Q ′(k+1)
|Du|p dz +
( ∫
Q ′(k+1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
 (λk+1)p−2
(λk)
2−p
|Q (k)|
{ ∫
Q (k)
|Du|p dz +
( ∫
Q (k)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
<
(
C3(m, p,q) + C2(m, p,q)
)
(λk+1)p−2(λk)2−p(λk)p
< (λk+1)p, (4.33)
where again we used that λk+1 > λk > 1 which is a consequence of (4.6) and (4.12). Note that the
second inequality in (4.33) follows from (4.13), (4.14) and Hölder’s inequality. In fact,
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|Q (k)|
( ∫
Q (k)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 1|Q (k)|
( ∫
Q ′(k)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 |Q
′(k)|A
|Q (k)|
( ∫
Q ′(k)
| f |q dz
) p(p−1)(m+2)
q(p(m+1)−m)
 C2(m, p,q)(λk)p . (4.34)
Note also that the last inequality in (4.33) is equivalent to
λk+1 >
√
C2(m, p,q) + C3(m, p,q)λk, (4.35)
which is veriﬁed for a large positive constant M such that
M 
√
C2(m, p,q) + C3(m, p,q). (4.36)
Arguing in the proof of (4.24), we use (4.14) to estimate by Hölder’s inequality
1
|Q (k + 1)|
( ∫
Q (k+1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 1|Q (k + 1)|
( ∫
Q ′(k+1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 |Q
′(k + 1)|A
|Q (k + 1)|
( ∫
Q ′(k+1)
| f |q dz
) p(p−1)(m+2)
q(p(m+1)−m)
= |Q
′(k + 1)|A
|Q (k + 1)| C2(m, p,q)(λk)
p |Q (k)|
|Q ′(k)|A
 C2(m, p,q)(λk+1)p . (4.37)
Note that the last inequality is equivalent to
C2(λk+1)p  C2(λk+1)(2−p)(A−1)(λk)p+(p−2)(A−1)
|Q ((ρk)2,ρk)|
|Q ((ρk+1)2,ρk+1)|
|Q ((ρk)2,ρk)|A
|Q ((ρk−1)2,ρk−1)|A ,
(λk+1)p+(p−2)(A−1)  τ (m+2)(A−1)(λk)p+(p−2)(A−1). (4.38)
Recalling (4.11) and the deﬁnition (4.12), (4.38) is satisﬁed if
λk+1  λkτγ0 (4.39)
which is true by (4.12), yielding that
M  1. (4.40)
Hence, we have that (4.14) also holds for k + 1.
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can replace λ1, ρ1 and ρ0 by λk+1, ρk+1 and ρk , respectively, and perform the same estimates as in
(4.28) and (4.32). To obtain (4.13) for k+1, we consider the two alternatives as before. Recalling (4.33),
we can choose a positive number ρ such that
ρ¯k+1 = ρk+1 + ρk2  ρ < ρk,
(λk+1)p 
1
|Q ((λk+1)2−pρ2,ρ)|
∫
Q ((λk+1)2−pρ2,ρ)
|Du|p dz
+ 1|Q ((λk+1)2−pρ2,ρ)|
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (4.41)
Then we solve (3.1) for λ = λk+1 and ρ as in (4.41), and denote its solution by v . Then we combine
the L∞-gradient estimate (4.5) and the comparison estimate (4.3) to conclude, using (4.37) and (4.41),
that
∫
Q (k+1)
|Du|p dz C4(m, p)|Q (k + 1)||Q ((λk+1)2−pρ2,ρ)|
×
{ ∫
Q ((λk+1)2−pρ2,ρ)
|Du|p dz +
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
+ C4(m, p)(λk+1)p
∣∣Q (k + 1)∣∣
+ C4(m, p)
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 C4(C2 + 2)(λk+1)p
∣∣Q (k + 1)∣∣, (4.42)
which gives (4.13) for k+1 with C3 = C4(m, p)(C2(m, p,q)+2). The last estimate concludes the proof
of the lemma. 
Now we state a growth estimate of the local energy, which is just (4.13) in Lemma 8.
Lemma 9 (First discrete type growth estimate). Let Q ((ρ0)2,ρ0) = Q ((ρ0)2,ρ0)(z0) ⊂ Q with z0 =
(t0, x0) ∈ Q and 0< ρ0  1. Then it holds that
∫
Q (k)
|Du|p dz C ′3(m, p,q)(λk)2(ρk)m+2, k = 1,2, . . . , (4.43)
where C ′3 = |B(1)|C3(m, p,q) and C3 is the same positive constant as in (4.13), and the notation (3.14) is used
Q (k) = Q ((λk)2−p(ρk)2,ρk)(z0), k = 0,1,2, . . . .
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in (3.12), z0 ∈ Q and r0 = max{ρ0, (λ0)
2−p
p (ρ0)
2
p }. We suppose that λ0 is a positive number satisfying
the following conditions
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Qˆ 0 = Qˆ 0(z0) = Q
(
(r0)
p + (ρ0)p + (λ0)2−p(ρ0)2,2r0 + ρ0/
√
2
)
(z0) ⊂ Q ,
(λ0)
2  1+ 1|Q ((ρ0)2,ρ0)|
∫
Qˆ 0
|Du|p dz + (ρ0)2γ ′0
(∫
Qˆ 0
| f |q dz
) 2
q−(p−2)
,
(4.44)
where γ ′0 is as in (4.7). Note that λ0  1 and that, for any z′ = (t′, x′) ∈ Q ((r0)p, r0)(z0),
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q
(
(λ0)
2−p(ρ0)2,ρ0
)(
z′
)⊂ Qˆ 0,
(λ0)
2  1|Q ((ρ0)2,ρ0)|
∫
Q ((λ0)2−p(ρ0)2,ρ0)(z′)
|Du|p dz
+ 1+ (ρ0)2γ ′0
( ∫
Q ((λ0)2−p(ρ0)2,ρ0)(z′)
| f |q dz
) 2
q−(p−2)
.
(4.45)
Taking such λ0 as in (4.44), let {ρk} and {λk} be deﬁned as in (3.12) and (4.12), respectively. Then we
deﬁne a sequence {rk} by
rk = max
{
ρk, (λk)
2−p
p (ρk)
2
p
}
, k = 0,1,2, . . . . (4.46)
From (3.12), (4.12) and (4.45) it is clear that the sequence {rk} is decreasingly converging to 0 as k
tends to ∞.
Lemma 10 (Second discrete type growth estimate). Suppose that the conditions (4.44) hold for λ0 . Then
∫
Q ((rk)p ,rk)(z′)
|Du|p dz C5(rk)m+δ, k = 1,2, . . . (4.47)
holds for any z′ = (t′, x′) ∈ Q ((r0)p, r0)(z0), where C5 is a positive constant depending only on m, p, q, γ ′0 ,
C0 , λ0 and ρ0 as in (4.44),
C5 = 3C ′3(m, p,q)(C0λ0)p(ρ0)2(1−δ/p). (4.48)
Proof. Fix z′ = (t′, x′) ∈ Q ((r0)p, r0)(z0) and k = 1,2, . . . . We set Q ((rk)p, rk) = Q ((rk)p, rk)(z′). We
separately argue in each of two cases:
(λk)
(2−p)/p(ρk)2/p > ρk, (λk)(2−p)/p(ρk)2/p  ρk. (4.49)
First we treat the case where (λk)(2−p)/p(ρk)2/p > ρk , hence rk = (λk)(2−p)/p(ρk)2/p . We let
r = rk and ρ = ρk/
√
2. In this case we divide Q (rp, r) = (−rp,0) × B(r) in the following way.
Let C(2r) = (−r, r)m be a cube, which circumscribes the sphere ∂B(r). Note that C(2r) is con-
tained in the union of congruent cubes Ci(2ρ) = ∏mα=1(xi,α − ρ, xi,α + ρ) with center xi = (xi,α),
α = 1, . . . ,m, whose number is at most ([r/ρ] + 1)m . Furthermore, we take the circumscribed sphere
B(
√
2ρ)(xi) to each cube Ci(2ρ). Then we apply the estimation (4.43) on each parabolic cylinder
Q i = Q ((λk)2−p(ρk)2,ρk)(t′, xi), i = 1, . . . , ([
√
2rk/ρk] + 1)m ,
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Q i
|Du|p dz C ′3(m, p,q)(λk)2(ρk)m+2, (4.50)
where the number k is ﬁxed. We sum up the both sides of (4.50) over i = 1, . . . , ([√2rk/ρk] + 1)m to
have
∫
Q ((rk)p ,rk)
|Du|p dz
([√2rk/ρk]+1)m∑
i=1
∫
Q i
|Du|p dz
 3C ′3(λkρk)m(2/p−1)(λk)2(ρk)m+2. (4.51)
Note that by (4.45) each Q i0 = Q ((λ0)2−p(ρ0)2,ρ0)(t′, xi), i = 1, . . . , ([
√
2rk/ρk] + 1)m , is contained
in Qˆ 0. We now use the deﬁnitions (3.12) and (4.12) to evaluate the right-hand side of (4.51). We
claim that
3C ′3(λkρk)m(2/p−1)(λk)2(ρk)m+2  C ′(rk)m+δ
for some positive numbers δ and C ′ independent of k. In fact, the inequality above is equivalent to
3C ′3(λk)2+δ(1−2/p)(ρk)2−2δ/p  C ′,
3C ′3(C0λ0)2+δ(1−2/p)(τρ0)2−2δ/p
(
M2+δ(1−2/p)τ 2+2γ0−δ(γ0(2−p)+2)/p
)k−1  C ′. (4.52)
To prove (4.52), we ﬁrst select δ such that
2+ 2γ0 − δ
(
γ0(2− p) + 2
)
/p > 0,
0< δ < p(2+ 2γ0)/
(
γ0(2− p) + 2
)
, (4.53)
where we used that γ0 > −1 and next, we take τ to be so small that
M2+δ(1−2/p)τ 2+2γ0−δ(γ0(2−p)+2)/p  1. (4.54)
Thus, τ is uniformly determined only in dependence of M = M(m, p,q) > 1, m, p, and q. Therefore,
from (4.53) and (4.54) we get (4.52), taking
C ′  3C ′3(C0λ0)2+δ(1−2/p)(τρ0)2−2δ/p .
By (4.52), we have the estimate (4.47)
(rk)
−(m+δ)
∫
Q ((rk)p ,rk)
|Du|p dz 3C ′3(C0λ0)2+δ(1−2/p)(τρ0)2−2δ/p, (4.55)
where the positive exponent δ is chosen to satisfy (4.53).
Next we consider the case (λk)(2−p)/p(ρk)2/p  ρk , hence, rk = ρk . We let r = rk , ρ = ρk and
λ = λk . In this case the time-interval (t′ − rp, t′) is contained in the union of congruent intervals
(ti − λ2−pρ2, ti) whose number is at most [rp/λ2−pρ p] + 1. We apply the estimate (4.43) on each
parabolic cylinder Q i = Q ((λk)2−p(ρk)2,ρk)(ti, x0), i = 1, . . . , [(rk)p/((λk)2−p(ρk)2)] + 1, and then,
sum up the resulting inequalities over i = 1, . . . , [(rk)p/((λk)2−p(ρk)2)] + 1, to have
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Q ((rk)p ,rk)
|Du|p dz =
[(rk)p/((λk)2−p(ρk)2)]+1∑
i=1
∫
Q i
|Du|p dz
 2C ′3(λkρk)p−2(λk)2(ρk)m+2, (4.56)
where, recalling again (4.45), each Q i0 = Q ((λ0)2−p(ρ0)2,ρ0)(ti, x0), i = 1, . . . , [(rk)p/
(λk)
2−p(ρk)2] + 1, is contained in Qˆ 0. The right-hand side of (4.56) is estimated by (3.12) and (4.12).
We claim that
2C ′3(λkρk)p−2(λk)2(ρk)m+2  C ′(ρk)m+δ
with some positive numbers δ and C ′ independent of k. This inequality is equivalent to
2C ′3(C0λ0)p(τρ0)p−δ
(
Mpτ p(γ0+1)−δ
)k−1  C ′. (4.57)
Let δ be a positive constant such that
p(γ0 + 1) − δ > 0,
δ < p(γ0 + 1), (4.58)
where we note that −1< γ0  0 and let τ be a positive number such that
Mpτ p(γ0+1)−δ  1. (4.59)
From (4.58) and (4.59), the inequality (4.57) follows if
C ′  2C ′3(C0λ0)p(τρ0)p−δ.
By (4.57), we have (4.47)
(rk)
−(m+δ)
∫
Q ((rk)p ,rk)
|Du|p dz 2C ′3(C0λ0)p(ρ0)p−δ, (4.60)
where the positive exponent δ is chosen to satisfy (4.58).
Consequently, our conclusion (4.47) in Lemma 10 follows from (4.55) and (4.60), where C5 can be
taken as
C5 = 3C ′3(m, p,q)max
{
(C0λ0)
2+δ(1−2/p)(τρ0)2(1−δ/p), (C0λ0)p(ρ0)p−δ
}
= 3C ′3(m, p,q)(C0λ0)p(ρ0)2(1−δ/p),
and we choose the smallest δ between those satisfying (4.53) and (4.58)
0< δ < 2p(γ0 + 1)/
(
γ0(2− p) + 2
)
= min
{
p,2p
(
1− p − 1
p
m + p
q
)
/
(
1+ p − 1
p
m(p − 2)
q
)}
.  (4.61)
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make a ﬁnal choice of λ0 setting
(λ0)
2 = (ρ0)−2 + 1|Q ((ρ0)2,ρ0)|
∫
Q (3(ρ0)2,3ρ0)(z0)
|Du|p dz
+ (ρ0)2γ ′0
( ∫
Q (3(ρ0)2,3ρ0)(z0)
| f |q dz
) 2
q−(p−2)
, (4.62)
where γ ′0 is as in (4.7). Then it is easily seen that
λ0  (ρ0)−1,
λ0ρ0  1,
(λ0)
(2−p)/p(ρ0)2/p  ρ0
and thus,
r0 = max
{
ρ0, (λ0)
(2−p)/p(ρ0)2/p
}
= ρ0
and
Qˆ (z0) = Q
(
2(ρ0)
p + (λ0)2−p(ρ0)2, (2+ 1/
√
2)ρ0
)
(z0)
⊂ Q (3(ρ0)p,3ρ0)⊂ Q (3(ρ0)2,3ρ0).
Therefore, (4.44) is satisﬁed by the choice of λ0 in (4.62). By such λ0 as in (4.62) we reset {λk}
and {rk} by (4.12) and (4.46), respectively. Thus, we have (4.47) in Lemma 10: For any z′ = (t′, x′) ∈
Q ((ρ0)p,ρ0)(z0),
⎧⎪⎪⎨
⎪⎪⎩
∫
Q ((rk)p ,rk)(z′)
|Du|p dz C5(rk)m+δ,
rk = max
{
ρk, (λk)
2−p
p (ρk)
2
p
}
, k = 1,2, . . . ,
(4.63)
where the positive constant C5 is as in (4.48). We note again that {rk} is a decreasing sequence
converging to 0. For any positive number r  r1, we choose k = 1,2, . . . such that
rk+1 < r  rk (4.64)
and then, from (4.63) we obtain
∫
Q (rp ,r)(z′)
|Du|p dz C5C6rm+δ, (4.65)
where by (4.64), the deﬁnitions (3.12) of ρk and (4.12) of λk , we have
868 M. Misawa / J. Differential Equations 254 (2013) 847–878rk+1  rk min
{
τ ,M2/p−1τ (γ0(2−p)+2)/p
}
and thus,
(rk)
m+δ  C6rm+δ,
C6 =
(
min
{
τ ,M2/p−1τ (γ0(2−p)+2)/p
})−(m+δ)
.
For any positive number r, r1 < r  2r0 = 2ρ0, it holds that
ρ0 min
{
τ , (C0)
(2−p)/pτ 2/p
}
 r1 < r
and thus,
1< C7(ρ0)
−1r, C7 = max
{
τ−1, (C0)(p−2)/pτ−2/p
}
. (4.66)
Hence, from (4.62) it trivially follows that, for any positive number r, r1 < r  2r0 = 2ρ0,
∫
Q (rp ,r)(z′)
|Du|p dz (λ0)2
∣∣Q ((ρ0)2,ρ0)∣∣
 C(m, p)(C7)m+δ(λ0)2(ρ0)2−δrm+δ. (4.67)
Therefore (2.1) in Lemma 2 is obtained from (4.65) and (4.67). 
5. The general case
In this section we treat the system (1.1) of general form. The argument leading to the Hölder
estimate is similar to the simple case examined in Section 4. Therefore we shall only outline the
proof and indicate the modiﬁcations needed for (1.1).
5.1. Iterative estimates. Initial setting
Let λ0 be
(λ0)
2  1|Q ((ρ0)2,ρ0)|
∫
Q ((ρ0)2,ρ0)
|Du|p dz + 1
+ (ρ0)2γ f
( ∫
Q ((ρ0)2,ρ0)
| f |q dz
) 2
q−(p−2)
+ (ρ0)2γg
( ∫
Q ((ρ0)2,ρ0)
|g|s dz
) 2
s−p+2
, (5.1)
where γ f and γg are deﬁned by
γ f = q − (p − 1)(m + 2)
(p − 1)(q − p + 2) , γg = −
m + 2
s − p + 2 (5.2)
and then, γ f > −1 and γg > −1 since q > (p − 1)(m + p)/p and s >m + p, respectively. It also holds
that λ0  1 and it follows that
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|Q (0)|
{ ∫
Q (0)
|Du|p + |g|p dz +
( ∫
Q (0)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
< C ′1(m, p,q, s)(λ0)p . (5.3)
Here the last integral is estimated as in (4.9) and the second integral is bounded by
∣∣Q (0)∣∣−p/s
( ∫
Q (0)
|g|s dz
)p/s
 (λ0)−p(2−p)/s
∣∣Q ((ρ0)2,ρ0)∣∣−p/s((λ0)s−p+2(ρ0)−γg(s−p+2))p/s
= C ′2(m, p, s)(λ0)p, (5.4)
where we used (5.1).
5.2. Iterative estimate
Let λk be as follows
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
λk = C0λ0
(
Mτγ0
)k−1
, k = 1,2, . . . ,
M  1, C0  τγ1 ,
γ0 = min{γ f , γg,0} > −1,
γ1 = min
{
− q(p(m + 1) −m)
p(p − 1)(q − p + 2) ,−
s(m + 2)
p(s − p + 2)
}
,
(5.5)
where τ in (3.12), 0 < τ < 1, will be determined later, γ f , γg and λ0 are as in (5.1) and (5.2). As
before let A be deﬁned as in (4.10)
A = p(m + 2) −m
p(m + 1) −m −
p(p − 1)(m + 2)
q(p(m + 1) −m) .
Since |Du|p is integrable for our weak solution u, from the absolute continuity of Lebesgue integral
we choose a positive number ρ0 < 1 to be so small that
( ∫
Q ((ρ0)2,ρ0)
|Du|p dz
) p
p(m+1)−m
 τm+2
 1, (5.6)
where τ is the one appearing in (3.12) and (5.5), 0 < τ < 1, and will be determined later. Thus it
holds that, for any positive number λ 1 and ρ  ρ0,
( ∫
Q (λ2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m

( ∫
Q ((ρ0)2,ρ0)
|Du|p dz
) p
p(m+1)−m ∫
Q (λ2−pρ2,ρ)
|Du|p dz
 τm+2
∫
Q (λ2−pρ2,ρ)
|Du|p dz. (5.7)
Our iterative estimate for the local energy is the following.
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depending only on m, p, q and s, such that, for any k = 1,2, . . . ,
1
|Q (k)|
∫
Q (k)
|Du|p dz C8(m, p,q, s)(λk)p, (5.8)
|Q ′(k)|A
|Q (k)|
( ∫
Q ′(k)
| f |q dz
) p(p−1)(m+2)
q(p(m+1)−m)
 C2(m, p,q)(λk)p, (5.9)
|Q ′(k)|1− ps
|Q (k)|
( ∫
Q ′(k)
|g|s dz
) p
s
 C ′2(m, p, s)(λk)p, (5.10)
where C2(m, p,q), C ′2(m, p, s) are the same as in (4.9), (4.14) and (5.4), respectively.
Proof. As before the validity of Lemma 11 is shown by induction on k. First we treat the case k = 1.
We have the estimate for the integral of f in (4.15), (4.24) and (4.34). By the Hölder inequality and
(5.4) we ﬁnd that
1
|Q (0)|
∫
Q (0)
|g|p dz |Q (0)|
1− ps
|Q (0)|
( ∫
Q (0)
|g|s dz
) p
s
 C ′2(m, p, s)(λ0)p . (5.11)
From (5.1) and (5.5), we obtain that λ1 > λ0 > 1 and so,
1
|Q ′(1)|
{ ∫
Q ′(1)
|Du|p + |g|p dz +
( ∫
Q ′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
 (λ1)p−2
(λ0)
2−p
|Q (0)|
{ ∫
Q (0)
|Du|p + |g|p dz +
( ∫
Q (0)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
< C ′1(m, p,q, s)(λ1)p−2(λ0)2−p(λ0)p
< (λ1)
p, (5.12)
where we used (5.3) in the second inequality, and the last inequality
C ′1(m, p,q, s)(λ0)2 < (λ1)2 (5.13)
is satisﬁed by choosing the positive constant C0 in (5.5) to be so large that
C0 >
√
C ′1(m, p,q, s). (5.14)
As before, we consider two alternatives. According to each case in the following, we select the ra-
dius ρ of the local parabolic cylinder Q ((λ1)2−pρ2,ρ), on which we make our perturbation estimate.
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(λ1)
p <
1
|Q ′′(1)|
∫
Q ′′(1)
|Du|p + |g|p dz + 1|Q ′′(1)|
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (5.15)
From (5.12), (5.15) and the intermediate value theorem for continuous functions we choose a positive
number ρ such that
ρ¯1 < ρ < ρ0, (5.16)
(λ1)
p = 1|Q ((λ1)2−pρ2,ρ)|
∫
Q ((λ1)2−pρ2,ρ)
|Du|p + |g|p dz
+ 1|Q ((λ1)2−pρ2,ρ)|
( ∫
Q ((λ1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (5.17)
Now let ρ in (3.1) be the one selected in (5.16) and (5.17) and put λ = λ1. Let v be the corre-
sponding weak solution of (3.1). Using (5.6) we can estimate
1
|Q ((λ1)2−pρ2,ρ)|
∫
Q ((λ1)2−pρ2,ρ)
|Du|p + |g|p dz
+ 1|Q ((λ1)2−pρ2,ρ)|
( ∫
Q ((λ1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ 1|Q ((λ1)2−pρ2,ρ)|
( ∫
Q ((λ1)2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
 1|Q ((λ1)2−pρ2,ρ)|
∫
Q ((λ1)2−pρ2,ρ)
2|Du|p + |g|p dz
+ 1|Q ((λ1)2−pρ2,ρ)|
( ∫
Q ((λ1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 2(λ1)p, (5.18)
which implies that (3.7) in Lemma 5 is satisﬁed for λ = λ1 and C = 1/2. Thus, we use (3.8) in
Lemma 5 and (3.2) in Lemma 4 with λ = λ1, getting
∫
Q (1)
|Du|p dz C9(m, p)|Q (1)||Q ((λ1)2−pρ2,ρ)|
×
{ ∫
Q ((λ )2−pρ2,ρ)
|Du|p + |g|p dz +
( ∫
Q ((λ )2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}1 1
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( ∫
Q ((λ1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ C9(m, p)
∫
Q ((λ1)2−pρ2,ρ)
|g|p dz + C9(m, p)(λ1)p
∣∣Q (1)∣∣, (5.19)
where λ1 > λ0 > 1 by (5.1) and (5.5), ρ1 < ρ¯1 < ρ < ρ0 by (5.16) and p  2 and, we used (5.7) and
(5.12) to estimate
( ∫
Q ((λ1)2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
 τm+2
∫
Q (0)
|Du|p dz
 τm+2(λ1)p
∣∣Q ′(1)∣∣
= (λ1)p
∣∣Q (1)∣∣. (5.20)
Now we look at (5.19). The integral of f is estimated in (4.24). By (5.11) and Hölder’s inequality,
we estimate the integral of g as
1
|Q (1)|
∫
Q ′(1)
|g|p dz |Q
′(1)|1− ps
|Q (1)|
( ∫
Q ′(1)
|g|s dz
) p
s
 |Q
′(1)|1− ps
|Q (1)|
( ∫
Q (0)
|g|s dz
) p
s
 C ′2(m, p, s)
|Q ′(1)|1− ps
|Q (1)|
|Q (0)|
|Q (0)|1− ps
(λ0)
p
= C ′2(m, p, s)τ−(m+2)(λ1)
p(p−2)
s (λ0)
p− p(p−2)s
 C ′2(m, p, s)(λ1)p, (5.21)
where we use (5.11) in the third inequality. To verify the last inequality we use that
C ′2(λ1)p−
p(p−2)
s  C ′2τ−(m+2)(λ0)p−
p(p−2)
s ,
λ1  τ−
s(m+2)
p(s−p+2) λ0, (5.22)
which holds true by deﬁnition (5.5), if
C0  τγ1 . (5.23)
Substituting (4.24), (5.17) and (5.21) into (5.19) also yields
∫
Q (1)
|Du|p dz C9
(
C2 + C ′2 + 2
)
(λ1)
p
∣∣Q (1)∣∣, (5.24)
which is (5.8) with k = 1 and C8 = C9(m, p)(C2(m, p,q) + C ′2(m, p, s) + 2).
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(λ1)
p  1|Q ′′(1)|
∫
Q ′′(1)
|Du|p + |g|p dz + 1|Q ′′(1)|
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (5.25)
Here, arguing as in (5.18), we note by (5.7) and (5.25) that (3.7) in Lemma 5 is satisﬁed with λ = λ1,
ρ = ρ¯1 and C = 1/2. Using (3.8) in Lemma 5 and (3.2) in Lemma 4 with λ = λ1 and ρ = ρ¯1, as in
(5.19) we obtain
∫
Q (1)
|Du|p dz C9(m, p)|Q (1)||Q ′′(1)|
{ ∫
Q ′′(1)
|Du|p + |g|p dz +
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
+ C9(m, p)
( ∫
Q ′′(1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ C9(m, p)
∫
Q ′′(1)
|g|p dz + C9(m, p)(λ1)p
∣∣Q (1)∣∣, (5.26)
where we used (5.20) with ρ = ρ¯1. The integral of the external forces in (5.26) is estimated by the
Hölder inequality in the same way as in (4.24) and (5.21), replacing ρ by ρ¯1. We have (4.31) for the
integral of f . The integral of g is estimated by (5.21) as follows
∫
Q ′′(1)
|g|p dz
∫
Q ′(1)
|g|p dz
 C ′2(λ1)p
∣∣Q (1)∣∣. (5.27)
We gather (4.31), (5.25) and (5.27) in (5.26) to have (5.24) which gives (5.8) with k = 1 and C8 =
C9(m, p)(C2(m, p,q) + C ′2(m, p, s) + 2).
By inductive assumption we assume that (5.8) and (5.10) hold for some k = 1,2, . . . . As in (5.12)
we have by (5.8) and (5.10) that
1
|Q ′(k + 1)|
{ ∫
Q ′(k+1)
|Du|p + |g|p dz +
( ∫
Q ′(k+1)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
 (λk+1)p−2
(λk)
2−p
|Q (k)|
{ ∫
Q (k)
|Du|p + |g|p dz +
( ∫
Q (k)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
<
(
C2(m, p,q) + C ′2(m, p, s) + C8(m, p,q, s)
)
(λk+1)p−2(λk)2−p(λk)p
< (λk+1)p, (5.28)
where we used that λk+1 > λk > 1, (4.34) to estimate the integral of f , and the inequality
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|Q (k)|
∫
Q ′(k)
|g|p dz |Q
′(k)|1− ps
|Q (k)|
( ∫
Q ′(k)
|g|s dz
) p
s
 C ′2(m, p, s)(λk)p, (5.29)
which follows from (5.10) and Hölder’s inequality. The last inequality in (5.28) is reduced to
λk+1 >
√
C2(m, p,q) + C ′2(m, p, s) + C8(m, p,q, s)λk, (5.30)
which is veriﬁed for a large positive constant M such that
M 
√
C2(m, p,q) + C ′2(m, p, s) + C8(m, p,q, s). (5.31)
The integral of f is also estimated as in (4.24). Similarly as in (5.21), the integral of g is evaluated
by Hölder’s inequality, (5.5) and (5.10) as
1
|Q (k + 1)|
∫
Q (k+1)
|g|p dz 1|Q (k + 1)|
∫
Q ′(k+1)
|g|p dz
 |Q
′(k + 1)|1− ps
|Q (k + 1)|
( ∫
Q ′(k+1)
|g|s dz
) p
s
 |Q
′(k + 1)|1− ps
|Q (k + 1)|
( ∫
Q ′(k)
|g|s dz
) p
s
 C ′2(m, p, s)
|Q ′(k + 1)|1− ps
|Q (k + 1)|
|Q (k)|
|Q ′(k)|1− ps
(λk)
p
= C ′2(m, p, s)τ−
p(m+2)
s (λk+1)
p(p−2)
s (λ0)
p− p(p−2)s
 C ′2(m, p, s)(λk+1)p . (5.32)
The inequality (5.32) is satisﬁed by
C ′2(λk+1)p−
p(p−2)
s  C ′2τ−
p(m+2)
s (λk)
p− p(p−2)s ,
λk+1  τ−
m+2
s−p+2 λk, (5.33)
which holds by (5.5) if
M  1. (5.34)
Noting that (5.28) corresponds to (5.12) with λ1 and ρ0 replaced by λk+1 and ρk , respectively,
we can replace λ1, ρ1 and ρ0 by λk+1, ρk+1 and ρk , respectively, and get the same estimations as
in (5.19) and (5.26). To prove (5.8) for k + 1, we follow the alternative approach as before. Recalling
(5.28), we can choose a positive number ρ such that
ρ¯k+1 = ρk+1 + ρk  ρ < ρk,2
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1
|Q ((λk+1)2−pρ2,ρ)|
∫
Q ((λk+1)2−pρ2,ρ)
|Du|p + |g|p dz
+ 1|Q ((λk+1)2−pρ2,ρ)|
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
. (5.35)
We solve (3.1) with λ = λk+1 and denote its solution by v . As in (5.18), from (5.6) and (5.35) we see
that
1
|Q ((λk+1)2−pρ2,ρ)|
∫
Q ((λk+1)2−pρ2,ρ)
|Du|p + |g|p dz
+ 1|Q ((λk+1)2−pρ2,ρ)|
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ 1|Q ((λk+1)2−pρ2,ρ)|
( ∫
Q ((λk+1)2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
 1|Q ((λk+1)2−pρ2,ρ)|
∫
Q ((λk+1)2−pρ2,ρ)
2|Du|p + |g|p dz
+ 1|Q ((λk+1)2−pρ2,ρ)|
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
 2(λk+1)p, (5.36)
which is just (3.7) in Lemma 5 with λ = λk+1, ρ = ρ and C = 1/2. Then we combine (3.8) in Lemma 5
and (3.2) in Lemma 4 to arrive to
∫
Q (k+1)
|Du|p dz C9(m, p)|Q (k + 1)||Q ((λk+1)2−pρ2,ρ)|
×
{ ∫
Q ((λk+1)2−pρ2,ρ)
|Du|p + |g|p dz +
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m}
+ C9(m, p)
( ∫
Q ((λk+1)2−pρ2,ρ)
| f | p(p−1)(m+2)p(m+2)−m dz
) p(m+2)−m
p(m+1)−m
+ C9(m, p)
∫
Q ((λk+1)2−pρ2,ρ)
|g|p dz + C9(m, p)(λk+1)p
∣∣Q (k + 1)∣∣. (5.37)
Here, as for (5.20), we used (5.7) and (5.28) to have
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Q ((λk+1)2−pρ2,ρ)
|Du|p dz
) p(m+2)−m
p(m+1)−m
 τm+2
∫
Q (k)
|Du|p dz
 τm+2(λk+1)p
∣∣Q ′(k + 1)∣∣
= (λk+1)p
∣∣Q (k + 1)∣∣. (5.38)
Finally, gathering (5.35), (4.37) and (5.32) in (5.37), we have
∫
Q (k+1)
|Du|p dz C9
(
C2 + C ′2 + 2
)
(λk+1)p
∣∣Q (k + 1)∣∣, (5.39)
which is just (5.8) for k+ 1 with C8 = C9(m, p)(C2(m, p,q)+ C ′2(m, p, s)+ 2). The proof of Lemma 11
is complete. 
The growth estimate of the local energy is obtained just as in (5.8).
Lemma 12 (First discrete type growth estimate). Let Q ((ρ0)2,ρ0) = Q ((ρ0)2,ρ0)(z0) ⊂ Q . Then it holds
that
∫
Q (k)
|Du|p dz C ′8(m, p,q, s)(λk)2(ρk)m+2, (5.40)
where C ′8 = |B(1)|C8(m, p,q, s) for the same positive constant C8 as in (5.8).
Now, a discrete version of (2.1) in Lemma 2 is obtained from (5.40) in Lemma 12. Let z0 ∈ Q ,
ρ0  1 as in (3.12) be such that (5.6) holds for τ , and r0 = max{ρ0, (λ0)
2−p
p (ρ0)
2
p }. We suppose that
λ0 is a positive number satisfying the following conditions
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Qˆ 0 = Qˆ 0(z0) = Q
(
(r0)
p + (ρ0)p + (λ0)2−p(ρ0)2,2r0 + ρ0/
√
2
)
(z0) ⊂ Q ,
(λ0)
2  1+ 1|Q ((ρ0)2,ρ0)|
∫
Qˆ 0
|Du|p dz + (ρ0)2γ f
(∫
Qˆ 0
| f |q dz
) 2
q−(p−2)
+ (ρ0)2γg
(∫
Qˆ 0
|g|s dz
) 2
s−p+2
,
(5.41)
where γ f and γg are as in (5.2). Then we see that λ0  1 and that, for any z′ = (t′, x′) ∈
Q ((r0)p, r0)(z0),
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q
(
(λ0)
2−p(ρ0)2,ρ0
)(
z′
)⊂ Qˆ 0,
(λ0)
2  1+ 1|Q ((ρ0)2,ρ0)|
∫
Q ((λ0)2−p(ρ0)2,ρ0)(z′)
|Du|p dz
+ (ρ0)2γ f
( ∫
Q ((λ0)2−p(ρ0)2,ρ0)(z′)
| f |q dz
) 2
q−(p−2)
+ (ρ0)2γg
( ∫
Q ((λ0)2−p(ρ0)2,ρ0)(z′)
|g|s dz
) 2
s−p+2
.
(5.42)
Taking such λ0 as in (5.41), we let {ρk} and {λk} be deﬁned as in (3.12) and (4.12), respectively. Then
we deﬁne a sequence {rk} by
rk = max
{
ρk, (λk)
2−p
p (ρk)
2
p
}
, k = 0,1,2, . . . . (5.43)
Clearly, from (3.12), (5.5) and (5.42) the sequence {rk} is decreasingly converging to 0 as k tends to ∞.
Lemma 13 (Second discrete type growth estimate). Suppose that the conditions (5.41) hold for λ0 . Then
∫
Q ((rk)p ,rk)(z′)
|Du|p dz C10(rk)m+δ (5.44)
holds for any z′ = (t′, x′) ∈ Q ((r0)p, r0)(z0), where C10 is a positive constant depending only on p, m, γ f , γg ,
C0 , λ0 and ρ0 as in (5.41),
C10 = 3C ′8(m, p,q, s)(C0λ0)p(ρ0)2(1−δ/p). (5.45)
Proof. We proceed exactly as in the proof of Lemma 10. Here the crucial fact is that
−1< γ0  0, (5.46)
which can be checked from (5.5) using the integrability of external forces f and g . The τ which is
the common ratio of the geometric progression of radii in (3.12) is also appropriately chosen as in
(4.54) and (4.59). Then the initial value ρ0 of radii is selected such that (5.6) holds for this τ . 
Proof of Lemma 2. The proof is obtained repeating exactly the same argument as used at the end of
Section 4 with the obvious modiﬁcations. 
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