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Chapitre 1
L’e´tude de´terministe de la loi de
dissipation d’e´nergie
1.1 Introduction
Dans ce chapitre nous allons e´tudier d’un point de vue de´terministe la loi de dissipation
d’e´nergie propose´e par la the´orie de la turbulence de Kolmogorov e´galement appele´e “the´orie
K41”. Cette loi de dissipation d’e´nergie fut de´veloppe´e par A.N. Kolmogorov dans les articles
[41], [42] et [43] et correspond a` une e´tude expe´rimentale de la quantite´ d’e´nergie cine´tique dis-
sipe´e (sous forme de chaleur) dans un fluide qui se trouve en re´gime turbulent.
E´tant donne´ que les e´quations de Navier-Stokes donnent un mode`le mathe´matique pour e´tudier
le comportement des fluides, le but de ce chapitre est d’e´tudier aussi rigoureusement que pos-
sible la loi de dissipation d’e´nergie dans le cadre des e´quations de Navier-Stokes de´terministes
que nous introduisons rapidement : nous nous inte´ressons donc a` l’e´volution au cours du temps
d’un fluide, via l’e´tude de son champ de vitesse en tout point de l’espace et a` chaque instant.
Nous supposons que le fluide est de densite´ constante (sa masse volumique est constante), qu’il
est incompressible (l’espace occupe´ par une certaine quantite´ de fluide a` chaque instant peut
changer de forme, mais pas de volume), et l’on supposera qu’il est visqueux. Les e´quations qui
de´crivent un tel fluide sont les e´quations de Navier-Stokes qui s’e´crivent de la fac¸on suivante : ρ
(
∂t~u+ (~u · ~∇)~u
)
= µ∆~u− ~∇pr + ~fext, ρ div(~u) = 0, µ > 0,
ρ~u(0, ·) = ρ~u0, ρ div(~u0) = 0.
(1.1)
Dans ce syste`me d’e´quations aux de´rive´es partielles non line´aires, la fonction vectorielle ~u :
[0,+∞[×R3 −→ R3 repre´sente le champ de vitesse du fluide tandis que la fonction scalaire
pr : [0,+∞[×R3 −→ R repre´sente sa pression, ces deux fonctions ~u et pr sont les inconnues,
tandis que la constante de densite´ du fluide ρ > 0 (qui repre´sente sa masse volumique et qui
est constante pour les fluides incompressibles), la constante de viscosite´ dynamique du fluide
µ > 0 (qui caracte´rise la re´sistance a` l’e´coulement d’un fluide incompressible), la fonction vec-
torielle ~fext : [0,+∞[×R3 −→ R3 (qui correspond a` l’ensemble des forces exte´rieures agissant
sur le fluide) et la fonction vectorielle ~u0 : R3 −→ R3 (qui repre´sente la donne´e initiale) sont les
donne´es du proble`me. L’e´quation ρ div(~u0) = 0 et ρ div(~u) = 0 repre´sente la condition d’incom-
pressibilite´ du fluide au cours du temps.
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Observons maintenant que comme nous avons suppose´ que le fluide est de densite´ constante
alors nous pouvons diviser les e´quations ci-dessus par la constante de densite´ ρ > 0 et en
e´crivant maintenant la force ~f =
~fext
ρ , qui correspond a` la densite´ massique des forces agissant
sur le fluide ; la pression cine´tique p = prρ et la constante de viscosite´ cine´tique du fluide ν =
µ
ρ ,
qui est le quotient entre la viscosite´ dynamique et la masse volumique et qui repre´sente la capa-
cite´ de cohe´sion entre les particules du fluide ; nous obtenons ainsi le syste`me de Navier-Stokes
avec lequel l’on travaillera tout au long de cette the`se : ∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+
~f, div(~u) = 0, ν > 0,
~u(0, ·) = ~u0, div(~u0) = 0.
(1.2)
A` ce stade, il convient de pre´ciser que nous avons tout d’abord pre´sente´ le syste`me de Navier-
Stokes (1.1) car dans la Section 1.1.1 nous aurons besoin de revenir a` ce syste`me pour introduire
quelques quantite´s physiques associe´es a` ces e´quations. Ne´anmoins, la densite´ ρ > 0 e´tant tou-
jours constante nous avons alors que les e´quations (1.1) sont e´quivalentes aux e´quations (1.2) et
donc nous continuerons notre expose´ en conside´rant ces dernie`res e´quations.
L’existence des solutions faibles globales en temps du proble`me de Cauchy (1.2) est un re´sultat
classique qui a e´te´ de´veloppe´ par J. Leray en 1934 [51] : pour ~u0 ∈ L2(R3) une donne´e initiale
et ~f ∈ L2([0,+∞[, H˙−1(R3)) une force exte´rieure, les solutions faibles (~u, p) du proble`me (1.2)
ve´rifient :
~u ∈ L∞([0,+∞[, L2(R3)) ∩ L2([0,+∞[, H˙1(R3)),
p ∈ L2([0,+∞[, H˙− 12 (R3)),
et de plus elles ve´rifient certaines proprie´te´s fondamentales comme par exemple l’ine´galite´
d’e´nergie : pour tout T > 0, on a
‖~u(T, ·)‖2L2 + 2ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + 2
∫ T
0
∫
R3
~f(t, x) · ~u(t, x) dxdt,
cette ine´galite´ sera un outil qui sera largement utilise´ par la suite.
Pour e´tudier la loi de dissipation d’e´nergie de Kolmogorov dans le mode`le de´terministe des
e´quations de Navier-Stokes, nous allons conside´rer les solutions faibles de Leray de ces e´quations
car, comme nous expliquerons plus en de´tail dans la Section 1.1.1 ci-dessous, nous aurons besoin
de travailler avec des solutions globales en temps.
Une fois que nous avons introduit rapidement les e´quations de Navier-Stokes, nous nous concen-
trons maintenant sur la loi de dissipation d’e´nergie propose´e par la the´orie K41 et pour e´noncer
cette loi, tout d’abord, nous avons besoin de faire une courte introduction sur l’ide´e phe´nome´nolo-
gique sous-jacente.
Le but de la the´orie K41 est de de´crire le comportement du champ de vitesse ~u(t, x) dans
un certain intervalle de temps t et aux e´chelles de longueur ` = |x| ou` le fluide se trouve dans
un e´tat de turbulence pleine. Indiquons rapidement que les diffe´rentes e´chelles de longueur qui
interviennent dans l’e´tude de la turbulence seront explique´es par le biais du mode`le de cascade
d’e´nergie et nous y reviendrons plus tard.
1.1. Introduction 9
Maintenant il convient de faire une discussion importante sur l’intervalle du temps ou` l’on
s’attend a` e´tudier la turbulence.
A` partir d’une donne´e initiale ~u0 ∈ L2(R3) qui repre´sente le champs de vitesse a` l’instant
t = 0 et d’une force ~f ∈ L2([0,+∞[, H˙−1) nous nous inte´ressons a` e´tudier l’e´volution du fluide
au cours du temps au moyen de son champ de vitesse ~u(t, ·) qui est une solution de Leray des
e´quations de Navier-Stokes. Nous allons supposer que la force ~f agit suffisamment fort sur le
fluide de sorte qu’a` partir d’un certain temps t1 > 0 le fluide est en e´tat de turbulence pleine.
De plus, si nous supposons que cette force ve´rifie ~f ∈ L2([0,+∞[, L2(R3)) alors on sait que la
solution de Leray ve´rifie lim
t−→+∞ ‖~u(t, ·)‖L2 = 0 (voir le livre [46], Corollaire 12, 1 page 357 pour
une preuve de ce re´sultat) et alors nous observons qu’a` partir d’un certain temps t2 > t1 le fluide
quitte son e´tat de turbulence pleine ; et donc nous sommes cense´s e´tudier la turbulence dans
l’intervalle de temps ]t1, t2[.
Ne´anmoins, il n’est pas totalement trivial de donner une estimation pre´cise de cet intervalle
et dans l’e´tat actuel de nos connaissances cette question n’a pas de re´ponse satisfaisante, que ce
soit du point de vue mathe´matique ou du point de vue physique (voir les articles [25] et [73]).
Nous pouvons alors remarquer que l’e´tude de´terministe de la turbulence dans le cadre d’une
force exte´rieure qui de´pend de la variable temporelle est un proble`me tre`s complique´ car nous
sommes oblige´s de trouver un certain intervalle ]t1, t2[ ou` l’on puisse assurer que le fluide est en
turbulence pleine. Ce proble`me ne sera donc pas conside´re´ ici et de cette fac¸on nous conside´rons
dore´navant ~f une force exte´rieure stationnaire.
Cette condition d’une force stationnaire pour l’e´tude de´terministe de la turbulence est large-
ment conside´re´e dans la litte´rature (voir par exemple l’article [14] de S. Childress, les notes du
cours [16] de P. Constantin, les articles [22, 24, 23] de F. Foias, R. Temam et al., ainsi que le
livre [26] de ces derniers auteurs) et se base sur l’ide´e suivante : comme ~f est une fonction qui
ne de´pend que de la variable d’espace alors cette force agit sur le fluide de fac¸on inde´pendante
du temps et donc une fois que le fluide est en re´gime turbulent nous pouvons supposer que ce
fluide restera dans ce re´gime turbulent au cours du temps. Dans le monde re´el nous pouvons
observer aussi des fluides qui sont constamment en e´tat turbulent : si l’on regarde, par exemple,
une cascade d’eau de grande hauteur alors on observe que l’eau qui tombe par cette cascade est
toujours en e´tat turbulent.
Ainsi, la force ~f e´tant une fonction stationnaire nous allons alors faire une e´tude de´terministe
de la the´orie K41 dans le re´gime asymptotique lorsque le temps tend vers l’infini et ce re´gime
asymptotique sera caracte´rise´ par des moyennes en temps long sur le champ de vitesse du fluide
~u (voir la De´finition 1.1.3, page 17 pour une de´finition pre´cise). Ce re´gime en temps long nous
permettra donc d’e´tudier la the´orie K41 en prenant en compte seulement les diffe´rentes e´chelles
de longueur ou` le fluide se trouve en e´tat turbulent.
Expliquons maintenant comment la turbulence peut eˆtre visualise´e lorsqu’on regarde ces e´chelles
de longueur. Cette the´orie se base sur le mode`le de cascade d’e´nergie, introduite par L. F. Ri-
chardson en 1922 dans son livre [65] et formalise´e par A.N. Kolmogorov dans son article [41] en
1941, qui postule que si l’e´nergie cine´tique est introduite dans le fluide par l’action d’une force
exte´rieure ~f , alors, dans un re´gime turbulent le me´canisme de dissipation d’e´nergie sous forme
de chaleur (duˆ aux forces de viscosite´ du fluide) n’est pas effectif et l’action de l’e´nergie cine´tique
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est explique´e par une “cascade d’e´nergie”.
Cette cascade d’e´nergie explique tout simplement que les grands tourbillons se cassent en des
tourbillons plus petits. Soyons un peu plus pre´cis : si la force exte´rieure agit (ou se fait ressentir)
a` une e´chelle `0 > 0, e´chelle qui sera nomme´e “l’e´chelle d’injection d’e´nergie” et si ε0 > 0 est le
taux d’injection d’e´nergie (qui provient de divers facteurs) a` l’e´chelle `0, alors l’e´nergie cine´tique,
introduite a` cette e´chelle `0 au taux ε0 > 0, est transfe´re´e aux e´chelles de longueur plus petites
` > 0 (avec `0 >> `) a` un certain taux εT > 0.
Ainsi, cette cascade d’e´nergie continue jusqu’a` l’e´chelle de longueur `D, nomme´e l’e´chelle de
dissipation de Kolmogorov (voir l’expression (1.4) pour une de´finition plus pre´cise) et a` cette
e´chelle l’e´nergie cine´tique provenant de l’e´chelle de longueur supe´rieure ` (avec `D < ` << `0)
est finalement dissipe´e sous forme de chaleur (au taux εD > 0) par l’action directe des forces de
viscosite´ du fluide.
Cette cascade d’e´nergie a lieu pour les e´chelles de longueur ` qui appartiennent a` l’intervalle
]`D, `0[, nomme´ l’intervalle d’inertie, et pour faire une exposition plus comple`te du mode`le
cascade d’e´nergie nous nous concentrons sur les e´chelles `0 et `D qui de´finissent cet intervalle
d’inertie.
Nous avons de´ja` mentionne´ que l’e´chelle d’injection d’e´nergie `0 > 0 est l’e´chelle de longueur
a` laquelle la force exte´rieure ~f introduit l’e´nergie cine´tique dans le fluide. On peut penser, par
exemple, a` un agitateur de taille `0 qui en agitant un fluide visqueux et incompressible lui com-
munique constamment de l’e´nergie cine´tique. Cette e´chelle `0 est un parame`tre du mode`le qui
sera donc fixe´ par la force ~f .
Une fois que l’e´nergie est injecte´e a` l’e´chelle `0, cette e´nergie est transfe´re´e par les forces d’iner-
tie du fluide vers des e´chelles de plus en plus petites et ce processus s’arreˆte lorsqu’on arrive a`
l’e´chelle `D qui est suffisamment petite (`D << `0) pour que l’e´nergie y soit dissipe´e sous forme
de chaleur. Dans sa the´orie K41, Kolmogorov introduit l’ide´e que cette e´chelle `D ne de´pend que
du taux de dissipation d’e´nergie εD et de la constante de viscosite´ du fluide ν et Kolmogorov
sugge`re de de´finir l’e´chelle de dissipation d’e´nergie par la relation
`D = (εD)
ανβ, (1.3)
ou` l’on cherche a de´terminer les exposants α, β ∈ R qui ne de´pendent pas du fluide (voir les
articles [41], [42] et [43] ou le livre [53] pour une discussion a` ce sujet et pour plus de de´tails).
De cette fac¸on, pour de´terminer les exposants α, β ci-dessus, Kolmogorov re´alise une analyse
des dimensions physiques : en effet, observons tout d’abord que le taux de dissipation εD a une
dimension physique longueur
2
temps3
. En effet, si U > 0 est la vitesse “caracte´ristique” du fluide, qui
repre´sente la vitesse moyenne du mouvement (voir la De´finition 1.1.3, page 17), nous savons que
la quantite´ U2 est la quantite´ moyenne d’e´nergie cine´tique du fluide (voir les livres [37] et [53])
et comme la vitesse caracte´ristique U a une une dimension physique longueurtemps alors la quantite´
moyenne d’e´nergie U2 a une dimension physique longueur
2
temps2
. Ensuite, e´tant donne´ que le taux de
dissipation d’e´nergie εD mesure la variation de l’e´nergie cine´tique par rapport au temps (voir
toujours les livres [37] et [53]) nous savons que εD a une dimension physique
e´nergie
temps et comme
l’e´nergie est mesure´e en longueur
2
temps2
nous obtenons ainsi que εD a une dimension
longueur2
temps3
. D’autre
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part la constante de viscosite´ ν caracte´rise la re´sistance du milieu a` un e´coulement e´coulement
uniforme et cette constante a une dimension physique longueur
2
temps (voir le livre [53] pour plus de
de´tails).
Ainsi, le terme a` droite de (1.3) a une dimension physique longueur
2α+2β
temps3α+β
, mais, comme ce terme
doit avoir une dimension de longueur alors il faut que l’on ait les identite´s 2α + 2β = 1 et
3α + β = 0 d’ou` nous avons α = −14 et β = 34 . De cette fac¸on, en remplac¸ant ces valeurs de α
et β dans (1.3), Kolmogorov a obtenu que l’e´chelle de dissipation `D est donne´e par
`D =
(
ν3
εD
) 1
4
. (1.4)
Nous observons que cette e´chelle n’est pas un parame`tre du mode`le (contrairement a` l’e´chelle
d’injection d’e´nergie `0) car `D de´pend de la quantite´ εD qui elle meˆme de´pend finalement de la
solution ~u des e´quations (1.2) (voir toujours la De´finition 1.1.3).
Une fois que nous avons introduit le mode`le de cascade d’e´nergie qui est valable dans l’intervalle
]`D, `0[ nous pouvons maintenant pre´senter la loi de dissipation d’e´nergie de Kolmogorov dont
le domaine de validite´ est donne´ par ce meˆme intervalle. Ainsi, conforme´ment au mode`le de
cascade d’e´nergie, nous savons que l’e´nergie cine´tique introduite dans le fluide a` l’e´chelle `0 est
transfe´re´e a` un taux εT > 0 par les forces inertielles du fluide jusqu’a` l’e´chelle `D.
Le but de la loi de dissipation d’e´nergie est de donner une expression quantitative du taux
εD > 0 auquel cette e´nergie cine´tique est alors dissipe´e par les force visqueuses.
Pour cela, tout d’abord, nous avons besoin de caracte´riser l’e´tat turbulent de ce fluide et nous
allons introduire rapidement les nombres de Reynolds (voir la page 17, pour une exposition plus
comple`te sur ces nombres). Pour U > 0 la vitesse caracte´ristique du fluide, ν > 0 sa constante
de viscosite´ et `0 > 0 l’e´chelle d’injection d’e´nergie, le nombre de Reynolds Re peut eˆtre de´fini
par la relation
Re =
U`0
ν
, (1.5)
et ce nombre mesure l’importance relative des forces inertielles qui transfe`rent l’e´nergie cine´tique
(repre´sente´es par le nume´rateur U`0) sur les forces visqueuses qui dissipent cette e´nergie (qui
sont repre´sente´es par le de´nominateur ν). Ainsi, l’e´tat turbulent du fluide est caracte´rise´ lorsque
Re >> 1,
ce qui repre´sente le fait que les forces inertielles sont beaucoup plus fortes que les effets visqueux
et alors la cascade d’e´nergie de´crite ci-dessus a lieu.
Dans ce re´gime turbulent des grandes valeurs du nombre de Reynolds, on peut observer de
fac¸on expe´rimentale (voir par exemple les expe´riences physiques [34] et [71]) que le taux d’injec-
tion d’e´nergie ε0 > 0 a` l’e´chelle `0 est du meˆme ordre de grandeur que le taux de transfert εT
et est aussi du meˆme ordre de grandeur que le taux de dissipation d’e´nergie εD > 0 a` l’e´chelle
`D, c’est a` dire, nous avons
ε0 ≈ εT ≈ εD,
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et alors, comme on veut donner une expression quantitative de εD, graˆce a` cette estimation
1 il
est e´quivalent de donner une expression quantitative de ε0.
Ainsi, pour estimer ε0 Kolmogorov conside`re les trois parame`tres physiques suivants : l’e´chelle
d’injection d’e´nergie `0 > 0, la vitesse caracte´ristique du fluide U > 0 et la constante de viscosite´
du fluide ν > 0.
E´tant donne´ qu’on se trouve dans le re´gime turbulent caracte´rise´ par Re >> 1, alors les forces
visqueuses du fluide sont ne´gligeables par rapport aux forces inertielles, ce qui ame`ne Kolmogo-
rov a` faire l’hypothe`se suivante : le taux d’injection d’e´nergie ε0 est inde´pendant de la constante
de viscosite´ ν.
En supposant cette hypothe`se, Kolmogorov introduit l’ide´e que le taux ε0 doit alors s’exprimer
seulement en fonction des parame`tres U et `0, ce qui l’ame`ne a` e´crire l’estimation ε0 ≈ Ua`b0.
Pour de´terminer les exposants a, b ∈ R, en proce´dant par une analyse des dimensions physiques
de la meˆme fac¸on que l’on a fait pour obtenir l’e´chelle `D donne´e dans (1.4) on obtient ε0 ≈ U
3
`0
.
De cette fac¸on, comme on a (expe´rimentalement) ε0 ≈ εD, on obtient alors l’estimation du
taux de dissipation d’e´nergie εD ≈ U3`0 .
Finalement, pour simplifier la notation, nous allons e´crire dore´navant le taux de dissipation
d’e´nergie εD comme ε et ainsi nous e´nonc¸ons la loi de dissipation de Kolmogorov pour des
fluides en e´tat turbulent :
si Re >> 1 alors ε ≈ U
3
`0
. (1.6)
Nous rappelons que notre but est l’e´tude de´terministe de cette loi de dissipation de Kolmogorov
(1.6) pour un fluide visqueux et incompressible mode´lise´ mathe´matiquement par les e´quations
de Navier-Stokes (1.2) dans l’espace R3 tout entier.
Ne´anmoins, pour mieux comprendre les enjeux de cette the´orie, dans la section qui suit nous ana-
lyserons le cadre d’un fluide pe´riodique en variable d’espace. Le passage par un cadre pe´riodique
nous permettra, tout d’abord, de faire une courte introduction de l’e´tat actuel des connaissances
sur l’e´tude de la loi (1.6) et ensuite de mettre en perspective quelques difficulte´s lorsqu’on
conside`re un fluide non pe´riodique dans tout l’espace R3 comme nous le verrons a` la fin de cette
introduction.
1. Il convient de pre´ciser la notation “ ≈ ”. Pour a, b ∈ R nous dirons que le nombre a est du meˆme ordre de
grandeur que le nombre b s’il existent deux constates c1, c2 > 0, qui ne de´pendent d’aucun parame`tre physique
telles que c1a ≤ b ≤ c2b. Lorsque les nombres a et b sont du meˆme ordre de grandeur nous e´crirons a ≈ b.
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1.1.1 Le cadre d’un fluide pe´riodique
Nous conside´rons donc une longueur L > 0 (qui sera la pe´riode) et les e´quations de Navier-
Stokes pe´riodiques sur le cube [0, L]3 ⊂ R3 : ∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+
~f, div(~u) = 0, ν > 0,
~u(0, ·) = ~u0,
(1.7)
ou` le champ de vitesse ~u : [0,+∞[×[0, L]3 −→ R3, la pression p : [0,+∞[×[0, L]3 −→ R sont
toujours les inconnues, ~u0 ∈ L2([0, L]3) est la donne´e initiale, pe´riodique et a` divergence nulle
et finalement nous conside´rons une force exte´rieure ~f ∈ L2([0, L]3) ∩ H˙−1([0, L]3) pe´riodique, a`
divergence nulle et stationnaire, c’est a` dire, nous avons ~f(t, x) = ~f(x).
Ainsi, pour une force ~f ∈ L2([0, L]3) ∩ H˙−1([0, L]3) et une donne´e initiale ~u0 ∈ L2([0, L]3)
telles que ∫
[0,L]3
~f(x)dx =
∫
[0,L]3
~u0(x)dx = 0, (1.8)
nous conside´rons les solutions de Leray (globales en temps) des e´quations pe´riodiques (1.7) :
~u ∈ L∞([0,+∞[, L2([0, L]3) ∩ L2loc([0,+∞[, H˙1([0, L]3)),
ou` la condition (1.8) nous permet de construire des solutions ~u qui satisfont, pour tout temps
t > 0, ∫
[0,L]3
~u(t, x)dx = 0, (1.9)
et de cette proprie´te´ de moment nul nous pouvons en tirer l’ine´galite´ de Poincare´ : pour cL > 0
une constante qui de´pend de la pe´riode L on a l’estimation
‖~u(t, ·)‖2L2 ≤
L
2pi
‖~∇⊗ ~u(t, ·)‖2L2 , (1.10)
qui nous sera fondamentale par la suite (voir les livres [6] et [26] pour une preuve de cette
ine´galite´).
Ces solutions ~u ve´rifient en plus les proprie´te´s suivantes :
(i) pour tout temps t > 0, ~u(t, x) est pe´riodique sur le cube [0, L]3,
(ii) pour tout temps t > 0, on a l’ine´galite´ d’e´nergie
d
dt
‖~u(t, ·)‖2L2 + 2ν‖~∇⊗ ~u(t, ·)‖2L2 ≤ 2
∫
[0,L]3
~f(x) · ~u(t, x) dx, (1.11)
Pour l’existence de ces solutions voir les livres [17] et [26] de C. Foias et al., le me´moire [51] de
J. Leray ainsi que le livre [70] de R. Temam et al.
Finalement, observons que ces solutions appartiennent a` l’espace L∞t L2x ∩ (L2t )locH˙1x ou` nous re-
marquons que le fait que ces solutions soient globalement borne´es en temps provient de l’ine´galite´
d’e´nergie ci-dessus et de l’ine´galite´ de Poincare´ (1.10), tandis que, le fait que ces solutions
soient localement carre´ inte´grables en temps (~u ∈ (L2t )locH˙1x) provient de l’hypothe`se d’une force
exte´rieure stationnaire.
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1) Des quantite´s physiques associe´es au fluide
Maintenant, en suivant les articles [22], [25] et le livre [26] de F. Foias, R. Temam et al.,
(voir aussi les articles [44], [60]) nous allons introduire certaines quantite´s physiques qui sont
ne´cessaires pour l’e´tude de´terministe de la loi de dissipation de Kolmogorov (1.6) dans ce cadre
pe´riodique.
A) La longueur caracte´ristique du fluide et l’e´chelle d’injection d’e´nergie.
En me´canique des fluides, la longueur caracte´ristique du fluide L > 0 est la taille de
l’e´coulement conside´re´ ou` nous allons e´tudier son comportement turbulent. Par exemple,
si nous conside´rons un fluide dans un tuyau de diame`tre L > 0, alors la longueur ca-
racte´ristique de ce fluide correspond naturellement au diame`tre L.
Lorsqu’on conside`re un mode`le plus artificiel d’un cadre pe´riodique sur le cube [0, L]3 ⊂
R3 nous avons aussi une de´finition naturelle de la longueur caracte´ristique du fluide :
De´finition 1.1.1 (Longueur caracte´ristique) Dans le cadre pe´riodique nous de´finissons
la longueur caracte´ristique comme la pe´riode L > 0.
Dans ce cadre pe´riodique nous voulons e´tudier le comportement turbulent d’un fluide
dans un cube [0, L]3 et en revenant au mode`le de cascade d’e´nergie nous savons que
pour obtenir un comportement turbulent il faut qu’une force exte´rieure ~f agite ce fluide.
L’action de la force sur le fluide est effectue´e a` une e´chelle de longueur `0 > 0 et nous
avons
De´finition 1.1.2 (E´chelle d’injection d’e´nergie) Nous de´finissons l’e´chelle d’injec-
tion d’e´nergie `0 > 0 comme l’e´chelle de longueur a` laquelle la force ~f agit sur le fluide.
Comme nous avons de´ja` mentionne´ dans l’introduction nous pouvons penser, par exemple,
a` un agitateur de taille `0 qui communique constamment de l’e´nergie cine´tique au fluide.
Une fois que nous avons de´fini l’e´chelle d’injection d’e´nergie nous voulons donc savoir
quelle est la relation entre cette e´chelle et la longueur caracte´ristique L donne´e dans la
De´finition 1.1.1. Ainsi, e´tant donne´ que le fluide se trouve dans un cube [0, L]3 alors il est
naturel de supposer que la force ~f agit sur le fluide a` l’inte´rieur de ce cube, ce qui nous
ame`ne a` supposer que
`0 ≤ L. (1.12)
B) La vitesse caracte´ristique U et le taux de dissipation d’e´nergie ε.
L’objectif ici est de donner une de´finition rigoureuse des quantite´s U , qui correspond
a` la vitesse caracte´ristique du fluide, et ε qui est le taux de dissipation d’e´nergie. Ainsi,
pour ~u ∈ L∞t L2x ∩ (L2t )locH˙1x une solution des e´quations (1.7) et L > 0 la longueur ca-
racte´ristique du fluide donne´e par la De´finition 1.1.1, nous de´finissons les quantite´s
1
L3
‖~u(t, ·)‖2L2 , (1.13)
et
ν
L3
‖~∇⊗ ~u(t, ·)‖2L2 , (1.14)
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qui correspondent a` l’e´nergie cine´tique du fluide et au taux de dissipation d’e´nergie a`
l’instant t > 0 respectivement. En effet, si nous supposons pour l’instant que la solution
~u ci-dessus est assez re´gulie`re, de sorte que l’ine´galite´ d’e´nergie (1.11) devient une e´galite´
(voir le livre [6]), et si nous conside´rons pour simplifier une force nulle, alors, nous pouvons
e´crire l’identite´
d
dt
(
1
L3
‖~u(t, ·)‖2L2
)
= − ν
L3
‖~∇⊗ ~u(t, ·)‖2L2 ,
ce qui justifie le nom de “taux de dissipation d’e´nergie” pour la quantite´ ν
L3
‖~∇⊗~u(t, ·)‖2L2 .
Nous observons maintenant que les quantite´s associe´es au champ de vitesse, donne´es
par les formules (1.13) et (1.14) ci-dessus de´pendent de chaque instant du temps t > 0
et dans des expe´riences physiques ces quantite´s fluctuent fortement (voir les articles
[34, 71, 74]). Ne´anmoins, d’apre`s la the´orie K41 les moyennes en temps de ces quantite´s
sont cense´es pre´senter un comportement universel et afin de capturer ce comportement
nous conside´rons les moyennes en temps de la fac¸on suivante : tout d’abord pour un temps
T > 0, dans les expressions (1.15) et (1.16) ci-dessus nous conside´rons ses moyennes sur
l’intervalle de temps [0, T ] :
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
L3
,
et
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
L3
.
Ensuite, rappelons que nous conside´rons ~f une force exte´rieure stationnaire, alors ~f agit
sur le fluide en introduisant l’e´nergie cine´tique inde´pendamment du temps et donc, une
fois que le fluide est en re´gime turbulent nous allons supposer qu’il restera dans cet e´tat
au cours du temps. Pour cette raison, nous allons e´tudier le comportement des quantite´s
ci-dessus dans le re´gime asymptotique lorsque T −→ +∞ et nous conside´rons ainsi les
moyennes en temps suivantes :
U2 = lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
L3
, (1.15)
et
ε = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
L3
, (1.16)
ou` U2 sera l’e´nergie cine´tique moyenne du fluide et ε est le taux moyen de dissipation (
ou plus simplement le taux de dissipation.
Cette moyenne en temps, lim sup
T−→+∞
1
T
∫ T
0
(·)dt, e´galement appele´e moyenne en temps long,
est tre`s utilise´e dans la litte´rature pour l’e´tude de´terministe de la turbulence (voir les
articles [22], [25] [44], [60] et le livre [26]).
Remarque 1.1 Observons que comme nous allons conside´rer cette moyenne en temps
long alors nous avons besoin de conside´rer des solutions de Leray des e´quations (1.7) qui
sont globales en temps.
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Il est ne´cessaire maintenant de justifier rigoureusement que les quantite´s (1.15) et (1.16)
ont bien un sens mathe´matique, c’est a` dire, pour ~u une solution de Leray quelconque
des e´quations (1.7), nous voulons nous assurer que l’on a bien U2 < +∞ et ε < +∞.
Nous avons donc la proposition suivante.
Proposition 1.1.1 Soit la pe´riode L > 0, soient ~f ∈ L2([0, L]3) ∩ H˙−1([0, L]3) une
force donne´e et ~u0 ∈ L2([0, L]3) une donne´e initiale. Soit ~u ∈ L∞([0,+∞[, L2([0, L]3) ∩
L2loc([0,+∞[, H˙1([0, L]3)) une solution de Leray des e´quations (1.7) associe´e aux donne´es
(~u0, ~f). Alors :
1) U2 = lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
L3
< +∞ et
2) ε = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
L3
< +∞.
Preuve.
1) Soit T > 0. Dans l’ine´galite´ l’ine´galite´ d’e´nergie (1.11) nous prenons l’inte´grale sur
l’intervalle de temps [0, T ] et nous obtenons
‖~u(t, ·)‖2L2 + 2ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + 2
∫ T
0
∫
[0,L]3
~f(x) · ~u(t, x)dxdt,
d’ou`, comme ‖~u(t, ·)‖2L2 est une quantite´ positive nous pouvons e´crire
2ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + 2
∫ T
0
∫
[0,L]3
~f(x) · ~u(t, x)dxdt, (1.17)
et nous allons maintenant e´tudier le terme 2ν
∫ T
0 ‖~∇ ⊗ ~u(t, ·)‖2L2dt. Par l’ine´galite´
de Poincare´ (1.10) nous e´crivons
1
L
‖~u(t, ·)‖2L2 ≤ ‖~∇⊗ ~u(t, ·)‖2L2 , d’ou` en inte´grant en
temps et en multipliant par 2ν nous avons la minoration
2ν
L
∫ T
0
‖~u(t, ·)‖2L2dt ≤ 2ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt.
Ainsi, en remplac¸ant cette minoration dans le terme a` gauche de l’estimation (1.17)
nous pouvons e´crire
2ν
L
∫ T
0
‖~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + 2
∫ T
0
∫
[0,L]3
~f(x) · ~u(t, x)dxdt.
Ensuite, nous divisons chaque terme de cette estimation par T , puis nous appliquons
l’ine´galite´ de Cauchy-Schwarz et les ine´galite´s de Young dans le deuxie`me terme a`
droite ci-dessus et nous obtenons alors
2ν
L
1
T
∫ T
0
‖~u(t, ·)‖2L2dt ≤
1
T
‖~u0‖2L2 +
2
T
∫ T
0
∫
[0,L]3
~f(x) · ~u(t, x) dxdt
≤ 1
T
‖~u0‖2L2 +
L
ν
‖~f‖2L2 +
ν
L
1
T
∫ T
0
‖~u(t, ·)‖2L2dt.
Nous prenons maintenant la limite lim sup
T−→+∞
et nous avons l’estimation
u2 = lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt ≤
L2
ν2
‖~f‖2L2 . (1.18)
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Finalement, nous divisons chaque terme de cette estimation par L3 pour re´cupe´rer
ainsi la vitesse caracte´ristique U2 et nous avons U2 ≤ 1L
‖~f‖2
L2
ν2
< +∞.
2) Comme ~f ∈ L2([0, L]3)∩H˙−1([0, L]3) et ~u(t, ·) ∈ L2([0, L]3)∩H˙1([0, L]3), par l’ine´galite´
de Cauchy-Schwarz (en variable d’espace) nous e´crivons
2
∫ T
0
∫
[0,L]3
~f(x) · ~u(t, x)dxdt ≤
∫ T
0
‖~f‖H˙−1‖~u(t, ·)‖H˙1dt,
d’ou`, par les ine´galite´s de Young et comme ~f est une fonction stationnaire nous
obtenons
2
∫ T
0
∫
[0,L]3
~f(x) · ~u(t, x)dxdt ≤ T ‖
~f‖2
H˙−1
ν
+ ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt.
Maintenant, en remplac¸ant cette ine´galite´ dans le deuxie`me terme a` droite de (1.17)
nous pouvons e´crire
2ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + T
‖~f‖2
H˙−1
ν
+ ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt,
d’ou` nous obtenons
ν
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + T
‖~f‖2
H˙−1
ν
,
et alors en divisant par TL3 et en prenant la limite lim sup
T−→+∞
nous pouvons e´crire
ε = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
L3
≤ ‖
~f‖2
H˙−1
νL3
< +∞,
ce qui termine la preuve de la proposition. 
Remarque 1.2 Observons que la preuve du point 1) de la Proposition 1.1.1 est base´e sur
l’ine´galite´ d’e´nergie (1.11) ve´rifie´e par le champ de vitesse ~u et sur l’ine´galite´ de Poincare´
(1.10) qui est valable dans ce cadre pe´riodique. D’autre part, la preuve du point 2) de la
Proposition 1.1.1 repose uniquement sur l’ine´galite´ d’e´nergie (1.11).
Ainsi nous avons
De´finition 1.1.3 Dans le cadre de la Proposition 1.1.1 ci-dessus, ou` nous avons montre´
que les quantite´s U et ε ci-dessous sont bien de´finies, nous de´finissons les quantite´s
moyennes :
1) La vitesse caracte´ristique du fluide : U =
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
L3
) 1
2
.
2) Le taux de dissipation d’e´nergie : ε = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
L3
.
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C) Les nombres de Reynolds.
Plusieurs nombres sans dimensions permettent de caracte´riser le comportement de l’e´coulement
des fluides (voir le livre [6]) et ici nous allons nous inte´resser au nombre de Reynolds qui
caracte´rise le re´gime laminaire ou turbulent d’un fluide comme nous l’expliquerons dans
cette section.
Ainsi, pour introduire le nombre de Reynolds nous avons besoin de conside´rer les e´quations
de Navier-Stokes (1.1) que nous avons introduit dans l’introduction de ce chapitre :
ρ
(
∂t~u+ (~u · ~∇)~u
)
= µ∆~u− ~∇pr + ~fext, ρ div(~u) = 0,
ou` ρ > 0 est la constante de densite´ du fluide et µ = ρν est la constante de viscosite´
dynamique du fluide.
Dans le cadre de ces e´quations, le nombre de Reynolds a e´te´ mis en e´vidence par Osborne
Reynolds dans l’anne´e 1883 [53] et mesure le rapport entre l’ordre de grandeur du terme
de transport ρ (~u · ~∇)~u et l’ordre de grandeur du terme de viscosite´ µ∆~u. Nous allons voir
que le nombre de Reynolds apparaˆıt naturellement dans les e´quations de Navier-Stokes
ci-dessus.
En effet, pour L > 0 la longueur caracte´ristique du fluide dans le sens de la De´finition
1.1.1 et U > 0 la vitesse caracte´ristique du fluide donne´e par la De´finition 1.1.3, nous
de´finissons les variables et ope´rateurs adimensionnels suivants
~u′ =
~u
U
, p′r =
1
ρU2
pr, ~f ′ext =
L
ρU2
~fext, ∂t′ =
L
U
∂t, ~∇x′ = L~∇, (1.19)
et alors les e´quations de Navier-Stokes ci-dessus se re´e´crivent, apre`s simplification par le
facteur ρU
2
L , comme
∂t′ ~u′ + (~u′ · ~∇x′)~u′ = µ
ρLU
∆x′ ~u′ − ~∇x′p′r + ρ~f ′ext.
Le nombre de Reynolds Re est alors de´fini comme l’inverse de la constante qui se trouve
devant le terme de viscosite´, c’est a` dire :
ρUL
µ
, mais comme la constante de viscosite´
dynamique est de´finie par µ = ρν (ou` ν > 0 est la constante de viscosite´ cine´tique) nous
avons l’identite´ ρµ =
1
ν et donc nous avons
De´finition 1.1.4 Le nombre de Reynolds Re est de´fini par
Re =
UL
ν
. (1.20)
Ce nombre sert a` caracte´riser la nature du re´gime du mouvement du fluide : laminaire ou
turbulent. En effet, le re´gime laminaire est caracte´rise´ par les faibles valeurs du nombre
Re, ou` les forces visqueuses sont dominantes : deux particules du fluide qui e´taient voisines
a` un instant donne´ resteront voisines a` l’instant suivant et les couches du fluide main-
tiennent leur cohe´sion au cours du temps. Par contre, si le fluide est en re´gime turbulent
alors on s’attend avoir des valeurs e´leve´es du nombre Re (voir les re´sultats expe´rimentaux
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dans les articles [34], [74] et le livre [53]) ce qui exprime le fait que le fluide est domine´
par les force d’inertie, qui tendent a` produire des tourbillons chaotiques et autres insta-
bilite´s : les particules qui e´taient voisines a` un instant donne´ ne seront plus voisines a`
l’instant suivant. Voir la Figure 1.1.1 ci-dessous pour une image d’une expe´rience phy-
sique des re´gimes laminaire et turbulent correspondant a` diffe´rentes valeurs du nombre
de Reynolds.
Figure 1.1 – Expe´rience re´alise´e par N.H. Johannesen et C. Lowen avec de l’eau colore´e introduite dans un
tube, [72]. Dans cette expe´rience, pour faire varier le nombre de Reynolds Re = UL
ν
, ou` la longueur caracte´ristique
L correspond au diame`tre du tube et la constate de viscosite´ de l’eau est fixe´ par ν ≈ 0, 884× 10−6 m2
s
, la vitesse
caracte´ristique du fluide U est incre´mente´e par un agitateur exte´rieur.
Une fois que nous avons de´finit le nombre de Reynolds Re ci-dessus, il convient de faire
les remarques suivantes.
Remarque 1.3
i) La de´finition du nombre de Reynolds n’est pas universelle dans le sens qu’elle de´pend
directement des de´finitions de la vitesse caracte´ristique du fluide U et de la longueur
L. En effet, si dans la formule (1.19) nous conside´rons une autre de´finition de vitesse
caracte´ristique U ′ et une autre de´finition de longueur L′ alors par la formule (1.20)
nous obtenons le nombre de Reynolds Re′ donne´ par Re′ = U
′L′
ν .
ii) Dans le cadre du point i) ci-dessus, observons que pour de´finir le nombre de Reynolds
Re dans (1.20) on a utilise´ la longueur caracte´ristique L tandis que pour de´finir
le nombre de Reynolds (1.5) dans l’introduction de ce chapitre, l’e´chelle d’injection
d’e´nergie `0 a e´te´ utilise´e. Ce choix entre la longueur L ou l’e´chelle `0 n’empeˆche pas
que le re´gime turbulent soit caracte´rise´ par des grandes valeurs du nombre de Reynolds
car, e´tant donne´ que les quantite´s L, `0 et ν sont fixes alors pour obtenir des grandes
valeurs du nombre Re c’est la vitesse caracte´ristique U qui doit incre´menter.
iii) Comme la vitesse caracte´ristique du fluide U est de´finie a` partir de la solution ~u des
e´quations (1.7) alors le nombre de Reynolds Re de´pend de cette solution ~u et pour
cette raison ce nombre nous fourni une caracte´risation a posteriori du re´gime du
fluide, qu’il soit laminaire ou turbulent.
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Revenons maintenant a` la loi de dissipation d’e´nergie (1.6) propose´e par la the´orie K41.
Nous savons que la loi de dissipation d’e´nergie (1.6) que nous souhaitons e´tablir rigou-
reusement propose un encadrement du taux de dissipation d’e´nergie ε lorsque le fluide
est en re´gime turbulent.
Nous venons de voir e´galement que ce re´gime turbulent est caracte´rise´ par des grands
nombres de Reynolds ; ce qui nous donne alors un cadre de travail assez naturel et nous
supposerons souvent que Re >> 1.
2) La loi de dissipation d’e´nergie dans le cadre pe´riodique
Maintenant que nous avons les ingre´dients ne´cessaires nous pouvons e´noncer la loi de dissi-
pation d’e´nergie.
Pour ~u ∈ L∞([0,+∞[, L2([0, L]3))∩L2loc([0,+∞[, H˙1([0, L]3)) une solution de Leray des e´quations
de Navier-Stokes pe´riodiques (1.7) sur le cube [0, L]3, on conside`re la vitesse caracte´ristique U > 0
et le taux de dissipation ε > 0 donne´es par la De´finition 1.1.3. La longueur caracte´ristique du
fluide L est donne´e par la De´finition 1.1.1 et ainsi avec ces objets nous pouvons conside´rer le
nombre de Reynolds Re = ULν .
Donc, pour une e´chelle d’injection d’e´nergie `0 > 0 donne´e par la De´finition 1.1.2, l’e´tude
de´terministe de la loi de dissipation de Kolmogorov (1.6) donne´e page 12 nous rame`ne a` e´tablir
l’encadrement du taux de dissipation ε suivant :
si Re >> 1 alors c1
U3
`0
≤ ε ≤ c2U
3
`0
, (1.21)
ou` c1 > 0, c2 > 0 sont des constantes inde´pendantes du nombre de Reynolds Re.
Pour ce cadre pe´riodique, lorsqu’on conside`re une e´chelle d’injection d’e´nergie `0 e´gale a` la
longueur caracte´ristique du fluide L (c’est a` dire `0 = L) il est alors possible de de´montrer la
majoration du taux de dissipation
ε ≤ c2U
3
L
, (1.22)
qui est obtenue dans diffe´rents contextes techniques ou` c2 > 0 est une constante convenable qui
reste borne´e meˆme dans le re´gime asymptotique lorsque le nombre de Reynolds est assez grand
(voir l’article [14] de S. Childress, les articles [24], [25], [23] et le livre [26] de C. Foias, R. Temam
et. al. ainsi que les articles [44] de W. Layton et [73] de F. Vigneron).
D’autre part, dans l’article [22] de C. Foias, on conside`re un cadre plus ge´ne´ral ou` l’e´chelle
d’injection d’e´nergie `0 n’est pas force´ment e´gale a` la longueur caracte´ristique du fluide L. En
effet, dans cet article la quantite´ `0 > 0 est de´finie par `0 =
L
n , avec n un parame`tre entier positif.
De plus, en conside´rant une force exte´rieure particulie`re ~f , il est encore possible d’obtenir la
majoration
ε ≤ c2U
3
`0
, (1.23)
avec c2 > 0 une constante qui ne de´pend pas des parame`tres ν, n et L.
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Si nous comparons cette majoration ci-dessus du taux de dissipation d’e´nergie ε avec la ma-
joration donne´e dans (1.22) nous pouvons observer que cette majoration est plus proche de la
loi de dissipation d’e´nergie (1.21) car elle fait intervenir une e´chelle d’injection d’e´nergie `0 qui
n’est pas force´ment du meˆme ordre que la longueur caracte´ristique du fluide L.
Maintenant, quant a` la minoration du taux de dissipation
c1
U3
`0
≤ ε,
cette estimation reste encore un proble`me ouvert que l’on sait pas re´soudre, meˆme dans le cadre
pe´riodique. En effet, les majorations du taux de dissipation d’e´nergie (1.22) et (1.23) reposent
essentiellement sur l’ine´galite´ d’e´nergie ve´rifie´e par les solutions de Leray des e´quations de Navier-
Stokes, mais, dans l’e´tat actuel de nos connaissances, nous ne savons pas comment utiliser cette
ine´galite´ d’e´nergie pour e´tudier la minoration du taux de dissipation d’e´nergie ci-dessus.
1.1.2 Le cadre non pe´riodique
Maintenant nous retournons au cadre d’un fluide non pe´riodique pose´ dans l’espace R3 tout
entier. Notre mode`le de´terministe pour e´tudier la loi de dissipation d’e´nergie est alors donne´ par
les e´quations de Navier-Stokes pose´es sur l’espace R3 : ∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+
~f, div(~u) = 0, ν > 0,
~u(0, ·) = ~u0 ∈ L2(R3), div(~u0) = 0,
(1.24)
ou`, en suivant les ide´es expose´es dans la section pre´ce´dente, dans les e´quations ci-dessus nous
conside´rons une force exte´rieure, stationnaire et a` divergence nulle telle que ~f ∈ L2(R3) ∩
H˙−1(R3). Ainsi, si on conside`re les e´quations ci-dessus nous avons que les solutions de Leray ~u
ve´rifient
~u ∈ L∞loc([0,+∞[, L2(R3)) ∩ L2loc([0,+∞[, H˙1(R3)),
c’est a` dire, ces solutions sont localement borne´es temps et localement de carre´ inte´grables en
temps (voir le livre [46] pour les de´tails).
Une fois que nous avons rapidement introduit les e´quations de Navier-Stokes (1.24) sur tout
l’espace R3, nous voulons maintenant e´tablir de fac¸on rigoureuse l’encadrement (1.21) et il est
important de souligner qu’il y a tre`s peu de re´fe´rences a` ce sujet. Une ide´e sugge´re´e dans les
notes de cours [16] de P. Constantin est la suivante.
Tout d’abord, on conside`re `0 > 0 une e´chelle d’injection d’e´nergie donne´e par la De´finition
1.1.2 page 14 et en s’inspirant de la De´finition 1.1.3 page 17, pour ~u une solution de Leray
des e´quations (1.24) on conside`re la vitesse caracte´ristique U et le taux de dissipation ε par les
expressions :
U =
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
`30
) 1
2
et ε = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
`30
. (1.25)
Ainsi, pour e´tudier l’encadrement du taux de dissipation ε donne´ dans (1.21) il nous manque un
ingre´dient et nous avons besoin de de´finir une longueur (que ce soit `0 comme dans (1.21) ou` L
comme dans (1.22)) et ceci pose un certain nombre de proble`mes.
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En effet, rappelons tout d’abord que dans le cadre d’un fluide pe´riodique sur le cube [0, L]3
nous avons vu dans la De´finition 1.1.1 que la longueur caracte´ristique du fluide est donne´e de
fac¸on naturelle par la pe´riode L > 0, mais, comme nous conside´rons maintenant un fluide pose´
sur l’espace R3 tout entier, alors on perd toute notion physique et mathe´matique de cette lon-
gueur caracte´ristique et la de´finition ade´quate de cette longueur est une question qui n’est pas
e´vidente a` re´pondre.
Dans ce contexte, comme la force exte´rieure est une donne´e du mode`le d’un fluide non pe´riodique,
toujours dans [16] il est sugge´re´ de conside´rer une longueur caracte´ristique Lc en fonction de la
force exte´rieure ~f de la fac¸on suivante : tout d’abord, pour l’e´chelle d’injection d’e´nergie `0 > 0
nous supposons que la transforme´e de Fourier de la force exte´rieure ~f est localise´ aux fre´quences
|ξ| ≤ 1`0 . Cette hypothe`se sur la force exte´rieure repre´sente le fait que, selon le mode`le de cascade
d’e´nergie, l’e´nergie cine´tique est introduite dans le fluide par la force exte´rieure ~f aux e´chelles
de longueur de l’ordre de `0 et donc aux fre´quences de l’ordre de
1
`0
.
Ensuite, nous de´finissons la moyenne en norme L2 de la force ~f par la quantite´
F =
‖~f‖L2
`
3
2
0
, (1.26)
et, toujours en suivant [16], la longueur Lc est de´finie comme
Lc =
F
‖~∇⊗ ~f‖L∞
. (1.27)
La signification physique de la longueur caracte´ristique Lc n’est pas totalement claire mais cette
longueur apparaˆıt dans les calculs faits dans [16] et de cette fac¸on, le but de P. Constantin
dans ses notes est de montrer que si l’on conside`re un fluide pose´ dans tout l’espace R3 alors,
pour le taux de dissipation ε, pour la vitesse caracte´ristique U (donne´s dans (1.25)) et pour
cette longueur caracte´ristique Lc ci-dessus, on peut obtenir l’estimation du taux de dissipation
suivante :
ε ≤ c U
Lc
(
1 +
1√
Re
+
3
4Re
)
, (1.28)
ou` nous observons que, dans le re´gime asymptotique des nombres de Reynolds Re suffisamment
grands, on peut alors obtenir l’estimation du taux de dissipation ε ≤ cU
3
Lc
ce qui ge´ne´ralise au
cadre R3 l’estimation (1.22), page 20, obtenue dans le cadre pe´riodique.
Ne´anmoins, l’estimation (1.28) ci-dessus pre´sente quelques lacunes d’un point de vue mathe´matique
et met en e´vidence quelques contraintes techniques lorsqu’on conside`re un fluide pose´ sur tout
l’espace R3. Dans la section qui suit nous expliquons plus en de´tail ces contraintes techniques.
1.1.3 Proble`mes dans le cadre non pe´riodique
1) Une vitesse caracte´ristique potentiellement mal pose´e.
La premie`re contrainte technique relative a` l’estimation (1.28) porte sur les solutions de Leray
des e´quations (1.24). En effet, pour une solution de Leray ~u quelconque nous devons conside´rer
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les quantite´s moyennes suivantes
U =
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
`30
) 1
2
et ε = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
`30
,
ou` `0 > 0 est l’e´chelle d’injection d’e´nergie. Ne´anmoins (en toute ge´ne´ralite´) nous ne pouvons
pas assurer que la vitesse caracte´ristique U ci-dessus est une quantite´ bien de´finie. En effet, nous
allons nous concentrer sur la moyenne en temps long qui apparaˆıt dans la vitesse caracte´ristique
U :
u =
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
) 1
2
, (1.29)
ou` nous observons que l’on a l’identite´
U =
u
`
3
2
0
, (1.30)
et nous allons maintenant observer que cette moyenne en temps long u est potentiellement mal
pose´e. En effet, si nous e´crivons l’ine´galite´ d’e´nergie ve´rifie´e par la solution ~u :
‖~u(t, ·)‖2L2 + 2ν
∫ t
0
‖~∇⊗ ~u(s, ·)‖2L2ds ≤ ‖~u0‖2L2 + 2
∫ t
0
∫
R3
~f(x) · ~u(s, x) dxds, (1.31)
ou`, pour le dernier terme a` droite de cette ine´galite´, comme ~f ∈ H˙−1(R3) et ~u(s, ·) ∈ H˙1(R3),
par l’ine´galite´ de Cauchy-Schwarz nous pouvons e´crire∫
R3
~f(x) · ~u(s, x) dx ≤ ‖~f‖H˙−1‖~u(s, ·)‖H˙1 ≤ c‖~f‖H˙−1‖~∇⊗ ~u(s, ·)‖L2 ,
et de plus, comme ~f est une fonction stationnaire, par les ine´galite´s de Young nous avons
2
∫ t
0
∫
R3
~f(x) · ~u(s, x) dxds ≤ ct‖
~f‖2
H˙−1
2ν
+ 2ν
∫ t
0
‖~∇⊗ ~u(s, ·)‖2L2ds.
De cette fac¸on, en remplac¸ant cette estimation dans l’ine´galite´ d’e´nergie (1.31) nous obtenons
‖~u(t, ·)‖2L2 + 2ν
∫ t
0
‖~∇⊗ ~u(s, ·)‖2L2ds ≤ ‖~u0‖2L2 +
ct‖~f‖2
H˙−1
2ν
+ 2ν
∫ t
0
‖~∇⊗ ~u(s, ·)‖2L2ds,
d’ou` nous pouvons en tirer le controˆle en temps suivant pour la quantite´ ‖~u(t, ·)‖2L2 :
‖~u(t, ·)‖2L2 ≤ ‖~u0‖2L2 +
ct
2ν
‖~f‖2
H˙−1 , (1.32)
mais, lorsqu’on applique la moyenne en temps long a` cette ine´galite´ nous avons
u2 = lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt ≤ lim sup
T−→+∞
[
1
T
∫ T
0
‖~u0‖2L2 +
1
T
∫ T
0
ct
2ν
‖~f‖2
H˙−1dt
]
≤ lim sup
T−→+∞
[
‖~u0‖2L2 + T
‖~f‖2
H˙−1
2ν
]
= +∞, (1.33)
et nous ne connaissons pas un meilleur controˆle en temps du type (1.32) de la quantite´ ‖~u(t, ·)‖2L2
pour assurer que l’on a bien u2 < +∞.
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D’autre part, nous ne savons pas non plus si la quantite´ u2 donne´e dans (1.33) diverge : dans
l’e´tat actuel de nos connaissances nous ne savons pas construire des solutions de Leray parti-
culie`res telles qu’elles aient, par exemple, le comportement suivant
tα ≤ ‖u(t)‖2L2 , avec 0 < α < 1, (1.34)
ou` nous pouvons observer que si l’on prend la moyenne en temps long alors nous obtenons
u2 = lim sup
T−→+∞
1
T
∫ T
0
‖u(t)‖2L2dt ≥ lim sup
T−→+∞
1
T
∫ T
0
tαdt = +∞,
et donc on pourrait en conclure que la moyenne en temps long u2 est effectivement mal pose´e
lorsqu’on conside`re un fluide dans tout R3.
Un des premiers re´sultats de cette the`se sera de donner un sens mathe´matique rigoureux a`
cette quantite´ u et cet objectif sera atteint en utilisant un mode`le particulier des e´quations de
Navier-Stokes dans la Section 1.2 ci-dessous.
2) Une longueur caracte´ristique mal pose´e
Passons maintenant a` la deuxie`me contrainte technique dans l’estimation (1.28) qui porte sur
la de´finition de la longueur caracte´ristique Lc donne´e par l’expression (1.27). Afin d’expliquer
de fac¸on plus claire cette contrainte, nous reprenons les grandes lignes des calculs faits dans [16].
En effet, la preuve de l’estimation (1.28) repose sur l’ine´galite´
F ≤ U
2
Lc
+
1
Lc
√
ν
√
ε, (1.35)
ou` la force moyenne F est donne´e dans l’expression (1.26), la vitesse caracte´ristique U est donne´e
dans l’expression (1.30), et le taux de dissipation ε est donne´ par la formule (1.25). Pour prouver
l’ine´galite´ (1.35) ci-dessus, dans [16], on conside`re les e´quations de Navier-Stokes
∂t~u = ν∆~u− P((~u · ~∇)~u) + ~f,
ou` ~u ∈ L∞loc([0,+∞[, L2(R3)) ∩ L2loc([0,+∞[, H˙1(R3)) est une solution de Leray et ~f ∈ H˙−1(R3)
est une force exte´rieure re´gulie`re, stationnaire, a` divergence nulle et telle que supp
(
~̂f
)
⊂ {ξ ∈
R3 : |ξ| ≤ 1`0 } pour `0 > 0 une e´chelle d’injection d’e´nergie. On multiplie alors ces e´quations par
~f puis on inte`gre en variable d’espace :∫
R3
∂t~u(t, x) · ~f(x)dx =
∫
R3
ν∆~u(t, x) · ~f(x)dx−
∫
R3
(P(~u · ~∇~u(t, x))) · ~f(x)dx+ ‖~f‖2L2 ,
et on cherche a` faire apparaˆıtre les termes F,U, ε et Lc qui interviennent dans l’ine´galite´ (1.35).
Dans l’identite´ ci-dessus, en utilisant des inte´grations par parties, l’ine´galite´ de Ho¨lder et la
moyenne lim sup
T−→+∞
1
T
∫ T
0
(·)dt
`30
on arrive a` l’estimation suivante (voir les notes de cours [16] pour
les de´tails)
‖~f‖2L2
`30
≤
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
`30
dt
)
‖~∇⊗ ~f‖L∞
+
√
ν
(
ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
`30
dt
) 1
2 ‖~∇⊗ ~f‖L2
`
3
2
0
,
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d’ou`, par les expressions des quantite´s F,U et ε on obtient
F 2 ≤ ‖~∇⊗ ~f‖L∞ +
√
ν
√
ε
‖~∇⊗ ~f‖L2
`
3
2
0
.
Dans cette estimation nous e´crivons
F ≤ U2 ‖
~∇⊗ ~f‖L∞
F
+
√
ν
√
ε
‖~∇⊗ ~f‖L2
F`
3
2
0
,
et, en utilisant le fait que la longueur Lc est de´finie par Lc =
F
‖~∇⊗ ~f‖L∞
alors, dans le premier
terme de l’estimation ci-dessus nous pouvons e´crire
F ≤ U
2
Lc︸︷︷︸
(a)
+
√
ν
√
ε
‖~∇⊗ ~f‖L2
F`
3
2
0︸ ︷︷ ︸
(b)
. (1.36)
Si nous comparons cette estimation avec l’estimation recherche´e (1.35) nous pouvons observer
que dans l’expression (b) ci-dessus on veut faire apparaˆıtre le terme 1Lc et pour cela, dans [16],
l’ine´galite´ suivante est utilise´e
‖~∇⊗ ~f‖L2
`
3
2
0
≤ ‖~∇⊗ ~f‖L∞ , (1.37)
indiquons rapidement que cette ine´galite´ pose proble`me et nous y reviendrons dans les lignes
qui suivent. Mais, en supposant pour l’instant que cette estimation est vraie, on peut e´crire
l’estimation
‖~∇⊗ ~f‖L2
F`
3
2
0
≤ ‖
~∇⊗ ~f‖L∞
F
=
1
Lc
,
et de cette fac¸on, dans (1.36) on obtient l’ine´galite´ cherche´e (1.35).
Revenons donc a` l’estimation (1.37) et nous allons voir que les calculs ci-dessus pre´sentent
une lacune dans cette ine´galite´. En effet, la force ~f est suppose´e re´gulie`re et sa transforme´e de
Fourier ~̂f ve´rifie supp( ~̂f) ⊂
{
ξ ∈ R3 : |ξ| ≤ 1
`0
}
; donc par les ine´galite´s de Bernstein nous avons
la majoration de la quantite´ ‖~∇⊗ ~f‖L∞ :
‖~∇⊗ ~f‖L∞ ≤ c‖
~∇⊗ ~f‖L2
`
3
2
0
,
mais, dans (1.37) nous avons besoin d’une minoration de la quantite´ ‖~∇ ⊗ ~f‖L∞ et nous ne
savons pas de´duire une telle estimation a` partir des hypothe`ses de la fonction ~f .
Ainsi, en revenant a` la dernie`re expression de l’ine´galite´ (1.36) ci-dessus, nous pouvons ob-
server que la longueur caracte´ristique Lc apparaˆıt naturellement dans le terme (a) mais non
dans le terme (b) de cette expression.
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Donc, en re´sume´, nous pouvons observer que l’estimation du taux de dissipation (1.28) pro-
pose´e dans les notes de cours [16] posse`de deux contraintes techniques : d’une part pour ~u une
solution de Leray des e´quations de Navier-Stokes pose´es sur tout R3, nous ne savons pas si la
moyenne en temps long u donne´e par l’expression (1.29) est une quantite´ bien de´finie (et donc
par l’identite´ (1.30) on ne sait pas si U < +∞).
D’autre part, la longueur caracte´ristique Lc ne convient pas pour obtenir l’ine´galite´ (1.35) a`
partir de laquelle P. Constantin de´duit l’estimation du taux de dissipation (1.28).
Pour re´gler le proble`me de la de´finition de la moyenne en temps long u, dans la section qui
suit nous proposons une modification des e´quations de Navier-Stokes (1.24). Ensuite, dans la
Section 1.3 nous ferons une discussion sur la notion de longueur caracte´ristique lorsqu’on travaille
sur tout l’espace R3 ou` nous remarquerons le fait qu’une de´finition ade´quate de telle longueur
pour l’e´tude de l’encadrement du taux de dissipation (1.21) semble actuellement hors de porte´e.
1.2 Les e´quations de Navier-Stokes amorties
Dans cette section, nous allons conside´rer un mode`le particulier des e´quations de Navier-
Stokes en introduisant un terme d’amortissement.
L’e´tude de ce mode`le nous permettra tout d’abord de bien de´finir la vitesse caracte´ristique
U et d’e´tudier ensuite l’encadrement du taux de dissipation d’e´nergie (1.21), ce qui sera fait
dans la section suivante.
1.2.1 Motivation du mode`le
Dans la Section 1.1.3 ci-dessus, nous avons observe´ que lorsqu’on conside`re une solution de
Leray ~u des e´quations de Navier-Stokes pose´es dans l’espace R3 tout entier, alors nous n’avons
pas un controˆle convenable en temps de la quantite´ ‖~u(t, ·)‖2L2 de sorte que l’on puisse assurer
que la moyenne en temps
u =
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
) 1
2
,
soit bien une quantite´ finie. De cette fac¸on, afin d’entraˆıner un controˆle sur la quantite´ ‖~u(t, ·)‖2L2 ,
nous proposons ici de modifier les e´quations de Navier-Stokes en introduisant un terme addi-
tionnel −α~u ou` α > 0 est un parame`tre d’amortissement.
Ainsi le mode`le sur lequel nous allons travailler dans tout ce chapitre est donne´ par le syste`me
d’e´quations suivant :
 ∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+
~f − α~u, div(~u) = 0, div(~f) = 0, ν > 0, α > 0,
~u(0, ·) = ~u0, div(~u0) = 0.
(1.38)
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Ce terme d’amortissement permet d’obtenir comme nous allons le voir un controˆle en temps de
la quantite´ ‖~u(t, ·)‖L2 pour ~u ∈ L∞t L2x ∩ (L2t )locH˙1x une solution faible des e´quations de Navier-
Stokes amorties ci-dessus. En effet, dans le The´ore`me 1.2.2 ci-dessous nous de´montrons que
les solutions faibles de ces e´quations (solutions qui seront construites dans le The´ore`me 1.2.1)
ve´rifient le controˆle en temps :
‖~u(t, ·)‖2L2 ≤ e−2αt‖~u0‖2L2 + c
‖~f‖2
H˙−1
2να
(
1− e−2αt) , (1.39)
et dans cette estimation le terme e−2αt (ou` α > 0) entraˆıne u2 < +∞ comme nous le verrons
dans le Corollaire 1.2.1. Ainsi, la vitesse la moyenne en temps long u de´finies dans (1.29) sera
bien de´finie dans le cadre des e´quations de Navier-Stokes amorties (1.38).
Avant de donner une preuve rigoureuse de ces faits, ce qui sera fait dans la sous-section 1.2.2 ci-
dessous, il convient de faire maintenant une tre`s courte discussion sur le terme d’amortissement
−α~u que nous venons d’ajouter aux e´quations de Navier-Stokes pose´es sur R3.
Remarque 1.4 Dans la Remarque 1.1.1 page 16 nous avons observe´ que si l’on conside`re un
fluide pe´riodique en variable d’espace alors l’ine´galite´ de Poincare´ nous permet d’assurer que
la moyenne en temps u est bien une quantite´ finie. Pour assurer que la quantite´ u est bien
de´finie dans le cas de l’espace tout entier ou` l’on ne dispose pas d’un e´quivalent de l’ine´galite´
de Poincare´, on verra que le terme d’amortissement −α~u peut dans un certain sens remplacer
cette ine´galite´ de Poincare´ : c’est pre´cise´ment l’utilite´ et l’inte´reˆt d’introduire cette modification
dans les e´quations de Navier-Stokes.
Observons aussi que dans l’estimation (1.39) nous avons le terme
‖~f‖2
H˙−1
2να
et comme α > 0 nous
avons que ce terme n’est pas controˆlable lorsque α tend vers ze´ro et donc l’estimation (1.39) est
seulement valable dans le cadre des e´quation de Navier-Stokes amorties (1.38).
Pour finir cette motivation, il est inte´ressant de souligner que pour entraˆıner le controˆle u2 < +∞
il est possible de conside´rer d’autres termes d’amortissement. Nous pouvons conside´rer par
exemple le terme d’amortissement −αPκ(~u), ou` le terme Pκ(~u) est de´fini au niveau de Fourier
par
P̂κ(~u)(t, ξ) = 1|ξ|<κ(ξ)~̂u(t, ξ), (1.40)
ou` κ > 0 est une fre´quence de troncature et ~̂u de´note la transforme´e de Fourier de ~u par rapport
a` la variable spatiale. Ainsi, dans un premier temps nous avons conside´re´ le terme −αPκ(~u) pour
obtenir un premier mode`le d’e´quations de Navier-Stokes amorties :
∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+ ~f − αPκ(~u), div(~u) = 0, ~u(0, ·) = ~u0, (1.41)
car ce terme supple´mentaire entraˆıne un controˆle en temps de la quantite´ ‖~u(t, ·)‖L2 du meˆme
type que le controˆle (1.39) et donc les solutions ~u des e´quations ci-dessus (qui sont construites
de la meˆme fac¸on que les solutions des e´quations (1.38)) ve´rifient aussi u2 < +∞. En effet, en
suivant les meˆmes lignes de la de´monstration du The´ore`me 1.2.2 on peut de´montrer que toute
solution des e´quations (1.41) ve´rifie le controˆle en temps suivant : pour β = min(2α, νκ2) > 0,
‖~u(t, ·)‖2L2 ≤ e−βt‖~u0‖2L2 + c
‖~f‖2
H˙−1
2νβ
(
1− e−βt
)
, (1.42)
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et nous observons alors que ce controˆle en temps qui peut eˆtre obtenu graˆce au terme d’amortis-
sement −αPκ(~u) est e´quivalent au controˆle (1.39) qui sera obtenue par le biais du terme −α~u et
donc tous les re´sultats que nous allons obtenir dans le cadre des e´quations (1.38) peuvent eˆtre
aussi obtenus dans le cadre des e´quations (1.41).
Ne´anmoins, nous allons pre´fe´rer le terme d’amortissement −α~u au lieu du terme −αPκ(~u) car ce
premier terme est plus naturel d’un point de vue physique. En effet, le terme d’amortissement
−α~u, e´galement appele´ terme de friction, a e´te´ conside´re´ dans des mode`les oce´aniques [61] et
ce terme permet de mode´liser la friction de l’eau avec le fond marin. D’autre part, le terme
−αPκ(~u) est un terme de troncature des hautes fre´quences comme l’on peut observer dans la
formule (1.40) mais ce terme n’a, a` notre connaissance, aucune signification physique.
Notre e´tude se de´composera de la fac¸on suivante : dans la Section 1.2.2 nous e´tablissons les
re´sultats de base par rapport aux e´quations (1.38) (existence, ine´galite´s) et ensuite dans la Sec-
tion 1.2.3 nous verrons comment calibrer convenablement le parame`tre α > 0 pour obtenir des
re´sultats inte´ressants sur l’e´tude de´terministe de la loi de dissipation de Kolmogorov (1.21) dans
le cadre des e´quations (1.38).
1.2.2 Existence et proprie´te´s
Dans cette section on commence par donner une preuve de l’existence de solutions faibles des
e´quations de Navier-Stokes amorties (1.38). Dans le The´ore`me 1.2.1 ci-dessous nous construisons
dans un premier temps des solutions ~u localement borne´es en temps pour ensuite ve´rifier dans
le The´ore`me 1.2.2 que ces solutions satisfont le controˆle en temps (1.39) et qu’alors ces solutions
sont globalement borne´es en temps.
The´ore`me 1.2.1 Soit ~u0 ∈ L2(R3) une donne´e initiale a` divergence nulle, soit ~f ∈ H˙−1(R3)
une force exte´rieure stationnaire et a` divergence nulle. Alors, pour tout α > 0 il existe des fonc-
tions ~u = ~uα ∈ L∞loc([0,+∞[, L2(R3))∩L2loc([0,+∞[, H˙1(R3)) et p = pα ∈ L2loc([0,+∞[, H˙−
1
2 (R3))
qui sont solution faible du syste`me (1.38).
La preuve de l’existence de ces solutions suit essentiellement les meˆmes lignes que celle de l’exis-
tence des solutions de Leray des e´quations de Navier-Stokes classiques (voir le livre [46], Section
12.2 pour tous les de´tails) et par conse´quent nous de´taillerons seulement les estimations re´alise´es
sur le terme d’amortissement −α~u.
De´monstration. Nous appliquons le projecteur de Leray aux e´quations (1.38) et comme div(~u) =
0 et div(~f) = 0 alors nous obtenons
∂t~u = ν∆~u− P
(
(~u · ~∇)~u
)
+ ~f − α~u, div(~u) = 0, ~u(0, ·) = ~u0. (1.43)
Maintenant, soit θ ∈ C∞0 (R3) une fonction positive telle que
∫
R3
θ(x)dx = 1, pour δ > 0 on
conside`re la fonction θδ donne´e par θδ(x) =
1
δ3
θ
(
x
δ
)
et on e´tudie alors l’e´quation inte´grale
re´gularise´e suivante
~u(t, x) = hνt ∗ ~u0(x) +
∫ t
0
hν(t−s) ∗ ~f(x)ds−
∫ t
0
hν(t−s) ∗ (P(([θδ ∗ ~u] · ~∇)~u)(s, x)ds−
−α
∫ t
0
hν(t−s) ∗ ~u(s, x)ds. (1.44)
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Nous allons dans un premier temps appliquer un argument de point fixe dans l’espace
L∞([0, T ], L2(R3))∩L2([0, T ], H˙1(R3)) muni de la norme ‖ · ‖T = ‖ · ‖L∞t L2x +
√
ν‖ · ‖L2t H˙1x . Pour
cela nous e´tudions la quantite´
‖~u‖T =
∥∥∥∥hνt ∗ ~u0 + ∫ t
0
hν(t−s) ∗ ~f(·)ds−
∫ t
0
hν(t−s) ∗ (P(([θδ ∗ ~u] · ~∇)~u)(s, ·)ds
− α
∫ t
0
hν(t−s) ∗ ~u(s, ·)ds
∥∥∥∥
T
≤
∥∥∥∥hνt ∗ ~u0 + ∫ t
0
hν(t−s) ∗ ~f(·)ds
∥∥∥∥
T︸ ︷︷ ︸
(1)
+
∥∥∥∥∫ t
0
hν(t−s) ∗ (P(([θδ ∗ ~u] · ~∇)~u)(s, ·)ds
∥∥∥∥
T︸ ︷︷ ︸
(2)
+α
∥∥∥∥∫ t
0
hν(t−s) ∗ ~u(s, ·)ds
∥∥∥∥
T︸ ︷︷ ︸
(3)
.
Les termes (1) et (2) sont classiques a` estimer. En effet, en utilisant le The´ore`me 12.2 du livre
[46] nous avons les estimations
‖hνt ∗ ~u0‖T ≤ c‖~u0‖L2 et
∥∥∥∥∫ t
0
hν(t−s) ∗ ~f(·)ds
∥∥∥∥
T
≤ c
(
1
ν
+ T
√
ν
)
‖~f‖L2tH−1x , (1.45)
et comme la force ~f ∈ H˙−1(R3) est inde´pendante de la variable de temps nous avons
‖~f‖L2tH−1x ≤
√
T‖~f‖L∞t H−1x ≤
√
T‖~f‖H˙−1 ,
ce qui nous permet d’e´crire la deuxie`me estimation de (1.45) comme suit∥∥∥∥∫ t
0
hν(t−s) ∗ ~f(·)ds
∥∥∥∥
T
≤ c ≤
(
1
ν
+ T
√
ν
)√
T‖~f‖H˙−1 .
De cette fac¸on, pour le terme (1) ci-dessus nous pouvons e´crire l’estimation∥∥∥∥hνt ∗ ~u0 + ∫ t
0
hν(t−s) ∗ ~f(·)ds
∥∥∥∥
T
≤ c‖~u0‖L2 + c
(
1√
ν
+ T
√
ν
)√
T‖~f‖H˙−1 . (1.46)
Pour le terme (2) nous avons directement l’estimation∥∥∥∥∫ t
0
hν(t−s) ∗ (P(([θδ ∗ ~u] · ~∇)~u)(s, ·)ds
∥∥∥∥
T
≤ c
√
Tδ−
3
2√
ν
‖~u‖T ‖~u‖T , (1.47)
voir le livre [46] page 352 pour les de´tails.
Donc, nous avons besoin d’e´tudier uniquement le terme (3). En remplac¸ant ~f par α~u dans
la deuxie`me estimation de (1.45) nous avons
α
∥∥∥∥∫ t
0
hν(t−s) ∗ ~u(s, ·)ds
∥∥∥∥
T
≤ αc
(
1√
ν
+ T
√
ν
)
‖~u‖L2tH−1x ≤ αc
(
1√
ν
+ T
√
ν
)
‖~u‖L2tH1x
≤ αc
(
1√
ν
+ T
√
ν
)[√
T‖~u‖L∞t L2x +
√
ν√
ν
‖~u‖L2t H˙1x
]
≤ αc
(
1√
ν
+ T
√
ν
)
max
(√
T ,
1√
ν
)
‖~u‖T . (1.48)
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Une fois que nous avons les estimations (1.46), (1.47) et (1.48), pour un temps T > 0 suffi-
samment petit et pour δ > 0, nous pouvons appliquer l’argument de point fixe de Picard pour
construire une fonction ~uδ telle que ~uδ ∈ L∞([0, T ], L2(R3)) ∩ L2([0, T ], H˙1(R3)) et ~uδ est solu-
tion des e´quations approche´es (1.44).
Une fois que l’on a construit une solution ~uδ (locale en temps) nous prouvons l’existence globale
de cette solution : pour ~uδ ∈ L∞([0, T ], L2(R3)) ∩ L2([0, T ], H˙1(R3)) une solution des e´quations
re´gularise´es
∂t~uδ = ν∆~uδ − P(([θδ ∗ ~uδ] · ~∇)~uδ) + ~f − α~uδ, (1.49)
nous pouvons e´crire
d
dt
‖~uδ(t, ·)‖2L2 = 2〈∂t~uδ(t, ·), ~uδ(t, ·)〉H˙−1×H˙1 = −2ν‖~uδ(t, ·)‖2H˙1 + 2〈~f, ~uδ(t, ·)〉H˙−1×H˙1
−2α‖~uδ(t, ·)‖2L2 , (1.50)
d’ou`, en appliquant l’ine´galite´ de Cauchy-Schwarz et puis les ine´galite´s de Young sur le terme
2〈~f, ~uδ(t, ·)〉H˙−1×H˙1 , nous obtenons
d
dt
‖~uδ(t, ·)‖2L2 ≤ −2ν‖~uδ(t, ·)‖2H˙1 + ν‖~uδ(t, ·)‖2H˙1 +
1
ν
‖f‖2
H˙−1 − 2α‖~uδ(t, ·)‖2L2
≤ −ν‖~uδ(t, ·)‖2H˙1 +
1
ν
‖f‖2
H˙−1 − 2α‖~uδ(t, ·)‖2L2 , (1.51)
et alors, comme −2α‖~uδ(t, ·)‖2L2 est une quantite´ ne´gative, nous avons donc l’estimation
d
dt
‖~uδ(t, ·)‖2L2 ≤ −ν‖~uδ(t, ·)‖2H˙1 +
1
ν
‖f‖2
H˙−1 .
Finalement, nous inte´grons en temps sur l’intervalle t ∈ [0, T ] pour obtenir l’estimation
‖~uδ(t, ·)‖2L2 + ν
∫ t
0
‖~uδ(s, ·)‖2H˙1ds ≤ eνt
(
‖~u0‖2L2 +
T
ν
‖f‖2
H˙−1
)
, (1.52)
et alors la solution locale en temps ~uδ peut eˆtre e´tendue a` l’intervalle [0,+∞[.
Nous passons maintenant a` la convergence vers une solution faible des e´quations (1.43). En
effet, par le lemme de Rellich-Lions (voir le The´ore`me 12.1 du livre [46]) il existe une suite de
nombres positifs (δn)n∈N et une fonction ~u ∈ L2loc([0,+∞[×R3) telles que (~uδn)n∈N converge
fortement vers ~u dans L2loc([0,+∞[×R3). De plus, pour tout T > 0, cette suite converge vers ~u
dans la topologie faible e´toile des espaces L∞([0, T ], L2(R3)) et L2([0, T ], H˙1(R3)) .
Ainsi, par les convergences ci-dessus nous obtenons que le terme P(([θδn ∗ ~uδn ] · ~∇)~uδn) converge
vers P((~u · ~∇)~u) dans la topologie faible e´toile de l’espace (L2t )loc(H
− 3
2
x ) et donc la limite ~u est
une solution des e´quations de Navier-Stokes amorties (1.43).
Une fois que l’on a construit une solution ~u nous re´cupe´rons maintenant la pression p relie´e a
cette solution. En effet, comme ~u ve´rifie les e´quations (1.43) et comme div(~u) = 0 et div(~f) = 0
nous pouvons e´crire
P
[
∂t~u− ν∆~u+
(
(~u · ~∇)~u
)
− ~f + α~u
]
= 0,
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et par les proprie´te´s du projecteur de Leray (voir le livre [46]) il existe p ∈ D′(R3) telle que
∂t~u− ν∆~u+ (~u · ~∇)~u− ~f + α~u = ~∇p.
De plus, en appliquant l’ope´rateur de divergence a` chaque coˆte´ de cette identite´ nous obtenons
la relation
p =
1
∆
div((~u · ~∇)~u),
et comme ~u ∈ (L∞t )locL2x ∩ (L2t )locH˙1x alors nous avons (~u · ~∇)~u ∈ (L2t )locH˙
− 3
2
x et donc par la
relation ci-dessus nous obtenons p ∈ (L2t )locH˙
− 1
2
x . 
Une fois que nous avons montre´ l’existence globale des solutions faibles des e´quations de Navier-
Stokes amorties (1.38), dans la proposition qui suit nous montrons que ces solutions ve´rifient
une ine´galite´ d’e´nergie qui sera exploite´e tout au long de la Section 1.3 ci-apre`s.
Proposition 1.2.1 Dans le cadre du The´ore`me 1.2.1, les solutions faibles des e´quations de
Navier-Stokes amorties (1.38), ~u ∈ L∞loc(]0,+∞[, L2(R3))∩L2loc(]0,+∞[, H˙1(R3)), ve´rifient l’ine´galite´
d’e´nergie suivante : pour tout T ≥ 0,
‖~u(T, ·)‖2L2 + 2ν
∫ T
0
‖∇ ⊗ ~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + 2
∫ T
0
〈~f, ~u(t, ·)〉H˙−1×H˙1dt
−2α
∫ T
0
‖~u(t, ·)‖2L2dt. (1.53)
Pour montrer l’ine´galite´ ci-dessus nous suivrons les meˆmes lignes de la preuve de l’ine´galite´
d’e´nergie des solutions de Leray des e´quations de Navier-Stokes classiques faite dans le The´ore`me
12.2 du livre [46].
Preuve. Notre point de de´part est l’identite´ (1.50), d’ou`, pour T > 0 en inte´grant sur l’in-
tervalle [0, T ] nous obtenons
‖~uδn(T, ·)‖2L2 + 2ν
∫ T
0
‖~uδn(t, ·)‖2H˙1dt = ‖~u0‖2L2 − 2α
∫ T
0
‖~uδn(t, ·)‖2L2dt
+2
∫ T
0
〈~f, ~uδn(t, ·)〉H˙−1×H˙1dt.
Maintenant, on re´gularise cette e´galite´ en variable du temps et pour cela nous conside´rons la
fonction test positive w ∈ C∞0 ([−η, η]) telle que
∫
R
w(t)dt = 1. De cette fac¸on, dans l’identite´
ci-dessus nous obtenons
‖w ∗ ~uδn(T, ·)‖2L2 + 2w ∗
(
ν
∫ T
0
‖~uδn(t, ·)‖2H˙1dt+ α
∫ T
0
‖~uδn(t, ·)‖2L2dt
)
≤ ‖~u0‖2L2 + 2w ∗
(∫ T
0
〈~f, ~uδn(t, ·)〉H˙−1×H˙1dt
)
. (1.54)
A` ce stade, nous avons besoin de ve´rifier que la suite (~uδn)n∈N converge faiblement vers ~u
dans L2([0, T ], L2(R3)). En effet, nous avons ‖~uδn‖L2([0,T ],L2(R3)) ≤
√
T‖~uδn‖L∞([0,T ],L2(R3)) et
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alors par l’ine´galite´ (1.52) nous obtenons cette convergence. De plus, nous savons en plus
que la suite (~uδn)n∈R converge vers ~u dans la topologie faible e´toile de L∞([0, T ], L2(R3)) et
L2([0, T ], H˙1(R3)) (pour tout T > 0) et alors par l’ine´galite´ (1.54) nous pouvons e´crire
‖w ∗ ~u(T, ·)‖2L2 + 2νw ∗
(∫ T
0
‖~u(t, ·)‖2
H˙1
dt
)
+ 2αw ∗
(∫ T
0
‖~u(t, ·)‖2L2dt
)
≤ lim inf
n−→+∞ ‖w ∗ ~uδn(T, ·)‖
2
L2 + lim infn−→+∞ 2νw ∗
(∫ T
0
‖~uδn(t, ·)‖2H˙1dt
)
+ lim inf
n−→+∞ 2αw ∗
(∫ T
0
‖~uδn(t, ·)‖2L2dt
)
≤ ‖~u0‖2L2 + 2w ∗
(∫ T
0
〈~f, ~u(t, ·)〉H˙−1×H˙1dt
)
.
Donc, pour T > 0 un point de Lebesgue de l’application t 7→ ‖~u(t, ·)‖2L2 nous obtenons l’ine´galite´
d’e´nergie (1.53) et en plus, cette e´galite´ est e´tendue a` tout temps T > 0 par la continuite´ faible
de l’application t 7→ ‖~u(t, ·)‖2L2 (voir le The´ore`me 12.2 du livre [46] pour les de´tails). 
Nous avons maintenant a` notre disposition tout les outils pour montrer que les solutions faibles
des e´quations de Navier-Stokes amorties (1.38) ve´rifient le controˆle en temps (1.39) ou` nous
allons pouvoir appre´cier le roˆle du terme d’amortissement −α~u dans ces estimations.
The´ore`me 1.2.2 Soit ~u0 ∈ L2(R3) une donne´e initiale a` divergence nulle, soit ~f ∈ H˙−1(R3)
une force exte´rieure stationnaire et a` divergence nulle et soit α > 0 le parame`tre d’amortis-
sement. Alors toute solution faible ~u ∈ (L∞t )locL2x ∩ (L2t )locH˙1x du syste`me d’e´quations (1.38)
obtenue par le biais du The´ore`me 1.2.1 ve´rifie ~u ∈ L∞t L2x ∩ (L2t )locH˙1x et l’on a l’ine´galite´ sui-
vante : pour tout t ≥ 0,
‖~u(t, ·)‖2L2 ≤ e−2αt‖~u0‖2L2 + c
‖~f‖2
H˙−1
2αν
(
1− e−2αt) . (1.55)
De´monstration. Nous allons montrer ce controˆle en temps pour la fonction ~uδn (solution de
l’e´quation re´gularise´e (1.49)) et ensuite, par convergence faible e´toile de (~uδn)n∈N vers ~u dans
l’espace L∞t (L2x) nous re´cupe´rons ce controˆle en temps pour la solution ~u.
On commence donc par l’ine´galite´ (1.51) :
d
dt
‖~uδ(t, ·)‖2L2 ≤ −ν‖~uδ(t, ·)‖2H˙1 +
1
ν
‖f‖2
H˙−1 − 2α‖~uδ(t, ·)‖2L2 ,
d’ou`, comme −ν‖~uδ(t, ·)‖2H˙1 est une quantite´ ne´gative nous pouvons e´crire
d
dt
‖~uδ(t, ·)‖2L2 ≤
1
ν
‖f‖2
H˙−1 − 2α‖~uδ(t, ·)‖2L2 ,
et par une application de l’ine´galite´ de Gro¨nwall nous obtenons
‖~uδ(t, ·)‖2L2 ≤ e−2αt‖~u0‖2L2 + c
‖~f‖2
H˙−1
2αν
(
1− e−2αt) , (1.56)
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pour tout temps t ∈ [0,+∞[.
Maintenant, nous re´cupe´rons ce controˆle en temps pour la solution ~u et pour cela on suit encore
l’argument utilise´ dans la de´monstration de la Proposition 1.2.1. En effet, on re´gularise la quan-
tite´ ‖~uδn(t, ·)‖2L2 en variable de temps en prenant le produit de convolution avec une fonction
positive w ∈ C∞0 ([−η, η]) telle que
∫
R
w(t)dt = 1. De cette fac¸on, dans l’ine´galite´ (1.56) ci-dessus
nous avons
‖w ∗ ~uδn(t, ·)‖L2 ≤ w ∗ ‖~uδn(t, ·)‖2L2 ≤ w ∗
(
e−2αt‖~u0‖2L2 + c
‖~f‖2
H˙−1
2αν
(
1− e−2αt)) .
Ensuite, comme (~uδn)n∈N converge vers ~u dans la topologie faible e´toile de l’espace L∞t (L2x) alors
w ∗ ~uδn(t, ·) converge faiblement vers w ∗ ~u(t, ·) dans L2(R3) et de cette fac¸on nous obtenons
‖w ∗ ~u(t, ·)‖2L2 ≤ lim infn−→+∞ ‖w ∗ ~uδn(t, ·)‖
2
L2 ≤ w ∗
(
e−2αt‖~u0‖2L2 + c
‖~f‖2
H˙−1
2αν
(
1− e−2αt)) .
Ainsi, par la continuite´ faible de l’application t 7→ ‖~u(t, ·)‖2L2 (voir le The´ore`me 12.2 du livre
[46],) nous avons le controˆle en temps cherche´. 
Corollaire 1.2.1 Toute solution faible des e´quations (1.38), ~u ∈ L∞t L2x ∩ (L2t )locH˙1x, ve´rifie
u2 = lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt ≤
‖~f‖2
H˙−1
να
< +∞.
Preuve. Cette estimation est une conse´quence directe du controˆle en temps
‖~u(t, ·)‖2L2 ≤ e−2αt‖~u0‖2L2 + c
‖~f‖2
H˙−1
να
(1− e−2αt),
donne´ par le The´ore`me 1.2.2. En effet, nous e´crivons
1
T
∫ T
0
‖~u(t, ·)‖2L2dt ≤
1
T
∫ T
0
e−2αt‖~u0‖2L2dt+
1
T
∫ T
0
c
‖~f‖2
H˙−1
να
(
1− e−2αt) dt
et comme la force ~f est une fonction stationnaire alors en prenant la limite lim sup
T−→+∞
nous obte-
nons l’estimation recherche´e. 
Nous observons de cette fac¸on que le terme d’amortissement −α~u dans les e´quations (1.38)
nous a permis d’obtenir un controˆle en temps de la quantite´ ‖~u(t, ·)‖2L2 donne´ par le biais du
The´ore`me 1.2.2 et ce re´sultat est valable pour tout parame`tre d’amortissement α > 0. Dans la
sous-section qui suit nous allons fixer le parame`tre α > 0 d’une fac¸on convenable et cette valeur
particulie`re de α va nous permettre de faire ensuite (dans la Section 1.3) une discussion sur la
loi de dissipation d’e´nergie dans le cadre des e´quations (1.38).
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1.2.3 Le parame`tre d’amortissement
Nous fixons ici le parame`tre α > 0 dans le terme d’amortissement −α~u des e´quations (1.38) et
pour fixer les ide´es nous avons besoin de conside´rer pour l’instant le cadre d’un fluide pe´riodique
en variable d’espace qui a e´te´ introduit dans la Section 1.1.1.
Rappelons que dans le cadre pe´riodique nous conside´rons une pe´riode L ≥ `0, ou` `0 > 0 est
toujours une e´chelle d’injection fixe (voir l’estimation (1.12) pour tous les de´tails ) ; et nous
conside´rons les e´quations de Navier-Stokes pe´riodiques sur le cube [0, L]3 ⊂ R3. Rappelons main-
tenant que pour toute solution de Leray ~u ∈ L∞t L2x ∩ (L2t )locH˙1x, par l’ine´galite´ d’e´nergie (1.11)
et l’ine´galite´ de Poincare´ (1.10) nous avons l’estimation (1.18) qui nous rappelons ci-dessous :
ν
L2
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
)
≤ ‖
~f‖2
H˙−1
ν
,
ou` ν > 0 est la constante de viscosite´ du fluide (voir toujours l’estimation (1.18) page 16 pour tous
les de´tails de la preuve de cette estimation). Nous observons ainsi que dans le cadre pe´riodique
nous avons toujours un controˆle sur la moyenne en temps long de la quantite´ ‖~u(t, )‖2L2 et que
ce controˆle est duˆ a` l’ine´galite´ de Poincare´.
De cette estimation nous nous inte´ressons au terme
ν
L2
devant la moyenne en temps long car
ce terme nous permettra de fixer une valeur assez naturelle du parame`tre α > 0 dans le terme
d’amortissement −α~u des e´quations (1.38) comme nous l’expliquons tout de suite.
Revenons a` pre´sent au cadre d’un fluide non pe´riodique pose´ dans l’espace R3 tout entier et
a` notre mode`le des e´quations de Navier-Stokes amorties (1.38). Dans ce cadre, par le Corollaire
1.2.1 nous savons que toute solution faible ~u ∈ L∞t L2x ∩ (L2t )locH˙1x des e´quations (1.38) ve´rifie
l’estimation :
α
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
)
≤ ‖
~f‖2
H˙−1
ν
, (1.57)
et si nous comparons maintenant cette estimation avec l’estimation ci-dessus nous pouvons
observer que le parame`tre α joue le roˆle du terme
ν
L2
qui apparaˆıt dans le cadre d’un fluide
pe´riodique ou` L ≥ `0 est la pe´riode. De cette fac¸on, par analogie au cadre pe´riodique, pour
`0 > 0 une e´chelle d’injection d’e´nergie fixe, nous inte´grons a` notre mode`le une longueur L ≥ `0
qui est un parame`tre du mode`le tout comme la constante de viscosite´ du fluide ν et qui repre´sente
un analogue a` la pe´riode dans le cadre d’un fluide pe´riodique ; et nous allons fixer le parame`tre
d’amortissement α > 0 par l’expression
α =
ν
L2
. (1.58)
Ainsi dans ce chapitre nous allons dore´navant travailler avec le syste`me d’e´quations de Navier-
Stokes amorties suivant :
 ∂t~u = ν∆~u− (~u ·
~∇)~u− ~∇p+ ~f − ν
L2
~u, div(~u) = 0, div(~f) = 0, ν > 0, L ≥ `0,
~u(0, ·) = ~u0, div(~u0) = 0.
(1.59)
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Dans la section qui suit nous allons faire une discussion plus pre´cise sur la longueur L ≥ `0
ci-dessus et nous allons voir le roˆle de cette longueur dans l’e´tude de´terministe de la loi de
dissipation de d’e´nergie (1.6) dans le cadre des e´quations ci-dessus.
1.3 Discussion sur la loi de dissipation d’e´nergie dans les e´quations
de Navier-Stokes amorties
Le but de cette section est de faire une discussion rigoureuse sur l’e´tude de l’encadrement
du taux de dissipation d’e´nergie ε :
c1
U3
`0
≤ ε ≤ c2U
3
`0
, (1.60)
qui est cense´ eˆtre observe´ dans le re´gime turbulent des grandes valeurs du nombre de Reynolds
Re =
U`0
ν
(1.61)
selon la loi de dissipation d’e´nergie (1.6) e´nonce´e page 12 et propose´e par la the´orie K41.
Dans cet encadrement la vitesse caracte´ristique U et le taux de dissipation ε sont de´finies a`
partir des solutions faibles ~u des e´quations de Navier-Stokes amorties donne´es dans (1.59) ou`
~f est une force exte´rieure stationnaire et a` divergence nulle sur laquelle nous ferons quelques
hypothe`ses supple´mentaires, tandis que `0 est l’e´chelle d’injection d’e´nergie qui sera fixe´e par la
force ~f ci-apre`s.
Nous commenc¸ons donc par de´finir quelques quantite´s dont nous aurons besoin pour faire notre
e´tude et la premie`re chose a` faire est de fixer la force exte´rieure ~f . Nous de´finissons cette force
en conside´rant ~f ∈ L2(R3) un champ de vecteurs stationnaire, c’est a` dire ~f(t, x) = ~f(x), a`
divergence nulle et tel que sa transforme´e de Fourier satisfait
supp
(
~̂f
)
⊂
{
ξ ∈ R3 : ρ1
`0
≤ |ξ| ≤ ρ2
`0
}
, (1.62)
pour une e´chelle d’injection d’e´nergie `0 > 0 donne´e et fixe´e une fois pour toute ; et ou` 0 < ρ1 < ρ2
sont deux constantes qui ne de´pendent d’aucun parame`tre physique. Cette localisation de la
transforme´e de Fourier de ~f repre´sente le fait que, selon le mode`le de cascade d’e´nergie, l’e´nergie
cine´tique est introduite dans le fluide (par la force exte´rieure) uniquement aux e´chelles de lon-
gueur de l’ordre de `0 et donc aux fre´quences de l’ordre
1
`0
.
Nous voulons maintenant de´finir la vitesse caracte´ristique U > 0 et le taux de dissipation
d’e´nergie ε > 0. Pour ~u une solution faible des e´quations de Navier-Stokes amorties (1.59)
associe´e a` la force ~f ci-dessus il s’agit de moyenner cette fonction ~u et toutes ses de´rive´es
~∇⊗ ~u tout d’abord en variable d’espace et ensuite en variable du temps pour obtenir de cette
fac¸on une vitesse caracte´ristique U et un taux moyen de dissipation d’e´nergie ε respectivement.
Ne´anmoins, pour moyenner ces deux fonctions en variable d’espace nous allons voir que l’on
rencontre quelques difficulte´s.
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1.3.1 La notion de longueur caracte´ristique du fluide
Dans cette section nous expliquons que l’essentiel des difficulte´s que l’on rencontre lorsqu’on
conside`re un fluide pose´ sur tout l’espace R3 repose sur la notion de longueur caracte´ristique du
fluide.
Rappelons rapidement que dans le cadre d’un fluide pe´riodique cette longueur caracte´ristique
est de´finie de fac¸on naturelle par la pe´riode L (voir toujours la De´finition 1.1.1) mais si le fluide
est pose´ dans tout l’espace nous pouvons alors observer que l’on perd toute notion physique et
mathe´matique de cette longueur caracte´ristique. Ainsi, nous nous posons alors la question de
comment choisir une longueur L ≥ `0 ade´quate pour de´finir la moyenne en espace des fonctions
~u et ~∇⊗~u en termes de la norme L2 : ‖ · ‖L2
L
3
2
, mais la re´ponse a` cette question n’est pas e´vidente.
Dans ce cadre, les notes de cours [16] de P. Constantin sugge`rent de conside´rer L = `0 (ou`
`0 > 0 est toujours l’e´chelle d’injection d’e´nergie de´finie das (1.62)) pour de´finir la moyenne en
espace ci-dessus mais nous allons maintenant observer que le choix de cette longueur pre´sente
quelques lacunes. En effet, rappelons tout d’abord que la force ~f est une fonction localise´e aux
fre´quences de l’ordre de 1`0 (voir l’expression (1.62)) et par cette localisation fre´quentielle nous
observons que la quantite´ (∫
R3
| ~̂f(ξ)|2dx
`30
) 1
2
=
‖ ~̂f‖L2
`
3
2
0
, (1.63)
est une moyenne naturelle en termes de la norme L2 de la transforme´e de Fourier de ~f . Apre`s,
par l’identite´ de Plancherel nous savons que ‖~f‖L2 = ‖ ~̂f‖L2 et alors dans [16] on conside`re la
moyenne en espace de la force ~f comme la quantite´
F =
‖~f‖L2
`
3
2
0
. (1.64)
Mais en variable d’espace nous n’avons aucune information supple´mentaire sur la localisation
de la fonction ~f et alors la moyenne F > 0 ci-dessus n’est pas bien comprise. Dans la Section
2.2.2 du chapitre suivant nous revisitons ce proble`me et nous construisons un exemple concret de
force ~f qui est une fonction bien localise´e en variable de fre´quence mais aussi en variable d’espace.
Ensuite, toujours dans [16], il est sugge´re´ de conside´rer cette meˆme moyenne en espace (1.64)
pour les fonctions ~u et ~∇⊗ ~u et l’on a ainsi les quantite´s
‖~u(t, ·)‖L2
`
3
2
0
et ν
‖~∇⊗ ~u(t, ·)‖L2
`
3
2
0
,
ne´anmoins, le choix de la longueur `0 pour de´finir cette moyenne en espace pour les fonctions
~u et ~∇⊗ ~u n’est pas du tout clair car il n’a aucune explication rigoureuse que ce soit du point
de vue physique ou mathe´matique ; et comme nous voulons faire une discussion aussi rigoureuse
que possible de la loi de dissipation d’e´nergie (1.60) alors nous n’allons pas conside´rer ici cette
moyenne en espace.
Nous observons de cette fac¸on que dans le cadre d’un fluide dans tout l’espace, une de´finition
convenable de moyenne en espace pour le champ de vitesse ~u et ses de´rive´es ~∇ ⊗ ~u est une
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question que l’on ne sait pas re´pondre de fac¸on tout a` fait satisfaisante car cette question est
directement relie´e au proble`me de trouver une de´finition convenable de longueur caracte´ristique
L ≥ `0. Ainsi, pour pouvoir faire une e´tude rigoureuse de l’encadrement du taux de dissipation
(1.60), dans un premier temps nous allons seulement conside´rer la moyenne en temps long des
quantite´s ‖~u(t, ·)‖L2 et ν‖~∇⊗ ~u(t, ·)‖L2 qui sont de´finies de la fac¸on suivante.
La moyenne en temps de la quantite´ ‖~u(t, ·)‖L2 a e´te´ introduite dans l’expression (1.29) page 23
mais pour la commodite´ du lecteur nous allons re´crire cette moyenne donne´e par l’expression :
u =
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
) 1
2
, (1.65)
ou` rappelons que, dans le cadre des ces e´quations amorties, le Corollaire 1.2.1 nous assure que
la moyenne en temps long u est une quantite´ bien de´finie.
Rappelons aussi que cette moyenne en temps long a bien une signification mathe´matique :
la force ~f e´tant toujours une fonction stationnaire alors nous nous inte´ressons a` e´tudier le com-
portement turbulent du fluide dans le re´gime asymptotique lorsque le temps T tend vers l’infini
(voir toujours la Section 1.1.1 page 15 pour plus de de´tails a` ce sujet).
Ensuite, en suivant les ide´es ci-dessous nous allons maintenant de´finir la moyenne en temps
long de la quantite´ ν‖~∇⊗ ~u(t, ·)‖L2 par l’expression :
e = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2dt. (1.66)
Une fois que nous avons introduit les quantite´s u et e ci-dessus expliquons de fac¸on plus pre´cise
pourquoi nous allons conside´rer ici ces quantite´s pour l’e´tude de l’encadrement (1.60). Nous
pouvons observer que cet encadrement fait intervenir la vitesse caracte´ristique U et le taux
moyen de dissipation ε, qui dans le cadre d’un fluide pe´riodique sur le cube [0, L]3 s’e´crivent de
fac¸on rigoureuse par les expressions :
U =
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2
dt
L3
) 1
2
et ε = ν lim sup
T−→+∞
1
T
∫ T
0
‖~∇⊗ ~u(t, ·)‖2L2
dt
L3
. (1.67)
Si nous comparons maintenant les quantite´s u et e avec les quantite´s U et ε respectivement nous
observons que si nous conside´rons n’importe quelle longueur L ≥ `0, qui pourrait repre´senter un
analogue a` la pe´riode dans le cadre d’un fluide pe´riodique, alors nous avons les relations
U =
u
L
3
2
et ε =
e
L3
, (1.68)
et alors il s’agit donc d’e´tudier l’encadrement (1.60) tout d’abord dans le cadre rigoureux des
quantite´s u et e et ceci sera fait dans le The´ore`me 1.3.1 dans la Section 1.3.2 ci-dessous. Ensuite
dans la Section 1.3.3 nous allons observer qu’a` partir de ce re´sultat et en conside´rant les quantite´s
U et ε, avec n’importe quelle longueur L > `0, nous obtenons alors une estimation du type ε . U
3
`0
bien qu’il s’agisse d’une estimation partielle par rapport a` l’encadrement (1.60).
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1.3.2 Quelques estimations rigoureuses
Comme annonce´, dans cette section nous allons e´tudier l’encadrement du taux de dissipation
(1.60) : ε ≈ U3`0 , dans le cadre plus rigoureux des moyennes en temps long u et e introduites
pre´ce´demment. Plus pre´cise´ment, dans le The´ore`me 1.3.1 ci-dessous nous allons montrer l’esti-
mation :
e . u`0u
2
`0
(
‖~f‖L∞
‖~f‖L2
)
, (1.69)
ou` la quantite´ u`0 > 0 est de´finie de la fac¸on suivante : rappelons tout d’abord que la force
~f
est une fonction localise´e aux fre´quences ρ1`0 ≤ |ξ| ≤
ρ2
`0
et alors nous de´finissons la fonction ~U`0
comme la localisation du champ de vitesse ~u aux meˆmes fre´quences :
~U`0(t, x) = F−1
[
1 ρ1
`0
≤|ξ|≤ ρ2
`0
(ξ)~̂u(t, ·)
]
(x), (1.70)
ou` F−1 de´note la transforme´e de Fourier inverse ; et ensuite la quantite´ u`0 > 0 est de´finie
comme la moyenne en temps long de cette fonction :
u`0 =
(
lim sup
T−→+∞
1
T
∫ T
0
∥∥∥~U`0(t, ·)∥∥∥2
L2
dt
) 1
2
. (1.71)
Avant d’entrer dans les de´tails techniques de la preuve de l’estimation (1.69) nous allons tout
d’abord expliquer cette estimation et pour cela nous avons besoin de rappeler rapidement l’e´tude
de la loi de dissipation d’e´nergie (1.60) dans le cadre d’un fluide pe´riodique qui a e´te´ expose´e
dans la Section 1.1.1.
Rappelons que dans le cadre pe´riodique on a une estimation du taux de dissipation ε :
ε . U
3
`0
, (1.72)
et nous maintenant expliquer les grandes lignes de la preuve de cette estimation (voir aussi
l’article [22] de C. Doering et C. Foias pour tous les de´tails des calculs). Dans ce cadre pe´riodique
nous de´finissons la force moyenne F > 0 comme F =
‖~f‖L2
L
3
2
, le nombre de Reynolds Re =
U`0
ν
;
et l’estimation (1.72) repose essentiellement sur les deux ine´galite´s techniques suivantes :
F . U
2
`0
(
1 +
1
Re
)
, (1.73)
et
ε . UF. (1.74)
En effet, dans le re´gime turbulent caracte´rise´ lorsque Re >> 1 dans l’ine´galite´ (1.73) nous
obtenons alors F . U2`0 , et en multipliant par U a` chaque coˆte´ de cette ine´galite´ nous avons
UF . U3`0 , d’ou`, par l’ine´galite´ (1.74) nous pouvons finalement e´crire ε . FU .
U3
`0
ce qui nous
donne l’estimation (1.72).
A` ce stade il est important de souligner que, dans l’e´tat actuel de nos connaissances, l’e´tude
de´terministe de l’estimation (1.72) que l’on peut trouver dans la litte´rature suit essentiellement
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les grandes lignes explique´es ci-dessus et que les re´sultats que l’on obtient (toujours dans le cadre
pe´riodique) dans diffe´rentes contextes techniques sont toujours similaires a` cette estimation.
Avec ces ide´es en teˆte, revenons a` pre´sent a` notre cadre d’e´tude d’un fluide dans tout l’espace
R3. Soit donc la force ~f ∈ L2(R3) de´finie par (1.62) et soit ~u une solution faible des e´quations de
Navier-Stokes amorties (1.59). Dans le The´ore`me 1.3.1 nous allons ve´rifier l’estimation (1.69) qui
s’agit d’une estimation analogue a` l’estimation (1.72) (obtenue dans le cadre pe´riodique) mais en
conside´rant seulement les quantite´s ‖~f‖L∞ , ‖~f‖L2 , u, u0 et e qui ont bien un sens mathe´matique.
Ainsi, pour ve´rifier l’estimation (1.69) nous allons suivre les grandes lignes de la preuve de
l’estimation (1.72) et alors il s’agit de ve´rifier des ine´galite´s analogues a` celles donne´es dans
(1.73) et (1.74) (dans le cadre pe´riodique). Observons tout d’abord que l’estimation (1.73) fait
intervenir le nombre de Reynolds Re qui est de´fini a` partir de la vitesse caracte´ristique U comme
Re =
U`0
ν
,
mais comme nous ne disposons pas ici d’une de´finition rigoureuse de cette vitesse caracte´ristique,
en suivant les ide´es pre´ce´dentes, nous allons alors remplacer cette quantite´ U par la moyenne en
temps long u et nous allons donc conside´rer le nombre de Reynolds Re de´fini comme
Re = u`0
ν
, (1.75)
ou` `0 > 0 est toujours l’e´chelle d’injection d’e´nergie fixe´e par la force ~f dans (1.62) et ν > 0 est
toujours la constante de viscosite´ du fluide.
E´tudions maintenant la relation entre ce nouveau nombre de Reynolds Re et le nombre de
Reynolds classique Re, ou` nous pouvons observer que pour toute longueur L ≥ `0 on a
Re =
1
L
3
2
Re. (1.76)
En effet, il suffit de remarquer que pour une longueur L ≥ `0, par la relation (1.68) on a U = 1
L
3
2
u
d’ou` nous avons directement Re = U`0ν =
1
L
3
2
(
u`0
ν
)
= 1
L
3
2
Re.
Maintenant que l’on dispose de cette identite´, nous allons expliquer comment le nombre Re
nous permet aussi de caracte´riser le re´gime turbulent du fluide. Il s’agit de fixer le nombre
Re suffisamment grand de sorte que ceci entraˆıne Re >> 1 (qui caracte´rise le re´gime turbu-
lent du fluide) et pour cela nous allons suivre le raisonnement suivant : pour `0 > 0 l’e´chelle
d’injection d’e´nergie rappelons que nous fixons le parame`tre L ≥ `0 qui repre´sente la longueur
caracte´ristique du fluide. Ensuite, si nous fixons le nombre Re tel que Re >> L alors on a
Re
L
3
2
>> 1 et donc, par la Proposition 1.76 on obtient Re >> 1.
Nous observons ainsi que le re´gime asymptotique des grandes valeurs du nombre Re (Re >> L)
entraˆıne le re´gime turbulent caracte´rise´ par de grandes valeurs du nombre Re et comme le
nombre Re fait intervenir la moyenne en temps long u au lieu de la vitesse caracte´ristique U
nous allons pre´fe´rer ici ce nombre de Reynolds Re pour caracte´riser le re´gime turbulent.
Une fois que l’on a introduit le nombre de Reynolds Re ci-dessus, dans l’estimation suivante
nous obtenons une ine´galite´ analogue a` l’ine´galite´ (1.73) obtenue dans le cadre pe´riodique.
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Proposition 1.3.1 (Premie`re estimation dans le cadre non pe´riodique) Soit `0 > 0 une
e´chelle d’injection d’e´nergie de´finie par la force ~f ∈ L2(R3) dans (1.62). Soit ~u ∈ L∞t L2x ∩
(L2t )locH˙
1
x une solution faible des e´quations de Navier-Stokes amorties (1.59) associe´e a` cette
force. Soit la moyenne en temps long u de´finie a` partir de la solution ~u dans l’expression (1.65).
Soit enfin le nombre de Reynolds Re de´fini dans l’expression (1.75). Alors on a l’estimation
‖~f‖L2 ≤
u2
`0
(
‖~f‖L∞
‖~f‖L2
+
1
Re
)
. (1.77)
Preuve. L’ine´galite´ (1.77) repose essentiellement sur l’estimation technique suivante.
Lemme 1.3.1 Dans le cadre la Proposition 1.3.1 on a l’estimation :
‖~f‖2L2 ≤ u2‖~∇⊗ ~f‖L∞ + ν u‖∆~f‖L2 +
ν
`20
u‖~f‖L2 . (1.78)
La preuve de cette estimation suit les grandes lignes des notes de cours [16] de P. Constantin et
pour la commodite´ du lecteur nous ferons tous les calculs en de´tail a` la fin du chapitre.
Nous allons maintenant e´tudier le premier et deuxie`me terme a` droite de l’estimation ci-dessus
et alors, e´tant donne´e que la force ~f est localise´e aux fre´quences ρ1`0 ≤ |ξ| ≤
ρ2
`0
, par les ine´galite´s
de Bernstein nous avons qu’il existe une constante c > 0, qui ne de´pend d’aucun parame`tre
physique, telle que l’on a
‖~∇⊗ ~f‖L∞ ≈ ‖
~f |L∞
`0
et ‖∆~f‖L2 ≤ c
1
`20
‖~f‖L2 .
Nous remplac¸ons maintenant les estimations ci-dessus dans (1.78) et nous obtenons l’estimation
‖~f‖2L2 ≤ c
u2
`0
‖~f‖L∞ + c ν
`20
u‖~f‖L2 +
ν
`20
u‖~f‖L2 ,
d’ou` nous pouvons e´crire
‖~f‖L2 ≤ c
u2
`0
(
‖~f‖L∞
‖~f‖L2
+
ν
u`0
)
,
et comme l’on a de´finit le nombre de Reynolds Re (donne´ dans (1.75)) par l’expression Re = u`0ν
nous obtenons l’estimation cherche´e ‖~f‖L2 ≤ c
u2
`0
(
‖~f‖L∞
‖~f‖L2
+
1
Re
)
. 
Nous allons maintenant e´tudier une ine´galite´ analogue a` l’ine´galite´ (1.74) : ε . UF , obtenue
dans le cadre pe´riodique et pour cela on commence par faire la remarque suivante : observons
que dans l’ine´galite´ (1.74) interviennent les termes ε, U et F ; et e´tant donne´ que ces termes sont
de´finis a` partir des moyennes en temps long e, u (donne´es dans les expression (1.66) et (1.65)
respectivement), la quantite´ ‖~f‖L2 et la pe´riode L comme : ε = eL3 , U = uL 32 et F =
‖~f‖L2
L
3
2
; nous
pouvons alors e´crire
e
L3
≤ u
L
3
2
‖~f‖L2
L
3
2
, d’ou` nous obtenons l’estimation
e ≤ u‖~f‖L2 . (1.79)
Nous observons que la pe´riode L ne joue aucun roˆle dans cette estimation et ainsi, par analogie
au cadre pe´riodique, nous voulons alors e´tudier une estimation du meˆme type que celle ci-dessus.
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Proposition 1.3.2 (Deuxie`me estimation dans le cadre non pe´riodique) Soit `0 > 0 une
e´chelle d’injection d’e´nergie de´finie par la force ~f ∈ L2(R3) dans (1.62). Soit ~u ∈ L∞t L2x ∩
(L2t )locH˙
1
x une solution faible des e´quations de Navier-Stokes amorties (1.59) associe´e a` cette
force. Soient les moyennes en temps e > 0 et u`0 > 0 de´finies a` partir de la solution ~u par les
expressions (1.66) et (1.71) respectivement. Alors on a l’estimation :
e ≤ u`0‖~f‖L2 . (1.80)
Si nous comparons cette ine´galite´ (1.80) avec l’ine´galite´ (1.79) nous pouvons observer que cette
premie`re est plus pre´cise car cette ine´galite´ fait intervenir la quantite´ u`0 au lieu de la quantite´
u dans (1.79). En effet, rappelons que la quantite´ u`0 est de´finie dans (1.71) est il correspond
a` la moyenne en temps long de la fonction ~U`0 qui est la localisation fre´quentielle du champ de
vitesse ~u (voir l’expression (1.70) pour une de´finition de la fonction ~U`0) et ainsi, comme l’on a
‖~U`0(t, )‖L2 ≤ ‖~u(t, )‖L2 nous avons alors
u`0 ≤ u. (1.81)
Preuve de la Proposition 1.3.2. La preuve de cette estimation repose sur l’ine´galite´ d’e´nergie
ve´rifie´e par la solution ~u et qui a e´te´ obtenue dans la Proposition 1.2.1 :
‖~u(T, ·)‖2L2 + 2ν
∫ T
0
‖∇ ⊗ ~u(t, ·)‖2L2dt ≤ ‖~u0‖2L2 + 2
∫ T
0
∫
R3
~f(x) · ~u(t, ·)dx dt
−2 ν
L2
∫ T
0
‖~u(t, ·)‖2L2dt,
d’ou`, e´tant donne´ que ‖~u(T, ·)‖2L2 est une quantite´ positive et de plus, comme 2 νL2
∫ T
0 ‖~u(t, ·)‖2L2dt
est une quantite´ ne´gative, nous pouvons e´crire
ν
∫ T
0
‖∇ ⊗ ~u(t, ·)‖2L2dt ≤
1
2
‖~u0‖2L2 +
∫ T
0
∫
R3
~f(x) · ~u(t, ·)dx dt. (1.82)
Nous allons maintenant e´tudier le deuxie`me terme a` droite de cette estimation et pour la fonction
~U`0 de´finie dans l’expression (1.70) comme
~U`0 = F−1
[
1 ρ1
`0
≤|ξ|≤ ρ2
`0
(ξ)F [~u](t, ·)
]
,
nous allons montrer que l’estimation
∫ T
0
∫
R3
~f(x) · ~u(t, ·)dx dt ≤ T 12
(∫ T
0
‖~U`0(t, ·)‖2L2dt
) 1
2
‖~f‖L2 . (1.83)
En effet, comme la force ~f est localise´e aux fre´quences : supp
(
~̂f
)
⊂
{
ξ ∈ R3 : ρ1`0 ≤ |ξ| ≤
ρ2
`0
}
,
nous appliquons l’identite´ de Parseval pour e´crire∫
R3
~f(x) · ~u(t, ·)dx dt =
∫
R3
~̂f(ξ) · ~̂u(t, ξ)dξ =
∫
R3
[
1{ ρ1
`0
≤|ξ|≤ ρ2
`0
}(ξ) ~̂f(ξ)
]
· ~̂u(t, ξ)dξ
=
∫
R3
~̂f(ξ) ·
[
1{ ρ1
`0
≤|ξ|≤ ρ2
`0
}(ξ)~̂u(t, ξ)
]
dξ,
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et ensuite, par l’ine´galite´ de Cauchy-Schwarz, l’identite´ de Plancherel et par la de´finition de la
fonctions ~U`0 ci-dessus nous avons∫
R3
~̂f(ξ) · 1{ ρ1
`0
≤|ξ|≤ ρ2
`0
}(ξ)~̂u(t, ξ)dξ ≤ ‖~U`0(t, ·)‖L2‖~f‖L2 .
Finalement, nous prenons l’inte´grale sur l’intervalle de temps [0, T ] a` chaque coˆte´ de cette
ine´galite´ ou`, e´tant donne´ que ~f est une fonction stationnaire et en appliquant l’ine´galite´ de
Cauchy-Schwarz (en variable de temps) nous pouvons alors e´crire l’estimation (1.83).
Une fois que l’on a cette estimation, nous la remplac¸ons dans l’estimation (1.82) et nous obtenons
ν
∫ T
0
‖∇ ⊗ ~u(t, ·)‖2L2dt ≤
1
2
‖~u0‖2L2 + T
1
2
(∫ T
0
‖~U`0(t, ·)‖2L2dt
) 1
2
‖~f‖L2 .
Ainsi, nous divisons cette estimation par T , puis nous prenons la limite supe´rieure lorsque
T −→ +∞ et par la de´finition des moyennes en temps long e et u`0 nous obtenons finalement
l’estimation cherche´e e ≤ u`0‖~f‖L2 . 
Nous avons maintenant tous les ingre´dients dont on a besoin pour e´tudier l’estimation (1.69) et
nous avons ainsi le re´sultat suivant.
The´ore`me 1.3.1 (Loi de dissipation d’e´nergie dans le cadre non pe´riodique) Soit ν >
0 la constante de viscosite´ du fluide. Soit ~f ∈ L2(R3) une force a` divergence nulle et qui ve´rifie
la localisation fre´quentielle
supp
(
~̂f
)
⊂
{
ξ ∈ R3 : ρ1
`0
≤ |ξ| ≤ ρ2
`0
}
,
pour une e´chelle d’injection d’e´nergie `0 > 0 donne´e et fixe´e ; et ou` 0 < ρ1 < ρ2 sont deux
constantes qui ne de´pendent pas d’aucun parame`tre physique. Soit ~u ∈ L∞t L2x ∩ (L2t )H˙1x une
solution faible des e´quations de Navier-Stokes amorties
∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+ ~f − ν
L2
~u, div(~u) = 0, div(~f) = 0, ν > 0, L ≥ `0,
obtenue par le biais du The´ore`me 1.2.1, et a` partir de laquelle on conside`re u, u0 et e les
moyennes en temps long donne´es par les expressions (1.65), (1.66) et (1.71) respectivement.
Si Re >> L, ou` Re = u`0
ν
, alors on a l’estimation donne´e dans (1.69) :
e ≤ cu`0u
2
`0
(
‖~f‖L∞
‖~f‖L2
)
,
ou` c > 0 est une constante nume´rique qui ne de´pend d’aucun parame`tre physique ci-dessus.
De´monstration. Ce re´sultat repose sur les estimations (1.77) et (1.80) obtenues dans les Pro-
positions 1.3.1 et 1.3.2 respectivement. En effet, observons tout d’abord que si l’on suppose que
le nombre Re est suffisamment grand : Re >> L, ce qui caracte´rise le re´gime turbulent graˆce
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a` l’identite´ 1.76 ; alors le terme 1Re devient ne´gligeable et par l’estimation (1.77) nous pouvons
e´crire
‖~f‖L2 ≤ c
u2
`0
(
‖~f‖L∞
‖~f‖L2
)
.
Ensuite, nous multiplions a` chaque coˆte´ de cette estimation par la quantite´ u`0 > 0 et nous
obtenons l’estimation suivante :
u`0‖~f‖L2 ≤ c
u2
`0
(
‖~f‖L∞
‖~f‖L2
)
.
Finalement, par l’estimation (1.80) nous savons que l’on a e ≤ u`0‖~f‖L2 et ainsi nous pouvons
e´crire l’estimation cherche´ : e ≤ cu`0u
2
`0
(
‖~f‖L∞
‖~f‖L2
)
, ou` nous observons que la constante c > 0
est inde´pendante de tout parame`tre physique de notre mode`le et alors il s’agit d’une constante
universelle. 
Maintenant que l’on a ve´rifie´ l’estimation du terme de dissipation d’e´nergie (1.69), dans la
section qui suit nous allons faire quelques remarques sur cette estimation par rapport a` l’e´tude
de´terministe de la loi de dissipation de Kolmogorov ε ≈ U3`0 .
1.3.3 Conclusions
Dans cette section nous allons faire une discussion sur l’estimation (1.69) obtenue dans le
The´ore`me 1.3.1. Insistons tout d’abord sur le fait que cette estimation du terme de dissipation
d’e´nergie e est une estimation rigoureuse car tous les termes qui interviennent ont bien un sens
mathe´matique. Nous souhaitons maintenant d’expliquer comment, a` partir de cette ine´galite´,
on peut re´cupe´rer des estimations du taux moyen de dissipation d’e´nergie ε selon la loi de
Kolmogorov :
ε . U
3
`0
. (1.84)
Rappelons rapidement l’essentiel du proble`me : e´tant donne´ qu’on travail sur tout l’espace R3
alors la longueur caracte´ristique du fluide L ≥ `0 n’est pas rigoureusement de´finie et donc la
vitesse caracte´ristique U =
u
L
3
2
et le taux moyen de dissipation d’e´nergie ε =
e
L3
ne le sont pas
non plus. Ainsi, avant d’e´tudier l’estimation (1.84) nous avons tout d’abord e´tudie´ l’estimation
(1.69) ou` cette longueur L n’intervient pas.
Dans ce cadre, en suivant les ide´es de la Section 1.2.3, nous allons conside´rer la longueur
L ≥ `0 tout simplement comme un parame`tre pour de´finir (toujours formellement) les quantite´s
moyennes U et ε, et a` partir de l’estimation rigoureuse (1.69) nous allons e´tudier l’estimation
(1.84). Toutes les estimations que nous allons obtenir sont des corollaires du The´ore`me 1.3.1 et
e´tant donne´ que L ≥ `0 nous allons diviser notre e´tude en regardant deux cas : nous allons tout
d’abord conside´rer L = `0 pour ensuite e´tudier le cas lorsque L > `0.
A) Le cas L = `0
Rappelons rapidement que dans la formule (1.64) page 36 nous avons explique´ que les notes
de cours [16] de P. Constantin sugge`rent de conside´rer la longueur L = `0 (ou` `0 > 0 est
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toujours une e´chelle d’injection d’e´nergie fixe) pour de´finir les quantite´s moyennes U et ε. Nous
suivons donc ici cette ide´e (meˆme si elle n’a pas aucune explication rigoureuse) et nous avons
les estimations suivantes par rapport a` la loi de Kolmogorov.
Proposition 1.3.3 Soit `0 > 0 une e´chelle d’injection d’e´nergie fixe´e par la force ~f dans (1.62).
On fixe la longueur caracte´ristique L = `0. Soit ~u ∈ L∞t L2x ∩ (L2t )locH˙1x une solution faible des
e´quations de Navier-Stokes amorties (1.59) et soient les moyennes en temps e > 0 et u > 0
de´finies a` partir de la solution ~u par les expressions (1.66) et (1.71). Soient enfin la vitesse
caracte´ristique U =
u
`
3
2
0
et le taux de dissipation d’e´nergie ε =
e
`30
. Alors on a l’estimation :
ε ≤ cU
3
`0
,
ou` la constante c > 0 ne de´pend d’aucun parame`tre physique ci-dessus.
Nous observons ainsi que le choix L = `0 nous donne une estimation du taux de dissipation ε
qui est bien en accord avec la loi de dissipation de Kolmogorov, ne´anmoins insistons sur le fait
que cette estimation n’est pas tout a` fait rigoureuse dans le sens que nous ne disposons d’aucun
argument supple´mentaire (ni physique ni mathe´matique) pour justifier le choix de l’e´chelle `0
pour de´finir les quantite´s moyennes U et ε ci-dessus.
Preuve. Par l’estimation (1.69) on commence par e´crire e ≤ cu`0u
2
`0
(
‖~f‖L∞
‖~f‖L2
)
, et nous al-
lons e´tudier en plus le terme ‖
~f‖L∞
‖~f‖L2
. En effet, la force ~f e´tant localise´e aux fre´quences de l’ordre
de 1`0 (voir toujours la formule (1.62)) alors par les ine´galite´s de Bernstein nous avons l’es-
timation ‖
~f‖L∞
‖~f‖L2
. 1
`
3
2
0
; et en remplac¸ant cette estimation dans l’estimation pre´ce´dente nous
avons e ≤ cu`0u
2
`0
1
`
3
2
0
. De plus, par l’estimation (1.81) nous avons u`0 ≤ u et dans l’estimation
pre´ce´dente nous pouvons e´crire e ≤ u
3
`0
1
`
3
2
0
. On divise chaque coˆte´ de cette estimation par `30 et
comme l’on a de´fini ε = e
`30
et U = u
`
3
2
0
on obtient alors ε ≤ cU3`0 . 
Dans ce cas lorsque L = `0 nous pouvons aussi en de´duire l’estimation du taux de dissipa-
tion ε faite dans [16] et qui a e´te´ expose´e dans la Section 1.1.2 : rappelons rapidement que dans
[16] on conside`re les e´quation de Navier-Stokes classiques (sans terme d’amortissement) et l’on
de´finit une longueur Lc par le biais de la force ~f comme :
Lc =
F
‖~∇⊗ ~f‖L∞
, (1.85)
avec F =
‖~f‖L2
`
3
2
0
(voir la formule (1.27) pour tous les de´tails) ; et avec cette longueur, toujours
dans [16], on obtient l’estimation suivante ε . U
3
Lc
.
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Ne´anmoins, dans la Section 1.1.3 nous avons aussi explique´ que cette estimation pre´sente quelques
lacunes techniques et l’une de ces lacunes e´tant que la vitesse caracte´ristique U = u
`
3
2
0
est poten-
tiellement mal pose´e dans le cadre des e´quations de Navier-Stokes classiques (voir l’estimation
(1.33) page 23 pour tous les de´tails a` ce sujet).
Proposition 1.3.4 Soit ~u ∈ L∞t L2x ∩ (L2t )locH˙1x une solution faible des e´quations de Navier-
Stokes amorties (1.59) et soient soient les moyennes en temps e > 0 et u > 0 de´finies a` partir
de la solution ~u par les expressions (1.66) et (1.71). Soit `0 > 0 une e´chelle d’injection d’e´nergie
fixe´e par la force ~f dans (1.62), soit la longueur L = `0 et soient la vitesse caracte´ristique U =
u
`
3
2
0
et le taux de dissipation d’e´nergie ε =
e
`30
. Soit enfin longueur Lc est de´finie dans (1.85). Alors
on a l’estimation
ε ≤ cU
3
Lc
.
Preuve. Comme nous avons u`0 ≤ u (voir toujours l’estimation (1.81)) alors par l’estimation
(1.69) nous avons e ≤ u3`0
(
‖~f‖L∞
‖~f‖L2
)
d’ou` nous e´crivons e ≤ cu
2
`
3
2
0
`
3
2
0
‖f‖L2
‖~f‖L∞
`0
, et nous allons main-
tenant ve´rifier l’encadrement
`
3
2
0
‖f‖L2
‖~f‖L∞
`0
≈ 1
Lc
. Par la de´finition de la longueur Lc ci-dessus
nous savons que 1Lc =
‖~∇⊗~f‖L∞
F , et comme F =
‖~f‖L2
`
3
2
0
alors nous e´crivons 1Lc = ‖~∇⊗ ~f‖L∞ `
3
2
‖~f‖L2
.
De plus, par la localisation fre´quentielle de la force ~f (voir toujours la formule 1.62) et par
les ine´galite´s de Bernstein nous avons de plus ‖~f‖L∞ ≈ ‖~f‖L∞`0 ; et ainsi l’on a l’encadrement
ci-dessus. Nous e´crivons donc e ≤ cu
3
`
3
2
0
1
Lc
puis nous divisons chaque terme par `30 pour e´crire
ε ≤ cU3Lc . 
Soulignons maintenant le fait que cette estimation est encore moins rigoureuse que l’estima-
tion obtenue dans la Proposition 1.3.3 car ici on ne comprend pas tout a` fait la signification de
la longueur Lc.
En conclusion, nous observons que si l’on conside`re la longueur caracte´ristique L = `0 alors
l’estimation du taux de dissipation ε donne´e par la Proposition 1.3.3 est pre´fe´rable a` l’estima-
tion donne´e dans la Proposition 1.3.4 car cette premie`re estimation est plus en accord a` ce qu’on
s’attend selon la the´orie K41.
B) Le cas L > `0
Nous conside´rons ici un cas plus ge´ne´ral ou` la longueur caracte´ristique L n’est pas force´ment
e´gale a` l’e´chelle d’injection d’e´nergie `0 > 0. Dans ce cas nous avons une estimation du taux de
dissipation ε suivante :
Proposition 1.3.5 Soit `0 > 0 une e´chelle d’injection d’e´nergie fixe´e par la force ~f dans
(1.62). On fixe la longueur caracte´ristique L > `0. Soit ~u ∈ L∞t L2x ∩ (L2t )locH˙1x une solution
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faible des e´quations de Navier-Stokes amorties (1.59) et soient les moyennes en temps e > 0
et u > 0 de´finies a` partir de la solution ~u par les expressions (1.66) et (1.71). Soient la vi-
tesse caracte´ristique U =
u
L
3
2
, le taux de dissipation d’e´nergie ε =
e
L3
et soit la force moyenne
F =
‖~f‖L2
L
3
2
. Soit enfin c > 0 la constante donne´e dans l’estimation (1.69) qui ne de´pend d’aucun
parame`tre physique ci-dessus. Alors on a l’estimation
ε ≤ cU
3
`0
(
‖~f‖L∞
F
)
.
Avant de donner une preuve de cette estimation il convient tout d’abord d’expliquer ce re´sultat
et nous allons maintenant observer que cette estimation donne, dans un certain sens, une
ge´ne´ralisation des estimations obtenues dans les Propositions 1.3.3 et 1.3.4 dans le cas L = `0.
En effet, observons tout d’abord que si nous supposons que la force ~f ve´rifie en plus la pro-
prie´te´
‖~f‖L∞ ≈ F, (1.86)
alors par l’estimation du taux de dissipation d’e´nergie ε ci-dessus nous pouvons e´crire
ε . U
3
`0
, (1.87)
ce qui nous donne une estimation de ε analogue a` celle obtenue dans la Proposition 1.3.3 et qui
est en avec la loi de Kolmogorov.
Remarquons maintenant que l’hypothe`se supple´mentaire sur la force ~f donne´e dans (1.86) peut
eˆtre ve´rifie´ dans le cadre de certains forces particulie`res. En effet, la De´finition 2.2.4 du chapitre
suivant nous donnons un exemple concret de force ~f qui ve´rifie cette proprie´te´ (voir la Remarque
2.2 page 68 pour plus de de´tails a` ce sujet).
D’autre part, quant a` l’estimation du taux de dissipation d’e´nergie ε obtenue dans la Pro-
position 1.3.4, nous allons maintenant observer que dans le cas lorsque L > `0 nous pouvons
obtenir une estimation similaire. En effet, il suffit d’observer le fait que la force ~f e´tant loca-
lise´e aux fre´quences de l’ordre de 1`0 alors par les ine´galite´s de Bernstein nous pouvons e´crire
‖~∇ ⊗ ~f‖L∞ ≈ ‖~f‖L∞`0 et donc, par l’estimation de ε obtenue dans la proposition ci-dessus nous
avons ε . U3
(‖~f‖L∞
F
)
. Ensuite, rappelons que dans [16] on conside`re la longueur Lc donne´e
dans (1.85) : Lc =
F
‖~∇⊗~f‖L∞
; et nous obtenons ainsi l’estimation
ε . U
3
Lc
.
Ne´anmoins, comme l’on a de´ja` explique´ dans le cas L = `0, cette estimation est moins inte´ressante
que l’estimation (1.87) car l’on ne sait pas donner une interpre´tation rigoureuse a` cette longueur
Lc mais elle apparaˆıt de fac¸on relativement naturelle dans les calculs faits dans [16].
Preuve de la Proposition 1.3.5. Toujours par l’estimation (1.69) on commence par e´crire
e ≤ cu`0u
2
`0
(
‖~f‖L∞
‖~f‖L2
)
, et comme nous avons u`0 ≤ u (voir l’estimation (1.81)) alors nous
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e´crivons e ≤ cu
3
`0
(
‖~f‖L∞
‖~f‖L2
)
=
u3
`0L
3
2
(
L
3
2 ‖~f‖L∞
‖~f‖L2
)
, et comme l’on a de´fini la force moyenne
F =
‖~f‖L2
L
3
2
nous avons e ≤ u
3
L
3
2
(
‖~f‖L∞
F
)
. Finalement, nous divisons chaque terme de cette
estimations par L3 pour e´crire ε ≤ cU3`0
(‖~f‖L∞
F
)
. 
1.4 Lemme technique : preuve du Lemme 1.3.1 page 40
Pour ~u ∈ L∞t (L2x)∩ (L2t )loc(H˙1x) nous avons ∂t~u ∈ (L2t )loc(H
− 3
2
x ), P((~u · ~∇)~u) ∈ (L2t )loc(H
− 3
2
x ),
∆~u ∈ (L2t )loc(H−1x ) et de plus, la force ~f e´tant localise´e aux fre´quences ρ1`0 ≤ |ξ| ≤
ρ2
`0
alors ~f
appartient a` tous les espaces de Sobolev Hs(R3) (s ∈ R) et donc, en multipliant les e´quations
de Navier-Stokes amorties par ~f et en inte´grant en variables d’espace nous pouvons e´crire∫
R3
∂t~u(t, x) · ~f(x)dx =
∫
R3
ν∆~u(t, x) · ~f(x)dx−
∫
R3
(P(~u · ~∇~u(t, x))) · ~f(x)dx+ ‖~f‖2L2
− ν
L2
∫
R3
~u(t, x) · ~f(x)dx.
Dans cette identite´ nous cherchons a` faire apparaˆıtre les termes ‖~f‖L2 , u, `0 et Re et pour cela
on commence par e´crire
‖~f‖2L2 =
∫
R3
∂t~u(t, x) · ~f(x)dx−
∫
R3
ν∆~u(t, x) · ~f(x)dx+
∫
R3
(P(~u · ~∇~u(t, x))) · ~f(x)dx
+
ν
L2
∫
R3
~u(t, x) · ~f(x)dx, (1.88)
et nous avons les remarques suivantes : pour le premier terme a` droite ci-dessus nous pouvons
e´crire ∫
R3
∂t~u(t, x) · ~f(x)dx = ∂t
∫
R3
~u(t, x) · ~f(x)dx,
car ~f est stationnaire. Pour le deuxie`me terme de (1.88), par une inte´gration par parties et en
appliquant l’ine´galite´ de Cauchy-Schwarz nous obtenons
−
∫
R3
ν∆~u(t, x) · ~f(x)dx = −ν
∫
R3
~u(t, x) ·∆~f(x)dx ≤ ν‖~u(t, ·)‖L2‖∆~f‖L2 .
Pour le troisie`me terme de (1.88), ~f e´tant une fonction a` divergence nulle et en utilisant les
proprie´te´s du projecteur de Leray, par une inte´gration par parties et par l’ine´galite´ de Ho¨lder
nous avons∫
R3
(P(~u · ~∇~u(t, x))) · ~f(x)dx =
∫
R3
(~u · ~∇~u(t, x)) · ~f(x)dx = −
3∑
i,j=1
∫
R3
ui(t, x)uj(t, x)∂jfi(x)dx
≤ ‖~u(t, ·)‖2L2‖~∇⊗ ~f‖L∞ .
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Finalement, pour le quatrie`me terme de (1.88), par l’ine´galite´ de Cauchy-Schwarz et de plus
e´tant donne´ que l’on a L ≥ `0 alors nous avons
ν
`20
∫
R3
~u(t, x) · ~f(x)dx ≤ ν
L2
‖~f‖L2‖~u(t, ·)‖L2 .
De cette fac¸on, par les remarques ci-dessus, dans l’identite´ (1.88) nous obtenons
‖~f‖2L2 ≤ ∂t
∫
R3
~u(t, x) · ~f(x)dx+ ‖~u(t, ·)‖2L2‖~∇⊗ ~f‖L∞ + ν‖~u(t, ·)‖L2‖∆~f‖L2
+
ν
`20
‖~f‖L2‖~u(t, ·)‖L2 ,
et maintenant, pour T > 0 nous prenons la moyenne en temps
1
T
∫ T
0
(·)dt et comme ~f est
stationnaire nous avons
‖~f‖2L2 ≤
1
T
(∫
R3
~u(T, x) · ~f(x)− ~u0(x) · ~f(x)dx
)
+
(
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
)
‖~∇⊗ ~f‖L∞
+ν
(
1
T
∫ T
0
‖~u(t, ·)‖L2dt
)
‖∆~f‖L2 +
ν
`20
ν
(
1
T
∫ T
0
‖~u(t, ·)‖L2dt
)
‖~f‖L2
ensuite, nous prenons la limite lim sup
T−→+∞
et nous obtenons
‖~f‖2L2 ≤ lim sup
T−→+∞
1
T
(∫
R3
~u(T, x) · ~f(x)− ~u0(x) · ~f(x)dx
)
+
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
)
×
×‖~∇⊗ ~f‖L∞ + ν
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖L2dt
)
‖∆~f‖L2 (1.89)
+
ν
`20
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖L2dt
)
‖~f‖L2 . (1.90)
Dans cette ine´galite´, pour le premier terme a` droite, par le The´ore`me 1.2.2 nous savons que la
vitesse ~u ve´rifi l’estimation
‖~u(T, ·)‖2L2 ≤ e−βT ‖~u0‖2L2 +
‖~f‖2
H˙−1
νβ
(
1− e−βT
)
,
et alors en utilisant l’ine´galite´ de Cauchy-Schwarz nous avons∣∣∣∣ 1T
(∫
R3
[
~u(T, x) · ~f(x)− ~u0(x) · ~f(x)
]
dx
)∣∣∣∣ ≤ 1T (‖~u(T, ·)‖L2 + ‖~u0‖L2) ‖~f‖L2
≤ 1
T
[
e−βT ‖~u0‖2L2 +
‖~f‖2
H˙−1
νβ
(1− e−βT ) + ‖~u0‖L2
]
‖~f‖L2 ,
d’ou` nous avons
lim sup
T−→+∞
∣∣∣∣ 1T
(∫
R3
[
~u(T, x) · ~f(x)− ~u0(x) · ~f(x)
]
dx
)∣∣∣∣ ≤ 0. (1.91)
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D’autre part, pour le troisie`me et quatrie`me terme a` droite de l’estimation (1.89), en appliquant
l’ine´galite´ de Cauchy-Schwarz en variable de temps nous avons
1
T
∫ T
0
‖~u(t, ·)‖L2dt ≤
(
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
) 1
2
. (1.92)
De cette fac¸on, en remplac¸ant les ine´galite´s (1.91) et (1.92) dans (1.89) nous obtenons
‖~f‖2L2 ≤
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
)
‖~∇⊗ ~f‖L∞ + ν
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
) 1
2
‖∆~f‖L2
+
ν
`20
(
lim sup
T−→+∞
1
T
∫ T
0
‖~u(t, ·)‖2L2dt
) 1
2
‖~f‖L2 ,
d’ou`, par la de´finition de la moyenne en temps long u nous pouvons e´crire l’estimation cherche´e
‖~f‖2L2 ≤ u2‖~∇⊗ ~f‖L∞ + ν u‖∆~f‖L2 +
ν
`20
u‖~f‖L2 .

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Chapitre 2
Les solutions stationnaires amorties
Dans le chapitre pre´ce´dent nous avons introduit les e´quations de Navier-Stokes amorties
∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+ ~f − α~u, div(~u) = 0, α > 0, (2.1)
ou` la force ~f est une fonction stationnaire ; et nous avons e´tudie´ la loi de dissipation d’e´nergie
de Kolmogorov dans le cadre des ces e´quations ou` le terme d’amortissement nous a permis de
donner un sens mathe´matique rigoureux aux quantite´s conside´re´es.
Le fait que la force ~f ne de´pende pas de la variable du temps sugge`re d’e´tudier les e´quations de
Navier-Stokes amorties et stationnaires :
− ν∆~U + (~U · ~∇)~U + ~∇P = ~f − α~U, div(~U) = 0, α > 0, (2.2)
ou` le champ de vitesse ~U = ~U(x) et la pression P = P (x) ne de´pendent que de la variable
spatiale et dans ce chapitre nous allons e´tudier un tout autre proble`me relie´ a` la turbulence dans
le cadre de ces e´quations stationnaires. Plus pre´cise´ment nous allons e´tudier ici la stabilite´ et la
de´croissance en variable d’espace des solutions ~U .
En effet, si le fluide est en re´gime laminaire on s’attend a` ce que la solution ~U soit stable
au sens suivant : si nous conside´rons ~u0 ∈ L2(R3) n’importe quelle donne´e initiale a` divergence
nulle et ~u(t, x) une solution faible du proble`me de Cauchy des e´quations (2.1) (obtenue par le
biais du The´ore`me 1.2.1 page 28) alors on a :
lim
t−→+∞ ‖~u(t, ·)−
~U‖L2 = 0, (2.3)
ce qui exprime le fait qu’a` partir de n’importe quelle donne´e initiale ~u0 l’e´volution au cours
du temps du champs de vitesse ~u(t, ·) converge toujours vers la solution stationnaire ~U dans
le re´gime asymptotique du temps long ; et nous allons observer que cette proprie´te´ de stabilite´
de la solution ~U , qui sera e´tudie´e plus tard dans le The´ore`me 2.3.2 (page 76), est seulement
valable dans le cadre d’un fluide en re´gime laminaire tandis que, dans le cadre plus ge´ne´ral
d’un fluide en re´gime turbulent, nous allons montrer une toute autre proprie´te´ des solutions
stationnaires qui porte sur leur de´croissance a` l’infini en variable d’espace. Plus pre´cise´ment,
dans le The´ore`me 2.3.3 (page 79) nous allons montrer si la force ~f est une fonction bien localise´e
en variable d’espace alors toute solution ~U des e´quations (2.2) ve´rifie une de´croissance
|~U(x)| . 1|x|4 . (2.4)
51
52 Chapitre 2. Les solutions stationnaires amorties
Cette de´croissance est inte´ressante car rappelons rapidement que dans le cadre des e´quations de
Navier-Stokes classiques (sans terme d’amortissement) on s’attend a` ce que les solutions n’aient
pas une meilleure de´croissance a` l’infini que 1|x|4 et nous allons montrer le terme d’amortissement
−α~U introduit dans les e´quations (2.2) entraˆıne cette de´croissance pre´cise a` l’infini.
Dans la Section 2.1.1 nous allons expliquer plus en de´tail l’inte´reˆt d’e´tudier les e´quations sta-
tionnaires (2.2) et ensuite dans la Section 2.1.2 nous montrons un re´sultat ge´ne´ral sur l’existence
des solutions (~U, P ) des ces e´quations.
Une fois que le syste`me d’e´quations sera pose´, nous allons e´tudier dans la Section 2.2 sous
quelles conditions on se trouve dans un re´gime laminaire ou turbulent. Nous verrons ainsi que
pour faire une e´tude qui ne de´pende pas explicitement des solutions des e´quations de Navier-
Stokes, il sera pre´fe´rable d’utiliser les nombres de Grashof au lieu des nombres de Reynolds
introduits dans le chapitre pre´ce´dent ; et ces nombres nous permettront de de´terminer le re´gime
laminaire et le re´gime turbulent. En particulier, le re´gime laminaire sera caracte´rise´ par un
controˆle sur les nombres de Grashof et pour obtenir ce re´gime laminaire, nous avons besoin de
choisir correctement une force exte´rieure et ceci sera fait dans la sous-section 2.2.2.
Une fois que nous avons tous les ingre´dients de notre e´tude a` disposition (les e´quations sta-
tionnaires, les nombres de Grashof et la force exte´rieure bien pre´pare´e) nous pourrons e´tudier
dans la Section 2.3 la proprie´te´ de stabilite´ (2.3) et la de´croissance en variable d’espace (2.4)
des solutions des e´quations stationnaires (2.2).
2.1 Introduction
Comme annonce´ nous commenc¸ons par expliquer plus en de´tail notre inte´reˆt pour e´tudier
les e´quations de Navier-Stokes amorties et stationnaires (2.2).
2.1.1 Motivation : le proble`me en temps long
Le fait que la force ~f soit une fonction stationnaire motive l’e´tude du comportement des
solutions ~u(t, ·) lorsque le temps t tend vers l’infini, ce qui est e´galement appele´ le proble`me
en temps long pour les e´quations de Navier-Stokes ; et pour expliquer comment ce proble`me
en temps long nous ame`ne a` l’e´tude des e´quations stationnaires (2.2) nous avons besoin de
conside´rer pour l’instant les e´quations de Navier-Stokes avec le meˆme terme d’amortissement
mais en deux dimensions :
∂t~v = ν∆~v − (~v · ~∇)~v − ~∇q + ~g − α~v, div(~v) = 0, α > 0, sur [0,+∞[×R2, (2.5)
ou` ~g = ~g(x) ∈ R2 est toujours une force stationnaire.
Le proble`me en temps long pour les e´quations (2.5) (en dimension 2) a e´te´ e´tudie´ par A. Ilyin et.
al. en 2015 dans l’article [36] et nous allons expliquer tre`s rapidement les grandes lignes de cette
e´tude : tout d’abord, dans le The´ore`me 2.1 de [36], a` partir d’une donne´e initiale ~v0 ∈ L2(R2) a`
divergence nulle on montre l’existence d’une unique solution ~v ∈ L∞t L2x∩(L2t )locH˙1x des e´quations
(2.5) qui ve´rifie
~v(0, ·) = ~v0, (2.6)
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et il s’agit d’e´tudier le comportement de cette solution ~v(t, ·) lorsque t −→ +∞. Cette e´tude
faite dans [36] est plutoˆt technique mais nous expliquons tout de suite les ide´es ge´ne´rales.
L’e´tude du proble`me en temps long des e´quations de Navier-Stokes amorties et en deux dimen-
sions (2.5) repose essentiellement sur deux ingre´dients : la notion de solution e´ternelle donne´e
dans la De´finition 2.1.1 ci-dessous et l’unicite´ de la solution ~u du proble`me de Cauchy pour ces
e´quations. On commence donc par introduire la notion de solution e´ternelle :
De´finition 2.1.1 Une fonction ~ve :] − ∞,+∞[×R2 −→ R2 est une solution e´ternelle des
e´quations de Navier-Stokes amorties (2.5) si ~ve ∈ L∞t L2x ∩ (L2t )locH˙1x et si la fonction ~ve ve´rifie
ces e´quations.
Nous allons maintenant voir comment ces solutions e´ternelles nous permettent d’e´tudier le com-
portement en temps long de la solution ~v (voir toujours l’article [36] pour tous les de´tails des cal-
culs). On conside`re une suite (tn)n∈N telle que t0 = 0 et telle que tn −→ +∞ lorsque n −→ +∞ ;
et pour tout n ∈ N on conside`re le proble`me de Cauchy des e´quations (2.5) avec la condition
initiale
~vn(−tn, ·) = ~v0, (2.7)
ou` nous pouvons observer que l’on prend ici la meˆme donne´e initiale ~v0 mais maintenant au temps
−tn au lieu du temps t0 = 0. Ainsi, toujours par le The´ore`me 2.1 dans [36] nous savons qu’il
existe une fonction ~vn ∈ L∞t L2x ∩ (L2t )H˙1x de´finie sur [−tn,+∞[×R2 qui est l’unique solution du
proble`me de Cauchy avec la condition (2.7). Ensuite, dans le The´ore`me 2.6 dans [36] on montre
que la suite de fonctions (~vn)n∈N converge dans la topologie forte de l’espace (L2tL2x)loc vers une
solution e´ternelle ~ve donne´e dans la De´finition 2.1.1. De plus (toujours dans le The´ore`me 2.6 de
l’article [36]) on montre que l’on a aussi la convergence
lim
n−→+∞ ‖~vn(0, ·)− ~ve(0, ·)‖L2 = 0, (2.8)
et cette convergence et l’unicite´ des solutions du proble`me de Cauchy des e´quations (2.5) vont
nous permettre d’e´tudier le comportement en temps long de la solution ~v.
En effet, dans les expressions (2.6) et (2.7) nous pouvons observer que les solutions ~v et ~vn
sont construites a` partir de la meˆme donne´e ~v0 et ainsi, par l’unicite´ de la solution, nous obser-
vons que la solution ~vn est en re´alite´ un de´calage de la solution ~v au temps initial −tn et nous
pouvons ainsi e´crire l’identite´
~vn(0, ·) = ~v(tn, ·), (2.9)
pour tout n ∈ N. Si nous remplac¸ons maintenant cette identite´ dans l’expression (2.8) nous
pouvons alors e´crire
lim
n−→+∞ ‖~v(tn, ·)− ~ve(0, ·)‖L2 = 0, (2.10)
pour observer que la solution ~v converge (via la suite (tn)n∈N) vers la solution e´ternelle ~ve des
e´quations (2.5) lorsque le temps tn tend vers l’infini et ceci nous permet de comprendre le com-
portement en temps long de cette solution.
Revenons a` pre´sent a` notre cas d’e´tude donne´ par les e´quations de Navier-Stokes amorties
sur l’espace R3 (2.1). Rappelons que nous voulons e´tudier le comportement en temps long des
solutions ~u et pour cela il serait naturel de suivre les lignes expose´es ci-dessus (dans le cadre des
e´quations en deux dimensions ) mais nous allons voir que l’on a ici une contrainte technique qui
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porte sur l’unicite´ des solutions et que nous expliquons tout suite.
Soit donc ~u0 ∈ L2(R3) une donne´e initiale a` divergence nulle et soit une suite (tn)n∈N telle
que t0 = 0 et tn −→ +∞ lorsque n −→ +∞. En suivant les ide´es ci-dessus nous conside´rons le
proble`me de Cauchy pour les e´quations (2.1) avec une condition initiale
~un(−tn, ·) = ~u0, (2.11)
pour tout n ∈ N ; et alors par le The´ore`me 1.2.1 (page 28) nous savons qu’il existe une solution
~un : [−tn,+∞[×R3 −→ R3. De plus, en suivant exactement les meˆmes lignes de la preuve
du The´ore`me 2.6 dans [36] (toutes les estimations s’adaptent sans aucun proble`me lorsqu’on
conside`re les e´quations en trois dimensions) nous avons que cette suite des solutions (~un)n∈N
converge vers une solution e´ternelle (au sens de la De´finition 2.1.1) des e´quations (2.1) :
~ue :]−∞,+∞[×R3 −→ R3,
et de plus (toujours par le The´ore`me 2.6 dans [36]) nous avons
lim
n−→+∞ ‖~un(0, ·)− ~ue(0, ·)‖L2 = 0. (2.12)
Mais, dans ce cas ou` l’on conside`re les e´quations de Navier-Stokes pose´es sur R3 l’unicite´ des
solutions du proble`me de Cauchy est encore une question ouverte, que ce soit pour les e´quations
de Navier-Stokes amorties ou pour les e´quations de Navier-Stokes classiques (sans terme d’amor-
tissement) ; et cette fois-ci on ne peut pas e´crire l’identite´ ~un(0, ·) = ~u(tn, ·) pour ainsi obtenir
un re´sultat similaire a` celui donne´ dans l’expression (2.10) qui nous a permis de comprendre le
comportement en temps long des e´quations amorties en deux dimensions.
Ainsi, l’e´tude du comportement en temps long des solutions des e´quations de Navier-Stokes
amorties et en dimension deux (2.5) fait dans l’article [36] ne peut pas eˆtre applique´ en toute
ge´ne´ralite´ a` notre cadre des e´quations amorties en dimension trois (2.1) et l’essentiel du proble`me
repose sur le manque d’information sur l’unicite´ des solutions du proble`me de Cauchy.
Ne´anmoins cette e´tude nous sugge`re de conside´rer les solutions e´ternelles ~ue des e´quations (2.1)
et un cas particulier des solutions e´ternelles sont les solutions stationnaires ~U . En effet, comme
la fonction ~U est constante en temps alors cette fonction est bien e´videmment de´finie pour tout
temps t ∈ R et de plus, comme la fonction ~U ve´rifie les e´quations (2.2) et comme l’on a ∂t~U = 0,
alors cette fonction ve´rifie aussi les e´quations (2.1).
Nous observons alors que l’e´tude du proble`me en temps long des e´quations (2.1) nous ame`ne
finalement a` l’e´tude des e´quations stationnaires (2.2) et dans la Section 2.3.1 nous allons voir que
les solutions ~U de ces e´quations stationnaires nous permettent de comprendre le comportement
en temps des solutions ~u des e´quations non stationnaires (2.1) dans un cadre particulier lorsque
le fluide est en re´gime laminaire. Mais, avant d’entrer dans le vif du sujet, nous allons tout
d’abord e´tudier un peu plus les e´quations stationnaires (2.2) et nous allons montrer un re´sultat
ge´ne´ral sur l’existence des solutions de ces e´quations.
2.1.2 Existence
Comme annonce´ nous conside´rons ici le syste`me de Navier-Stokes amorti et stationnaire
(2.2) et nous allons construire des solutions dans le cadre de l’espace de Sobolev H1(R3), mais,
2.1. Introduction 55
avant de construire ces solutions il convient d’expliquer un peu plus en de´tails pourquoi nous
cherchons a` construire des solutions dans cet espace fonctionnel. Le choix de l’espace H1(R3)
est une conse´quence des estimations a priori suivantes : si nous supposons que la vitesse ~U et la
force ~f sont suffisamment re´gulie`res et inte´grables alors, en multipliant les e´quations (2.2) par
~U et puis en inte´grant en variable d’espace nous avons (formellement)
−ν
∫
R3
∆~U · ~Udx+
∫
R3
[
(~U · ~∇)~U
]
· ~Udx+
∫
R3
~∇P · ~Udx =
∫
R3
~f · ~Udx− α
∫
R3
~U · ~Udx,
d’ou`, comme div(~U) = 0, par une inte´gration par parties nous avons (toujours formellement) les
identite´s ∫
R3
[
(~U · ~∇)~U
]
· ~Udx = 0 et
∫
R3
~∇P · ~Udx = 0,
et alors nous obtenons l’identite´
ν
∫
R3
|~∇⊗ ~U |2dx+ α
∫
R3
|~U |2dx =
∫
R3
~f · ~Udx,
d’ou` nous pouvons e´crire
min(ν, α)‖~U‖2H1 ≤ ν
∫
R3
|~∇⊗ U |2dx+ α
∫
R3
|~U |2dx =
∫
R3
~f · ~Udx.
Dans le dernier terme a` droite ci-dessus nous observons que si l’on a ~f ∈ H−1(R3) et ~U ∈ H1(R3)
alors en appliquant l’ine´galite´ de Cauchy-Schwarz dans ce dernier terme nous obtenons
min(ν, α)‖~U‖2H1 ≤ ‖~f‖H−1‖~U‖H1 ,
d’ou` nous e´crivons (au moins formellement) l’estimation a priori suivante :
‖~U‖H1 ≤
1
min(ν, α)
‖~f‖H−1 . (2.13)
Avec ces estimations formelles, nous pouvons observer que l’espace H−1(R3) est un espace natu-
rel pour la force ~f et avec ~f ∈ H−1(R3) nous sommes cense´s obtenir des solutions dans l’espace
H1(R3).
Observons aussi que le terme d’amortissement −α~U entraˆıne un controˆle sur la norme L2 des
solutions ~U . Dans la Section 2.3 nous allons e´tudier quelques proprie´te´s inte´ressantes des solu-
tions ~U qui sont entraˆıne´es par ce terme −α~U .
Une fois que nous avons fait ces calculs pre´liminaires, nous allons construire des solutions (~U, P )
des e´quations stationnaires (2.2) et pour cela nous proce´derons de la fac¸on suivante : comme
nous travaillons dans l’espace R3 tout entier, dans un premier temps nous appliquons le projec-
teur de Leray aux e´quations (2.2) et comme div(~U) = 0 et div(~f) = 0 nous obtenons ainsi les
e´quations
−ν∆~U + P((~U · ~∇)~U) = ~f − α~U,
d’ou` nous pouvons e´crire
(−ν∆ + αId)~U + P((~U · ~∇)~U) = ~f,
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ou` Id est l’ope´rateur identite´. Dans cette expression nous observons que ces e´quations s’e´crivent
formellement comme le proble`me de point fixe e´quivalent suivant :
~U = − 1−ν∆ + αId
[
P((~U · ~∇)~U)
]
+
1
−ν∆ + αId
[
~f
]
. (2.14)
Ainsi, nous utiliserons un principe de point fixe pour re´soudre ce proble`me et ensuite, a` partir
de la solution ~U nous pourrions re´cupe´rer le terme de pression P qui est relie´ a` cette fonction
par la relation P =
1
−∆div
(
(~U · ~∇)~U
)
.
A` ce stade il est important de souligner qu’il y a plusieurs fac¸ons de re´soudre le proble`me
de point fixe (2.14). En effet, une manie`re classique de re´soudre ce proble`me est d’utiliser le
principe de contraction de Picard, ou` l’on obtient l’existence et l’unicite´ de la solution, mais
avec cette me´thode nous sommes oblige´s de controˆler la taille de la force ~f : ‖~f‖H−1 et alors
nous avons l’existence et l’unicite´ de la solution seulement pour des forces suffisamment petites.
En effet, pour appliquer le principe de contraction de Picard nous devons controˆler le terme∥∥∥∥ 1−ν∆ + αId
[
~f
]∥∥∥∥
H1
et pour cela nous devons finalement obtenir un controˆle sur la taille de
la force ~f : l’ope´rateur
1
−ν∆ + αId s’exprime au niveau de Fourier par le symbole
1
ν|ξ|2 + α et
comme nous avons l’estimation
1
ν|ξ|2 + α ≤
1
min(α, ν)
1
|ξ|1 + 1 nous obtenons alors l’estimation∥∥∥∥ 1−ν∆ + αId
[
~f
]∥∥∥∥
H1
≤ 1
min(α, ν)
‖~f‖H−1 .
Une deuxie`me fac¸on de re´soudre le proble`me de point fixe (2.14) repose sur l’estimation a priori
(2.13) ou` en utilisant le principe de point fixe de Schaefer (voir le Lemme 2.1.1 ci-dessous) nous
pouvons construire des solutions ~U ∈ H1(R3) pour n’importe quelle force ~f ∈ H−1(R3) et donc
il s’agit d’une fac¸on plus ge´ne´rale de construire ces solutions. Ne´anmoins comme nous allons le
voir cette me´thode nous ne fournit aucune information supple´mentaire sur l’unicite´ des solutions.
Nous allons pre´fe´rer ici cette deuxie`me fac¸on de construire des solutions du proble`me (2.14)
(et donc de construire des solutions des e´quations (2.2)) car le fait de ne pas controˆler la taille
force ~f nous permettra apre`s de caracte´riser le re´gime turbulent du fluide, ce qui sera explique´
plus en de´tail dans la Section 2.2 ; et ensuite dans la Section 2.3.2 nous e´tudierons quelques
proprie´te´s des solutions ~U dans ce re´gime turbulent.
Nous avons de cette fac¸on le re´sultat suivant sur l’existence des solutions des e´quations de
Navier-Stokes amorties et stationnaires.
The´ore`me 2.1.1 Soit ~f ∈ H−1(R3) une force a` divergence nulle. Il existe (~U, P ) ∈ H1(R3) ×
H
1
2 (R3) solution faible des e´quations de Navier-Stokes stationnaires et amorties (2.2). De plus,
toute solution ve´rifie l’estimation (2.13).
Avant de prouver ce the´ore`me faisons les remarques suivantes. La preuve de ce the´ore`me suit
les grandes lignes de la preuve du The´ore`me 16.2 du livre [46] ; et comme l’on a de´ja` mentionne´
cette preuve repose essentiellement sur l’estimation a` priori (2.13) et le the´ore`me de point fixe
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de Schaefer que nous e´nonc¸ons en toute ge´ne´ralite´ comme suit (voir le The´ore`me 16.1 du livre
[46] pour plus de re´fe´rences sur ce re´sultat).
Lemme 2.1.1 Soit E un espace de Banach et T : E −→ E un ope´rateur qui satisfait :
1) T est un ope´rateur continu,
2) T est un ope´rateur compact,
3) Estimation a priori : il existe une constante C > 0 telle que, pour tout λ ∈ [0, 1], si e ∈ E
ve´rifie l’e´quation e = λT (e) alors on a ‖e‖E ≤ C.
Alors, il existe e ∈ E une solution du proble`me de point fixe e = T (e).
Ainsi, dans le cadre de ce lemme nous de´finissons l’espace E comme
E = {~U ∈ H1(R3) : div(~U) = 0}, (2.15)
muni de la norme ‖ · ‖H1 et de plus, nous de´finissons l’ope´rateur T par l’expression (2.14) :
T (~U) =
1
−ν∆ + αId
[
P
((
(~U · ~∇)~U
))]
− 1−ν∆ + αId
[
~f
]
, (2.16)
et nous voulons maintenant ve´rifier que cet ope´rateur satisfait les hypothe`ses du Lemme 2.1.1
mais nous trouvons ici une contrainte technique. En effet, le point 1) ci-dessus sera ve´rifie´ par
le Lemme 2.1.2 ci-apre`s, tandis que, le point 3) sera ve´rifie´ par l’estimation (2.13), ne´anmoins,
nous allons voir que le point 2) qui porte sur la compacite´ de l’ope´rateur T pose des proble`mes
techniques. En effet, si nous prenons (~Un)n∈N une suite borne´e dans l’espace E de´fini dans
(2.15), nous savons qu’il existe une sous suite (~Unk)k∈N qui converge faiblement dans cet espace
et alors par la continuite´ de l’ope´rateur T nous avons seulement la convergence faible la suite
(T (~Unk))k∈N et non pas sa convergence forte et ainsi la compacite´ de l’ope´rateur T semble hors
de porte´e.
De ce cadre, nous allons contourner ce proble`me technique de la fac¸on suivante : il s’agit d’ap-
procher l’ope´rateur T par une famille d’ope´rateurs compacts (Tr)r>0 qui ve´rifient les hypothe`ses
du Lemme 2.1.1 et alors nous obtiendrons une famille de solutions approche´es ~Ur = Tr(~Ur) ou`
Ur ∈ E pour tout r > 0. Ensuite, par un lemme de Rellich-Lions nous prouvons que cette famille
converge vers une solution des e´quations (2.2).
De´monstration du The´ore`me 2.1.1. Soit θ ∈ C∞0 (R3) telle que 0 ≤ θ(x) ≤ 1, θ(x) = 1
si |x| < 1 et θ(x) = 0 si |x| > 2 et soit r > 0. Nous de´finissons la fonction de troncature
θr(x) par θ
(
x
r
)
et alors, dans le terme biline´aire de (2.16) nous e´crivons ([θr ~U ] · ~∇)[θr ~U ], et nous
de´finissons ainsi l’ope´rateur approche´ Tr par
Tr(~U) =
1
−ν∆ + αId
[
P
((
((θr ~U) · ~∇)(θr ~U)
))]
− −ν∆−ν∆ + αId
[
(~f)
]
,
et pour mener a` bien les estimations dont on a besoin nous re´crivons cette ope´rateur comme
Tr(~U) =
−ν∆
−ν∆ + αId
[
1
ν
P
(
1
∆
(
((θr ~U) · ~∇)(θr ~U)
))]
− −ν∆−ν∆ + αId
[
1
ν∆
(~f)
]
. (2.17)
Ve´rifions maintenant que cet ope´rateur satisfait les hypothe`ses du Lemme 2.1.1.
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1) Continuite´. Soient ~U, ~V ∈ E et nous avons∥∥∥Tr(~U)− Tr(~V )∥∥∥
H1
=
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
((θr ~U) · ~∇)[θr ~U ]− (θr~V ) · ~∇)(θr~V )
))]∥∥∥∥
H1
,
d’ou`, nous e´crivons
((θr ~U) · ~∇)(θr ~U)− ((θr~V ) · ~∇)(θr~V ) = ((θr(~U − ~V )) · ~∇)(θr ~U) + ((θr~V ) · ~∇)(θr(~U − ~V )),
(2.18)
et alors nous obtenons∥∥∥Tr(~U)− Tr(~V )∥∥∥
H1
≤
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
([θr(~U − ~V )] · ~∇)[θr ~U ]
))]∥∥∥∥
H1
+
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
([θr~V ] · ~∇)[θr(~U − ~V )]
))]∥∥∥∥
H1
.(2.19)
A` ce stade nous avons besoin de l’estimation suivante :
Lemme 2.1.2 Pour tout ~U, ~V ∈ H1(R3) tels que div(~U) = 0 et div(~V ) = 0 on a :∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
(~U · ~∇)~V
))]∥∥∥∥
H1
≤ c(α, ν)‖~U‖H1‖~U‖H1 .
Preuve. On commence par e´crire∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
(~U · ~∇)~V
))]∥∥∥∥
H1
≤ c
∥∥∥∥ 1−ν∆ + αId
[
div(~U ⊗ ~V )
]∥∥∥∥
H1
≤ c(α, ν)‖div(~U ⊗ ~V )‖H−1 ≤ c(α, ν)‖~U ⊗ ~V ‖L2
≤ c(α, ν)‖~U ⊗ ~V ‖
H
1
2
,
ou` par les lois de produit (voir le livre [46]) nous pouvons finalement e´crire
c(α, ν)‖~U ⊗ ~V ‖
H
1
2
≤ c(α, ν)‖~U‖H1‖~V ‖H1 .

Ainsi, nous appliquons cette estimation a` chaque terme a` droite de l’ine´galite´ (4.45)
et nous avons∥∥∥Tr(~U)− Tr(~V )∥∥∥
H1
≤ c(α, ν)
[∥∥∥θr(~U − ~V )∥∥∥
H1
∥∥∥θr ~U∥∥∥
H1
+
∥∥∥θr~V ∥∥∥
H1
∥∥∥θr(~U − ~V )∥∥∥
H1
]
≤ c(α, ν)
[∥∥∥θr ~U∥∥∥
H1
+
∥∥∥θr~V ∥∥∥
H1
] ∥∥∥θr(~U − ~V )∥∥∥
H1
.
D’autre part, nous e´tudions un peu plus le dernier terme a` droite ou` l’on a l’estimation∥∥∥θr(~U − ~V )∥∥∥
H1
=
∥∥∥θr(~U − ~V )∥∥∥
L2
+
∥∥∥~∇⊗ (θr(~U − ~V ))∥∥∥
L2
≤
[
‖θr‖L∞ + ‖~∇θr‖L∞
]
‖~U − ~V ‖H1 ,
et alors nous pouvons e´crire∥∥∥Tr(~U)− Tr(~V )∥∥∥
H1
≤ c(θr, α, ν)
[∥∥∥θr ~U∥∥∥
H1
+
∥∥∥θr~V ∥∥∥
H1
]
‖~U − ~V ‖H1 ,
d’ou` nous concluions la continuite´ de l’ope´rateur Tr sur l’espace E.
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2) Compacite´. Soit donc (~Vn)n∈N une suite borne´e dans E. Alors, la suite (θr~Vn)n∈N est
aussi borne´e dans E et en plus, comme la fonction θr est de´finie par θr(x) = θ
(
x
r
)
et la function de test θ satisfait supp (θ) ⊂ {x ∈ R3 : |x| < 2}, alors, nous avons
supp (θr) ⊂ {x ∈ R3 : |x| < 2r} et donc , pour tout n ∈ N nous avons
supp (θr~Vn) ⊂ {x ∈ R3 : |x| < 2r}.
De cette fac¸on, par le lemme de Rellich-Lions il existe une sous-suite (~Vnk)k∈N, qui pour
simplifier l’e´criture sera note´e comme (~Vn)n∈N, et il existe ~V ∈ H1(R3) telles que la suite
(~Vn)n∈N converge fortement vers ~V dans L2(R3) mais aussi dans Lp(R3) pour 2 ≤ p < 6.
Ainsi, pour ve´rifier la compacite´ de l’ope´rateur Tr nous allons montrer que la suite
(Tr(~Vn))n∈N converge fortement vers T (~V ) dans E. En effet, par l’identite´ (2.18) nous
commenc¸ons par e´crire
‖T (~Vn)− T (~V )‖H1 ≤
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
([θr(~Vn − ~V )] · ~∇)[θr~Vn]
))]∥∥∥∥
H1
+
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
([θr~V ] · ~∇)[θr(~Vn − ~V )]
))]∥∥∥∥
H1
,
et pour traiter les termes a` droite ci-dessus nous avons l’estimation suivante :
Lemme 2.1.3 On a
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P (~g)
]∥∥∥∥
H1
≤ c(α, ν)‖~g‖H˙−1 , pour tout ~g ∈ H˙−1(R3).
Nous prouverons ce lemme a` la fin du chapitre et maintenant, en appliquant ce lemme a`
chaque terme de l’identite´ pre´ce´dente nous avons
‖T (~Vn)− T (~V )‖H1 ≤ c ‖([θr(~Vn − ~V )] · ~∇)[θr~Vn]‖H˙−1︸ ︷︷ ︸
(a)
+c ‖([θr~V ] · ~∇)[θr(~Vn − ~V )]‖H˙−1︸ ︷︷ ︸
(b)
et nous cherchons a` montrer que les termes (a) et (b) ci-dessus convergent vers ze´ro lorsque
n tend a` l’infini. Pour traiter les termes (a) et (b) nous utiliserons l’identite´ suivante :
soient ~A = (A1, A2, A3) et ~B = (B1, B2, B3) deux fonctions vectorielles, alors on peut
e´crire
((θr ~A) · ~∇)(θr ~B) =
3∑
j=1
(θrAj)∂j(θr ~B) =
3∑
j=1
(
θrAj(∂jθr ~B + θr∂j ~B)
)
= ( ~A · ~∇θr)(θr ~B) + (θ2r ~A · ~∇) ~B. (2.20)
Ainsi, pour e´tudier le terme (a), dans l’identite´ ci-dessus nous prenons ~A = ~Vn − ~V et
~B = ~Vn et alors nous pouvons e´crire
‖([θr(~Vn−~V )]·~∇)[θr~Vn]‖H˙−1 ≤
∥∥∥((~Vn − ~V ) · ~∇θr)[θr~Vn]∥∥∥
H˙−1︸ ︷︷ ︸
(a.1)
+
∥∥∥(θ2r(~Vn − ~V ) · ~∇)~Vn∥∥∥
H˙−1︸ ︷︷ ︸
(a.2)
.
Nous avons encore besoin d’e´tudier les termes (a.1) et (a.2) ci-dessus. Pour le terme (a.1),
par les ine´galite´s de Hardy-Littlewood-Sobolev et l’ine´galite´ de Ho¨lder nous avons∥∥∥((~Vn − ~V ) · ~∇θr)[θr~Vn]∥∥∥
H˙−1
≤
∥∥∥((~Vn − ~V ) · ~∇θr)[θr~Vn]∥∥∥
L
6
5
≤ ‖((~Vn − ~V ) · ~∇θr)‖L2‖θr~Vn‖L3
≤ ‖~Vn − ~V ‖L2‖~∇θr‖L∞‖θr‖L6‖~Vn‖L6 ,
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d’ou`, comme la suite (~Vn)n∈N est borne´e dans E et comme E ⊂ H1(R3), nous avons donc
que cette suite borne´e dans H1(R3) et alors elle est aussi borne´e dans L6(R3). De cette
fac¸on, par les estimations pre´ce´dentes nous pouvons e´crire∥∥∥((~Vn − ~V ) · ~∇θr)[θr~Vn]∥∥∥
H˙−1
≤ c(θr)‖~Vn − ~V ‖L2 ,
d’ou`, comme la suite (~Vn)n∈N converge fortement vers ~V dans L2 nous avons alors que le
terme (a.1) converge vers ze´ro lorsque n tend vers l’infini.
Pour le terme (a.2), toujours par les ine´galite´s de Hardy-Littlewood-Sobolev et l’ine´galite´
de Ho¨lder nous pouvons e´crire∥∥∥(θ2r(~Vn − ~V ) · ~∇)~Vn∥∥∥
H˙−1
≤ c
∥∥∥(θ2r(~Vn − ~V ) · ~∇)~Vn∥∥∥
L
6
5
≤ ‖θ2r(~Vn − ~V )‖L3‖~∇⊗ ~Vn‖L2
≤ ‖θ2r‖L12‖~Vn − ~V ‖L4‖~Vn‖H˙1 ≤ c(θr)‖~Vn − ~V ‖L4 ,
d’ou`, comme la suite comme la suite (~Vn)n∈N converge fortement vers ~V dans L4(R3)
nous avons ainsi que le terme (a.2) converge vers ze´ro lorsque n tend vers l’infini et de
cette fac¸on le terme (a) n’annule si n −→ +∞.
La ve´rification que le terme (b) converge vers ze´ro lorsque n −→ +∞ suit essentielle-
ment les meˆmes lignes que le terme (a).
Nous avons donc que (Tr(~Vn))n∈N converge fortement vers T (~V ) dans E et alors Tr
est un ope´rateur compact sur cet espace.
3) Estimation a priori. Soit donc λ ∈ [0, 1], si ~U ∈ E satisfait l’e´quation de point fixe
~U = λTr(~U), par la de´finition de l’ope´rateur Tr nous avons l’identite´
~U = λ
−ν∆
−ν∆ + αId
[
1
ν
P
(
1
∆
(
([θr ~U ] · ~∇)[θr ~U ]
))]
− λ −ν∆−ν∆ + αId
[
1
ν∆
(~f)
]
,
d’ou` nous pouvons e´crire
[−ν∆ + αId]~U = −λP([θr ~U ] · ~∇)[θr ~U ] + λ~f,
et alors nous observons que ~U satisfait l’e´quation
− ν∆~U + α~U = −λP([θr ~U ] · ~∇)[θr ~U ] + λ~f. (2.21)
Maintenant, comme ~U ∈ E alors nous savons que ~U ∈ H1(R3) et dans l’e´quation ci-dessus
nous obtenons l’identite´
−ν〈∆~U, ~U〉H−1×H1+α〈~U, ~U〉H−1×H1 = −λ〈P([θr ~U ]·~∇)[θr ~U ], ~U〉H−1×H1+λ〈~f, ~U〉H−1×H1 ,
ou`, comme div(~U) = 0 et par les proprie´te´s du projecteur de Leray nous avons
〈P(([θr ~U ]·~∇)[θr ~U ]), ~U〉H−1×H1 = 〈([θr ~U ]·~∇)[θr ~U ], ~U〉H−1×H1 = 〈(~U ·~∇)[θr ~U ], θr ~U〉H−1×H1 = 0,
et de cette fac¸on, par une inte´gration par parties nous e´crivons
ν‖~U‖2
H˙1
+ α‖~U‖2L2 = λ〈~f, ~U〉H−1×H1 ,
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d’ou` nous avons
min(ν, α)‖~U‖2H1 ≤ ν‖~U‖2H˙1 + α‖~U‖2L2 ≤ λ〈~f, ~U〉H−1×H1 .
De plus, comme 0 ≤ λ ≤ 1, par l’ine´galite´ de Cauchy-Schwarz et les ine´galite´s de Young
nous pouvons e´crire
λ〈~f, ~U〉H−1×H1 ≤ ‖~U‖H1‖~f‖H−1 ≤
min(ν, α)
2
‖~U‖2H1 +
2
min(ν, α)
‖~f‖H−1 ,
et alors nous obtenons
‖~U‖H1 ≤ c(α, ν)‖~f‖H−1 , (2.22)
Finalement, nous posons la constante C = c(α, ν)‖~f‖H−1 et nous ve´rifions de cette fac¸on
le point 3) du Lemme 2.1.1.
Ainsi, par une application de ce lemme il existe ~Ur ∈ E solution de l’e´quation de point fixe
~Ur = Tr(~Ur).
Une fois que l’on a montre´ l’existe des solutions ~Ur (pour r > 0 fixe) du proble`me de point
fixe ci-dessus nous allons montrer que la famille de solutions (~Ur)r>0 converge vers ~U une so-
lution des e´quations de Navier-Stokes stationnaires et amorties. Tout d’abord, par l’estimation
(2.22) nous savons que (~Ur)r>0 est uniforme´ment borne´e dans l’espace H
1(R3) et alors
sup
r>0
‖ϕ~Ur‖H1 < +∞,
pour tout ϕ ∈ C∞0 (R3). De cette fac¸on, par le lemme de Rellich-Lions et en appliquant la
me´thode d’extraction diagonale de Cantor, il existe une suite de nombres positifs (rn)n∈N, tels
que rn −→ +∞, et il existe ~U ∈ H1loc(R3) telle que la suite (~Urn)n∈N converge fortement vers ~U
dans L2loc(R3). Mais, toujours par l’estimation (2.22) nous avons que (~Urn)n∈N converge faible-
ment dans H1(R3) ce qui nous donne ~U ∈ H1(R3).
De plus, par les ine´galite´s de Hardy-Littlewood-Sobolev nous savons que (~Urn)n∈N est uni-
forme´ment borne´e dans L6(R3) et donc (~Urn)n∈N converge fortement vers ~U dans L
p
loc(R
3) pour
2 ≤ p < 6.
Maintenant, nous allons prouver que le terme non line´aire ((θrn ~Urn) · ~∇)(θrn ~Urn) converge vers
(~U · ~∇)~U dans D′. En effet, pour n ∈ N fixe´, comme div(~Urn) = 0, nous pouvons e´crire
((θrn ~Urn) · ~∇)(θrn ~Urn) = θr
(
(~Urn · ~∇)(θrn ~Urn)
)
= θrdiv(~Urn ⊗ (θrn ~Urn)),
et comme ~Urn converge fortement vers ~U dans L
4
loc(R3) et de plus, e´tant donne´ que θrn(x) = 1
lorsque |x| < rn, alors nous avons que θrn ~Urn converge fortement vers ~U dans L4loc(R3) et de
cette fac¸on nous obtenons que ~Urn ⊗ [θrn ~Urn ] converge fortement vers ~U ⊗ ~U dans L2loc(R3).
Ainsi, nous avons que θrdiv(~Urn ⊗ [θrn ~Urn ]) converge vers div(~U ⊗ ~U) dans D′ et comme, pour
~U ∈ H1(R3) nous avons en plus que div(~U) = 0, nous pouvons e´crire div(~U ⊗ ~U) = (~U · ~∇)~U .
Une fois que l’on a la convergence de ((θrn ~Urn) · ~∇)(θrn ~Urn) vers (~U · ~∇)~U dans D′ alors nous
avons l’identite´ suivante au sens des distributions
lim
rn−→+∞
[
−ν∆~Urn + ((θrn ~Urn) · ~∇)(θrn ~Urn)− ~f + α~Urn
]
= −ν∆~U +(~U · ~∇)~U − ~f +α~U. (2.23)
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D’autre part, comme ~Urn ve´rifie l’e´quation
−ν∆~Urn + P((θrn ~Urn) · ~∇)(θrn ~Urn) = ~f − α~Urn ,
et comme div(~Urn) = 0 et div(
~f) = 0 nous pouvons e´crire
P
[
−ν∆~Urn + ((θrn ~Urn) · ~∇)(θrn ~Urn)− ~f + α~Urn
]
= 0,
et alors il existe Prn ∈ D′ telle que
−ν∆~Urn + ((θrn ~Urn) · ~∇)(θrn ~Urn)− ~f + α~Urn = ~∇Prn .
A` partir de cette identite´ nous pouvons observer que le rotationnel du terme de gauche ci-dessus
est e´gal a` ze´ro et alors, par l’identite´ (2.23) nous en tirons que
~∇∧
[
−ν∆~U + (~U · ~∇)~U − ~f + α~U
]
= 0,
et alors il existe P ∈ D′ telle que −ν∆~U + (~U · ~∇)~U − ~f + α~U = ~∇P . De plus, toujours par la
relation P = 1−∆div((~U · ~∇)~U) et comme ~U ∈ H1(R3) nous avons que P ∈ H
1
2 (R3).
Pour finir la preuve de ce the´ore`me ve´rifions maintenant que toute solution ~U ∈ H1(R3) ve´rifie
l’estimation (2.13). En effet, il suffit de remarquer que si ~U ∈ H1(R3) alors par les lois de produit
nous avons ~U ⊗ ~U ∈ H 12 (R3), et comme div(~U) = 0 alors nous avons (~U · ~∇)~U = div(~U ⊗ ~U) ∈
H−
1
2 (R3) ⊂ H−1(R3). Ainsi, e´tant donne´ que ~U ve´rifie les e´quations (2.2) nous pouvons e´crire
〈−ν∆~U + (~U · ~∇)~U − ~f + α~U + ~∇P,U〉H−1×H1 = 0,
d’ou` nous pouvons en tirer l’estimation (2.13). 
Nous observons ainsi que cette me´thode nous permet de construire des solutions des e´quations
(2.2) sans faire aucune hypothe`se supple´mentaire sur la force exte´rieure. Mais, cette me´thode ne
fournit pas d’information additionnelle sur l’unicite´ de ces solutions et cette question est encore
ouverte dans le cadre d’une force exte´rieure ~f non nulle. En revanche, si l’on conside`re le cas
particulier d’une force ~f = 0 alors nous avons le corollaire suivant :
Corollaire 2.1.1 La solution triviale ~U = 0 est l’unique solution des e´quations
−ν∆~U + (~U · ~∇)~U + ~∇P + α~U = 0, div(~U) = 0, α > 0.
Preuve. Par le The´ore`me 2.1.1 nous savons que toute solution ~U ∈ H1(R3) satisfait l’estimation
(2.13) : min(α, ν)‖~U‖H1 ≤ ‖~f‖H−1 , d’ou` nous observons que si ~f = 0 alors ~U = 0 est l’unique
solution des e´quations ci-dessus. 
Ne´anmoins, dans ce chapitre nous allons travailler avec une force ~f non nulle et cette force
sera le fil conducteur dans notre e´tude comme nous l’expliquerons plus tard dans la Section
2.2.2.
Une fois que nous avons construit des solutions des e´quations (2.2) dans la Section 2.3 nous
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rentrons dans le vif du sujet et nous e´tudions quelques proprie´te´s inte´ressantes de ces solutions :
leur stabilite´ et la localisation en variable d’espace.
Mais avant d’entrer dans les de´tails techniques, nous avons besoin de pre´ciser encore un peu
plus notre cadre de travail et c’est pour cette raison que dans la section suivante nous allons
introduire deux objets qui seront a` la base de notre e´tude.
2.2 Le re´gime laminaire et le re´gime turbulent
Ces deux re´gimes du fluide seront caracte´rise´s par le nombre de Grashof que nous introduisons
tout de suite.
2.2.1 Les nombres de Grashof
Dans la Section 1.1.1 page 13 nous avons explique´ comment le nombre de Reynolds Re sert
a` caracte´riser le re´gime du mouvement du fluide laminaire (ou turbulent) mais cette quantite´
de´pend des solutions des e´quations de Navier-Stokes et alors ce nombre nous donne une ca-
racte´risation a posteriori du re´gime laminaire ou turbulent du fluide.
Dans ce cadre, afin d’obtenir une caracte´risation a priori du re´gime laminaire (ou turbulent)
nous allons introduire une quantite´ e´quivalente au nombre de Reynolds Re et en suivant une ide´e
des articles [22], [24] et [25] de C. Foias, R. Temam et al. nous allons conside´rer ici le nombre
Grashof. Mais avant de de´finir ce nombre nous avons besoin d’introduire tout d’abord quelques
quantite´s physiques.
En effet, pour de´finir le nombre de Grashof nous avons besoin de conside´rer une longueur ca-
racte´ristique L (comme dans la de´finition du nombre de Reynolds Re ci-dessus) mais cette
longueur est tre`s particulie`re car elle correspond a` une signification physique bien pre´cise : dans
le cadre pe´riodique elle repre´sente la pe´riode et dans les autres cas elle est sense´e repre´senter la
dimension du domaine utilise´. E´tant donne´ que cette notion physique est de´licate a` mettre en
place lorsqu’on travaille sur l’espace tout entier, et en suivant les ide´es du chapitre pre´ce´dent
nous allons inte´grer cette longueur comme un parame`tre du mode`le : il s’agira alors d’une donne´e
du proble`me tout comme la constante de viscosite´ ν. Avec cette ide´e en teˆte nous commenc¸ons
par fixer tous les parame`tres physiques que nous conside´rerons dans ce chapitre.
De´finition 2.2.1 (Les parame`tres physiques)
1) ν > 0 est toujours la constante de viscosite´ du fluide.
2) L > 0 est la longueur caracte´ristique du fluide : la plus grande e´chelle de longueur sur
laquelle on veut e´tudier le comportement laminaire ou turbulent du fluide.
3) `0 > 0 (avec L ≥ `0) est l’e´chelle d’injection d’e´nergie : l’e´chelle de longueur a` laquelle
la force ~f agira sur le fluide.
4) F > 0 est l’amplitude que l’on donnera a` la force exte´rieure ~f .
Une fois que l’on a fixe´ les parame`tres physiques ci-dessus nous pouvons maintenant introduire
les nombres de Grashof Gθ ou` θ sera un parame`tre d’interpolation.
En effet, dans la litte´rature, il n’y a pas de fac¸on standard pour de´finir le nombre de Gra-
shof et pour (L, `0, ν, F ) les parame`tres physiques donne´s dans la de´finition ci-dessus, dans les
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notes de cours [16] de P. Constantin, il est sugge´re´ de de´finir le nombre de Grashof par
Gr =
FL3
ν2
,
ou` nous pouvons observer que seule la longueur caracte´ristique L est conside´re´e et l’e´chelle d’in-
jection d’e´nergie `0 n’a pas e´te´ prise en compte.
D’autre part, dans les articles [22], [24] et [25] de C. Foias, R. Temam et. al. les auteurs
conside`rent le nombre de Grashof
Gr =
F`30
ν2
,
ou` cette fois-ci la longueur caracte´ristique L a e´te´ ne´glige´e et seule l’e´chelle d’injection d’e´nergie
`0 est conside´re´e.
Remarquons que comme la longueur caracte´ristique L ve´rifie toujours la relation L ≥ `0 (voir le
point 3) de la De´finition 2.2.1) alors on obtient la relation
F`30
ν2
≤ FL
3
ν2
,
et bien suˆr ces deux quantite´s sont e´gales si l’on a L = `0.
Dans ce cadre, dans la de´finition du nombre de Grashof que nous allons mettre en œuvre ici,
nous allons interpoler entre les e´chelles `0 et L et nous de´finissons une famille de nombres Gθ
de la fac¸on suivante.
De´finition 2.2.2 (Nombres de Grashof) Soient (ν, L, `0, F ) les parame`tres physiques donne´s
dans la De´finition 2.2.1. Pour 0 ≤ θ ≤ 3 nous de´finissons le nombre de Grashof Gθ par
Gθ =
FLθ`3−θ0
ν2
.
Dans cette de´finition nous pouvons observer que si l’on prend le parame`tre θ = 0 alors obtient
le nombre G0 =
F`30
ν2
et si l’on fixe le parame`tre θ = 3 on a bien G3 =
FL3
ν2
ce qui correspond aux
de´finitions du nombre de Grashof conside´re´es dans la litte´rature.
Une fois que l’on a de´finit la famille de nombres de Grashof (Gθ)0≤θ≤3 nous e´tudions la re-
lation entres ces nombres.
Proposition 2.2.1 Si 0 ≤ θ1 ≤ θ2 ≤ 3 alors on a Gθ1 ≤ Gθ2.
Preuve. En effet, nous pouvons e´crire Gθ1 =
FLθ1`3−θ10
ν2
=
F
ν2
(
L
`10
)θ1
`20, d’ou`, par le point 3)
de la De´finition 2.2.1 nous avons L`0 ≥ 1 et alors
(
L
`0
)θ1 ≤ ( L`0)θ2 . De cette fac¸on, en revenant a
l’identite´ pre´ce´dente nous obtenons
Gθ1 =
F
ν2
(
L
`0
)θ1
`20 ≤
F
ν2
(
L
`0
)θ2
`20 = Gθ2 .

2.2. Le re´gime laminaire et le re´gime turbulent 65
Nous pouvons alors observer que si l’on controˆle un nombre de Grashof Gθ1 < η, alors on
controˆle tous les nombres de Grashof Gθ avec 0 ≤ θ ≤ θ1.
Le re´gime laminaire que nous allons conside´rer tout au long de la Section 2.3.1 correspond
a` un controˆle sur le nombre de Grashof Gθ < η, pour un certain parame`tre θ ∈ [0, 3] et une
constante η > 0 que nous fixerons plus tard.
Observons maintenant qu’e´tant donne´ que la force exte´rieure ~f des e´quations de Navier-Stokes
amorties et stationnaires (2.2) est une donne´e de notre mode`le, nous voulons a` pre´sent relier
le controˆle sur le nombre de Grashof Gθ avec un controˆle sur cette force ~f et donc, dans le
section qui suit nous cherchons a` construire une force exte´rieure ~f de sorte que la taille de cette
fonction puisse eˆtre directement relie´e avec le nombre de Grashof Gθ. L’ide´e sous-jacente e´tant
de controˆler avec un seul parame`tre la turbulence et la force.
2.2.2 Une force exte´rieure bien pre´pare´e
Dans cette section nous de´finissons une force exte´rieure tre`s particulie`re qui sera utilise´e tout
au long de ce chapitre et pour cela nous avons besoin d’introduire l’ondelette ~φ : R3 −→ R3
suivante.
De´finition 2.2.3 Soit ~φ = (φ1, φ2, φ3) un champ de vecteurs dans la classe de Schwartz tel
que :
1) ~φ est un vecteur a` divergence nulle.
2) Pour 0 < ρ1 < ρ2 deux constantes fixe´es, on a supp
(
φ̂i
)
⊂ {ξ ∈ R3 : ρ1 ≤ |ξ| ≤ ρ2},
pour tout i = 1, 2, 3.
3) Pour tout ~ψ champ de vecteurs dans la classe de Schwartz qui ve´rifie la proprie´te´ 2)
ci-dessus, on a ∫
R3
~φ(x− k) · ~ψ(x−m)dx = δk,m,
pour tout k,m ∈ Z3, et ou` δk,m est la fonction delta de Kronecker.
Dans le lemme qui suit nous e´nonc¸ons quelques proprie´te´s bien connues sur les ondelettes qui
nous seront utiles par la suite, voir les livres [38] de J.P. Kahane & P.G. Lemarie´-Rieusset et [56]
de Y. Meyer pour une preuve de ces re´sultats classiques et pour plus de de´tails sur les ondelettes.
Lemme 2.2.1 Soit ~φ = (φ1, φ2, φ2) le champ de vecteurs donne´ par la De´finition 2.2.3. Pour
tout s ∈ R on de´finit (−∆)s~φ = ((−∆)sφ1, (−∆)sφ2, (−∆)sφ3). Alors :
1) Pour tout N ∈ N il existe une constante C0(N, s, ~φ) > 0 telle que, pour tout nombre re´el
A ≥ 1, on a la majoration :∑
k∈Z3,|k|≤A
|(−∆)s~φ(x− k)| ≤ C0
(
A
A+ |x|
)N
.
2) Pour 1 ≤ p ≤ +∞ il existe deux constantes As,p, Bs,p > 0, qui ne de´pendent que de
s, p et ~φ, telles que, pour toute suite (λk)k∈Z3 ∈ `p(Z3) on a la proprie´te´ de presque-
orthogonalite´ :
As,p‖(λk)‖`p(Z3) ≤
∥∥∥∥∥∥
∑
k∈Z3
λk(−∆)s~φ(· − k)
∥∥∥∥∥∥
Lp(R3)
≤ Bs,p‖(λk)‖`p(Z3).
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Une fois que nous avons introduit l’ondelette ~φ ci-dessus nous pouvons construire la force
exte´rieure ~f . Ainsi, pour L > 0 la longueur caracte´ristique du fluide, donne´e dans la De´finition
2.2.1, nous conside´rons le cube [−L,L]3 ⊂ R3. Comme l’e´chelle d’injection d’e´nergie `0 > 0 est
telle que L`0 ≥ 1 alors, dans le cube [−L,L]3, nous allons conside´rer les points de la forme `0k
ou` |`0k| ≤ L avec k ∈ Z3, voir la Figure 2.1 ci-dessous.
De cette fac¸on, en suivant une ide´e de l’article [22] de C. Doering et C. Foias (qui a e´te´
Figure 2.1 – Exemple de la construction de la force dans R2 ou` 2`0 < L.
donne´e dans le cadre pe´riodique), nous construisons la force ~f par translation de la fonction ~φ
en chaque point `0k (avec |`0k| ≤ L) et par dilatation a` l’e´chelle 1`0 . Nous avons donc :
De´finition 2.2.4 (La force exte´rieure) Soient L, `0 et F les parame`tres physiques donne´s
par la De´finition 2.2.1 et soit ~φ le champ de vecteurs donne´ par la De´finition 2.2.3. Nous
de´finissons le champ de vecteurs ~f(x) par l’expression :
~f(x) = F
∑
|`0k|≤L
~φ
(
x
`0
− k
)
, pour tout x ∈ R3.
Graˆce a` cette de´finition nous observons directement que la force ~f est un champ de vecteurs
dans la classe de Schwartz et a` divergence nulle.
Dans les deux lemmes ci-dessous nous e´tudions maintenant quelques proprie´te´s de ce champ
de vecteurs qui nous seront utiles par la suite.
Lemme 2.2.2 Soient L > 0 la longueur caracte´ristique du fluide donne´e dans la De´finition
2.2.1, ~f la force donne´e par la De´finition 2.2.4 et s ∈ R. Nous avons les points suivants :
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1) Concentration en variable spatiale. Pour tout nombre re´el µ ≥ 1 conside´rons le cube
dilate´ [−µL, µL]3 et son comple´mentaire ([−µL, µL]3)c. Alors la quantite´
v(µ) =
(∫
([−µL,µL]3)c
|(−∆)s ~f(x)|2dx
) 1
2
,
est a` de´croissance rapide lorsque µ tend vers l’infini.
2) Support fre´quentiel. On a supp
(
(−∆̂)s ~f
)
⊂ {ξ ∈ R3 : ρ1`0 ≤ |ξ| ≤
ρ2
`0
}, ou` 0 < ρ1 < ρ2
sont les constantes donne´es dans le point 2) de la De´finition 2.2.3.
Preuve.
1) Soit donc µ ≥ 1. Nous e´crivons v(µ) =
(∫
([−µL,µL]3)c
|(−∆)s ~f(x)|2dx
) 1
2
et nous allons
montrer que pour tout N ∈ N tel que N ≥ 2 il existe une constante C(N) > 0 telle que
v(µ) ≤ C(N)
µN−
3
2
.
En effet, par la De´finition 2.2.4 et par le point 1) du Lemme 2.2.1 (en prenant s = 0 et
A = L`0 ≥ 1) nous obtenons directement la majoration
v2(µ) ≤ F 2
∫
R3\[−µL,µL]3
∣∣∣∣∣∣∣
∑
|k| L
`0
~φ
(
x
`0
− k
)∣∣∣∣∣∣∣
2
dx ≤ C0(N)F 2
∫
R3\[−µL,µL]3
(
L
L+ |x|
)N
dx
≤ C0(N)F 2L3 1
µ2N−3
=
C(N)
µ2N−3
.
2) Ce point est une conse´quence directe de la De´finition 2.2.4. 
Il convient maintenant de faire la remarque suivante.
Remarque 2.1 Le Lemme 2.2.2 nous donne des informations inte´ressantes par rapport a` la
concentration de la force exte´rieure ~f en variable spatiale ou en fre´quence. En effet :
i) En variable d’espace. La quantite´ v(µ) mesure la concentration de la fonction ~f hors du
cube dilate´ [−µL, µL]3 et donc, comme la quantite´ v(µ) est a` de´croissance rapide lorsque
µ tend vers l’infini nous observons donc que la fonction ~f est essentiellement concentre´e
sur le cube [−L,L]3.
ii) En variable de fre´quence. La transforme´e de Fourier de la force ~f est localise´e aux
fre´quences ρ1`0 ≤ |ξ| ≤
ρ2
`0
ce qui correspond au fait que, selon le mode`le de cascade
d’e´nergie explique´ dans l’introduction du chapitre pre´ce´dent, cette force ~f introduit l’e´nergie
cine´tique aux e´chelles de longueur de l’ordre de `0 et donc aux fre´quences de l’ordre de
1
`0
.
Nous e´tudions maintenant une deuxie`me proprie´te´ utile de la force ~f .
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Lemme 2.2.3 Soient les parame`tres L, `0, F > 0 donne´s dans la De´finition 2.2.1 et la fonction
~f donne´e dans la De´finition 2.2.4. Pour s ∈ R et 1 ≤ p ≤ +∞, il existe deux constantes
Cs,p, Ds,p > 0, inde´pendantes des parame`tres physiques ci-dessus, telles que
Cs,p FL
3
p `−2s0 ≤
∥∥∥(−∆)s ~f∥∥∥
Lp
≤ Ds,p FL
3
p `−2s0 .
Preuve. Pour tout s ∈ R nous avons
(−∆)s ~f(x) = F`−2s0
∑
|`0k|≤L
(−∆)s~φ
(
x− `0k
`0
)
= F`−2s0
∑
k∈Z3
λk
(
(−∆)s~φ
)( x
`0
− k
)
,
ou` la suite (λk)k∈Z3 est de´finie par
λk =
{
1 si |`0k| ≤ L,
0 si non.
Alors, en prenant la norme Lp a` chaque coˆte´ de l’identite´ ci-dessus et ensuite en utilisant le point
2) du Lemme 2.2.1, on a qu’il existe deux constantes As,p, Bs,p > 0 telles que
As,p F`
−2s+ 3
p
0 ‖(λk)‖`p ≤ F`
−2s+ 3
p
0
∥∥∥∥∥∥
∑
k∈Z3
λk(−∆)s~φ(· − k)
∥∥∥∥∥∥
Lp
≤ Bs,p F`
−2s+ 3
p
0 ‖(λk)‖`p , (2.24)
pour 1 ≤ p ≤ +∞. D’autre part, par la de´finition de la suite (λk)k∈Z3 nous observons que
‖(λk)‖pLp est le nombre de points de la forme `0k dans le cube [−L,L]3 et alors, il existe deux
constantes c1, c2 > 0 (inde´pendantes des parame`tres L, `0 et F ) telles que
c1
(
L
`0
) 3
p
≤ ‖(λk)‖`p ≤ c2
(
L
`0
) 3
p
,
et donc, en posant les constantes Cs,p = c1As,p et Ds,p = c2Bs,p, par l’expression (2.24) nous
obtenons l’estimation cherche´e. 
Remarque 2.2 Comme les constantes Cs,p et Ds,p sont inde´pendantes des parame`tres (L, `0, F, ν, α),
nous e´crirons par la suite ∥∥∥(−∆)s ~f∥∥∥
Lp
≈ FL 3p `−2s0 , (2.25)
d’ou` nous avons les estimations suivantes : si s = 0, alors on a ‖~f‖Lp ≈ FL
3
p , pour tout
1 ≤ p ≤ +∞. En particulier, pour p = +∞ on obtient ‖~f‖L∞ ≈ F, et donc nous observons que
l’amplitude de la force ~f est bien donne´e par le parame`tre F introduit dans la De´finition 2.2.1.
De plus, comme F ≈ ‖~f‖Lp
L
3
p
et comme ~f est essentiellement concentre´e sur le cube [−L,L]3 (voir
le point 1) du Lemme 2.2.2) alors le parame`tre F mesure aussi la moyenne de la force ~f en
norme Lp, avec 1 ≤ p < +∞.
L’inte´reˆt principal de travailler avec cette force ~f repose sur le fait que graˆce a` l’estimation (2.25)
ci-dessus nous allons pouvoir controˆler la taille de cette fonction par un controˆle direct sur le
nombre de Grashof Gθ. En effet, nous avons le re´sultat suivant.
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Proposition 2.2.2 Soit θ ∈ [0, 3] et Gθ le nombre de Grashof donne´ dans la De´finition 2.2.2.
Soit ~f la force exte´rieure donne´e dans la De´finition 2.2.4 et ν > 0 la constante de viscosite´ du
fluide. Il existe deux parame`tres s ∈ R et p ∈ [0,+∞], qui de´pendent du parame`tre θ ci-dessus,
tels que l’on a l’estimation ‖(−∆)s ~f‖Lp ≈ ν2Gθ.
Preuve. Par le Lemme 2.2.3, pour s ∈ R et 1 ≤ p ≤ +∞ nous avons l’estimation
‖(−∆)s ~f‖Lp ≈ FL
3
p `−2s0 .
Maintenant, si nous posons 3p = θ et −2s = 3− θ alors nous obtenons la relation
‖(−∆)s ~f‖Lp ≈ FL
3
p `−2s0 = FL
θ`3−θ0 = ν
2FL
θ`3−θ0
ν2
= ν2Gθ,
ce qui termine la preuve de cette proposition. 
Ainsi, nous pouvons e´crire
‖(−∆)s ~f‖Lp
ν2
≈ Gθ, d’ou` nous observons que si nous controˆlons le
nombre de Grashof Gθ < η alors nous controˆlons la taille de la force ~f dans l’espace de Sobolev
W˙ 2s,p(R3).
Cette relation sera utilise´e dans la Section 2.3.1 ou` nous e´tudierons quelques proprie´te´s des
solutions des e´quations de Navier-Stokes amorties et stationnaires (2.2) dans le re´gime lami-
naire.
2.3 Quelques proprie´te´s des solutions stationnaires
Maintenant que nous avons tous les ingre´dients ne´cessaires nous allons rentrer dans le vif du
sujet. Soit (~U, P ) ∈ H1(R3)×H 12 (R3) une solution des e´quations de Navier-Stokes amorties et
stationnaires
− ν∆~U + (~U · ~∇)~U + ~∇P = ~f − α~U, div(~U) = 0, α > 0, (2.26)
obtenue par le biais du The´ore`me 2.1.1 et ou` ~f est la force donne´e dans la De´finition 2.2.4.
Nous allons e´tudier maintenant quelques proprie´te´s de ces solutions. Dans la Section 2.3.1 ci-
dessous nous e´tudions une premie`re proprie´te´ relative a` la stabilite´ de la solution ~U : si nous
conside´rons ~u0 ∈ L2(R3) une donne´e initiale et ~u(t, ·) une solution faible du proble`me de Cauchy
pour les e´quations de Navier-Stokes amorties (construite dans le The´ore`me 1.2.1 du chapitre
pre´ce´dent a` partir de la donne´e initiale ~u0 ∈ L2(R3)) alors nous voulons e´tudier la convergence
lim
t−→+∞ ‖~u(t, ·)−
~U‖L2 = 0, (2.27)
et cette convergence est e´galement appele´e la stabilite´ de la solution ~U car nous pouvons obser-
ver qu’a` partir de n’importe quelle donne´e initiale initiale ~u0 alors toute solution faible ~u(t, ·)
des e´quations de Navier-Stokes amorties associe´e a` cette donne´e initiale converge toujours vers
la solution stationnaire ~U lorsque le temps t tend vers l’infini.
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Comme mentionne´ au de´but de ce chapitre, l’inte´reˆt d’e´tudier la stabilite´ de la solution sta-
tionnaire ~U donne´e dans (2.27) est que cette proprie´te´ nous permet de donner une re´ponse
au proble`me du comportement en temps long des solutions ~u(t, ·) que l’on a introduit dans la
Section 2.1.1. Plus pre´cise´ment, dans le The´ore`me 2.3.2 ci-apre`s, nous montrons que si l’on a
un controˆle sur le nombre de Grashof Gθ (avec un parame`tre θ ∈ [0, 3] choisi convenablement)
alors on a la convergence (2.27) et nous pouvons ainsi observer que toute solution faible ~u(t, ·)
des e´quations de Navier-Stokes amorties se comporte comme une solution stationnaire de ces
e´quations ~U dans le re´gime asymptotique lorsque t −→ +∞.
Il est aussi important de remarquer que la proprie´te´ de stabilite´ (2.27) est seulement valable
lorsqu’on controˆle le nombre de Grashof Gθ (ce qui caracte´rise le re´gime laminaire du mouve-
ment du fluide) et qu’une e´tude pre´cise du comportement en temps long des solutions ~u(t, ·)
dans le cadre plus ge´ne´ral d’un fluide en re´gime turbulent (ou` l’on ne controˆle pas le nombre de
Grashof Gθ) est une question ouverte (voir la Section 2.1.1 pour tous les de´tails a` ce sujet).
Dans la Section 2.3.2 nous e´tudions une toute autre proprie´te´ des solutions stationnaires ~U
qui porte sur la localisation spatiale de ces solutions : rappelons que la force ~f donne´e dans le
De´finition 2.2.4 est une fonction qui appartient a` la classe de Schwartz et donc cette force est
bien localise´e en variable d’espace ; il s’agit alors d’e´tudier la localisation spatiale en variable
d’espace des solutions ~U associe´es a` cette force et dans ce cadre, dans le The´ore`me 2.3.3, nous
allons prouver que toute solution ~U des e´quations (2.26) a une de´croissance
|~U(x)| . 1|x|4 , (2.28)
lorsque |x| est suffisamment grand.
Soulignons maintenant que pour ve´rifier l’estimation (2.28) on n’a pas besoin de faire aucun
controˆle sur le nombre de Grashof Gθ et ainsi ce re´sultat est valable que dans le re´gime lami-
naire mais aussi dans le re´gime turbulent du fluide et donc il s’agit d’un re´sultat ge´ne´ral sur la
localisation spatiale des solutions des e´quations (2.26).
Expliquons maintenant l’inte´reˆt d’e´tudier cette localisation spatiale. Dans la Section 1.3.1 du
chapitre pre´ce´dent nous avons fait une discussion sur la difficulte´ de trouver une notion ade´quate
de longueur caracte´ristique L (qui repre´sente la plus grande e´chelle de longueur ou` l’on veut le
comportement turbulent du fluide) lorsqu’on conside`re un fluide dans tout l’espace R3. Dans ce
cadre, dans la Section 2.2.1 nous avons fixe´ cette longueur L comme un parame`tre du mode`le
(tout comme la constante de viscosite´ du fluide) et nous avons construit la force ~f de sorte que
cette fonction est essentiellement localise´e en variable d’espace sur le cube [−L,L]3 (voir le point
1) du Lemme 2.2.2 et le point 1) de la Remarque 2.1 pour tous les de´tails) : l’ide´e sous-jacente
e´tant que pour une longueur L > 0 fixe nous voulons e´tudier le comportement turbulent du
fluide dans le cube [−L,L]3 et la force ~f est bien localise´e sur ce cube.
Nous voulons maintenant savoir comment la solution stationnaire ~U associe´e a` la force ~f est
localise´e sur le cube ci-dessus et pour cela par la de´croissance en variable d’espace de cette
solution donne´e dans (2.28) nous pouvons en tirer l’estimation∫
([−L,L]3)c
|~U(x)|dx . 1
L3
,
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ou` ([−L,L]3)c de´note l’ensemble comple´mentaire du cube [−L,L]3, et cette estimation nous
donne une mesure plus pre´cise de la fac¸on comment la solution stationnaire ~U est localise´e sur
le cube [−L,L]3. En effet, nous pouvons observer que le volume de la solution ~U en dehors de
ce cube, qui est mesure´ par l’inte´grale a` gauche dans l’estimation ci-dessus, est de l’ordre de 1
L3
.
2.3.1 Stabilite´ dans le cadre laminaire
Le but de cette section est de montrer la convergence (2.27) et pour cela nous aurons besoin
de controˆler le nombre de Grashof Gθ. Ainsi, dans cette section nous supposons que nous avons
le controˆle Gθ < η, avec un certain parame`tre θ ∈ [0, 3] qui apparaˆıtra dans les estimations dont
on aura besoin ; et ou` η > 0 est une constante qui ne de´pend d’aucun parame`tre physique donne´
dans la De´finition 2.2.1 ni du parame`tre d’amortissement α > 0 des e´quations (2.26).
Expliquons maintenant pourquoi nous avons besoin de supposer ce controˆle sur le nombre de
nombre de Grashof Gθ. Dans le The´ore`me 2.1.1 nous avons montre´ un re´sultat ge´ne´ral d’exis-
tence des solutions ~U ∈ H1(R3) des e´quations stationnaires (2.26) ou` ces solutions ve´rifient
toujours l’estimation ‖~U‖H1 ≤
1
min(ν, α)
‖~f‖H−1 (voir l’estimation (2.13) page 55), ne´anmoins,
pour e´tudier la convergence (2.27) nous avons besoin d’un controˆle plus pre´cis sur la taille de la
solution ~U et pour cela, dans le point A) ci-dessous, nous allons tout d’abord montrer que si l’on
controˆle le nombre de Grashof Gθ alors nous pouvons construire une solution ~U ∈ H1(R3) des
e´quations (2.26) de sorte que la taille de cette solution peut eˆtre controˆle´e convenablement par
ce nombre Gθ et ceci sera fait dans le The´ore`me 2.3.1 ci-apre`s. Ensuite, dans le point B), nous
allons voir que ce controˆle sur la taille de la solution ~U nous permettra finalement de ve´rifier
la proprie´te´ de stabilite´ de cette solution donne´e dans (2.27) et ceci sera fait dans le The´ore`me
2.3.2 qui, comme l’on a de´ja`, mentionne´ est le re´sultat principal de cette section.
A) Controˆle sur la solution stationnaire
Si nous supposons un controˆle sur le nombre de Grashof Gθ nous allons voir que l’on peut
utiliser le principe de contraction de Picard pour construire une solution ~U ∈ H1(R3) des
e´quations (2.26) telle que la taille de cette solution est controˆle´e par ce nombre Gθ. Dans ce
cadre nous commenc¸ons donc par e´crire les e´quations (2.26) comme un proble`me de point fixe
e´quivalent (voir l’expression (2.14) page 56) :
~U = − 1−ν∆ + αId
[
P((~U · ~∇)~U)
]
+
1
−ν∆ + αId
[
~f
]
,
ou`, pour mener a` bien les estimations dont on aura besoin il convient de re´e´crire ce proble`me
comme suit :
~U =
−ν∆
−ν∆ + αId
[
1
ν
P
(
1
∆
(
(~U · ~∇)~U
))]
− −ν∆−ν∆ + αId
[
1
ν∆
(~f)
]
, (2.29)
ou` l’ope´rateur
−ν∆
−ν∆ + αId est de´fini au niveau de Fourier par le symbole m̂α,ν(ξ) =
ν|ξ|2
ν|ξ|2 + α
et comme |m̂α,ν(ξ)| ≤ 1 pour tout ξ ∈ R3, nous avons que −ν∆−ν∆ + αId est un ope´rateur line´aire
et borne´ dans tous les espaces de Sobolev H˙s (s ∈ R) : pour tout g ∈ H˙s(R3) on a la majoration∥∥∥∥ −ν∆−ν∆ + αId (g)
∥∥∥∥
H˙s
≤ ‖g‖H˙s . (2.30)
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Nous cherchons a` trouver un espace fonctionnel E ⊂ H1(R3) dans lequel on puisse ve´rifier la
continuite´ de la forme biline´aire∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
(~U · ~∇)~U
))]∥∥∥∥
E
≤ C
ν
‖~U‖E‖~U‖E , (2.31)
pour tout ~U ∈ E, avec C > 0 une constante inde´pendante de ν et α et en plus, dans lequel
on puisse relier la condition de petitesse sur le terme
−ν∆
−ν∆ + αId
(
1
ν∆
~f
)
par le controˆle sur le
nombre de Grashof Gθ :
4
C
ν
∥∥∥∥ −ν∆−ν∆ + αId
(
1
ν∆
~f
)∥∥∥∥
E
≤ Gθ, (2.32)
avec une valeur convenable du parame`tre θ ∈ [0, 3]. Donc, pour ve´rifier les points (2.31) et (2.32)
nous introduisons l’espace fonctionnel E de´fini par
E = {~g ∈ H1(R3) : div(~g) = 0} (2.33)
et muni de la norme
‖ · ‖E = 1
L
1
2
‖ · ‖L2 +
`0
L
1
2
‖ · ‖H˙1 + ‖ · ‖L3 , (2.34)
ou` L > 0 est la longueur caracte´ristique du fluide et `0 > 0 est l’e´chelle d’injection d’e´nergie.
Nous observons que l’on a l’inclusion E ⊂ H1(R3) et alors :
The´ore`me 2.3.1 Soient ν, L, `0 et F les parame`tres physiques donne´s dans la De´finition 2.2.1,
soit ~f la force donne´e dans la De´finition 2.2.4 et soit le nombre de Grashof G 3
2
=
FL
3
2 `
3
2
0
ν2
. Il
existe une constante η1 > 0, qui ne de´pend pas des parame`tres physiques ci-dessus, telle que si
G 3
2
< η1 alors il existe ~U ∈ E solution des e´quations de Navier-Stokes stationnaires et amorties
(2.26) qui est l’unique solution qui ve´rifie l’estimation
‖~U‖E ≤ 2C1νG 3
2
, (2.35)
ou` C1 > 0 est une constante inde´pendante des parame`tres physiques.
Si nous comparons ce re´sultat avec le The´ore`me 2.1.1 page 56 nous pouvons observer que si
nous supposons un controˆle sur le nombre de Grashof G 3
2
alors nous pouvons construire une
solution ~U des e´quations (2.26) qui ve´rifie en plus l’estimation (2.35) et cette estimation va nous
permettre d’e´tudier la stabilite´ cette solution dans le point B) ci-apre`s.
De´monstration. E´tant donne´ que div(~U) = 0 nous e´crivons le terme non line´aire (~U · ~∇)~U
comme div(~U ⊗ ~U) et nous e´tudions la quantite´
‖~U‖E ≤
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
E
+
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν∆
~f
]∥∥∥∥
E
.
Nous commenc¸ons par ve´rifier la continuite´ du terme biline´aire sur l’espace E et pour cela nous
avons besoin d’estimer chaque terme de la norme ‖ · ‖E donne´e par l’expression (2.34). Pour le
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premier terme qui compose la norme ‖ · ‖E par la continuite´ de l’ope´rateur −ν∆−ν∆ + αId (voir
l’ine´galite´ (2.30)) et par la continuite´ du projecteur de Leray, nous avons
1
L
1
2
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
L2
≤ c1 1
L
1
2
∥∥∥∥1ν 1∆div(~U ⊗ ~U)
∥∥∥∥
L2
≤ c1
ν
1
L
1
2
∥∥∥~U ⊗ ~U∥∥∥
H˙−1
,
d’ou`, par les ine´galite´s de Hardy-Littlewood-Sobolev et l’ine´galite´ de Ho¨lder nous obtenons
c1
ν
1
L
1
2
∥∥∥~U ⊗ ~U∥∥∥
H˙−1
≤ c1
ν
1
L
1
2
∥∥∥~U ⊗ ~U∥∥∥
L
6
5
≤ c1
ν
1
L
1
2
‖~U‖L2‖~U‖L3 .
Ensuite, pour le deuxie`me terme de la norme ‖ · ‖E , toujours par la continuite´ de l’ope´rateur
−ν∆
−ν∆ + αId et du projecteur de Leray, nous avons
`0
L
1
2
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
H˙1
≤ c2
ν
`0
L
1
2
∥∥∥∥ 1∆div(~U ⊗ ~U)
∥∥∥∥
H˙1
≤ c2
ν
`0
L
1
2
∥∥∥~U ⊗ ~U∥∥∥
L2
,
d’ou`, par l’ine´galite´ de Ho¨lder et les ine´galite´s de Hardy-Littlewood-Sobolev nous pouvons e´crire
c2
ν
`0
L
1
2
∥∥∥~U ⊗ ~U∥∥∥
L2
≤ c2
ν
`0
L
1
2
‖~U‖L6‖~U‖L3 ≤
c2
ν
`0
L
1
2
‖~U‖H˙1‖~U‖L3 .
Finalement, pour le troisie`me terme de la norme ‖ · ‖E par les ine´galite´s de Hardy-Littlewood-
Sobolev nous avons∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
L3
≤ c3
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
H˙
1
2
,
d’ou`,∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
H˙
1
2
≤ c3
ν
∥∥∥∥ 1∆div(~U ⊗ ~U)
∥∥∥∥
H˙
1
2
≤ c3
ν
∥∥∥~U ⊗ ~U∥∥∥
H˙−
1
2
.
Dans la dernie`re expression ci-dessus, nous appliquons encore les ine´galite´s de Hardy-Littlewood-
Sobolev et l’ine´galite´ de Ho¨lder pour obtenir
c3
ν
∥∥∥~U ⊗ ~U∥∥∥
H˙−
1
2
≤ c3
ν
∥∥∥~U ⊗ ~U∥∥∥
L
3
2
≤ c3
ν
∥∥∥~U∥∥∥
L3
∥∥∥~U∥∥∥
L3
.
De cette fac¸on, la proprie´te´ de continuite´ du terme biline´aire sur l’espace E e´nonce´e dans (2.31)
est bien ve´rifie´e par les estimations ci-dessus, ou` on pose la constante
C =
1
ν
max(c1, c2, c3), (2.36)
qui, comme nous pouvons observer, ne de´pend d’aucun parame`tre physique.
Ve´rifions maintenant le controˆle sur le terme
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν∆
~f
]∥∥∥∥
E
donne´ dans (2.32) et
pour cela nous avons besoin tout d’abord de ve´rifier l’estimation∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν∆
~f
]∥∥∥∥
E
≤ C1
ν
‖(−∆)− 34 ~f‖L2 . (2.37)
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Nous allons estimer chaque terme de la norme ‖ · ‖E donne´e par l’expression (2.34). Pour le
premier terme de la norme ‖ · ‖E , par la continuite´ de l’ope´rateur −ν∆−ν∆ + αId nous pouvons
e´crire
1
L
1
2
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν∆
~f
]∥∥∥∥
L2
≤ C1 1
L
1
2
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
L2
,
mais, par le point 1) du Lemme 2.2.2, page 66, nous savons que la fonction − 1
ν∆
~f est essen-
tiellement concentre´e sur le cube [−L,L]3 et alors nous introduisons la fonction de troncature
suivante : soit ϕ ∈ C∞0 (R3) telle que ϕ est e´gale a` 1 sur la boule |x| ≤ 4 et qui s’annule en dehors
de la boule |x| ≤ 8 et nous conside´rons sa dilatation a` l’e´chelle 1L , note´e ϕL, de sorte que nous
avons ϕL (x) = 1 pour |x| ≤ 4L et ϕL (x) = 0 pour |x| ≥ 8L. De cette fac¸on, nous pouvons e´crire∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L2
≤ C1
∥∥∥∥ϕL(− 1ν∆ ~f
)∥∥∥∥
L2
, (2.38)
avec C1 > 0 une constante qui ne de´pend d’aucun parame`tre. Donc, par l’ine´galite´ de Ho¨lder
nous avons ∥∥∥∥ϕL(− 1ν∆ ~f
)∥∥∥∥
L2
≤ ‖ϕL‖L6
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L3
= L
1
2 ‖ϕ‖L6
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L3
,
et alors nous obtenons
1
L
1
2
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν∆
~f
]∥∥∥∥
L2
≤ C1
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L3
.
D’autre part, par les ine´galite´s de Hardy-Littlewood-Sobolev nous avons
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L3
≤ c
ν
‖(−∆)− 34 ~f‖L2 ,
d’ou`, par les estimations ci-dessus nous e´crivons
1
L
1
2
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L2
≤ C1
ν
‖(−∆)− 34 ~f‖L2 . (2.39)
Pour le deuxie`me terme de la norme ‖ · ‖E , toujours par la continuite´ de l’ope´rateur −ν∆−ν∆ + αId
nous avons
`0
L
1
2
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν∆
~f
]∥∥∥∥
H˙1
≤ C1 `0
L
1
2
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
H˙1
,
et en utilisant l’identite´ de Plancherel nous e´crivons
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
H˙1
=
∥∥∥∥∥|ξ|
(
̂− 1
ν∆
~f
)∥∥∥∥∥
L2
, mais par
le point 2) du Lemme 2.2.2 nous savons que supp
(
−̂ 1ν∆ ~f
)
⊂
{
ξ ∈ R3 : ρ1`0 ≤ |ξ| ≤
ρ2
`0
}
, et alors
nous pouvons e´crire∥∥∥∥− 1ν∆ ~f
∥∥∥∥
H˙1
=
∥∥∥∥∥|ξ|
(
̂− 1
ν∆
~f
)∥∥∥∥∥
L2
≤ ρ2
`0
∥∥∥∥∥
(
̂− 1
ν∆
~f
)∥∥∥∥∥
L2
=
ρ2
`0
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L2
,
ce qui e´quivaut a` l’ine´galite´
`0
ρ2
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
H˙1
≤
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
L2
,
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et en suivant les meˆmes estimations re´alise´es dans (2.38) et (2.39), nous obtenons
`0
L
1
2
∥∥∥∥− 1ν∆ ~f
∥∥∥∥
H˙1
≤ C1
ν
‖(−∆)− 34 ~f‖L2 .
E´tudions maintenant le troisie`me terme de la norme ‖·‖E . Par les ine´galite´s de Hardy-Littlewood-
Sobolev et par la continuite´ de l’ope´rateur
−ν∆
−ν∆ + αId nous e´crivons∥∥∥∥ −ν∆−ν∆ + αId
[
− 1
ν∆
~f
]∥∥∥∥
L3
≤ C1
∥∥∥∥ −ν∆−ν∆ + αId
[
− 1
ν∆
~f
]∥∥∥∥
H˙
1
2
≤ C1
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
H˙
1
2
≤ C1
ν
‖(−∆) 34 ~f‖L2 .
De cette fac¸on, par l’ine´galite´ ci-dessus nous obtenons l’estimation (2.37).
Une fois que nous disposons de cette estimation nous allons maintenant controˆler la quantite´
C1‖(−∆)− 34 ~f‖L2 . En effet, par la Proposition 2.2.2 (en prenant s = −34 et p = 2) nous avons
‖(−∆) 34 ~f‖L2 ≈ FLp`−2s0 = FL
3
2 `
3
2
0 ,
et alors, dans l’ine´galite´ pre´ce´dente nous obtenons
∥∥∥∥ −ν∆−ν∆ + αId
[
− 1
ν∆
~f
]∥∥∥∥
E
≤ c
ν
FL
3
2 `
3
2
0 = C1 ν
FL 32 ` 320
ν2
 .
Nous observons que le nombre de Grashof G 3
2
=
FL
3
2 `
3
2
0
ν2
apparaˆıt naturellement dans cette
estimation et alors nous pouvons e´crire∥∥∥∥ −ν∆−ν∆ + αId
[
− 1
ν∆
~f
]∥∥∥∥
E
≤ C1 νG 3
2
,
ou` la constante C1 ne de´pend d’aucun parame`tre.
Une fois que nous avons les estimations
∥∥∥∥ −ν∆−ν∆ + αId
[
1
ν
P
(
1
∆
(
(~U · ~∇)~U
))]∥∥∥∥
E
≤ C
ν
‖~U‖E‖~U‖E ,
(ou` la constante C > 0 est donne´e dans (2.36)) et
∥∥∥∥ −ν∆−ν∆ + αId
[
− 1
ν∆
~f
]∥∥∥∥
E
≤ C1νG 3
2
, afin d’ob-
tenir une solution ~U ∈ E des e´quations (2.29), nous devons ve´rifier la condition 4 (Cν )C1νG 32 < 1,
qui e´quivaut a` l’ine´galite´
G 3
2
<
1
4CC1
= η1. (2.40)
Nous observons que la de´pendance du parame`tre ν a disparu dans cette ine´galite´ et que la
constante η1 ci-dessus ne de´pend d’aucun parame`tre physique ni du parame`tre d’amortissement
α > 0. De cette fac¸on, on obtient une fonction ~U ∈ E qui est solution de (2.29) et qui est l’unique
solution dans la boule ‖~U‖E ≤ 2C1νG 3
2
. 
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B) Stabilite´ de la solution stationnaire
Une fois que nous avons construit une solution ~U ∈ E ⊂ H1(R3) qui ve´rifie l’estimation
(2.35) nous pouvons e´tudier maintenant la stabilite´ de cette solution.
The´ore`me 2.3.2 Soient ν, L, `0 et F les parame`tres physiques donne´s dans la De´finition 2.2.1,
soit ~f la force donne´e dans la De´finition 2.2.4 et soit le nombre de Grashof G 3
2
=
FL
3
2 `
3
2
0
ν2
. Soit
le sous-espace E ⊂ H1(R3) donne´ dans (3.54) et soit ~U ∈ E l’unique solution des e´quations de
Navier-Stokes amorties et stationnaires,
−ν∆~U + (~U · ~∇)~U + ~∇P = ~f − α~U, div(~U) = 0, α > 0,
obtenue par le biais du The´ore`me 2.3.1.
D’autre part, soit ~u0 ∈ L2(R3) une donne´e initiale a` divergence nulle et soit ~u ∈ L∞t L2x ∩
(L2t )locH˙
1
x une solution faible du proble`me de Cauchy
∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+ ~f − α~u, div(~u) = 0, ~u(0, ·) = ~u0,
construite dans le The´ore`me 1.2.1.
Si G 3
2
< 12C1 , ou` C1 > 0 est la constante donne´e dans (2.37) et qui ne de´pend d’aucun pa-
rame`tre physique alors on a
lim
t−→+∞ ‖~u(t, ·)−
~U‖L2 = 0. (2.41)
Nous observons ainsi que si l’on a le controˆle sur le nombre de Grashof : G 3
2
< 12C1 , alors a`
partir de n’importe quelle donne´e initiale ~u0 ∈ L2(R3) on a que l’e´volution au cours du temps
du champ de vitesse ~u(t, ·) associe´ a` cette donne´e initiale converge toujours vers la solution
stationnaire ~U lorsque le temps tend vers l’infini ; et l’on obtient ainsi une description pre´cise
du comportement en temps long des solutions ~u(t, ·) dans le cadre d’un fluide en re´gime laminaire.
De´monstration. Soit ~u ∈ L∞t L2x ∩ (L2t )locH˙1x une solution de faible des equations de Navier-
Stokes amorties construite a` partir d’une donne´e initiale ~u0 ∈ L2(R3) et ~U ∈ E la solution
stationnaires de ces e´quations. On pose
~v(t, x) = ~u(t, x)− ~U(x),
ou` ~v ∈ L∞t L2x ∩ (L2t )locH˙1x, et l’on cherche a` montrer que lim
t−→+∞ ‖~v(t, ·)‖L2 = 0. Pour cela nous
avons besoin de ve´rifier que la fonction ~v satisfait l’ine´galite´ d’e´nergie suivante :
Lemme 2.3.1 Pour tout t > 0 on a :
‖~v(t, ·)‖2L2 ≤ ‖~u0 − ~U‖2L2 − 2ν
∫ t
0
‖~v(s, ·)‖2
H˙1
ds− 2
∫ t
0
〈(~v · ~∇)~U,~v〉H˙−1×H˙1ds
−2α
∫ t
0
‖~v(s, ·)‖2L2ds. (2.42)
La preuve de ce lemme technique repose essentiellement sur l’ine´galite´ d’e´nergie ve´rifie´e par la
solution ~u et qui a e´te´ e´tudie´e dans la Proposition 1.2.1 page 31 ; et cette preuve sera faite a` la
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fin du chapitre page 91. Ainsi, nous supposons pour l’instant que l’ine´galite´ d’e´nergie ci-dessus
est vraie et dans le troisie`me terme a` droite de cette ine´galite´, en utilisant le fait div(~v) = 0 et
div(~U) = 0, nous pouvons e´crire
−2
∫ t
0
〈(~v · ~∇)~U,~v〉H˙−1×H˙1ds = −2
∫ t
0
〈(div(~v ⊗ ~U), ~v〉H˙−1×H˙1ds,
et comme ~U ∈ L3(R3), par l’ine´galite´ de Cauchy-Schwarz, l’ine´galite´ de Ho¨lder et les ine´galite´s
de Hardy-Littlewood-Sobolev nous e´crivons
−2
∫ t
0
〈(div(~v ⊗ ~U), ~v〉H˙−1×H˙1ds ≤ 2
∫ t
0
‖div(~v ⊗ ~U)‖H˙−1‖~v(s, ·)‖H˙1ds
≤ 2
∫ t
0
‖~v ⊗ ~U‖L2‖~v(s, ·)‖H˙1ds ≤ 2
∫ t
0
‖~v(s, ·)‖L6‖~U‖L3‖~v(s, ·)‖H˙1ds
≤ 2‖~U‖L3
∫ t
0
‖~v(s, ·)‖2
H˙1
ds.
Alors, en remplac¸ant cette dernie`re estimation dans (2.42) nous obtenons
‖~v(t, ·)‖2L2 ≤ ‖~u0 − ~U‖2L2 − 2(ν − ‖~U‖L3)
∫ t
0
‖~v(s, ·)‖2
H˙1
ds− 2α
∫ t
0
‖~v(s, ·)‖2L2ds. (2.43)
Mais, par la de´finition de la norme ‖ · ‖E donne´e par l’expression (2.34) nous savons que
‖~U‖L3 ≤ ‖~U‖E et de plus, par le The´ore`me 2.3.1 nous avons l’estimation ‖~U‖E ≤ 2C1νG 3
2
et
donc nous obtenons ‖~U‖L3 ≤ 2C1νG 3
2
.
De cette fac¸on, si nous supposons le controˆle sur le nombre de Grashof : G 3
2
<
1
2C1
, alors dans
l’estimation pre´ce´dente de la quantite´ ‖~U‖L3 nous obtenons ‖~U‖L3 < ν ; et alors nous avons que
la quantite´ −2(ν − ‖~U‖L3)
∫ t
0
‖~v(s, ·)‖2
H˙1
ds est une quantite´ ne´gative de sorte que, en revenant
a` l’estimation (2.43), nous pouvons e´crire
‖~v(t, ·)‖2L2 ≤ ‖~u0 − ~U‖2L2 − 2α
∫ t
0
‖~v(s, ·)‖2L2ds.
Finalement, nous appliquons le lemme de Gro¨nwall pour obtenir l’estimation
‖~v(t, ·)‖2L2 ≤ ‖~u0 − ~U‖2L2e−2αt,
d’ou` nous pouvons en tirer que lim
t−→+∞ ‖~v(t, ·)‖L2 = 0. 
Nous pouvons observer que l’essentiel de cette preuve du The´ore`me 2.3.2 repose sur le controˆle
de la taille de la solution stationnaire ~U : ‖~U‖E ≤ 2C1νG 3
2
; et ce controˆle repose finalement sur
un controˆle sur le nombre de Grashof G 3
2
.
Dans ce cadre, nous observons que l’e´tude de la stabilite´ de la solution stationnaire ~U que
nous venons de faire dans le The´ore`me 2.3.2 est seulement valable dans le cadre d’un re´gime
laminaire et une e´tude analogue de cette proprie´te´ de stabilite´ dans un cadre ge´ne´ral ou` l’on ne
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controˆle pas le nombre de Grashof G 3
2
semble actuellement hors de porte´e.
Dans la section qui suit nous e´tudions une toute autre proprie´te´ des solutions stationnaires
~U et nous allons voir que, contrairement a` la proprie´te´ de stabilite´, la localisation spatiale de la
solution ~U , valable dans le cadre ge´ne´ral ou` l’on ne fait aucun controˆle sur le nombre de Grashof
G 3
2
.
2.3.2 Localisation en variable d’espace dans le cadre turbulent
Dans cette section nous conside´rons ~U ∈ H1(R3) une solution des e´quations de Navier-Stokes
amorties et stationnaires (2.26) ou` ~f est toujours la force donne´e dans la De´finition 2.2.4 ; et nous
allons e´tudier ici la localisation spatiale de la solution ~U obtenue dans le The´ore`me 2.1.1. Plus
pre´cise´ment, la force ~f e´tant une fonction bien localise´e en variable d’espace (car ~f appartient
a` la classe de Schwartz) il s’agit d’e´tudier une estimation du type
|~U(x)| . 1|x|β , (2.44)
pour un certain parame`tre β > 0 et pour |x| suffisamment grand.
Lorsqu’on veut e´tudier cette de´croissance en variable d’espace, il est naturel de se poser la
question de quel est le plus grand parame`tre β > 0 que l’on peut espe´rer dans (2.44) et dans ce
cadre, pour motiver le re´sultat obtenu dans le The´ore`me 2.3.3 ci-dessous nous allons maintenant
expliquer pourquoi on s’attend a` ce que la solution ~U n’ait pas une meilleure de´croissance a`
l’infini que
1
|x|4 , meˆme si la force
~f appartient a` la classe de Schwartz ; et pour expliquer ce
fait nous avons besoin de rappeler (rapidement) quelques re´sultats classiques sur l’e´tude de la
de´croissance (2.44) qui ont e´te´ obtenus dans le cadre des e´quations de Navier-Stokes station-
naires sans terme d’amortissement (lorsque α = 0).
Conside´rons donc pour l’instant le parame`tre d’amortissement α = 0 et les e´quations de Navier-
Stokes stationnaires classiques
− ν∆~U + (~U · ~∇)~U + ~∇P = ~f, div(~U) = 0. (2.45)
Si l’on suppose en plus que la force ~f ve´rifie la condition de petitesse suivante : pour a ∈ N3 un
multi-indice et η > 0 une constante (suffisamment petite),
sup
|a|≤2
sup
x∈R3
(1 + |x|)4|∂a ~f(x)| ≤ ην2, (2.46)
alors par le The´ore`me 4.10 du livre [46] nous avons qu’il existe (~U, P ) ∈ C2(R3) une solution
(classique) des e´quations (2.45) qui ve´rifie
sup
|a|≤2
sup
x∈R3
(1 + |x|)|∂a~U(x)| < +∞, (2.47)
et alors nous avons le re´sultat classique suivant :
Proposition 2.3.1 Soit ~U ∈ C2(R3) la solution classique des e´quations de Navier-Stokes (2.45)
ou` la force ~f ve´rifie la condition de petitesse (2.46). Alors cette solution ne peut pas avoir une
meilleure de´croissance que
1
|x|4 .
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Preuve. Supposons pour l’instant que la solution ~U a une de´croissance a` l’infini |~U(x)| . 1|x|β ,
avec β > 4, et on va obtenir une contradiction. Si nous conside´rons la solution stationnaire
~U ∈ C2(R3) ci-dessus comme e´tant la donne´e initiale du proble`me de Cauchy
∂t~u+ (~u · ~∇)~u− ν∆~u+ ~∇p = ~f, div(~u) = 0, ~u(0, ·) = ~U, (2.48)
et comme ~U ve´rifie la proprie´te´ (2.47) alors par le The´ore`me 4.7 du livre [46] nous avons qu’il
existe un temps T0 > 0 (qui de´pend de ~U et ~f) et une fonction ~u ∈ C([0, T0[, C2(R3)) qui est
l’unique solution du proble`me de Cauchy (2.48). De plus, comme l’on a suppose´ que |~U(x)| . 1|x|β ,
avec β > 4 nous avons lim
|x|−→+∞
|x|4|~U(x)| = 0 et alors nous pouvons appliquer le The´ore`me 4.12
du livre [46] pour obtenir que la solution ~u ne peut de´croˆıtre a` l’infini plus rapidement que 1|x|4 .
Mais, observons que la solution stationnaire ~U est aussi une solution du proble`me de Cauchy
(2.48) et alors, par l’unicite´ de la solution ~u nous avons ~u = ~U et donc la solution stationnaire
~U ne de´croˆıt pas a` l’infini plus rapidement que
1
|x|4 . 
Nous observons ainsi que si l’on suppose une condition de petitesse sur la force ~f et qui est
donne´e dans (2.46), alors les solutions classiques des e´quations (2.45) ne peuvent pas avoir
une meilleure de´croissance a` l’infini que 1|x|4 . Ce fait est un re´sultat classique (voir toujours le
Chapitre 4 du livre [46] pour plus de de´tails) et dans le re´sultat suivant nous e´tudions cette
de´croissance pre´cise a` l’infini dans le cadre des e´quations stationnaires et amorties (2.26).
Ainsi, nous allons montrer que le terme d’amortissement −α~U introduit dans ces e´quations
entraˆıne une de´croissance a` l’infini du type
1
|x|4 pour toute solution faible des e´quations (2.26)
et sans aucune condition de petitesse sur la force ~f et donc sans aucun controˆle sur le nombre de
Grashof G 3
2
et alors le re´sultat que nous allons montrer ci-dessous est valable que ce soit dans
le re´gime laminaire et aussi dans le re´gime turbulent du fluide.
The´ore`me 2.3.3 Soit ~f la force donne´e dans la De´finition 2.2.4. Alors toute solution ~U ∈
H1(R3) des e´quations de Navier-Stokes amorties et stationnaires (2.26) ve´rifie la de´croissance
suivante : ∣∣∣~U(x)∣∣∣ ≤ c
1 + |x|4 , (2.49)
avec une constante c = c(~U, ~f, ν, α) > 0 qui de´pend de la solution ~U , de la force ~f , de la constante
de viscosite´ ν > 0 et du parame`tre d’amortissement α > 0.
De´monstration. La preuve de ce re´sultat repose essentiellement sur une e´tude pre´liminaire de
la localisation spatiale de la solution ~U qui est faite dans la proposition suivante :
Proposition 2.3.2 Dans le cadre du The´ore`me 2.3.3, la solution ~U ∈ H1(R3) des e´quations
(2.26) ve´rifie la de´croissance en variable d’espace : pour tout x ∈ R3,
|~U(x)| ≤ c 1
1 + |x| , (2.50)
ou` c = c(~U, ν, α) > 0 est une constante qui de´pend de la solution ~U , de la constante de viscosite´
ν > 0 et du parame`tre d’amortissement α > 0.
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Pour prouver cette proposition nous avons besoin de passer par le cadre de la the´orie de la
re´gularite´ partielle de´veloppe´e principalement dans l’article [8] de Caffarelli-Kohn et Niremberg
(voir aussi les Chapitres 13 et 14 du livre [46] pour plus de de´tails sur cette the´orie) et ceci
sera fait en de´tail dans l’appendice a` la fin du chapitre. Plus pre´cise´ment, dans le The´ore`me
2.4.2 page 86 nous allons remarquer que cette the´orie de la re´gularite´ s’adapte facilement au
cadre des e´quations de Navier-Stokes amorties et a` partir de ce re´sultat nous pourrons ve´rifier
la de´croissance de la solution ~U donne´e dans (2.50). Ainsi, nous allons maintenant supposer la
Proposition 2.3.2 et nous allons voir comment a` partir de ce re´sultat nous pouvons de´montrer
le The´ore`me 2.3.3.
Soit donc ~U ∈ H1(R3) une solution des e´quations (2.26). Pour e´tudier la de´croissance spa-
tiale (2.49) on commence par e´crire cette solution comme la solution du proble`me de point fixe
e´quivalent (voir l’expression (2.14) page 56) :
~U = − 1−ν∆ + αId
[
P((~U · ~∇)~U)
]
+
1
−ν∆ + αId
[
~f
]
, (2.51)
et nous allons e´tudier la de´croissance spatiale des deux termes ci-dessus. Plus pre´cise´ment, nous
allons montrer qu’il existe deux constantes c1 = c1(~U, ν, α) > 0 et c2 = c2(~f, ν, α) > 0 telles que
l’on a ∣∣∣∣− 1−ν∆ + αId
[
P((~U · ~∇)~U)
]
(x)
∣∣∣∣ ≤ c1|x|4 (2.52)
et ∣∣∣∣ 1−ν∆ + αId
[
~f
]
(x)
∣∣∣∣ ≤ c2|x|4 (2.53)
pour tout |x| > 8.
Nous allons tout d’abord e´tudier l’estimation (2.53) car les estimations que nous allons faire
avec ce terme nous seront aussi utiles pour e´tudier apre`s l’estimation (2.52).
L’estimation (2.53) sera une conse´quence du lemme suivant :
Lemme 2.3.2 Soit g ∈ L1(R3) qui ve´rifie une de´croissance |g(x)| ≤ c|x|n , pour n ∈ N et pour
tout |x| > 8. Alors il existe une constante c2 = c2(g, ν, α) > 0 telle que l’on a : pour tout |x| > 8,∣∣∣∣ 1−ν∆ + αId [g] (x)
∣∣∣∣ ≤ c2|x|n . (2.54)
La preuve de ce lemme sera faite a` la fin du chapitre page 94 et elle repose essentiellement sur
le fait que l’on peut e´crire
1
−ν∆ + αId [g] (x) = Gν,α ∗ g(x),
ou` Gν,α(x) > 0 est le noyau du potentiel de Bessel
1
−ν∆ + αId [·] ; et ce noyau ve´rifie de bonnes
proprie´te´s de de´croissance.
Une fois que nous avons e´nonce´ le Lemme 2.3.2 nous pouvons maintenant en tirer l’estima-
tion (2.53) directement de ce lemme. En effet, rappelons que la force ~f = (f1, f2, f3) donne´e
dans la De´finition 2.2.4 est un champ de vecteurs dans la classe de Schwartz et alors par le
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Lemme 2.3.2 nous avons que la fonction
1
−ν∆ + αId [fi] appartient aussi a` la classe de Schwartz
(avec 1 ≤ i ≤ 3 ) et donc en prenant n = 4 dans l’estimation (2.54) nous avons l’estimation
(2.53).
Une fois que nous disposons de l’estimation (2.53) nous pouvons maintenant ve´rifier l’estimation
(2.52) et pour mener a` bien les estimations dont on a besoin on commence par e´crire le terme
1
−ν∆ + αId
[
P((~U · ~∇)~U)
]
,
de la fac¸on e´quivalente suivante : tout d’abord, e´tant donne´e que ~U ∈ H1(R3) et que div(~U) = 0
alors on peut e´crire le terme biline´aire (~U · ~∇)~U comme div(~U ⊗ ~U) et ensuite nous e´crivons
− 1−ν∆ + αId
[
P(div(~U ⊗ ~U))
]
=
ν∆
−ν∆ + αId
[
P
1
−ν∆(div(
~U ⊗ ~U))
]
,
et nous allons maintenant e´tudier le terme a` droite de l’identite´ ci-dessus. Plus pre´cise´ment,
nous allons montrer que ce terme peut s’e´crire comme le produit de convolution avec un noyau
et pour de´finir ce noyau (ce qui sera fait dans l’expression (2.59) ci-apre`s) nous devons tout
d’abord e´tudier le terme P
1
−ν∆(div(
~U ⊗ ~U)).
Nous allons maintenant observer que le terme ci-dessus s’e´crit comme le produit de convolution
m ∗ (~U ⊗ ~U), ou` m = (mi,j,k)1≤i,j,k≤3 est un tenseur avec mi,j,k ∈ C∞(R3 \ {0}) une fonction
homoge`ne de degre´ −2. En effet, e´tant donne´ que le projecteur de Leray P est de´fini en variable
d’espace comme
P(~ϕ) = ~ϕ+ (~R⊗ ~R)~ϕ,
ou` ~R = (Ri)1≤i≤3 avec Ri = ∂i√−∆ la i-e`me transforme´e de Riesz ; et de plus, e´tant donne´ que
1
−ν∆div(
~U ⊗ ~U) =
(
3∑
k=1
∂k
−ν∆(UiUk)
)
1≤i≤3
,
nous e´crivons alors
P
1
−ν∆(div(
~U ⊗ ~U)) =
 3∑
k=1
∂k
−ν∆(UiUk) +
3∑
j=1
3∑
k=1
RiRj
∂k
−ν∆(UjUk)

1≤i≤3
=
 3∑
j=1
3∑
k=1
[δi,j +RiRj ]
∂k
−ν∆(UjUk)

1≤i≤3
, (2.55)
et en prenant la transforme´e de Fourier dans chaque terme de la somme ci-dessus nous obtenons
F
[
[δi,j +RiRj ]
∂k
−ν∆(UjUk)
]
(ξ) =
[
δi,j +
ξiξj
|ξ|2
]
iξk
ν|ξ|2 (F [Uj ] ∗ F [Uk])(ξ).
Nous de´finissons alors la fonction mi,j,k au niveau de Fourier par
F [mi,j,k] (ξ) =
[
δi,j +
ξiξj
|ξ|2
]
iξk
ν|ξ|2 , (2.56)
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ou` nous pouvons observer que F [mi,j,k] (ξ) est une fonction homoge`ne de degre´ −1 et de classe
C∞ en dehors de l’origine et alors mi,j,k ∈ C∞(R3 \ {0}) est une fonction homoge`ne de degre´ −2.
De cette fac¸on, en revenant a` l’identite´ (2.55) nous e´crivons
P
1
−ν∆(div(
~U ⊗ ~U)) =
 3∑
j=1
3∑
k=1
mi,j,k ∗ (UjUk)

1≤i≤3
,
ou`, pour simplifier l’e´criture on pose le tenseur
m = (mi,j,k)1≤i,j,k≤3, (2.57)
et par un abus de notation nous allons e´crire dore´navant
P
1
−ν∆(div(
~U ⊗ ~U)) = m ∗ (~U ⊗ ~U). (2.58)
Une fois que l’on a de´finit le tenseur m ci-dessus nous de´finissons maintenant le noyau Kν,α
comme le tenseur
Kν,α =
ν∆
−ν∆ + αId [m] , (2.59)
c’est a` dire, [Kν,α]i,j,k =
ν∆
−ν∆+αId [mi,j,k] pour 1 ≤ i, j, k ≤ 3 ; et alors par les identite´s (2.58) et
(2.59) nous pouvons alors e´crire
ν∆
−ν∆ + αId
[
P
1
−ν∆(div(
~U ⊗ ~U))
]
=
ν∆
−ν∆ + αId
[
m ∗ (~U ⊗ ~U)
]
= Kν,α ∗ (~U ⊗ ~U). (2.60)
Une fois que nous disposons de cette identite´ nous observons que l’estimation (2.52) et alors
e´quivalente a l’estimation
|Kν,α ∗ (~U ⊗ ~U)(x)| ≤ c2|x|4 , (2.61)
pour tout |x| > 8 et ou` c2 = c2(~U, ν, α) > 0 est une constante. Ve´rifions donc l’estimation
(2.61). La premie`re chose a` faire c’est e´tudier la de´croissance en variable d’espace du noyau Kν,α
ci-dessus et nous avons le lemme technique suivant :
Lemme 2.3.3 Soit le noyau Kν,α de´fini par l’expression (2.59). Ce noyau ve´rifie une de´croissance
suivante :
Kν,α(x) ≤ cν,α

1
|x| , si |x| ≤ 4,
1
|x|4 , si |x| > 4,
(2.62)
ou` cν,α > 0 est une constante qui de´pend seulement de ν > 0 et α > 0.
Expliquons rapidement les grandes lignes de la preuve de ce lemme qui, pour la commodite´ du
lecteur, sera faite en de´tail a` la fin du chapitre. Cette preuve suit essentiellement les ide´es de
la preuve du Lemme 2.3.2 mais nous devons contourner quelques contraintes techniques. En
effet, observons par la de´finition du noyau Kν,α donne´e dans l’expression (2.59) nous savons que
Kν,α =
ν∆
−ν∆ + αId [m] (ou` le tenseur m est de´fini par les expressions (2.56) et (2.57)) et alors
nous pouvons e´crire Kν,α =
1
−ν∆ + αId [ν∆m], ne´anmoins, on ne peut pas appliquer directe-
ment ici le Lemme 2.3.2 : pour appliquer ce lemme il faut que la fonction ν∆m appartienne a`
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l’espace L1(R3) mais ceci n’est pas possible car nous allons montrer que cette fonction a une
de´croissance |ν∆m(x)| . 1|x|4 et alors elle n’est pas inte´grable a` l’origine. Dans la page 95 nous
allons voir comment contourner ce proble`me et nous donnons une preuve du Lemme 2.3.3.
Une fois que nous disposons de l’information ne´cessaire sur la de´croissance du noyau Kν,α,
nous revenons maintenant au terme Kν,α ∗ (~U ⊗ ~U) pour ve´rifier l’estimation (2.61). L’ide´e pour
ve´rifier cette estimation est la suivante : nous allons tout d’abord montrer que la solution ~U
ve´rifie la de´croissance ci-dessous :
Lemme 2.3.4 Pour tout |x| > 4 on a |~U(x)| ≤ c2|x|2 .
La preuve de ce lemme repose essentiellement sur le fait que par les identite´s (2.51) et (2.60)
nous pouvons alors e´crire la solution ~U des e´quations (2.26) comme
~U = Kν,α ∗ (~U ⊗ ~U) + 1−ν∆ + αId
[
~f
]
.
Ensuite, par la Proposition 2.3.2 nous savons que la solution stationnaire ~U ve´rifie une de´croissance
|~U(x)| ≤ c 1
1 + |x| ,
et par cette de´croissance, l’estimation du noyau Kν,α donne´e dans le Lemme 2.3.3 et l’estimation
(2.53), nous pouvons montrer que la solution ~U ve´rifie la de´croissance donne´e dans le Lemme
2.3.4. Tous les calculs seront faits en de´tail a` la fin du chapitre page 97 ; et maintenant nous
allons nous servir de ce lemme pour ve´rifier l’estimation cherche´e (2.61).
En effet, pour |x| > 8 fixe on commence par e´crire
|Kν,α ∗ (~U ⊗ ~U)(x)| ≤
∫
R3
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy =
∫
|y|≤ |x|
2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy
+
∫
|y|>2 |x|
2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy = I1 + I2, (2.63)
et l’on cherche a` estimer les termes I1 et I2 ci-dessus.
Pour le terme I1, comme nous conside´rons ici |y| ≤ |x|2 alors nous avons les ine´galite´s sui-
vantes : |x − y| ≥ |x| − |y| ≥ |x|2 , d’ou`, e´tant donne´ que |x| > 8 nous e´crivons |x|2 > 4 pour
obtenir |x − y| > 4 et ainsi, par l’estimation (2.62) obtenue dans le Lemme 2.3.3 nous avons
|Kν,α(x− y)| ≤ cν,α|x− y|4 ≤
cν,α
|x|4 , et nous pouvons e´crire
I1 =
∫
|y|≤ |x|
2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy ≤ cν,α|x|4
∫
|y|≤ |x|
2
|(~U ⊗ ~U)(y)|dy ≤ cν,α|x|4 ‖
~U‖2L2 . (2.64)
Pour le terme I2, on commence par e´crire
I2 =
∫
|y|> |x|
2
, |x−y|≤2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy +
∫
|y|> |x|
2
, |x−y|>2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy
= (I2)a + (I2)b, (2.65)
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et l’on doit estimer chaque terme de l’identite´ ci-dessus. Pour estimer le terme (I2)a nous al-
lons utiliser la de´croissance de la solution ~U donne´e dans le Lemme 2.3.4. En effet, comme
nous conside´rons ici |y| > |x|2 (ou` comme |x| > 8 alors on a |y| > 4) par ce lemme nous
pouvons alors e´crire |(~U ⊗ ~U)(y)| ≤ c|y|4 ≤
c
|x|4 . D’autre part, comme nous conside´rons aussi
|x − y| ≤ 2, toujours par l’estimation (2.62) (obtenue dans le Lemme 2.3.3) nous savons que
|Kν,α(x− y)| ≤ cν,α|x− y| ; et nous obtenons de cette fac¸on
(I2)a =
∫
|y|> |x|
2
, |x−y|≤2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy ≤ cν,α|x|4
∫
|x−y|≤2
dy
|x− y| .
cν,α
|x|4 . (2.66)
Pour estimer le terme (I2)b, rappelons que nous conside´rons ici |x− y| > 2 et ainsi, toujours par
l’estimation (2.62), nous savons que Kν,α(x− y) ≤ cν,α|x− y|4 et alors, en suivant les meˆmes lignes
que l’estimation (2.64) nous obtenons
(I2)b ≤ cν,α|x|4 ‖
~U‖2L2 . (2.67)
Une fois que nous disposons des estimations (2.66) et (2.67) nous posons maintenant la constante
c2 = max(cν,α, cν,α‖~U‖2L2) > 0 et en revenant a` l’identite´ (2.65) nous pouvons e´crire I2 ≤
c2
|x|4 .
Ainsi, par cette estimation et par l’estimation (2.64) nous revenons maintenant a` l’identite´ (2.64)
ou` nous obtenons l’estimation cherche´e (2.61). 
2.4 Appendice
Dans la Section 2.4.1 ci-dessous nous revisitons la the´orie de la re´gularite´ partielle de Caffa-
relli, Kohn et Nirenberg dans le cadre des e´quations de Navier-Stokes stationnaires et amorties ;
et nous donnons une preuve de la Proposition 2.3.2. Ensuite, dans la Section 2.4.2 nous prouvons
les lemmes techniques.
2.4.1 La the´orie de la re´gularite´ de Caffarelli, Kohn et Nirenberg
Le but de cette section est de donner une preuve de la Proposition 2.3.2 (page 79) et comme
annonce´ nous avons besoin de passer par le cadre de la the´orie de la re´gularite´ partielle de
Caffarelli, Kohn et Niremberg [8] (CKN). Pour exposer les ide´es de la preuve de cette proposition
d’une fac¸on plus claire nous avons divise´ cet appendice comme suit : dans le point A) ci-dessous
on commence par expliquer les grandes lignes de la preuve de la Proposition 2.3.2 et nous
expliquons comment nous allons utiliser ici la the´orie CKN. Ensuite, dans le point B) nous
faisons un rappel sur un re´sultat classique de la the´orie CKN dont on a besoin et apre`s nous
adaptons ce re´sultat au cadre des e´quations de Navier-Stokes stationnaires et amorties ; et ceci
sera fait dans le The´ore`me 2.4.2. Finalement, dans le point C), a` l’aide du The´ore`me 2.4.2 nous
donnons une preuve de la Proposition 2.3.2.
A) Les ide´es de la preuve de la Proposition 2.3.2
Rappelons rapidement que dans cette proposition nous conside´rons les e´quations
− ν∆~U + (~U · ~∇)~U + ~∇P = ~f − α~U, div(~U) = 0, α > 0, (2.68)
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avec la force ~f donne´e dans la De´finition 2.2.4 ; et nous voulons montrer que toute solution
~U ∈ H1(R3) (obtenue par le The´ore`me 2.1.1) ve´rifie une de´croissance en variable d’espace :
|~U(x)| ≤ C 1
1 + |x| , (2.69)
ou` C = C(~U, ν, α) > 0 est une constante qui de´pend de la solution ~U , la constante de viscosite´
ν > 0 et le parame`tre d’amortissement α > 0.
Dans l’expression (2.69) nous pouvons observer que cette estimation e´quivaut aux estimations
suivantes :
|~U(x)| ≤ c, (2.70)
et
|~U(x)| ≤ c|x| ; (2.71)
et il s’agit alors de ve´rifier ces deux estimations. L’estimation (2.70) sera ve´rifie´ dans le Lemme
2.4.1 du point C) ci-apre`s (ou` nous allons montrer que la solution ~U appartient a` l’espace
L∞(R3)) et cette estimation ne pre´sente aucun proble`me particulier. Mais, l’estimation (2.71)
est plus de´licate a` ve´rifier car a priori nous ne disposons d’aucune information supple´mentaire
pour que la solution ait une de´croissance comme celle donne´e dans (2.71) ; et pour ve´rifier cette
de´croissance nous allons adapter un re´sultat de la the´orie CKN au cadre des e´quations (2.68).
B) La the´orie de la re´gularite´ CKN pour les e´quations amorties
On commence donc par faire un tre`s court rappel sur un re´sultat de cette the´orie. Pour un
expose´ complet sur l’e´tat de l’art de la the´orie de la re´gularite´ CKN voir les Chapitres 13 et 14
du livre [46].
Le re´sultat dont on a besoin est obtenu dans le cadre des e´quations de Navier-Stokes classiques
(sans terme d’amortissement) :
∂t~u = ν∆~u− (~u · ~∇)~u− ~∇p+ ~g, div(~u) = 0, (2.72)
ou` ~g = ~g(t, x) est une force qui ve´rifie g ∈ L2([0, T [, H−1(R3)) pour un temps T > 0 ; et
nous allons maintenant introduire quelques de´finitions et notations. Pour x0 ∈ R3, r0 > 0 et
t0 > 0 nous conside´rons le domaine Q0 =]t0 − r20, t0[×B(x0, r0) ⊂]0,+∞[×R3 et nous avons les
de´finitions suivantes :
De´finition 2.4.1 (Solution faible et solution adapte´e)
1) Le couple (~u, p) est une solution faible des e´quations (2.72) sur le domaine Q0 ci-dessus
si l’on a ~u ∈ L∞t L2x ∩ L2t H˙1x(Q0) et p ∈ D
′
(Q0).
2) Une solution faible ~u des e´quations (2.72) est une solution adapte´e si cette solution ve´rifie
l’ine´galite´ d’e´nergie locale dans D′(Q0) :
∂t|~u|2 ≤ ν∆(|~u|2)− ν|~∇⊗ ~u|2 − div((2p− |~u|2)~u) + ~u · ~g. (2.73)
Maintenant que l’on a introduit ces de´finitions nous pouvons e´noncer le re´sultat suivant qui s’agit
d’un crite`re de re´gularite´ de la the´orie CKN (pour une preuve de ce re´sultat voir le The´ore`me
14.4 page 472 du livre [46])
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The´ore`me 2.4.1 Soit le domaine Q0 =]t0−r20, t0[×B(x0, r0). Soit (~u, p) ∈ L∞t L2x∩L2t H˙1x(Q0)×
D′(Q0) une solution faible des e´quations de Navier-Stokes (2.72). Si :
1) p ∈ L
3
2
t L
3
2
x (Q0),
2) ~g ∈ LqtLqx(Q0), avec q > 52 ,
3) ~u est une solution adapte´ au sens du point 2) de la De´finition 2.4.1,
alors il existe deux constantes η > 0 et c > 0, qui ne de´pendent que de la constante de viscosite´
ν et de q, telles que : si pour 0 ≤ λ ≤ η on a :
4)
∫
Q0
(|~u(t, x)|3 + |p(t, x)| 32 )dx dt ≤ λ3r20 et
5)
∫
Q0
|~g(t, x)|qdx dt ≤ λ2qr5−3q0 ;
alors ~u est borne´e sur le sous-domaine Q1 =]t0 − r
2
0
4 , t0[×B(x0, r02 ) ⊂ Q0 et l’on a
sup
(t,x)∈Q1
|~u(t, x)| ≤ cλ 1
r0
. (2.74)
Ce re´sultat de la the´orie CKN a e´te´ aussi e´tudie´ dans diffe´rentes contextes (voir par exemple le
Chapitre 30 du livre [45]) et nous n’allons pas faire ici une discussion sur ce sujet. Notre inte´reˆt
au The´ore`me 2.4.1 repose essentiellement sur l’estimation (2.74) comme nous l’expliquons tout
de suite : dans cette estimation nous observons que pour tout (t, x) ∈ Q1 =]t0− r
2
0
4 , t0[×B(x0, r02 )
nous avons |~u(t, x)| ≤ cλ 1
r0
, et alors, si pour x0 ∈ R3, ou` |x0| > 0, on pose r0 = |x0| alors par
l’estimation (2.74) nous observons que pour (t, x0) nous pouvons e´crire
|~u(t, x0) ≤ cλ 1|x0| . (2.75)
Cette estimation est inte´ressante car nous pouvons observer qu’ici l’on obtient une de´croissance
similaire a` la de´croissance cherche´e (2.71) et nous pouvons aussi observer que cette de´croissance
est valide pour tout |x0| > 0 car la constante cλ ne de´pend pas de x0.
En suivant ces ide´es, nous voulons donc adapter le The´ore`me 2.4.1 au cadre des e´quations de
Navier-Stokes amorties et stationnaires (2.68) pour ensuite pouvoir ve´rifier l’estimation (2.71).
Nous avons ainsi le re´sultat suivant :
The´ore`me 2.4.2 Soit la force ~f donne´e dans la De´finition 2.2.4 et soit (~U, P ) ∈ H1(R3) ×
H
1
2 (R3) une solution des e´quations (2.68) obtenue dans le The´ore`me 2.1.1. Soit x0 ∈ R3, r0 > 0
et soit la boule B0 = B(x0, r0) ⊂ R3. Si :
1) P ∈ L 32 (B0) et
2) ~f ∈ Lq(B0), avec q > 52 ,
alors il existe deux constantes η > 0 et c > 0, qui ne de´pendent que de la constante de viscosite´
ν > 0, le parame`tre q > 52 et le parame`tre d’amortissement α > 0, telles que : si pour 0 ≤ λ ≤ η
on a :
3)
∫
B0
(
|~U(x)|3 + |P (x)| 32
)
dx ≤ λ3 et
4)
∫
B0
|~f(x)|qdx ≤ λ2qr 3−3q0 ,
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alors la solution ~U est borne´e sur la boule B1 = B(x0,
r0
2 ) ⊂ B0 et l’on a l’estimation :
sup
x∈B1
|~U(x)| ≤ cλ 1
r0
. (2.76)
De´monstration. Comme le champ de vitesse ~U est une fonction stationnaire alors nous avons
∂t~U = 0 ; et de plus, comme le couple (~U, P ) ∈ H1(R3)×H 12 (R3) est une solution des e´quations
de Navier-Stokes stationnaires et amorties (2.68) alors (~U, P ) est aussi une solution des e´quations
de Navier-Stokes amorties :
∂t~U = ν∆~U − (~U · ~∇)~U − ~∇P + ~f − α~U, div(~U) = 0; (2.77)
et alors nous allons maintenant montrer que l’on peut appliquer le The´ore`me 2.4.1 aux e´quations
ci-dessus.
Soit un temps t0 > 0 et soit donc le domaine Q0 =]t0 − r20, t0[×B(x0, r0). Observons tout
d’abord que (~U, P ) est une solution faible des e´quations (2.77) sur le domaine Q0 au sens du
point 1) de la De´finition 2.4.1. En effet, comme ~U ∈ H1(R3) ne de´pend que de la variable
spatiale et comme nous avons ici un intervalle du temps borne´ : ]t0 − r20, t0[, alors nous avons
~U ∈ L∞t L2x∩L2t H˙1x(Q0). De meˆme fac¸on, comme P ∈ H
1
2 (R3) est une fonction stationnaire nous
avons P ∈ D′(Q0).
Observons maintenant que le champs de vitesse ~U , la pression P et la force ~f ve´rifient les
hypothe`ses 1), 2) et 3) du The´ore`me 2.4.1. En effet, Les points 1) et 2) du The´ore`me 2.4.1 sont
une conse´quence directe des hypothe`ses 1) et 2) donne´es dans le The´ore`me 2.4.2 et du fait que
les fonctions P et ~f ne de´pendent pas de la variable du temps. Quant au point 3) du The´ore`me
2.4.1, nous allons maintenant montrer que la solution ~U est une fonction adapte´e au sens du
point 2) de la De´finition 2.4.1.
Il s’agit de montrer que la solution ~U ve´rifie l’ine´galite´ locale (2.73) et pour cela nous remarquons
que comme le couple (~U, P ) ve´rifie les e´quations (2.77) et comme nous avons en plus ~U ∈ H1(R3)
et P ∈ H 12 (R3) alors les fonctions ~U et P sont suffisamment re´gulie`res et nous pouvons e´crire
l’identite´ au sens des distributions suivante :
∂t|~U |2 = ν∆(|~U |2)− ν|~∇⊗ ~U |2 − div((2P − |~U |2)~u) + ~U · ~~f − α|~U |2. (2.78)
Observons maintenant que le terme −α|~U |2 ci-dessus a un signe ne´gatif et alors par cette identite´
nous pouvons aussi e´crire l’ine´galite´ (toujours au sens des distributions) suivante :
∂t|~U |2 ≤ ν∆(|~U |2)− ν|~∇⊗ ~U |2 − div((2P − |~U |2)~u) + ~U · ~~f,
qui est l’ine´galite´ d’e´nergie locale (2.73) ; et donc la solution ~U est bien une solution adapte´e au
sens de la De´finition 2.4.1.
Une fois que l’on a ve´rifie´ les points 1), 2) et 3) du The´ore`me 2.4.1, par ce the´ore`me avons
alors la conclusion suivante : il existe deux constantes η > 0 et c > 0, qui ne de´pendent que
ν > 0, q > 52 et de α > 0, telles que : si pour 0 ≤ λ ≤ η on a
i)
∫
Q0
(|~U(x)|3 + |P (x)| 32 )dx dt ≤ λ3r20 et
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ii)
∫
Q0
|~f(x)|qdx dt ≤ λ2qr5−3q0 ;
alors ~U est borne´e sur le sous-domaine Q1 =]t0 − r
2
0
4 , t0[×B(x0, r02 ) ⊂ Q0 et l’on a
sup
(t,x)∈Q1
|~U(x)| ≤ cλ 1
r0
. (2.79)
Observons finalement que cette conclusion est la meˆme conclusion e´nonce´e dans le The´ore`me
2.4.2 : e´tant donne´ que les fonctions ~U , P et ~f sont toujours des fonctions stationnaires alors les
estimations donne´es dans les points i) et ii) ci-dessus sont e´quivalentes aux estimations e´nonce´es
dans les points 3) et 4) du The´ore`me 2.4.2. En effet, comme Q0 =]t0 − r20, t0[×B(x0, r0) alors
par l’estimation donne´e dans i) nous pouvons e´crire
r20
∫
B(x0,r0)
|~U(x)|3 + |P (x)| 32 )dx =
∫ t0
t0−r20
∫
B(x0,r0)
|~U(x)|3 + |P (x)| 32 )dx dt
=
∫
Q0
(|~U(x)|3 + |P (x)| 32 )dx dt ≤ λ3r20,
ce qui e´quivaut a` e´crire
∫
B0
(
|~U(x)|3 + |P (x)| 32
)
dx ≤ λ3, qui est l’estimation donne´e dans le
point 3) du The´ore`me 2.4.2. En suivant le meˆme raisonnement nous avons que l’estimation
donne´e dans le point ii) e´quivaut a` l’estimation 4) de ce the´ore`me. De plus, nous pouvons aussi
observer que l’estimation (2.79) e´quivaut a` l’estimation (2.76) et alors le The´ore`me 2.4.2 est
maintenant de´montre´. 
Maintenant que l’on dispose de l’estimation (2.76) nous pouvons montrer que la solution ~U
ve´rifie l’estimation (2.69).
C) Preuve de la Proposition 2.3.2
Comme explique´ dans le point A) on commence par ve´rifier l’estimation (2.70).
Lemme 2.4.1 Soit une ~U ∈ H1(R3) une solution des e´quations (2.68) associe´e a` la force ~f
donne´e dans la De´finition 2.2.4. Alors ~U ∈ L∞(R3).
Preuve. Comme nous avons l’inclusion H2(R3) ⊂ L∞(R3) nous allons donc montrer que la
solution ~U appartient a` l’espace H2(R3). Nous e´crivons cette solution comme la solution du
proble`me de point fixe suivant :
~U = − 1−ν∆ + αId
[
P((~U · ~∇)~U)
]
+
1
−ν∆ + αId
[
~f
]
, (2.80)
voir l’identite´ (2.14) pour tous les de´tails des calculs ; ou` nous observons tout d’abord que comme
la force ~f appartient a` la classe de Schwartz alors
1
−ν∆ + αId
[
~f
]
∈ H2(R3) et il s’agit alors de
ve´rifier que l’on a aussi
1
−ν∆ + αId
[
P((~U · ~∇)~U)
]
∈ H2(R3). En effet, comme div(~U) = 0 nous
e´crivons (~U · ~∇)~U = div(~U ⊗ ~U) et nous avons alors l’identite´
1
−ν∆ + αId
[
P((~U · ~∇)~U)
]
=
1
−ν∆ + αId
[
P(div(~U ⊗ ~U))
]
, (2.81)
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et nous allons maintenant ve´rifier que le terme a` droite de cette identite´ appartient a` l’espace
H2(R3). E´tant donne´ que ~U ∈ H1(R3) alors par les lois de produit nous avons ~U ⊗ ~U ∈ H 12 (R3)
d’ou` nous obtenons 1−ν∆+αId
[
P(div(~U ⊗ ~U))
]
∈ H 32 (R3) ; et alors par l’identite´ (2.81) et l’iden-
tite´ (2.80) nous avons ~U ∈ H 32 (R3). Avec l’information ~U ∈ H 32 (R3), toujours par le lois de pro-
duit nous avons ~U ⊗ ~U ∈ H 32 (R3) ⊂ H1(R3) et nous avons 1−ν∆+αId
[
P(div(~U ⊗ ~U))
]
∈ H2(R3).
Ainsi, toujours par l’identite´ (2.80) nous obtenons ~U ∈ H2(R3) et donc ~U ∈ L∞(R3). 
Dans le lemme suivant (qui s’agit d’un corollaire du The´ore`me 2.4.2) nous ve´rifions mainte-
nant l’estimation (2.71).
Lemme 2.4.2 Soit une ~U ∈ H1(R3) une solution des e´quations (2.68) associe´e a` la force ~f
donne´e dans la De´finition 2.2.4. Il existe deux constantes c > 0 et M > 0, qui ne de´pendent que
de la constante de viscosite´ du fluide ν > 0 et le parame`tre d’amortissement α > 0, telles que la
solution ~U ve´rifie l’estimation
|~U(x)| ≤ c|x| ,
pour tout |x| > M .
Preuve. La premie`re chose a` faire est de ve´rifier les points 1) et 2) du The´ore`me 2.4.2 pour
obtenir l’estimation (2.76). Soient x0 ∈ R3, r0 > 0 et soit la boule B0 = B(x0, r0) ⊂ R3. Pour
ve´rifier le point 1) du The´ore`me 2.4.2 il suffit de montrer que la pression P appartient a` l’espace
L
3
2 (R3) et pour cela nous e´crivons P = − 1
∆
div(div(~U ⊗ ~U)) =
3∑
i,j=1
RiRj(Ui, Uj), ou` Ri =
∂i√−∆
est toujours la transforme´e de Riesz ; et comme l’ope´rateur RiRj est borne´ dans l’espace L
3
2 (R3)
alors pour obtenir P ∈ L 32 (R3) nous allons montrer que Ui, Uj ∈ L 32 (R3) pour 1 ≤ i, j ≤ 3,
ce qui e´quivaut a` montrer ~U ⊗ ~U ∈ L 32 (R3). En effet, comme ~U ∈ L2(R3) par les ine´galite´s de
Ho¨lder nous avons ~U ⊗ ~U ∈ L1(R3). D’autre par le Lemme 2.4.1 nous avons aussi ~U ∈ L∞(R3)
et alors, comme ~U ∈ L2(R3), nous avons ~U ⊗ ~U ∈ L2(R3) ; et par interpolation nous obtenons
~U ⊗ ~U ∈ L 32 (R3).
Pour ve´rifier le point 2) The´ore`me 2.4.2 il suffit de remarquer que la force ~f appartient a` la
classe de Schwartz (voir toujours la De´finition 2.2.4) et nous avons directement ~f ∈ Lq(B0) avec
q > 52 . Ainsi, par le The´ore`me 2.4.2 il existe deux constantes η > 0 et c > 0, qui ne de´pendent
que de ν > 0, q > 52 et α > 0, telle que : si pour 0 ≤ λ ≤ η, on a :∫
B0
(
|~U(x)|3 + |P (x)| 32
)
dx ≤ λ3 (2.82)
et ∫
B0
|~f(x)|qdx ≤ λ2qr3−3q0 , (2.83)
alors la solution ~U ve´rifie l’estimation (2.76) ; et pour pouvoir e´crire cette estimation nous devons
maintenant ve´rifier les estimation (2.82) et (2.83).
Fixons tout d’abord λ = η. Pour ve´rifier l’estimation (2.82) nous allons montrer les estima-
tions suivantes ∫
B0
|~U(x)|3 ≤ η
3
2
et
∫
B0
|P (x)| 32dx ≤ η
3
2
. (2.84)
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En effet, pour monter la premie`re estimation de (2.84) observons tout d’abord que comme
~U ∈ H1(R3) = L2 ∩ H˙1(R3) alors par les ine´galite´s de Hardy-Littlewood-Sobolev nous avons
~U ∈ L2 ∩L6(R3) et ensuite par les ine´galite´s de interpolation nous obtenons ~U ∈ L3(R3). Ainsi,
pour η
3
2 > 0 il existe M1 > 0 tel que si |x0| > M1 alors nous avons
∫
B0
|~U(x)|3 ≤ η
3
2
.
Pour ve´rifier la deuxie`me estimation de (2.84), rappelons que l’on a P ∈ L 32 (R3) et alors pour
η3
2 > 0 il existe M2 > 0 tel que si |x0| > M2 alors nous avons l’estimation
∫
B0
|P | 32dx ≤ η
3
2
.
Ainsi, on pose alors la constante
M0 = max(M1,M2) > 0, (2.85)
et pour |x0| > M0 nous pouvons alors e´crire les estimations donne´es dans (2.84) et donc nous
avons ve´rifie´ l’estimation (2.82).
Ve´rifions maintenant l’estimation (2.83). Pour |x0| > M0 nous prenons ici le rayon r0 > 0
de la boule B0 = B(x0, r0) comme
r0 =
|x0|
2
, (2.86)
et alors l’estimation (2.83) s’e´crit comme[ |x0|
2
]3q−3 ∫
B(x0,
|x0|
2
)
|~f |qdx ≤ η2q, (2.87)
et pour ve´rifier cette estimation nous devons e´tudier un peu plus le terme a` gauche ci-dessus.
Toujours par le fait que la force ~f appartient a` la classe de Schwartz alors pour β > 3 nous
pouvons e´crire |~f(x)| ≤ c|x|β , pour tout x ∈ R3 ; et alors par cette estimation nous avons[ |x0|
2
]3q−3 ∫
B(x0,
|x0|
2
)
|~f |qdx ≤ c
[ |x0|
2
]3q−3 ∫
B(x0,
|x0|
2
)
dx
|x|qβ ,
et en passant a` des cordonne´es radiales nous obtenons
c
[ |x0|
2
]3q−3 ∫
B(x0,
|x0|
2
)
dx
|x|qβ ≤ c
[ |x0|
2
]3q−3 ∫ 3 |x0|
2
|x0|
2
ρ2−qβdρ = c|x0|q(3−β) = c|x0|q(β−3)
,
et alors nous pouvons finalement e´crire[ |x0|
2
]3q−3 ∫
B(x0,
|x0|
2
)
|~f |qdx ≤ c|x0|q(β−3)
.
Par cette estimation nous observons que pour ve´rifier l’estimation (2.87) il suffit de ve´rifier l’es-
timation
c
|x0|q(β−3)
≤ η2q et ceci e´quivaut a` e´crire c
η
2q
q(β−3)
≤ |x0|.
Ainsi, on pose la constante M = max
(
M0,
c
η
2q
q(β−3)
)
> 0, ou` la constante M0 > 0 est donne´e
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dans (2.85), et pour tout |x0| > M et r0 = |x0|2 nous avons l’estimations (2.82) et (2.83) et donc
nous pouvons e´crire (2.76) :
sup
x∈B(x0, |x0|4 )
|~U(x)| ≤ cη|x0| .
Ainsi, comme la constante cη > 0 ne de´pend pas de x0 et en e´crivant maintenant x0 = x
alors pour tout |x| > M par l’estimation ci-dessus nous pouvons e´crire l’estimation cherche´e
|~U(x)| ≤ cη|x| . 
De cette fac¸on par les Lemmes 2.4.1 et 2.4.2 on pose maintenant la constante C = max(‖~U‖L∞ , cη) >
0 et pour tout x ∈ R3 nous pouvons e´crire |~U(x)| ≤ C 11+|x| , qui est l’estimation cherche´e (2.69)
et alors la Proposition 2.3.2 est maintenant montre´e . 
2.4.2 Les lemmes techniques
Preuve du Lemme 2.3.1 page 76
Nous commenc¸ons par e´crire
‖~v(t, ·)‖2L2 = ‖~u(t, ·)‖2L2 − 2〈~u(t, ·), ~U〉L2×L2 + ‖~U‖2L2 , (2.88)
ou` le deuxie`me terme a` droite peut s’e´crire comme
−2〈~u(t, ·), ~U〉L2×L2 = −2〈~u0, ~U〉L2×L2 − 2
∫ t
0
〈∂t~v(t, ·), ~U〉H−2×H2ds.
En effet, comme ~U est stationnaire nous avons ∂t(~u · ~U) = (∂t~u) · ~U et de plus, comme ~U ∈ H2
nous pouvons e´crire
∂t〈~u(t, ·), ~U〉L2×L2 = 〈∂t~u(t, ·), ~U〉H−2×H2 .
Mais, comme ~v = ~u− ~U alors nous avons ~u = ~v+ ~U et donc nous obtenons ∂t~u = ∂t~v. Ainsi, en
remplac¸ant cette identite´ dans l’identite´ pre´ce´dente nous avons
∂t〈~u(t, ·), ~U〉L2×L2 = 〈∂t~v(t, ·), ~U〉H−2×H2 .
Finalement, on inte`gre par rapport a` la variable de temps et nous obtenons de cette fac¸on
〈~u(t, ·), ~U〉L2×L2 = 〈~u0, ~U〉L2×L2 +
∫ t
0
〈∂t~v(t, ·), ~U〉H−2×H2ds.
De cette fac¸on, en appliquant cette identite´ au deuxie`me terme de (2.88) nous avons
‖~v(t, ·)‖2L2 = ‖~u(t, ·)‖2L2 − 2〈~u0, ~U〉L2×L2 − 2
∫ t
0
〈∂t~v(t, ·), ~U〉H−2×H2ds+ ‖~U‖2L2 . (2.89)
Maintenant, comme la solution de Leray ~u ve´rifie l’ine´galite´ d’e´nergie obtenue dans la Proposition
1.2.1 :
‖~u(t, ·)‖2L2 ≤ ‖~u0‖2L2 + 2
∫ t
0
〈~f, ~u〉H−1×H1ds− 2ν
∫ t
0
‖~u(s, ·)‖2
H˙1
ds− 2α
∫ T
0
‖~u(t, ·)‖2L2dt,
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alors en remplac¸ant cette estimation du terme ‖~u(t, ·)‖2L2 dans (2.89) nous pouvons e´crire
‖~v(t, ·)‖2L2 ≤ ‖~u0‖2L2 − 2〈~u0, ~U〉L2×L2 + ‖~U‖2L2︸ ︷︷ ︸
(a)
−2ν
∫ t
0
‖~u(s, ·)‖2
H˙1
dt− 2α
∫ t
0
‖~u(s, ·)‖2L2dt
2
∫ t
0
〈~f · ~u〉H−1×H1ds︸ ︷︷ ︸
(b)
−2
∫ t
0
〈∂t~v(t, ·), ~U〉H−2×H2ds︸ ︷︷ ︸
(c)
, (2.90)
ou` nous avons besoin d’e´tudier les termes (a), (b) et (c) ci-dessus. Pour le terme (a) nous e´crivons
directement
‖~u0‖2L2 − 2〈~u0, ~U〉L2×L2 + ‖~U‖2L2 = ‖~u− ~U‖2L2 . (2.91)
Ensuite, pour le terme (b) nous allons ve´rifier que l’on a l’identite´ suivante
2
∫ t
0
〈~f, ~u〉H−1×H1 = 2ν
∫ t
0
〈~∇⊗ ~U, ~∇⊗ ~u〉L2×L2ds+ 2
∫ t
0
〈(~U · ~∇)~U, ~u〉H−1×H1ds
+2α
∫ t
0
〈~U, ~u〉L2×L2ds. (2.92)
En effet, comme la solution stationnaire ~U ve´rifie l’e´quation −ν∆~U + P((~U · ~∇)~U) + α~U = ~f ,
nous avons
〈~f, ~u〉H−1×H1 = 〈−ν∆~U + P((~U · ~∇)~U + α~U, ~u〉H−1×H1 ,
ou`, nous inte´grons par parties le premier terme a` droite et de plus, nous utilisons les proprie´te´s
du projecteur de Leray dans le deuxie`me terme a` droite pour obtenir l’identite´
〈~f, ~u〉H−1×H1 = ν〈~∇⊗ ~U, ~∇⊗ ~u〉H−1×H1 + 〈(~U · ~∇)~U, ~u〉H−1×H1 + α〈~U, ~u〉L2×L2 .
Finalement nous inte´grons par rapport au temps et nous avons de cette fac¸on l’identite´ re-
cherche´e (2.92).
E´tudions maintenant le terme (c) et pour cela, comme ~v = ~u− ~U nous utilisons la relation
∂t~v = ν∆~v − P
(
(~u · ~∇)~u− (~U · ~∇)~U
)
− α~v,
mais, afin de mener a` bien les calculs plus bas, il convient d’e´crire le terme non line´aire comme
(~u · ~∇)~u− (~U · ~∇)~U = (~v · ~∇)~v + (~U · ~∇)~v + (~v · ~∇)~U,
de sorte que ~v ve´rifie l’e´quation
∂t~v = ν∆~v − P
(
(~v · ~∇)~v + (~U · ~∇)~v + (~v · ~∇)~U
)
− α~v.
De cette fac¸on nous avons
〈∂t~v, ~U〉H−2×H2 = 〈ν∆~v, ~U〉H−2×H2 − 〈P((~v · ~∇)~v), ~U〉H−2×H2 − 〈P(~U · ~∇)~v), ~U〉H−2×H2
−〈P((~v · ~∇)~U), ~U〉H−2×H2 − α〈~v, ~U〉L2×L2 .
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Dans cette identite´, dans les trois premiers termes a` droite nous inte´grons par parties et nous
utilisons les proprie´te´s du projecteur de Leray. De plus, pour le quatrie`me terme a droite, comme
div(~U) = 0 alors nous avons 〈P((~v · ~∇)~U), ~U〉H−2×H2 = 0 et donc nous obtenons
〈∂t~v, ~U〉H−2×H2 = −ν〈~∇⊗ ~v, ~∇⊗ ~U〉L2×L2 + 〈(~v · ~∇)~U,~v〉H−1×H1 + 〈~U · ~∇)~U,~v〉H−1×H1
−α〈~v, ~U〉L2×L2 .
Finalement, nous inte´grons par rapport a` la variable de temps pour obtenir
−2
∫ t
0
〈∂t~v, ~U〉H−2×H2ds = 2ν
∫ t
0
〈~∇⊗ ~v, ~∇⊗ ~U〉L2×L2ds− 2
∫ t
0
〈(~v · ~∇)~U,~v〉H−1×H1ds
−2
∫ t
0
〈~U · ~∇)~U,~v〉H−1×H1 + 2α
∫ t
0
〈~v, ~U〉L2×L2 . (2.93)
Une fois que nous avons les estimations (2.91), (2.92) et (2.93), nous les remplac¸ons dans (2.90)
et nous obtenons
‖~v(t, ·)‖2L2 ≤ ‖~u0 − ~U‖2L2 − 2ν
∫ t
0
‖~u(s, ·)‖2
H˙1
ds+ 4ν
∫ t
0
〈~∇⊗ ~v, ~∇⊗ ~U〉L2×L2ds
−2
∫ t
0
〈(~v · ~∇)~U,~v〉H−1×H1 − 2α
∫ t
0
‖~u(s, ·)‖2L2ds+ 2α
∫ t
0
〈~U, ~u〉L2×L2ds
+2α
∫ t
0
〈~v, ~U〉L2×L2ds. (2.94)
A` ce stade nous avons les remarques suivantes : tout d’abord, e´tant donne´ que ~v = ~u− ~U alors,
dans le troisie`me terme a` droite de l’estimation ci-dessus nous pouvons e´crire
4ν
∫ t
0
〈~∇⊗ ~v, ~∇⊗ ~U〉L2×L2ds = 4ν
∫ t
0
〈~∇⊗ ~u, ~∇⊗ ~U〉L2×L2ds− 4ν
∫ t
0
‖~U‖2L2ds,
de sorte que
−2ν
∫ t
0
‖~u(s, ·)‖2
H˙1
ds+ 4ν
∫ t
0
〈~∇⊗ ~v, ~∇⊗ ~U〉L2×L2ds
≤ −2ν
∫ t
0
‖~u(s, ·)‖2
H˙1
ds+ 4ν
∫ t
0
〈~∇⊗ ~u, ~∇⊗ ~U〉L2×L2ds− 4ν
∫ t
0
‖~U‖2L2ds
≤ −2ν
∫ t
0
‖~u(s, ·)− ~U‖2
H˙1
ds ≤ −2ν
∫ t
0
‖~v(s, ·)‖2
H˙1
ds.
D’autre part, toujours par la relation ~v = ~u− ~U , dans le dernier terme de (2.94) nous pouvons
e´crire
+2α
∫ t
0
〈~v, ~U〉L2×L2ds = 2α
∫ t
0
〈~u, ~U〉L2×L2ds− 2
∫ t
0
‖~U‖2L2ds,
et alors
−2α
∫ t
0
‖~u(s, ·)‖2L2ds+ 2α
∫ t
0
〈~U, ~u〉L2×L2ds+ 2α
∫ t
0
〈~v, ~U〉L2×L2ds
≤ −2α
∫ t
0
‖~u(s, ·)‖2L2ds+ 4α
∫ t
0
〈~u, ~U〉L2×L2ds− 2α
∫ t
0
‖~U‖2L2ds
≤ −2α
∫ t
0
‖~u(s, ·)− ~U‖2L2ds ≤ −2α
∫ t
0
‖~v(s, ·)‖2L2ds.
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De cette fac¸on, en remplac¸ant les estimations ci-dessus dans (2.94) nous obtenons l’ine´galite´
d’e´nergie recherche´e. 
Preuve du Lemme 2.3.2 page 80
Soit Gν,α > 0 le noyau du potentiel de Bessel
1
−ν∆+αId [·] qui ve´rifie l’estimation suivante :
pour cν,α > 0 une constante qui de´pend seulement de ν > 0 et α > 0 on a
Gν,α(x) ≤ cν,α

1
|x| , si |x| ≤ 2,
e−
|x|
2 , si |x| > 2.
(2.95)
Soit g ∈ L1(R3) qui ve´rifie une de´croissance
|g(x)| ≤ c|x|n , (2.96)
pour n ∈ N avec n ≥ 4 et pour tout |x| > 8 ; et soit enfin x ∈ R3 fixe tel que |x| > 8. Nous
e´crivons
|Gν,α ∗ g(x)| =
∫
|y|≤ |x|
2
|Gν,α(x− y)||g(y)|dy +
∫
|y|> |x|
2
|Gν,α(x− y)||g(y)|dy = I1 + I2, (2.97)
et nous allons estimer chaque terme ci-dessus. Pour le terme I1, comme l’on conside`re |y| ≤ |x|2
alors l’on a |x− y| ≥ |x|2 , et de plus, e´tant donne´ que |x| > 8 alors par l’ine´galite´ pre´ce´dente l’on
a aussi |x− y| > 4 et ainsi, par l’estimation (2.95) et comme g ∈ L1(R3) nous pouvons e´crire
I1 ≤ cν,α
∫
|y|≤ |x|
2
e−
|x−y|
2 |g(y)|dy ≤ cν,αe−
|x|
2 ‖g‖L1 . (2.98)
Pour le terme I2, nous e´crivons :
I2 =
∫
|y|> |x|
2
,|x−y|≤2
|Gν,α(x− y)||g(y)|dy +
∫
|y|> |x|
2
,|x−y|>2
|Gν,α(x− y)||g(y)|dy = (I2)a + (I2)b,
et nous devons encore estimer chaque terme ci-dessus. Pour le terme (I2)a, comme l’on conside`re
ici |x − y| ≤ 2 alors par l’estimation (2.95) nous savons que l’on a Gν,α(x − y) ≤ cν,α|x−y| . De
plus, comme l’on conside`re aussi |y| > |x|2 alors pour l’estimation (2.96) nous savons que l’on a
|g(y)| ≤ c|y|n ≤ c|x|n ; et alors nous pouvons e´crire
(I2)a ≤
∫
|y|> |x|
2
,|x−y|≤2
|Gν,α(x− y)||g(y)|dy ≤ cν,α|x|n
∫
|x−y|≤2
dy
|x− y| .
cν,α
|x|n .
Ensuite, pour le terme (I2)b, comme nous conside´rons ici |x− y| > 2 alors nous e´crivons
(I2)b ≤
∫
|y|> |x|
2
,|x−y|>2
|Gν,α(x− y)||g(y)|dy ≤ cν,α|x|n
∫
|x−y|>2
e−
|x−y|
2 dy . cν,α|x|n ;
et par les estimations ci-dessus nous avons
I2 ≤ cν,α|x|n . (2.99)
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Une fois que l’on a ve´rifie´ les estimations (2.98) et (2.99), on pose la constante c2 = max(cν,α‖g‖L1 , cν,α) >
0, et nous revenons a` l’identite´ (4.36) pour e´crire |Gν,α ∗ g(x)| ≤ c2|x|n . 
Preuve du Lemme 2.3.3 page 82
Nous allons montrer ici l’estimation (2.62). Rappelons tout d’abord que par la de´finition
du noyau Kν,α donne´e dans l’expression (2.59) nous savons que Kν,α =
ν∆
−ν∆ + αId [m], ou`
le tenseur m = (mi,j,k)1≤i,j,k≤3) est de´fini par les expressions (2.56) et (2.57) ; et alors nous
pouvons e´crire Kν,α =
1
−ν∆ + αId [ν∆m]. Ensuite, e´tant donne´ que l’action du potentiel de
Bessel
1
−ν∆ + αId [·] s’e´crite comme un produit de convolution avec le noyau Gν,α donne´ (2.95)
nous e´crivons alors Kν,α = Gν,α ∗ (ν∆m). Ainsi, pour ve´rifier l’estimation (2.62) nous allons
maintenant montrer l’estimation
|Gν,α ∗ (ν∆m)(x)| ≤ cν,α|x| , pour |x| ≤ 4; (2.100)
et ensuite nous allons ve´rifier l’estimation
|Gν,α ∗ (ν∆m)(x)| ≤ cν,α|x|4 , pour |x| > 4. (2.101)
Pour montrer l’estimation (2.100) nous e´crivons Gν,α ∗ (ν∆m)(x) = ∆Gν,α ∗ (νm)(x). D’autre
part, observons que l’on a les estimations
|∆Gν,α(x)| ≤ 1cν,α|x|2 , pour |x| > 0 et |x| 6= 2, (2.102)
et
|m(x)| ≤ c|x|2 , pour |x| > 0. (2.103)
En effet, l’estimation (2.102) est une conse´quence directe de la de´finition du noyau Gν,α donne´e
dans (2.62) tandis que l’estimation (2.103) vient du fait que le tenseur le tenseur m est de´fini
comme m = (mi,j,k)1≤i,j,k≤3 ou` pour chaque 1 ≤ i, j, k ≤ 3 la fonction mi,j,k ∈ C∞(R3 \ {0})
de´finie dans (2.56) est une fonction homoge`ne de degre´ −2. De cette fac¸on, pour tout |x| > 0
nous pouvons e´crire
|∆Gν,α ∗ (νm)(x)| ≤ cν,α
∫
R3
dy
|x− y|2|y|2 ≤
cν,α
|x| ,
et en particulier cette estimation est valide pour 0 < |x| ≤ 4, ce qui nous donne l’estimation
(2.100).
Ve´rifions maintenant l’estimation (2.101). Soit |x| > 4 fixe. On de´finit la fonction de tronca-
ture ϕx comme ϕx ∈ C∞0 (R3) telle que : 0 ≤ ϕx ≤ 1, ϕx(y) = 1 si |y| ≤ |x|4 et ϕx(y) = 0 si
|y| ≥ |x|2 , ‖~∇ϕx‖L∞ ≤
c
|x| et ‖∆ϕx‖L∞ ≤
c
|x|2 ; et nous e´crivons
Gν,α ∗ (ν∆m) = Gν,α ∗ [ϕx(ν∆m)] +Gν,α ∗ [(1− ϕx)(ν∆m)] = I1 + I2, (2.104)
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ou` nous allons monter que I1 ≤ cν,α|x|4 et I2 ≤
cν,α
|x|4 et pour cela nous allons suivre les ide´es de la
preuve du Lemme 2.3.2. En effet, nous e´crivons chaque produit de convolution ci-dessus comme
une inte´grale sur R3 et nous divisons cette inte´grale en deux morceaux : {|y| ≤ |x|2 } et {|y| > |x|2 }.
Pour le terme I1, par la de´finition de la fonction ϕx nous savons que ϕx(y) = 0 si |y| > |x|2 et
alors nous avons
I1 =
∫
|y|≤ |x|
2
Gν,α(x− y)[ϕx(y)(ν∆m(y))]dy,
et en inte´grant par parties nous pouvons e´crire
I1 =
∫
|y|≤ |x|
2
∆[Gν,α(x− y)ϕx(y)]m(y)dy.
Ensuite, nous de´veloppons le terme ∆[Gν,α(x− y)ϕx(y)] pour e´crire
I1 =
∫
|y|≤ |x|
2
∆Gν,α(x− y)ϕx(y)m(y)dy + 2
∫
|y|≤ |x|
2
[~∇Gν,α(x− y) · ~∇ϕx(y)]m(y)dy
+
∫
|y|≤ |x|
2
Gν,α(x− y)∆ϕx(y)m(y)dy = (I1)a + (I1)b + (I1)c. (2.105)
Nous devons encore estimer ces trois termes ci-dessus mais avant de faire c¸a il convient de
rappeler tout d’abord que l’on conside`re ici |y| ≥ |x|2 et comme l’on a fixe´ |x| > 4 alors on a
|x− y| ≤ |x|2 > 2 et alors par l’estimation (2.95) on a
Gν,α(x− y) ≤ cν,αe−
|x−y|
2 . (2.106)
Avec cette estimation en teˆte nous e´tudions maintenant les trois termes ci-dessus.
Pour le terme (I1)a : par l’estimation (2.106) nous pouvons e´crire |∆Gν,α(x − y)| ≤ cν,α|x−y|5
et comme |x− y| ≥ |x|2 nous avons |∆Gν,α(x− y)| ≤ cν,α|x|5 . Ensuite, par l’estimation (2.103) nous
savons que |m(y)| ≤ c|y|2 . De plus, e´tant donne´ que ‖ϕx‖L∞ ≤ 1, alors nous e´crivons
(I1)a ≤ cν,α|x|5
∫
|y|≤ |x|
2
dy
|y|2 ≤
cν,α
|x|4 . (2.107)
Pour le terme (I1)b : en suit les meˆmes ide´es pour estimer le terme (I1)a ci-dessus : toujours
par l’estimation (2.106) nous pouvons e´crire |~∇Gν,α(x − y)| ≤ cν,α|x|4 et comme nous avons aussi
‖~∇ϕx‖L∞ ≤ c|x| par la de´finition de ϕx, alors nous e´crivons
(I1)b ≤ cν,α|x|5
∫
|y|≤ |x|
2
dy
|y|2 ≤
cν,α
|x|4 . (2.108)
Pour le terme (I1)c : nous e´crivons ici |Gν,α(x − y)| ≤ cν,α|x−y|3 ≤
cν,α
|x|3 et comme ‖∆ϕx‖L∞ ≤ c|x|2
alors nous avons :
(I1)b ≤ cν,α|x|5
∫
|y|≤ |x|
2
dy
|y|2 ≤
cν,α
|x|4 . (2.109)
Ainsi, en revenant a` l’estimation (2.105), par les estimations (2.107), (2.108) et (2.109) nous
avons I1 ≤ cν,α|x|4 .
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Ve´rifions maintenant que l’on a I2 ≤ cν,α|x|4 , ou` rappelons que le terme I2 est donne´ dans (2.104)
par l’expression I2 =Gν,α ∗ [(1 − ϕx)(ν∆m)]. Observons tout d’abord que dans ce terme nous
avons la fonction 1−ϕx, ou` e´tant donne´ que ϕx(y) = 1 si |y| ≤ |x|4 alors on a que |y| ≤ |x|4 (y) = 0
si |y| ≤ |x|4 et donc nous e´crivons
I2 =
∫
|y|> |x|
4
Gν,α(x− y)(1− ϕx(y))ν∆m(dy)dy.
Ensuite, nous avons besoin d’e´tudier un peu plus le terme ∆m, ou`, e´tant donne´ que pour chaque
1 ≤ i, j, k ≤ 3 la fonction mi,j,k ∈ C∞(R3 \ {0}) est une fonction homoge`ne de degre´ −2 alors la
fonction ∆mi,j,k est une fonction homoge`ne de degre´ −4 et donc, comme le tenseur m est de´finie
par m = (mi,j,k)1≤i,j,k≤3, nous avons l’estimation |ν∆m(y)| . 1|y|4 ; et comme nous conside´rons
ici |y| > |x|4 nous avons l’estimation |ν∆m(y)| . 1|y|4 . 1|x|4 . Avec cette estimation en teˆte nous
revenons a` l’identite´ ci-dessus pour e´crire I2 ≤ 1|x|4 ‖Gν,α‖L1 ≤
cν,α
|x|4 . 
Preuve du Lemme 2.3.4 page 83
Expliquons tout d’abord l’ide´e de la preuve de ce lemme. Nous allons tout d’abord montrer
que le terme Kν,α ∗ (~U ⊗ ~U) ve´rifie une de´croissance
|Kν,α ∗ (~U ⊗ ~U)(x)| ≤ c2|x|2 , (2.110)
pour |x| > 4. D’autre part, par l’estimation (2.53) nous savons pour |x| > 4 l’on a∣∣∣∣ 1−ν∆ + αId
[
~f
]
(x)
∣∣∣∣ ≤ c1|x|4 , (2.111)
d’ou` nous pouvons en tirer l’estimation∣∣∣∣ 1−ν∆ + αId
[
~f
]
(x)
∣∣∣∣ ≤ c1|x|2 , (2.112)
et e´tant donne´ que l’on a l’identite´
~U = Kν,α ∗ (~U ⊗ ~U) + 1−ν∆ + αId
[
~f
]
, (2.113)
nous obtiendrons ainsi que la solution ~U ve´rifie une de´croissance : pour tout |x| > 4,
|~U(x)| ≤ c2|x|2 ,
Ve´rifions donc l’estimation (2.110). Pour |x| > 4 fixe on commence par e´crire
|Kν,α ∗ (~U ⊗ ~U)(x)| ≤
∫
R3
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy =
∫
|y|≤ |x|
2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy
+
∫
|y|>2 |x|
2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy = I1 + I2, (2.114)
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et l’on cherche a` estimer les termes I1 et I2 ci-dessus.
Pour le terme I1, comme nous conside´rons ici |y| ≤ |x|2 alors nous avons les ine´galite´s sui-
vantes : |x − y| ≥ |x| − |y| ≥ |x|2 , d’ou`, e´tant donne´ que |x| > 4 nous e´crivons |x|2 > 2 pour
obtenir |x − y| > 2 et ainsi, par l’estimation (2.62) obtenue dans le Lemme 2.3.3 nous avons
Kν,α(x− y) ≤ cν,α|x− y|4 ≤
cν,α
|x|4 , et nous pouvons e´crire
I1 =
∫
|y|≤ |x|
2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy ≤ cν,α|x|4
∫
|y|≤ |x|
2
||(~U ⊗ ~U)(y)|dy ≤ cν,α|x|4 ‖
~U‖2L2 . (2.115)
Ainsi, comme l’on a |x| > 4 nous pouvons e´crire
I1 ≤ cν,α|x|2 ‖
~U‖2L2 . (2.116)
Pour le terme I2, on commence par e´crire
I2 =
∫
|y|> |x|
2
, |x−y|≤2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy +
∫
|y|> |x|
2
, |x−y|>2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy
= (I2)a + (I2)b, (2.117)
et on doit estimer chaque terme de l’identite´ ci-dessus. Pour estimer le premier terme (I2)a nous
allons utiliser la de´croissance de la solution ~U donne´e dans (2.69). En effet, par cette estimation
nous pouvons e´crire |(~U ⊗ ~U)(y)| ≤ c
(
1
1 + |y|
)2
, et comme nous conside´rons ici |y| > |x|2 (et
comme |x| > 4 alors on a aussi |y| > 2) alors nous avons l’estimation |(~U ⊗ ~U)(y)| ≤ c|y|2 ≤
c
|x|2 .
D’autre part, comme nous conside´rons aussi |x−y| ≤ 2, toujours par l’estimation (2.62) (obtenue
dans le Lemme 2.3.3) nous savons que |Kν,α(x− y)| ≤ cν,α|x− y| ; et nous obtenons de cette fac¸on
(I2)a =
∫
|y|>2 |x|
2
, |x−y|≤2
|Kν,α(x− y)||(~U ⊗ ~U)(y)|dy ≤ cν,α|x|2
∫
|x−y|≤2
dy
|x− y| .
cν,α
|x|2 . (2.118)
Pour estimer maintenant le terme (I2)b, rappelons que nous conside´rons ici |x− y| > 2 et alors
toujours par l’estimation (2.62) nous savons que Kν,α(x− y) ≤ cν,α|x− y|4 et ainsi, et suivant les
meˆmes lignes que l’estimation (2.115) nous obtenons
(I2)b ≤ cν,α|x|4 ‖
~U‖2L2 , (2.119)
et comme |x| > 4 nous pouvons alors e´crire
(I2)b ≤ cν,α|x|2 ‖
~U‖2L2 . (2.120)
Une fois que nous disposons des estimations (2.118) et (2.120) nous posons maintenant la
constante c2 = max(cν,α, cν,α‖~U‖2L2) et en revenant a` l’identite´ (2.117) nous pouvons e´crire
I2 ≤ c2|x|2 . Ainsi, par cette estimation et par l’estimation (2.116) nous revenons maintenant a`
l’identite´ (3.19) ou` nous obtenons l’estimation cherche´e (2.110). 
Chapitre 3
De´croissance fre´quentielle
Dans le chapitre pre´ce´dent nous avons e´tudie´ les e´quations de Navier-Stokes stationnaires
avec un terme d’amortissement supple´mentaire et ce terme nous a permis d’e´tudier quelques
proprie´te´s inte´ressantes des solutions de ces e´quations. Ne´anmoins, il y a d’autres proprie´te´s
des solutions, comme celle que nous e´tudierons dans ce chapitre, que l’on peut e´tudier que ce
soit dans le cadre des e´quations amorties ou dans le cadre des e´quations classiques (sans terme
d’amortissement) ; et alors nous allons pre´fe´rer les e´quations classiques car ces e´quations corres-
pondent a` un mode`le physique plus re´aliste que les e´quations amorties.
Dans ce chapitre nous revenons donc aux e´quations de Navier-Stokes stationnaires mais cette
fois-ci sans aucun terme supple´mentaire d’amortissement :
− ν∆~U + (~U · ~∇)~U + ~∇P = ~f, div(~U) = 0, (3.1)
et dans le cadre de ces e´quations nous allons e´tudier un autre proble`me relie´ a` l’e´tude de´terministe
de la turbulence qui porte sur la de´croissance de la transforme´e de Fourier de la solution ~U .
Comme nous l’expliquerons plus en de´tail ci-apre`s, si le fluide est en re´gime laminaire on s’attend
a` observer que la quantite´
∣∣∣∣ ~̂U(ξ)∣∣∣∣ a une de´croissance du type suivant∣∣∣∣ ~̂U(ξ)∣∣∣∣ . e−|ξ|, (3.2)
aux fre´quences |ξ| > 0 et cette de´croissance correspond au fait que dans ce re´gime les forces
de viscosite´ dissipent rapidement l’e´nergie cine´tique introduite par la force ~f , tandis que si le
fluide est en re´gime turbulent alors les forces de viscosite´ du fluide n’interviennent qu’aux hautes
fre´quences et ainsi on s’attend a` observer cette meˆme de´croissance (3.2) mais seulement lorsque
|ξ| >> 1. En effet, selon la the´orie K41, dans le re´gime turbulent on s’attend a` observer un
intervalle de fre´quences (nomme´ l’intervalle d’inertie) ou` la quantite´
∣∣∣∣ ~̂U(ξ)∣∣∣∣ est cense´e avoir tout
d’abord une de´croissance polynomiale pour ensuite avoir une de´croissance exponentielle aux tre`s
hautes fre´quences.
Ainsi, le but de ce chapitre est alors d’e´tudier la de´croissance (3.2) dans le cadre des e´quations
(3.1) sans aucun terme d’amortissement supple´mentaire et pour cela dans la Section 3.1.1 nous
allons tout d’abord rappeler un re´sultat classique d’existence des solutions ~U . Ensuite, dans la
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Section 3.1.2 nous allons revenir a` la the´orie de la turbulence K41 pour expliquer de fac¸on plus
pre´cise pourquoi la solution ~U est cense´e avoir la de´croissance fre´quentielle (3.2).
Dans la Section 3.2 on s’attaquera finalement a` l’e´tude de´terministe de la de´croissance (3.2)
et en suivant les ide´es du chapitre pre´ce´dent nous allons e´tudier cette de´croissance en regardant
tout d’abord le re´gime laminaire et ensuite le re´gime turbulent.
Rappelons que le re´gime laminaire a e´te´ caracte´rise´ dans le chapitre pre´ce´dent par un controˆle
sur le nombre de Grashof Gθ qui induisait comme nous l’avons vu un controˆle sur la force ~f ,
tandis que dans le re´gime turbulent on ne suppose aucun controˆle sur le nombre Gθ ce qui
laissera la force libre ; et nous pouvons alors observer que l’ide´e sous-jacente pour caracte´riser le
re´gime laminaire ou turbulent du fluide repose essentiellement sur le fait de controˆler ou non la
force exte´rieure.
Dans ce chapitre nous allons en revanche caracte´riser le re´gime laminaire du fluide en sup-
posant un controˆle direct sur la force ~f tandis que dans le re´gime turbulent nous ne ferons
aucun controˆle sur cette fonction et nous n’utiliserons plus les nombres de Grashof. Cette fac¸on
de caracte´riser le mouvement du fluide va nous permettre de conside´rer des forces ~f dans des
diffe´rents cadres fonctionnels et ainsi d’e´tudier la de´croissance (3.2) des solutions ~U dans ces
cadres fonctionnels associe´s aux forces.
3.1 Introduction
Comme annonce´ nous allons tout d’abord rappeler un re´sultat ge´ne´ral d’existence des so-
lutions des e´quations de Navier-Stokes stationnaires (3.1) pour ensuite expliquer le type de
de´croissance fre´quentielle qu’il est possible d’obtenir dans ce cadre.
3.1.1 Les e´quations de Navier-Stokes stationnaires
Dans la Section 2.1.2 du chapitre pre´ce´dent nous avons ve´rifie un re´sultat ge´ne´ral sur l’exis-
tences des solutions des e´quations de Navier-Stokes stationnaire et amorties ; et dans cette section
nous suivons ces meˆmes ide´es mais dans le cadre des e´quations classiques (3.1).
Pour trouver un espace fonctionnel ou` l’on puisse construire des solutions (~U, P ) des ces e´quations
nous allons faire les estimations a priori suivantes : si l’on suppose pour l’instant que la vitesse
~U est une fonction suffisamment re´gulie`re et inte´grable ; et si l’on multiplie l’e´quation ci-dessus
par ~U et puis l’on inte`gre en variable d’espace on obtient (formellement) l’identite´
−ν
∫
R3
∆~U · ~Udx+
∫
R3
[
(~U · ~∇)~U
]
· ~Udx+
∫
R3
~∇P · ~Udx =
∫
R3
~f · ~Udx,
d’ou` comme div(~U) on a (toujours formellement) les identite´s∫
R3
[
(~U · ~∇)~U
]
· ~Udx = 0 et
∫
R3
~∇P · ~Udx = 0,
et ainsi, par une inte´gration par parties nous e´crivons
ν
∫
R3
|~∇⊗ ~U |2dx =
∫
R3
~f · ~Udx.
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Dans cette identite´ nous pouvons observer que si l’on conside`re une force ~f ∈ H˙−1(R3) et si
~U ∈ H˙1(R3) alors en appliquant l’ine´galite´ de Cauchy-Schwarz dans le terme a` droite ci-dessus
on a
ν‖~U‖2
H˙1
≤ ‖~f‖H˙−1‖~U‖H˙1 ,
d’ou` on obtient l’estimation a priori
ν‖~U‖H˙1 ≤ ‖~f‖H˙−1 . (3.3)
Nous observons donc que l’espace H˙−1(R3) est un espace fonctionnel naturel pour la force ~f et
dans ce cadre on veut construire des solutions ~U dans l’espace H˙1(R3). De plus, e´tant donne´
que la pression P est toujours relie´e a` la vitesse ~U par la relation P = 1−∆div((~U · ~∇)~U)
alors on a P ∈ H˙ 12 (R3). En effet, comme div(~U) = 0 nous e´crivons le terme non line´aire
(~U · ~∇)~U = div(~U ⊗ ~U) et si ~U ∈ H˙1(R3) alors par le lois de produit on a ~U ⊗ ~U ∈ H˙ 12 (R3) et
donc
div(~U ⊗ ~U) ∈ H˙− 12 (R3); (3.4)
et ainsi, par la relation ci-dessus on obtient (formellement) P ∈ H˙ 12 (R3).
L’existence des solutions (~U, P ) ∈ H˙1(R3) × H˙ 12 (R3) pour n’importe quelle force ~f ∈ H˙−1(R3)
est un re´sultat classique qui a e´te´ de´veloppe´ dans les travaux de R. Finn [21] en 1961 et les tra-
vaux de O. Ladyzhenskaya [48] en 1959 et [49] en 1963. Ces re´sultats sont base´s sur l’estimation
(3.3) et nous avons :
The´ore`me 3.1.1 Soit ~f ∈ H˙−1(R3) une force a` divergence nulle. Il existe (~U, P ) ∈ H˙1(R3) ×
H˙
1
2 (R3) solution des e´quations de Navier-Stokes stationnaires (3.1) qui ve´rifie l’estimation (3.3).
Il s’agit donc d’un re´sultat ge´ne´ral d’existence de solutions ou` l’on ne fait aucune hypothe`se
supple´mentaire sur la force ~f . Ne´anmoins, comme nous pouvons observer ce re´sultat ne donne
aucune information sur l’unicite´ de ces solutions.
D’autre part, si nous comparons ce re´sultat avec le The´ore`me 2.1.1 ou` l’on conside`re les e´quations
amorties, nous pouvons observer le terme d’amortissement (−α~U avec α > 0) entraˆıne que les
solutions des e´quations amorties appartiennent a` l’espace H˙1∩L2(R3), tandis que dans le re´sultat
ci-dessus nous observons que les solutions des e´quations (3.1) appartiennent seulement a` l’espace
H˙1(R3).
Pour une de´monstration de ce re´sultat voir le livre [46] (The´ore`me 16.2 page 530). L’ide´e de la
preuve suit les grandes lignes suivantes : on e´crit les e´quations (3.1) comme le proble`me de point
fixe e´quivalent :
~U =
1
ν
P
(
1
∆
div(U ⊗ U)
)
− 1
ν∆
~f (3.5)
ou` en utilisant l’estimation (3.3) et le principe de point fixe de Shaefer (voir le Lemme 2.1.1) on
construit tout d’abord une solution ~U ∈ H˙1(R3) pour ensuite re´cupe´rer la pression P ∈ H˙ 12 (R3).
Une fois que nous avons e´nonce´ ce re´sultat d’existence des solutions des e´quations de Navier-
Stokes stationnaires nous allons maintenant expliquer le type de de´croissance fre´quentielle que
nous voulons e´tudier pour ces solutions.
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3.1.2 La de´croissance fre´quentielle selon la the´orie K41
Pour expliquer la de´croissance fre´quentielle que nous voulons e´tudier, nous avons besoin de
revenir a` la the´orie de la turbulence K41 dont on a de´ja` parle´ tout au de´but du Chapitre 1. Plus
pre´cise´ment, nous allons rappeler rapidement l’ide´e phe´nome´nologique de cette the´orie qui se
base sur le mode`le de cascade d’e´nergie et qui explique le processus d’introduction, transfert et
dissipation de l’e´nergie cine´tique dans un fluide en e´tat turbulent.
En effet, on conside`re un fluide visqueux et incompressible sur lequel agit une force exte´rieure ~f
et cette force introduit de l’e´nergie cine´tique dans le fluide a` une e´chelle de longueur `0 > 0 qui a
e´te´ appele´e l’e´chelle d’injection d’e´nergie. Nous allons supposer que les effets de cette force sont
suffisamment forts de sorte que le fluide se trouve dans un e´tat turbulent et alors le mode`le de
cascade d’e´nergie explique que l’e´nergie cine´tique introduite dans le fluide a` l’e´chelle d’injection
`0 est transfe´re´e aux e´chelles de longueur plus petites ` > 0 (avec ` << `0) et ce transfert
d’e´nergie est effectue´ jusqu’a` que l’on arrive a` l’e´chelle de dissipation `D (voir (1.3) page 10 pour
la de´finition de cette e´chelle) avec `D << ` << `0. Ainsi, a` partir de l’e´chelle d’e´chelle `D les
forces de viscosite´ dissipent sous forme de chaleur l’e´nergie cine´tique provenant des e´chelles plus
grandes.
Nous pouvons observer que le domaine de validite´ du mode`le de cascade d’e´nergie est donne´
par l’intervalle ]`D, `0[ et nous pouvons aussi observer que pour expliquer ce mode`le nous avons
pris en compte des diffe´rents e´chelles de longueur. Ne´anmoins, pour e´tudier la de´croissance
fre´quentielle et comme nous l’expliquerons ci-apre`s, il est plus inte´ressant ici d’e´tudier ce mode`le
par une approche diffe´rente et alors au lieu de conside´rer les e´chelles de longueur ` nous allons
maintenant conside´rer les fre´quences κ = 1` . L’inte´reˆt de regarder le mode`le de cascade d’e´nergie
d’un point de vue fre´quentiel repose sur le fait que la the´orie de la turbulence K41 propose une
caracte´risation inte´ressante de ce mode`le que nous expliquons tout de suite (voir e´galement les
articles [41], [42] et [43] de A.N. Kolmogorov ainsi que le livre [37] de L. Jacquin et P. Tabeling).
Pour une e´chelle d’injection d’e´nergie `0 > 0 nous de´finissons κ0 =
1
`0
la fre´quence d’injection
d’e´nergie, pour `D l’e´chelle de dissipation nous de´finissons κD =
1
`D
la fre´quence de dissipation
et alors le mode`le de cascade d’e´nergie se traduit au niveau fre´quentiel de la fac¸on suivante :
dans un fluide qui se trouve en re´gime turbulent, l’e´nergie cine´tique qui est introduite dans ce
fluide (toujours par l’action d’une force ~f) a` la fre´quence κ0 est alors transfe´re´e aux plus hautes
fre´quences κ ∈]κ0, κD[ jusqu’a` la fre´quence de dissipation κD a` partir de laquelle cette e´nergie
est dissipe´e comme chaleur.
Dans ce cadre, il s’agit tout d’abord d’e´tudier la quantite´ d’e´nergie cine´tique E(κ) aux fre´quences
κ ∈]κ0, κD[ ou` d’apre`s le mode`le ci-dessus l’e´nergie cine´tique est transfe´re´e ; et ensuite il s’agit
d’e´tudier la quantite´ E(κ) aux hautes fre´quences κ > κD ou` l’e´nergie cine´tique est dissipe´e
comme chaleur. Cette quantite´ E(κ) sera appele´e le spectre d’e´nergie et elle est de´finie par
l’expression
E(κ) =
∫
|ξ|=κ
∣∣∣∣ ~̂U(ξ)∣∣∣∣2 dσ(ξ), (3.6)
ou` ~̂U est la transforme´e de Fourier du champ de vitesse ~U et dσ est la mesure de la sphe`re unite´.
On souhaite donc e´tudier la de´croissance de cette quantite´ E(κ) lorsque κ ∈]κ0, κD[. Pour cela
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nous avons besoin de faire un court rappel de quelques quantite´s physiques qui interviennent :
pour caracte´riser le re´gime turbulent dans la the´orie K41 on conside`re le nombre de Reynolds Re
ou` nous rappelons que pour U > 0 la vitesse caracte´ristique du fluide, `0 > 0 l’e´chelle d’injection
d’e´nergie et ν > 0 la constante de viscosite´ du fluide ce nombre Re est de´fini par
Re =
U`0
ν
. (3.7)
De cette fac¸on le re´gime turbulent sera caracte´rise´ lorsque Re >> 1.
Ainsi, pour estimer la quantite´ E(κ), Kolmogorov conside`re les trois parame`tres physiques sui-
vants : la constante de viscosite´ ν, la fre´quence κ ∈]κ0, κD[ et le taux de dissipation d’e´nergie
ε > 0 ; et e´tant donne´ qu’on se trouve dans le re´gime turbulent alors les forces visqueuses du
fluide sont ne´gligeables par rapport aux forces inertielles, ce qui ame`ne a Kolmogorov a` faire
l’hypothe`se suivante : la quantite´ d’e´nergie cine´tique E(κ) est inde´pendante de la constante de
viscosite´ ν.
En supposant cette hypothe`se, Kolmogorov introduit l’ide´e que cette quantite´ E(κ) doit alors
s’exprimer seulement en fonction des parame`tres ε et κ, ce qui lui ame`ne a` e´crire l’estimation
E(κ) ≈ εακβ. Pour de´terminer les exposants α, β ∈ R on fait l’analyse de dimensions physiques
suivante : comme le taux de dissipation ε a une dimension physique longueur
2
temps3
et la fre´quence κ a
une dimension physique 1longueur alors la quantite´ ε
ακβ a une dimension physique longueur
2α−β
temps3α
.
D’autre part, comme le spectre d’e´nergie E(κ) mesure la quantite´ d’e´nergie cine´tique a` chaque
fre´quence κ alors cette quantite´ a une dimension physique energiefrequence et donc une dimension phy-
sique longueur
3
temps2
. Ainsi, dans l’estimation E(κ) ≈ εακβ il faut que l’on ait les valeurs α = 23 et
β = −53 .
Nous obtenons de cette fac¸on l’estimation du spectre d’e´nergie E(κ) pour les fre´quences κ ∈
]κ0, κD[ :
si Re >> 1 alors E(κ) ≈ ε 23κ− 53 , (3.8)
qui est connue comme la loi −53 de Kolmogorov et qui est valable seulement dans l’intervalle
d’inertie ]κ0, κD[.
Maintenant, il est important de remarquer que l’estimation (3.8), partiellement observe´e dans
des expe´riences physiques et nume´riques (voir les articles [40],[54] ainsi que les livres [53], [71]),
a une explication purement phe´nome´nologique et que l’e´tude de´terministe rigoureuse de cette
estimation dans le cadre des e´quations de Navier-Stokes est encore hors de porte´e. En effet, il
y a tre`s peu de re´fe´rences a` ce sujet et la difficulte´ principale de cette e´tude de´terministe porte
sur le fait que les outils qu’on connait pour e´tudier les e´quations de Navier-Stokes ne suffissent
pas pour e´tudier l’encadrement (3.8) et ce proble`me ne sera donc pas conside´re´ ici.
Dans ce chapitre nous allons plutoˆt nous concentrer a` l’e´tude de´terministe du spectre d’e´nergie
E(κ) dans l’intervalle de dissipation, c’est a` dire, pour les hautes fre´quences κ > κD. En effet,
dans le mode`le de cascade d’e´nergie ci-dessus et une fois que l’on arrive a` la fre´quence de dissi-
pation κD, on a que les forces de viscosite´ du fluide sont cense´es annuler tous les mouvements de
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l’e´coulement aux fre´quences supe´rieures a` κD et donc l’e´nergie cine´tique est rapidement dissipe´e
sous forme de chaleur.
Dans les expe´riences physiques et nume´riques [34],[74] et [54] il est souvent observe´ que dans
cet intervalle de dissipation κ > κD alors le spectre d’e´nergie E(κ) est a` de´croissance rapide et
cette quantite´ pre´sente le comportement
E(κ) ≈ e−κ. (3.9)
De cette fac¸on, e´tant donne´ que la quantite´ E(κ) est de´finie la transforme´e de Fourier du champ
de vitesse ~U dans l’expression (3.6), pour les fre´quences |ξ| = κ > κD nous allons alors e´tudier
la de´croissance (3.2) : ∣∣∣∣ ~̂U(ξ)∣∣∣∣ . e−|ξ|.
Mais avant d’entrer dans le vif du sujet il convient tout d’abord de pre´ciser un peu plus notre
cadre d’e´tude : le re´gime laminaire et le re´gime turbulent.
3.1.3 De retour au re´gime laminaire et turbulent
Dans la section pre´ce´dente nous avons explique´ que la de´croissance (3.2) est cense´e eˆtre ob-
serve´e aux fre´quences |ξ| ∈]κD,+∞[, ou` κD est la fre´quence de dissipation d’e´nergie ; et nous
allons maintenant e´tudier en peu plus en de´tail cet intervalle des fre´quences ]κD,+∞[ dans le
re´gime laminaire et dans le re´gime turbulent.
Lorsqu’on conside`re un fluide en re´gime laminaire, a` un nombre de Reynolds borne´ Re ≤ C,
on s’attend a` ce la fre´quence de dissipation d’e´nergie soit du meˆme ordre de grandeur que la
fre´quence d’injection d’e´nergie κ0. En effet, les fluides en re´gime laminaire peuvent eˆtres ca-
racte´rise´s par un taux de dissipation d’e´nergie de l’ordre ε ≈ 1Re U
3
`0
(voir le livre [26], Chapitre
II de R. Temam et. al. ainsi que le livre [37] de L. Jacquin and P. Tabeling) et en utilisant
maintenant cette valeur de ε dans la formule (3.11) nous avons
κD ≈ Re 12κ0 (3.10)
et comme Re ≤ C nous obtenons les ine´galite´s κD ≤
√
Cκ0 et donc la fre´quence de dissipation
κD est du meˆme ordre de grandeur que la fre´quence d’injection d’e´nergie κ0.
De cette fac¸on nous observons que pour les fluides en re´gime laminaire la de´croissance (3.2
doit eˆtre observe´e dans l’intervalle de fre´quences ]κ0 ≈ κD,+∞[ qui commence a` partir de la
fre´quence d’injection d’e´nergie κ0 et non seulement a` partir de la fre´quence de dissipation κD.
D’autre part, dans le cadre d’un fluide en re´gime turbulent nous allons observer que l’on a
κD >> κ0 et donc la de´croissance (3.2) a lieu aux hautes fre´quences. En effet, observons tout
d’abord que la fre´quence κD =
1
`D
est de´finie comme l’inverse de la longueur de dissipation `D
et cette longueur a e´te´ de´finie dans (1.4) page 11 par l’expression `D =
(
ν3
ε
) 1
4
, nous avons de
cette fac¸on
κD =
( ε
ν3
) 1
4
, (3.11)
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ou` ε est le taux de dissipation d’e´nergie et ν est toujours la constante de viscosite´ du fluide.
Mais, dans l’introduction de Chapitre 1 nous avons vu que la loi de dissipation de Kolmogorov
explique que si le nombre de Reynolds Re est suffisamment grand alors le taux de dissipation
ε est estime´ par ε ≈ U3`0 et en remplac¸ant cette valeur de ε dans (3.11), comme Re = U`0ν et
κ0 =
1
`0
nous obtenons
κD =
( ε
ν3
) 1
4 ≈
(
U3
`0ν3
) 1
4
=
(
U3`30
ν3
) 1
4 1
`0
= Re
3
4κ0. (3.12)
Ainsi, lorsque 1 << Re, on a κ0 << κD.
Dans la section qui suit nous allons e´tudier ces deux cadres du mouvement du fluide ou` l’on
obtiendra une de´croissance fre´quentielle (3.2) des solutions des e´quations de Navier-Stokes sta-
tionnaires (3.1) et cette de´croissance sera obtenue a` partir des bases fre´quences |ξ| > 0 dans le
re´gime laminaire et seulement aux hautes fre´quences |ξ| >> 1 dans le re´gime turbulent.
Insistons sur le fait que dans ce chapitre nous allons caracte´riser le mouvement du fluide par une
approche diffe´rente par rapport au chapitre pre´ce´dent et ici le re´gime laminaire sera repre´sente´
par un controˆle directe sur la taille de la force ~f tandis que dans le re´gime turbulent nous ne
ferons aucun controˆle la taille de cette fonction.
3.2 De´croissance fre´quentielle des e´quations de Navier-Stokes
stationnaires
On commence donc par e´tudier la de´croissance fre´quentielle dans le cadre d’un fluide en
re´gime laminaire.
3.2.1 Quelques re´sultats dans le re´gime laminaire
Pour e´tudier la de´croissance fre´quentielle (3.2) nous proposons dans cette section deux ap-
proches diffe´rentes. Dans la premie`re approche qui sera e´tudie´e dans le point A) ci-dessous nous
supposerons tout d’abord que la force ~f ∈ H˙−1(R3) est une fonction localise´e en fre´quence et
dans ce cadre nous utiliserons la me´thode de´veloppe´e par Oseen pour la construction des so-
lutions classiques des e´quations de Navier-Stokes (voir le livre [46], Chapitre 4 pour plus de
de´tails sur cette me´thode) et cette me´thode sera combine´e avec la notion de nombres de Catalan
utilise´s en combinatoire (voir le livre [15] pour plus de re´fe´rences) pour construire une solu-
tion ~U ∈ H˙1(R3) des e´quations de Navier-Stokes stationnaires (3.1) qui ve´rifie la de´croissance
fre´quentielle ponctuelle | ~̂U(ξ)| . e−|ξ| pour |ξ| supe´rieur a` une certaine fre´quence.
Ensuite, dans la deuxie`me approche qui sera e´tudie´e dans le point B) ci-apre`s, on conside`re
une force ~f ∈ H˙−1(R3) qui n’est pas localise´e en fre´quence mais qui ve´rifie une de´croissance
fre´quentielle exponentielle et en utilisant la notion de classe de Gevrey (voir la De´finition 3.2.2
page 116 pour une de´finition pre´cise) nous construirons une solution ~U ∈ H˙1(R3) des e´quations
(3.1) qui ve´rifie une de´croissance fre´quentielle
∣∣∣∣ ~̂U(ξ)∣∣∣∣ . e−|ξ||ξ| , pour tout ξ 6= 0.
Dans ces deux approches nous aurons besoin de supposer des conditions de petitesse sur la
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taille de la force ~f : ‖~f‖H˙−1 < η et pour cette raison ces re´sultats sont valables seulement dans
le cadre d’un fluide en re´gime laminaire.
A) Premie`re approche : localisation fre´quentielle de la force
Soit ~f ∈ H˙−1(R3) une force et soit `0 > 0 une e´chelle d’injection d’e´nergie. Nous allons
supposer que cette force ve´rifie
supp
(
~̂f
)
⊂
{
ξ ∈ R3 : ρ1
`0
≤ |ξ| ≤ ρ2
`0
}
, (3.13)
ou` 0 < ρ1 < ρ2 sont deux constantes fixeset nous allons voir maintenant comment on peut
construire une solution ~U des e´quations (3.1) qui ait une de´croissance fre´quentielle exponentielle.
Pour cela nous allons adapter a` ce cadre stationnaire la me´thode d’Oseen qui fuˆt utilise´e pour
construire des solutions classiques des e´quations de Navier-Stokes non-stationnaires et nous ob-
tiendrons une solution ~U ∈ H˙1(R3) qui s’e´crit comme une se´rie ~U =
+∞∑
n=1
~Un ou` le terme ~Un
sera donne´ par l’expression (3.26) ci-dessous. Ainsi, la force ~f e´tant localise´e aux fre´quences
nous observerons que cette localisation entraˆıne une localisation fre´quentielle convenable de
chaque terme ~Un de la se´rie ci-dessus et cette proprie´te´ nous permettra obtenir une de´croissance
fre´quentielle exponentielle pour cette solution ~U , qui sera e´tudie´e dans le The´ore`me 3.2.1 ci-
dessous.
Une fois que nous avons explique´ les grandes lignes de notre e´tude nous allons maintenant
entrer dans les de´tails et la premie`re chose a` faire est de construire une solution ~U des e´quations
(3.1) dans un sous-espace de H˙1(R3). En effet, comme l’on travaille sur tout R3 on conside`re les
e´quations (3.1) comme un proble`me de point fixe e´quivalent
~U =
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)
− 1
ν∆
~f. (3.14)
Pour re´soudre ce proble`me nous allons utiliser le principe de contraction de Picard et alors nous
cherchons un espace fonctionnel E ⊂ H˙1(R3) ou` l’on puise ve´rifier la continuite´ de la forme
biline´aire ∥∥∥∥1νP
(
1
∆
div(~U ⊗ ~U)
)∥∥∥∥
E
≤ C
ν
‖~U‖E‖~U‖E , (3.15)
pour tout ~U ∈ E et ou` l’on puise relier la condition de petitesse sur le terme
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
E
par un
controˆle direct sur la norme ‖~f‖H˙−1 :∥∥∥∥ 1ν∆ ~f
∥∥∥∥
E
≤ C(ν,`0)‖~f‖H˙−1 , (3.16)
ou` `0 > 0 est fixe´e par (3.13). Donc, pour ve´rifier les points (3.15) et (3.16) nous introduisons
l’espace
E = L2(R3) ∩ H˙1(R3) (3.17)
muni de la norme
‖ · ‖E = ‖ · ‖L2 + ‖ · ‖H˙1 + ‖ · ‖L3 . (3.18)
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A` ce stade, il convient de souligner que par les ine´galite´s de Hardy-Littlewood-Sobolev et par les
ine´galite´s d’interpolation dans l’espaces de Lebesgue nous avons E = L2(R3)∩H˙1(R3) ⊂ L3(R3)
et dans la norme ‖ · ‖E ci-dessus nous observons que nous aurons besoin de controˆler la quantite´
‖ · ‖L3 .
Observons aussi que l’on a E ⊂ H˙1(R3) et nous avons :
Proposition 3.2.1 Soit ~f ∈ H˙−1(R3) une force a` divergence nulle qui ve´rifie (3.13). Il existe
une constante η > 0 telle que si ‖~f‖H˙−1 < η alors il existe ~U ∈ E solution des e´quations de
Navier-Stokes stationnaires (3.1) qui est l’unique solution dans la boule ‖~U‖E < ν2C , ou` C > 0
est la constante donne´e dans (3.15).
Preuve. Il s’agit de ve´rifier tout d’abord le point (3.15) et pour cela nous avons besoin d’estimer
chaque terme de la norme ‖ · ‖E donne´e par l’expression (3.18). Pour le premier qui compose la
norme ‖ · ‖E par la continuite´ du projecteur de Leray et par les ine´galite´s de Hardy-Littlewood-
Sobolev et l’ine´galite´ de Ho¨lder nous obtenons∥∥∥∥1νP
(
1
∆
div(~U ⊗ ~U)
)∥∥∥∥
L2
≤ c1
ν
∥∥∥~U ⊗ ~U∥∥∥
H˙−1
≤ c1
ν
∥∥∥~U ⊗ ~U∥∥∥
L
6
5
≤ c1
ν
‖~U‖L2‖~U‖L3 . (3.19)
Ensuite, pour le deuxie`me terme de la norme ‖·‖E , en suivant le meˆme raisonnement ci-dessus
nous avons∥∥∥∥1νP
(
1
∆
div(~U ⊗ ~U)
)∥∥∥∥
H˙1
≤ c2
ν
∥∥∥~U ⊗ ~U∥∥∥
L2
≤ c2
ν
‖~U‖L6‖~U‖L3 ≤
c2
ν
‖~U‖H˙1‖~U‖L3 . (3.20)
Finalement, pour le troisie`me terme de la norme ‖ · ‖E , par les ine´galite´s de Hardy-Littlewood-
Sobolev nous avons∥∥∥∥1νP
(
1
∆
div(~U ⊗ ~U)
)∥∥∥∥
L3
≤ c3
ν
∥∥∥∥P( 1∆div(~U ⊗ ~U)
)∥∥∥∥
H˙
1
2
d’ou`, toujours par la continuite´ du projecteur de Leray nous e´crivons
c3
ν
∥∥∥∥P( 1∆div(~U ⊗ ~U)
)∥∥∥∥
H˙
1
2
≤ c3
ν
∥∥∥~U ⊗ ~U∥∥∥
H˙−
1
2
. (3.21)
Dans la dernie`re expression ci-dessus, nous appliquons encore les ine´galite´s de Hardy-Littlewood-
Sobolev et l’ine´galite´ de Ho¨lder pour obtenir
c3
ν
∥∥∥~U ⊗ ~U∥∥∥
H˙−
1
2
≤ c3
ν
∥∥∥~U ⊗ ~U∥∥∥
L
3
2
≤ c3
ν
∥∥∥~U∥∥∥
L3
∥∥∥~U∥∥∥
L3
. (3.22)
De cette fac¸on, la proprie´te´ de continuite´ du terme biline´aire sur l’espace E e´nonce´ dans (3.15)
est bien ve´rifie´e par les estimations ci-dessus ou` l’on pose la constante C = max(c1, c2, c3) > 0.
Nous allons e´tudier le point (3.16) et pour cela nous avons le lemme technique suivant.
Lemme 3.2.1 Soit ~f ∈ H˙−1(R3) une force qui ve´rifie la localisation fre´quentielle (3.13) pour
`0 > 0 une e´chelle d’injection d’e´nergie. Soient ν > 0 la constante de viscosite´ du fluide et
la norme ‖ · ‖E donne´e dans (3.18). Alors il existe une constante C(ν,`0) > 0 telle que l’on a
l’estimation ∥∥∥∥ 1ν∆ ~f
∥∥∥∥
E
≤ C(ν,`0)‖~f‖H˙−1 .
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Preuve. Nous allons estimer chaque terme de la quantite´
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
E
. En effet, pour le premier
terme de cette quantite´, comme ~f est localise´e aux fre´quences ρ1`0 ≤ |ξ| ≤
ρ2
`0
nous pouvons e´crire∥∥∥∥ 1ν∆ ~f
∥∥∥∥2
L2
=
1
ν2
∫
R3
1
|ξ|4 |
~̂f(ξ)|2dξ = 1
ν2
∫
R3
1{ξ∈R3: ρ1
`0
≤|ξ|≤ ρ2
`0
}
1
|ξ|4 |
~̂f(ξ)|2dξ
=
1
ν2
∫
R3
1{ξ∈R3: ρ1
`0
≤|ξ|≤ ρ2
`0
}
1
|ξ|2
[
1
|ξ|2 |
~̂f(ξ)|2
]
dξ ≤ ρ
2
1
ν2`20
∫
R3
1
|ξ|2 |
~̂f(ξ)|2dξ
≤ ρ
2
1
ν2`20
‖~f‖2
H˙−1 ,
d’ou` nous obtenons l’estimation ∥∥∥∥ 1ν∆ ~f
∥∥∥∥
L2
≤ ρ1
ν`0
‖~f‖H˙−1 . (3.23)
Ensuite, pour le deuxie`me terme de la quantite´
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
E
nous pouvons e´crire directement
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
H˙1
≤ 1
ν
‖~f‖H˙−1 . (3.24)
Finalement, pour le troisie`me terme de cette quantite´, par les ine´galite´s de Hardy-Littlewood-
Sobolev nous avons ∥∥∥∥ 1ν∆ ~f
∥∥∥∥
L3
≤ c
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
H˙
1
2
,
et alors, toujours en utilisation la localisation fre´quentielle de ~f nous e´crivons∥∥∥∥ 1ν∆ ~f
∥∥∥∥2
H˙
1
2
=
1
ν2
∫
R3
|ξ|
[
1
|ξ|4 |
~̂f(ξ)|2
]
dξ =
1
ν2
∫
R3
1{ξ∈R3: ρ1
`0
≤|ξ|≤ ρ2
`0
}
1
|ξ|
[
1
|ξ|2 |
~̂f(ξ)|2
]
dξ
≤ ρ1
ν2`0
∫
R3
1
|ξ|2 |
~̂f(ξ)|2dξ ≤ ρ1
ν2`0
‖~f‖2
H˙−1 ,
d’ou` nous pouvons en tirer l’estimation∥∥∥∥ 1ν∆ ~f
∥∥∥∥
L3
≤ c ρ
1
2
0
ν`
1
2
0
‖~f‖H˙−1 . (3.25)
Ainsi, par les estimations (3.23), (3.24) et (3.25) on fixe la constante C(ν,`0) = max
(
ρ1
ν`0
, 1ν , c
ρ
1
2
0
ν`
1
2
0
)
et nous e´crivons alors l’estimation
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
E
≤ C(ν,`0)‖~f‖H˙−1 . 
Ainsi, si ‖~f‖H˙−1 < η pour η > 0 une constante suffisamment petite alors par le lemme ci-
dessus et par l’estimation (3.15) nous pouvons appliquer le principe de contraction de Picard
pour obtenir ~U ∈ E une solution des e´quations (3.1) et qui est l’unique solution dans la boule
‖~U‖E < ν2C . La Proposition 3.2.1 est maintenant ve´rifie´e. 
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Une fois que nous avons construit la solution ~U ∈ E nous allons maintenant revisiter la me´thode
d’Oseen dans ce cadre des e´quations de Navier-Stokes stationnaires. Remarquons au passage
que cette me´thode a e´te´ aussi utilise´e dans l’article [1] de P. Aucher et P. Tchamitchian pour
obtenir des solutions des e´quations de Navier-Stokes non-stationnaires dans le cadre de diffe´rents
espaces fonctionnels comme les espaces de Sobolev, Besov et Morrey.
Proposition 3.2.2 Dans le cadre de la Proposition 3.2.1, la solution ~U ∈ E des e´quations de
Navier-Stokes stationnaires (3.1) s’e´crit comme une se´rie convergente dans la topologie forte de
l’espace E, ~U =
+∞∑
n=1
~Un, ou` le premier terme est donne´ par ~U1 = − 1ν∆ ~f et pour tout n ≥ 2 on a
~Un =
n−1∑
k=1
1
ν
P
(
1
∆
div(~Uk ⊗ ~Un−k)
)
. (3.26)
Preuve. Tout d’abord, pour simplifier l’e´criture nous allons e´crire le terme 1νP
(
1
∆div(
~U ⊗ ~U)
)
comme 1νB(
~U, ~U) et en suivant l’ide´e d’Oseen on conside`re l’e´quation
~U =
1
ν
B(~U, ~U)− 1
ν∆
~f (3.27)
et l’on de´veloppe la solution ~U comme la se´rie :
~U =
+∞∑
n=1
~Un. (3.28)
Pour de´terminer les termes ~Un en remplace (3.28) dans (3.27) et nous obtenons
+∞∑
n=1
~Un =
1
ν
B
(
+∞∑
n=1
~Un,
+∞∑
n=1
~Un
)
− 1
ν∆
~f, (3.29)
et comme ~U1 = − 1ν∆ ~f nous pouvons e´crire
+∞∑
n=2
~Un =
1
ν
B
(
+∞∑
n=1
~Un,
+∞∑
n=1
~Un
)
.
En utilisant les proprie´te´s du terme biline´aire nous obtenons
1
ν
B
(
+∞∑
n=1
~Un,
+∞∑
n=1
~Un
)
=
+∞∑
n=1
+∞∑
k=1
1
ν
B
(
~Un, ~Uk
)
=
+∞∑
n=2
(
n−1∑
k=1
1
ν
B(~Uk, ~Un−k)
)
,
et nous trouvons que le terme ~Un et bien donne´ par la formule (3.26).
Nous allons maintenant prouver que la se´rie (3.28) converge fortement vers la solution ~U dans
l’espace E et pour cela, nous prouvons tout d’abord que
∑+∞
n=1
~Un converge fortement dans E
et ensuite nous allons observer que cette se´rie est en fait une solution de l’e´quation (3.27).
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Pour montrer la convergence forte de se´rie ci-dessus nous introduisons les nombres de Cata-
lan d’une fac¸on le´ge`rement de´tourne´e et adapte´e a` notre proble`me : par l’expression (3.26) nous
pouvons observer que pour tout entier n ≥ 2, le terme ~Un est la somme de toutes les fac¸ons
possibles de multiplier n fois le terme ~U1 en utilisant la forme biline´aire
1
νB(·, ·). En effet, en
prenant n = 2 dans la formule (3.26) nous avons ~U2 =
1
νB(
~U1, ~U1), pour n = 3 nous avons
~U3 =
1
νB
(
~U1, ~U2
)
+ 1νB
(
~U2, ~U1
)
, et dans cette identite´ en remplac¸ant ~U2 par
1
νB(
~U1, ~U1) nous
obtenons ~U3 =
1
νB
(
~U1,
1
νB(
~U1, ~U1)
)
+ 1νB
(
1
νB(
~U1, ~U1), ~U1
)
et ainsi de suite pour n > 3. Une
fois que l’on a remarque´ ce fait, pour n ≥ 2 nous de´finissons les ensemble Wn comme l’ensemble
de tous les produits de n fois le terme ~U1 en utilisant
1
νB(·, ·), par exemple :
W2 =
{
1
ν
B(~U1, ~U1)
}
,
W3 =
{
1
ν
B
(
~U1,
1
ν
B(~U1, ~U1)
)
,
1
ν
B
(
1
ν
B(~U1, ~U1), ~U1
)}
,
W4 =
{
1
ν
B
(
~U1,
1
ν
B(~U1,
1
ν
B(~U1, ~U1))
)
,
1
ν
B
(
~U1,
1
ν
B(
1
ν
B(~U1, ~U1), ~U1)
)
, · · ·
}
,
et donc, avec cette de´finition des ensembles Wn, nous pouvons e´crire ~Un =
∑
w∈Wn
w.
Maintenant, nous de´finissons les nombres A1 = 1 et pour tout n ≥ 2 le nombre An = card(Wn)
est le cardial de l’ensemble Wn. Cette suite de nombres (An)n≥1 est connue en combinatoire
par les nombres de Catalan. Pour une application des nombres de Catalan dans le proble`me
de Navier-Stokes voir le livre [46], The´ore`me 5.1 et voir aussi le livre [15] pour les proprie´te´s
ge´ne´rales de ces nombres.
Dans notre e´tude nous aurons besoin uniquement de deux proprie´te´s de ces nombres. Tout
d’abord, la suite (An)n≥1 ve´rifie la relation de re´currence :
An =

1, si n = 1,
n−1∑
k=1
Ak An−k, si n ≥ 2.
(3.30)
Ensuite, par cette formule de re´currence il est possible de montrer (voir le livre [15]) que sa se´rie
ge´ne´ratrice ve´rifie :
+∞∑
n=1
Anz
n =
1−√1− 4z
2
, pour tout |z| ≤ 1
4
. (3.31)
Maintenant nous avons tous les outils pour prouver que
∥∥∥∥∥
+∞∑
n=1
~Un
∥∥∥∥∥
E
< +∞. En effet, par la
continuite´ de la forme biline´aire 1νB(·, ·) dans l’espace E e´tudie´e dans (3.15) nous obtenons
l’estimation suivante pour tout w ∈Wn :
‖w‖E ≤
(
C
ν
)n−1
‖~U1‖nE ,
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et de plus, comme An = card(Wn) nous e´crivons
‖~Un‖E ≤
∑
w∈Wn
‖w‖E ≤ An
(
C
ν
)n−1
‖~U1‖nE =
ν
C
An
(
C
ν
‖~U1‖E
)n
, (3.32)
d’ou` nous obtenons ∥∥∥∥∥
+∞∑
n=1
~Un
∥∥∥∥∥
E
≤
+∞∑
n=1
‖~Un‖E ≤ ν
C
+∞∑
n=1
An
(
C
ν
‖~U1‖E
)n
.
Ainsi, comme ~U1 = − 1ν∆ ~f , par le Lemme 3.2.1 nous savons que ‖~U1‖E ≤ C(ν,`0)‖~f‖H˙−1 et alors
si ‖~f‖H˙−1 < η pour une constante η > 0 suffisamment petite nous obtenons Cν ‖~U1‖E < 14 et de
cette fac¸on, par la formule (3.31) nous obtenons∥∥∥∥∥
+∞∑
n=1
~Un
∥∥∥∥∥
E
≤
+∞∑
n=1
‖~Un‖E ≤
1−
√
1− 4Cν ‖~U1‖E
2
(
C
ν
) ≤ ν
2C
,
et donc la se´rie
+∞∑
n=1
~Un est normalement convergente dans E, elle est une solution de l’e´quation
(3.29) et elle de´finit un e´le´ment de E dans la boule BE(0,
ν
2C ).
Finalement, comme l’e´quation (3.27) s’agit de la meˆme (3.1) par l’unicite´ des solutions de ces
e´quations dans la boule ‖~U‖E ≤ ν2C nous avons ~U =
∑+∞
n=1
~Un. 
La de´composition ~U =
+∞∑
n=1
~Un obtenue dans la Proposition 3.2.2 nous permettra d’e´tudier de
fac¸on pre´cise la de´croissance fre´quentielle de la solution ~U et pour cela nous e´tudions mainte-
nant l’information sur le support fre´quentielle de chaque terme ~Un de cette de´composition.
Proposition 3.2.3 Dans le cadre de la Proposition 3.2.2, soit ~f ∈ H˙−1(R3) une force qui
ve´rifie la localisation fre´quentielle supp
(
~̂f
)
⊂
{
ξ ∈ R3 : ρ1`0 ≤ |ξ| ≤
ρ2
`0
}
, pour `0 > 0 une e´chelle
d’injection d’e´nergie et soit ~U ∈ E la solution des e´quations des e´quations de Navier-Stokes
stationnaires (3.1) que nous assumons de´compose´e comme la se´rie ~U =
+∞∑
n=1
~Un ou` ~U1 = − 1ν∆ ~f
et pour tout n ≥ 2 les termes ~Un sont donne´s par la formule (3.26). Alors les supports des
transforme´es de Fourier des termes ~Un ve´rifient les inclusions :
supp
(
~̂Un
)
⊂
{
ξ ∈ R3 : |ξ| ≤ nρ2
`0
}
.
Preuve. En effet, par la localisation de la force ~f et comme ~U1 = − 1ν∆ ~f nous avons directement
que
supp
(
~̂U1
)
⊂
{
ξ ∈ R3 : |ξ| ≤ ρ2
`0
}
. (3.33)
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Pour n ≥ 2, par la formule (3.26) nous avons l’expression suivante pour les termes ~Un :
~Un =
n−1∑
k=1
1
ν
B(~Uk, ~Un−k) =
n−1∑
k=1
1
ν
P
(
1
∆
div(~Uk ⊗ ~Un−k)
)
,
et comme le symbole m̂(ξ) de l’ope´rateur P
(
1
∆div(·)
)
est une fonction homoge`ne de degre´ −1,
en prenant la transformation de Fourier dans l’expression ci-dessus nous pouvons e´crire
| ~̂Un(ξ)| ≤ c
ν|ξ|
n−1∑
k=1
| ~̂Uk ∗ ~̂Un−k(ξ)|. (3.34)
Pour le cas n = 2, nous observons facilement que le support de ~̂U2 de´pend du support de ~̂U1 ∗ ~̂U1
et par (3.33) nous avons
supp
(
~̂U2
)
⊂ supp
(
~̂U1
)
+ supp
(
~̂U1
)
⊂
{
ξ ∈ R3 : |ξ| ≤ 2ρ2
`0
}
.
Donc, en utilisant l’expression (3.34), nous obtenons par re´currence les inclusions cherche´es :
supp
(
~̂Un
)
⊂
{
ξ ∈ R3 : |ξ| ≤ nρ2
`0
}
.

Une fois que nous avons e´tudie´ les supports fre´quentiels des termes de la se´rie ~U =
+∞∑
n=1
~Un
nous avons maintenant tous les outils dont on a besoin pour e´tudier le de´croissance fre´quentielle
de la solution ~U et nous avons donc un tout premier re´sultat dans le cadre d’un fluide en re´gime
laminaire.
The´ore`me 3.2.1 (Premie`re e´tude de la de´croissance fre´quentielle : cadre laminaire)
Soit ~f ∈ H˙−1(R3) une force a` divergence nulle telle que sa transforme´e de Fourier est borne´e et
localise´e aux fre´quences
{
ξ ∈ R3 : ρ1`0 ≤ |ξ| ≤
ρ2
`0
}
, pour `0 > 0 une e´chelle d’injection d’e´nergie
fixe. Alors, il existe une constante η > 0 (suffisamment petite) telle que si ‖~f‖H˙−1 < η alors
la solution ~U ∈ E ⊂ H˙1(R3) des e´quations de Navier-Stokes stationnaires (3.1), obtenue par le
biais de la Proposition 3.2.1, ve´rifie la de´croissance fre´quentielle :∣∣∣∣ ~̂U(ξ)∣∣∣∣ ≤ c1 e−c2|ξ|, pour tout |ξ| ≥ ρ1`0 , (3.35)
ou` c1 = c1(ν, `0, ~f) > 0 (avec ν > 0 la constante de viscosite´ du fluide) et c2 = c2(`0) > 0.
Nous observons ainsi que cette de´croissance fre´quentielle est obtenue aux fre´quences |ξ| ≥ ρ1`0 ce
qui correspond au fait que si l’on conside`re un fluide en re´gime laminaire (ce qui est caracte´rise´
par la condition de petitesse sur la force) alors la de´croissance exponentielle du spectre d’e´nergie
a e´galement lieu pour les fre´quences de l’ordre de 1`0 et non seulement aux hautes fre´quences.
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De´monstration. Par la Proposition 3.2.2 nous de´composons la solution ~U comme la se´rie
~U =
+∞∑
n=1
~Un, ou` ~U1 = − 1ν∆ ~f et pour tout n ≥ 2 les termes ~Un sont donne´s par l’expression (3.26).
En prenant la transforme´e de Fourier dans cette se´rie et ensuite, en multipliant par la quantite´
e
`0
ρ2
|ξ|
nous obtenons
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂U(ξ)∣∣∣∣ ≤ +∞∑
n=1
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ = e `0ρ2 |ξ| ∣∣∣∣ ~̂U1(ξ)∣∣∣∣+ +∞∑
n=2
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ = (a) + (b), (3.36)
ou` nous allons montrer que les termes (a) et (b) ci-dessus sont controˆle´s par une constante
c1 = c1(ν, `0, ~f) > 0.
Pour estimer le terme (a) de (3.36) nous utilisons la Proposition 3.2.3 d’ou` l’on sait que
supp
(
~̂U1
)
⊂
{
ξ ∈ R3 : |ξ| ≤ ρ2`0
}
et alors nous pouvons e´crire
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂U1(ξ)∣∣∣∣1supp( ~̂U1)(ξ) ≤ e `0ρ2 |ξ|
∣∣∣∣ ~̂U1(ξ)∣∣∣∣1{ξ∈R3:|ξ|≤ ρ2
`0
}(ξ) ≤ sup
|ξ|< ρ2
`0
(
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂U1(ξ)∣∣∣∣)
≤ e‖ ~̂U1‖L∞ ,
d’ou`, e´tant donne´ que ~U1 = − 1ν∆ ~f et de plus, comme ~̂f ∈ L∞(R3) et comme supp
(
~̂f
)
⊂{
ξ ∈ R3 : ρ1`0 ≤ |ξ| ≤
ρ2
`0
}
alors nous avons
e‖ ~̂U1‖L∞ = sup
ρ1
`0
≤|ξ|≤ ρ2
`0
e
ν|ξ|2 |
~̂f(ξ)| ≤ e `
2
0
νρ21
‖ ~̂f‖L∞ ,
et nous obtenons ainsi l’estimation
(a) = e
`0
ρ2
|ξ|
∣∣∣∣ ~̂U1(ξ)∣∣∣∣ ≤ e `20νρ21 ‖ ~̂f ‖L∞ . (3.37)
Nous allons maintenant estimer le terme (b) de (3.36). Il s’agit d’estimer tout d’abord chaque
terme e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ et pour cela nous utiliserons ici les nombres de Catalan An de´finis par
la formule (3.30) ou` nous allons montrer qu’il existe deux constantes C1 = C1(ν, `0) > 0 et
C2 = C2(ν, `0) > 0 telle que pour tout entier n ≥ 2 nous avons l’estimation suivante :
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ ≤ C1An (C2‖~f‖H˙−1)n , pour tout |ξ| ≥ ρ1`0 . (3.38)
En effet, par l’ine´galite´ (3.34) nous e´crivons
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ ≤ e `0ρ2 |ξ| cν|ξ|
n−1∑
k=1
∣∣∣∣ ~̂Un ∗ ~̂Un−k(ξ)∣∣∣∣ , (3.39)
et comme |ξ| ≥ ρ1`0 nous obtenons
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ ≤ e `0ρ2 |ξ| c`0ρ1ν
n−1∑
k=1
∣∣∣∣ ~̂Un ∗ ~̂Un−k(ξ)∣∣∣∣ .
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D’autre part, par la Proposition 3.2.3 nous savons que supp( ~̂Un) ⊂ {ξ ∈ R3 : |ξ| ≤ nρ2`0 } et alors
dans l’estimation pre´ce´dente nous pouvons e´crire
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣1supp( ~̂Un)(ξ) ≤ e `0ρ2 |ξ| c`0ρ1ν
n−1∑
k=1
∣∣∣∣ ~̂Un ∗ ~̂Un−k(ξ)∣∣∣∣1{ξ∈R3:|ξ|≤nρ2`0 }(ξ)
≤ sup
|ξ|≥ ρ1
`0
[
e
`0
ρ2
|ξ| c`0
ρ1ν
n−1∑
k=1
∣∣∣∣ ~̂Un ∗ ~̂Un−k(ξ)∣∣∣∣1{ξ∈R3:|ξ|≤nρ2`0 }(ξ)
]
= (c),
d’ou`, par l’ine´galite´ de Ho¨lder et en utilisant la de´finition de la norme ‖·‖E donne´e par la formule
(3.18) nous avons
(c) ≤ en c`0
ρ1ν
n−1∑
k=1
∥∥∥∥ ~̂Uk ∗ ~̂Un−k∥∥∥∥
L∞
≤ en c`0
ρ1ν
n−1∑
k=1
∥∥∥~Uk ⊗ ~Un−k∥∥∥
L1
≤ en c`0
ρ1ν
n−1∑
k=1
‖~Uk‖L2‖~Un−k‖L2
≤ en c`0
ρ1ν
n−1∑
k=1
‖~Uk‖E‖~Un−k‖E . (3.40)
A` ce stade, nous avons besoin d’estimer le terme ‖~Uk‖E et pour cela nous revenons a`
l’ine´galite´ (3.32) pour pouvoir e´crire
‖~Uk‖E ≤ ν
C
Ak
(
C
ν
‖~U1‖E
)k
,
ou` C > 0 est la constante donne´e dans (3.15) et An sont les nombres de Catalan. Ainsi, par
l’identite´ ~U1 = − 1ν∆ ~f et par le Lemme 3.2.1 nous avons alors l’estimation ‖~U1‖E = ‖− 1ν∆ ~f‖E ≤
C(ν,`0)‖~f‖H˙−1 et donc nous obtenons
‖~Uk‖E ≤ ν
C
Ak
(
C
ν
C(ν,`0)‖~f‖H˙−1
)k
≤ ν
C
Ak
(
C
′
(ν,`0)
‖~f‖H˙−1
)k
.
Une fois que nous disposons de cette estimation nous pouvons revenir a` l’estimation (3.40)
ci-dessus pour e´crire
en
c`0
ρ1ν
n−1∑
k=1
‖~Uk‖E‖~Un−k‖E ≤ en c`0
ρ1ν
n−1∑
k=1
(
ν
C
Ak
(
C
′
(ν,`0)
‖~f‖H˙−1
)k)( ν
C
An−k
(
C
′
(ν,`0)
‖~f‖H˙−1
)n−k)
≤ en c`0ν
ρ1C2
(
C
′
(ν,`0)
‖~f‖H˙−1
)n n−1∑
k=1
AkAn−k,
et alors par la formule de re´currence An =
n−1∑
k=1
Ak An−k donne´e dans (3.30) nous avons
en
c`0ν
ρ1C2
n−1∑
k=1
‖~Uk‖E‖~Un−k‖E ≤ c`0ν
ρ1C2
An
(
eC
′
(ν,`0)
‖~f‖H˙−1
)n
,
et alors si on pose les constantes C1 =
c`0ν
ρ1C2
> 0 et C2 = eC
′
(ν,`0)
> 0 et nous obtenons ainsi
l’estimation (3.38).
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Une fois que l’on a cette estimation nous pouvons e´crire
+∞∑
n=2
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ ≤ C1 +∞∑
n=2
An
(
C2‖~f‖H˙−1
)n
,
et par la proprie´te´ (3.31) des nombres de Catalan, si ‖~f‖H˙−1 < η, avec η > 0 une constante
suffisamment petite, alors nous avons
C1
+∞∑
n=2
An
(
C2‖~f‖H˙−1
)n ≤ C1 +∞∑
n=1
An
(
C2‖~f‖H˙−1
)n
= C1
1−
√
1− 4C2‖~f‖H˙−1
2
,
d’ou` nous obtenons l’estimation
(b) =
+∞∑
n=2
e
`0
ρ2
|ξ|
∣∣∣∣ ~̂Un(ξ)∣∣∣∣ ≤ C1 1−
√
1− 4C2‖~f‖H˙−1
2
. (3.41)
Maintenant que nous disposons des estimations (3.37) et (3.41) nous pouvons les remplacer dans
l’estimation (3.36) en fixant la constante c1 = max
(
e
`20
νρ21
‖ ~̂f ‖L∞ , C1 1−
√
1−4C2‖~f‖H˙−1
2
)
> 0 et la
constante c2 =
`0
ρ2
> 0, et nous avons finalement l’estimation cherche´e (3.35). 
Comme nous pouvons observer la de´croissance fre´quentielle exponentielle obtenue dans le The´ore`me
3.2.1 repose essentiellement sur la localisation fre´quentielle de la force exte´rieure ~f qui entraˆıne
une localisation fre´quentielle convenable des termes ~Un lorsqu’on de´compose la solution ~U comme
~U =
∑+∞
n=1
~Un.
Dans la partie B) ci-dessous, nous e´tudions cette de´croissance fre´quentielle dans un cadre un
peu plus ge´ne´ral ou` la force exte´rieure ~f n’est pas localise´e en fre´quence mais elle ve´rifie une
de´croissance fre´quentielle exponentielle.
B) Deuxie`me approche : de´croissance fre´quentielle de la force
Comme annonce´ nous supposons ici que la force ~f ∈ H˙−1(R3) ve´rifie une de´croissance
fre´quentielle | ~̂f(ξ)| . e−|ξ| et nous e´tudierons un comportement similaire pour les solutions
~U ∈ H˙1(R3) des e´quations de Navier-Stokes stationnaires (3.1).
On sait que les proprie´te´s de de´croissance de la transforme´e de Fourier d’une fonction peuvent
eˆtre regarde´es comme des proprie´te´s de re´gularite´ de telle fonction dans les espaces de Sobolev
H˙s(R3) (avec s > 0), ne´anmoins, ces espaces ne nous permettent pas d’e´tudier de fac¸on pre´cise
une de´croissance fre´quentielle exponentielle et nous avons besoin de passer par le cadre de la
classe de Gevrey qui nous introduisons comme suit : la premie`re chose a` faire est de de´finir
l’ope´rateur eβ
√−∆ de la fac¸on suivante :
De´finition 3.2.1 Soit β > 0. On de´finit l’ope´rateur eβ
√−∆ au niveau de Fourier par l’identite´
F [eβ
√−∆ϕ](ξ) = eβ|ξ|F [ϕ](ξ), pour tout ϕ qui appartient a` la classe de Schwartz.
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Cet ope´rateur nous sera tre`s utile pour l’e´tude de la de´croissance fre´quentielle exponentielle
car le symbole eβ|ξ| nous permettra capturer ce comportement comme nous le verrons dans la
de´finition suivante :
De´finition 3.2.2 (La classe de Gevrey) Soit l’espace de Sobolev H˙s(R3) avec s ∈ R, soit
β > 0 et soit l’ope´rateur eβ
√−∆ donne´ dans la De´finition 3.2.1. On de´finit la classe de Gevrey
Gβs (R3) par
Gβs (R3) =
{
g ∈ H˙s(R3) : ‖eβ
√−∆g‖H˙s < +∞
}
.
Graˆce a` cette de´finition nous observons que la quantite´ ‖eβ
√−∆g‖H˙s exprime la de´croissance
exponentielle de la transforme´e de Fourier de la fonction g. En effet, il suffit d’e´crire
‖eβ
√−∆g‖2
H˙s
=
∫
R3
|ξ|2se2β|ξ||ĝ(ξ)|2dξ,
pour observer que si cette quantite´ est finie alors il faut que ĝ(ξ) ait une de´croissance exponen-
tielle a` l’infini.
Observons aussi que l’on a Gβs (R3) ⊂ H˙s(R3) et en plus, l’espace H˙s(R3) e´tant un espace
de Banach pour |s| < 32 alors on a que pour ces valeurs du parame`tre s la classe de Gevrey
Gβs (R3) est aussi un espace de Banach muni de la norme ‖eβ
√−∆(·)‖H˙S .
Cet espace fonctionnel a e´te´ introduit par M. Gevrey en 1918 dans [31] pour l’e´tude analy-
tique de quelques proprie´te´s de re´gularite´ du noyau de la chaleur et cet espace a e´te´ aussi utilise´
pour l’e´tude de l’analycite´ en temps des solutions mild des e´quations de Navier-Stokes non sta-
tionnaires (voir l’article [27] de C. Foias et R. Temam et l’article [47] de P.G. Lemarie´-Rieusset
pour plus de re´fe´rences a` ce sujet). Dans cette section nous utiliserons la classe de Gevrey pour
e´tudier la de´croissance fre´quentielle exponentielle des solutions des e´quations de Navier-Stokes
dans le cadre stationnaire et nous avons ainsi une premie`re caracte´risation de ce comportement.
En effet, nous allons montrer que si la force ~f a une de´croissance fre´quentielle exponentielle,
qui est exprime´e par le fait que ~f ∈ Gβ− 3
2
(R3), et si nous supposons en plus un controˆle sur
la taille de cette force alors nous pouvons utiliser le principe de contraction de Picard pour
construire une solution ~U des e´quations (3.1) dans la classe de Gevrey Gβ1
2
(R3). Le choix du
parame`tre s = 12 dans cette classe de Gevrey (ainsi que le choix du parame`tre s = −32 dans la
classe Gβ− 3
2
(R3)) est purement technique et nous avons :
Proposition 3.2.4 Soit β > 0 et soit ~f ∈ Gβ− 3
2
(R3) une force a` divergence nulle. Il existe
une constante η1 > 0 telle que si ‖eβ
√−∆ ~f‖
H˙−
3
2
< η1 alors il existe ~U ∈ Gβ1
2
(R3) solu-
tion des e´quations de Navier-Stokes stationnaires (3.1) qui est l’unique solution dans la boule
‖eβ
√−∆~U‖
H˙
1
2
< 2η1.
Preuve. Nous e´crivons les e´quations (3.1) comme un proble`me de point fixe
~U =
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)
− 1
ν∆
~f,
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et nous allons appliquer le principe de contraction Picard dans la classe de Gevrey Gβ1
2
(R3).
Pour ve´rifier la continuite´ de la forme biline´aire ci-dessus sur cet espace, nous avons besoin de
l’ine´galite´ suivante :
Lemme 3.2.2 On a
∥∥∥∥eβ√−∆ [1νP
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
H˙
1
2
≤ C
ν
∥∥∥[eβ√−∆~U]⊗ [eβ√−∆~U]∥∥∥
H˙−
1
2
.
Preuve. On commence par e´crire∥∥∥∥eβ√−∆ [1νP
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥2
H˙
1
2
=
1
ν2
∫
R3
|ξ|e2β|ξ|
∣∣∣∣F (P( 1∆div(~U ⊗ ~U)
))
(ξ)
∣∣∣∣2 dξ
≤ C
ν2
∫
R3
|ξ|e2β|ξ|
[
1
|ξ| |F [
~U ] ∗ F [~U ](ξ)
∣∣∣∣2 dξ ≤ Cν2
∫
R3
1
|ξ|
[
eβ|ξ||F [~U ] ∗ F [~U ](ξ)|
]2
dξ,
et dans le dernier terme ci-dessus, nous utilisons l’ine´galite´ triangulaire pour e´crire
eβ|ξ||F [~U ] ∗ F [~U ](ξ) ≤ eβ|ξ|
∫
R3
|F [~U ](ξ − ζ)F [~U ](ζ)|dζ
≤
∫
R3
|eβ|ξ−ζ|F [~U ](ξ − ζ)eβ|ζ|F [~U ](ζ)|dζ ≤
(
|eβ|ξ|F [~U ]| ∗ |eβ|ξ|F [~U ]|
)
(ξ),
et alors, en revenant a` l’estimation pre´ce´dente nous obtenons
C
ν2
∫
R3
1
|ξ|
[
eβ|ξ||F [~U ] ∗ F [~U ](ξ)|
]2
dξ ≤ C
ν2
∫
R3
1
|ξ|
∣∣∣(|eβ|ξ|F [~U ]| ∗ |eβ|ξ|F [~U ]|) (ξ)∣∣∣2 dξ
≤ C
ν
‖eβ
√−∆~U ⊗ eβ
√−∆~U‖2
H˙−
1
2
.

Maintenant, par le Lemme 3.2.2, par les ine´galite´s de Hardy-Littlewood-Sobolev et l’ine´galite´
de Ho¨lder nous pouvons e´crire∥∥∥∥eβ√−∆ [1νP
(
1
∆
div(~U ⊗ ~U)
)]∥∥∥∥
H˙
1
2
≤ C
ν
∥∥∥[eβ√−∆~U]⊗ [eβ√−∆~U]∥∥∥
H˙−
1
2
≤ C
ν
∥∥∥[eβ√−∆~U]⊗ [eβ√−∆~U]∥∥∥
L
3
2
≤ C
ν
∥∥∥eβ√−∆~U∥∥∥
L3
∥∥∥eβ√−∆~U∥∥∥
L3
≤ C
ν
∥∥∥eβ√−∆~U∥∥∥
H˙
1
2
∥∥∥eβ√−∆~U∥∥∥
H˙
1
2
,
et ainsi nous avons ve´rifie´ la continuite´ de la forme biline´aire ci-dessus sur la classe de Gevrey
Gβ1
2
(R3).
Nous allons maintenant estimer le terme
∥∥∥eβ√−∆ ( 1ν∆ ~f)∥∥∥H˙ 12 et e´tant donne´ que ~f ∈ Gβ− 32 (R3)
nous pouvons e´crire directement
∥∥∥∥eβ√−∆( 1ν∆ ~f
)∥∥∥∥
H˙
1
2
≤ 1
ν
‖eβ
√−∆ ~f‖
H˙−
3
2
.
Ainsi, il existe une constante η1 > 0 (suffisamment petite) telle que si ‖eβ
√−∆ ~f‖
H˙−
3
2
< η1
alors par le principe de contraction de Picard il existe ~U ∈ Gβ1
2
(R3) solution des e´quations (3.1)
qui est l’unique solution dans la boule ‖eβ
√−∆~U‖
H˙
1
2
< 2η1. 
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Dans la Proposition 3.2.4 nous pouvons observer que comme ~U ∈ Gβ1
2
(R3) alors nous avons∫
R3
|ξ|e2β|ξ|| ~̂U(ξ)|2dξ < +∞,
ce qui exprime le fait que la solution ~U a une de´croissance fre´quentielle exponentielle aux hautes
fre´quences et cette information est mesure´e en termes de la norme L2. Ne´anmoins, comme ex-
plique´ a` la Section 3.1.3, dans le cadre d’un fluide en re´gime laminaire la de´croissance fre´quentielle
exponentielle est cense´e eˆtre observe´e aussi aux basses fre´quences et non seulement aux hautes
fre´quences comme l’on peut regarder dans la quantite´ ci-dessus.
Ainsi, ce re´sultat n’exprime pas de fac¸on tout a` fait satisfaisante la de´croissance fre´quentielle
exponentielle d’un fluide en re´gime laminaire mais il nous sera fondamental pour e´tudier une
de´croissance fre´quentielle plus pre´cise dans le cadre d’un fluide en re´gime laminaire (caracte´rise´
par un controˆle sur la force).
The´ore`me 3.2.2 (Deuxie`me e´tude de la de´croissance fre´quentielle : cadre laminaire)
Soit ~f ∈ H˙−2 ∩ H˙−1(R3) une force a` divergence nulle telle que ‖~f‖H˙−2 + ‖~f‖H˙−1 < η pour une
constante η > 0 et qui ve´rifie
sup
ξ∈R3
1
|ξ|e
2β|ξ|| ~̂f(ξ)| ≤ c0 < +∞, (3.42)
ou` β > 0 et c0 > 0 est une constante suffisamment petite. Alors, il existe ~U ∈ L2 ∩ H˙1(R3) solu-
tion des e´quations de Navier-Stokes stationnaires (3.1) qui ve´rifie la de´croissance fre´quentielle
ponctuelle :
| ~̂U(ξ)| ≤ c1 1|ξ|e
−β|ξ|, (3.43)
pour tout |ξ| > 0 et ou` c1 > 0 est une constante qui de´pend de ~U .
De´monstration. Nous commenc¸ons donc par construire une solution ~U ∈ L2 ∩ H˙1(R3).
Lemme 3.2.3 Il existe une constante η > 0 telle que si ‖~f‖H˙−2 + ‖~f‖H˙−1 < η alors il existe
~U ∈ L2 ∩ H˙1(R3) solution des e´quations (3.1) qui est l’unique solution qui ve´rifie ‖~U‖
H˙
1
2
< 2η.
Preuve. On commence par e´crire la solution ~U comme
~U =
1
ν
P
(
1
∆
div(~U ⊗ ~U)
)
− 1
ν∆
~f, (3.44)
et nous allons appliquer le principe de contraction de Picard dans l’espace E = L2 ∩ H˙1(R3)
(ou` l’on a L2 ∩ H˙1(R3) ⊂ H˙ 12 (R3)). Pour cela on a besoin d’estimer chaque terme de la norme
‖ · ‖E = ‖ · ‖L2 + ‖ · ‖H˙1 + ‖ · ‖H˙ 12 .
En effet, pour le premier de ‖ · ‖E , par l’estimation (3.19) et les ine´galite´s de Hardy-Littlewood-
Sobolev nous avons∥∥∥∥1νP
(
1
∆
div(~U ⊗ ~U)
)∥∥∥∥
L2
≤ c1
ν
‖~U‖L2‖~U‖L3 ≤
c1
ν
‖~U‖L2‖~U‖H˙ 12 ≤
c1
ν
‖~U‖E‖~U‖E . (3.45)
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Ensuite, pour le deuxie`me terme de ‖ · ‖E , par l’estimation (3.20) et toujours par les ine´galite´s
de Hardy-Littlewood-Sobolev nous avons∥∥∥∥1νP
(
1
∆
div(~U ⊗ ~U)
)∥∥∥∥
H˙1
≤ c1
ν
‖~U‖H˙1‖~U‖L3 ≤
c1
ν
‖~U‖H˙1‖~U‖H˙ 12 ≤
c1
ν
‖~U‖E‖~U‖E . (3.46)
Finalement, par l’estimation (3.21) et l’estimation (3.21) nous avons∥∥∥∥1νP
(
1
∆
div(~U ⊗ ~U)
)∥∥∥∥
H
1
2
≤ c3
ν
‖~U‖
H˙
1
2
‖~U‖
H˙
1
2
≤ c3
ν
‖~U‖E‖~U‖E . (3.47)
Ainsi, par les estimations (3.45), (3.46) et (3.2.1) nous avons la continuite´ de la forme biline´aire
1
νP
(
1
∆div(
~U ⊗ ~U)
)
dans l’espace E = L2 ∩ H˙1(R3).
Nous e´tudions maintenant le terme
∥∥∥ 1ν∆ ~f∥∥∥E . Comme ~f ∈ H˙−2 ∩ H˙−1(R3) nous pouvons e´crire∥∥∥∥ 1ν∆ ~f
∥∥∥∥
E
≤
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
L2
+
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
H˙1
+
∥∥∥∥ 1ν∆ ~f
∥∥∥∥
H˙
1
2
≤ c
ν
[
‖~f‖H˙−2 + ‖~f‖H˙−1 + ‖~f‖H˙− 32
]
≤ c
ν
[
‖~f‖H˙−2 + ‖~f‖H˙−1 + ‖~f‖
1
2
H˙−2
‖~f‖
1
2
H˙−1
]
≤ c
ν
[
‖~f‖H˙−2 + ‖~f‖H˙−1
]
.
De cette fac¸on, pour pouvoir appliquer le principe de contraction de Picard il suffit d’avoir le
controˆle ‖~f‖H˙−2 + ‖~f‖H˙−1 < η, avec η > 0 une constante suffisamment petite. 
Nous allons maintenant montrer que la solution ~U ci-dessus ve´rifie la de´croissance fre´quentielle
(3.43). Dans chaque terme de l’identite´ (3.44) nous prenons la transforme´e de Fourier et nous
avons
| ~̂U(ξ)| ≤ c|ξ| |
~̂U ∗ ~̂U(ξ)|+ 1
ν|ξ|2 |
~̂f(ξ)|,
d’ou`, en multipliant par eβ|ξ| a` chaque coˆte´ de cette ine´galite´ on a
eβ|ξ|| ~̂U(ξ)| ≤ c|ξ|e
β|ξ|| ~̂U ∗ ~̂U(ξ)|+ 1
ν|ξ|2 e
β|ξ|| ~̂f(ξ)|, (3.48)
et l’on cherche a` estimer chaque terme a` droite de cette ine´galite´.
Pour estimer le premier terme a` droite de (3.48) nous avons besoin de ve´rifier tout d’abord
que la solution ~U obtenue par le biais du Lemme 3.2.3 appartient a` la classe de Gevrey Gβ1
2
(R3).
En effet, comme la force ~f ve´rifie (3.42) nous commenc¸ons par ve´rifier que cette force appartient
aussi a` la classe de Gevrey Gβ− 3
2
(R3) : par (3.42) nous avons l’estimation
| ~̂f(ξ)| ≤ c0|ξ|e−2β|ξ|,
et alors nous pouvons e´crire
‖eβ
√−∆f‖2
H˙−
3
2
=
∫
R3
1
|ξ|3 e
2β|ξ|| ~̂f(ξ)|2dξ ≤ c20
∫
R3
1
|ξ|3 e
2β|ξ|
[
|ξ|2e−4β|ξ|
]
dξ = c20C1 < +∞.
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Ainsi, pour η1 > 0 la constante de la Proposition 3.2.4 et pour η > 0 la constante du Lemme
3.2.3 on fixe maintenant la constante c0 > 0 de sorte que c
2
0C1 < min(η
2, η21), et nous obtenons
‖eβ
√−∆ ~f‖
H˙−
3
2
< min(η, η1) et de cette fac¸on, par la Proposition 3.2.4 il existe ~V ∈ Gβ1
2
(R3) so-
lution des e´quations de Navier-Stokes stationnaires (3.1) qui est l’unique solution dans la boule
‖eβ
√−∆~V ‖
H˙
1
2
< 2 min(η1, η), mais, nous avons l’estimation ‖~V ‖
H˙
1
2
≤ ‖eβ
√−∆~V ‖
H˙
1
2
d’ou` nous
obtenons ‖~V ‖
H˙
1
2
< 2η et ainsi, par l’unicite´ de la solution ~U construite dans le Lemme 3.2.3
nous avons ~V = ~U et donc ‖eβ
√−∆~U‖
H˙
1
2
< +∞.
Une fois que nous avons ~U ∈ Gβ1
2
(R3) nous pouvons maintenant estimer le premier terme a` droite
de (3.48). En effet, par l’ine´galite´ triangulaire et l’ine´galite´ de Cauchy-Schwarz nous e´crivons
eβ|ξ|| ~̂U ∗ ~̂U(ξ)| ≤
∫
R3
(
eβ|ζ|| ~̂U(ζ)dζ
)(
eβ|ξ−ζ| ~̂U(ξ − ζ)
)
dζ ≤ ‖eβ
√−∆~U‖2L2 , (3.49)
et nous devons maintenant controˆler le dernier terme a` droite ci-dessus. Par le Lemme 3.2.3 nous
avons ~U ∈ L2(R3) et comme ~U ∈ Gβ1
2
(R3) nous pouvons alors e´crire
‖eβ
√−∆~U‖2L2 =
∫
R3
e2β|ξ|| ~̂U(ξ)|2dξ =
∫
|ξ|≤1
e2β|ξ|| ~̂U(ξ)|2dξ +
∫
|ξ|>1
e2β|ξ|| ~̂U(ξ)|2dξ
≤
∫
|ξ|≤1
e2β| ~̂U(ξ)|2dξ +
∫
|ξ|>1
|ξ|e2β|ξ|| ~̂U(ξ)|2dξ
≤ e2β‖~U‖2L2 + ‖eβ
√−∆~U‖2
H˙
1
2
= C(β, ~U) < +∞.
De cette fac¸on, en revenant a` l’estimation (3.49) nous obtenons
eβ|ξ|| ~̂U ∗ ~̂U(ξ)| ≤ C(β, ~U). (3.50)
Nous allons maintenant estimer le deuxie`me a` droite de (3.48) et pour cela par l’estimation
(3.42) nous e´crivons
eβ|ξ|| ~̂f(ξ)| ≤ eβ|ξ|
[
c0|ξ|e−2β|ξ|
]
≤ c0|ξ|. (3.51)
Une fois que nous disposons des estimations (3.50) et (3.51) nous les remplac¸ons dans l’estimation
(3.48) pour pouvoir e´crire
eβ|ξ|| ~̂U(ξ)| ≤ cC(β,
~U)
ν|ξ| +
c0
ν|ξ| =
C(β, ~U) + c0
ν
1
|ξ| =
c1
|ξ| ,
et ainsi ce the´ore`me est maintenant de´montre´. 
Dans la de´monstration du The´ore`me 3.2.2 que nous venons de faire nous observons que si
l’on a un controˆle sur la force ~f (et donc l’on est dans un re´gime laminaire) et si cette force a
une de´croissance fre´quentielle exponentielle alors nous pouvons construire une solution ~U des
e´quations de Navier-Stokes stationnaires avec la meˆme de´croissance fre´quentielle.
Dans la section qui suit nous verrons comment la classe de Gevrey nous permet aussi d’e´tudier
une de´croissance fre´quentielle exponentielle des solutions ~U mais dans un cadre plus ge´ne´ral ou`
l’on ne suppose aucun controˆle sur le force et donc le fluide peut atteindre un e´tat turbulent.
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3.2.2 Quelques re´sultats dans le re´gime turbulent
Dans la section pre´ce´dente nous avons introduit la classe de Gevrey Gβs (R3) pour e´tudier
la de´croissance fre´quentielle des solutions ~U des e´quations de Navier-Stokes stationnaires (3.1) ;
dont les re´sultats obtenus reposent sur le controˆle qu’on a fait sur la force ~f et donc ces re´sultats
correspondent au cadre d’un fluide en re´gime laminaire.
Le but de cette section est de ge´ne´raliser ces re´sultats pre´ce´dents au cadre d’un fluide en re´gime
turbulent et alors nous ne ferons ici aucun controˆle sur la la taille de la force ~f . Dans la Section
3.1.3 nous avons explique´ que si le fluide est en e´tat turbulent alors la de´croissance fre´quentielle
exponentielle de la solution ~U est cense´e eˆtre observe´e uniquement aux hautes fre´quences et nous
allons voir comment la classe de Gevrey nous permettra capturer ce comportement fre´quentiel
dans ce cadre turbulent.
En effet, pour n’importe quelle force ~f ∈ H˙−1(R3) par le The´ore`me 3.1.1 nous avons l’existence
d’au moins une solution ~U ∈ H˙1(R3) des e´quations (3.1) et dans le The´ore`me 3.2.3 ci-dessous
nous allons montrer que si la force ve´rifie en plus ~f ∈ Gβ1−1(R3) (ou` Gβ1−1(R3) ⊂ H˙−1(R3)) alors
toute solution ~U ∈ H˙1(R3) associe´e a` cette force ve´rifie ~U ∈ Gβ21 (R3) pour une certaine constante
β2 > 0.
De cette fac¸on, par la de´finition de la classe de Gevrey nous avons alors que la quantite´∫
R3
|ξ|2e2β2|ξ|| ~̂U(ξ)|2dξ, (3.52)
est une quantite´ finie et donc nous pouvons observer que | ~̂U(ξ)| a une de´croissance exponentielle
aux hautes fre´quences.
The´ore`me 3.2.3 (E´tude de la de´croissance fre´quentielle : cadre turbulent) Soit ~f ∈
H˙−1(R3) une force stationnaire a` divergence nulle et soit β1 > 0. Si ~f ∈ Gβ1−1(R3) alors toute
solution ~U ∈ H˙1(R3) des e´quations de Navier-Stokes stationnaires (3.1) associe´e a` cette force
appartient a` la classe de Gevrey Gβ21 (R3) ou` β2 = β2(β1, ~U) > 0.
Avant de passer a` la de´monstration de ce the´ore`me nous allons faire les remarques suivantes : si
nous comparons ce the´ore`me avec les re´sultats obtenus dans la section pre´ce´dente (le The´ore`me
3.2.1 et le The´ore`me 3.2.2) nous pouvons observer que ce the´ore`me est plus ge´ne´rale dans le
sens qu’ici nous n’avons fait aucun controˆle sur la taille force ~f et ce re´sultat est valable aussi
dans le cadre d’un fluide en re´gime turbulent, tandis que les re´sultats de la section pre´ce´dente
(ou` l’on a controˆle´ la taille de la force) sont valables uniquement dans le cadre d’un fluide en
re´gime laminaire.
En revanche, observons maintenant que dans le re´gime laminaire on obtient une de´croissance
fre´quentielle exponentielle de la solution plus pre´cise que celle obtenue dans le The´ore`me 3.2.3
(dans le cadre turbulent). En effet, toujours dans les The´ore`mes 3.2.1 et The´ore`me 3.2.2 de´montre´s
dans le cadre laminaire nous observons que l’on construit une solution ~U qui ve´rifient une
de´croissance fre´quentielle ponctuelle : | ~̂U(ξ)| . e−|ξ|, tandis que dans le The´ore`me 3.2.3 cette
de´croissance fre´quentielle exponentielle en mesure´e en termes de la norme L2 (voir l’expression
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(3.52)) et nous n’avons ici une de´croissance ponctuelle.
De´monstration du The´ore`me 3.2.3. Pour de´montrer ce the´ore`me nous avons besoin de
conside´rer pour l’instant le proble`me d’e´volution des e´quations de Navier-Stokes :
∂t~u+ P(div(~u⊗ ~u))− ν∆~u = ~g, div(~u) = 0, ~u(0, ·) = ~u0, (3.53)
ou` pour T0 > 0 on a ~g ∈ C([0, T0[, H˙1(R3)) une force a` divergence nulle et ~u0 ∈ H˙1(R3) est une
donne´e initiale a` divergence nulle. L’existence et l’unicite´ d’une solution (locale en temps) est
un re´sultat classique qui a e´te´ de´veloppe´ par H. Fujita et T. Kato dans [28] :
Lemme 3.2.4 Il existe un temps 0 < T1 < T0 et il existe une fonction ~u ∈ C([0, T1[, H˙1(R3))
qui est l’unique solution des e´quations (3.53).
Pour une preuve ce re´sultat voir le livre [46], The´ore`me 7.1.
Une fois que nous avons la solution ~u ci-dessus la premie`re chose a` faire est d’e´tudier la
de´croissance fre´quentielle de cette solution et pour cela nous introduisons l’espace fonctionnel
suivant : soit β > 0 et T > 0, on de´fini l’espace
Eβ,T =
{
~u ∈ C(]0, T [, H˙1(R3)) : eβ
√
t
√−∆~u ∈ C(]0, T [, H˙1(R3))
}
, (3.54)
muni de la norme ‖ ·‖β,T = ‖eβ
√
t
√−∆(·)‖L∞([0,T ],H˙1(R3)), ou` l’ope´rateur eβ
√
t
√−∆ est donne´ dans
la De´finition 3.2.1. Nous avons ainsi le re´sultat suivant.
Proposition 3.2.5 Dans le cadre du Lemme 4.2.1, si la force ~g ∈ C(]0, T0[, H˙1(R3)) ve´rifie
~g ∈ Eβ,T0 alors ~u ∈ C(]0, T1[, H˙1(R3)) l’unique solution des e´quations (3.53) ve´rifie ~u ∈ Eβ,T1
avec 0 < T1 < T0 suffisamment petit.
Preuve. Nous allons e´tudier la quantite´
‖~u1‖β,T1 =
∥∥∥∥hνt ∗ ~u0 + ∫ t
0
hν(t−s) ∗ ~g(s, ·)ds−
∫ t
0
hν(t−s) ∗ P(div(~u1 ⊗ ~u1))(s, ·)ds
∥∥∥∥
β,T1
.(3 55)
Les deux premiers termes de cette expression sont faciles a` estimer et nous avons∥∥∥∥hνt ∗ ~u0 + ∫ t
0
hν(t−s) ∗ ~g(s, ·)ds
∥∥∥∥
β,T1
≤ c(ν, β, T0)
(
‖~u0‖H˙1x + ‖e
β
√
t
√−∆~g‖L∞t H˙1x
)
. (3.56)
Pour le dernier terme de (3.55), par la de´finition de la norme ‖ · ‖β,T1 , l’identite´ de Plancherel
et la continuite´ du Projecteur de Leray nous avons
(I) =
∥∥∥∥∫ t
0
hν(t−s) ∗ P(div(~u1 ⊗ ~u1))ds
∥∥∥∥
β,T1
= sup
0<t<T1
∥∥∥∥eβ√t√−∆(∫ t
0
hν(t−s) ∗ P(div(~u1 ⊗ ~u1))ds
)∥∥∥∥
H˙1x
≤ sup
0<t<T1
c
∥∥∥∥|ξ|2 ∫ t
0
e−ν(t−s)|ξ|
2
eβ
√
t|ξ| |(F [~u1] ∗ F [~u1]) (s, ·)| ds
∥∥∥∥
L2x
,
et comme nous avons l’estimation ponctuelle
eβ
√
t|ξ| |(F [~u1] ∗ F [~u1]) (s, ξ)| ≤
[(
eβ
√
t|ξ||F [~u1]|
)
∗
(
eβ
√
t|ξ||F [~u1]|
)]
(s, ξ), (3.57)
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duˆ au fait que eβ
√
t|ξ| ≤ eβ
√
t||ξ−η|eβ
√
t|η| pour tout ξ, η ∈ R3, alors nous obtenons
(I) ≤ sup
0<t<T1
c
∫ t
0
∥∥∥|ξ| 32 e−ν(t−s)|ξ|2 |ξ| 12 ∣∣∣[(eβ√t|ξ||F [~u1]|) ∗ (eβ√t|ξ||F [~u1]|)]∣∣∣∥∥∥
L2x
ds.
En revenant maintenant a` la variable spatiale nous pouvons e´crire
(I) ≤ sup
0<t<T1
c
∫ t
0
∥∥∥(−∆) 34hν(t−s) ∗ (−∆) 14 {(F−1 [eβ√t|ξ||F [~u1]|])⊗ (F−1 [eβ√t|ξ||F [~u1]|])}∥∥∥
L2x
ds,
≤
(
c
∫ T1
0
∥∥∥(−∆) 34hν(t−s)∥∥∥
L1
ds
)∥∥∥(F−1 [eβ√t|ξ||F [~u1]|])⊗ (F−1 [eβ√t|ξ||F [~u1]|])∥∥∥
L∞t H˙
1
2
x
≤ cT
1
4
ν
3
4
∥∥∥F−1 [eβ√t|ξ||F [~u1]|]∥∥∥
L∞t H˙1x
∥∥∥F−1 [eβ√t|ξ||F [~u1]|]∥∥∥
L∞t H˙1x
= c
T
1
4
1
ν
3
4
‖~u1‖β,T1‖~u1‖β,T1 . (3.58)
Une fois que nous disposons des estimations (3.56) et (3.58) on fixe maintenant T1 suffisam-
ment petit de sorte qu’en appliquant le principe de contraction de Picard nous obtenons une
solution ~u1 ∈ Eβ,T1 des e´quations (3.53). Mais, e´tant donne´ que Eβ,T1 ⊂ C(]0, T1[, H˙1(R3)) on a
~u1 ∈ C(]0, T1[, H˙1(R3)) et par l’unicite´ de la solution ~u on a ~u1 = ~u et donc ~u ∈ Eβ,T1 . 
Revenons maintenant aux e´quations de Navier-Stokes stationnaires (3.1) pour monter que toute
solution ~U ∈ H˙1(R3) ve´rifie ~U ∈ Gβ21 (R3) avec une constante β2 > 0 que l’on fixera plus tard.
En effet, dans le syste`me d’e´volution (3.53) nous prenons la donne´e initiale ~u0 = ~U et la force
~g = e−β
√
t
√−∆(eβ
√
t
√−∆ ~f), avec t ∈ [0, 1] ; et nous allons maintenant ve´rifier que cette force
satisfait les hypothe`ses du Lemme 4.2.1 et de la Proposition 3.2.5, c’est a` dire, nous devons
ve´rifier que ~g ∈ C(]0, 1[, H˙1(R3)) et eβ
√
t
√−∆~g ∈ C(]0, 1[, H˙1(R3)) ; et pour cela nous allons tout
d’abord ve´rifier que l’on a eβ
√
t
√−∆ ~f ∈ C(]0, 1[, H˙1(R3)). On commence donc par e´crire∥∥∥eβ√t√−∆ ~f∥∥∥2
L∞t H˙1x
= sup
0<t<1
∫
R3
|ξ|2e2β
√
t|ξ|
∣∣∣∣ ~̂f(ξ)∣∣∣∣2 dξ ≤ ∫
R3
|ξ|2e2β|ξ|
∣∣∣∣ ~̂f(ξ)∣∣∣∣2 dξ
=
∫
R3
|ξ|4e2β|ξ|
∣∣∣∣ ~̂f(ξ)∣∣∣∣2 dξ|ξ|2 = 1β4
∫
R3
(β|ξ|)4 e2β|ξ|
∣∣∣∣ ~̂f(ξ)∣∣∣∣2 dξ|ξ|2
≤ 1
β4
∫
R3
eβ|ξ|+2β|ξ|
∣∣∣∣ ~̂f(ξ)∣∣∣∣2 dξ|ξ|2 = 1β4
∫
R3
e3β|ξ|| ~̂f(ξ)|2 dξ|ξ|2 .
Comme ~f ∈ Gβ1−1(R3) par la de´finition de cet espace fonctionnel nous avons eβ1
√−∆ ~f ∈ H˙−1(R3)
et ainsi, en fixant le parame`tre β > 0 tel que 3β = 2β1 nous pouvons alors e´crire
1
β4
∫
R3
e3β|ξ|| ~̂f(ξ)|2 dξ|ξ|2 =
(
3
2β1
)2 ∫
R3
e2β1|ξ|
∣∣∣∣ ~̂f(ξ)∣∣∣∣2 dξ|ξ|2 = Cβ1‖eβ1√−∆ ~f‖H˙−1 < +∞,
d’ou` nous avons eβ
√
t
√−∆ ~f ∈ C(]0, 1[, H˙1(R3)) et alors ~g ∈ C(]0, 1[, H˙1(R3)) et eβ
√
t
√−∆~g ∈
C(]0, 1[, H˙1(R3)).
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Ainsi, par le Lemme 4.2.1 il existe un temps 0 < T1 < 1 et une unique solution ~u ∈ C(]0, T1[, H˙1(R3))
des e´quations (3.53). De plus, comme eβ
√
t
√−∆ ~f ∈ C(]0, 1[, H˙1(R3)) alors par la Proposition 3.2.5
nous avons eβ
√
t
√−∆~u ∈ C(]0, T1[, H˙1(R3)).
D’autre part, comme ~U ∈ H˙1(R3) est une fonction constante en variable de temps nous avons
~U ∈ C(]0, T1[, H˙1(R3)) et de plus, comme ∂t~U ≡ 0 et ~g = e−β
√
t
√−∆(eβ
√
t
√−∆ ~f) = ~f nous
pouvons alors observer que ~U ∈ C(]0, T1[, H˙1(R3)) est aussi une solution de l’e´quation (3.53)
ci-dessus et donc, par l’unicite´ de la solution ~u ∈ C(]0, T1[H˙1(R3)) nous obtenons que ~U = ~u.
Ensuite, comme eβ
√
t
√−∆~u ∈ C(]0, T1[, H˙1(R3)) alors nous avons eβ
√
t
√−∆~U ∈ C(]0, T1[, H˙1(R3))
pour tout t ∈ [0, T1[. Ainsi, on fixe β2 = β
√
T1
2 > 0 et alors on a∫
R3
|ξ|2e2β2|ξ||~U(ξ)|2dξ = ∥∥eβ√T12 √−∆~U∥∥2
H˙1x
≤ sup
0<t<T1
‖eβ
√
t
√−∆~U‖2
H˙1x
< +∞,
et donc ~U ∈ Gβ21 (R3). Le The´ore`me 3.2.3 est maintenant de´montre´. 
Chapitre 4
Des the´ore`mes de type Liouville
Dans le chapitre pre´ce´dent nous avons e´tudie´ la de´croissance fre´quentielle des solutions des
e´quations de Navier-Stokes stationnaires :
− ν∆~U + (~U · ~∇)~U + ~∇P = ~f, div(~U) = 0, (4.1)
mais, avant de faire cet e´tude, nous avons tout d’abord e´nonce´ un re´sultat sur l’existence des
solutions ~U dans le cadre de l’espace de Sobolev H˙1(R3). Plus pre´cise´ment, par le The´ore`me 3.1.1
page 101 nous observons que si l’on conside`re une force ~f ∈ H˙−1(R3) alors il existe ~U ∈ H˙1(R3)
une solution des e´quations (4.1) qui ve´rifie l’estimation
ν‖~U‖H˙1 ≤ ‖~f‖H˙−1 . (4.2)
Dans ce chapitre nous allons e´tudier un tout autre proble`me relie´ a` l’estimation (4.2) : dans
cette estimation nous observons que si nous prenons maintenant une force nulle (~f = 0) alors la
solution des e´quations
− ν∆~U + (~U · ~∇)~U + ~∇P = 0, div(~U) = 0, (4.3)
obtenue par le The´ore`me 3.1.1 est force´ment la solution triviale ~U = 0 ; et nous nous posons
alors la question de savoir si cette solution ~U = 0 est l’unique solution des e´quations (4.3) dans
l’espace H˙1(R3). Ne´anmoins, comme nous l’expliquerons plus en de´tail ci-apre`s, cette question
est encore une question ouverte et le proble`me repose essentiellement sur le fait que, dans l’e´tat
actuel de nos connaissances, on ne sait pas montrer que toute solution ~U ∈ H˙1(R3) des e´quations
(4.3) ve´rifie l’estimation (4.2).
Le but de ce chapitre est alors d’e´tudier d’autres espaces fonctionnels E tels que si ~U est une
solution des e´quations de Navier-Stokes stationnaires (4.3) et si ~U ∈ E alors on ait l’identite´
~U = 0. Autrement dit, il s’agit de trouver des espaces fonctionnels E dans lesquelles les e´quations
(4.3) posse`dent comme unique solution la solution triviale ~U = 0. Ce proble`me est e´galement
appele´ le proble`me de Liouville pour les e´quations de Navier-Stokes stationnaires.
Dans la Section 4.1 ci-dessous nous expliquons plus en de´tail les enjeux du proble`me de Liouville
pour les e´quations de Navier-Stokes stationnaires (4.3) et nous exposerons quelques re´sultats
connus sur ce proble`me. Ensuite, dans la Section 4.2 nous de´montrerons quelques re´sultats nou-
veaux que nous avons obtenu sur ce sujet.
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4.1 Introduction
Comme annonce´ nous allons rappeler ici quelques re´sultats connus sur le proble`me de Liou-
ville pour les e´quations de Navier-Stokes stationnaires (4.3) et pour cela nous allons commencer
par expliquer un peu plus en de´tail ce proble`me.
4.1.1 Le proble`me de Liouville pour les e´quations de Navier-Stokes station-
naires
Dans cette section nous introduisons le proble`me de Liouville pour les e´quations de Navier-
Stokes stationnaires (4.3) que nous allons e´tudier tout au long de ce chapitre mais, avant d’entrer
dans les de´tails de ce proble`me, il convient tout d’abord de pre´ciser un peu plus notre cadre de
travail et on commence donc par rappeler la de´finition de solution faible des ces e´quations.
De´finition 4.1.1 (Solution faible) Une fonction ~U : R3 −→ R3 est une solution faible des
e´quations de Navier-Stokes stationnaires (4.3) si ~U ∈ L2loc(R3) et s’il existe P ∈ D
′
(R3) telle
que le couple (~U, P ) ve´rifie ces e´quations au sens des distributions.
Observons que dans cette de´finition nous avons ~U ∈ L2loc(R3) et cette proprie´te´ de la solution
nous permet d’assurer que le terme non line´aire des e´quations (4.3) est bien de´fini dans D′(R3).
En effet, comme ~U ∈ L2loc(R3) et comme div(~U) = 0 alors nous pouvons e´crire l’identite´ (tou-
jours au sens des distributions) (~U · ~∇)~U = div(~U ⊗ ~U), ou` nous observons que si la solution ~U
appartient a` l’espace L2loc(R3) alors par l’ine´galite´ de Cauchy-Schwarz nous avons que le terne
non line´aire ~U ⊗ ~U appartient a` l’espace L1loc(R3) et donc le terme div(~U ⊗ ~U) est bien de´fini
dans D′(R3). Ainsi, par l’identite´ pre´ce´dente nous avons que le terme (~U · ~∇)~U est ainsi bien
de´fini au sens des distributions.
Maintenant que l’on a pre´cise´ notre cadre de travail qui est donne´ par l’espace L2loc(R3), nous
cherchons a` trouver des espaces fonctionnels E ⊂ L2loc(R3) ou` l’on puisse re´soudre le proble`me
de Liouville suivant :
Si ~U ∈ L2loc(R3) est une solution des e´quations de Navier-Stokes stationnaires (4.3) et si de
plus cette solution ve´rifie ~U ∈ E alors on a ~U = 0.
Avant d’expliquer les espaces E que nous allons conside´rer il est important de remarquer
tout d’abord que la condition supple´mentaire ~U ∈ E est vraiment ne´cessaire pour re´soudre
ce proble`me de Liouville.
En effet, dans l’exemple ci-dessous nous allons observer que dans le cadre ge´ne´ral de l’es-
pace L2loc(R3) on ne peut pas s’attendre a` ce que la solution triviale ~U = 0 soit l’unique so-
lution des e´quations (4.3). Conside´rons la fonction ψ : R3 −→ R de´finie comme suit : pour
x = (x1, x2, x3) ∈ R3,
ψ(x1, x2, x3) =
x21
2
+
x22
2
− x23, (4.4)
et a` partir de cette fonction nous de´finissons maintenant les fonctions ~U et P par les identite´s
U(x1, x2, x3) = ~∇ψ(x1, x2, x3), (4.5)
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et
P (x1, x2, x3) = −1
2
|~U(x1, x2, x3)|2. (4.6)
A` ce stade, observons que la fonction ~U appartient a` l’espace L2loc(R3). En effet, par la de´finition
de la fonction ψ ci-dessus et par l’identite´ (4.5) nous pouvons e´crire
U(x1, x2, x3) = ~∇ψ(x1, x2, x3) = (x1, x2,−2x3), (4.7)
pour observer que l’on a l’estimation |~U(x)| ≈ |x| d’ou` nous pouvons en tirer ~U ∈ L2loc(R3) ; et
nous avons en plus le re´sultat suivant :
Lemme 4.1.1 Le couple (~U, P ) de´fini pas les expressions (4.5) et (4.6) respectivement ve´rifie
les e´quations de Navier-Stokes stationnaires (4.3).
Preuve. Observons tout d’abord que par l’identite´ (4.7) nous avons ~U ∈ C∞(R3) et alors par
l’identite´ (4.6) nous obtenons P ∈ C∞(R3). Nous allons maintenant montrer que le couple (~U, P )
ve´rifie les e´quations (4.3).
Par l’identite´ (4.4) nous avons ∆ψ = 0 et ainsi nous pouvons e´crire
ν∆~U = ν∆(~∇ψ) = ν ~∇(∆ψ) = 0.
Ensuite, par le calcul vectoriel nous avons l’identite´
(~U · ~∇)~U = 1
2
|U |2 + (~∇∧ ~U) ∧ ~U,
ou`, comme ~U = ~∇ψ alors nous avons ~∇∧ ~U = ~∇∧ (~∇ψ) = 0, et donc nous pouvons e´crire
(~U · ~∇)~U = 1
2
|U |2.
Avec ces identite´s et comme P = −12 |U |2 nous obtenons l’identite´
−ν∆~U + (~U · ~∇)~U + ~∇P = 1
2
|U |2 − 1
2
|U |2 = 0.
De plus, toujours par l’identite´ (4.7) nous pouvons en tirer div(~U = 0). 
Nous observons de cette fac¸on que dans le cadre de l’espace L2loc(R3) les e´quations de Navier-
Stokes stationnaires (4.3) ont au moins deux solutions : la solution triviale ~U = 0 et la solution
non nulle ~U donne´e par l’expression (4.5), et alors on a besoin de chercher des espaces fonction-
nels ade´quats E ⊂ L2loc(R3) ou` l’on puisse re´soudre le proble`me de Liouville ci-dessus.
Nous avons mentionne´ pre´ce´demment que l’espace H˙1(R3) semblerait eˆtre un espace naturel
pour re´soudre ce proble`me de Liouville et ce fait repose essentiellement sur quelques estimations
formelles que nous avons fait dans le chapitre pre´ce´dent (voir l’estimation (3.3) page 101) et
que nous avons besoin de rappeler rapidement. On commence par rappeler le re´sultat suivant :
Lemme 4.1.2 Soit (~U, P ) ∈ L2loc(R3) × D
′
(R3) une solution des e´quations de Navier-Stokes
stationnaires (4.3). Si ~U ∈ L3loc(R3) alors ~U ∈ C∞(R3) et P ∈ C∞(R3).
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Pour une preuve de ce re´sultat voir le The´ore`me X.1.1. du livre [29] page 658.
De cette fac¸on, pour ~U ∈ H˙1(R3) une solution des e´quations (4.3), par les ine´galite´s de Hardy-
Littlewood-Sobolev nous avons ~U ∈ L6(R3) et alors ~U ∈ L3loc(R3), d’ou`, par le Lemme 4.1.2 nous
obtenons ~U ∈ C∞(R3) et P ∈ C∞(R3) et nous pouvons multiplier chaque terme de l’e´quation
(4.3) par la solution ~U . Ensuite, nous inte´grons en variable d’espace sur R3 pour obtenir l’iden-
tite´ :
− ν
∫
R3
∆~U · ~Udx+
∫
R3
[
(~U · ~∇)~U
]
· ~Udx+
∫
R3
~∇P · ~Udx = 0, (4.8)
et si nous supposons pour l’instant que la solution ~U est suffisamment inte´grable alors, pour le
deuxie`me terme et le troisie`me terme a` gauche de l’identite´ ci-dessus, comme div(~U) = 0 et par
une inte´gration par parties nous pouvons formellement e´crire∫
R3
[(~U · ~∇)~U ] · ~Udx = 0,
et ∫
R3
~∇P · ~Udx = 0.
Ainsi, par l’identite´ (4.8) nous pouvons en tirer l’identite´ suivante :∫
R3
|~∇⊗ ~U |2dx = 0, (4.9)
et par cette identite´ on s’attend a` ce que l’unique solution ~U ∈ H˙1(R3) des e´quations (4.3) soit
la solution triviale ~U = 0.
Ne´anmoins, pour ~U ∈ H˙1(R3) l’identite´ (4.8) est purement formelle et l’on ne dispose d’au-
cune information supple´mentaire pour assurer que les termes∫
R3
[(~U · ~∇)~U ] · ~Udx et
∫
R3
~∇P · ~Udx, (4.10)
sont bien de´finies. En effet, si ~U ∈ H˙1(R3) alors nous avons ~U ∈ L6(R3) ce qui exprime une cer-
taine de´croissance a` l’infini de cette fonction, mais pour donner un sens rigoureux aux quantite´s
donne´s dans (4.10) nous avons besoin que la solution ~U de´croisse plus rapidement a` l’infini : si
nous supposons pour l’instant que la solution ve´rifie en plus ~U ∈ L4(R3) alors nous pouvons
ve´rifier le re´sultat suivant
Lemme 4.1.3 Si ~U ∈ L4(R3) alors on a (~U · ~∇) · ~U ∈ H˙−1(R3) et ~∇P ∈ H˙−1(R3).
Ce re´sultat est purement technique et sera prouve´ a` la fin du chapitre page 144. Nous pou-
vons ainsi observer que si la solution ~U ∈ H˙1(R3) ve´rifie une de´croissance plus rapide a` l’infini
que celle donne´e par la proprie´te´ ~U ∈ L6(R3) et qui est maintenant mesure´e en termes de la
norme de l’espace L4(R3), alors les quantite´s donne´es dans la formule (4.10) sont bien de´finies et
donc cette fois-ci nous pouvons e´crire l’identite´ (4.9) qui finalement entraˆıne l’identite´ cherche´e
~U = 0. Mais, a` partir de l’information ~U ∈ H˙1(R3) malheureusement nous n’avons aucun argu-
ment supple´mentaire pour en de´duire que ~U appartient a` l’espace L4(R3).
Nous observons ainsi que le proble`me de Liouville dans l’espace H˙1(R3) s’agit d’un proble`me
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de´licat et ce fait repose essentiellement sur la de´croissance a` l’infini de la solution ~U . En re-
vanche, nous allons observer que les espaces de Lebesgue nous fournissent un cadre convenable
pour e´tudier ce proble`me.
En effet, graˆce au Lemme 4.1.3 nous pouvons montrer un premier re´sultat sur le proble`me
de Liouville pour les e´quations de Navier-Stokes stationnaires :
Proposition 4.1.1 Soit ~U ∈ L2loc(R3) une solution des e´quations de Navier-Stokes stationnaires
(4.3). Si ~U ∈ L4(R3) alors ~U = 0.
Preuve. Par le Lemme 4.1.3 nous savons que (~U · ~∇) · ~U ∈ H˙−1(R3) et ~∇P ∈ H˙−1(R3) et comme
~U ve´rifie les e´quations (4.3) nous e´crivons ν∆~U = −(~U · ~∇) · ~U − ~∇P ∈ H˙−1(R3) pour obtenir
~U ∈ H˙1(R3). Comme nous avons l’information div(~U) = 0 nous disposons alors des identite´s∫
R3
[(~U · ~∇)~U ] · ~Udx = 0 et
∫
R3
~∇P · ~Udx = 0 qui nous permettent d’e´crire l’identite´ (4.9) et d’en
de´duire ~U = 0. 
Motive´s par ce premier re´sultat, nous allons tout d’abord e´tudier le proble`me de Liouville pour
les e´quations (4.3) dans le cadre des espaces de Lebesgue Lp(R3). Plus pre´cise´ment, il s’agit
d’e´tudier d’autres valeurs possibles du parame`tre d’inte´gration p ∈ [1,+∞] avec lesquels on
puisse obtenir des re´sultats similaires a` celui obtenu dans la Proposition 4.1.1. Ensuite, nous al-
lons voir qu’il est aussi possible d’e´tudier ce proble`me de Liouville dans des espaces plus ge´ne´rales
que les espaces de Lebesgue et dans ce cadre les espaces de Morrey (qui seront de´finis dans la
section qui suit) nous permettent d’obtenir des re´sultats inte´ressants sur ce proble`me.
Mais, pour expliquer les re´sultats que nous avons obtenu nous avons besoin de faire tout d’abord
un tre`s court rappel des re´sultats de´montre´s pre´ce´demment.
4.1.2 Des re´sultats connus
Dans cette section nous exposons quelques re´sultats connus sur le proble`me de Liouville pour
les e´quations (4.3) a` partir desquels nous allons e´tablir des re´sultats nouveaux dans la Section
4.2 ci-apre`s.
Comme annonce´, nous nous inte´ressons a` e´tudier ce proble`me de Liouville dans le cadre des
espaces de Lebesgue et de Morrey et on commence donc par e´tudier ce qui a` e´te´ de´montre´ dans
le cadre des espaces de Lebesgue.
A) Quelques re´sultats dans les espaces de Lebesgue
Un des re´sultats le plus connu est celui obtenue par G. Galdi en 1994 dans son livre [29] :
The´ore`me 4.1.1 ([29], The´ore`me X.9.5) Soit ~U ∈ L2loc(R3) une solution des e´quations de
Navier-Stokes stationnaires (4.3). Si ~U ∈ L 92 (R3) alors ~U = 0.
Si nous comparons ce re´sultat avec le re´sultat obtenu dans la Proposition 4.1.1 nous pouvons
observer que dans le The´ore`me 4.1.1 nous prouvons l’unicite´ de la solution ~U = 0 des e´quations
(4.3) avec une condition de de´croissance a` l’infini moins forte que celle de la Proposition 4.1.1.
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En effet, dans le The´ore`me 4.1.1 nous observons que la solution ~U appartient a` l’espace L
9
2 (R3)
tandis que dans la Proposition 4.1.1 la solution appartient a` l’espace L4(R3) et alors dans ce cas
cette solution de´croˆıt plus rapidement a` l’infini.
Expliquons maintenant les grandes lignes de la preuve du The´ore`me 4.1.1. Ce re´sultat repose
essentiellement sur le fait que si la solution ~U appartient a` l’espace L
9
2 (R3) alors nous pou-
vons ve´rifier rigoureusement l’estimation (4.9) ce qui entraˆıne tout d’abord que cette solution
~U appartienne en plus a` l’espace H˙1(R3) et ensuite que l’on ait l’identite´ ~U = 0. Pour ve´rifier
l’estimation (4.9) on montre alors l’estimation technique suivante (voir toujours le The´ore`me
X.9.5, page 729 du livre [29] pour tous les de´tails des calculs) : pour R > 1 soit la boule
BR
2
= {x ∈ R3 : |x| < R2 }, et l’on a
∫
BR
2
|~∇⊗ ~U |2dx ≤ c1
(∫
R≤|x|≤2R
|~U(x)| 92dx
) 2
9
, (4.11)
ou` c1 = c1(~U, P ) > 0 est une constante qui de´pend du champ de vitesse ~U et de la pression P
mais qui ne de´pend pas de R > 1. Ainsi, comme ~U ∈ L 92 (R3) nous avons
lim
R−→+∞
(∫
R≤|x|≤2R
|~U(x)| 92dx
) 2
9
= 0, (4.12)
et donc en revenant a` l’estimation (4.11) nous obtenons l’identite´
∫
R3
|~∇⊗ ~U |2dx = 0, qui est
l’identite´ cherche´e (4.9).
Il est ainsi inte´ressant d’observer que la de´croissance a` l’infini de la solution ~U ∈ L 92 (R3) ex-
prime´e de fac¸on pre´cise par l’identite´ (4.12) entraˆıne l’identite´ (4.9) qui, comme mentionne´
pre´ce´demment, est hors de porte´e lorsqu’on conside`re en toute ge´ne´ralite´ une solution ~U ∈
H˙1(R3).
E´tudions maintenant un deuxie`me re´sultat inte´ressant sur le proble`me de Liouville dans les
espaces de Lebesgue. Nous savons que l’espace H˙1(R3) est inclut dans l’espace L6(R3) (par les
ine´galite´s de Hardy-Littlewood-Sobolev) et alors nous nous posons la question de savoir si l’on
peut re´soudre le proble`me de Liouville pour les e´quations (4.3) dans cet espace de Lebesgue.
Ne´anmoins, avec les outils que nous avons a` notre disposition nous ne sommes pas en mesure
de donner une re´ponse a` cette question. En effet, dans la section pre´ce´dente nous avons de´ja`
souligne´ le fait que l’information ~U ∈ L6(R3) ne suffit pas pour obtenir rigoureusement l’identite´
~U = 0.
Dans ce cadre, le re´sultat obtenu par G. Seregin en 2015 dans son article [67] montre que si
l’on ajoute une hypothe`se supple´mentaire sur la solution : ~U ∈ L6 ∩ BMO−1(R3), alors on
obtient l’identite´ cherche´e ~U = 0.
Pour de´finir l’espace BMO−1(R3) nous avons besoin d’introduire rapidement l’espace BMO(R3)
(voir le Chapitre 7 du livre [32]). Soit donc f ∈ L1loc(R3) et la boule B(x0, R) dans R3. On
de´finit tout d’abord la quantite´ mB(x0,R[f ] ∈ R comme la moyenne de la fonction f sur la boule
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B(x0, R) :
mB(x0,R)[f ] =
1
R3
∫
B(x0,R)
f(x)dx,
et ensuite on de´finit l’oscillation moyenne de cette fonction f par la quantite´
‖f‖BMO = sup
x0∈R3,R>0
1
R3
∫
B(x0,r0)
∣∣f(x)−mB(x0,R)[f ]∣∣ dx.
Ainsi, l’espace BMO(R3) est de´fini de la fac¸on suivante :
BMO(R3) = {f ∈ L1loc(R3) : ‖f‖BMO < +∞},
c’est a` dire, l’espace BMO(R3) est l’espace des fonctions localement inte´grables a` oscillations
moyennes borne´es.
Ensuite, en suivant [67], nous dirons que le champ de vecteurs ~U = (U1, U2, U3) appartient
a` l’espace BMO−1(R3) s’il existe un champ de vecteurs ~V = (V1, V2, V3) ou` Vi ∈ BMO(R3)
pour 1 ≤ i ≤ 3 ; tel que l’on a
~U = ~∇∧ ~V . (4.13)
Nous avons ainsi le re´sultat suivant.
The´ore`me 4.1.2 ([67], The´ore`me 1.1) Soit ~U ∈ L2loc(R3) une solution des e´quations de Navier-
Stokes stationnaires (4.3). Si ~U ∈ L6 ∩BMO−1(R3) alors ~U = 0.
Nous allons maintenant expliquer comment cette hypothe`se nous permet d’obtenir l’identite´
~U = 0.
La preuve du The´ore`me 4.1.2 donne´e dans l’article [67] suit essentiellement les grandes lignes de
la preuve du The´ore`me 4.1.1 ; et cette preuve est divise´e principalement en deux e´tapes :
a) La premier chose a` faire est de montrer que si la solution ~U des e´quations (4.3) appartient
a` l’espace L6 ∩ BMO−1(R3) alors cette solution appartient aussi a` l’espace H˙1(R3).
Comme ~U ∈ BMO−1(R3) alors par la de´finition (4.13) on peut e´crire ~U = ~∇ ∧ ~V avec
~V ∈ BMO(R3) et l’on montre qu’il existe une constante c2 = c2(‖~U‖L6 , ‖~V ‖BMO) > 0,
telle que pour tout R > 0 on a l’estimation∫
BR
2
|~∇⊗ ~U |2dx ≤ c2. (4.14)
Cette constante ne de´pend pas de R > 0 et alors si nous prenons la limite lorsque
R −→ +∞ dans l’estimation (4.14) nous obtenons ~U ∈ H˙1(R3).
b) Une fois que l’on dispose de l’information ~U ∈ H˙1(R3), il s’agit de montrer l’identite´
~U = 0. La preuve de cette identite´ donne´e dans [67] est technique mais nous allons main-
tenant observer qu’en passant par le cadre des espaces de Besov on peut ve´rifier plus
facilement l’identite´ ~U = 0.
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Rappelons rapidement que pour un parame`tre s > 0 et une fonction f on de´finit la
quantite´
‖f‖B˙−s∞,∞ = sup
t>0
t
s
2 ‖ht ∗ f‖L∞ , (4.15)
ou` ht de´note toujours le noyau de la chaleur, et alors l’espace de Besov homoge`ne
B˙−s∞,∞(R3) est de´fini comme
B˙−s∞,∞(R3) = {f ∈ S
′
(R3) : ‖f‖B˙−s∞,∞ < +∞}. (4.16)
Une proprie´te´ des espaces de Besov qui nous sera tre`s utile par la suite est la suivante :
Lemme 4.1.4 Soit E ⊂ S ′(R3) un espace de Banach tel que :
1) pour tout u ∈ E et pour tout x0 ∈ R3 on a ‖u(· − x0)‖E = ‖u‖E, et
2) pour tout u ∈ E et pour tout λ > 0 on a ‖u(λ·)‖ = λ−1‖u‖E.
Alors E ⊂ B˙−1∞,∞(R3).
Pour une preuve de ce re´sultat voir le Chapitre 4 du livre [45].
Maintenant que l’on a introduit les espaces de Besov que nous allons utiliser nous pou-
vons en de´duire l’identite´ ~U = 0. En effet, par le Lemme 4.1.4 nous avons BMO−1(R3) ⊂
B˙−1∞,∞(R3) et comme ~U ∈ BMO−1(R3) alors nous obtenons ~U ∈ B˙−1∞,∞(R3) et donc
~U ∈ H˙1 ∩ B˙−1∞,∞(R3). Ainsi, par les ine´galite´s de Sobolev pre´cise´es (voir l’article [30] de
P. Ge´rard, Y. Meyer et F.Oru) nous pouvons e´crire
‖~U‖L4 ≤ ‖~U‖
1
2
H˙1
‖~U‖
1
2
B˙−1∞,∞
, (4.17)
pour obtenir ~U ∈ L4(R3) et alors, par la Proposition 4.1.1, nous avons l’identite´ ~U = 0.
Nous pouvons ainsi observer que l’information ~U ∈ L6 ∩ BMO−1(R3), est bien exploite´e a`
chaque e´tape a) et b) ci-dessus et cette information entraˆıne essentiellement ~U ∈ L4(R3) (voir
les estimations (4.14) et 4.17) ci-dessus) d’ou` on obtient l’identite´ ~U = 0.
Observons aussi que nous ~U ∈ L6 ∩ BMO−1(R3) alors cette solution appartient a` deux es-
paces fonctionnels avec des homoge´ne´ite´s diffe´rentes : l’espace L6(R3) est une espace homoge`ne
de degre´ −12 tandis que l’espace BMO−1(R3) est un espace homoge`ne de degre´ −1. Dans ce
cadre, nous allons maintenant observer que l’on peut remplacer l’espace L6(R3) et l’espace
BMO−1(R3) par des espaces de Morrey ( chacun avec la meˆme homoge´ne´ite´ de L6 et BMO1)
pour obtenir un re´sultat similaire a` celui obtenu dans le The´ore`me 4.1.2.
B) Un re´sultat dans les espaces de Morrey
On commence par la de´finition suivante :
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De´finition 4.1.2 (Espace de Morrey homoge`ne) Soient 1 < p ≤ q < +∞. On de´finit
l’espace de Morrey homoge`ne M˙p,q(R3) comme
M˙p,q(R3) = {f ∈ Lploc(R3) : ‖f‖M˙p,q < +∞},
ou`
‖f‖M˙p,q = sup
x0∈R3,R>0
R
3
q
(
1
R3
∫
B(x0,R)
|f(x)|pdx
) 1
p
. (4.18)
Les espaces de Morrey sont des espaces fonctionnels plus ge´ne´raux que les espaces de Lebesgue
et qui mesurent la de´croissance (en moyenne) a` l’infini d’une fonction avec les parame`tres
1 < p ≤ q < +∞. En effet, observons tout d’abord que par l’expression (4.18) nous pouvons en
tirer l’inclusion Lq(R3) ⊂ M˙p,q(R3) et le fait que M˙p,q(R3) est un espace homoge`ne de degre´ −3q .
Ensuite, toujours par l’expression (4.18), nous observons que si f ∈ M˙p,q(R3) alors pour tout
x0 ∈ R3 et R > 0 nous pouvons e´crire(
1
R3
∫
B(x0,R)
|f(x)|pdx
) 1
p
≤ ‖f‖M˙p,qR−
3
q ,
ce qui exprime le fait que lorsque R > 0 est suffisamment grand alors la moyenne de la fonction
f (en termes de la norme Lp) sur la boule B(x0, R) de´croˆıt a` l’infini comme R
− 3
q ou` l’exposant
−3q correspond a` homoge´ne´ite´ de l’espace M˙p,q(R3).
Les espaces de Morrey ont e´te´ largement e´tudie´s en connexion avec la re´gularite´ des solutions
faibles de certaines e´quations aux de´rive´es partielles (voir par exemple le Chapitre 13 du livre
[46] pour des applications a` l’e´tude de la the´orie de la re´gularite´ des e´quations de Navier-Stokes) ;
et nous allons maintenant voir comment ces espaces permettent aussi d’e´tudier le proble`me de
Liouville pour les e´quations de Navier-Stokes stationnaires. Nous avons ainsi le re´sultat suivant
obtenu par G. Seregin en 2016 dans l’article [68].
The´ore`me 4.1.3 ([68], The´ore`me 1.1) Soit ~U ∈ L2loc(R3) une solution des e´quations de Navier-
Stokes stationnaires (4.3). Si ~U ∈ M˙2,6 ∩ M˙ 32 ,3(R3) alors ~U = 0.
Si nous comparons ce re´sultat avec le re´sultat obtenu dans le The´ore`me 4.1.2, ou` l’on a comme
hypothe`se ~U ∈ L6∩BMO−1(R3), nous pouvons observer qu’ici on a remplace´ l’espace L6(R3) par
l’espace de Morrey M˙2,6(R3) qui a la meˆme homoge´ne´ite´ −12 (plus pre´cise´ment on a L6 ⊂ M˙2,6),
tandis que l’espace BMO−1 a e´te´ remplace´ par l’espace de Morrey M˙
3
2
,3 qui a la meˆme ho-
moge´ne´ite´ −1.
La preuve du The´ore`me 4.1.3 suit les grandes lignes de la preuve du The´ore`me 4.1.2 et cette
fois-ci on a que si la solution ~U appartient a` l’espace M˙2,6∩M˙ 32 ,3(R3) alors il existe une constante
c3 = c3(‖~U‖M˙2,6 , ‖~U‖M˙ 32 ,3) > 0 telle que pour tout R > 0 on a une meˆme estimation que celle
donne´e dans (4.14) : ∫
BR
2
|~∇⊗ ~U |2dx ≤ c3, (4.19)
et alors en prenant la limite lorsque R −→ +∞ on obtient ~U ∈ H˙1(R3). Ensuite comme
~U ∈ M˙ 32 ,3(R3) et comme par le Lemme 4.1.4 l’on a l’inclusion M˙ 32 ,3(R3) ⊂ B˙−1∞,∞(R3) alors
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nous avons ~U ∈ H˙1 ∩ B˙−1∞,∞(R3) et donc par les ine´galite´ de Sobolev pre´cise´es (4.17) nous avons
~U ∈ L4(R3) et finalement graˆce a` la Proposition 4.1.1 nous pouvons e´crire l’identite´ ~U = 0.
En re´sume´, nous observons que le proble`me de Liouville pour les e´quations de Navier-Stokes
stationnaires (4.3) peut eˆtre re´solu dans certains espaces de Lebesgue et de Morrey ; et que l’es-
sentiel de la preuve de ces re´sultats repose sur le fait que l’on a besoin d’une certaine de´croissance
a` l’infini de la solution ~U qui est caracte´rise´e en termes des normes des ces espaces fonctionnels.
Avec cette ide´e en teˆte, dans la section qui suit nous de´montrons quelques re´sultats nouveaux
sur le proble`me de Liouville pour les e´quations (4.3).
4.2 Quelques re´sultats sur le proble`me de Liouville
En suivant les ide´es de la section pre´ce´dente dans la Section 4.2.1 ci-dessous on commence
par traiter le cadre des espaces de Lebesgue pour ensuite traiter le cadre des espaces de Morrey
dans la Section 4.2.2.
4.2.1 Le cadre des espaces de Lebesgue
Dans la section pre´ce´dente nous avons e´nonce´ trois re´sultats connus sur le proble`me de Liou-
ville pour les e´quations (4.3) dans les espaces de Lebesgue : dans la Proposition 4.1.1 et dans
le The´ore`me 4.1.1 nous avons observe´ que ce proble`me est re´solu dans les l’espaces L4(R3) et
L
9
2 (R3) respectivement, tandis que dans le The´ore`me 4.1.2 nous observons que ce proble`me est
aussi re´solu dans un sous-espace particulier de L6(R3) donne´ par L6 ∩BMO−1(R3). Nous nous
posons alors la question s’il est possible d’e´tudier le proble`me de Liouville dans des espaces
Lp(R3) avec d’autres valeurs du parame`tre d’inte´gration p ∈ [1,+∞].
Dans ce cadre nous allons de´montrer que l’on peut re´soudre le proble`me de Liouville pour les
e´quations (4.3) dans l’espace Lp(R3) avec p ∈ [3, 92 [ et pour ces valeurs du parame`tre p n’avons
pas besoin d’aucune hypothe`se additionnelle sur la solution ~U . En revanche, si nous conside´rons
l’espace Lp(R3) avec le parame`tre p ∈]92 , 6[ alors l’hypothe`se ~U ∈ Lp(R3) ne suffit pas pour
pouvoir obtenir l’identite´ cherche´e ~U = 0 et, en suivant les ide´es du The´ore`me 4.1.2, nous avons
besoin de conside´rer un sous-espace de Lp(R3) qui est donne´ par l’espace Lp ∩ B˙
3
p
− 3
2∞,∞(R3), ou`
l’espace de Besov B˙
3
p
− 3
2∞,∞(R3) est de´fini dans l’expression (4.16).
Nous avons ainsi le re´sultat suivant :
The´ore`me 4.2.1 Soit ~U ∈ L2loc(R3) une solution des e´quations de Navier-Stokes stationnaires
(4.3).
1) Si ~U ∈ Lp(R3) avec 3 ≤ p ≤ 92 alors on a ~U = 0.
2) Si ~U ∈ Lp(R3) ∩ B˙
3
p
− 3
2∞,∞(R3) avec 92 < p < 6 alors on a ~U = 0.
Dans ce re´sultat nous pouvons observer que l’espace L
9
2 (R3) (conside´re´ dans le The´ore`me 4.1.1
de G. Galdi) semble eˆtre un espace limite pour re´soudre le proble`me de Liouville dans le sens
ou` pour les valeurs du parame`tre d’inte´gration p ∈]92 , 6[ on a besoin d’ajouter une hypothe`se sur
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la solution ~U comme nous l’observons dans le point 2) ci)dessus.
Soulignons aussi que le proble`me de Liouville dans les espaces de Lebesgue pour les valeurs
du parame`tre d’inte´gration p ∈ [1, 3[ ou p ∈]6,+∞[ est encore (dans nos connaissances ac-
tuelles) une question ouverte.
De´monstration du The´ore`me 4.2.1.
1) Nous supposons que la solution ~U ve´rifie ~U ∈ Lp(R3) avec p ∈ [3, 92 ]. Nous allons mon-
trer l’identite´ ~U = 0 et pour cela nous allons suivre les grandes lignes de la preuve du
The´ore`me 4.1.1 donne´e dans le livre [29].
On commence par introduire la fonction de troncature suivante : soit θ ∈ C∞0 (R3) telle
que 0 ≤ θ ≤ 1, θ(x) = 1 si |x| < 12 et θ(x) = 0 si |x| ≥ 1. Soit R > 1, on de´finit la fonction
θR(x) par θR(x) = θ
(
x
R
)
ou` nous pouvons observer que l’on a θR(x) = 1 si |x| < R2 et
θR(x) = 0 si |x| ≥ R.
Nous multiplions maintenant l’e´quation (4.3) par la fonction θR~U , ensuite nous inte´grons
sur la boule BR = {x ∈ R3 : |x| < R} et nous obtenons l’identite´∫
BR
(
−ν∆~U + (~U · ~∇)~U + ~∇P
)
· θR~Udx = 0.
Observons maintenant que comme ~U ∈ Lp(R3) avec p ∈ [3, 93 ] alors ~U ∈ L3loc(R3) et
par le Lemme 4.1.2 nous obtenons ~U ∈ C∞(R3) et P ∈ C∞(R3). Ainsi, chaque terme
de l’identite´ ci-dessus est suffisamment re´gulier et par des inte´grations par parties nous
pouvons e´crire
ν
∫
BR
θR|~∇⊗ ~U |2dx = ν
∫
BR
θR∆
(
|~U |2
2
)
dx−
3∑
i,j=1
∫
BR
∂j
(
Uj∂j
(
U2i
2
))
θRdx
−
3∑
i=1
∫
BR
(∂iP )θRUidx
= ν
∫
BR
θR∆
(
|~U |2
2
)
dx−
∫
BR
θR
[
div
((
|~U |2
2
+ P
)
~U
)]
dx
= ν
∫
BR
∆θR
|~U |2
2
dx+
∫
BR
~∇θR ·
((
|~U |2
2
+ P
)
~U
)
dx.
D’autre part, comme θR(x) = 1 si |x| < R2 alors nous avons
ν
∫
BR
2
|~∇⊗ ~U |2dx ≤ ν
∫
BR
θR|~∇⊗ ~U |2dx,
et par l’identite´ pre´ce´dente nous obtenons l’estimation
ν
∫
BR
2
|~∇⊗ ~U |2dx ≤ ν
∫
BR
∆θR
|~U |2
2
dx+
∫
BR
~∇θR ·
((
|~U |2
2
+ P
)
~U
)
dx
= I1(R) + I2(R), (4.20)
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et nous allons maintenant montrer que lim
R−→+∞
Ii(R) = 0 pour i = 1, 2.
En effet, pour le terme I1(R), par les ine´galite´s de Ho¨lder (avec
1
q +
2
p = 1) nous avons
I1(R) ≤
(∫
BR
|∆θR|qdx
) 1
q
(∫
BR
|~U |pdx
) 2
p
≤
(∫
BR
|∆θR|qdx
) 1
q
‖~U‖2Lp .
De plus, comme θR(x) = θ
(
x
R
)
nous avons(∫
BR
|∆θR|qdx
) 1
q
= R
3
q
−2‖∆θ‖Lq(B1),
et comme 1q +
2
p = 1 nous pouvons e´crire
I1(R) ≤ R1−
6
p ‖∆θ‖Lq(B1)‖~U‖2Lp .
Dans cette estimation, observons que comme p ∈ [3, 92 ] alors on a 1 − 6p ∈ [−1,−13 ] d’ou`
nous obtenons lim
R−→+∞
I1(R) = 0.
E´tudions maintenant le terme I2(R). On commence par observer que comme θR(x) = 1
si |x| < R2 et θR(x) = 0 si |x| ≥ R alors on a supp
(
~∇θR
)
⊂ {x ∈ R3 : R2 < |x| < R}, et
nous pouvons e´crire
I2(R) =
∫
BR
~∇θR ·
((
|~U |2
2
+ P
)
~U
)
dx =
∫
R
2
<|x|<R
~∇θR ·
((
|~U |2
2
+ P
)
~U
)
dx
≤
∫
R
2
<|x|<R
|~∇θR||~U |3dx+
∫
R
2
<|x|<R
|~∇θR||P ||~U |dx
= (I2)a(R) + (I2)b(R),
ou`, pour e´tudier ces deux termes ci-dessus nous allons suivre essentiellement les meˆmes
lignes dans l’e´tude du terme I1(R). En effet, pour le terme (I2)a(R), toujours par les
ine´galite´s de Ho¨lder avec
1
r
+
3
p
= 1, et par la de´finition de la fonction θR nous avons
(I2)a(R) ≤
(∫
R
2
<|x|<R
|~∇θR|rdx
) 1
r
(∫
R
2
<|x|<R
|~U |pdx
) 3
p
≤ R 3r−1‖~∇θ‖Lr( 12<|x|<1)‖
~U‖3
Lp(R2 <|x|<R)
≤ R2− 9p ‖~∇θ‖Lr‖~U‖3Lp(R2 <|x|<R).
Ainsi, comme p ∈ [3, 92 ] alors on a 2− 9p ∈ [−1, 0] et comme R > 1 on obtient R2−
9
p ≤ 1
et par l’estimation pre´ce´dente nous pouvons e´crire
(I2)a(R) ≤ ‖~∇θ‖Lr‖~U‖3Lp(R
2
<|x|<R),
d’ou`, e´tant donne´ que ~U ∈ Lp(R3) alors nous obtenons lim
R−→+∞
(I2)a(R) = 0.
Pour e´tudier le terme (I2)b(R), rappelons tout d’abord que comme la vitesse ~U appartient
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a` l’espace Lp(R3) alors par les ine´galite´s de Ho¨lder et par la continuite´ du projecteur de
Leray nous avons que la pression P appartient a` l’espace L
p
2 (R3) et ainsi, toujours par
les ine´galite´s de Ho¨lder nous pouvons e´crire
(I2)b(R) ≤
(∫
R
2
<|x|<R
|~∇θR|rdx
) 1
r
(∫
R
2
<|x|<R
|P | p2 dx
) 2
p
(∫
R
2
<|x|<R
|~U |pdx
) 1
p
,
et en suivant les meˆmes estimations ci-dessus nous obtenons lim
R−→+∞
(I2)a(R) = 0. De
cette fac¸ons nous avons lim
R−→+∞
I2(R) = 0.
Maintenant que l’on dispose de l’information lim
R−→+∞
Ii(R) = 0 pour i = 1, 2 ; nous re-
venons a` l’estimation (4.20) ou`, en prenant la limite lorsque R −→ +∞, nous obtenons
ν
∫
R3
|~∇⊗ ~U |2dx = 0, et de cette fac¸on nous avons l’identite´ cherche´e ~U = 0.
2) Nous supposons maintenant ~U ∈ Lp(R3)∩ B˙
3
p
− 3
2∞,∞(R3) avec 92 < p < 6 et nous allons mon-
trer que ~U = 0. La preuve de ce re´sultat suit les grandes lignes de la preuve du The´ore`me
4.1.2 donne´e dans l’article [67] et la premie`re chose a` faire est ve´rifier la proposition sui-
vante.
Proposition 4.2.1 Soit ~U ∈ Lp ∩ B˙
3
p
− 3
2∞,∞(R3) avec 92 < p < 6 une solution des e´quations
(4.3). Alors ~U ∈ H˙1(R3).
Preuve. La preuve de cette proposition repose essentiellement sur l’estimation suivante :
soit R > 1 et la boule BR = {x ∈ R3 : |x| < R}, alors on a∫
BR
2
|~∇⊗ ~U(x)|2dx ≤ C(R)
(∫
BR
|~U(x)|pdx
) 2
p
, (4.21)
ou` C(R) = c(~U)[R
1− 6
p + 1] avec une constante c(~U) > 0 qui de´pend seulement de la
solution ~U et qui ne de´pend pas de R > 1.
Pour ve´rifier l’estimation (4.21) nous allons suivre quelques ide´es des articles [67] et
[68] de G. Seregin et nous introduisons les fonctions de test ϕR et ~WR de la fac¸on sui-
vante : pour R > 1 fixe, nous de´finissons tout d’abord la fonction ϕR en conside´rant
ϕR ∈ C∞0 (R3) telle que ve´rifie : 0 ≤ ϕR ≤ 1, pour R2 ≤ ρ < r < R fixes on a ϕR(x) = 1 si
|x| < ρ, ϕR(x) = 0 si |x| ≥ r ; et ‖~∇ϕR‖L∞ ≤ cr−ρ .
Ensuite, nous de´finissons la fonction ~WR comme la solution du proble`me
div( ~WR) = ~U · ~∇ϕR, sur Br, et ~WR = 0 sur ∂Br; (4.22)
ou` par le Lemme III.3.1 page 162 du livre [29] il existe une solution ~WR ∈W 1,p(Br) qui
ve´rifie en plus l’estimation
‖~∇⊗ ~WR‖Lp(Br) ≤ c‖~U · ~∇ϕR‖Lp(Br). (4.23)
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Avec les fonctions ϕR et ~WR ci-dessus, et avec la solution ~U des e´quations (4.3) nous
conside´rons maintenant la fonction ϕR~U − ~WR et nous e´crivons∫
Br
(
−∆~U + (~U · ~∇)~U + ~∇p
)
·
(
ϕR~U − ~WR
)
dx = 0,
d’ou` nous avons∫
Br
(
−∆~U + (~U · ~∇)~U
)
·
(
ϕR~U − ~WR
)
dx+
∫
Br
(
~∇p
)
·
(
ϕR~U − ~WR
)
dx = 0.
A` ce stade, soulignons que comme ~U ∈ Lp(R3) avec p ∈]92 , 6[ alors ~U ∈ L3loc(R3) et donc
par le Lemme 4.1.2 nous avons ~U ∈ C∞(R3) et P ∈ C∞(R3). De cette fac¸on, chaque terme
de l’identite´ ci-dessus est bien de´fini.
Dans cette identite´ nous e´tudions le deuxie`me terme a` gauche ou`, e´tant donne´ que la
fonction ~WR ve´rifie l’e´quations (4.22) et que div(~U) = 0, par une inte´gration par parties
nous avons∫
Br
~∇p ·
(
ϕR~U − ~WR
)
dx = −
∫
BR
p
(
~∇ϕR − div( ~WR) + ϕRdiv(~U)
)
dx = 0,
et nous pouvons ainsi e´crire∫
Br
(
−∆~U + (~U · ~∇)~U
)
·
(
ϕR~U − ~WR
)
dx = 0,
et toujours par des inte´grations par parties nous obtenons l’identite´ suivante∫
BR
ϕR|~∇⊗ ~U |2dx = −
∫
BR
~∇⊗ ~U : (~∇ϕR ⊗ ~U)dx+
∫
BR
~∇⊗ ~WR : ~∇⊗ ~Udx
−
∫
BR
(
(~U · ~∇) · ~U
)
· (ϕR~U − ~WR)dx = I1 + I2 + I3. (4.24)
Nous devons estimer les termes I1, I2 et I3 ci-dessus et nous avons ainsi le lemme technique
suivant :
Lemme 4.2.1 Soit ~U ∈ Lp ∩ B˙
3
p
− 3
2∞,∞(R3) une solution des e´quations (4.3). On a les
estimations suivantes :
1) Comme ~U ∈ Lp(R3) alors il existe une constante nume´rique c > 0 telle que l’on a
I1 + I2 ≤ cR
3
(
1
2
− 1
p
)
r − ρ
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
(∫
Br
|~U |pdx
) 1
p
.
2) Comme ~U ∈ B˙
3
p
− 3
2∞,∞(R3) alors il existe une constante c1 = c1(~U) > 0, qui ne de´pend que
de la solution ~U , telle que l’on a I3 ≤ c1 R
r − ρ
(∫
BR
|~∇⊗ ~U |2dx
) 1
2
(∫
BR
|~U |pdx
) 1
p
.
L’estimation donne´e dans le point 1) repose essentiellement sur les ine´galite´s de Ho¨der,
tandis que l’estimation donne´e dans le point 2) repose sur quelques proprie´te´s des es-
paces de Besov et nous allons ve´rifier ces estimations en de´tail a la fin du chapitre
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page 145. Ainsi, avec les estimations ci-dessus on pose tout d’abord la constante c(~U) =
max(c, c1(~U)) > 0 et on de´finit la quantite´
c(R) = c(~U)[R3(
1
2
− 1
P ) +R]. (4.25)
Avec cette quantite´ nous revenons maintenant a` l’identite´ (4.24) pour e´crire
∫
Br
ϕR|~∇⊗ ~U |2dx ≤ c(R)
(r − ρ)
(∫
BR
|~∇⊗ ~U |2dx
) 1
2
‖U‖Lp .
D’autre part, comme ϕR(x) = 1 si |x| < ρ alors nous avons
∫
Bρ
|~∇⊗ ~U |2dx ≤
∫
Br
ϕR|~∇⊗ ~U |2dx,
et par l’estimation pre´ce´dente nous e´crivons
∫
Bρ
|~∇⊗ ~U |2 ≤ c(R)
(r − ρ)
(∫
BR
|~∇⊗ ~U |2dx
) 1
2
‖U‖Lp ,
ou`, en appliquant les ine´galite´s de Young au terme de droite nous obtenons l’estimation∫
Bρ
|~∇⊗ ~U |2dx ≤ 1
4
∫
Br
|~∇⊗ ~U |2dx+ 4[c(R)]
2‖~U‖2Lp
(r − ρ)2 , (4.26)
et nous allons choisir les parame`tres ρ > 0 et r > 0 (avec R2 < ρ < r < R) convenable-
ment pour obtenir l’estimation cherche´e (4.21).
En effet, pour tout k ∈ N positif on pose ρk = R
2
1
k
, et dans l’estimation (4.26) on pose les
parame`tres ρ = ρk et r = ρk+1 (ou` l’on a
R
2 ≤ ρk < ρk+1 < R) pour e´crire∫
Bρk
|~∇⊗ ~U |2 ≤ 1
4
∫
Bρk+1
|~∇⊗ ~U |2dx+ 4[c(R)]
2‖~U‖2Lp
(ρk+1 − ρk)2 .
Nous devons maintenant e´tudier le deuxie`me terme a` droite ci-dessus. E´tant donne´ que
ρk =
R
2
1
k
alors nous avons (ρk+1 − ρk)2 = R2(2−
1
k+1 − 2− 1k )2 ≥ cR
2
k2
, et ainsi nous e´crivons
4
[c(R)]2‖~U‖2Lp
(ρk+1 − ρk)2 ≤ 4c k
2 [c(R)]
2‖~U‖2Lp
R2
,
d’on nous obtenons l’estimation∫
Bρk
|~∇⊗ ~U |2 ≤ 1
4
∫
Bρk+1
|~∇⊗ ~U |2dx+ 4c k2 [c(R)]
2‖~U‖2Lp
R2
,
et comme et ρk+1 < R nous e´crivons la formule de re´currence suivante∫
Bρk
|~∇⊗ ~U |2 ≤ 1
4
∫
BR
|~∇⊗ ~U |2dx+ 4c k2 [c(R)]
2‖~U‖2Lp
R2
.
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A` cette stade, on ite`re cette formule de re´currence pour k = 1, · · · , n et comme ρ1 = R2
nous obtenons∫
BR
2
|~∇⊗ ~U |2dx ≤ 1
4n
∫
BR
|~∇⊗ ~U |2dx+ 4c [c(R)]
2‖~U‖2Lp
R2
[
n∑
k=1
k2
4k
]
,
d’ou`, en prenant maintenant la limite lorsque n −→ +∞ nous avons l’estimation∫
BR
2
|~∇⊗ ~U |2dx ≤ c [c(R)]
2‖~U‖Lp
R2
.
Finalement, par l’identite´ (4.25) nous savons que c(R) = c(~U)[R
3
(
1
2
− 1
p
)
+ R] d’ou` nous
obtenons
[c(R)]2
R2
≤ c(~U)[R1− 6p + 1]. Ainsi, on pose la constante
C(R) = c(~U)[R
1− 6
p + 1],
et nous obtenons finalement l’estimation (4.21).
Maintenant que l’on dispose de cette estimation, observons que comme C(R) = c(~U)[R
1− 6
p+
1], et comme l’on a p < 6 alors l’exposant 1 − 6p est une quantite´ ne´gative et donc
on a lim
R−→+∞
C(R) ≤ c(~U) < +∞. Ainsi, en prenant la limite lorsque R −→ +∞ dans
l’estimation (4.21) et de plus, e´tant donne´ que ~U ∈ Lp(R3) nous obtenons ‖~U‖2
H˙1
≤
c(~U)‖~U‖2Lp < +∞. Nous avons de cette fac¸on ~U ∈ H˙1(R3) et la Proposition 4.2.1 est
maintenant ve´rifie´e. 
Par la Proposition 4.2.1 nous avons que la solution ~U appartient a` l’espace H˙1(R3) et
comme l’on a en plus ~U ∈ B˙ 3p− 32 (R3) nous pouvons alors ve´rifier que ~U ∈ Lq(R3), pour
un certain q ∈ ]3, 92[. En effet, si l’on pose β = 32 − 3p (ou` comme 92 < p < 6 alors on a
5
6 < β < 1) alors par les ine´galite´s de Sobolev pre´cise´es (voir toujours l’article [30]) nous
pouvons e´crire
‖~U‖Lq ≤ c‖~U‖θH˙1‖~U‖1−θB−β∞,∞ ,
avec θ = 2q et β =
θ
1−θ ; et par ces identite´s nous avons la relation q =
2
β + 2 ou`, comme
5
6 < β < 1 alors nous obtenons 3 < q <
9
2 .
Une que nous disposons de la l’information ~U ∈ Lq(R3) avec q ∈ ]3, 92[ alors par la
Proposition ?? nous avons l’identite´ cherche´e ~U = 0. Le The´ore`me 4.2.1 est maintenant
de´montre´. 
Dans la section qui suit nous nous inte´ressons a` e´tudier le proble`me de Liouville pour les
e´quations (4.3) lorsque la solution ~U appartient a` certains espaces de Morrey.
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4.2.2 Le cadre des espaces de Morrey
Comme annonce´ nous conside´rons dans cette section les espaces de Morrey M˙p,q(R3) (avec
1 < p ≤ q < +∞) qui ont e´te´ introduits dans la De´finition 4.1.2 ; et en suivant les ide´es de la
section pre´ce´dente nous e´tudions pour quelles valeurs des parame`tres p et q ci-dessus nous pou-
vons re´soudre le proble`me de Liouville suivant : si la solution ~U des e´quations de Navier-Stokes
stationnaires (4.3) ve´rifie ~U ∈ M˙p,q(R3) alors ~U = 0.
Rappelons rapidement que par le The´ore`me 4.1.3 (obtenue par G. Seregin dans l’article [68])
nous avons que ce proble`me de Liouville est re´solu dans l’espace M˙
3
2
,3 ∩ M˙2,6(R3) et l’essentiel
des ide´es de la preuve de ce re´sultat (voir la Section 4.1.2 pour plus de de´tails) repose sur le
fait que pour obtenir l’identite´ ~U = 0 nous avons besoin de conside´rer deux espaces de Morrey
avec homoge´ne´ite´s diffe´rentes : l’espace M˙
3
2
,3(R3) est espace homoge`ne de degre´ −1, tandis que
l’espace M˙2,6(R3) est un espace homoge`ne de degre´ −12 .
Dans ce cadre, nous allons observer que l’on peut ge´ne´raliser ce re´sultat de la fac¸on suivante : nous
allons supposer maintenant que la solution ve´rifie ~U ∈ M˙2,3(R3)∩ M˙2,q(R3), avec 3 < q < +∞,
ou` nous observons que l’on a conserve´ un espace de Morrey homoge`ne de degre´ −1 : M˙2,3(R3),
mais l’espace M˙2,6(R3) a e´te´ remplace´ par n’importe quel espace M˙2,q(R3) qui a une homoge´ne´ite´
−3q ∈] − 1, 0[, et c’est dans ce sens que le re´sultat suivant est une ge´ne´ralisation du The´ore`me
4.1.3.
The´ore`me 4.2.2 Soit ~U ∈ L2loc(R3) une solution des e´quations de Navier-Stokes stationnaires
(4.3). Si ~U ∈ M˙2,3(R3) ∩ M˙2,q(R3) avec 3 < q < +∞ alors ~U = 0.
De´monstration. Nous conside´rons tout d’abord la solution stationnaire ~U comme la donne´e
initiale du proble`me de Cauchy pour les e´quations de Navier-Stokes :
∂t~u+ (~u · ~∇)~u− ν∆~u+ ~∇p = 0, div(~u) = 0, ~u(0, ·) = ~U. (4.27)
Ensuite, par le The´ore`me 8.2 du livre [46] il existe un temps T0 > 0, et une fonction ~u ∈
C([0, T0[, M˙2,q(R3)) qui est une solution du proble`me de Cauchy (4.27) et qui ve´rifie en plus
l’estimation
sup
0<t<T0
t
3
2q ‖~u(t, ·)‖L∞ < +∞. (4.28)
De plus, par le The´ore`me 8.4 du livre [46] nous avons que la solution ~u est l’unique solution de
(4.27) et comme ~U ∈ C([0, T0[, M˙2,q(R3)) est aussi une solution du proble`me (4.27) nous avons
alors l’identite´ ~u = ~U . Ainsi, par l’estimation (4.28) nous pouvons e´crire(
T0
2
) 3
2q
‖~U‖L∞ ≤ sup
0<t<T0
t
1
2 ‖~U‖L∞ < +∞, (4.29)
pour obtenir ~U ∈ L∞(R3).
Maintenant que l’on dispose de l’information ~U ∈ L∞(R3), nous utilisons l’information ad-
ditionnelle ~U ∈ M˙2,3(R3) pour montrer que ~U = 0. La premie`re chose a` faire est de ve´rifier la
proposition suivante :
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Proposition 4.2.2 Si ~U ∈ M˙2,3 ∩ L∞(R3) est une solution des e´quations de Navier-Stokes
stationnaires (4.3) alors ~U ∈ H˙1(R3).
Preuve. En suivant quelques ide´es des articles [67] et [68] nous conside´rons la fonction de tron-
cature suivante : pour R > 1 fixe, la fonction ϕR ∈ C∞0 (R3) est telle que 0 ≤ ϕR ≤ 1, ϕR(x) = 1
si |x| < R2 , ϕR(x) = 0 si |x| > R et l’on a ‖~∇ϕR‖L∞ ≤ cR et ‖∆ϕR‖L∞ ≤ cR2 ou` c > 0 est une
constante qui ne de´pend pas de R > 1.
Une fois que l’on a introduit la fonction ϕR ci-dessus, pour la solution ~U nous conside´rons
maintenant la fonction ϕR~U et comme ~U et P ve´rifie les e´quations (4.3) nous pouvons e´crire∫
BR
(
−ν∆~U + (~U · ~∇)~U + ~∇P
)
· ϕR~Udx = 0,
ou` BR de´note toujours la boule {x ∈ R3 : |x| < R}. Nous allons maintenant e´tudier cette identite´
et pour cela nous avons besoin du re´sultat technique suivant :
Lemme 4.2.2 Soit ~U ∈ M˙2,3 ∩ L∞(R3). Alors on a ‖~U‖
M˙3,
9
2
≤ c‖U‖
2
3
M˙2,3
‖~U‖
1
3
L∞.
La preuve de ce lemme repose sur les ine´galite´s de interpolation et elle sera faite en de´tail a` la
fin du chapitre page 148. Avec l’information ~U ∈ M˙3, 92 (R3), observons tout d’abord que l’on a
~U ∈ L3loc(R3) et alors par le Lemme 4.1.2 on obtient ~U ∈ C∞(R3) et P ∈ C∞(R3). De cette fac¸on,
nous pouvons faire une inte´gration par parties dans l’identite´ pre´ce´dente et nous obtenons∫
BR
ϕR|~∇⊗ ~U |2dx =
∫
BR
|~U |2
2
∆ϕRdx+
∫
BR
(
|~U |2
2
+ P
)
(~U · ~∇ϕR)dx = I1(R)+I2(R), (4.30)
ou` nous cherchons a` estimer les termes I1(R) et I2(R).
Pour le terme I1(R) de l’identite´ (4.30), comme ‖∆ϕR‖L∞ ≤ cR2 nous avons
|I1(R)| ≤ c
R
∫
BR
|~U |2dx ≤ c
R2
R6(
1
2
− 1
3)
(∫
BR
|~U |3dx
) 2
3
≤ c
R
(∫
BR
|~U |3dx
) 2
3
,
et alors, comme ~U ∈ M˙3, 92 (R3) nous pouvons e´crire
(∫
BR
|~U |3dx
) 2
3
≤ ‖~U‖2
M˙3,
9
2
R6(
1
3
− 2
9), d’ou`
nous obtenons l’estimation
|I1(R)| ≤ c
R
‖~U‖2
M˙3,
9
2
R6(
1
3
− 2
9) ≤ c
R
1
3
‖~U‖2
M˙3,
9
2
. (4.31)
Pour le terme I2(R) de l’identite´ (4.30), e´tant donne´ que ‖~∇ϕR‖L∞ ≤ cR alors nous avons
|I2(R)| ≤ c
R
∫
BR
|~U |3dx+ c
R
∫
BR
|p||~U |dx = (I2)a + (I2)b, (4.32)
et nous avons encore besoin d’estimer les termes (I2)a et (I2)b ci-dessus. Pour le terme (I2)a,
toujours comme ~U ∈ M˙3, 92 (R3) nous pouvons e´crire ∫BR |~U |3dx ≤ ‖~U‖3M˙3, 92R9( 13− 29) et alors
nous obtenons
(I2)a ≤ c
R
∫
BR
|~U |3dx ≤ c
R
‖~U‖3
M˙3,
9
2
R9(
1
3
− 2
9) ≤ c‖~U‖3
M˙3,
9
2
. (4.33)
Nous allons maintenant e´tudier le terme (I2)b de l’identite´ (4.32) et pour cela nous avons besoin
du lemme technique suivant.
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Lemme 4.2.3 Soient ~U, P une solution des e´quations de Navier-Stokes stationnaires (4.3). Si
~U ∈ M˙p,q(R3) avec p ≥ 2 et q ≥ 3 alors P ∈ M˙ p2 , q2 (R3).
La preuve de ce lemme repose essentiellement sur la continuite´ du projecteur de Leray sur les
espaces de Morrey et cette preuve sera faite a` la fin du chapitre page 149. Comme ~U ∈ M˙3, 92 (R3)
alors par le Lemme 4.2.3 nous avons P ∈ M˙ 32 , 94 (R3) ; et par les ine´galite´s de Ho¨lder nous e´crivons
(I2)b ≤ c
R
(∫
BR
|p| 32
) 2
3
(∫
BR
|~U |3
) 1
3
≤ c
R
[
‖p‖
M˙
3
2 ,
9
4
R3(
2
3
− 4
9)
] [
‖~U‖
M˙3,
9
2
R3(
1
3
− 2
9)
]
≤ c‖p‖
M˙
3
2 ,
9
4
‖~U‖
M˙3,
9
2
≤ c‖~U‖3
M˙3,
9
2
. (4.34)
Ainsi, avec les estimations (4.33) et (4.34) nous revenons a` l’ine´galite´ (4.32) pour e´crire
|I2(R)| ≤ c‖~U‖3
M˙3,
9
2
. (4.35)
Revenons maintenant a` l’identite´ (4.30) ou`, e´tant donne´ que ϕR(x) = 1 si |x| < R2 , et de plus,
par les estimations (4.31) et (4.35), nous pouvons alors e´crire∫
BR
2
|~∇⊗ ~U |2dx ≤
∫
BR
ψR|~∇⊗ ~U |2dx ≤ c
R
1
3
‖~U‖2
M˙3,
9
2
+ c‖~U‖3
M˙3,
9
2
,
d’ou`, nous prenons la limite lorsque R −→ +∞ et nous avons ~U ∈ H˙1(R3). La Proposition 4.2.2
est de´montre´e. 
Maintenant nous avons l’information dont on a besoin pour montrer l’identite´ ~U = 0. En
effet, par le Lemme 4.1.4 nous avons M˙2,3(R3) ⊂ B˙−1∞,∞(R3) et comme ~U ∈ M˙2,3(R3) alors
~U ∈ B˙−1∞,∞(R3). Ensuite, para la Proposition 4.2.2 nous avons ainsi ~U ∈ H˙1(R3) et alors par les
ine´galite´s de Sobolev pre´cise´es (4.17) nous avons ~U ∈ L4(R3). Ainsi, par le point 1) du The´ore`me
4.2.1 nous avons finalement ~U = 0. Le the´ore`me 4.2.2 est maintenant de´montre´ 
Dans la de´monstration du The´ore`me 4.2.2 que nous venons de faire nous pouvons observer
que nous avons besoin de l’information ~U ∈ M˙2,3(R3) et ~U ∈ M˙2,q(R3) (avec 3 < q < +∞) pour
obtenir l’identite´ ~U = 0. Ne´anmoins, dans le the´ore`me ci-dessous nous allons observer que si l’on
conside`re maintenant un sous-espace particulier de M˙2,3(R3) alors nous n’avons pas besoin de
conside´rer un deuxie`me espace de Morrey (avec une homoge´ne´ite´ diffe´rente) pour obtenir ~U = 0.
Nous commenc¸ons donc par introduire, en toute ge´ne´ralite´, les espaces fonctionnels qui nous
utiliserons ci-apre`s.
De´finition 4.2.1 (L’espace M
p,q
(R3)) Soient 1 < p ≤ q < +∞. On de´finit l’espace Mp,q(R3)
comme l’adhe´rence de l’espace des fonction de test C∞0 (R3) dans l’espace de Morrey M˙p,q(R3)
donne´ dans la De´finition 4.18.
Une fois que l’on a de´fini ces espaces fonctionnels, on fixe maintenant le parame`tre q = 3
et pour p ∈]1, 3] on conside`re l’espace Mp,3(R3) ⊂ M˙p,3(R3). Observons tout d’abord que
par la de´finition ci-dessus nous avons M
p,3
(R3) ⊂ M˙p,3(R3) et comme l’on a aussi l’inclusion
M˙p,3(R3) ⊂ M˙2,3(R3) alors l’espace Mp,3(R3) est un sous-espace de M˙2,3(R3) et il est un espace
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homoge`ne de degre´ −1.
Nous allons de´montrer que l’on peut re´soudre un proble`me de Liouville pour les e´quations (4.3)
lorsque la solution ~U appartient a` l’espace M
p,3
(R3) pour des valeurs convenables du parame`tre
p.
The´ore`me 4.2.3 Soit l’espace M
p,3
(R3) avec p ∈]2, 3], donne´ la De´finition 4.2.1. Soit ~U ∈
L2loc(R3) une solution des e´quations de Navier-Stokes stationnaires (4.3). Si ~U ∈M
p,3
(R3) alors
~U = 0.
Si nous comparons ce re´sultat avec le The´ore`me 4.2.2 nous observons que dans le cadre par-
ticulier de l’espace M
p,3
(R3) on n’a pas besoin de faire aucune hypothe`se additionnelle sur la
solution ~U pour obtenir l’identite´ ~U = 0.
De´monstration. Pour de´montrer ce the´ore`me nous allons suivre les grandes lignes de la
de´monstration du The´ore`me 4.2.2 et on commence par conside´rer la solution ~U comme la donne´e
initiale du proble`me de Cauchy (4.27). Ainsi, toujours par The´ore`me 8.2 du livre [46] il existe
une fonction ~u ∈ C([0, T0[,Mp,3(R3)) qui est l’unique solution du proble`me de Cauchy (4.27)
(graˆce au The´ore`me 8.4 du livre [46]) et qui ve´rifie en plus l’estimation
sup
0<t<T0
t
1
2 ‖~u(t, ·)‖L∞ < +∞. (4.36)
Mais, comme la solution stationnaire ~U est aussi une solution du proble`me (4.27) alors on a
~u = ~U et donc la solution ~U ve´rifie l’estimation (4.36) d’ou` nous pouvons en tirer ~U ∈ L∞(R3).
Maintenant que l’on dispose de l’information ~U ∈Mp,3 ∩L∞(R3) nous allons montrer l’identite´
~U = 0. En effet, rappelons tout d’abord que l’on a l’inclusion M
p,3 ⊂ M˙2,3(R3) et nous avons
ainsi ~U ∈ M˙2,3(R3)∩L∞(R3). Ensuite, par la Proposition 4.2.2 nous avons ~U ∈ H˙1(R3) et alors
~U ∈ H˙1(R3) ∩ M˙2,3(R3) ⊂ H˙1(R3) ∩ B˙−1∞,∞(R3), d’ou`, toujours par les ine´galite´s de Sobolev
pre´cise´es (4.17) nous avons ~U ∈ L4(R3), et par le point 1) du The´ore`me 4.2.1 nous pouvons
finalement e´crire ~U = 0. 
4.3 Preuve des lemmes techniques
Preuve du Lemme 4.1.3 page 128
On commence par montrer que si ~U ∈ L4(R3) alors on a ~∇P ∈ H˙−1(R3). En effet, pour le
champ de vitesse ~U = (U1, U2, U3) nous pouvons e´crire la pression P comme P =
3∑
i,j
1
−∆∂i∂j(UiUj),
ou` nous observons que comme ~U ∈ L4(R3) alors par les ine´galite´s de Ho¨lder nous avons
Ui Uj ∈ L2(R3) (pour 1 ≤ i, j ≤ 3) et donc P ∈ L2(R3). De cette fac¸on nous obtenons
~∇P ∈ H˙−1(R3).
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Ve´rifions maintenant que (~U · ~∇) · ~U ∈ H˙−1(R3). Nous e´crivons la solution ~U comme
~U = P
(
1
ν∆
div(~U ⊗ ~U)
)
, (4.37)
ou` nous observons que comme ~U ∈ L4(R3) alors toujours par les ine´galite´s de Ho¨lder nous avons
~U ⊗ ~U ∈ L2(R3) et donc P
(
1
ν∆div(
~U ⊗ ~U)
)
∈ H˙1(R3). Ainsi, par l’identite´ (4.37) nous avons
~U ∈ H˙1(R3) et alors ∆~U ∈ H˙−1(R3).
Nous e´crivons finalement (~U · ~∇) · ~U = ∆~U − ~∇P pour obtenir (~U · ~∇) · ~U ∈ H˙−1(R3). 
Preuve du Lemme 4.2.1 page 138
1) On commence par estimer le terme I1. En utilisant les ine´galite´s de Ho¨lder (avec
1
2 =
1
q+
1
p)
et comme ‖~∇ϕR‖L∞ ≤ cr−ρ nous pouvons e´crire
|I1| ≤
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
(∫
Br
|~∇ϕR ⊗ ~U |2dx
) 1
2
≤
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
(∫
Br
|~∇ϕR|qdx
) 1
q
×
×
(∫
BR
|~U |pdx
) 1
p
≤ c r
3
q
r − ρ
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
(∫
Br
|~U |pdx
) 1
p
≤ cR
3
(
1
2
− 1
p
)
r − ρ
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
(∫
Br
|~U |pdx
) 1
p
. (4.38)
Estimons maintenant le terme I2. En utilisant l’ine´galite´ de Cauchy-Schwarz et comme
la fonction ~WR ve´rifie ‖~∇⊗ ~WR‖Lp(Br) ≤ c‖~U · ~∇ϕR‖Lp(Br) nous avons
|I2| ≤
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
(∫
Br
|~∇⊗ ~WR|2dx
) 1
2
≤
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
r
3
(
1
2
− 1
p
)
×
×
(∫
Br
|~∇⊗ ~WR|pdx
) 1
p
≤
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
r
3
(
1
2
− 1
p
)(∫
Br
|~∇ϕ · ~U |pdx
) 1
p
≤ cR
3
(
1
2
− 1
p
)
r − ρ
(∫
Br
|~∇⊗ ~U |2dx
) 1
2
(∫
Br
|~U |pdx
) 1
p
. (4.39)
2) E´tudions maintenant le terme I3 de´fini par
I3 = −
∫
Br
(
U1∂1~U + U2∂2~U + U3∂3~U
)
· (ϕR~U − ~WR)dx. (4.40)
On commence par observer que l’on peut toujours e´crire ~U = ~∇∧ ~V . En effet, il suffit de
de´finir
~V = ~∇∧
(
1
−∆
~U
)
, (4.41)
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et comme div(~U) = 0 on a l’identite´
~∇∧ ~V = ~∇∧
(
~∇∧
(
1
−∆
~U
))
= ~∇
(
div
(
1
−∆
~U
))
−∆
(
1
−∆
~U
)
= ~U.
Observons aussi le fait que comme ~U ∈ B
3
p
− 3
2∞,∞(R3) alors par l’identite´ (4.41) on a
~V ∈ B
3
p
− 1
2∞,∞(R3). De plus, pour mener a` bien les estimations dont on aura besoin nous
allons poser la fonction ~V ∗ = ~V − ~V (0) et comme l’on a ~∇∧ ~V = ~∇∧ ~V ∗ (car ~V (0) ∈ R3
est un vecteur constant) et nous allons e´crire ~U = ~∇ ∧ ~V ∗, c’est a` dire, nous avons les
identite´s Ui = ∂jV
∗
k − ∂kV ∗j ou` les indices i, j, k = 1, 2, 3 sont ordonne´s par la re`gle de la
main droite.
De cette fac¸on, dans l’expression (4.40) nous remplac¸ons Ui par ∂jV
∗
k − ∂kV ∗j et nous
obtenons l’identite´ suivante :
I3 = −
∫
Br
(
(∂2V
∗
3 − ∂3V ∗2 )∂1~U + (∂3V ∗1 − ∂1V ∗3 )∂2~U + (∂1V ∗2 − ∂2V ∗1 )∂3~U
)
· (ϕR~U − ~WR)dx
= −
∫
Br
3∑
i=1
(
(∂jV
∗
k − ∂kV ∗j )∂i~U
)
· (ϕR~U − ~WR)dx
= −
∫
Br
3∑
i=1
[
∂jV
∗
k (∂i
~U) · (ϕR~U − ~WR)− ∂kV ∗j (∂i~U) · (ϕR~U − ~WR)
]
dx,
et en faisant une inte´gration par parties nous avons
I3 =
∫
Br
3∑
i=1
[
V ∗k (∂j∂i~U) · (ϕR~U − ~WR) + V ∗k (∂i~U) · ∂j(ϕR~U − ~WR)− V ∗j (∂k∂i~U) · (ϕR~U − ~WR)
−V ∗j (∂i~U) · ∂k(ϕR~U − ~WR)
]
dx
=
∫
Br
3∑
i=1
[(
V ∗k (∂j∂i~U)− V ∗j (∂k∂i~U)
)
· (ϕR~U − ~WR)
]
dx+
∫
Br
3∑
i=1
[
V ∗k (∂i~U) · ∂j(ϕR~U − ~WR)
−V ∗j (∂i~U) · ∂k(ϕR~U − ~WR)
]
dx = (I3)a + (I3)b. (4.42)
Nous devons e´tudier encore les termes (I3)a et (I3)b ci-dessus. Pour le terme (I3)a, comme
les indices i, j, k = 1, 2, 3 sont ordonne´es par la re`gle de la main droite nous avons alors∑3
i=1
[(
V ∗k (∂j∂i~U)− V ∗j (∂k∂i~U)
)]
= (0, 0, 0) et donc nous avons
(I3)a =
∫
Br
3∑
i=1
[(
V ∗k (∂j∂i~U)− V ∗j (∂k∂i~U)
)
· (ϕR~U − ~WR)
]
dx = 0. (4.43)
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Pour le terme (I3)b nos e´crivons
(I3)b =
∫
Br
3∑
i=1
[
V ∗k ∂i~U · (∂jϕR~U + ϕR∂j ~U − ∂j ~WR)− V ∗j ∂i~U · (∂kϕR~U + ϕR∂k ~U − ∂k ~WR)
]
dx
=
∫
Br
3∑
i=1
[
V ∗k ∂i~U · (ϕR∂j ~U)− V ∗j ∂i~U · (ϕR∂k ~U)
]
︸ ︷︷ ︸
(a)
dx+
∫
Br
3∑
i=1
[
V ∗k ∂i~U · (∂IϕR~U − ∂j ~WR)
= −V ∗j ∂i~U · (∂kϕR~U − ∂k ~WR)
]
dx,
ou`, toujours par le fait que les indices i, j, k = 1, 2, 3 sont ordonne´s par la re`gle de la main
droite nous avons que le terme (a) ci-dessus est e´gale a` ze´ro et ainsi nous avons
(I3)b =
∫
Br
3∑
i=1
[
V ∗k ∂i~U · (∂IϕR~U − ∂j ~WR)− V ∗j ∂i~U · (∂kϕR~U − ∂k ~WR)
]
dx. (4.44)
Une fois que nous disposons des identite´s (4.43) et (4.44) nous revenons au terme I3
donne´ dans (4.42) pour e´crire
I3 =
∫
Br
3∑
i=1
[
V ∗k ∂i~U · (∂IϕR~U − ∂j ~WR)− V ∗j ∂i~U · (∂kϕR~U − ∂k ~WR)
]
dx,
d’ou` nous avons
|I3| ≤
∫
Br
|~V ∗||~∇⊗ ~U ||~∇ϕR ⊗ ~U |dx+
∫
Br
|~V ∗||~∇⊗ ~U ||~∇⊗ ~WR|dx.
Dans les deux termes a` droite de cette estimation nous appliquons tout d’abord l’ine´galite´
de Cauchy-Schwarz, ensuite l’ine´galite´ de Ho¨lder (avec 12 =
1
q +
1
p) et comme ‖~∇ϕR‖L∞ ≤
c
r−ρ et ‖~∇⊗ ~WR‖Lp(Br) ≤ c‖~∇ϕR ⊗ ~U‖LpBr , alors nous obtenons
|I3| ≤ c
r − ρ
(∫
Br
|~V ∗|q
) 1
q
(∫
BR
|~∇⊗ ~U |2dx
) 1
2
(∫
BR
|~U |pdx
) 1
p
.
Dans cette dernie`re estimation nous avons besoin d’e´tudier le terme
(∫
Br
|~V ∗|q
) 1
q
. Rap-
pelons que ~V ∈ B
3
p
− 1
2∞,∞(R3), et comme 92 < p < 6 alors 0 <
3
p−12 < 16 et donc ~V est une fonc-
tion α−Ho¨lderienne avec α = 3p−12 < 16 et nous avons ainsi sup
0<|x|<r
|~V (x)− ~V (0)
|x| 3p− 12< 16
≤ ‖~V ‖
B
3
p− 12∞,∞
,
d’ou` nous obtenons ‖V − ~V (0)‖L∞(Br) ≤ c0r
3
p
− 1
2 , avec c0 = ‖~V ‖
B
3
p− 12∞,∞
.
A´ ce stade, rappelons aussi que ~V ∗(x) = ~V (x) − ~V (0), et comme 12 = 1q + 1p alors nous
obtenons (∫
Br
|~V ∗|q
) 1
q
≤ ‖~V ∗‖L∞(Br)r
3
q ≤ c0r
3
p
− 1
2
+ 3
q ≤ c0 r ≤ c0R,
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d’ou`, en posant la constante c1 = max(c, c1) nous avons estimation cherche´e :
|I3| ≤ c1 R
r − ρ
(∫
BR
|~∇⊗ ~U |2dx
) 1
2
(∫
BR
|~U |pdx
) 1
p
.
Observons finalement que la constante c1 > 0 de´pend de la fonction ~V qui de´pend fina-
lement de solution ~U par l’identite´ (4.41) et nous e´crivons alors c1 = c1(~U). 
Preuve du Lemme 4.2.2 page 142
Nous allons montrer l’estimation
‖~U‖
M˙3,
9
2
≤ c‖U‖
2
3
M˙2,3
‖~U‖
1
3
L∞ . (4.45)
Soient x0 ∈ R3 et R > 0 et soir la boule B(x0, R) ⊂ R3. Par les ine´galite´s d’interpolation nous
avons l’estimation
(∫
B(x0,R)
|~U |3dx
) 1
3
≤ c
(∫
B(x0,R)
|~U |2dx
) 1
2

2
3
‖~U‖
1
3
L∞ ,
et alors nous pouvons e´crire
R−
1
3
(∫
B(x0,R)
|~U |3dx
) 1
3
≤ c
R− 12 (∫
B(x0,R)
|~U |2dx
) 1
2

2
3
‖~U‖
1
3
L∞ ,
d’ou`, dans l’estimation a` gauche ci-dessus nous e´crivons R−
1
3 = R
3
9
2
− 3
3
, dans l’estimation a` droite
ci-dessus nous e´crivons R−
1
2 = R
3
3
− 3
2 pour obtenir
R
3
9
2
− 3
3
(∫
B(x0,R)
|~U |3dx
) 1
3
≤ c
R 33− 32 (∫
B(x0,R)
|~U |2dx
) 1
2

2
3
‖~U‖
1
3
L∞ ,
et donc nous avons
sup
x0∈R3,R>0
R
3
9
2
− 3
3
(∫
B(x0,R)
|~U |3dx
) 1
3
≤ c
 sup
x0∈R3,R>0
R
3
3
− 3
2
(∫
B(x0,R)
|~U |2dx
) 1
2

2
3
‖~U‖
1
3
L∞ .
Ainsi, par la de´finition des quantite´s ‖~U‖
M˙3,
9
2
et ‖~U‖M˙2,3 donne´es dans la De´finition 4.1.2 nous
e´crivons l’estimation cherche´e (4.45). 
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Preuve du Lemme 4.2.3 page 143
Pour le champ de vitesse ~U = (Ui)i=1,2,3 nous e´crivons la pression P comme
P =
3∑
i,j
1
−∆∂i∂j(UiUj) =
3∑
i,j
RiRj(UiUj),
ou` Ri = ∂i√−∆ est la transforme´e de Riesz. Ainsi, e´tant donne´ que l’ope´rateur RiRj est borne´
dans les espaces de Morrey M˙p,q(R3) avec p ≥ 2 et q ≥ 3 (voir le livre [46], page 171) et par les
ine´galite´s de Ho¨lder nous avons l’estimation
‖P‖
M˙
p
2 ,
q
2
≤ c
3∑
i,j=1
‖RiRj(UiUj)‖M˙ p2 , q2 ≤ c‖~U ⊗ ~U‖M˙ p2 , q2 ≤ c‖~U‖
2
M˙p,q
.

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Titre : Descriptions de´terministes de la turbulence dans les e´quations de Navier-Stokes
Mots Clefs : E´quations de Navier-Stokes ; syste`me stationnaire ; the´orie K41
Re´sume´ : Cette the`se est consacre´e a` l’e´tude de´terministe de la turbulence dans les e´quations
de Navier-Stokes ; et elle est divise´e en quatre chapitres inde´pendants. Le premier chapitre s’agit
d’une discussion rigoureuse sur l’e´tude la loi de dissipation d’e´nergie, propose´e par the´orie de la
turbulence K41, dans le cadre de´terministe des e´quations de Navier-Stokes homoge`nes et incom-
pressibles, avec une force externe stationnaire (la force ne de´pende que de la variable spatiale)
et pose´es sur l’espace R3 tout entier. Le but de ce chapitre est de mettre en e´vidence le fait que
si nous conside´rons les e´quations de Navier-Stokes pose´es sur R3 alors certains quantite´s phy-
siques, ne´cessaires pour l’e´tude de la loi de dissipation de Kolmogorov, n’ont pas une de´finition
rigoureuse et alors pour donner un sens a` ces quantite´s on propose de conside´rer les e´quations de
Navier-Stokes mais avec un terme additionnel d’amortissement . Dans le cadre de ces e´quations
de Navier-Stokes amorties, on obtient des estimations du taux de dissipation d’e´nergie selon la
loi de dissipation de Kolmogorov.
Dans le deuxie`me chapitre on s’inte´resse a` l’e´tude des solutions stationnaires des e´quations de
Navier-Stokes amorties introduites dans le chapitre pre´ce´dent. Ces solutions stationnaires cor-
respondent a` un type particulier des solutions qui ne de´pendent que de la variable d’espace : la
motivation pour e´tudier ces solutions stationnaires e´tant donne´ que la force externe que nous
conside´rons tout au long de cette the`se est une fonction stationnaire. Dans ce chapitre on e´tudie
essentiellement deux proprie´te´s des solutions stationnaires : la premie`re proprie´te´ correspond a`
la stabilite´ de ces solutions ou` on montre que si l’on controˆle la force externe des e´quations de
Navier-Stokes amorties alors toute solution non stationnaire (qui de´pend de la variable d’espace
et aussi de la variable de temps) converge vers une solution stationnaire lorsque le temps tend
a` l’infini. La deuxie`me proprie´te´ porte sur l’e´tude de la de´croissance en variable spatiale des ces
solutions stationnaires.
Dans le troisie`me chapitre on continue a` e´tudier les solutions stationnaires des e´quations de
Navier-Stokes, mais cette fois-ci on conside`re les e´quations de Navier-Stokes classiques (sans
aucun terme d’amortissement) . Le but de ce chapitre est d’e´tudier un tout autre proble`me relie´
a` l’e´tude de´terministe de la turbulence et qui porte sur la de´croissance de la transforme´e de
Fourier des solutions stationnaires. En effet, selon la the´orie de la turbulence K41, si le fluide
est en re´gime laminaire on s’attend a` observer une de´croissance exponentielle de la transforme´e
de Fourier des solutions stationnaires et cette de´croissance a` lieu de`s les bases fre´quences, tandis
que si le fluide est en re´gime turbulent alors on s’attend a` observer cette meˆme de´croissance
exponentielle mais seulement aux hautes fre´quences. Ainsi, a` l’aide des outils de l’analyse de
Fourier, dans ce chapitre on donne des descriptions pre´cises sur cette de´croissance exponentielle
fre´quentiel (dans le re´gime laminaire et dans le re´gime turbulent) des solutions stationnaires.
Dans le quatrie`me et dernier chapitre on revient aux solutions stationnaires des e´quations de
Navier-Stokes (on conside`re toujours les e´quations classiques) et on e´tude l’unicite´ de ces solu-
tions dans le cas particulier ou` la force externe est nulle. En suivant essentiellement quelques
ide´es des travaux pre´ce´dents de G. Seregin, on e´tudie l’unicite´ des ces solutions tout d’abord
dans les cadres des espaces de Lebesgue et ensuite dans le cadre plus ge´ne´ral des espaces de
Morrey.
Title : Deterministic descriptions of the turbulence in the Navier-Stokes equations
Keys words : Navier-Stokes equations ; stationary system ; K41 theory
Abstract : This PhD thesis is devoted to deterministic study of the turbulence in the Navier-
Stokes equations. The thesis is divided in four independent chapters.
The first chapter involves a rigorous discussion about the energy’s dissipation law, proposed by
theory of the turbulence K41, in the deterministic setting of the homogeneous and incompressible
Navier-Stokes equations, with a stationary external force (the force only depends of the spatial
variable) and on the whole space R3. The energy’s dissipation law, also called the Kolmogorov’s
dissipation law, characterizes the energy’s dissipation rate (in the form of heat) of a turbulent
fluid and this law was developed by A.N. Kolmogorov in 1941. However, its deduction (which
uses mainly tools of statistics) is not fully understood until our days and then an active research
area consists in studying this law in the rigorous framework of the Navier-Stokes equations which
describe in a mathematical way the fluids motion and in particular the movement of turbulent
fluids. In this setting, the purpose of this chapter is to highlight the fact that if we consider
the Navier-Stokes equations on R3 then certain physical quantities, necessary for the study of
the Kolmogorov’s dissipation law, have no a rigorous definition and then to give a sense to
these quantities we suggest to consider the Navier-Stokes equations with an additional damping
term. In the framework of these damped equations, we obtain some estimates for the energy’s
dissipation rate according to the Kolmogorov’s dissipation law.
In the second chapter we are interested in study the stationary solutions of the damped Navier-
Stokes introduced in the previous chapter. These stationary solutions are a particular type of
solutions which do not depend of the temporal variable and their study is motivated by the
fact that we always consider the Navier-Stokes equations with a stationary external force. In
this chapter we study two properties of the stationary solutions : the first property concerns
the stability of these solutions where we prove that if we have a control on the external force
then all non stationary solution (with depends of both spatial and temporal variables) converges
toward a stationary solution. The second property concerns the decay in spatial variable of the
stationary solutions. These properties of stationary solutions are a consequence of the damping
term introduced in the Navier-Stokes equations.
In the third chapter we still study the stationary solutions of Navier-Stokes equations but now
we consider the classical equations (without any additional damping term). The purpose of this
chapter is to study an other problem related to the deterministic description of the turbulence :
the frequency decay of the stationary solutions. Indeed, according to the K41 theory, if the fluid
is in a laminar setting then the stationary solutions of the Navier-Stokes equations must exhibit
a exponential frequency decay which starts at lows frequencies. But, if the fluid is in a turbulent
setting then this exponential frequency decay must be observed only at highs frequencies. In
this chapter, using some Fourier analysis tools, we give a precise description of this exponential
frequency decay in the laminar and in the turbulent setting.
In the fourth and last chapter we return to the stationary solutions of the classical Navier-Stokes
equations and we study the uniqueness of these solutions in the particular case without any
external force. Following some ideas of G. Seregin, we study the uniqueness of these solutions
first in the framework of Lebesgue spaces of and then in the a general framework of Morrey
spaces.
