Abstract. We introduce classes of measures in the half-space R n+1 + , generated by Riesz, or Bessel, or Besov capacities in R n , and give a geometric characterization as Carleson-type measures.
Introduction
Recall that a Carleson measure is a positive Borel measure µ on the upper half-space R for some constant C < ∞ and all balls B in R n . Here |B| is the ndimensional Lebesgue measure of B and T B is the "tent" over B:
T B = {(x, t) : x ∈ B, t < dist(x, ∂B)}.
Note that in condition (1.1), the balls may be replaced by cubes. From this, using a Whitney decomposition and the additivity of Lebesgue measure, we can replace balls by any open sets (see [15] , Chapter II, Section 2.3.2).
A positive Borel measure µ on the upper half-space R for some constant C < ∞ and all balls B. We denote the class of such measures by C β . These classes were considered in [9] , [11] When β ≥ 1, we can again replace balls by open sets since we have
However, in the case β < 1, the condition on open sets is stronger. For example, in the upper-half plane, consider the measure
where δ P denotes the unit mass at point P . Then µ(T (I)) ≤ C|I| β for every interval I but one can construct open sets O K = ∪I k with
The spaces V β of measures satisfying the condition (1.2) for all bounded open sets were considered in [5] , [4] , [7] , [10] .
We are interested in whether we can modify (1.2) so as to give a condition on open sets which is equivalent to the β-Carleson condition on balls. An example of such a result is the following: 
µ(T O) ≤ CΛ (∞) nβ (O).
Here Λ
Hausdorff capacity, defined (see [1] ) for a set E ⊂ R n by
where the infimum is taken over all countable covers E ⊂ j B j , with each B j a ball of radius r j .
This paper is concerned with investigating and showing that there exist similar relationships between Carleson-type measures and classes of measures generated by capacities. In addition to Hausdorff capacity, we consider classes of positive measures on the half-space generated by Riesz, Bessel, or Besov capacities.
For 0 < α < n, 1 ≤ p < n/α denote by h α p (R n ) the Riesz potential spaces, defined by the Riesz potentials, R α ,
where c(α, n) is a certain positive constant (see [12] ), as follows:
Here L p is the Lebesgue space on R n . For any open set O ⊂ R n , the Riesz capacity of O is defined by (see [2] ),
where S is the Schwartz class of functions on R n . Let Φ be a positive function on (0, ∞), Φ(0) = 0. We define the classes of measures Cap Φ (h α p ) as follows:
This definition is the analogue, for measures on the upper half-space and tents over sets, of a definition given by Maz'ya for measures and sets in R n (see Ch. 8 of [12] , also [13] for the original idea). Namely, define the class of Maz'ya measures,
) and δ denotes the unit mass at some > 0, then
The main goal of this paper is to give a more geometric characterization of the classes Cap
uniformly for all balls B r in R n of radius r. For example, if Φ(r) = r nβ , β > 0, then C Φ is the class C β of β−Carleson measures, as in (1.2). We now state a typical result, proved in the paper. Suppose that Φ is a function from [0, ∞) onto itself which is equivalent to a strictly increasing function Φ, i.e. Φ ≈ Φ, and which satisfies the following conditions:
(with constants which may depend on c), and for some (α, p),
3) and (1.4) for 1 ≤ p < ∞, β > 1 − αp/n, 0 < α < n/p, and all real γ. Note that if γ ≥ 0 then Φ is strictly increasing, and otherwise Φ is equivalent to a strictly increasing function Φ.
In proving (1.5), we use the property
where c is the capacity of the unit ball. Hence the embedding
is always true. In order to see the inverse embedding, we prove weak-type estimates for certain convolution operators of the form with respect to the measure µ ∈ C Φ . These weak-type estimates are proved using an analogy with the technique applied by Adams (see Adams' proof of Theorem 2, Section 1.4.1 of [12] ) in proving sharp embeddings of h α p into the Lebesgue space built-up over a positive measure in R n . Moreover, such type of estimates are important for applications (see [11] , [16] and [17] ), so we devote Section 5 to deriving the corresponding strong-type estimates. They are related to the problem of sharp embeddings. Because of the analogy between our classes of measures and Maz'ya measures, we can try to extend the embedding results (and methods) from [12] (1.4) . Then
Proof. One embedding is given by (1.7). To see the other, let µ ∈ C Φ . As it has been already explained, we are going to derive weak-type estimates for the convolution operator f → u, u(x, t) = f * φ t (x), where φ is a positive function such that (see [11] )
The proof follows the scheme of the proof of Lemma 3.2 in [11] . For λ > 0, let
where
and according to Lemma 3.1 of [11] ,
whence (cf. [11] , proof of Lemma 3.2)
where µ λ is the restriction of µ to E λ . Let
We estimate T 1 (s) for arbitrary s > 0. Using Hölder's inequality, we get
(2.6) and µ ∈ C Φ , we get
Analogously, now using the estimate
In this way, using also (1.4), we have
Replacing, if necessary, Φ by an equivalent strictly increasing function Φ in (2.9), we can choose
which is the desired weak-type estimate. Next we prove that (2.10)
On the other hand, the above f can be chosen so that f
which together with (1.3) implies
Note that if we used the equivalent strictly increasing function Φ instead of Φ in (2.10), we can now go back to using Φ on the right-hand-side. Combining (2.11) and (2.13) gives the desired conclusion: 
As in the previous subsection we can define the homogeneous Sobolev capacities
and the classes of measures Cap 
Indeed, using the Fourier transform
one can write the Riesz potential of a function g ∈ S(R n ) as
while the partial derivatives of f ∈ S(R n ) are given by
If m is an even integer, and f = R m g, we have
which leads to the inclusion w
This containment and the opposite one for any integer m and 1 < p < ∞, follows from the fact that for this range of p the Riesz transforms R j , 1 ≤ j ≤ n, defined (for g ∈ S(R n )) by
and κ is a multi-index with |κ| = m, we get
and (2.14) follows from Theorem 2.1. If p = 1 and m is even then w
2.3. Homogeneous Besov capacities. We can define the homogeneous Besov spaces, b 
and the classes of measures To see the inverse, we use the weak-type estimate (2.10) for µ ∈ C Φ and real interpolation for fixed p > 1 and Φ. Since ( [6] , Theorem 6.3.1),
Theorem 2.3. Let the function Φ satisfy conditions (1.3) and (1.4). Then
Note that if we had to use the equivalent strictly increasing function Φ instead of Φ in (2.10), we would now have Φ −1 in (2.17). As at the end of the proof of Theorem 2.1, we conclude that (2.17) implies µ ∈ Cap 
, and Φ satisfies (2.18), then the same proof as that of Theorem 2.1 (formally taking α = 0), and again replacing Φ by an equivalent strictly increasing function if necessary, shows that
We can interpolate this inequality, hence
where L r,q is the Lorentz space (see [6] ). Since we have the embedding 
γ+p .
3.
Measures generated by inhomogeneous capacities 3.1. Bessel capacities. We first recall the definition of the Bessel potential spaces, H
, and the norm is given by
and K is the modified Bessel function of third kind:
du.
In particular, we have the global estimate
For any open set O ⊂ R n , we define its Bessel capacity by
For example (see [2] ),
3)
The classes of measures Cap Φ (H α p ) are defined as follows:
n . Our main result in the nonhomogeneous context is the following theorem. for every s > 0. Set
Proof. Using (3.2), (3.3), we obtain the embedding
Conversely, assume µ ∈ C Ψ α . As in the proof of Theorem 2.1, we can write
We need the estimate
if φ is a non-negative smooth function with compact support in the unit ball, and
The first estimate is a consequence of G α (x) ≺ |x| α−n and (2.4). To prove the second estimate, we use the properties
If |x| > 2t and y ∈ support of φ t (hence |y| ≤ t), then |x| + t ≺ |x|/2 ≤ |x − y|. Therefore (3.1) implies
In estimating h(λ), we consider two cases. We assume that Ψ is strictly increasing, otherwise we replace it by a strictly increasing function Ψ with Ψ ≈ Ψ.
Case 1: h(λ) < Ψ(1). In this case we apply the first estimate in (3.9). Thus we get (2.5) so we can argue as in the proof of Theorem 2.1. We take s < 1 so that in estimate (2.7) for T 1 (s) we can use the fact that µ λ (T B(x, r) ) ≤ Ψ(r n−αp ). With the change of variable r n−αp → r (note α < n/p), and using (3.4), we get
Since h(λ) < Ψ(1), and we are assuming Ψ is strictly increasing, we can choose s < 1 such that Ψ(s) = h(λ). In this case we get
Case 2: h(λ) ≥ Ψ(1). Here we can assume s > 1. We start with (3.8) and write λh(λ) ≺ I + II + III, (3.14) where
The first integral can be estimated in the same way as T 1 (s 0 ) for some constant s 0 , so that (2.7) simplifies to
To estimate II, we use the second bound in (3.9), whence
where ρ(x, t) := |x| + t. Since
now we have, instead of (2.5), (3.5) and property (1.3) for Ψ), we get
Arguing as before and using µ(T B(z, r)) ≺
Again changing variables r n → r, and using (3.4), we obtain z, r) )dzdr, and using µ λ (T B(z, r)) ≤ h(λ) we get, as before (also changing variables r n → r), 
As in the homogeneous case, this can be seen via the Fourier transform, since the Bessel potential f = G m * g can be written as
and the operators defined by the Fourier multipliers [14] , Ch. V, Theorem 3.3). When p = 1 and m is even, (3.18) shows
but this inclusion fails for m odd, and equality does not hold (see [14] , Ch. V, Section 6.6).
By definition, for any open set
n . Theorem 3.1 implies the following corollary. 
On the other hand, for m < n we have 
Inhomogeneous Besov capacities. We can define the inhomogeneous Besov spaces, B
We need the following formula (see [6] )
and the classes of measures C Φ (B α p,q ) as follows:
Let Ω be a function from [0, ∞) onto itself, which is equivalent to a strictly increasing function, and satisfies condition (1.3). For 0 < α < n/p and 1 < p < ∞, assume Ω satisfies condition (1.4) whenever 0 < s < 1, while when s ≥ 1 it satisfies
For example, with β 0 > 1 − αp/n and β 1 > 1, we can take
, where Ψ α is defined by (3.5). Moreover, Ψ satisfies (3.4) and (1.3), and if Ω ≈ Ω for some strictly increasing function Ω, then Ψ is equivalent to the strictly increasing function Ω α . Therefore, with µ ∈ C Ω , we have the estimate (3.13) . This estimate can be interpolated for fixed Ω and p. Using (3.24), we derive from (3.13)
From (3.29), it follows as before that µ ∈ Cap [2] , p. 26), we see that
Relation with Hausdorff capacities
The inverse inequality can not be true uniformly for all open sets O (see [2] , p. 148). Using the Hausdorff capacities, we can define classes of positive measures Cap
as follows:
Theorem 4.1. Let the function Φ be equivalent to a strictly increasing function and satisfy conditions (1.3) and (1.4) . Then
Proof. From (4.2) we derive the embedding
n−αp ), 1 < p < n/α, and using (4.1) we see that
. It remains to apply Theorem 2.1.
Note that the equality Cap
Analogously, for Bessel capacities we have
where w α (r) = r n−αp if 0 < r < 1, and w α (r) = r n if r > 1.
Theorem 4.2. Let the function Ψ satisfy conditions (1.3) and (3.25). Then
Proof. From (4.4) it follows that
, and using (4.1) we derive
It remains to apply Theorem 3.1.
Related convolution operators
Here we prove strong type estimates for the convolution operators (1.8). Let φ be positive function on R n , satisfying the following condition (see [15] , Chapter II, Section 2.4):
φ has a non-increasing radial majorant that is integrable and bounded. 
where h(λ) := µ{(x, t) : |F (x, t)| > λ}. If Φ is not strictly increasing but only equivalent to a strictly increasing function Φ, we replace Φ −1 by Φ −1 in the above definition (where the size of the norm may depend on the choice Φ), but for the sake of simplicity we keep the same notation.
Applying 
where a, b are defined by (5.8) .
Using Theorems 5.1 and 5.3, and Remark 2.5, we have the following estimates for a larger classes of functions Φ. 
where a, b are defined by (5.8) 
and F is given by (2.21).
The results of Theorem 5.3 and Corollary 5.4 for q < p are not sharp in the sense that the range space can be taken smaller in general. To see this, we are going to use a slightly different approach.
We need classes of measures V Φ , generated by the Lebesgue measure in R n , as follows:
uniformly for all open sets O ⊂ R n , where |O| is the Lebesgue measure of O.
Using the embedding where L r,q is the Lorentz space (see [6] ), we see that 
