Abstract. In this paper, we introduce a monotonicity formula for the mean curvature flow which is related to self-expanders. Then we use the monotonicity to study the asymptotic behavior of Type III mean curvature flow on noncompact hypersurfaces.
introduction
Let x 0 : M n → R n+1 be a complete immersed hypersurface. Consider the mean curvature flow ∂x ∂t = H, (1.1) with the initial data x 0 , where H = −Hν is the mean curvature vector and ν is the outer unit normal vector. One of the main topics of interest in the study of mean curvature flow (1.1) is that of singularity formation. The mean curvature flow always blows up at finite time on closed hypersurfaces. The singularity formation of the mean curvature flow (1.1) on closed hypersurfaces at the first singular time is described by Huisken [4] as follows. Let x(·, t) be the solution to the mean curvature flow (1.
1). Let h(·, t) be the second fundamental form of x(·, t).
The solution to mean curvature flow (1.1) on closed hypersurfaces which blows up at finite time T forms a (1) Type I singularity if sup Typical examples of Type III mean curvature flow are evolving entire graphs satisfying the linear growth condition; i.e. the entire graphs satisfying
where ν is the unit normal vector of the graph and w is a fixed unit vector. In [2] , Ecker and Huisken showed that the mean curvature flow on entire graphs satisfying the linear growth condition must be of type III. Huisken [4] introduced his entropy which becomes one of the most powerful tools in studying the mean curvature flow. Recall the Huisken's entropy is defined as the integral of backward heat kernel:
Huisken proved his entropy (1.3) is monotone non-increasing in t under the mean curvature flow (1.1). By using this monotonicity formula, Huisken also showed that Type I singularities of mean curvature flow are smooth asymptotically like shrinking self-shinkers, characterized by the equation
where x ⊥ = x, ν ν. By using the Hamilton's Harnack estimate of mean curvature flow [7] , Huisken and Sinestrari ( [5] [6]) proved suitable rescaled sequence of the n-dimensional compact Type II mean curvature flow with positive mean curvature converges to a translation soliton like R n−k × Σ k , where Σ k is strictly convex. In this paper, we study the singularity formation of the Type III mean curvature flow. For the entire graph satisfies the linear growth condition (1.2) and in addition the estimate
is valid for the initial data of (1.1), where the constants c < ∞ and δ > 0, Ecker and Huisken proved the solution of normalized mean curvature flow ∂x ∂s
converges for s → ∞ to a self-expander. In order to study the singularity formation of Type III mean curvature flow, we introduce a monotonicity formula which is related to self-expanders. We remark that there is a dual version of Huisken's entropy due to Ilmannen [10] :
where
and surfaces evolve by the mean curvature flow (1.1). Unfortunately, the monotonicity formula (1.7) only makes sense on closed hypersurfaces. Note that the density term ρdµ t is not pointwise monotone under the mean curvature flow (1.1). Actually, we calculate that
If we could integrate above formula, we would have found the second term on the right hand side is zero by the divergence theorem.
In this paper, we find that ρdµ t is monotone non-increasing under the following flow, which we call the drifting mean curvature flow,
Here we assume the initial time is t 0 > 0 for simplicity. It turns out the drifting mean curvature flow (1.8) is equivalent to mean curvature flow (1.1) up to tangent diffeomorphisms. We have the following result.
Theorem 1.1. Let x(·, t) be the solution to the drifting mean curvature flow (1.8) with the initial data x(·, t o ) : M → R n+1 being an immersed hypersurface , where t
Rescaling the flow (1.8), we define
where s is given by s = 1 2 log(2t). The normalized drifting mean curvature flow then becomes
4t dµ t becomes e 1 2 | x| 2 d µ s under this rescaling. Note the stationary solutions to the normalized drifting mean curvature flow are exactly self-expanders which are characterized by the equation
That is why we consider the normalized drifting mean curvature flow (1.11).
An immediate corollary of Theorem 1.1 is the following monotonicity property for the normalized drifting mean curvature flow.
Corollary 1.2. Let x(·, s) be the solution to the normalized drifting mean curvature flow (1.11) with the initial data x(·, s
Now we can introduce a global monotonicity formula for the normalized drifting mean curvature flow (1.11).
Theorem 1.3. Let x(·, s) be the solution to the normalized drifting mean curvature flow (1.11) with the initial data x s
where the term e
Moreover, we have the following monotonicity formula 
As an immediate application of Theorem 1.3, using (1.15), we have 
There exists a sequence of times s i → ∞ such that The following theorem is the main result of this paper. (1) In the case of entire graphs satisfying conditions (1.2) and (1.5), Ecker and Huisken [2] showed the following strong estimate
by applying the maximum principle under the flow (1.6), where V = ν, w −1 , ν is the unit normal vector of the graph and w is a fixed unit vector. In particular, this implies exponentially fast convergence on compact subsets, a result much stronger than Theorem 1.6. (2) Note that condition (1.19) is needed when using the monotonicity formula ( 
2).
The structure of this paper is as follows. In section 2 we give proofs of Theorem 1.1, Corollary 1.2 and Theorem 1.3. In section 3 we give the proofs of Theorem 1.6.
Monotonicity formulas
First of all recall that the drifting mean curvature flow (1.8) is equivalent to (1.1) up to tangent diffeomorphisms defined by
. Indeed, let x solve ∂ ∂t x = −Hν and let φ t = φ(·, t) be a family of diffeomorphisms on M satisfying
Define y(p, t) = x(φ(p, t), t). Then y(p, t) solves the drifting mean curvature flow equation,
Similarly, one can easily see that reparametrizing drifting mean curvature flow (1.11) by diffeomorphisms leads to the normalized mean curvature flow (1.6).
Proof of Theorem 1.1. Under the drifting mean curvature flow (1.8), we have
where we use x ⊥ =< x, ν > ν and h i j = −ν · ∂ i ∂ j x. It follows that
By (2.1) and (2.2), we get that 
Finally, we give the proof of Theorem 1.3.
Proof of Theorem 1.3.
Since the weighted term 2| x s 0 | 2 is independent of time, we have
Integrate above over compact domain Ω in M, we get
Taking Ω → M, we conclude (1.14) holds. Integrate (2.3) over time interval
Then we have
Taking Ω → M, we conclude (1.15) holds. 
Note that the second fundamental form of hypersurfaces M s := x(M, s) is uniformly bounded, which is a matter of our Type III assumption and rescaling (1.10). As a result we conclude that x(M, s) ∩ B(q, R) (under reparametrization), along sequences s i → ∞, subconverges smoothly to a limiting immersion x ∞ in B(q, R) and that hypersurfaces M s subconverge to a hypersurface M ∞ (see [11] ). By Theorem 1.3 for any s < t we have N s (q, R) for all s sufficiently big we get
Recall that for every sequence x i → ∞, there exists a subsequence so that hypersurfaces M s i converge uniformly on compact sets to a limiting hypersurface M ∞ , defined by an immersion x ∞ . Estimate (3.1) implies that with the initial data x s 0 . Then we have ∂ ∂s
Since the mean curvature flow is of Type III and the normalized mean curvature flow (3.2) is obtained by
where s is given by s = They also gave the following explicit example which satisfies the conditions of Proposition 3.3. We conclude the condition (1.21) must be invalid for Example (3.4). Since the normalized drifting mean curvature flow (1.11) only differs from normalized mean curvature flow (1.6) by tangent diffeomorphisms, Huisken and Ecker's counterexample also shows that normalized drifting mean curvature flow (1.11) does not necessarily subconverge to a self-expander if the condition (1.19) fails.
