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The sharp decay estimate of rarefaction waves in terms of a partial
ordering among positive measures is not only interesting in itself
but also crucial in the study of convergence rate of vanishing vis-
cosity approximations, cf. Bressan and Yang (2004) [10]. Such an
estimate is well established for genuinely nonlinear system of con-
servation laws, cf. Bressan and Yang (2004) [9]. But similar result
is not available for non-genuinely nonlinear system. In this paper,
we give a new measure about the rarefaction waves. In addition,
a sharp decay estimate of the new measure is given for the cubic
nonlinear system of conservation laws.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider the Cauchy problem
{
ut + f (u)x = 0,
u(0, x) = u¯(x). (1.1)
Here u ∈Rn , f : Ω →Rn is a smooth vector function with Ω ⊂Rn being an open set. Denote A(u) =
Df (u) the n × n Jacobian matrix of the ﬂux function f . The system (1.1) is assumed to be strictly
hyperbolic, that is, for every u ∈ Ω , the matrix A(u) has n real distinct eigenvalues denoted by
λ1(u) < λ2(u) < · · · < λn(u).
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eigenvectors li(u). We normalize ri(u) by ‖ri(u)‖ = 1 and li(u) · ri(u) = 1. To capture the nonlinearity
of these characteristic ﬁelds, the following deﬁnition is from [14].
Deﬁnition 1.1. For each i ∈ {1,2, . . . ,n}, the i-th characteristic ﬁeld is called genuinely nonlinear, if
∇λi · ri 	= 0, for all u ∈ Ω. (1.2)
While the i-th characteristic ﬁeld is called linearly degenerate, if
∇λi · ri ≡ 0, for all u ∈ Ω. (1.3)
It is well known that, in general, the solution to the Cauchy problem (1.1) cannot be smooth
because of the nonlinearity of the ﬂux function f (u). Thus, solution to (1.1) is deﬁned in the weak
sense as follows.
Deﬁnition 1.2. A function u : [0,∞) × R → Rn is a weak solution of the problem (1.1), if u is a
bounded measurable function and∫∫
t0
[
uφt + f (u)φx
]
dxdt +
∫
t=0
u0(x)φ(x,0)dx = 0 (1.4)
holds for any smooth function φ with compact support in {(x, t) | (x, t) ∈R2}.
One of the main features of this type of systems is that discontinuities, called shocks, will form in
ﬁnite time no matter how smooth the initial data is except for some special cases. This leads to the
development of the shock wave study in which many fundamental theories have been established, cf.
[2,5,7,11,12,14,21,22] and references therein. In the framework of solutions with small total variation,
the global existence of solutions was proved by introducing the Glimm scheme or wavefront tracking
algorithm and using the solutions to the Riemann problems solved by Lax as building blocks, while
the stability in L1 norm was obtained much later, cf. [1,2,4,6–8,15,19] and the references therein.
In the following we will consider (1.1) with the additional assumption.
(A)
For each characteristic ﬁeld, ∇λi(u) · ri(u) vanishes at a single manifold of codimension
one, which is transversal to the characteristic vector ri(u). We denote the linear degener-
acy manifold by LDi ≡ {u: ∇λi(u) · ri(u) = 0, (∇uuλi(u) · ri(u)) · ri(u) 	= 0}.
The existence of the weak solution to the Cauchy problem (1.1) under the assumption (A) was
given in [1] by wavefront tracking method when total variation of the initial data is small. The ap-
proximate solution of (1.1) can be well deﬁned if the uniform bound of the total variation is obtained.
For this purpose, one has to investigate the wave interaction. In [17,20], the following Glimm type
functional is deﬁned:
F(t) ≡ V (t) + MQ (t).
In the above deﬁnition,
V (t) =
∑{|α|: α any wave in u(t, x)}, Q (t) = Qd(t) + Q s(t),
Qd(t) =
∑{|α||β|: interacting waves α and β of distinct characteristic ﬁeld in u(t, x)},
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n∑
i=1
Q is,
Q is =
∑{|α||β|max{−Θ(α,β),0}: α and β i-waves in u(t, x), α to the left of β}. (1.5)
Here M is a suitably large constant. An i-wave αi on the left and a j-wave β j on the right are said to
be approaching, if i > j. And Θ(α,β), called the effective angle between waves α and β of the same
i-th family, is deﬁned as follows:
Θ(α,β) ≡ θ+α + θ−β +
∑
θγ . (1.6)
θ+α represents the value of λi at the right state of α minus its wave speed if α is a shock and is
set to be zero if it is a rarefaction wave. Similarly the term θ−β denotes the difference between the
speed of β and the value of λi at its left end state. θγ is the value of λi at the right state of the
wave γ minus that of the left state. The sum
∑
θγ is over the i-waves γ between α and β . When
Θ(α,β) is positive, the two waves will not likely to meet; when Θ(α,β) is negative, the two waves
may eventually meet and interact.
Since u ∈ BV , its distributional derivative Dxu is a Radon measure. We deﬁne ν i as the measure
such that
ν i
.= λi(u)xχ
[
λi(u)x
]
, (1.7)
restricted to the set where u is continuous; while, at each point x where u has a jump, we deﬁne
ν i
({x}) .=∑
k
[λi]k. (1.8)
Here χ(x) = 1 when x> 0 and is equal to 0 otherwise. It is obvious that ν i is a positive measure.
In [9] the authors introduced a partial ordering within the family of positive Radon measures.
Deﬁnition 1.3. (See [9].) Let μ and μ′ be two positive Radon measures. We say that μ  μ′ if and
only if
sup
meas(A)s
μ(A) sup
meas(B)s
μ′(B), for every s > 0. (1.9)
Here and in the following meas(A) denotes the Lebesgue measure of the set A. In some sense, the
above relation means that μ′ is more singular than μ.
The main result of this paper can be stated as follows.
Theorem 1.1. For some κ > 0 the following holds. Let u = u(t, x) be any entropy weak solution of Eq. (1.1),
with the initial data u(0, x) = u¯(x) having small total variation. Then the measure ν it of the positive i-waves in
u(t, x) can be estimated as follows.
Let w(t, x) be the solution of the Burgers’ equation
wt +
(
w2
2
)
x
= − sgn(x) d
dt
(
k
(
V (t)2 + κ1Q (t)
))
, (1.10)
with the initial data
w(0, x) = sgn(x) sup
meas(A)2x
ν i0(A)
2
. (1.11)
J. Hua, Z. Jiang / J. Differential Equations 247 (2009) 3100–3116 3103Then, for every t we can get the main estimation
ν it  Dxw(t). (1.12)
Here κ1 is a suitably large constant.
Similar to [10] we can get the following corollary.
Corollary 1.1. Set σ
.= 12ν0(R) + κ[V 2(0) − V 2(τ ) + κ1(Q (0) − Q (τ ))] and let
v(x, t) =
{ x
t , |x|/t  σ ,
sgn(x) · σ , |x|/t > σ, (1.13)
be a solution of Burgers’ equation consisting of one single centered rarefaction wave of strength 2σ . Then
τ∫
0
∞∫
−∞
[
w(t, x+ ρ) − w(t, x− ρ)]wx(t, x)dxdt  2
τ∫
0
∞∫
−∞
[
v(t, x+ ρ) − v(t, x− ρ)]vx(t, x)dxdt,
and
n∑
i=1
τ∫
0
(
ν it ⊗ ν it
)({
(x, y): |x− y| 2δ})dt = O (1)(ln(2+ τ ) + | ln δ|)δ · n∑
i=1
Tot.Var.
{
λi(u¯)
}
,
where δ,ρ are small constants.
To study the convergence rate of the vanishing viscosity approximation, we need to estimate the
contribution of rarefaction waves to the quantity [10]
∫
Osc
{
u; [x− δ, x+ δ]}∣∣ux(x)∣∣dx. (1.14)
The result in our paper is still not good enough to get the desired estimation in general systems
of hyperbolic conservation laws. But it can be viewed as a good attempt for the question in this
direction.
The rest of the paper will be organized as follows. In the next section, we review some basic prop-
erties of the system under assumption (A) and some useful estimates about the new wave measure
are given. The sharp decay estimate about the new measure is proved in Section 3. For later presen-
tation, as in paper [13] we shall use the symbols αi , βi , etc. to stand for both i-waves (in symbolic
sense) and their strengths (in numerical sense) without confusion. For ur ∈ Si(ul) with ur and ul lying
on different sides of LDi , we call such a shock a sign-change shock.
2. Some preliminary estimates
In solving the Cauchy problem we use the solutions to the Riemann problems solved by Lax as
building blocks. And the following Liu’s entropy condition is important under assumption (A).
Deﬁnition 2.1. (See [18].) A discontinuity (u−,u+) is admissible if
σ(u−,u+) σ(u−,u), (2.1)
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u) = f (u−) − f (u)}.
In the Riemann problem it is well known that corresponding to the n characteristic ﬁelds of the
system, there are n Hugoniot curves. Any state u on the i-th Hugoniot curve Si(u0) is connected
to u0 by an i-th shock wave, if the above entropy condition is satisﬁed. We denote Si(α)(u0) the
state which can be connected to u0 by an i-th shock wave of strength α. Note that the shock wave
described here includes the case of contact discontinuity.
Another basic wave pattern used to solve Riemann problem is called the rarefaction wave. The
state Ri(α)(u0) (i = 1,2, . . . ,n) is connected to u0 by an i-th rarefaction wave of strength α, if
{ d
dα
Ri(α)(u0) = ri
(
Ri(α)(u0)
)
, for λi
(
Ri(α)(u0)
)
> λi(u0),
Ri(0)(u0) = u0.
By implicit function theorem, the Riemann problem for general systems is solved by piecing to-
gether waves in different families. And with the Liu’s entropy condition, each wave in the i-th family,
called i-wave may be the composition of several i-th admissible shocks and rarefaction waves.
As in the paper [20] we can construct the wave curve Wi(s)(u0) as the curve consisting of all the
end states that can be connected to u0 by admissible shocks, rarefaction waves or their combination
of the i-th family. Here s is a non-degenerate parameter along the curve. Up to a linear transforma-
tion, this parameter can be chosen as the i-th component of u, i.e. ui . Then we have the following
regularity result.
Lemma 2.1. (See [3].) With the assumption (A), the admissible i-th curve Wi(s)(u0) has Lipschitz continuous
ﬁrst order derivatives.
In the deterministic version of Glimm scheme [16] or wave front tracking algorithm, all the waves
in the solution are partitioned into small subwaves as follows. Without ambiguity we will use the
Wi(u0) to denote the composite wave curve through the state u0.
Deﬁnition 2.2. (See [20].) Let ur ∈ Wi(ul) so that ul is connected to ur by i-discontinuities (u j−1,u j),
and i-rarefaction waves (u j,u j+1), j odd, 1  j  m − 1, u0 = ul and um = ur . A set of vectors
{v0, v1, . . . , vp} is a partition of (ul,ur) if
(i) v0 = ul , vp = ur , vik−1  vik , k = 1,2, . . . , p,
(ii) {u0,u1, . . . ,um} ⊂ {v0, v1, . . . , vp},
(iii) vk ∈ Ri(u j), j odd, if uij < vik < uij+1,
(iv) vk ∈ Di(u j−1,u j), j odd, if uij−1 < vik < uij . Here
Di(ul,ur) ≡
{
u: (u − ul)σ (u,ur) −
(
f (u) − f (ul)
)= c(u)ri(u) for some scalar c(u)}.
Then set
(1) yk ≡ vk − vk−1,
(2) λi,k ≡ λi(vk−1) and
[λi]k ≡ [λi](vk−1, vk) ≡ λi(vk) − λi(vk−1) > 0
if (iii) holds,
(3) λi,k ≡ σ(u j−1,u j) and [λi]k ≡ [λi](vk−1, vk) ≡ 0 if (iv) holds.
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shocks with strength less than a small parameter s. Then the shock waves and rarefaction waves
can be treated similarly after the wave partition. Due to the regularity of composite wave curve, i.e.
Lemma 2.1, such a partition is stable under the perturbation in the following sense.
Lemma 2.2. (See [20].) Suppose that ur ∈ Wi(ul), u¯r ∈ Wi(u¯l), with uir − uil = u¯ir − u¯il ≡ α > 0, and |ul −
u¯l| ≡ β . Then there exist partitions {v0, v1, . . . , vp} and {v¯0, v¯1, . . . , v¯ p} for the i-waves (ul,ur) and (u¯l, u¯r)
respectively such that v¯ik − v¯ i0 = vik − vi0 , k = 1,2, . . . , p, and the following holds:
(i)
∑p
k=1 |yk − y¯k| = O (1)αβ ,
(ii) |λi,k − λ¯i,k| = O (1)β , k = 1,2, . . . , p,
(iii) Let Θ+(ul,ur) represent the value of λi at the right state ur minus the wave speed of the right-most
i-wave in (ul,ur). Similar deﬁnition holds for Θ−(ul,ur). Then∣∣Θ−(ul,ur) − Θ−(u¯l, u¯r)∣∣+ ∣∣Θ+(ul,ur) − Θ+(u¯l, u¯r)∣∣= O (1)αβ.
Moreover, the index set {1,2, . . . , p} can be written as a disjoint union of subsets I, II and III such that
(iv) for k ∈ I corresponding to rarefaction waves, both vk and v¯k are of type (iii) of Deﬁnition 2.2 and
∑
k∈I
∣∣[λi]k − [λ¯i]k∣∣= O (1)αβ,
(v) for k ∈ II corresponding to discontinuities, both vk and v¯k are of the type (iv) of Deﬁnition 2.2,
(vi) for k ∈ III corresponding to mixed types, vk and v¯k are of different types and
∑
k∈III
∣∣[λi]k + [λ¯i]k∣∣= O (1)αβ.
Here Θ+(ul,ur) represents the value of λi at the right state ur minus the wave speed of the rightest i-wave in
(ul,ur). Similar deﬁnition holds for Θ−(ul,ur).
This lemma describes the C2 like dependency of the Riemann problem on the end states. Then the
effect of wave interaction can be estimated by the Glimm functional and the cancelation as in [20].
Lemma 2.3. (See [20].) Let ul,um and ur be three nearby states and (ui−1,ui), (vi−1, vi), i = 1,2, . . . ,n, be i-
waves in the Riemann problem (ul,um) and (um,ur) respectively with the partition deﬁned in Deﬁnition 2.2.
Here, rarefaction waves are divided into small rarefaction shocks with strength less than s. Then the wave
partition of the i-wave (wi−1,wi), i = 1,2, . . . ,n, in the Riemann problem (ul,ur) is the linear superposition
of the above two solutions modulo the nonlinear effect of the order s, Q (ul,um,ur) and δC(ul,um,ur), where
δ = |um − ul| + |ur − um|. In other words,
γi = αi + βi + O (1)
(
δC(ul,um,ur) + Q (ul,um,ur) + s
)
, (2.2)
η(γi) = η(αi) + η(βi) + O (1)
(
δC(ul,um,ur) + Q (ul,um,ur) + s
)
, (2.3)
with
αi =
nαi∑
αi,k = uii − uii−1βi =
nβi∑
βi,k = vii − vii−1 and γi = wii − wii−1,
k=1 k=1
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nαi∑
k=1
η(αi,k), with η(αi,k) = αi,kλi,k,
similar deﬁnition for η(βi) and η(γi),
C(ul,um,ur) ≡
n∑
i=1
Ci(ul,um,ur) = 12
∣∣|γi| − |αi | − |βi|∣∣,
for some constants nαi and nβi , i = 1,2, . . . ,n. Each αi,k = (ui,k−1,ui,k) and βi,k = (vi,k−1, vi,k) is a shock or
a rarefaction shock. C(ul,um,ur) measures the amount of cancellation.
In this paper for simplicity we always neglect the error of order O (1)s in the above lemma.
For later use, we review some known results. The following lemma estimates wave strengths in
terms of its speed variations.
Lemma 2.4. (See [13].) There exists a constant η0 > 0 such that any i-waveα = (ul,ur)with |α| < η0 satisﬁes
|λi|(α) ≈
(∣∣uim − ui∗∣∣+ |α|)|α|,
λi(u) − λi(u∗) = c(u∗)2
(
ui − ui∗
)2 + O [(∣∣ui − ui∗∣∣2 + ∣∣uil − ui∗∣∣2)∣∣ui − ui∗∣∣],
where um is any state on Wi(ul) and lies between ul and ur , u is any state on Ri(ul) ∪ Si(ul), u∗ ∈ LDi ∩
Wi(ul), |λi|(α) is the total variation of λi across the wave α, c(u∗) = (∇uuλi(u∗) · ri(u∗)) · ri(u∗) 	= 0.
The state u˜r of a left contact shock (u˜r,ur) satisﬁes σi(u˜r,ur) = λi(u˜r). In the paper [13] u˜r is
expressed in terms of u∗(ur) ∈ LDi ∩ Si(u˜r) and ur as follows.
Lemma 2.5. (See [13].) Across a contact shock (u˜r,ur), the state u˜r is a smooth function of ur and satisﬁes
u˜ir − ui∗ =
(
−1
2
+ O (∣∣uir − ui∗∣∣)
)(
uir − ui∗
)
, (2.4)
provided |uir − ui∗| is small. In addition, u∗(ur) is a smooth function of ur . Here and in the following we drop
the dependency of u∗ on ur .
In order to get the main estimation of the measure ν it (R) of the positive i-waves in u(t, ·), we
need the following lemmas.
Lemma 2.6. Suppose that (ul,ur) is a left contact i-shock, and u∗ ∈ LDi , then ui∗ − uil → 0 as uir − ui∗ → 0.
Lemma 2.7. Suppose that (ul,ur) is a composite i-wave. Furthermore, ul is related to ur by an i-th rarefaction
(ul,um) and a left contact i-shock (um,ur). We set ur = Wi(α)(ul) = Si(αr)◦ Ri(αl)(ul), whereαl = uim−uil ,
αr = uir − uim, α = uir − uil . Then dαldα is bounded.
Lemma 2.8. ν it (R) = O (1)|V 2(t) + CQ (t)| at times of interaction. Here and in the following we use
h(t) to denote h(t+) − h(t−).
Before proving the above lemmas we ﬁrst give the following remark about the F (t)
.= V 2(t) +
κ1Q (t),
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F (t)
.= V 2(t) + κ1Q (t) is non-increasing provided κ1 is suitably large and V (0) is small enough. Here
t.v.(α,β) =∑{|γ |: γ any waves between α and β including α and β}.
Proof of Lemma 2.6. The result is a corollary of Lemma 2.5. For completeness, we give the sketch of
the proof here. For an i-th shock as usual, suppose ur = Si(α)(ul), where α is the shock strength. By
deﬁnition,
f
(
Si(α)(ul)
)− f (Si(0)(ul))= σ(α)(Si(α)(ul) − Si(0)(ul)). (2.5)
Here σ(α) is the shock speed.
On the other hand, (ul,ur) is a left contact shock, which implies
σ(α) = σ(0) = λi(ul). (2.6)
Use (2.5), (2.6) and expand σ(α)−λi(u∗), λi(ul)−λi(u∗) with respect to ui∗ − uil and uir − ui∗ at (0,0)
leads to the conclusion, cf. [13] for details. 
For later use in the next lemma expand σ(α) in terms of α, we have
σ(0) + σ˙ (0)α + α2
1∫
0
σ¨ (θα)(1− θ)dθ = σ(0).
Since σ˙ (0) = 12∇λi · ri(ul),
∇λi · ri(ul)
2α
= −
1∫
0
σ¨ (θα)(1− θ)dθ. (2.7)
Proof of Lemma 2.7. In the following, for simplicity of the notation, we drop the dependency of Si ,
Ri , Wi on ul . The left contact shock satisﬁes the following equality
λi(um)(um − ur) −
(
f (um) − f (ur)
)= 0. (2.8)
Simple calculation shows that
∇ f (Wi(α))W˙ i(α) − dαl
dα
∇ f (Ri(αl))R˙ i(αl)
= ∇λi · ri
(
Ri(αl)
)dαl
dα
(
Wi(α) − Ri(αl)
)+ λi(Ri(αl))
(
W˙ i(α) − dαl
dα
R˙ i(αl)
)
.
The existence of dαldα is justiﬁed by implicit function theorem when Ri(αl) is away from the state u∗ .
And it is easy to see that
dαl = [λi(Wi(α)) − λi(Ri(αl))]li(Wi(α)) · W˙ i(α) . (2.9)
dα ∇λi · ri(Ri(αl))li(Wi(α)) · (Wi(α) − Ri(αl))
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The term dαldα is already well deﬁned and bounded when Ri(αl) 	= u∗ . But whether it is deﬁned
when Ri(αl) → u∗ (or equivalently Wi(α) → u∗ , cf. Lemma 2.6) is not so obvious. However, a similar
equality to (2.7) holds:
∇λi · ri(Ri(αl))
2(α − αl) = −
1∫
0
σ¨
(
θ(α − αl)
)
(1− θ)dθ. (2.10)
Therefore, using the Taylor series of Wi(α), λi(Wi(α)) at Ri(αl), λi(Ri(αl)) respectively and the fact
Wi(α) = Si(α − αl) ◦ Ri(α˜), we can get
lim
Ri(αl)→u∗
dαl
dα
= −1
2
, (2.11)
where we have used the facts that σ˙ (0) = 12∇λi ·ri(Si(0)), S¨ i(0) = ((ri ·∇)ri)(Si(0)), σ¨ (u∗) = 13 (∇uuλi ·
ri) · ri(u∗). The existence of the limit guarantees that
dαl
dα
∣∣∣
Ri(αl)=u∗
= −1
2
. (2.12)
This ends the proof. 
Proof of Lemma 2.8. We only need to get the control of ν it (R) in the following two cases.
Case 1: Wave interaction of the different families.
Assume that αi = (ul,um) is the wave of the i-th family, on the left of α j = (um,ur) (i > j) and
the interaction
αi + α j → α˜i + α˜ j +
∑
k 	=i, j
δk
takes place at time t with the location x, see Fig. 1. Use the notation α˜ j
.= (u˜l, u˜m), α˜i .= (uˆm, u˜r).
Take uˆr ∈ Wi(uˆm) such that αi = uˆir − uˆim , we known that |uˆr − u˜r | = O (1)|αi ||α j|. Then use
Lemma 2.2 to (ul,um) and (uˆm, uˆr) we can get the result
ν it+(R) − ν it−(R) = O (1)|αi||α j|. (2.13)
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are different to the genuinely nonlinear system.
Subcase 1: Wave interaction of the same direction.
Assume that α = (ul,um) is the i-wave on the left while β = (um,ur) is the i-wave on the
right satisfying uil < u
i
m < u
i
r , and σ(α) > σ(β). At interaction time t , α + β → γ +
∑
k 	=i δk . From
Lemma 2.3 we have the estimates γ = α + β + O (1)Q (ul,um,ur) and |δk| = O (1)Q (ul,um,ur) for all
k 	= i.
Deﬁne the auxiliary states uˆr ∈ Wi(ul), u¯r ∈ Wi(u˜l) such that uˆr = Wi(α + β)(ul), u¯ir − u˜il = α + β ,
and u¯r = Wi(α + β)(u˜l). Then, from the construction of Wi(ul) we can get
(ul, uˆr)
r − αr − βr  0. (2.14)
Here and in the following we use (ul,ur)r to represent the rarefaction part of the wave (ul,ur).
Deﬁne γ = (u˜l, u˜r), then we have u˜r = Wi(γ )(u˜l). In the view of the above estimates and by
Lemmas 2.2, 2.4 we can deduce the following estimates
|λi|
(
(u˜l, u˜r)
r)− |λi|((u˜l, u¯r)r)= O (1)Q (ul,um,ur), (2.15)
|λi|
(
(u˜l, u¯r)
r)− |λi|((ul, uˆr)r)= O (1)|γ |Q (ul,um,ur). (2.16)
By (2.14)–(2.16) we thus obtain the estimate
ν it+(R) − ν it−(R) = O (1)Q (ul,um,ur). (2.17)
If α or β is a composite wave or a sign-change shock, the estimate in (2.15) will be sharper:
|λi|
(
(u˜l, u˜r)
r)− |λi|((u˜l, u¯r)r)= O (1)(|α| + |β|)Q (ul,um,ur). (2.18)
Subcase 2: Wave interaction with cancelation.
Assume that α = (ul,um) is a composite i-wave on the left while β = (um,ur) is the i-wave on the
right satisfying uil < u
i
r < u
i
m , and α moves faster than β . Furthermore, ul is related to ur by an i-th
rarefaction contact with an i-th shock on the right. At the interaction time t , α + β → γ +∑k 	=i δk .
We know from Lemma 2.3 γ = α + β + O (1)(|α| + |β|)|β| and |δk| = O (1)(|α| + |β|)|β| for all k 	= i.
Deﬁne the same auxiliary states uˆr , u¯r as in the previous subcase. From Lemma 2.7 we can get
(ul, uˆr)
r − αr = O (1)|β|. (2.19)
In fact, set α∗ = ui∗−uil , if α+β > α∗ we use Lemma 2.7 directly. Otherwise if α+β < α∗ , from the
construction of Wi(ul) we know (ul, uˆr)r < αr∗ . While, by Lemma 2.7, we know that αr∗−αr = O (1)|β|.
By Lemma 2.4 and the above estimates we deduce
|λi|
(
(ul, uˆr)
r)− |λi|(αr)= O (1)|α||β|. (2.20)
Let γ = (u˜l, u˜r), we can write u˜r = Wi(γ )(u˜l). From Lemmas 2.2 and 2.4 we have the following
estimates
|λi|
(
(u˜l, u˜r)
r)− |λi|((u˜l, u¯r)r)= O (1)|γ ||β|(|α| + |β|), (2.21)
|λi|
(
(u˜l, u¯r)
r)− |λi|((ul, uˆr)r)= O (1)|γ ||β|(|α| + |β|). (2.22)
Finally combining (2.20), (2.21) and (2.22) we get the result
ν it+(R) − ν it−(R) = O (1)|α||β|. (2.23)
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is a left contact i-shock. Then repeat the above argument we can also get the result. 
3. Proof of the main theorem
In order to get the main theorem we ﬁrst give the following lemma.
Lemma 3.1. For some κ > 0 the following holds. Let u = u(t, x) be any entropy weak solution of Eq. (1.1),
with the initial data u(0, x) = u¯(x) having small total variation. Then the measure ν it of the positive i-waves
in u(t, x) can be estimated as follows.
Let
w : [0, τ ) × R → R
be the solution of the Burgers’ equation
wt +
(
w2
2
)
x
= 0 (3.1)
with the initial data
w(0, x) = sgn(x) sup
meas(A)2x
ν i0(A)
2
. (3.2)
Set
w(τ , x) = w(τ−, x) + κ sgn(x)k[V 2(0) − V 2(τ ) + k1(Q (0) − Q (τ ))]. (3.3)
Then we can get the following estimation
ν iτ  Dxw(τ ). (3.4)
Proof. The main steps follow the proof of Lemma 2 in [9].
We ﬁrst prove the estimate (3.4) under the additional hypothesis:
(H)
There exist points y1 < y2 < · · · < ym such that the initial data u¯(x) is smooth outside
such points, constant for x < y1 and x > ym and the derivative component λi(u)x is con-
stant on each interval (yl, yl+1). Moreover the Glimm function
t → Q (t)
is continuous at t = τ .
(1) Let  > 0 be given. If the assumption (H) holds, the measure ν iτ of the i-waves in u(τ ) is
supported on a bounded interval and is absolutely continuous with respect to Lebesgue measure. We
can thus ﬁnd a piecewise constant function ψτ with jumps at points x1(τ ) < x2(τ ) < · · · < xN (τ ) such
that
∫ ∣∣∣∣dν iτdx − ψτ
∣∣∣∣dx < ,
x j+1(τ )∫
x j(τ )
(
dν iτ
dx
− ψτ
)
dx = 0, j = 1, . . . ,N − 1. (3.5)
We need to ﬁnd i-characteristics t → x j(t) such that the following holds:
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(i) For each j = 1, . . . ,N , the function ψτ is constant on the interval (x j, x j+1) and (3.5) holds.
Moreover, either x j(0) = x j+1(0), or else the derivative component ψ0 .= λi(u(0, x))x is constant
on the interval (x j(0), x j+1(0)).
(ii) The estimation in the lemma holds restricted to each subinterval [x j(τ ), x j+1(τ )].
(2) In the construction of x j(t), as in paper [9], we deﬁne xιj(t) in the approximate solution uι ,
then deﬁne x j(t) = limι→∞ xιj(t).
The main differences from the genuinely nonlinear system are as follows. First, there are contact
shocks in our system. Second, new rarefaction waves may arise in the interaction with cancelation.
To show the difference, in Fig. 2, some typical cases have been illustrated. In the ﬁgure the solid
lines are i-wave-fronts while the dashed lines are i-characteristics. To construct xιj(t), we use A–B–
C–D , E–F–G–H as the backward general characteristics xA(t), xE (t) starting from the point A and E
respectively.
As for the x j(t) in the exact solution of (1.1), there may situations illustrated in Fig. 3. Here again
the solid lines x j(t) are along the wave fronts while the dashed lines indicate the i-characteristics.
Deﬁne
I j(t)
.= [x j(t), x j+1(t)],  j .= {(t, x): t ∈ [0, τ ], x ∈ I j(t)}. (3.6)
It is obviously I1(t), I2(t), I4(t) and I5(t) in Fig. 3 are the domains which do not appear in the
genuinely nonlinear system.
For each j, we set F j to denote the total amount of the decreasing of F (t) because of the interac-
tion takes place in the domain  j ,
ψτj
.= ψτ (x), x ∈ I j(τ ), (3.7)
ψ0j
.= ψ0(x), x ∈ I j(0), (3.8)
σ 0j
.= lim
t→0+ν
i(I j(t)). (3.9)
For each interval I j , we consider on one hand the function wτj corresponding to (3.2) and (3.3)
namely
wτj (s)
.=min
{
σ 0j
2
,
s
τ + (ψ0j )−1
}
+ sgn(s) · κ F j. (3.10)
Here (ψ0j )
−1 = 0 in the case x j(0) = x j+1(0). This may happen when the initial data has a jump at
x j(0), and the corresponding measure ν i has a Dirac mass at that point.
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On the other hand, we look at the nondecreasing, odd function η j such that
η j(s)
.=min
{
ψτj s,
ψτj (x j+1(τ ) − x j(τ ))
2
}
, s > 0.
Our basic goal is to prove that
η j(s) wτj (s), s > 0. (3.11)
Indeed, by (3.5) one has
sup
meas(A)2s
ν iτ (A ∩ I j(τ ))
2
 η j(s) +  j, (3.12)
here
∑
j  j <  .
Proving (3.11) for each j will thus imply
ν iτ  w(τ , x) = w(τ−, x) + κ sgn(x) ·
[
V 2(0) − V 2(τ ) + κ1
(
Q (0) − Q (τ ))+ O (1)], (3.13)
as  > 0 is arbitrary, this establishes the lemma under the additional assumptions (H).
(3) We now prove (3.11) in three cases.
Case 1: σ 0j = 0.
Case 2: x j(0) = x j+1(0) and σ 0j > 0.
Case 3: x j(0) < x j+1(0) and σ 0j = (x j+1(0) − x j(0))ψ0j > 0.
As in the proof of Lemma 2 in [9], we only need to consider Case 3.
(4) First, if F j  16C0 σ
0
j , then the main result (3.11) is easily achieved by choosing κ > 4C0.
On the other hand, if F j <
1
6C0
σ 0j , from Fig. 4, it suﬃces to prove (3.11) for the single value
s = s∗j .=
x j+1(τ ) − x j(τ )
2
.
Equivalently, we need to show that
στj  2κ F j +min
{
σ 0j ,
2s∗j
τ + (ψ0j )−1
}
, (3.14)
where z j(t)
.= x j+1(t) − x j(t) and σ τj .= ν iτ (I j(τ )) = z j(τ )ψτj .
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By the result of Lemma 2.8 we can see that
στj  C0F j + σ 0j . (3.15)
Therefore, it suﬃces to show that
z j(τ )
(
σ 0j − C ′F j
)(
τ + (ψ0j )−1)
= [z j(0) + τσ 0j ]− C ′F j(τ + (ψ0j )−1) (3.16)
for a suitable constant C ′ .
(5) We now prove (3.16). Notice that by the deﬁnition of the measure ν i , if no other waves were
present in the region  j we would have
d
dt
z j(t) σ 0j . (3.17)
If no cancellation happens, the equality should hold. The inequality is due to the possible new
generated rarefaction wave.
To handle the general case, we represent the solution u as a limit of front tracking approxima-
tions uι , where for each ι 1 the function uι(0, x) contains exactly ι rarefaction fronts equally spaced
along I j(0). Each of these fronts has initial strength σα(0) = σ
0
j
ι , for α = 1, . . . , ι. Let yα(t) ∈ I j(t) be
the location of one of these fronts at time t ∈ [0, τ ] and σα(t) > 0 be its strength. Moreover, call
Jα(t)
.= [yα(t), yα+1(t)], α .= {(t, x): t ∈ [0, τ ], x ∈ Jα(t)}, (3.18)
and let Fα be the total amount of the decreasing of F (uι) because of the interaction in the do-
main α .
We deﬁne a subset of indices I ⊆ {1, . . . , ι} by setting α ∈ I if
σα(0) < 5C0Fα. (3.19)
Then for α /∈ I we have ∣∣∣∣ σα(t)σα(0) − 1
∣∣∣∣< 12 , t ∈ [0, τ ]. (3.20)
In particular, if α,α + 1 /∈ I , then the interval Jα(t) is well deﬁned for all t ∈ [0, τ ]. Its length
zα(t)
.= yα+1 − yα (3.21)
satisﬁes the differential inequality
dzα(t)
dt
Wα(t) − C1
∑
β∈C (t)
|β| (3.22)
α
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Wα(t)
.= [amount of i-waves measured by ν it inside the interval Jα(t)] σα(0) − C0Fα.
Here and in the following Cα(t) refers to the set of all wave fronts of different families which are
crossing the interval Jα at t .
For the last part in (3.22) we have
τ∫
0
∑
β∈Cα(t)
|β|dt  C
(
max
t∈[0,τ ] zα(t)
)
· 2ι
σ 0j
· Fα + O (1) · τ Fα + O (1) z j(0) + 1
ι
W ′α. (3.23)
Here, W ′α is the total amount of waves of families 	= i which lie inside Jα(0), and the last term takes
into account wave front of different families that initially lie inside Jα at t = 0. By strict hyperbolicity,
every front β of a different family can spend at most a time O (1)zα inside Jα , when it inters and
crosses yα or yα+1, since α,α + 1 /∈ I , by (3.20) we can get C Fα  |β||σα |  |β|σ 0j /2ι. The second
term on the right-hand side takes care the new wave front which are generated through interaction
inside Jα .
Integrating (3.22) over the time interval [0, τ ], we can get
zα(τ ) zα(0) + τ
σ 0j
ι
− O (1)τ Fα
− O (1) ·
(
max
t∈[0,τ ] zα(t)
)
· 2ι
σ 0j
· Fα − O (1) z j(0) + 1
ι
W ′α. (3.24)
(6) We now show
max
t∈[0,τ ] zα(t) 2zα(τ ). (3.25)
Indeed, let τ ′ ∈ [0, τ ] be the time where the maximum is attained. If our claim is not true, there
exists a ﬁrst time τ ′′ ∈ [τ ′, τ ] such that zα(τ ′′) = zα(τ ′)2 . From (3.22) and the assumption Wα(t) 0 it
follows
τ ′′∫
τ ′
C1
∑
β∈Cα(t)
|β| zα(τ
′)
2
. (3.26)
Call
Φ(t)
.= C0F(t) +
∑
kβ 	=i
φkβ
(
t, xβ(t)
)|β|, (3.27)
where sum ranges over all fronts located at xβ , of a family kβ 	= i. The weight functions φ j are deﬁned
as
φ j(t, x)
.=
⎧⎨
⎩
0 if x > yα+1,
yα+1−x
yα+1−yα if x ∈ [yα, yα+1],
1 if x < yα,
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φ j(t, x)
.=
⎧⎨
⎩
1 if x > yα+1,
x−yα
yα+1−yα if x ∈ [yα, yα+1],
0 if x < yα,
in the case j < i.
Because of the term of C0F(t), the function Φ is non-increasing at times of interactions. Moreover,
outside interaction times a simple calculation as [9] now yields
− d
dt
Φ(t)
∑
kβ 	=i
|β| · c0
z(t)
, (3.28)
for some small constant c0 > 0 related to the gap between different characteristic speeds.
Thus, from (3.22) and (3.28), we can deduce
τ ′′∫
τ ′
∑
β∈Cα(t)
|β| zα(τ
′)
2C1
,
τ ′′∫
τ ′
∑
β∈Cα(t)
|β|
τ ′′∫
τ ′
zα(τ ′)
c0
·
∣∣∣∣ ddtΦ(t)
∣∣∣∣ Φ(τ ′)c0 zα(τ ′).
By the smallness of the total variation we can assume Φ(τ ′) < 2C1c0 , which yields a contradiction
from the two above inequalities.
(7) Using (3.25), we obtain
z j(τ ) =
∑
1αι
zα(τ )
∑
α/∈I
zα(τ )

∑
α/∈I
{ zα(0) + τσ 0j /ι
1+ C2(ι/σ 0j )Fα
− O (1)τ Fα − O (1) z j(0) + 1
ι
W ′α
}

∑
α/∈I
(
zα(0) + τσ 0j /ι
)− C2 z j(0)
σ 0j
F j − O (1)τ F j − O (1) z j(0) + 1
ι
.
We use I to denote the cardinality of the set I which satisﬁes
I · σ
0
j
5C0ι

∑
α∈I
Fα  F j,
hence
I
ι
 5C0
σ 0j
F j .
In turn, this implies
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α/∈I
(
zα(0) + τσ 0j /ι
)

(
z j(0) + τσ 0j
)(
1− I
ι
)

(
z j(0) + τσ 0j
)− 5C0F j z j(0)
σ 0j
− 5C0τ F j. (3.29)
Use the above estimations and letting ι → ∞ we can conclude
z j(t)
(
z j(0) + τσ 0j
)− O (1)(ψ0j )−1F j − O (1)τ F j. (3.30)
This established (3.16), for a suitable constant C ′ .
(8) In the general case, without the assumptions (H), the theorem is proved by an approximation
argument as in [9]. 
The proof of Theorem 1.1 is the same as that of the main theorem in [9], we will not give it here.
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