Introduction
Consider a linear system of the form A Á x ¼ b, where A ¼ ½a ij 2 R nÂn is nonsingular. Gaussian elimination (GE) [5] is the simplest way to solve such a system by hand, and also the standard method for solving it on computers. Let A ðkÞ ¼ ½a ðkÞ ij denote the matrix obtained after the first k pivoting operations, so A ðnÀ1Þ is the final upper triangular matrix. A diagonal entry of that final matrix will be called a pivot.
Matrices with the property that no exchanges are actually needed during GE with complete pivoting are called completely pivoted (CP) or feasible. It is clear that the stability of GE depends on the growth factor. If g(n, A) is of order 1, not much growth has taken place, and the elimination process is stable. If g(n, A) is bigger than this, we must expect instability. If GE is unstable, why is it so famous and so popular? The answer seems to be that although some matrices cause instability, these represent such an extraordinarily small proportion of the set of all matrices that they ''never'' arise in practise simply for statistical reasons. This explanation gives rise to a statistical approach to the growth factor [11] . Cryer [1] defined gðnÞ ¼ supfgðn, AÞjA 2 R nÂn , CPg:
The problem of determining g(n) for various values of n is called the growth problem.
The following results are known [5, p. 169, 170] :
. gð2Þ ¼ 2 (trivial) . gð3Þ ¼ 2 1 4 . gð4Þ ¼ 4 . gð5Þ < 5:005
The determination of g(n) in general remains a mystery. Wilkinson in [12] proved that gðnÞ ½n 2 3 1=2 . . . n 1=ðnÀ1Þ 1=2 $ cn 1=2 n ð1=4Þ log n and that this bound is not attainable. The bound is a much more slowly growing function than 2 nÀ1 , but it can still be quite large (e.g. it is 3570 for n ¼ 100). As for partial pivoting, in practice, the growth factor is usually small. Wilkinson in [13, p. 213 ] noted that there were no known examples of matrices for which gðnÞ > n. In [1] Cryer conjectured that ''gðn, AÞ n, with equality iff A is a Hadamard matrix''. This conjecture became one of the most famous open problems in Numerical Analysis and has been investigated by many mathematicians. In 1991 Gould discovered a 13 Â 13 matrix for which the growth factor is 13.0205 [5, p. 170] . The first part of the conjecture was shown to be false. The second part of the conjecture concerning the growth factor of Hadamard matrices still remains open. Interesting problems remain, such as determining lim n!1 gðnÞ=n and evaluating g(n, A) for Hadamard matrices.
An Hadamard matrix H of order n Â n is an orthogonal matrix with elements AE1 satisfying HH T ¼ nI n . Two matrices are said to be Hadamard equivalent or H-equivalent if one can be obtained from the other by a sequence of the operations:
(1) Interchange any pairs of rows and/or columns; (2) Multiply any rows and/or coloums through by À1.
A (0,1,À1) matrix W ¼ Wðn, kÞ of order n satisfying WW T ¼ kI n is called a weighing matrix of order n and weight k or simply a weighing matrix. A W(n, n), n 0 ðmod 4Þ is a Hadamard matrix of order n. A W ¼ Wðn, kÞ for which W T ¼ ÀW, n 0 ðmod 4Þ is called a skew-weighing matrix. A W ¼ Wðn, n À 1Þ satisfying W T ¼ W, n 2 ðmod 4Þ, is called a symmetric conference matrix. Conference matrices cannot exist unless n À 1 is the sum of two squares: thus they cannot exist for orders 22, 34, 58, 70, 78, 94. For more details and construction of weighing matrices the reader can consult the book of Geramita and Seberry [4] . Two important properties of the weighing matrices, which follow directly from the definition, are:
(1) Every row and column of a W(n, k) contains exactly n À k zeros; (2) Every two distinct rows and columns of a W(n, k) are orthogonal to each other, which means that their inner product is zero.
The need for studying weighing matrices and their properties rises from their connection with Cryer's conjecture, and also from their application in several areas of Applied Mathematics, such as Theory of Experimental Designs [9] , Combinatorics [6] and Coding Theory [3] .
Cryer's conjecture seems to be connected with Hadamard matrices. Interesting results in the size of pivots appear when GE is applied on CP weighing matrices of order n and weight n À 1. The growth problem for CP skew and symmetric conference matrices has been studied in [7] . In these matrices, the growth is also large, and experimentally, the authors have been led to believe it equals n À 1 and that a special structure appears for the first few and last few pivots.
All Wð12, 11Þ weighing matrices (and in general all weighing matrices W(n, k) of the same order n and weight k) are equivalent to each other in the sense of H-equivalence described above. Thus, we can refer to the representative of all of them as the unique Wð12, 11Þ.
In the present article we calculate theoretically the pivot structure of the unique Wð12, 11Þ by making use of specific techniques and algorithms. In [7] experiments have been carried out on computer, which calculated the pivot patterns for 10,00,000 H-equivalent Wð12, 11Þ matrices and provided only three different pivot patterns as a result. The challenge of our work lies in proving theoretically that the unique Wð12, 11Þ has only three pivot patterns, in the sense of H-equivalence, which means actually to show that every arbitrary H-equivalent matrix Wð12, 11Þ will have definitely one of these three pivot patterns. Then we are in position to state that the growth factor for Wð12, 11Þ is equal to 11 and the growth conjecture [7] for the skew-weighing matrix Wð12, 11Þ is now proved.
Notation Throughout this article the elements of a ð0, 1, À 1Þ matrix will be denoted by ð0, þ , ÀÞ. We write A(j) for the absolute value of the determinant of the j Â j principal submatrix in the upper left corner of the matrix A. The following lemma can be proved easily as a consequence of the above Proposition 1.
LEMMA 1
The magnitude of the pivots appearing after the application of GE operations on a CP matrix A is given by
Proof From Proposition 1 we have In order to take advantage of relationship (1) we need to find a way to demonstrate that specific k Â k matrices with known determinant can always exist in a Wð12, 11Þ. The idea is to create an algorithm, which extends a k Â k ð0, þ , ÀÞ matrix to a Wðn, n À 1Þ, if possible. In [7] the Algorithm Extend was proposed for this purpose. This algorithm was applied to show the pivot structures of the unique weighing matrices Wð8, 7Þ and Wð10, 9Þ. The application of this algorithm for the Wð12, 11Þ encounters difficulties due to the higher order, and therefore higher complexity. The algorithm can be developed in a more sophisticated way by using the notions of parallel processing and data structures, and so it can be applied for the Wð12, 11Þ. Here we illustrate an improved version of Algorithm Extend, Algorithm Extend 2, and an example of its application for Wð12, 11Þ. Throughout this article, wherever it is mentioned that a matrix can or cannot be extended to a Wð12, 11Þ, it is meant by making use of Algorithm Extend 2.
Algorithm for extending a k
T the following algorithm specifies its extension, if it exists, to a Wðn, n À 1Þ.
Algorithm Extend 2
Step 1 read the k Â k matrix A Step 2 complete the first row of the matrix, columns k þ 1, . . . , n, without loss of generality: it has exactly one 0 complete the first column of the matrix, rows k þ 1, . . . , n, without loss of generality: it has exactly one 0 Step 3 Extend Rows ð2, kÞ
Step 4 Extend Columns ð2, kÞ
Step 5 Extend Rows ðk þ 1, nÞ if columns k þ 1 to n are orthogonal with all the previous columns A is extended to Wðn, n À 1Þ. end {of Algorithm Extend 2} Procedure Extend Rows (m, z) find all possible entries a m, kþ1 , a m, kþ2 , . . . , a m, n : r m is orthogonal with all the previous rows every row and column has exactly one zero store the results in a new matrix B m whose rows are all the possible rows r m for i ¼ m þ 1, . . . , z for every possible extension of the rows r j , j ¼ m, . . . , i À 1 find all possible entries a i, kþ1 , a i, kþ2 , . . . , a i, n : r i is orthogonal with all the previous rows every row and column has exactly one zero store the results in a new matrix B i whose rows are all the possible rows r i end end extend the zth row of A with the first row of B z for i ¼ z À 1, . . . , m complete row r i with the row of B i , from which r iþ1 occurs end end {of Procedure Extend Rows}
Remarks on the Algorithm
(1) We have achieved our goal by applying the idea of the Algorithm on a Computer Algebra Package, such as Matlab. By assigning all possible values to our variables we perform complete (exhaustive) searches for all the appearing cases. This is a technique that is used over and over in Cryptography to find impossibilities and possibilities. (2) Obviously, the Algorithm can be altered by adjusting its specifications in order to apply for every W(n, k). Actually, the change that is needed to be made is ''every row and column has exactly n À k zeros''. (3) Procedure Extend Rows (m, z) is finding all possible entries for rows m to z, columns k þ 1 to n and stores all the resulting rows in a matrix. Procedure Extend Columns (m, z) is absolutely similar to Procedure Extend Rows (m, z), therefore it is not useful to be mentioned separately. It is finding all possible entries for columns m to z, rows k þ 1 to n and stores all the resulting columns in a matrix. (4) The command ''complete row r i with the row of B i , from which r iþ1 occurs'' of Algorithm Extend is realized in practice by making use of the Data Structure Tree. A Tree is a finite nonempty set of one or more nodes so that: (1) There exists one single node, which is called root, that does not have a previous node; (2) The rest of the nodes can be divided in disjoint subsets, so that any subset of them is again a tree. This definition is recursive because it defines a tree with regard to another tree and shows that every node of a tree can be regarded as root of a subtree of the initial tree. A characteristic property of the tree is that the root is the only node, which does not have any incoming arrows, and beginning from this we can end up in every node by choosing a unique path of arrows. The root of a tree is called parent of the roots of its subtrees and the roots of the subtrees are called children of the root.
The following example is intended to make clear this step of the Algorithm. Suppose that we want to apply Procedure Extend Rows for m ¼ 2 and z ¼ 4, given that the first row r 1 of a matrix A is completed arbitrary without loss of generality. Suppose that after the application of the Procedure Extend Rows (2, 4) we get 2 possible completions for the second row, r 2, 1 and r 2, 2 , 4 possible completions for the third row, r 3, 1 , r 3, 2 , r 3, 3 , r 3, 4 and r 3, 5 , and 6 possible completions for the fourth row, 
:
As described in Procedure Extend Rows, the Algorithm will choose as fourth row of the matrix A the first row of B 4 , which is r 4, 1 . Then the Algorithm will move backwards and will seek the ''parent'' of r 4, 1 . So, it will choose as third row of the matrix A r 3, 1 , because r 4, 1 occurred with r 3, 1 as third row. Similarly we have that in this case the second row will be r 2, 1 . It is obvious that the command ''extend the zth row of A with the first row of B z '' could be replaced by the command ''extend the zth row of A with any row of B z ''. In the specific example, the Algorithm could have chosen alternatively r 4, 4 as fourth column as well, and then moving backwards it would choose r 3, 4 and r 2, 2 as third and second row respectively. The action ''move backwards'', which was mentioned before, is illustrated in the Computer Package with appropriate mathematical ideas, so that the ''parent'' of every node(row) in the tree can be found. In practice the Tree, which appears during the application of the Algorithm, is much more complicated than the one in the example because it has many nodes in every level. For instance, in the following Application of the Algorithm for k¼5 and n¼12 we have a tree consisting of 120 possible completions for the second row r 2 . For each of these 120 possible completions for r 2 we get 30 possible completions for the third row r 3 , so we have totally 3600 possible completions for r 3 etc.
Improvement of the algorithm
(1) An obvious improvement of the Algorithm would be to stop if only one possible extension for the zth row is found. In this way time is not spent to find every possible extension for the zth row but only one. This argument is useful because we need to specify if a matrix is extended to Wðn, n À 1Þ. So, it is sufficient to show that there exists a possible extension and we do not need to find every possible extension. For instance, in the previous example with the tree (2) the Algorithm would have achieved its purpose by finding r 4, 1 and stopping there. (2) Another significant improvement of the Algorithm is possible by applying the idea of parallel processing. The complexity of the Algorithm can increase in certain cases when k is relatively small in comparison with n. For example, for k ¼ 8 and n ¼ 12 the complexity remains in low levels because k and n don't have a significant difference. But for k ¼ 5 and n ¼ 20 the complexity increases because k is relative smaller than n. This happens due to the steps of the Algorithm of the form ''find all possible entries a i, kþ1 , a i, kþ2 , . . . , a i, n ''. Unfortunately this exhaustive (complete) search for all possible values of some entries of the matrix cannot be avoided because if some cases are excluded we might lose some rows which could possibly appear and in this way the result could probably be false.
An important observation, in order to restrict the consequence of this peculiarity of the Algorithm, is that Step 3 (Extend Rows ð2, kÞ) and Step 4 (Extend Columns ð2, kÞ) do not affect each other. This becomes more obvious through the following application of the Algorithm, where one can see that the extension in the rows 2 to 5, columns 6 to 12 requires knowledge only of the upper left 5 Â 5 part of the matrix and does not affect at all the extension in the columns 2 to 5, rows 6 to 12, and vice versa. So, an increase of the complexity can be avoided in practice if Steps 3 and 4 are performed on different computers, in a sense of parallel implementation. The results of Steps 3 and 4 can then be combined to give the matrix which is full except from its lower right ðn À kÞ Â ðn À kÞ corner and the Algorithm can proceed with Step 5, working now on one machine.
Application of the Algorithm Extend 2
We apply the algorithm for k¼5, n¼12.
Steps of the algorithm
(1) We start with (2) The first row and column is completed, without loss of generality, so that the property of a Wð12, 11Þ to have exactly one zero in each row and column is preserved.
The software package fills with zeros the rest of the entries of the required 12 Â 12 matrix; : (3) The algorithm takes as input this matrix A and finds all possible completions for rows 2-5 (columns 6-12), so that every row has exactly one zero, every column has at most one zero and the inner product of every two distinct rows is zero. If many ways have been found to complete rows 2-5, the algorithm keeps as a result the first solution found; On the pivot structure for the weighing matrix W (12, 11) (4) The algorithm finds all possible completions for columns 2-5 (rows 6-12) in the same way it has done with the rows 2-5; : (5) The algorithm tries to complete, if possible, the rows 6-12(columns 6-12) in the same way as before; 
LEMMA 2
The maximum absolute value of the determinant of all n Â n ð0, þ , ÀÞ matrices, where there is at most one zero in each row and column, is given in the following table for n ¼ 2, 3, 4, 5, 6, 7, 8:
g In [7] it was proved that for a CP skew and symmetric conference matrix W of order n ! 12, the first four pivots are 1, 2, 2, 3 or 4. Next we focus our study on Wð12, 11Þ.
LEMMA 3
The following submatrices always occur in a Wð12, 11Þ: 2096, 2088, 2064, 2032, 2008, 1984, 1972, 1968, 1940, 1936, 1904 , . . .
We can see E 1 , E 2 and E 3 in the upper left 7 Â 7 submatrix of the matrices above, respectively. g Remark 1 The above proof specifies that every submatrix of E 1 , E 2 and E 3 exists in Wð12, 11Þ, too. Let us denote by A 1 the upper left 4 Â 4 block of E 1 and by A 2 the upper left 4 Â 4 block of E 2 (or E 3 ). So, we have that A 1 and A 2 always exist in a Wð12, 11Þ, which actually means that the 4 Â 4 minor of the Wð12, 11Þ equals detA 1 ¼ 16 or detA 2 ¼ 12.
Next, we tried to extend the 4 Â 4 matrices A 1 and A 2 to all possible 5 Â 5 matrices with elements ð0, þ , ÀÞ with the restriction that every row and column contains at most one zero. With help of appropriate computer algorithms, we found the results in tables 1 and 2. The idea is to specify all possible 5 Â 5 matrices that contain the matrices A 1 or A 2 and also have the maximum possible values of the determinant (so that the CP property is preserved), which for the 5 Â 5 matrices are given in Lemma 2. The matrices with determinants that do not appear in the next tables could not be extended to a Wð12, 11Þ (this can be shown with application of Algorithm Extend 2 described in section 2).
A very helpful tool, which eliminates many matrices by determining that they cannot be extended to a Wðn, n À 1Þ, is the following proposition of Delsarte-Goethals-Seidel:
Test for completion of a Wðn,n À 1Þ PROPOSITION 2 Let A be a Wðn, n À 1Þ. Then A is H-equivalent with a matrix B which has zero diagonal entries and satisfies BB T ¼ ðÀ1Þ ðnþ2Þ=2 I: det  18  20  22  24  26  28  30  32  36  40  48  matrices  0  30  0  42  0  42  0  81  21  18  3 Next we shall examine if a matrix of order k with entries 0, AE 1 can be extended to a Wðn, n À 1Þ, by carrying out the following steps:
(1) Exchange rows and columns so that the 0's are on the diagonal; (2) Multiply columns by À1 so that all the entries of the first row are þ1; (3) Multiply rows by À1 so that all the entries of the first column are ðÀ1Þ ðnþ2Þ=2 ; (4) Check if the resulting matrix C, which contains all the 0's, satisfies CC T ¼ ðÀ1Þ ðnþ2Þ=2 I:
If the matrix C does not satisfy this relationship, it can not be completed to a Wðn, n À 1Þ. If the matrix C satisfies the test, then it is possible that it can be completed to a Wðn, n À 1Þ. This test is used in this work in order to specify that some matrices definitely cannot be extended to a Wð12, 11Þ. So, time is saved by excluding these specific matrices from the application of Algorithm Extend 2 and the whole process becomes faster. Tables 1 and 2 show the number of matrices which occurred as extensions of A 1 and A 2 with the corresponding determinant values. For odd values of determinants no matrices were found. Tables 3-6 display the determinant value, the matrix from which the extension comes, the total number of possible extensions with the required determinant found, the numbers and the names of the H-equivalent representative matrices. The symbol ''*'' in the column ''matrices'' indicates that the corresponding matrices could not be extended to Wð12, 11Þ.
We have checked with Algorithm Extend 2 that from the matrices above only C 1 , C 2 and C 3 with determinants 48, 40 and 36 respectively can be extended to a Wð12, 11Þ. So, we try to extend them to all possible 6 Â 6 matrices with elements ð0, þ , ÀÞ that contain the matrices C 1 , C 2 or C 3 in the upper left 5 Â 5 corner and also have the maximum possible values of the determinant which for the 6 Â 6 matrices are given in Lemma 2. The values of determinants, for which have been found extensions, are presented in the following table: Proof We must show that from all the matrices in tables 1 and 2, only the ones with determinant 48 or 40 or 36 can be extended to a Wð12, 11Þ. By using Algorithm Extend 2 for k ¼ 5, n ¼ 12 and by testing all 5 Â 5 matrices that have been found in table 1 and 2, we found that only the following matrices with determinants 48 or 40 or 36 can be extended to a Wð12, 11Þ. g THEOREM 3 The growth factor of Wð12, 11Þ is 11.
Proof The result follows obviously from Lemma 4 and from the definitions for the growth factor and the pivots given in the introduction. g
Conclusions
In the present article we proposed an algorithmic technique specifying the pivot patterns of the Wð12, 11Þ. The technique can be used in the future as the fundamental basis, on which the calculation of the pivot patterns of weighing matrices of small orders, such as Wð14, 13Þ, Wð16, 15Þ, can be developed. Although the proposed technique seems to be working theoretically for every order n, in practice it will have computational difficulties when applying it for n > 14. A possibility to improve the technique so that it can be applied easier for higher orders is to find a way for calculating pivots from the beginning and at the same time from the end. So, the algorithm could eventually work on two machines in a sense of parallel implementation and it would become obviously faster. A benefit of the proposed technique is that the algorithms used for the purpose of this article can be very easily modified for the specification of pivot patters of other weighing matrices Wðn, n À kÞ, k ¼ 2, 3, . . .. Actually, the alteration that is needed to be made is to change the command of the algorithm ''every row and column has exactly 1 zero'' to ''every row and column has exactly n À k zeros'', so that the one basic property of a W(n, k) is preserved.
