Optimización de funciones mono-objetivo con y sin restricciones, y funciones multi-objetivo a través de heurísticas bio-inspiradas by Aragón, Victoria S. et al.
OPTIMIZACI ´ON DE FUNCIONES MONO-OBJETIVO
CON Y SIN RESTRICCIONES, Y FUNCIONES
MULTI-OBJETIVO A TRAV ´ES DE HEUR´ISTICAS
BIO-INSPIRADAS
Victoria Arago´n†, Leticia Cagnina†, Susana Esquivel†
†Laboratorio de Investigacio´n y Desarrollo en Inteligencia Computacional (LIDIC)
Facultad de Ciencias Fı´sicas, Matema´ticas y Naturales - Universidad Nacional de San Luis
Eje´rcito de los Andes 950 - Local 106 - (D5700HHW) - San Luis - Argentina
Tel: (02652) 420823 / Fax: (02652) 430224 - e-mail: {vsaragon, lcagnina, esquivel}@unsl.edu.ar
Resumen
En esta presentacio´n se describen, en forma breve, al-
gunas de las direcciones de investigacio´n que en la ac-
tualidad se esta´n desarrollando dentro de la lı´nea ”Op-
timizacio´n Mono y Multiobjetivo” del Laboratorio de
Investigacio´n y Desarrollo en Inteligencia Computacio-
nal (LIDIC). Uno de los objetivos de esta lı´nea, es
el estudio y desarrollo de metaheurı´sticas aptas para
resolver problemas de optimizacio´n. En particular, el
e´nfasis esta´ puesto en las heurı´sticas de inteligencia
computacional basadas en los paradigmas de inteligen-
cia colectiva y biolo´gicos, como ser Particle Swarm Op-
timization y Sistemas Inmunes Artificiales.
1. INTRODUCCI ´ON
En la actualidad la lı´nea de investigacio´n focaliza
su trabajo sobre algunas heurı´sticas bio-inspiradas,
en particular: Sistemas Inmunes Artificiales (SIA)
y Particle Swarm Optimizers (PSO), atacando los
siguientes problemas: optimizacio´n nume´rica global
(SIA), optimizacio´n de funciones con restricciones
(SIA, PSO), optimizacio´n de funciones en ambientes
no estacionarios (SIA) y optimizacio´n multiobjetivo
(PSO).
La optimizacio´n de problemas ha sido y es, un a´rea
activa de investigacio´n. A medida que los problemas
de mundo real, ya sea en el campo de la ciencia o la
ingenierı´a, se vuelven ma´s complejos, es necesario
contar con heurı´sticas capaces de resolver ra´pida y
eficientemente estos problemas. En las u´ltimas de´cadas
algoritmos bio-inspirados han llamado la atencio´n
de los investigadores. Uno de ellos es la heurı´stica
Particle Swarm Optimization, la cual esta´ basada en el
comportamiento que muestran ciertas especies como
aves, las cuales utilizan la inteligencia colectiva para
sacar provecho de actividades realizadas previamente
por algu´n miembro de la comunidad. En la heurı´stica
todos los individuos de la poblacio´n siguen la tra-
yectoria del mejor integrante del grupo, y tambie´n
la memoria de su mejor comportamiento previo. De
forma ana´loga sucede con la heurı´stica Sistema Inmune
Natural y su poderosa capacidad de procesamiento
de informacio´n [19]. El Sistema Inmune (SI) es un
sistema muy complejo con varios mecanismos de
defensa contra organismos pato´genos. El principal
propo´sito del SI es reconocer a todas las ce´lulas dentro
del cuerpo y categorizarlas con el objeto de inducir
un mecanismo de defensa apropiado. EL SI aprende a
trave´s de la evolucio´n para poder distinguir entre los
antı´genos externos peligrosos de las ce´lulas propias
del cuerpo. Un buen conocimiento de co´mo trabaja
el sistema inmune es una excelente motivacio´n para
desarrollar un Sistema Inmune Artificial (SIA) para
tratar problemas de optimizacio´n, ya sean global, con
restricciones, incluyendo problemas de ingenierı´a del
mundo real o funciones en ambientes no estacionarios.
Cuando este modelo computacional es comparado con
otros modelos bien establecidos, de la inteligencia
computacional, como los algoritmos evolutivos, las
colonias de hormigas, las redes neuronales, entre otras,
puede decirse que los SIAs esta´n au´n en los primeros
an˜os de su infancia. Con respecto a la aplicacio´n de
SIAs en optimizacio´n de funciones con restricciones,
poco es el trabajo reportado (ver [8]).
2. L´INEAS DE INVESTIGACI ´ON
Y DESARROLLO
2.1. Particle Swarm Optimization
En [2] se introdujo el algoritmo CPSO-shake, una
versio´n mejorada de Constrained Particle Swarm Opti-
mization para optimizacio´n de funciones nume´ricas con
restricciones. El algoritmo utiliza un me´todo simple pa-
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ra manejar restricciones de diversos tipos: lineales, no-
lineales, de igualdad y de desigualdad. Adema´s esta ver-
sio´n incorpora un mecanismo de escape de o´ptimos lo-
cales (shake) a trave´s del movimiento de las partı´culas a
nuevas zonas del espacio de bu´squeda. Tambie´n se uti-
liza una poblacio´n dual, en vez de una u´nica poblacio´n
que evoluciona en el proceso de bu´squeda, para evitar
la convergencia prematura. Los detalles de implementa-
cio´n pueden consultarse en [6].
La performance del algoritmo CPSO-shake permitio´ la
utilizacio´n del mismo en la resolucio´n de problemas ma´s
complejos como son los de ingenierı´a: problema del di-
sen˜o o´ptimo de armaduras [17] (trusses en ingle´s), y
de disen˜o de piezas: welded beam [20], pressure vessel
[23], speed reducer [14] y, tension/compression spring
[4]. Estos dos tipos de problemas de ingenierı´a son di-
ficultosos de resolver, como todo problema del mundo
real. Por ello, y para finalizar con la parte de optimi-
zacio´n de funciones mono-objetivo, se aplico´ el mismo
algoritmo en la resolucio´n del problema de despacho de
cargas ele´ctricas. Este problema presenta costosas res-
tricciones a satisfacer, adema´s de la restriccio´n de tiem-
po que es casi fundamental en la solucio´n que debe arro-
jar el algoritmo. Esto significa que se necesita un algo-
ritmo que sea capaz de resolver bien el problema, pe-
ro adema´s de ello, en forma muy ra´pida. Al algoritmo
CPSO-shake se le realizo´ una pequen˜a modificacio´n: se
emplea la poblacio´n completa en vez de las dos pobla-
ciones que evolucionan en paralelo. Esto es necesario ya
que el algoritmo debe arrojar una respuesta en un tiempo
mı´nimo y utilizando la menor cantidad posible de itera-
ciones. Si se utilizara la poblacio´n dividida, ambas sub-
poblaciones necesitarı´an mayor cantidad de ciclos para
obtener una respuesta o´ptima.
Habiendo probado la heurı´stica PSO con un buen nu´me-
ro de problemas mono-objetivo, y habiendo concluı´do
en la buena performance de la misma, se decidio´ reali-
zar la adaptacio´n de la misma para el caso multiobjetivo.
Si bien los problemas multiobjetivos son muy difı´ciles
de resolver, actualmente se esta´ trabajando en algunas
aproximaciones que permitira´n resolver este tipo de pro-
blemas de manera eficiente.
La pro´xima seccio´n muestra los resultados obtenidos
para cada caso experimental.
2.2. Sistema Inmune Artificial
El propo´sito de esta investigacio´n es explorar las ca-
pacidades de bu´squeda de un nuevo modelo propuesto
de SIA, llamado TCELL, en el contexto de problemas
de optimizacio´n global, problemas de optimizacio´n con
restricciones, incluyendo funciones de ingenierı´a, y op-
timizacio´n de funciones en ambientes no estacionarios.
TCELL esta´ basado en las caracterı´sticas y procesos que
sufren las ce´lulas T del sistema inmune de los vertebra-
dos.
TCELL es el primer modelo computacional que em-
plea la filogenia de las ce´lulas T. Este modelo esta´ com-
puesto por una fase reconocedora y una fase efectora.
La primera involucra a las ce´lulas T vı´genes mientras
que en la segunda esta´n involucradas las ce´lulas efecto-
ras y de memoria. La fase de reconocimiento debe pro-
veer dos poblaciones de ce´lulas efectoras con la diver-
sidad suficiente para que en la pro´xima fase se pueda
encontrar una ce´lula que optimice el problema. Mien-
tras que, la fase efectora es efectivamente la encargada
de encontrar, a trave´s de diferentes etapas, dicha ce´lula.
TCELL toma en consideracio´n muchos de los procesos
que afectan a las ce´lulas T desde su origen hasta que se
transforman en ce´lulas de memoria, como ser la selec-
cio´n positiva y negativa de las ce´lulas T vı´genes y los
procesos de proliferacio´n y distintos tipos de diferencia-
cio´n para las ce´lulas efectoras y de memoria. Para rea-
lizar estos dos u´ltimos procesos TCELL utiliza sen˜ales
co-estimulantes, llamadas citocinas.
La premisa de TCELL es que las ce´lulas T so´lo re-
accionan ante la presencia de un antı´geno junto con
sen˜ales co-estimulantes, a trave´s del desencadenamieno
de una serie de acciones, estas acciones son influencia-
das por una serie de sen˜ales emitidas por las mismas
ce´lulas T (citocinas). Es decir, las sen˜ales determinan el
nivel con el cual se desencadenan las acciones: prolife-
racio´n y diferenciacio´n de las ce´lulas T.
El modelo trabaja sobre cuatro poblaciones: ce´lulas
vı´rgenes (CV), ce´lulas efectoras con denominador de
grupo 4 (CD4), ce´lulas efectoras con denominador de
grupo 8 (CD8), este denominador determina las propie-
dades de las ce´lulas, y ce´lulas de memoria (CM). Cada
poblacio´n esta´ compuesta por un conjunto de ce´lulas T,
cuya caracterı´stica esta´ sujeta a la poblacio´n que perte-
nece. Los detalles de implementacio´n se citan en [3].
El pseudo-co´digo de TCELL para problemas de opti-
mizacio´n global se presenta en el Algoritmo 1.
3. RESULTADOS OBTENIDOS
3.1. Particle Swarm Optimization
CPSO-shake fue evaluado con el benchmark ex-
tendido presentado en [15], el cual cuenta con 20
funciones de prueba con diferentes caracterı´sticas.
Los resultados obtenidos fueron contrastados con el
algoritmo Stochastic Ranking (SR) [22] el cual sigue
representando uno de los mejores en optimizacio´n de
funciones con restricciones, ası´ como tambie´n con una
aproximacio´n de una estrategia evolutiva (AESSR) [21]
que utiliza tambie´n Stochastic Ranking.
Los resultados alcanzados con la presente versio´n de
PSO, demostraron ser muy competitivos con respecto
a SR y a AESSR. Las figuras 1 y 2 muestran el error
promedio de cada algoritmo con respecto al bench-
mark, para cada una de las 20 funciones. Aunque la
variabilidad de resultados obtenidos por SR y AESSR
fue levemente inferior a la de nuestro algoritmo, argu-
mentamos que esto esta´ relacionado al mecanismo de
escape de o´ptimos (shake) implementado para mantener
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diversidad en el algoritmo. En [6] se concluyo´ que
CPSO-shake es una de las aproximaciones PSO ma´s
competitivas en cuanto a te´cnicas de manejo de restric-
ciones.
Figura 1: Performance de CPSO-shake versus SR
Para las funciones de armaduras se obtuvieron los re-
sultados que se muestran en la tabla 1. Notar que los
mejores conocidos hasta ese momento eran los obteni-
dos en [17]. Nuestro algoritmo PSO [5] obtuvo una leve
mejora del o´ptimo para la funcio´n 10-bar, una mejora
significativa para 25-bar y una mejora considerable en
Figura 2: Performance de CPSO-shake versus AE
200-bar. Esto demuestra el buen poder exploratorio que
ejerce la heurı´stica que concluyo´ con la mejora de los
o´ptimos conocidos.
Con respecto a los resultados obtenidos para las fun-
ciones de disen˜o de piezas [7], cabe destacar que se
compararon los resultados de CPSO-shake con los de
una aproximacio´n PSO muy elaborada que incluye com-
plejos operadores para evitar convergencia prematura,
denominada COPSO [1]. Tambie´n se utilizo´ en esta
sinte´tica comparacio´n, un algoritmo evolutivo (Mezu-
ra) [18] que utiliza complejos operadores para mane-
jar las restricciones de los problemas. Los resultados
son mostrados en la tabla 2. Se puede observar que
los tres algoritmos probados obtuvieron los o´ptimos en
E01, COPSO y nuestro algoritmo alcanzaron los mejo-
res conocidos en E02, E03 y E04, mientras que los valo-
res encontrados por Mezura presentan una leve desvia-
cio´n con respecto al o´ptimo. Esto concluye que CPSO-
shake presenta un buen funcionamiento y comparable
con aproximaciones que utilizan operadores ma´s com-
plejos.
El problema de despacho de cargas puede ser consul-
tado en [24], en donde se presenta una algoritmo PSO
que resuelve 3 instancias del problema: Caso A: despa-
cho para 3 generadores con polucio´n, Caso B: despacho
para 3 generadores son polucio´n y Caso C: despacho de
cargas para 40 generadores sin polucio´n. CPSO-shake
alcanza los o´ptimos conocidos para cada instancia, al
igual que el algoritmo de [24], pero el aporte de nues-
tro algoritmo tiene que ver con el tiempo de ejecucio´n
insumido para obtener dichos valores. La figura 3 mues-
tran los tiempos de cada algoritmo. Como puede notar-
se, CPSO-shake mejora notablemente el tiempo de res-
puesta del PSO de referencia, convirtie´ndolo en un al-
goritmo ma´s adecuado para ser utilizado en este tipo de
problemas.
3.2. Sistema Inmune Artificial
TCELL fue validado con un conjunto de 23 funcio-
nes de prueba tomado de la literatura especializada [26]
y comparados con diferentes enfoques bio-inspirados
Tabla 1: Comparacio´n de los mejores valores obtenidos con CPSO-shake, con respecto a los mejores conocidos.
Mejores Conocidos CPSO-shake
Truss Opt Std.Dev Worst Opt Std.Dev Worst
10-bar 4,656.39 0.18 4,656.71 4,656.36 2.84 4,696.06
25-bar 485.33 - 534.84 467.30 0.35 470.87
200-bar 20,319.58 2,492.24 30,269.49 16,468.82 1,476.00 20,373.6719
Tabla 2: Mejores valores alcanzados con COPSO, Mezura and CPSO-shake.
Funciones Mejores Conocidos CPSO-skahe COPSO Mezura
E01 1.724852 1.724852 1.724852 1.724852
E02 6,059.714335 6,059.714335 6,059.714335 6,059.7143
E03 - 2,996.348165 2,996.372448 2,996.348094
E04 0.012665 0.012665 0.012665 0.012689
Figura 3: Tiempo insumido por CPSO-shake versus
PSO [24] para el despacho de cargas.
[3]. Los enfoques considerados fueron: un algoritmo de
Evolucio´n Diferencial (DE) [16], un Particle Swarm Op-
timizer (PSO) [16], un Algoritmo Evolutivo (SEA) [16],
un Algoritmo inmune para problemas de optimizacio´n
global continuos (OPT-IA) [25] y una versio´n mejora-
da se este u´ltimo (OPT-IMMALG) [9]. Las figuras 4,
5 y 6 muestran los valores medios obtenidos por cada
enfoque para cada funcio´n.
En la actualidad se esta´n realizando los experimen-
tos correspondientes para los problemas de optimiza-
cio´n restringidos y dina´micos. Versiones preliminares
del modelo propuesto fueron validadas para el primer
tipo de problema en [11, 10, 13, 12].
4. Reconocimientos
El LIDIC reconce el constante soporte brindado por la Universi-









































Figura 5: Resultados - Valores Medios Obtenidos por


















Figura 6: Resultados - Valores Medios Obtenidos por
todos los enfoques para f8
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