The time-stability of preferences is a crucial and ubiquitous assumption in economics, yet to date there is no method to test its validity. Based on a model of the dynamics of individual preferences, I develop a simple method to test this assumption. Timepersistence in preferences is captured via an autoregressive parameter that accounts for observable characteristics and is unattenuated by measurement error, which forms the basis of the test. The method also estimates the variance of persistent shocks to latent preferences, which measures unobserved heterogeneity, and preference measurement error. I illustrate the use of this method by testing the stability of risk aversion and patience using micro-level data, and find that patience is time-stable but risk aversion is not. However, change very slowly over time. This method provides researchers with a simple tool to properly test the assumption on preference stability, and to measure the degree of preference changes due to observable and unobservable factors.
Introduction
Economists often assume that individual economic preference parameters, such as risk aversion or the rate of time discounting, remain constant over time. This assumption is crucial for most economic analyses. For example, the time-stability of economic preference primitives is often implicitly assumed when mapping cardinal utility into ordinal preferences. The stability of this mapping is central for the derivation of comparative statics and the ensuing welfare analyses, since unstable preferences imply a violation ceteris paribus. In finance, time-stable preferences are also a key identifying assumption, most notably in the Capital Asset Pricing Model (CAPM) and most of its variants. Time-varying risk preferences could generate unstable demands for risky assets, increasing the implied market risk aversion and biasing estimates of the market risk premia. In household economics, preference stability is often assumed for individual household members, and recent work shows that this is sufficient to identify budget shares in non-unitary household bargaining models (Valente and Sokullu, 2018) . Stable preferences is also a crucial (and mostly implicit) assumption underlying the identification of parameters in structural models, and in the identification of policy-relevant treatment effects in reduced-form estimates.
Yet it is easy to imagine that preferences can change over time. People could change the way they feel about risk as they grow older, and as they gather different life experiences (Malmendier and Nagel, 2011; Sahm, 2012; Schurer, 2015; Dohmen et al., 2017; Hanaoka et al., forthcoming) . These factors could also affect how people feel about the future (Krupka and Stephens, 2013) . And a host of other factors, largely unobserved to researchers and potentially unobserved to people themselves, could impact their preferences in a persistent manner. In spite of the growing evidence on events that change preferences, there is no tool to assess the degree to which latent preferences gradually change over time, or to test their time-stability. I fill this gap by developing a model for the dynamics of individual economic preferences and a simple way to estimate the model's key parameters, which provide a way to test the time-stability of preferences. In Section 2 I show how the model captures the evolution of latent preferences as a first-order autoregressive process, linking current preferences to past preferences via a single autoregressive parameter. This autoregressive parameter can be seen as an adjusted test-retest correlation-unattenuated by measurement error and net of predictable changes in preferences by observable characteristics-which quantifies the rate of change in latent preferences, and can be used to formally test their time-stability. The model also provides two additional important parameter estimates. First, it provides estimates of the variance of persistent shocks to latent preferences. These shocks are changes in latent preferences that cannot be predicted by observable characteristics or by the natural change in preferences 1 measured by the autoregressive parameter. The variance of these shocks measures the degree of unobserved heterogeneity in latent preferences and is crucial component of preference stability. Second, the model provides estimates of the measurement error in stated preferences and corrects all estimates for its presence using a standard instrumental variable approach.
In Section 3 I illustrate the use of this model by testing the time-stability of risk aversion and patience using up to 15 years of data from the Dutch National Bank Household Survey (DHS). In these data, a formal test rejects the null hypothesis of time-stability for risk aversion but not for patience. However, the autoregressive parameter estimates indicate that both risk aversion and patience change very slowly over time, so slowly that they can be considered as stable over the span of a few years. I also document three other important findings. First, the variance of persistent shocks to both latent preferences are tiny, indicating that shocks unforecastable by researchers are unlikely to be important drivers of preference instability in these data. Second, I show that changes in preferences are not well predicted by observable individual characteristics but preferences levels are. This aligns well with previous findings in the literature (e.g., Sahm, 2012; Meier and Sprenger, 2015) . Third, I estimate that over 30 percent of the variation in the measures of risk aversion and patience stems from measurement error, highlighting the importance of a method that can properly account for it in its estimates.
In Section 4 I present a number of extensions that i) discuss the stability of preferences over long horizons; ii) develop an alternative test for the time-stability of preferences that does not directly rely on the autoregressive parameter in the model; iii) explore ways of identifying parameter estimates under less restrictive data conditions; iv) describe the heterogeneity in the time-stability of preferences across several sub-groups; and v) simulate the potential bias introduced by using "stale" measures of preferences for predicting behavior (e.g., Einav et al., 2012 Einav et al., , p. 2617 . In Section 5 I conclude.
This paper makes an important methodological contribution, and a related empirical contribution. The methodological contribution is the development of a tool that can be used to support or disprove the often-made but rarely-warranted assumption of preference stability, which is central to most economic analyses. 1 If preferences are found to be time-changing, the method also provides researchers with a measure of the rate of change in preferences 1 The most recent example of the growing interest in the stability of economic preferences is the special issue of the Journal of Economic Psychology (vol. 60, June 2017) on the topic. Amongst other papers in this special issue, Golsteyn and Schildberg-Horisch (2017) discusses the challenges for analysing the stability of preferences in economics and psychology, and highlights areas where further progress can be made; Hardardottir (2017) analyzes the long-term stability and determinants of time preferences, also using DHS data, and Duersch et al. (2017) investigates the intertemporal stability of ambiguity preferences. None of the papers issue, however, proposes a formal way to test the time-stability of the preferences they analyze. attributable to gradual changes over time, changes due to observed factors, and changes due to unobserved shocks. This can help researchers assess how serious is the preference instability problem in their setting. If applied to various candidate preference measures, the method can also determine which of them is measured with less noise. But, perhaps more importantly for applied researchers, this method is easy to implement in terms of both data and technical requirements. The companion Stata code to this paper, dynreg, is available upon request.
The empirical contribution of this paper can be best viewed within the rapidly-growing literature that estimate the determinants of risk and time preferences. For risk preferences, Malmendier and Nagel (2011) show that past experienced stock returns affect people's risk aversion. Hoffmann et al. (2013) and Guiso et al. (2018) find similar relation triggered by the financial crisis of 2007. Sahm (2012) shows that age and macroeconomic conditions also correlate with risk aversion, but that persistent differences across individuals account for the majority of the variation. Dohmen et al. (2016) document relatively high test-retest correlations in risk preferences in Germany and Ukraine, yet also see that risk preference changes correlate with macroeconomic conditions. Bucciol and Miniaci (2018) show that risk aversion changes with both macroeconomic conditions and subjective risk exposure in people's past portfolio choices. Hanaoka et al. (forthcoming) document persistent changes in risk preferences after the 2011 Great East Japan Earthquake. For time preferences, Meier and Sprenger (2015) show that intertemporal discount rates generally do not change over a two-year period, and that the changes that do occur are unrelated to people's sociodemographic characteristics. Krupka and Stephens (2013) , on the other hand, show that their time preference measures respond to the macroeconomic conditions faced by people, and therefore that time preference measures are more likely capturing the market interest rate faced by people than their time preferences.
The main empirical results of this paper are broadly consistent with those of the literature above, yet I provide the first formal test of the time-stability of risk and time preferences, and provide estimates of several additional parameters which further our understanding of the way these preferences evolve over time.
A Model of Time-Varying Preferences

Model
Abstracting from any specific preference, let person i's measured level of preference P at time t be P it . Let P * it be the corresponding latent individual preference. I model the dynamics of 3 preference P via the following two equations:
Equation (1) defines the observed preference P it as the sum of the latent preference P * it and a measurement error term ε it . This measurement error is assumed to be classical -i.e., homoscedastic, independent of P * it , serially uncorrelated, and with well-defined second moments -although autocorrelated measurement error can be easily accommodated (see Section 2.2).
Equation (2) defines the evolution of the latent preference P * it as an autoregressive process of order one with a drift β X it . 2 For simplicity, I assume that the linear projection of X it on P * it is a good approximation of the impact of individual characteristics on preferences, making β a sufficient statistic for describing the effect of observable characteristics on preference P . The drift, β X it , allows preferences to tend towards a conditional mean level determined by individual characteristics, effectively letting preferences "converge" towards different values for observably different people. 3 The error term η it represents the idiosyncratic shocks to the latent preference P * it , assumed to be independent, homoscedastic, and with well-defined second moments.
Four parameters in this model provide useful information about the dynamics of preference P . The autoregressive parameter, α, identifies the time-stability of P * it -that is, how close is the current latent preference to the past latent preference. The parameter β identifies how individual characteristics determine the level that preferences naturally tend to. The variance of the idiosyncratic shocks to preferences, σ 2 η , identifies the severity of variations in latent preferences once individual characteristics have been accounted for. And the variance of the measurement error, σ 2 ε identifies the noise in the measurement of preference P . To estimate the model's α and β parameters, begin by replacing (1) in (2) to obtain:
and note that preferences in this equation are all observable, though the composite error term υ it is correlated with P i,t−1 . Section 2.2 shows how solve this endogeneity issue and obtain 2 More complicated autoregressive preference structures, such as an AR(2) process, can also be accommodated. However, The interpretation of the AR(2) parameters is not clear, and empirically they add nothing to the AR(1) model. 3 One could simply write the model in terms of de-drifted preferences. Carroll and Samwick (1997) take this approach when calculating the variance of permanent income. If the drift is correlated with the lagged preferences, however, de-drifting the process without including lagged preferences as an additional explanatory variable will result in biased estimates of the drift parameters.
consistent estimates of α and β.. To derive expressions for the variance of η it and ε it it is simpler to work with the de-drifted preference,P * it = P * it −β X it , which can be easily constructed from the data given consistent estimates of β from Equation (3). Taking the k th difference ofP it and replacing recursively forP * i,t+k =αP * i,t+k−1 +η i,t+k using (2) yields:
Replacing forP * it =P it −ε it and rearranging terms results in:
The conditional variance of Equation (4) provides an expression that can be used to estimate the remaining parameters in the model. Note that the left-hand side of (4) is expressed only in terms ofP i,t , which is observable, and α, for which there is consistent estimator. We can therefore obtain estimates of its variance, V ar[P i,t+k − (α k )P it ] for every k as long as there is data for periods t and t + k. The first term on the right-hand side of (4) shows that the variation due to individual characteristics can be accounted for by conditioning on X i,t+k = (k−1) −1 k j=1 X i,t+k−j , the averages of individual characteristics up to time t+k−1. Taking the variance of (4) conditional onX i,t+k yields:
Through Equation (5) we can identify the variances of shocks to latent preferences and preference measurement error. The left-hand side of (5) is all observed. The right-hand side if (5) includes the terms k j=1 α 2j and (α 2k +1), for which we have consistent estimators, and the variances σ 2 η and σ 2 ε , which are the parameters of interest. These parameters can be obtained as the solutions to a two-unknown linear equation system, an extension of the technique used to identify the variance of permanent income by Carroll and Samwick (1997) . For example, replacing α by its consistent estimator,α, and taking data for two lags, k =1,2 we can solve the system
for σ 2 η and σ 2 ε . This yields estimators forσ 2 η andσ 2 ε which, together withα andβ complete the model's parameter estimates.
Estimation
Estimates of α and β can be directly obtained from (3). However, an ordinary least squares will yield inconsistent estimates since P i,t−1 and ε i,t−1 are correlated. To obtain consistent estimates, I exploit the fact that P ij is uncorrelated with the composite error term in (3) for j <t−2, or equivalently that the moment conditions E[P ij ·υ it ]=0∀j =0,...,t−2 identify the parameters of interest. These are straightforward moment choices given the time structure of the problem, and the same moment conditions implied in an instrumental variable (IV) approach, where P i,t−1 is instrumented by further lags of P . Therefore, equation (3) can be easily estimated via IV.
There are several other moment conditions that can be used for identification, some of which are explored in Section 4.3. Different moment conditions can be used to balance data requirements and the strictness of the underlying assumptions for the validity of the instruments. For example, serial correlation in ε it does not make the method unfeasible; it merely restricts the lag structure of the valid instruments available for estimation. If ε i,t−1 follows an AR(3) process, the IV estimation will have to i) exploit lags of P ij starting at j =t−3, or ii) exploit other moment conditions that hold given this autocorrelation structure in the error term.
Other data restrictions and model extensions will imply different valid instruments, yet many configurations will be admitted in the general IV estimation framework.
The variance of the idiosyncratic shocks (σ 2 η ) and the measurement error (σ 2 ε ) can be estimated solving the 2-equations 2-unknown system in (5) for two arbitrary periods. However, a more efficient estimator combines the information of all valid k-lengths via a non-linear regression, obtaining the variances as non-linear least squares parameters constrained to be positive. Finally, since P it can easily be standardized to have unit variance, the noise-to-signal ratio, a comparable metric of the amount of measurement error in preferences across models, can be estimated as s=σ 2 ε /(1−σ 2 ε ) (Cameron and Trivedi, 2005, p. 903) . 6
Interpretation, and Inference
The main goal is to provide a formal test of the time-stability of preference P . In this model such test is forα to be equal to one; that is, whether the autoregressive parameter in preferences indicates that preferences remain as they were in the last period. Interpretation of α=1, however, is not straightforward. If viewed as a test-retest correlation, α=1 would imply a perfect correlation over time and thus complete stability. However, from a time series perspective, α=1 implies that any idiosyncratic shock to preferences will be infinitely-lived (i.e., a unit root) and thus preferences would be, in a way, unstable. Stability thus needs to be judged by jointly looking at α and σ 2 η , the autoregressive parameter and the idiosyncratic shock variance. Hence the importance of having a method that jointly estimates both. Given the evidence on the size of σ 2 η in Section 3.2, it seems natural to view α=1 as a sign of preference stability, which aligns with a classical microeconometrician's interpretation. This needs not hold for larger values of σ 2 η , though. 4 Statistical inference for α is straightforward, but some remarks are worth making. As α approaches unity, testing forα=1 becomes increasingly similar to a panel data unit root test.
The similarity suggests that, should preferences have a unit root,α could have a distribution that degenerates too fast as the number of individuals, time periods, or observations tends to infinity. This phenomenon, called super-consistency, makes t-statistics unsuitable for inference. Worse, the estimator could have a distribution whose asymptotic behavior depends on the rate at which the number of individuals and the time periods tend to infinity.
However, when testing the stability of preferences in this setting, information accumulates by increasing the number of individuals, not each individual's lifespan. This means that the relevant asymptotics for inference in this model are large N and fixed T . Harris and Tzavalis (1999) show that with large N and fixed T asymptotics, the limiting distribution of √ N(α OLS −1) d →N(0,2{T (T −1)} −1 ). I use their test for inference onα noting that their derivation is only valid for balanced panels so I need to accommodate my tests to this restriction (see Table 3 ). A minor issue is that the efficiency loss in IV compared to OLS implies that standard errors can be somewhat larger for my estimates, making the panel unit root tests conservative. More importantly, however, the estimatorα is (super-)consistent regardless on which way the standard errors are calculated and used. This feature is useful for constructing the additional test for the time-stability of preferences described in Section 4.2.
A final consideration is the potential existence of confounding unobserved individual heterogeneity. In this setting, confounding heterogeneity would take the form of individual unobserved differences in preferences that, if correlated with lagged preferences or individual characteristics, could bias the estimates. The standard way to account for this heterogeneity is to eliminate its time-invariant individual-specific component via fixed or random effects (e.g., Sahm, 2012) . In this model, however, this heterogeneity is the identifying variation of the estimates, and eliminating it makes no sense. To see this more clearly, consider the scenario where preferences are time-stable, and thus P * it =P * i . In this model, latent preferences would be fully captured by time-invariant individual heterogeneity, and in any panel model that eliminates it, such as Arellano and Bond (1991) , the autoregressive parameter α will be unidentified under the null hypothesis. Therefore, I do not consider these models as feasible estimators for the purposes of this paper. Mixed effect models, on the other hand, can accommodate time-invariant individual unobserved heterogeneity uncorrelated to lagged preferences but partially correlated to individual characteristics (see Mundlak (1978) for their development and Sahm (2012) for an application). Since the coefficients of controls are not the focus of this paper, and such models would not aid in the identification of the autoregressive parameter, I do not consider them in this paper. Instead, I focus on estimatingα,σ 2 η andσ 2 ε in the empirical exercise in the sext section.
3 The Dynamic Properties of Risk and Time Preferences
Data
In this section I use the model described above to estimate the dynamic properties and test the stability of risk and time preferences using data from the Dutch National Bank Household Survey (DHS). 5 The DHS is a yearly panel survey running on a representative sample of Dutch households since 1993. In the survey, every household member over the age of 16 answers a number of questions about the household organization, education, work situation and labor income, assets and liabilities, health, and economic and psychological concepts. On average, about 2,000 households (4,500 people) are interviewed each year, and each household stays in the panel for about seven and a half years on average. I estimate the model's parameters for risk aversion and patience. The DHS measures these preferences by asking the respondents to rate their agreement with several statements for each preference on discrete ordinal scales. Risk aversion is measured through six items asked between 1994 and 2015. The items are mainly about financial risk attitudes and behavior so the index should be interpreted as measuring financial risk aversion. Patience is measured through 10 items asked between 1996 and 2007 which capture trade-offs between present and future rewards and pains, and general future-oriented thinking. These measures of risk aversion and patience have been behaviorally validated in several studies such as Warneryd (1996) , Borghans and Golsteyn (2006) , Kapteyn and Teppa (2011), and Salamanca et al. (2016) .
I construct indices for both risk aversion and patience by reversing the items that measure each trait negatively and then adding up the trait's individual item scores. Figures 1 and 2 show the distribution of the constructed indices and of their one-year changes. There is substantial heterogeneity in both indices and in their changes, suggesting that the underlying preferences are potentially time-varying. However, part of the one-year change variability is surely due to measurement error. For all subsequent analyses I standardize both risk aversion and patience indices so they have zero mean and a standard deviation of one over their respective estimation samples. I use these indices as measures of P it . Table 1 provides details and summary statistics on each of the individual items and the indices measuring risk aversion and patience. My main estimation samples include 10,826 observations (2,964 individuals) for risk aversion, and 3,710 observations (1,473 individuals) for patience. I use only respondents between the ages of 16 and 80, who are either the household head, their partner, or a child, from households with positive yearly income but below e150,000, and with positive net wealth but below e1,000,000. These restrictions are imposed to improve the quality of the data used. Since the main focus of this paper is on the estimation of the autoregressive process and idiosyncratic shock variance in preferences, I include only a parsimonious set of control variables in X it : household income, financial wealth, and number of children present, and individual occupation, age, gender, and marital status. Table A .1 in the Appendix shows summary statistics for these variables. 6 (i) I think there is no need to sacrifice things now for problems that lie in the future, because it will always be possible to solve these future problems later (r) Summary statistics for six risk aversion statements asked in 1996-2015, and 10 patience statements asked in 1998-2007. (r) indicates that the item was reversed for the sum of scores. Risk aversion statements have the following common heading: "The following statements concern saving and taking risks. Please indicate for each statement to what extent you agree or disagree. Please indicate on a scale from 1 to 7 to what extent you agree with the following statements, where 1 indicates 'totally disagree' and 7 indicates 'totally agree'." Patience statements have the following common heading: "To what extent do you agree or disagree with the following statements. If you really don't know, type 0 (zero).' Right below they show a numbered scale from 1 (labeled 'totally disagree') to 7 (labeled 'totally agree').
Main Results
Tables 2 shows the estimates of the autoregressive parameter, α, and variance estimates of the idiosyncratic shocks, σ 2 η , the measurement error, σ 2 ε , and the noise-to-signal ratio, s, for risk aversion and patience. The first two columns report biased OLS estimates of the autoregressive parameters (with and without adding controls to the model), for comparison. Columns (3) and (4) show the IV estimation that uses the second lag of preferences as instrument for the lagged preferences, and calculates the variance terms using the non-linear least squares described in Section 2.2. Columns (1) of Table 2 shows OLS autoregressive parameter estimates of 0.699 for risk aversion and 0.670 for patience. Both parameters are precisely estimated and are close to the highest one-and two-year test-retest correlations found for economic preferences (e.g., Dohmen et al., 2016) , and also for personality traits at the life stage where personality is consider to be stable by psychologists (Roberts and DelVecchio, 2000) . Correlations of this magnitude are generally considered to be high in the literature, yet the OLS coefficients are clearly far from one. Column (2) shows that accounting for potential correlates of risk aversion and patience barely changes this correlation.
Columns (3) and (4) report the same parameters estimated using IV, where the autoregressive parameter α is estimated by instrumenting lagged risk aversion and patience with their corresponding second lags. This correction consistently estimates all the parameters in the model, as described in Section 2.2. The IV estimates, at 0.966 for risk aversion and 0.985 for patience, are much closer to one than those in Columns (1) and (2) and are still precisely estimated. Table 2 also shows estimates of the variance of idiosyncratic shocks to risk aversion and patience (σ 2 η ), estimates of the variance of the measurement error of both preferences (σ 2 ε ), and estimates of the noise-to-signal ratio (s) in each construct. 7 Recall that the variance of the risk preference and patience indices are normalized to one, so the estimated idiosyncratic shock variance of 0.048 for risk aversion is only around 5% of the overall variance in the preference index (which includes variance due to measurement error). This variance is remarkably low. For patience, the estimated variance is even smaller, only showing up in the fourth decimal digit, indicating that idiosyncratic shocks to patience are negligible.
The measurement error variance for risk aversion and patience, however, are 0.295 and 0.358, which mean that over 29 percent of the variation in risk preferences and over 35 percent of the variation in patience is due to measurement error. These high measurement error estimates naturally lead to high noise-to-signal ratios (0.419 and 0.557), which are consistent with the differences between the coefficients estimated via OLS and IV and indicate that a large part of the apparent year-to-year changes in risk aversion and patience are not due to changes in latent preferences.
The last rows in each panel of Table 2 shows that the joint significance test for the coefficients on the individual characteristics rejects the null of no significance for OLS estimates, but cannot reject the null for IV estimates. To see why this happens, note that the estimates of β are the partial effects of individual characteristics on preferences conditional on the natural year-to-year persistence of preferences as captured by the models' estimates of α. If α is estimated to be zero, β will reflect the marginal effects of X it on the level of preferences. If α is estimated to be one, β will reflect the marginal effects on the changes of preferences. (To see this, replace α=1 in (3) and subtract P i,t−1 on both sides.) Since the estimates of α for risk aversion and patience are very close to one in the IV models, the non-rejection of F-Tests at the bottom of Table 2 indicate that individual characteristics are bad predictors of changes in preferences. And since the OLS estimates of α are much closer to zero, the rejection of F-Tests in these models indicate that individual characteristics are better predictors of levels in preferences. The fact that levels, but not changes, in preferences are well-predicted by observable characteristics is consistent with most of the previous findings in the literature, including Dohmen et al. (2011 ), Sahm (2012 , Krupka and Stephens (2013) , Dohmen et al. (2016) , and Bucciol and Miniaci (2018) . 8 A test of the stability of risk and time preferences (α=1) using the estimates and standard errors reported on Table 2 would reject the null of stability for risk aversion, and would not be able to reject the null for patience. However, as discussed in Section 2.3, if estimates of α are super-consistent, it could be misleading to test for the time-invariance of preferences using these standard errors. A more appropriate method would use the balanced panel unit root test and asymptotic distributions developed in Harris and Tzavalis (1999) . Table 3 shows these panel unit root tests for all possible balanced panels in the DHS sample. These tests have the null hypothesis that preferences are time-invariant (α=1). To maximize the number of observations in each balanced panel, I i) regress each preference index on the individual characteristics and a complete set of year dummies, ii) follow Levin et al. (2002) in interpreting the residuals of that regression as a measure of preferences net of the cross-sectional influence of individual characteristics and common cross-sectional time effects, iii) construct balanced panels of size T which included all individuals with T adjacent residuals, and iv) calculate OLS and IV estimates of α, and their corresponding small-sample z-statistic from Harris and Tzavalis (1999) , defined as z =(α−1) N 2{(T −1)(T −2)} . The first two columns of Table 3 report the number of periods (T ) and observations (N) in each of these balanced panels. The next three columns report the OLS estimates of the autoregressive parameter, the z-statistic, and the p-value of the Harris-Tzavalis panel unit root test. The last six columns report the IV estimates of the autoregressive parameter, the idiosyncratic and measurement error variances, the noise-to-signal ratio, the z-statistic, and the Levin et al. (2002) . z-statistics are calculated assuming an asymptotic variance of 2[(T −1)(T −2)] −1 . σ 2 η , σ 2 ε , and s calculated via non-linear least squares using information from 2 lags and netting out X it , as described in Section 2.2. p-value of the Harris-Tzavalis test. The table shows, with few exceptions, remarkably consistent estimates of the OLS and IV autoregressive parameter for all panels with those reported in Table 2 . Unsurprisingly, the Harris-Tzavalis test always rejects the null of time-stable preferences when based on OLS estimates. More interestingly, the test also rejects the null of stable preferences for risk aversion and for patience when based on IV estimates. This suggests that super-consistency could have led us to a type II error when testing the stability of patience based on the initial standard errors. However, I take these results with a grain of sand, since the estimates of the idiosyncratic variance are much less stable across balanced panels for both risk aversion and patience, and they are often larger than those in Table 2 . This points to large gains of estimating this model's parameters in larger samples. Measurement error and noise-to-signal ratio estimates are far less erratic, though, and support the previous conclusion that both preferences are measured with substantial error, and patience more so than risk aversion.
Overall, the Harris-Tzavalis test indicate that we should reject the hypothesis that risk preferences and patience remain time-stable. However, the IV estimates of the time-variation of preferences suggest that even if preferences are not fully time-stable, they move very slowly from year to year. The degree to which this slow movement can effectively be characterized as time-instability is one of the issues discussed in the next section.
Extensions
In this section I present a number of extensions to the work above by i) discussing the stability of preferences over long horizons; ii) developing an alternative test for the time-stability of preferences that does not directly rely on the autoregressive parameter in the model; iii) exploring ways of identifying parameter estimates under less restrictive data conditions; iv) describing the heterogeneity in the time-stability of preferences across several sub-groups; and v) simulating the potential bias introduced by using "stale" measures of preferences for predicting behavior.
Dynamic Properties over different horizons
The estimates in Section 3 for both risk aversion and patience are all based on one-year horizon changes. However, estimating the models' parameters over longer periods of time is important for at least two reasons: it provides relevant information about the long-term stability of preferences, and it provides yet more evidence that OLS estimates are not informative of how stable preferences are.
To analyze long-term stability, we can re-estimate the model's parameters by relating current preferences to preferences measured two, three, four, and so on years in the past. I do this in the naïve OLS and the IV setting, always using the immediately previous lag as an instrument (e.g., for the 5-year horizon I regress preferences at time t on preferences at time t−5 via OLS, and do the same but instrument t−5 preferences with t−6 preferences for the IV estimate). These results can be compared to the implied autocorrelations predicted by our one-year estimates reported in Table 2 . For example, the OLS estimates in Table 2 would predict the five-year autocorrelation in risk aversion to be 0.699 5 =0.166 whereas the IV estimates would predict it to be 0.973 5 =0.841.
Figures 3 through 4 illustrate these results. Performing this exercise for up to 15 years of differences in risk aversion and up to 10 years for patience shows that the OLS stability Years between measurements Predicted Actual OLS 0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1 Autoregressive parameter (α) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Years between measurements Predicted Actual IV predictions could easily lead to the wrong conclusion that preferences are time-varying even over relatively short periods of time. However, the IV estimates show that both risk aversion and patience remain relatively unchanging for over a decade.
Variance-based evidence of stability
Due to the super-consistency issues discussed in Section 2.3, it would be useful to have a test for the time-stability of preferences that does not rely on the parameter estimatesα. Here I develop such test by first noting that, if preferences are truly stable but measured with error, then P it =P * i +ε it . 9 Under the same assumptions made in Section 2, the variance of P it −P i,t−k should remain constant for all k. If preferences change over time, however, this needs not be the case. This intuition can be formally built into a test for the time-invariance of preferences that does not rely on the standard t-statistic of α, and therefore works even under super-consistency.
Assuming that preferences evolve according to equations (1) and (2), and through a recursive IV replacement process similar to the derivation of (4), the conditional variance of P it −P i,t−k can be written as:
where σ 2 P * is the variance of latent preferences. Under the null hypothesis that preferences are time-invariant (α=1) and assuming ergodicity of latent preferences, the terms in (6) are monotonically increasing in k at a constant rate. Under the alternative hypothesis that preferences are time-varying (α<1) the terms in (6) have a non-linear, potentially non-monotonic relation with k for k ≥ 1. Put simply, if latent preferences are time-varying, the variance of increasingly lagged differences in measured preferences should have a non-linear, non-monotonic relationship with the lags. If latent preferences are time-stable, these same differences should increase monotonically with the lags.
To perform this test using the DHS data, I construct estimates of the variance of the k- ,...,15 (k =1,...,9) . I construct standard errors of for these variance estimates via 499 non-parametric bootstrap replications of this process. Figures 5 and 6 illustrate the results of this process. The figures are consistent with the variance of k-differences in risk aversion and patience increasing with the lags k at a roughly monotonic rate, which would seem to support the idea of time-stable preferences. To formally test monotonic increases at a constat rate, however, I construct a χ 2 test of the null hypothesis of V ar[P it − P i,t−1 |X i,t ]=V ar[P i,t−1 −P i,t−2 |X i,t−1 ] for t=3,...,15 for risk aversion (t=3,...,10 for patience) against the alternative of V ar
The results of this test reject the null of time-invariance of risk aversion (χ 2 13 = 33.80) at all conventional levels, and reject the null of time-invariance of patience (χ 2 7 = 16.58) at the 5% level. These variance-based results are consistent with the test results based on the Harris-Tzavalis panel unit root data, and suggest that both risk aversion and patience are time-varying in the DHS. However, the autoregressive parameter estimates in Table 2 still characterize the time variation in preferences, and they indicate that both risk aversion and patience change slowly over time. 
Identification Alternatives
All the results in Section 3 are calculated by instrumenting lagged preferences with further lags of preferences, they demand measurements of preferences at a minimum of three points in time and these data can be hard to come by. However, any variable Z that fulfills the moment conditions E[Z ·υ it ]=0 can be used to estimate the model's parameters, and this offers a variety of alternatives that are potentially less data-demanding. Below I discuss two such alternatives: splitting multi-item measures of preferences to construct additional instruments, and using heteroscedasticity-based moment conditions for identification.
What if preferences are only measured in two periods? One alternative is to estimate the model's parameters using a split-item instrument. Conceptually, researchers construct indices from multi-item measures because they reduce measurement error compared to single-item measures. Almost always, the underlying assumption behind these indices is that each item measures the underlying construct with some random error. Note, however, that under these assumptions any single item in the index, or any other index constructed as a convex combi-nation of some (or all) of the items will remain a valid measure too. Applying this logic to the setting above, I can construct two indices, instead of just one, out of the multiple items measuring preferences. And I can use one of these indices as an instrument for the other. This approach is similar to the commonly-used technique of using repeated measures of a mismeasured variable to correct for measurement error. 10 Columns (1) and (2) of Table 4 show the model's parameter estimates, instrumenting a first index of risk aversion and patience (based on items (a), (c), and (f) for risk aversion, and (b), (c), (f), (g), and (j) for patience) with another such index constructed with the remaining items for each construct. 11 This identification method results in similar estimates of the variance of the idiosyncratic and measurement error terms. And, though much closer to one than their OLS counterparts, the method yields markedly lower autoregressive parameter estimates for risk aversion (0.806) and patience (0.729). These discrepancies between these results and those in Table 2 arise likely because the classical measurement error assumption does not hold well for multiple items that were measured at the exact same point in time (i.e., the same day). Probably common factors (e.g., mood or weather) affected respondents' answers to all the preference items the same way. This would create correlated measurement error between the items, and the split-item IV approach would not be able to completely correct for it. This method is likely to yield better results if not all the measurement items are collected at the same time.
What if preferences are measured in only two periods, and only through a single item? In this case one can still identify the model's parameters, using heteroscedasticity-based moment conditions. Lewbel (2012) describes this identification, which works as long as E[X it ·υ 2 it ] =0, and as long as there is a Z 2 such that E[Z 2 ·υ it ]=0, where Z 2 can be a subset of X it . The first condition requires some degree of heteroscedasticity in the main equation. The second condition boils down to measurement error being conditionally homoscedastic for at least one observed variable. Lewbel notes that both these conditions often hold in applied microeconomics studies.
Columns (3) and (4) of Table 4 show that estimating the model's coefficients using Lewbel's method yields a slightly larger estimate of the autoregressive parameter for risk aversion, and a slightly lower one for patience, when compared to estimates in Table 2 . Estimates of the variance of idiosyncratic shocks, measurement error and the noise-to-signal ratio are nearly identical for risk aversion, and quite similar for patience. However, I refrain from interpreting these parameters since Lewbel's regressions fail most standard tests for the model's correct identification-a common shortcoming of this method when there are no external instruments. Dynamic properties estimates for risk aversion and patience identified using two alternative methods. Split Sample uses the IV method, instrumenting a first index (based on items (a), (c), and (f) for risk aversion, and (b), (c), (f), (g), and (j) for patience) with another index constructed with the remaining items. Lewbel (2012) uses the heteroscedasticity in other regressors as instruments, and is estimated using the companion Stata package developed by Baum and Schaffer (2015) . Controls include income, financial wealth, age, occupation, gender, number of children, and marital status. Robust standard errors clustered at the individual level in parentheses. P-values in square brackets. σ 2 η , σ 2 ε , and s calculated via non-linear least squares using information from 2 lags and netting out X it , as described in Section 2.2.
Heterogeneous Estimates
The estimates in Section 3 reflect the dynamic parameters for the average respondent, yet they might be hiding relevant sub-group heterogeneity. The most relevant and salient heterogeneity is across age groups. The question of preference stability for different age groups links back to a long-standing literature in psychology claiming that personality becomes stable in early adolescence (Roberts and DelVecchio, 2000; Roberts et al., 2006) . Recently age and cohort variation in risk preferences over the life-cycle has been studied in economics by Schurer (2015) and Dohmen et al. (2017) . Yet there are other relevant subgroups for which interesting and relevant heterogeneous effects can be estimated. In fact, there are too many of such groups to be canvased in this paper. In this section I only present heterogeneity across a few subgroups in age, occupation, marital status, and gender. These are particularly relevant groups given that many policies selectively target them.
Figures 7 through 10 shows the heterogeneity inα in these sub-groups. The estimator α remains fairly constant across age groups for risk aversion, yet for patience it is larger for people over 60. Across occupations,α remains similar for both preferences, with the exception of patience for disabled people, where it is lower. Divorcees, cohabiting couples, and widows have lower autoregressive parameters in general, but the estimates for these sub-groups are also noisier so it is difficult to draw a clear conclusion. Finally, there seems to be no gender differences in the stability of risk preferences. Women show a higher autoregressive parameter in patience than men, yet these differences are again too noisy to be conclusive. 
Stale Preferences and the Severity of the Bias
The evidence in this paper on time-varying risk preferences echoes the concerns of some researchers that inferring risk preferences from "stale" choices can be misleading. This concern is explicitly expressed in Einav et al. (2012) but applies to the studies that elicit risk preferences using either (hypothetical) lottery choices (e.g., Barsky et al., 1997; Andersen et al., 2008; , 2011) or observed choices (e.g., Cutler and Glaeser, 2005; Einav et al., 2012) . If risk preferences are stable, one could relate risk preferences measured at one point in time to outcomes observed much earlier or later. However, since risk preferences do change, extrapolating preferences can often lead to underestimating the effect of preferences on behavior. I argue that conclusions can change substantially when using stale preferences through an example using risk aversion.
To estimate the severity of the bias from extrapolation of preferences, I simulate a contemporaneous relation between an outcome y t (say, portfolio risk-taking) and risk aversion r t (measured without error, since it is not an important component for this exercise), and then I check what would happen if I use increasingly stale measures of the risk aversion (e.g., r t−1 ,r t−2 ,...) to predict the outcome. I simulate risk preferences in the data generating process (DGP) evolving as in equations (2) and (3) and postulate a one-to-one contemporaneous relation between y t and r t (i.e., a true coefficient of γ =1 when y t is regressed on r t ). 12 The simulation was done 1,000 times for N =3,000 individuals over K =10 to mimic the DHS data. 
Patience
The exercise shows that, as expected, when regressing the outcome on the contemporaneous risk preferences the true coefficient estimate is well-identified and precisely estimated. As increasingly stale measures of risk preferences are used, however, the estimates drift farther apart from the true effect. The discrepancies between the true effect and the estimates is most severe when estimating the effect via OLS since the estimates are biased because of the staleness of risk preferences and the idiosyncratic shocks to preferences, which act as measurement error in this scenario. Instrumenting current preferences with lagged preferences decrease the bias considerably. Yet, as the risk preference become increasingly stale, the estimates also become severely biased. In this simple exercise, tailored to resemble the DHS data, the bias introduced by the use of stale preferences would lead us to reject the true null of γ =1 when using preferences measured over more than 4 years. The conclusion is that assuming preferences are stable can lead to the wrong conclusions, even when preferences evolve slowly and are well measured. 
Conclusions
This paper provides a first formal statistical test for the stability of preferences. It also provides metrics for different important features of the dynamics of preferences that should be considered separately, including their predictable change by observable characteristics, the variance of idiosyncratic shocks to them, and their measurement error. And, perhaps most importantly for applied economists, its method is simple to implement and the paper comes with its own Stata code, dynreg, which I am happy to provide.
To illustrate the use of this method, I estimate the dynamic properties of risk aversion and patience in long-running panel data. I find that patience is time-stable but risk aversion is not. However, both risk aversion and patience change very slowly over time. This slow rate of change means that applied researchers interested in these preferences can essentially consider them as time-invariant over the span of a few years. I also show that the variance of persistent shocks to both preferences are tiny; that levels, but not changes, in preferences are well predicted by observable characteristics; and that over 30 percent of the variation in both preference measures is measurement error. Finally, in a number of extensions, I describe a second test for the stability of preferences that relies on different identifying variation, and I discuss alternative identification for the method's parameters.
This method, like most other methods that provide precise answers to questions, relies on some assumptions. Some of those assumptions are innocuous and just serve to simply matter, and a few of them are crucial for the method to work. The important takeaway, however, is that in this paper I provide the very first way to formally test one of the core assumptions in economics, and that this test is simple enough to be practicable by virtually all researchers. This alone should be enough to stop blindly relying on the assumption of preference stability, and start testing it.
