Linguistic variables usually take the form of a base term modified by a hedge in qualitative evaluations of multi criteria decision making problems. In this paper, the linguistic fuzzy rough set is presented to objectively model non-inclusive hedges, such as more or less and roughly, with semantics. Based on the predefined resemblance relation, hedges can be represented by some compact formulae whenever the linguistic term set is uniformed distributed or non-uniformed distributed. Then a corresponding multi criteria group decision making approach is supplied for potential application and illustrated by a problem of evaluating new energy technologies.
INTRODUCTION
Multi-criteria group decision making (MCGDM) problems which refer to evaluating, prioritizing or selecting among some available alternatives with respect to multi-criteria are very common in practice [1] . To express preference information "accurately" with higher confidence, linguistic terms are commonly used by decision makers (DM) or experts. Thus linguistic representation models, serving as techniques of computing with words (CWW) [2] , are vital for MCGDM in linguistic setting. Based on the fuzzy linguistic approach, two classes of linguistic models have been developed, i.e., the semantic model and the symbolic computing model [3] .
Generally, a linguistic variable is a variable whose values are words or sentences in a natural or artificial language [4] . A linguistic term set (LTS) is considered to let all the terms distributed on a predefined ordered scale. The semantics of the terms are described by membership functions. The linear trapezoidal membership functions are good enough to capture the vagueness of these linguistic assessments [5] . As seen in Figure 1 , the triangular membership functions, as a particular case, are convenient for application. Till now, LTSs with different kinds of distribution are presented, such as uniformly and non-uniformly distributed terms. Two computational models, i.e., the virtual terms model and the 2-tuple model, are presented to avoid the loss of information. To enrich the linguistic representation model, two extended models have been proposed to consider more than one term, which are uncertain linguistic terms and hesitant fuzzy LTSs [6] .
However, the existing extensions are still limited. For example, a decision group is authorized to evaluate an energy technology with respect to its contribution to regional development by a LTS. Because of the uncertainties and risks of both the current status and the future, the organization may be not very sure to express the opinion by one certain term. Thus the most natural linguistic expression they used may be "more or less high" if "high" is supported by most of the evidences. But it's hard to handle this kind of linguistic expressions directly. In this content, some alternative solutions have to be used, e.g. considering another LTS with small granularity, representing it by an interval such as [medium, very high] or listing all possible terms in a HFLTS such as {medium, high, very high}. From another aspect, once a term is selected, some linguistic hedges may be used to express one's preference more accurately, or to raise the confident level of the expressed opinion. For example, we may modify the term "high" by roughly, more or less or definitely (which can be omitted). Formally, linguistic variables may be not original terms but terms modified by a linguistic hedge. Generally, linguistic hedges (modifiers) are special linguistic expressions by which linguistic terms are modified. They can be classified into two categories, i.e., the intensive hedges (such as very) and the weakened hedges (such as more or less). Some hedges move one term to another, while some intensify or weaken the degree of a term. It is meaningful to model this kind of linguistic expressions in MCGDM directly.
Thus we focus on the development of enabling linguistic hedges, such as more or less and roughly, in MCGDM. We shall introduce the linguistic hedges with the inclusive interpretation into the framework of MCGDM in this paper. Linguistic terms and linguistic terms modified by hedges are called linguistic expressions. Hedges are modeled by upper approximations of terms, and then an MCGDM approach is proposed to deal with this kind of evaluations where linguistic evaluations are formed by linguistic terms modified by hedges such as more or less and roughly.
II. LINGUISTIC TERM SETS AND FUZZY HEDGES
Given a nonempty domain X , a fuzzy set F in X is characterized by its membership function :
. The class of all fuzzy sets on X is denoted by ( ) X  . Furthermore, for any ,
The use of linguistic information is very straightforward and suitable to express the satisfaction associated with an outcome and a state of nature. Herrera et al. [7] introduced a finite and totally ordered discrete LTS described by: 
A simple way to compare TFNs is to distinguish their expected values [8] . The expected value of s  is
  is an index of risk-bearing attitude of DM. For simplification,  is usually fixed to 0.5 in application. To aggregate a set of TFNs, several operators have been proposed, such as the TFWA operator and the TFOWA operator [9] . Various tools can be adopted to obtain the weighting vector of the TFOWA operator, see [10] for detail. Figure 1 shows a uniformly distributed semantic [7] and a non-uniformly distributed semantic [11] for a LTS with seven terms. Note that we use s  to represent both the linguistic term and its corresponding fuzzy set.
Since the powering model introduced by Zadeh [12] , linguistic hedges have been widely investigated. De Cock and Kerre [13] proposed the following general definitions of linguistic hedges by fuzzy sets: 
Definition 1 [13]. Given a nonempty domain X , a fuzzy hedges h on X is a
There are two interpretations of linguistic hedges, which are the inclusive interpretation and the non-inclusive interpretation [14] . The later has been widely used in linguistic MCGDM. This kind of hedge modifies a base term to different categories rather than a subset or a superset of it. The semantic entailment [15] is always assumed to be hold in the inclusive interpretation. Given x , the underlying semantics is that x is very A is also A and x is A is also more or less A . That is, for
Using denotations of fuzzy sets, (4) can be rewritten as:
It is clear that only weakened hedges are possible to be used in MCGDM with uncertainties. We shall focus on modeling weakened hedges, such as more or less and roughly.
III. LINGUISTIC FUZZY ROUGH SETS
Let X be a nonempty domain, without loss of generality, we let [0,1] X  in this paper. The pair ( , ) X R (where R is a fuzzy relation on X ) constructs the central notion of fuzzy rough sets and is called fuzzy approximation space [16] . For
where R is a binary fuzzy relation on 2 X . Dubois and Prade [17] introduced the concept of fuzzy rough sets by extending the equivalence relation of classical rough sets to fuzzy equivalence relation.
Definition 2 [17] . Given a nonempty domain X , a fuzzy relation R and a fuzzy set F on X . The lower and upper approximations of F are defined as: y X  
where  and  are the implication operator and the t-norm respectively.
. The pair of lower and upper approximations is called a fuzzy rough set. If F is a linguistic term, we have: Definition 3. Given a nonempty domain X , a fuzzy relation R and a linguistic term s  represented by fuzzy set F on X , the pair of lower and upper approximations of s  is called a linguistic fuzzy rough set.
We will use the upper approximation of linguistic fuzzy rough set to model linguistic hedges in the following part.
A. Resemblance Relations
De Cock and Kerre [18] suggested a pseudometric-based method to model similarity.
Definition 4 [18] . d is called a  -pesudometric on X iff for all , ,
x y z X  :
Then a new kind of resemblance relation can be defined to satisfy the assumption that the closer two objects are to each other, the more they are approximately equal. 
We specify the distance measure by the following form.
Definition 6.
Given , x y X  , the distance between x and y is defined by
where : X X   is a monotonic increasing function.
) can be seen as 1
In most real cases, s  can be denoted by 1 1 ( , ,
where 1 [ , ] x b b     and 1 k is the threshold such that the degree of x is resembling to y is bigger than 0. Obviously,  and k are determined by the semantics of the LTS objectively.
If the LTS is uniformly distributed, then k should be  and (7) reduces to ( ) x kx   . Then the resemblance relation can be
Note that if the semantics of given LTS is not represented by TNFs, then some more complex function  should be defined according to the semantics.
B. Representational Issues
We will study the mathematical representation of linguistic expressions built up by the following scheme: Scheme 1 <hedge> := roughly | more or less; <linguistic expression> := <base term> | <hedge> <base term>. where <base term> is an original term of a given LTS. We focus on two weakened hedges, i.e., roughly and more or less, which may be used to represent evaluations in linguistic MCGDM problems. An intuition is that roughly has more weakening force than more or less [15, 19] . We assume the following semantic entailment holds: for s
By means of fuzzy sets, (9) corresponds to: s more or less s roughly s
Then linguistic hedges can be modeled by means of approximations. Let R be a ( , ) f d -resemblance relation on X , then ( , ) X R is a fuzzy approximation space because of the reflexive and symmetric properties of R . Moreover, for every
is the degree to which the fuzzy set of objects resembling x overlaps with F . Then according to Definition 2 and (10), we present the following way of modeling weakened hedges: given an original term s  more or less s R s
According to the resemblance relation in (8) , we can get the following conclusion by some easy but trial computation.
Theorem 1. Given a collection of original terms
, and a resemblance relation R defined by (8) . Let  be the min operation, k   ,
If the linguistic tem set is uniformly distributed, then (13) and (14) can be rewritten as:
Take the term "medium" from (a) of Figure 1 for example, "more or less medium" and "roughly medium" are shown in Figure 2 . Note that the proposed approach is far form some existing approaches where some parameters are needed to be determined artificially so that the membership of a term can be modified to an acceptable level. Different form [15, 19] , we concentrate on the application of fuzzy relations in MCGDM in linguistic setting. Thus we seek for specific relations to model linguistic hedges when a LTS is prepared. When the semantics of a LTS is defined by TFNs, the proposed formula can be used to compute linguistic terms with hedges according to the corresponding TFNs.
IV. MCGDM WITH LINGUISTIC HEDGES
We are going to present an approach for MCGDM problems in this section. Suppose that a decision organization formed by a group of DMs is authorized to evaluate m alternatives with respect to a set of criteria. The organization provides the assessment information according to a predefined LTS S , where the assessment information of each DM can be represented by a matrix whose entries are linguistic variables having the form of both original terms and linguistic expressions with hedges. The problem is to rank alternatives based on the set of matrices. The resolution is presented step by step as follows:
Step 1. The choice of the LTS with its semantic. It is necessary to determine the granularity, labels and semantic of the LTS. Then the domain of linguistic expressions can be established to evaluate the alternatives according to the criteria. Theoretically, the resemblance relation is fixed when the semantic linguistic terms are prepared. Especially, if the LTS S is uniformed distributed, the original terms are represented by triangular membership functions, and then the resemblance relation defined by (8) can be used.
Step 2. Evaluations. The decision organization is asked to evaluate alternatives with respect to each criterion and express the performance opinions by linguistic variables. The linguistic variable can be either original term s S   or linguistic expression, as defined in Scheme 1, constructed by hedges (more or less and roughly) and original terms. The results of the step are a set of linguistic matrices and each of which is the performance evaluations provided by a DM.
Step 3. The choice of the aggregation operator. The DMs have to establish or select an appropriate aggregation operator, e.g., the TFOWA operator, for fusing the linguistic expressions of the DMs and then combining the fused information for each alternatives. The choice is mainly depend on the weighting vector and the preference of the decision organization. For example, if the weighting vector is unknown, or DMs only want to determine weights according to the input values, then the TFOWA operator is a good choice.
Step 4. The choice of the best alternatives. This step is usually consisted of two phases: the aggregation phase and the exploitation phase. The former combines the linguistic information provided in Step 2 by means of the aggregation operator chosen in Step 3. Then the latter establishes a priority among the alternatives and chooses the best alternative(s).
V. APPLICATION IN EVALUATIONS OF ENERGY TECHNOLOGIES
A sustainable energy system is crucial for any countries and the key mean is the implementation of new and innovative energy technologies [20] . The function of governments is to appraise and select energy technologies and then support the outstanding ones. However, the evaluations are really complex because of a series of uncertainties and implications that have to be encountered.
The government formed a working organization with 3 DMs, denoted by i e ( 1,2,3) i  . To assess the technologies' impact on the environmental, social, economical and technological dimension of sustainable development, a number of criteria have been selected as shown in Table 1 . Furthermore, the organization looked systematically into the longer-term future, sought for the technologies which have not been used in any energy sector or have been applied at the initial stage, but are likely to uphold the sustainable development by the four dimensions in Table 1 . At last, four technologies were preselected as alternatives, which are 1 A : Pressurized Fluidized Bed Combustion, 2 A : Natural Gas Combined Cycle, 3 A : Fuel Cell/Turbine Hybrids and 4 A : Biomass Gasification. We solve the problem by the approach proposed in Section IV as follows. c : Contribution to regional development
Dimension Criterion
Step 1. Considering the recommendation of the decision organization, the LTS S in Fig. 1(a) 
