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ABSTRACT 
The work reported in this thesis can be conveniently divided into 
two main sections, the first comprising Chapters 2 and 3, and the second 
Chapters 4 and 5. 
The first section is devoted to metabelian varieties. The principal 
results of this first section can be summarized in the following way. For 
any variety V let d(V) be the minimiM value of k such that V is 
generated by its free group of rank k. In Chapter 2 the value of 
d(A A A N ) is found for all primes p and a = 1 and 2. For a > 2 
-p-p" -c 
bounds are found within which d(A A A N ) must lie and it is conjectured 
^ P 
that the lower bound is actually attained. 
Chapter 3 looks at the question of distributivity in latCA^A^) and 
it is shown that the subvariety lattice of A^A^ A ^^ is not distributive. 
The second section considers varieties of groups that are abelian-
by-nilpotent, and in particular, subvarieties of A^T^ A Tp^p> where 
T = B A for p 2, and T^ = B. A . For an odd prime p it 
—p —p —Z 
is shown that a proper subvariety of A^T^ A T^A^ is either nilpotent 
or is contained in [ApAp,k E] for some integer k. For p = 2 the 
results are similar, although more complicated. The first step towards 
these results is to find a basis for l^i'P^i^^l^)) and this is done in 
Chapter 4. Using this basis a basis is found for T^CF^CA^T^ a Tp^p))-
The rest of the proof of the above results consists almost entirely of 
commutator calculations and this is done in Chapter 5. 
Throughout this thesis extensive use has been made of commutator 
calculus, so that it seemed worthwhile to use a special form suitable for 
use in abelian-by-nilpotent groups. This is done in Chapter 1, which 
also includes some well-known commutator identities and which is basic to 
both sections of this thesis. 
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Cvi) 
INTRODUCTION 
The work reported in this thesis can be conveniently divided into 
two sections, the first comprising Chapters 2 and 3, and the second 
Chapters 4 and 5. 
The first section is devoted to metabelian varieties. Possibly 
the most well-known result in this area is due to D.E. Cohen [11] 
who has shown that lat(M) has minimum condition. Other authors, 
such as Warren Brisley ([4] and [5]), R.A. Bryce [10], L.G. Kov^cs and 
M.F. Newman [14] and P.M. Weichsel [18] have given descriptions of 
various sublattices of lat(M). 
M.S. Brooks C[6], [7] and [8]) has studied the subvarieties of 
given a complete classification of the non-nilpotent join-
irreducible varieties in latfA A o). He has also shown that =P=P 
lat(A^g) is not distributive. However, as far as the classification 
of nilpotent join-irreducible varieties in latCA^A is concerned, 
little work has been done, and the problem appears very difficult. 
This thesis contains a contribution to the theory of the nilpotent 
subvarieties of A A , for a ^  1, although it is not directly related =p=pa 
to the classification problem. 
The principal results of this first section are summarized in 
2.4.16. For any variety V let d(V) be the minimum value of k 
such that V is generated by its free group of rank k. For a = 1 
and 2, we find the value of d(A A ^ A N ). For a > 2 we find =p=pa =c 
bounds within which d(A A A N ) must lie and in 2.5.1 it is =p=pa =c 
conjectured that dCA^A ^ A N^) actually attains the lower bound 
that has been found. 
(vii) 
Chapter 3 leoks at the question of distributivity in latCA^A^). 
One of the first examples of a non-distributive variety lattice was 
given by Graham Higman [13] and this raised the question of whether the 
subvariety lattice of a given variety is distributive or not. 
R.A. Bryce [10] has shown that lat(M) is in general not distributive, 
although many sublattices are distributive. For example, Kov^cs and 
NewmaT^  [14] have shown that lat(A A ) is distributive for all primes 
p ^ 
p and all positive integers a. In this chapter an improvement is made 
on the result of Brooks stated before, by showing that latCA^A^) 
is not distributive. 
Next we turn to varieties of groups that are abelian-by-nilpotent. 
The main question that has been studied in this area is the question of 
whether a given variety is hereditarily finitely based, that is, whether 
all its subvarieties are finitely based. M.R. Vaughan-Lee [18] has 
shown that for all n,c € I, AN A N A is hereditarily finitely 
based, and Bryant and Newman [9] have improved this by showing that for any 
c € I, N^^JA A 1^ 2-0 ^^ hereditarily finitely based. Brady, Bryce 
and Cossey [3] have also shovm that if Cro,n) = 1, the subvarieties 
of A (N- A B ) are finitely based. In this section we work =m -2 =n 
in the variety A^T^ where, for Tp f- 2, T^ = N^ A B^, and T2 = N^ A B^. 
It is still not known whether all the subvarieties of A^Tp are finitely 
based. 
The work of J.M. Brady [2] is perhaps more closely related to the 
work in this thesis. He showed that the nonmetabelian just-non-Cross 
varieties which are abelian-by-nilpotent are the varieties A^T^ where 
p and q are primes, (p,q) = 1. A just-non-Cross variety is a 
variety that is not generated by a finite group, but all of whose 
subvarieties are generated by finite groups. 
(viii) 
This thesis looks at subvarieties of A T A T A . The results =P=P =P=P 
obtained are sununarized in 5.1.1 and 5.1.2. For p an odd prime we 
show that a subvariety of A T A T A is either nilpotent or is =P=P =P=P ^ 
contained in [ApAp,k E] for some integer k. For p = 2 the results 
are very similar, although slightly more complicated. The first 
step towards these results is finding a basis for Tp(F^(ApTp)) and 
this is done in Chapter 4. Using this we are able to find a basis 
for A TpAp)). The rest of the proofs of 5.1.1 and 5.1.2 
consists almost entirely of commutator calculations and this con^ jrises 
the rest of Chapter 5. 
Throughout this thesis extensive use has been made of commutator 
calculus so that it seemed worthwhile to use a special form which is 
suitable to the situation. The commutator calculus that has been 
described in Chapter 1 is based on that of Brooks [6], with changes 
made to accommodate more easily the abelian-by-nilpotent situation. 
It is also noted that throughout this thesis much inspiration has been 
gained from the work of Brooks. In Chapter 2 his basis theorem for 
the derived group of F^(A^A^) is relied on quite heavily. In 
Chapter 3 his methods are extended to find the example on non-
distributivity in latCA^A^). The philosophy of Chapters 4 and 5 is 
basically that of Brooks, where his methods and terminology are used, 
although his results are not lised as they deal mainly with metabelian 
groups. 
(ix) 
NOTATION AND TER?^INOLOGY 
General Notation 
I the set of non-negative integers 
the set of positive integers 
0 the empty set 
0) the least infinite ordinal 
=> logical implication 
p an arbitrary prime number 
GF(p) the field of integers modulo the prime p 
GL(k,p) the group of invertible k x k matrices with entries in GF(p) 
[q] the integer part of the non-negative rational number q 
supp 6 Let $Sbe any set. The support of a function 6 : S ^ I, 
denoted by sijqpp 6, is defined by 
supp 6 = {s € S ! 6(5) 0} 
(") the binomial coefficient: (") = ^^l^jf 
Groups and Varieties 
Notation and terminology generally follows that in Hanna Nevimann's 
book [17]. Note, however, that German letters are here represented by 
double-underlined Roman letters. 
The trivial element of every group is denoted by 1. For 
the definitions below let H be a group; H^.H^,... subgroups of H; 
hj^.h^,... elements of H with h = {h^^jh^,...}; rj,r2,... € I; and 
k € lA{l}. 
Cx) 
H^  £ H Hj^  is a subgroup of H 
gp(h) the subgroup of H gensrated by h 
<h> the fully invariant closure of h in H 
[hj^,... ,h, ] defined recursively: 
[hjjr^h^] defined recursively: [h^,0h2] = h^, 
= [[h^^Cr^-lDh^j^h^] 
• • • again defined recursively in the obvious manner 
[H .^H ]^ gp({[h^,h2]|h^ € € H2}) 
[Hj^ jr^ H ]^ defined recursively: similarly to above 
Y^ .(H3 defined recursively: y^ CH) = H, y^ CH) ^ 
lat(V) the lattice of subvarieties of a variety V 
lat H the lattice of verbal subgroups of H 
If V is a set of words and V a variety such that 
V = laws V, we shall often write V(H) instead of V(H) to represent 
the verbal subgroi'p in H determined by V. 
The exponent of H is the smallest positive integer e such 
that h® = 1 for all h € H. If no such integer exists H is 
said to have infinite exponent. 
The exponent of a variety V is the least positive integer e 
such that V C B^  or is infinite i f no such e exists. 
CHAPTER 1 
Definitions and Notation 
This chapter consists mainly of definitions and notation that will 
be used throughout this thesis. Section 1.1 is devoted mainly to 
introducing the commutator calculus that will be used in the thesis. The 
definitions and notation introduced in this section are not completely 
standard, but they will be convenient for groups in the specific 
varieties in which we will be working. 
In section 1.2 we introduce some well known group identities that 
will be used throughout the thesis and in section 1.3 we investigate 
the laws of the varieties in which we will be interested, and some of the 
identities for groups in these varieties. 
1.1 Commutator Calculus 
The motivation for the approach taken in this thesis comes from 
M.S. Brooks's thesis [6] where he develops a commutator calculus that 
is particularly suitable for metabelian groups. Some of Brooks's 
results will be used in this thesis, and many of his techniques, but 
the groups in which we shall be working will not always be metabelian, 
so that some of the definitions and conventions used will be different 
from those of Brooks so as to be more suitable for this different 
situation. 
Following the convention of Brooks we will distinguish between 
the formal expression of commutators and the group elements which 
these formal expressions represent. The word "commutator" will be 
reserved for the first of the meanings mentioned above, and 
"commutator-element" will be used for the second. The two will be 
distinguished notationally by using parentheses in writing commutators 
and brackets in writing commutator-elements. 
The groups to which the commutator calculus will be applied will 
almost always be metabelian, or abelian-by-nilpotent and the definitions 
are made with these groups in mind, although most of them are formulated 
in terms of arbitrary groups. 
1.1.1 Definition : Let H be any group. The set C(H) of 
commutators of H is defined as follows. If h € H, then h is 
a commutator of weight 1. Assume that commutators of v/eight < c 
have been defined for c > 1, then commutators of weight c are 
expressions of the form where c^^^  and c^  are commutators 
of weights r and s respectively and r + s = c. 
1.1.2 Definition : Let H be any group. The value of a 
commutator c, written [c], is defined as follows. If c is a 
commutator of weight 1, then c = h, for some h € H, and we define 
[c] = h. If we have defined [c] for c a commutator of weight < k, 
where k > 1, then if c has weight k, c can be written 
c = where c^ and c^  have weights less than k, and we 
define [c] = [[c^],[Cj]]. Any element in H that is the value of 
some commutator of weight ^ 2 in H is called a commutator element. 
1.1.3 Definition : Let H be any group. A degree function 
on C(H) is a function 6 : C(H) ->- I whose support 
supp 6 = {c € C(H) i 6(c) i 0} 
is a finite but non-empty set. 
1.1.4 Definition : Let H be any group and let € C(H) 
Then (Cj^ ,..., Cj^ ) is defined recursively by 
= Also, if r C I, (c r^c^ ) is 
defined recursively by (cj^ ,0c2) = Cj^ , and 
(cj^ ,rc2) = ((Cj,(r-l)c2),C2), and for r2,r2,... .rj^  € I, 
(Cj^ ,r2C2,... is defined recursively in the obvious manner. 
1.1.5 Definition : Let H be any groiq), and let c be a 
totally well-ordered subset of C(H). Let a,b € c, a ^ b, and let 
6 be a degree function satisfying {a,b} £ supp 6 £ g. Then we write 
(a,b,6) for the commutator (a,b,aj^ Cj^ ,... in which 
supp 6 = {Cj^ ,... Cj^  < C2 < ... ^^^ 
(c^) if c.^ ^ a. or b 
6(c^) - 1 if c^ = a or b 
Then P(c) is the set of all commutators of the form (a,b,6) with 
6 satisfying the above conditions. If p = (a,b,6) then the value 
of p will be denoted by [p] = [[a],[b],6]. 
We now define a subset of P(c) denoted by B(c,n). The 
relevance of this subset will be seen in the result of Brooks quoted 
immediately after the definition. It will also be important for later 
work in this thesis. 
1.1.6 Definition : Let H be any group and let 6 be a 
totally well-ordered subset of C(H) and let n € l"^  \ {1}. Then 
B(c;n) is the set of commutators (a,b,6) € P(c) with the following 
properties : 
(i) 6(c) < n for all c € c \ {a,b}, 
(ii) 6Ca) < n, 5(b) £ n, and 6(a) + 6(b) < 2n, 
(iii) b = min supp 6, 
(iv) if 6(b) = n, then a = max supp 6. 
1.1.7 Theorem (see 3.1 of [8]) : Let H(n) = where 
m,n € I, m 1, n > 1, and let h(n) = {h^ ^^  : i € l"^ } be a free 
generating set for H(n) which is well-ordered by its indexing set. 
Then the derived group H'(n) of H(n) is free abelian of exponent m. 
Further, the valuation mapping (|»(n) : B(^(n);n) H(n) is one-to-one, 
and B(h(n);n)<|»(n) is a basis for H'(n). 
Another result that will be useful in later sections is the 
following : 
1.1.8 Lemma (see section 1.5 of [6]) : Let H be any group 
and let c be a totally ordered subset of C(H) such that 
c| = r < Then |B(c;n)| = (r-1)(n^-1). 
The proof is a straightforward numerical computation and is omitted 
here. 
Before finishing this section we make another definition. 
1.1.9 Definition : Let H be any group with a subgroup A 
that is free abelian of exponent m. Let B be a basis for A. 
Then an element a € A is expressed in normal form when written 
®1 ®s a = b, ... b where b,,...,b are pair-wise distinct members of X S JL S 
B, and e-,...,e are integers satisfying e. 0 mod m for each i s J 
m € {1,2,...,s}. 
2.1 Commutator Identities 
In this section we introduce some well known identities for 
commutator elements. They will be used extensively throughout the 
thesis and often without explicit reference. 
The following identities are easily verifiable and are not proved 
here. They can be found in most standard texts, for example, chapter 
10 of Marshall Hall's book [12]. 
1.2.1 Lemma : Let G be any group, and x,y,2 ^ G. Then 
i) [x,y][y,x] = 1 
ii) [x,y2] = [x,z][x,y]^ = [x,z][x,y][x,y,z] 
iii) [xy,z] = [x,z]^[y,z3 = [x,z][x,z,y][y,z] 
iv) [x,y-^z]y[y,z-^x]^[z,x-\y]^ = 1 
V) [x,y,z3[y,z,x][z,x,y] 
= [y,x] [z,x] [z,y]*[x,y] [x,z]y[y,z]*[x,z] [z,x]>^ . 
1.2.2 Lemma : Let A,B,C be normal subgroups of a group G. 
Then 
i) [AB,C] = [A,C][B,C] 
ii) [A,BC3 = [A,B][A,C] 
iii) tA,B,C] < [B,C,A][C,A,B3 
Proof : (i) and (ii) follow directly from (ii) and (iii) 
of 1.2.1, and (iii) follows from (iv) of 1.2.1. 
1.2.3 Lemma : Let G be any group and A an abelian normal 
subgroup of G. 
i) If a^^a^,." ^ A, g^.gj,... ^ G> then 
ii) Let a 6 G such that [a,g] ^ A for any g € G. For u,v € G 
[a,u,v] = [a,v,u] [u,v,a]"^ j;a,vu,[u,v]] 
iii) Let a € G, such that [a,g] € A for all g € G. Then for r € l"^  
[a,g ] = n [a,ig] 
i=l 
iv) Let a € G, such that [a,g] € A, for all g € G. Then for k € i 
[a,kg] = n 
i=l 
v) Let a € A,u,v € G. Then for r € I 
r r 
[a,ruv] =11 n [a,iu,jv] 
i=0 j=r=i 
T i 
X i+j -r mod [A,G']. 
Proof : (i) This is a generalization of (iii) of 1.2.1. 
(ii) To prove (ii) we use the identity [a,uv] = [a,vu[u,v]] and expand 
both sides using 1.2.1(ii). The result then follows immediately. 
(iii) and (iv) These results follow by induction on r and k 
respectively. 
(v) This identity is proved by induction on r. For r = 1, it is 
just 1.2.1(ii). For r > 1 we use (ii) to say that 
[a,u,v] = [a,v,u] mod [A,G']. 
1.3 Some Abelian-by-Nilpotent Varieties 
In this section we investigate the laws of some abelian by 
nilpotent varieties, and some consequences of their laws. 
The following result is well-known but for the sake of 
completeness, it is proved here. 
1.3.1 Lemma : Let m,n,c € I such that m 1, n > 1, c ^ 1. 
Let 
W(m,n.c) = { [ [ x ^ , x 2 , . . . , [ y ^ . . . 3 , [ [ x ^ , . . . , 
Then W(m,n,c) i s a basis f o r the laws o f Aj^ C^B^  a N )^ . 
Proof : I t i s obvious that laws A N^)) ^W(m,n,c3. To 
prove the reverse inclusion, l e t H be any group f o r which 
W(m,n,c)(H) = { 1 } . Then the laws [ [ x ^ , . • . , [ y ^ , . . . ] and 
ensure that AJN^(H)) = { 1 } , and the laws 
and (x")® ensure that Ajjj(B^(H)) = { U . Also, N^(H) and 
commute elementwise since [ x ^ , . . . i s a law in H. Hence 
A ((B AN )H) = A (B (H).N (H)) = ( l ) . Thus f o r any group H, ®C "•in •"11 ""C 
W(m,n,c)(H) = {1 } in?)lies that H € A^Ci^ ^ N^) and this means that 
W(m,n,c) i s a basis f o r the laws of A^Cij^  A N^). 
The variet ies we w i l l be interested in are those f or which 
m = p, n = p° f o r a ^ I* , and c = 1, that i s A^^^^, m = n = p , 
c = 2 f o r p an odd prime, that i s k^J^, and ^^^^^ ^^ 
situation when m = 2 , n = 4 and c = 2 . The following result i s 
immediate from 1 .3 .1 . 
i s an 1.3 .2 Corollary : ( i ) Let H € A^ApCt, then A^aCH) i 
elementary abelian p-group. 
( i i ) Let K € A^Xp. Then T^CK) i s an elementary abelian 
p-group. 
To prove general results for both of these types of var iet ies , 
we shall prove them for the variet ies ApCBp^  A N^), where a,c € l" .^ 
The results for the specific variet ies mentioned above are easi ly 
deducible from these results . 
1.3.3 Lemma : Let H € ApCB c^, A N )^ and let A = (Bpcj A N^)(H) 
Let u,v € H such that [u,h] , [v,h] € A for a l l h € H, and let w be 
any element of H. Then 
g ^ 
( i ) [u,p w] = [u,w^ ] where 3 € I , l ^ g ^ a 
( i i ) [u,v,p"w] = 1 
( i i i ) [u,v,(p°^-l)u,(p°'-l)v] = 1 
( iv) [u,p"w,v] = [v,p°'w,u] 
n^ P 1 Proof : ( i ) By 1.2.3 ( i i i ) , [u,w^ ] = n [u,iv]^ and for 
3. 
fi P 
i € { l , . . . , p - 1}, i^ J = 0 mod p, and since A has exponent p this 
gives the required result . 
( i i ) By 1.3.1 we have 
a 
1 = [u,v,wP ] 
= [u,v,p'^w] by ( i ) above, giving the required 
result . 
a 01 
( i i i ) By 1.3.1 [x^ ] i s a law in H, and hence by ( i ) we 
have 
a a 
1 = [uP ,vP 3 
= [vP ,p"v] 
= [u,v,CpM)u,(p' ' - l )v] . 
( iv) By ( i i ) above and 1.2.3 ( i i ) we have 
a 
1 = [u,v,wP ] 
a a 
= [u,p°'w,v] [Vjp^ 'w.u]"^  
a a 
Here we have used the fact that [u,wP v,[v,wP ]] = 1 in H. The 
result follows immediately. 
1.3.4 Lenmia : Let H € A (B „ A and let ~P P 
A = (Bpot A N^) (H). Let u ^ A and V € H. Then 
[u,p"v] = 1 . 
Proof : The result follows directly from 1.3.3 since 
_a 
[u,vP ] = 1 in H by 1.3.1. 
The next lenuna gives some results for grov5)s in A2T2 which are 
not obvious from the preceding work. 
1.3.4 Lemma : Let H ^ A^T^ and let u ^T2(H), v,w ^ H. 
Then 
(i) [u,2v-] = 1 
(ii) [u,2[w,v]] = 1 
2 2 (iii) [u,v ,w] = [u,w,v ]. 
Proof : (i) By 1.3.1 we have 
1= 
= [u,2v^] by 1.2.3 (iii) since T2(H) 
has exponent 2. 
(ii) Again by 1.3.1 we have 
10 
1 = [u.Cvw)"^] 
= where t € Y3(H) 
= [u,[w,v]^] by 1.3.1 
= [u,2[w,v]] by 1.2.3 (iii). 
(iii) This result follows directly from 1.2.3 (ii) if we can show 
that [v^,w] € T2(H). But [v^,w] = [w,w]^ mod N2(H), and 
[v,w]^ = (wv)V'^w"'* modulo T2(H), so that [v,w]^ € T2(H) and 
[v^w] € 12 (H). 
11 
CHAPTER 2 
Generating Groups for A^A^^ A N^ 
If V is any variety, let d(y) be the smallest integer k such 
that the free group of rank k generates V. In this chapter we 
find a lower bound for dCA^Ap^j A N^) when a ^ 1, c ^ 2, and for 
the cases a = 1,2 we show that this lower bound is the actual value 
of d(A A „ A N ). We note that if o = 0, or c = 1 the varieties 
coneerned are in fact abelian and are generated by their free group of 
rank one. 
In the first section we define a family of words and show that 
certain of these words are laws in Fj.(ApAp„ A N^) for specific values 
of r and c. This allows us to determine a lower bound for 
d(A A „ A N ) . In 2.2 we look at some properties of words if they are •^sspspa =c 
to be laws in free groups of A^A^^^ A N^. One of these properties is 
"linearity" and in 2.3 we examine the consequences of this condition. 
In 2.4 using the information of the previous sections, we prove that 
the lower bound we have found is equal to dCA^Apj^ A for a = 1,2. 
2.1 A Lower Bound for <i(ApApa a N^) 
The main aim of this section is to define a family of words and 
to show that certain members of this family are laws in some free 
groups of A A „ A N^, and therefore that these free groups cannot 
generate A^A^^ A N^. We treat the case a = 1 separately from the 
case a > 2, but before we do this there are some preliminary 
definitions and results. 
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Throughout this chapter we will rely heavily on Brooks's basis 
theorem stated in 1.1.7. However, we will use it in a modified form. 
We will be working mainly in the free groups of A^ Ap^ j N^^ so for 
convenience of notation throughout the chapter we shall let 
Gj.(a.c) = Fj.CApAp„ A N^) and we let = be a free 
generating set for G^(a,c). 
We note that if p = (a,b,6) € P(gj,), then by 1.1.1 weight of 
P = I 5(g). We define the set of commutators B (g ;p°') as 
follows : 
= {p € B(g^;p") : weight p < c} . 
We can now state a modified version of 1.1.7. 
2.1.1 Theorem ; The derived group G^(a,c) of G^(a,c) is 
free abelian of e:qponent p. The valuation mapping 
(j)^ (p",r) : Gj,(a,c) is one-to-one and 
is a basis for G^(a,c). 
It is readily seen that any counter-example to 2.1.1 would 
provide a counter-example to 1.1.7. 
With this basisfteorem we can express elements of G^(a,c) in 
normal form as described in 1.1.9. That is, if u € G^(a,c) we 
e. e 
cah write u = b^ ... b^ where are distinct members 
of the basis for G^(a,c) and are integers satisfying 
e^ I 0 (mod p) for each j € {l,...,s}. Such an expression is 
unique up to the arrangement of the product and congruence modulo 
p of the indices. 
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This concept of normal form makes possible the definition of 
"weight" for elements of G^(a,c). 
2.1.2 Definition : Let b be a basis element in G^(a,c). 
Then b = [p] for a unique p e B (g jp") and we define C ssX 
weight b = weight p. Let u € G^(a,c) be expressed in normal form by 
®1 ®s u = b, ••• b , then we define weight u = min (wt b. | i ^ { l , . . . , s } ) . X S X 
We also want to be able to speak of "words" in a free group. 
Following Hanna Neumann [17] we introduce an alphabet of letters 
X = {Xj^,X2,...} and we denote by X the free group freely generated 
by X. This free group will be used to provide "words" : a word is an 
element of X. In this section we will use w to represent a word 
in the letters (or variables) for some n € I^. If A is 
any group, 6 : x xQ £ A. a mapping of x into A, then the image 
of the word w under the corresponding homomorphism 8 : X ^ A is 
a value of the word w in A. If x^e = a^ for i € l"^  then we 
shall write wG = wCa^^,... . 
We shall sometimes also use the following convention : 
i f 1 < k < A < n, then we shall write w(a^,...,a^) = w(aj^,ap 
indicating only the variables in the k-th and Jl-th places. We now 
make the following definition : 
2.1.3 Definition : Let w be a word in X and let A be 
any group. Then w is symmetric in A i f for all € A, 
1 < k < A < n, = ^ antisymmetric in A i f 
"" ^ ^^  ^^^^ ^^ linear in A i f for 
al l g € A, and all i € { l , . . . , n } 
w(a^,. . . . . . = w(a^,.. . ,a^)w(aj. . . . - • • 
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The following result is a special case of 35.21 of [17]. 
2.1.4 Lemma : If A^A^^ a N^^J^ is generated by its free 
group of rank r, then A^ A^ J^^  A N^ is also generated by its free group 
of rank r. 
Proof : Suppose G^(a,c) does not generate A^A^jj a N^. Then 
there is a word w that is a law in G^(a,c) but not in ApA^^^ A N^, 
and we may assume that w involves s variables, where s £ c. 
Form w* = [ w ( X j , . . . . x ^ ^ j ] . Then w* is a law in G^(a,c+1). 
But w* cannot be a law in A^Ap^ a for if it were, w would 
be in the (c+l)st term of the lower central series of every free 
group of ApApoj A N^^j^. In particular w would belong to the 
(c+l)st term of G^(a,c) and would therefore be a law in A^A^j^ A N^ 
contradicting the choice of w. 
As an immediate corollary we have : 
2.1.5 Corollary : If A A _ A N^ is not generated by its free 
1- =p=p« ~c 
group of rank r, then neither is ApAp^ a N^+j. 
We now look at A A „ A N^ where c = p + 2 , a > 2 and 
=p=p -C 
show that this variety is not generated by its free group of rank 2. 
The results of Brisley, [4] and [5], can be used to show that 
A A « A N is generated by its free group of rank 2 as long as 
=p=p" =c 
c < p + 1, and the following result shows that this is the terminal 
value of c. 
2.1.6 Lemma : Let 
Then w is a law in G2(a,p+2) where a € I . 
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Proof : It is easily seen that if G € A^ A^ ^^ j a ^ 
is antisymmetric and linear in G. Thus to show that w is trivial 
in G2(a,p+2) it is sufficient to show that w is trivial when 
are replaced by the generators of 62(0,p+2). But then, 
two of the variables must be replaced by the same generator, and under 
this condition it is obvious that w becomes trivial. 
We now look at A A a N and show that certain free groups =p_p 
do not generate A^A^ A N^. The subvariety lattice of A^^^ is known 
(see [14]) and vdth this information we will have nearly enough to 
find dC^pAp A N^). 
AP 
2.1.7 Lemma : Let w = n . . . . . . w h e r e 
2 
X € l"^ . Then w is a law in when X = kp - k + 1, 
k > 1. 
Proof : It is easily seen that w is linear and symmetric 
in when x = kp - k + 1. So to show that w is a 
law in ^^ ^^ sufficient to show that w is trivial when 
are replaced by the generators of . Let 
{gl,g2..--.gKp+i> be a free generating set for Gj^p+i(l>Xp) • Since 
(kp+l)(p-l) = Xp - 1 at least one of the variables must occur p 
times. Since w is symmetric we may assume without loss of 
generality that x^ = X2 = ••• = Xp = gj. For 2 < i < p, 
becomes trivial under this condition, 
and for i > p, [x. ,Xj,... ,x. ... ,Xj^p] becomes [g.^,pgi, •..] 
for some ^ {1,...,kp+l}, so that 
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•"p+l •'Xp i=p+l 
[g. by 1.3.3(iv) 
^Xp 
+ 2 2.1.8 Corollary : Let k € I . Then if c ^  kp - kp + p. 
dCApAp A N^) > kp . 2. 
Proof : The result follows directly from 2.1.7 and 2.1.5, 
• A AN p=p =c 
2 Since w IS not a law in A A A N for c = kp - kp + p, =n=sT5 SSC ^ x- X » 
X = kp - k + 1. 
With this result it will not be very difficult to find 
^ for c > 2, as the lattice of subvarieties of A A 
has a very simple structure. However, we shall leave this to a later 
section. 
We now consider A A „ A N for O > 1. In the first chapter -P-P 
we introduced the notation (a,b,$) where 6 is a degree function, 
to represent a commutator in a given group. In this section we 
define some special degree fimctions and use these to define 
words w($,j,6) and w(j,m,e). 
Let $ = c {1,2,.. .,m+j}, where m,j € l"^ , and 
i^ ^  ig for r s, r,s € {l,...,m}. Let supp 6($,j,B) = {x^,... 
For Xj^  € supp 6($,j,6) we define 
2.1.9 6($J,8)(x^) = 
1 if k € $ 
p^ otherwise. 
We define the words w($,j,e) as follows : 
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m 
2.1.10 = n [x. , x , , 6 ( $ , j , 3 ) ] 
k=l ^k ^ 
Note tha t i f 1 € $ th i s product has only in - 1 non- t r iv ia l terms, 
The words w(j,ni,B) are defined in the following way : 
2.1.11 w(j,in,B) = n w($,3,B) 
$ =Tn 
We now look at the value of w(j,!n,3) in cer tain metabelian 
groups. We have the following resu l t s : 
2.1.12 Lemna : Let G € A A „ where a > 2, and le t 6 be 
=P=P" -
an integer , e < a . Then w(j ,p,3) i s symmetric in G. 
Proof : We have to show that w(j ,p,6) = w(j ,p,e) 
for a l l l _ < k < J l _ < p + j and we do th i s by looking at 
where |$ | = p. There are several cases to 
consider. 
i ) k,il € 
If k 1, i t i s obvious that w($,j ,3) (aj^,ap = vtf($, j ,3 ) 
So we consider the case k = 1 = ij^, say. By 1 .2 .3 ( i i ) 
[a. , a , , a , , . . . ] = [a. ,a ,a , . . . ] [a^^a^^a. for I ^ I , 
^ s S S 
so that [a. , a^ ,6 ($ , j , 3 ) ] = [a. , 3 ) ] , 3 ) ] " , and 
also [a j , a^ ,6 ($ , j ,3 )3 = J ,3)] 
- 1 Thus 
w($ , j ,3 ) (ao ,a , ) = n {[a. ,a , 6 ( $ , j ] j , 3 ) j ,3)]"^ 
E [a. , a , , 6 ($ , j , 3 )3 
^=2 s 
-iV 
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i i ) k , A If. 
A g a i n i f k 1 , i t i s o b v i o u s t h a t 
= S o we c o n s i d e r k = 1 . By 1 . 2 . 3 ( i i ) , 
s o t h a t [ a ^ j , 3 ) ] = [ a ^ , 6 ) ] j , 3 ) ] " ^ . T h u s 
s s 
w ( $ , j , B ) ( a - , a , ) = n 
i i i ) k € $ , £ , € $ 
I f k 1 , i t i s o b v i o u s t h a t 
w h e r e = ( $ \ { k } ) U { Z } , a n d a l s o 
I f k = 1 = i j ^ , s a y , t h e n b y 1 . 2 . 3 ( i i ) 
- 1 
[ a . = [ a . . . . ) [ a ^ , p \ , a . , . . . ] ' s o t h a t i f 
s s s 
we p u t = C^" \ { 1 » U { £ } we h a v e 
w ( $ , j , B ) ( a , a , ) = n 
^ s = 2 
P 
s 
p - 1 p - 1 
I n a s i m i l a r w a y 
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and this completes the proof of the lenuna, since the results show that 
wCj,P,B)(aj^,ap = w(j,p,3)(a^,a^) where € {1,2,... ,p+j} 
2.1.13 Lemma : Let G ^ A A ^ A • Then w(j,p,6) is —p—P "JP P 
linear in G for 1 £ 3 £ a - 1. 
Proof : Since w(j,p,3) is symmetric in G by 2.1.12 it will 
be sufficient to show that it satisfies 2.1.1 for some i € {1,2,...,p+j}. 
To do this we use the following identities. If u € Yj.(G), a,b,d € G, 
then 
1) [u,pab] = [u,pa][u,pb] mod Y^+p+iCG), 
2) [u,ab] = [u,a][u,b3 mod and 
3) [ab,d] = [a,d][b,d] mod YsCG). 
With these identities it is obvious that for any a^ ,^... ,b € G, 
= w(j,p,6)(a^,....a^^.) 
Hence w(j,p,B) is linear in G. 
With these properties we can now prove tha following result. 
2.1.14 Lemma : For a > 2, w(j,p,a-l) is a law in 
whenever r(p-l) + 1 < p + j. 
Proof : Let {gj,...,gy} be a free generating set for 
ot** 1 
G^(a,jp'*'^+p). Since w(j,p,a-l) is linear in G^(a,jp " +p) it is 
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s u f f i c i e n t t o s h o w t h a t i t b e c o m e s t r i v i a l w h e n a r e 
r e p l a c e d b y t h e g e n e r a t o r s o f j p ^ ' ^ + p ) . S i n c e r ( p - l ) + 1 I P + j 
a t l e a s t o n e o f t h e g e n e r a t o r s m u s t o c c u r p t i m e s . S i n c e w ( j , p , a - l ) 
I S s y m m e t r i c i n j p " " ^ + p ) , w e m a y a s s u m e w i t h o u t l o s s o f g e n e r a l i t y 
t h a t X = x „ = . . . = X = g , . 
1 2 p 
We c o n s i d e r t h e v a l u e s o f w ( $ , j , a - l ) u n d e r t h i s c o n d i t i o n f o r 
a l l p o s s i b l e $ c { l , . . . , p + j } w h e r e j $ | = p . L e t 
{ a j ^ , . . . . a ^ ^ j } £ s u c h t h a t a^ ^ = . . . = a^ = g ^ . I f 
$ = { l , . . . , p } , t h e n t r i v i a l l y w ( $ , j , a - l ) ( a ^ , . . . a^^^) = 1 . 
I f { l , . . . , p } n $ = 0 , a n d $ = t h e n 
s s 
= [ a p + j , p " g | , . . . ] f o r s = l , . . . , p b y 1 . 3 . 3 ( i v ) 
T h u s w ( ( | > , j , a - l ) ( a j ^ , . . . , a . ) = [ a j , p ® g j . . . ] 
p + r p + j 
= 1. 
I f { l , . . . , p } n $ = ip, s a y , w h e r e j i j ' i = k , 0 < k < p , t h e n 
[ a^ , a ^ , 6 ( $ , j , a - l ) ] = [ a^ , ( ( p - k ) p + k ) g ^ , . . . , ] f o r i ^ € $ \ Now 
s s 
c o n s i d e r w h e r e i ^ € a n d f l { l , . . . , p } = ij '^ s u c h t h a t 
| i | ; ' | = k a n d $ \ = \ 4 / ' . T h e n 
[ a^ , a j , 6 ( $ ' , j , a - l ) ] = [ a^ , ( ( p - k ) i > + k ) g j ^ , . . . ] = [a^ , a j , 6 ( $ , j , a - l ) ] . 
B u t t h e r e a r e s u c h s e t s a l t o g e t h e r , a n d s o [ a^ , ( ( p - k ) p + k ) g j , , . . ] 
= 0 m o d p . o c c u r s i n w ( j , p , a - l ) ( a ^ , . . . . a ^ ^ ^ ) w i t h e x p o n e n t 
T h i s c o m p l e t e s t h e p r o o f o f t h e t h e o r e m f o r t h i s i s e n o u g h t o s h o w 
t h a t w ( j , p , c t - l ) i s a l a w i n G ( a , j p " " ^ + p ) w h e n e v e r r ( p - l ) + 1 I P + j 
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2.1.15 Corollary : For c ^  p" - p""^ + p, a ^  2, 
d(A A „ A N ) > 
a a-1 
c-^ P -P IE 
LP -P 
+ 1 
Proof : If r 1, c = rp" - p"'^ + p, then w(r(p-l) ,p, (a-1)) 
is a law in by 2,1.14. Further w is not a law in G^(a,c) 
for if we replace x^ by g^ in w(r(p-l),p,(a-1)) the resulting 
commutator element is a product of basis elements in G^(a,c) and is 
therefore non-trivial by 2.1.1. Thus w(r(p-l),p,(a-1)) is not a 
law in A A „ A N and we conclude that A A „ A N^ is not generated =p=p« =c =p=pc =c ® 
by its free group of rank r + 1. The result follows by noting that 
a a-1 , 
P " P — = r + 1 for c = rp - rp ' + p, and applying 2.1.5. 
P -P 
2.1.16 Lemma : Let a ^  2, p + 2 £ c < p" - p""^ + p. Then 
dCApApa A N^) > 3. 
Proof : By 2.1.6, 
w = [X2,xj,px3][x2,px^,x3]'^[x3,x^,px2]"^[x3,px^,x2] is a law in 
G2(=c,p+2) for a € l"^ . If we replace x^ by g^, for i = 1,2,3 
then the commutator element so obtained is a product of basis 
elements in G_(a,c) for a > 2 and is non-trivial. Thus w is not 
a law in A A „ a N for a > 2, and we conclude that 
=P~P ~ 
d(A A a A result follows by applying 
2.1.5. 
2.2 Some Properties of Laws in f^jA^A^g a N^) 
To find k such that the free group of rank k generates 
A A A N it is sufficient to show that there is no word w that =p=pa =c 
is a law in Gj^ (a,c) but not a law in G^(a,c). We aim to show. 
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at least in the cases a = 1,2, that there can be no such words for 
certain values of k and c. In this section we consider words that 
have non-trivial values in G^(a,c) and are laws in G^,(a,c) where 
r' < r, and we find some properties of these words. First we prove 
a preliminary result. 
2.2.1 Lemma : Let g € G^(a,c) where r,a,c € l"^ , c ^ 1. 
"l " +1 
Then g can be written g = gj^  ... g^ ^u, where 0 £ a^ < p"^ and 
u € G;(a,c). 
Proof : The result follows directly from 12.12 of [17] and the 
rt+1 
fact that G^(a,c) has exponent p 
2.2.2 Lenma : Let r' < r and let w be a law in G^,(a,c) 
but not in G^(a,c). Then w takes values in G^(a,c). 
Proof : Suppose we ^ G^(a,c) for some 6 € Hom(X,G^(a,c)). 
a 
Then by 2.2.1 we can be written we = g^ '' * ^r 
u € G^(a,c), 0 _< a^ < p'*^ ^ and otj > 0 for some j € {l,...,r}. 
Define a homomorphism <j» : G^(a,c) -»• G^,(a,c) by its action 
on the generators of G^Ca,c) as follows : 
gi'J' = 
gl if i = j 
1 otherwise. 
a. 
Then we(J> = gj^  ^  J^  1> contradicting the assumption that w 
is a law in G^,(a,c). 
Ple-a-aa seia -tor \ 
2.2.3 Lemma : Let r' < r and let w be a law in G^,(a,c) 
but not in G^(a,c). Then there is a word w^ that is a law in 
G ,(a,c) such that the values of w^ in G^(a,c) lie in Yj.(Gj.(bt >c)). 
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Proof : If all the values of w in G^Ca,c) lie in 
Yc^^r^"*^^^ ^^ w = w^ and we are finished. Otherwise let k 
be the greatest integer such that the values of w in G^(a,c) lie in 
Yj^CG^(oi,c)). Then w ' = is also a law in G^,(a,c) and the 
values of w' in G^Co(,c) are non-trivial and lie in . 
The result follows by induction. 
Since we are considering the values a cononutator word w takes 
in the groups G^(a,c) we may assuT.e that v; is a normal word, that 
®1 ®s is, we may write w = b ••• b where b., i = l,...,s are 
i S X 
distinct members of B(x;p°')(|), where ^ is the valuation mapping 
<J> • BCx^p*^) X, and e^ are integers such that e^ ^ 0 mod p for 
ie{l,...,s}. If w is a commutator v;ord that is not notaial, there 
is a noraal word w' such that w = w' mod laws A A „ A N and w =p=pa =c 
and w' have the same values in groups in 4p4pa ^ working 
in the free group X, we shall write "w^ ^ = W2" to mean 
Wj^  = W2 mod laws ^ -c' 
®1 ®s 
If w = bj^  • • • ^ s ^^ ^ normal word, where b^ = 
then we shall say w is a homogeneous normal word if 
supp = supp 6 2 " ••• ~ ^^PP ^s' 
2.2.4 Lemma : Let w be a homogeneous normal word such that 
w is a law in G^(a,c). Then w is a word in at least r + 1 
variables. 
Proof : Suppose w is a word in only r variables 
Then w(gj^,... is a product of basis elements in G^(a,c) and 
is therefore non-trivial, contradicting the assumption that w is a 
law in G^(a,c). 
24 
The next property we consider will be important in later 
sections. 
2.2.5 Lemma : Let w be a homogeneous normal word that is not 
a law in G^(a,c) and whose values in G^(a,c) are in Y^ ,(G^ Ca,c)). 
Then there is a normal word w' € < w > such that w', is linear and 
non-trivial in G^(a,c) and whose values in G^(a,c) are in 
Proof : If w is linear in G^(a,c) we put w = w' and we 
are finished. Otherwise, if w is a word in k variables, assume 
w has t non-linear variables, where 1 £ t £ k. We use induction 
on the number of non-linear variables. 
Without loss of generality we may assume that are the 
non-linear variables. In w replace x^ by Xj^Xj^ j^^  and expand the 
result using 1.2.3(v). Thus we have 
where Wj^  € < w >, w^ has non-trivial values in G^(a,c) which are 
in Y (G (a,c)) and we may assume w^  is a homogeneous noimal word. 
C X * 
For i > 1, form w. from w. , in the following way : in X X ^  X 
replace x^ by x^ Xj^ ^^  and expand as before, 
giving 
where w^ ^ < w >, iv^  has non-trivial values in G^(a,c) which are 
in Y^ .CGj.(a,c)) and we may assume w^ is a homogeneous normal word. 
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But this process cannot be continued indefinitely, since any w^ 
can be a word in at most c variables. So eventually we reach an 
n € such that 
with k + n j< c. 
This implies that 
w^ is linear in G^ (ctjc) with respect to 
and after the following lemma we will show that it is also linear with 
respect to • • • ^o there are at most t - 1 non-linear 
variables in w^, and induction con^ jletes the proof, 
2.2.6 Lenmia : Let w^, i = 1,...,n, be the words described 
in 2.2.5. Then w^ is symmetric in ,c) with respect to the 
variables • • • 
Proof : We use induction on i and first note that 
since the values of w in G^(a,c) are in . From the 
definition of w^ this immediately gives the result for i = 1, namely 
Assume the result for j < i, and consider ... . 
As above we have immediately 
and, using the induction hypothesis and the definition of w^ it is 
obvious that s where k + l < h < j < k + i - l. 
So to prove the lemma it will be sufficient to show that 
-1 
26 
Putting k + i = M, we have 
= "i ^ ^m-l^m'' • • •' V 2 ' " i - 1 ^ V1'^2''''' V 2 ' ^ 
This completes the proof of the lemma. 
The corollaiy to 2.2.6 is immediate and was used in the proof 
of 2.2.5. 
2.2.7 Corollary : Let w^ be the word described in 2.2.5. 
Then w is linear in G^(a,c) with respect to the variables n * 
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Proof : In 2.2.5 we showed that w is linear in G (a.cl 
n r 
with respect to x^, and the symmetric property of w^ with respect 
to proved in 2.2.6 completes the proof. 
2.2.8 Lemma : Let r' < c _< r and let w be a homogeneous 
normal word that is a law in G^,(a,c) but not in G^(a,c). Then 
there is a homogeneous normal word w* such that w' is a law in 
Gj,,(a,c), w' is linear and non trivial in G^(a,c) and the values 
of w' in G (a,c) are in Y^CG (ci,c)). 
T c r 
Proof : By 2.2.2 and 2.2.3 there is a word w^ that is a 
law in G^,(a,c) and whose values in G^(a,c) are in Yj,(G^(a,c), and 
we may assume that Wj^  is a homogeneous normal word. We now apply 
2.2.5 to find w' € < w^ ^ > such that w' is linear and non-trivial 
in G^(a,c) and whose values in G^(a,c) are in But 
since w^ ^ is a law in G^,(a,c) so is w' and the proof is complete. 
2.3 Some Words that are Linear in F (A A „ A N ) 
^^  r -p=p" =c 
We have shown that if there is a word w that is a law in 
G^,(ot,c) but not in G^(a,c) where r' < r, then there is a word 
w' that is linear and non-trivial in G^(a,c) but is a law in 
G^,(a,c). In this section we investigate the form of words that are 
linear in G^(a,c). First we make a definition. 
®1 ®t 
2.3.1 Definition : Let w = bj^  • • • ^ t ^^ ^ normal word. 
Then w is called elementary with degree function 6 if, and only 
if the words all have the same degree function 6. 
Given any normal word w, w is equivalent to a product of its 
elementary parts : w = w^ ... w^, where w^ is elementary with degree 
function i = l,...,s and ^^ for ^ ^ 3' 
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We now prove the following result ; 
2.3.2 Lemma : Let r > c and let w be a homogeneous normal 
word that is not a law in G^(a,c) such that w(G^(a,c)) < (a,c)). 
Then w is linear in G^(a,c) if, and only if the elementary parts of 
w are linear in G^(a,c). 
Proof : Let w where w^ is elementary with degree 
function i = l,...,t and \ ^ S. for i j. If w^ is linear 
in G^(a,c), i=l,...,t, then so is w. 
To prove the reverse conclusion, assume that for some 
i € {l,...,t} w^ is not linear in G^(a,c). That is if w is a 
word in k variables there is a j € {l,...,k} such that 
where w! has non-trivial values in G^(a,c) and 
wJ(G^(a,c)) 1 YJ.(G^(oi,c)). Thus we can write 
t 
x^) i^n^ 
t 
t 
5 n w^Cx^ Xj^^j), 
n=l 
where w^ may be trivial in G^(a,c) for n i. If, however, 
w^ is trivial in G^(a,c) for all n i, then w is not linear 
in G^(a,c) and the proof is complete. 
So assume wj:.. . ...w^  is not a law in G^(a,c) and 
assume w' is a normal word : 
n 
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e. , ®nin 
"A'^nl • » n 
where b has degree function 6 , l < n < t , l < s < m . Note US ns —. —. ^ 
If w is to be linear in G,,Ccx,c), WJ...W' E n h^J^^ must 
n,s 
be a law in G^(a,c). Therefore, for each s € {1,...,®^} there must 
be words b = b. such that UV IS 
e. e, e 
^ s V l - " V z = ' 
where , and Uj^  i for ^ € {l,...,z}. 
But this implies that 6. = 6 „ = ••• = „ » and therefore that 
^i^V ° ^u h j, n = l,...,z. 
n 
k 
Since w has non-trivial values in I " 
^ ^ n=l 
and therefore = (x^) for n = l,...,z. But then we have 
that 6. = 6 where u^ ^ € {l,...,t}, u^ i, contrary to our 
n 
original assumption. Therefore we conclude that is not a 
law in G^(a,c) if w! is not a law in Gy(a,c) and that w is not 
linear in G^Co.c). 
We now come to the main result of this section. 
®1 ®t 
2.3.3 Theorem : Let w = b^ ... b^ be a homogeneous 
normal word in n variables that is elementary with degree function 
6, such that w is non-trivial in G^(a,c) and w(Gy(a,c) < YcCGy(«>c)) 
If b. = [Xj l l i l t , j. € {2,...,n}, then w is linear 
in G^(a,c) if, and only if the following conditions hold : 
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1) 6(x ) = 1, i = l,...,t 
2) for j € {l,...,n}, j j., 6(Xj) = p®, 0 < 3 < a 
3) if 6(x^) 1, then e^ + ... + e^ = 0 mod p. 
Proof : We note first that if = p" then w is not 
linear, for 6(Xj) = p'* implies w = . . w h e r e 
\ ~ If w® replace x^ by XjX^+j^ and expand the result 
it is readily seen that w is not linear in G^(a,c). If 6(Xj) = p" 
for 1 j j^, i = l,...,t, then w takes trivial values in 
so we do not consider this case. 
1) If 6(x. ) = 1, i = l,...,t, then it is obvious that w 
is linear in G (a,c) with respect to the variables x. . 
Suppose 6(x. ) = k > 1 for some i € i,...,t. Then 
b. = [x. ,ax,,...,(k-l)x. ,...] and b, = [x. ,ax, ,...,kx. ,...]. 
If we replace x. by x. x and e3q)and the result to obtain a 
normal word it is readily seen that w is not linear in G^(a,c) with 
respect to x. if k > 1. 
2) For j j^, i = l,...,t, if 6(x^) = p^ (0<e<a) it is 
easily seen that w is linear in G^(a,c) with respect to x^ and 
if 6(Xj) = k ^ p^ (0<e<a), by replacing x^ by x^x^^^^ and 
expanding the result, it can also be seen that w is not linear in 
3) If 6(Xj) = p^, 1 1 e < a, then b^ = [x^ ...]. 
Replace by XjXj^+i and expand the result to obtain 
p^-1 
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. s 
S 
1 
P®-2 
[x. _ ,p Xj^ ,... ] [ x , . . . ] u ( X j , . . . , 
1 < i < t. 
Thus 
t . e. 
6 6 ®i = n [x. ,p x^,...,] [x. ,...] u 
g 
where u is a normal word. Hence, if 6(Xj) = p , (1^3<a), w is 
linear in if, and only if e^ + ... + e^ = 0 mod p. 
2,3.4 Remarks : Before finishing this section it will be 
convenient to make a few remarks concerning the consequences of this 
theorem. In section 2.1 we showed that the degree functions 
give rise to v/ords that are linear in the groups in v;hich 
we are interested. In the next section we use the observation 
that the only degree functions that caii give rise to normal words that 
are linear in G (2,c) and that have values in Y-(G^(2,C)) are the T C i 
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degree functions where + pj c. Further, if we 
assume that w is also homogeneous, and if SC^.j,!) and 6(i;;,k,l) 
are the degree functions of different elementary parts of w, then 
the identities : l^ j + pj = j^ ,] + pk = c, and |$| + j = + k, 
imply that = and k = j. Words that are linear in 
Gj,(a,c) for a > 2 need not be as simple in structure as those for 
Gj,(2,c) and this prevents us from applying the methods in the next 
section to G^(a,c) for a > 2. 
2.4 Some Upper Bounds for dCA^A^^ A N^) 
By 35.12 of [17] we know that dCA^A^^ A N ^ 5 c. In this 
section we lower this upper bound for dCA^A^Q A N^), and for 
a = 1,2 we find precise values for dCA^A^^ A N^). 
We first consider A^A^ A N^. A complete description of the 
lattice of subvarieties of A^A^ has been given by Kovacs and Newman 
[14], and we describe it as follows. Let N ^ be the subvariety of 
n 
N^ defined by the additional law n [ x ^ , X j , . . . . . . . 
s~2 
Note that N^* — =n-l' prime p let I^(p) be the ordered 
extension of I* defined by : 
l'^ (p) = {l,...,p-l,p*,p,..., pr-l,pr*,pr,... ,cj} for p odd, 
l''(2) = {1,2,3,4*,4,..., 2r-l,2r*,2r,...,w}. 
Then if V is a subvariety of for P odd, V is one of 
the following varieties : A , k o, 4n=n ^ -n ^ -f' ^ ^ {!>•••>P-1»P*}, —p —p p —p — c 
If Y is a subvariety of A2A2, then V = A2A2 A N^ for 
c € l'^ (2), or V = A2 or A^. 
33 
We now look at the v a r i e t y generated by F^CA^Ap) f o r r > 1 . 
2 . 4 . 1 J ^ : For r > 1 , 6 A^A^ A and 
^ t i p V ' V P ^ ^ r t p - D -
Proof : By 22.48 of [17] Fj^ CApA )^ can be embedded in the 
wreath product, F^CA^) wr F^CA^), and by 5 .1 of [15] th is wreath 
product has c lass r ( p - l ) + l . Tlierefore F ( A A ) € A A A N , 
r -P=P =P=P r ( p - l ) + l 
By 1 . 1 . 7 F^(ApAp) has n o n - t r i v i a l coiranutator elements of weight 
r ( p - l ) + l , and therefore F^(A A ) j? A A A N . r -p-p =p=p r ( p - l ) 
2 .4 .2 Lemma : For r H mod p, var F^CA^Ap) = A^^^ A 
Proof : By the previous lemma, 
f r V p ' ' M P " fir(p-l)-
But when r f 1 mod p, r ( p - l ) + l ^ 0 mod p and as there i s no 
subvariety o f A A between A A A N , ... and A A A N , ,s , , 
=P=P =P~P =r(p-l) =p=p =r(p-l)+l* 
we conclude that 
var F ( A A ) = A A A N , r''=p=p-' =p=p r ( p - l ) + l 
2 .4 .3 Lemma : Let r = 1 mod p. Then F (A A ) / Z(F (A A )) 
— — — X —p p r -"p ""P 
generates A^^p a ^^Cp-l) ' 
Proof : By 2 . 1 . 7 , when r = 1 mod p, F^(ApAp) € ApAp A 
But i f H = F^(ApAp) / Z(F^(Ap4p)), then H € ApAp A N^^p.^ ^ and 
" ^ ^p^p S r ( p - l ) - r conclude that 
var H = ApAp A 
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With these lemmas we can give our final result for 
2.4.4 Lemma : d(A A A N ) 
=:p=p =c-' 
c = r(p-l) + 1 , and r | 1 mod p. 
c-1 
^-IJ 
+ 1, except when 
dCApAp A = r for r M mod p. 
Proof : The proof follows by applying 2.1.4, 2.1.8 and the 
previous lemmas. 
There is an interesting consequence of these results which we 
treat in the following results. 
2.4.5 Legjaa : Let G bo a splitting extension of a group A 
by a group B, where A,B € A . If G € A A A N , * , then ' ° ^ ' ' =p =p=p =Kp" 
G € A A A N, ^  .. 
=p=p =Kp-l 
Proof : Every element of G can be written g = ba where 
kp 
b € B, a € A. Since w = H ... ... i 
in G, then 
is a law 
kp 
for all € B, C A. But 
kp 
g = n [b. ,... ,b. ,b. ^ ^,... [a. ,b^,... ,b. _^ ,... = 1, 
i=2 
and by putting a^ = 1, 1 < i < kp - 1, we have that 
[a,b^,b2,...,b^p.l] = 1 for all a € A, and for all b^,... € B. 
But this implies that [Xj,X2,.. • is a law in G, and so 
G € A A A N, „ , . =p=p =Kp-l 
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2.4.6 Corollary : 1) varCC^ wr CJ) = A^^ A N^^p.^^^ for r > 1, 
2) var = var(Cp wr Cp for r > 2, except when 
r = 1 mod p. 
Proof : By Liebeck's result [15] C wr C^ has class P P 
r(p-l) + 1. Using this the conclusions follow directly from 2.4.4 
and 2.4.5. 
We now turn again to ApA^^ A N^ where a > 2, and we find 
an upper bound for dCApA^ j^ A N^). We again let G^(a,c) represent 
2.4.7 Lemma : Let c,r € I* such that c £ 2r - 1. Then 
var = var G^(o,c). 
Proof : We assume that there is a word w that is a law in 
G^(a,c) but not in and the result follows by contradiction. 
By the comments preceding 2.2.4 and by 33.45 of [17] we may assume 
that w is a homogeneous normal word, and by 2.2.3 we may assume the 
values of w in G^j^(a,c) are in . Since w has 
non-trivial values in G^j(a,c) we may also assume w is a word in 
r + 1 variables. Let us write w = b^ ^ ••• ''s where 
^i ' • Since the values of w in are in 
Y^(G^(a,c)) and since c _< 2r - 1 we have that fi^^Cx^) = 1 for at 
least three values of j, for each i € {l,...,s}. 
Let h = {x. : 6,(x.) = 1}. Choose x, ,x- € h such that = J X 3 K X, -
x. x. / x , and k < A. Define a homomorphism 0 : X -»• G^(o,c) K 3 2 * 
as follows : 
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X. 
1 1 < i < Jl 
i = £ 
i > 
Then b^ij) is a basis element in G^(a,c). For i 1, b^ 4> is 
trivial or is also a basis element in G^(a,c), but b^ ij) ji b^ for 
e, e 
i ^ 1. Thus v; = (b^ (|.) ... (bg<|>) ^  ji 1 since b^<i. ^ 1, which 
contradicts the assumption that w is a law in G^(a,c). 
2.4.8 Corollary : dCA^ Ap^ j^  A N^) < 
Proof : By 2.4.7 if r = 
+ 1. 
+ 1, 
var G^(a,c) = var G^^^Ca.c) = ... = var G^(a,c) = A^A^^ A N^. 
For p.= 2, a = 2 this is as far as we may go, and we have 
the following result. 
2.4.9 Lemma : A N^) = + 1. 
Proof : By 2.1J5 and 2.4.8 we have 
+ 1 < dCA^A^ A N^) < + 1. 
We now consider A A , A N for p ^ 2. By 2.1 .15 we know that 
^ -2p2-p generated by its free group of rank 3 and that 
^ p 1 generated by its free group of rank 2. In 
the next series of lemmas we show that ^ S2p2-p-i ^^ generated 
by its free group of rank 3, and then by an inductive proof we find 
d(A k 2 ^ N ) for c € l"^ . 
We assume that there is a word w that is a law in G-(2,2p2-p-l) 
but not in G^(2,2p^-p-l) where r ^  2p^ - p - 1, and we arrive at 
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a contradiction. As previously we assume that w is a homogeneous 
normal word that is linear in G^(2,2p2-p-i) and whose values in 
63.(2,2p2-p-l) lie in Y2p2.p.iCGj.(2,2p2-p-i)). Thus we may write 
e. 
w = bj^  •*• ^ s where b^ = [x^  and by 2.3.4 we may assume 
that = where = p - 1 + np, j = 2(p-l) - n 
(0<n<2(p-l)) and = for all i,k € {1,2,..., In 
the next two lemmas we consider the case n = 0. 
2.4.10 Lemma : Let c = 2p^ - p - 1 and let r s^  c. Let 
®1 ®s w = bj^  • • • ^ s t>e a homogeneous normal word that is linear and non-
trivial in G (2,c) and whose values in G (2,c) are in y^(G«(2,c)). 
Let b. = [x. ,«($. ,3,1)] where = p - 1, (l<i<s3 and 1 1 1 i 
j = 2(p-l). If w is a law in 0^(2,c), then for i,k € {l,...,s} 
such that \ {j^} = \ ^ e^ = \ mod p. 
Proof : For all i € {l,...,s}, write e^ = This 
will cause no confusion as b. is completely determined by and 
Let = ... ^ fixed i, and let 
Define a homomorphism e : X G-(2,2p^~p-l) by 
x.^6 = g3 
x^ e = gj, m = p - l,p,...,2p - 3. 
m 
V m
m 
Si 
82 
Igl 
if 1 € , m = l,2,...,p-2 
if 1 
if 1 € 
if 1 
m = 1,2,...,p-2 
X. e = X ,x.e = 1 otherwise. 
H ^ 
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Then 
b^e = 
[g3, Cp2-p)g2, (p2-p)g ] 
hy (P^-P)gi, (p-2)g2, (p2-p)g3] 
if 1 € 
if 1 Jf 
Note that is a non-trivial basis element in G3(2,2p2-p.i), and 
for j i, b^e will be trivial in G3(2,2p2-p-i) or will be a basis 
element. Also, b^e = b^e if, and only if = t^^^  for some 
m € {p-l,...,2p-3}, and \ {j^} = \ {j^}. Thus w9 = 1 implies 
+ I eCJu^V - ° P-
We now define another homomorphism e' : X G-(2,2p2-p-i) by 
g. e' = g 
g, if 1 € 
gl if 1 O i 
g.e' = g^e for j ^  . 
If \ {j^} = \ {jj^ } a similar consideration gives 
+ I = 0 mod p, 
Comparing this with the previous result we have immediately that 
= P proof is complete. 
39 
Note that i f ip £ { i , . . . , j | + j } such that = i n the 
nota t ion of 2 .4 .10, u € and lii \ {u} = \ {j^ }^ f o r some 
k € { ! , . . . , s } , then j , 1 ) ] = b^ f o r some i € { l , . . . , s } , 
f o r otherwise from the theorem we would conclude that e = 0 mod p. 
Ic 
2.4.11 Lemma : Let c = 2p2 - p - 1 and l e t r ^ c . Let 
®1 ®s 
w = b^ • • • '^ s ^^  ^ homogeneous normal word that i s l i n e a r and non-
t r i v i a l i n G^(2,c) such that w(G^(2,c)) < YcCGr(2>c)). I f 
^i where = p - 1, ^ i = l , . . . , s 
and j = 2 ( p - l ) , then w i s not a law i n G2(2,2p2-p- l) . 
Proof : We assume that w i s a law, and show that t h i s 
assumption impl ies that = 0 mod p, i = l , . . . , s . 
Let \ {j^} = ipj^  (l<i<s) and write e^ = We can 
do t h i s s ince 2.4.10 shows that tj). = il/. =» e. = e. = efil;.). For a 
1 J 1 J '• i^'' 
f i x e d i l e t { 1 , 2 , . . . , | | + j } \ = {t^, . . . , t2p .2>• For each 
n € { l , . . . , p - l } we def ine a homomorphism 6 : X ->• G,-(2,c) by 11 O 
J i n 
i f 1 k = 1 , . . . , p - l . 
.S2 i f 1 € 
i f 1 I'i k = p , . . . , p + n - l 
i f 1 € 
% k = p + n , . . . , 2 p - 2 
h i f 1 /J I'i 
•h i f 1 € 
1 k ^ 3p-2. 
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Then 
b.0 1 n 
[g3(p^-p)gl,(pn+p-2)g2,(p^-(h+l)p)g3] if 1 ^^ 
[g3,(p+p-2)g^,(p2-p)g2,(p2-(h+l)p)g3] if 1 € 
Note that n = l,...,p-l is non-trivial and is a basis element 
in G,(2,c). Also, for i i, b.6„ is trivial or is a basis J " 
element in G_(2,c) and b,8„ = b.e^ if, and only if ^ K n X n 
K - [x^  where x. € {x. ,x. ,...,x. }, and 
'' ^k ^ ^ ^k ^i V n ^2p-2 
c " • ^^^^ I'i'l P"2» there are p - n possible 
x^ . Thus we^ = 1 implies that 
(p-n) J e(i|;) = 0 mod p. 
But since p - n ^ 0 mod p, for n = l,...,p-l, we may vnrite 
.Omodp, 
and consider f^ o^ '^ l*'' •'^p+2-n^ ^^ ^  function of • • • 
We now form new "functions" as follows : for 0 < m < n, let 
Then obviously, f^ m^ '^ l''''' ' ° P• 
We now claim that summed over 
all in ^^^^ '^ I'-'-'^ m ^ ^^ 
by definition for m = 0. Assume the result for m' < m. Then we 
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have that in f^^^.^Ck^, • • there are 
p-2+n-(m-1) 
p-2-(m-l) terms and 
p-2+n-in 
p-2-m+l of these avoid ip where k^ € ij;. But this is precisely 
the number of terms in '''' Vl'^^m+l''''' V2+n5 
definition the ij/ involved here are only those where k^ ^  Thus 
all the (j; involved in ^^ ra^^l'''''^p-2+n^ contain k^^^, and by the 
induction hypothesis and the definition of f (k ,...,k , ), 
^ ^ also, giving the required result. 
We now consider f (k ,..,,k - ) for n = p - l,m = p - 2, Jl j lu X p •• ^ tTI 
and we have 
and kj^ ,.. 
= e(ij)) where ip = {kj^ ,... ,kp_2} 
= 0 mod p. 
By varying we can make quite arbitrary, and so 
we have we^ = 1, n = l,...,p-l =» w = 1. 
2.4.12 Lemma : Let c = 2p2 - p - i and let r > c. Let 
w = b^ ... bg be a homogeneous normal word that is linear and 
non-trivial in G^(2,c) such that w(G^(2,c)) _< 7^ (^ 3.(2,0)). If 
b. = [x. ,x.,6($.,j,l)], where = p - 1 + np for some 1 i 1 
n € {l,...,2(p-l)}, and j = 2(p-l) - n, then w is not a law in 
G3(2,C). 
Proof : We assume that w is a law in 63(2,0) and show 
that this assumption implies e^ = 0 mod p, i = l,...,s. 
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We cons ide r f i r s t the case 1 £ n < p - 1 . Fo r an a r b i t r a r y 
but f i x e d i € { l , . . . , s } l e t j } \ = 
where tj^ < t 2 < . . . < ^ 2 ( p - l ) - n ' Def ine a homomorphism 
6 : X -». 6 ^ ( 2 , c ) as f o l l o w s : 
= 
i f 1 
g, i f 1 ( 
k € \ { j . } 
§2 
i f 1 A ^^ 
i f 1 € 
1 
k = 1 , . . . , p - 2 
9 = g, 
Xj^ e = 1 
k = p - 1 , . . . , 2 ( p - l ) - n , 
k > ( 3 + n ) ( p - l ) . 
Then 
b,e = 
[ g j . ( p - 2 + n p ) g 2 , ( p 2 - n p ) g 3 3 
[ g j , ( P - 2 + n p ) g j , ( p 2 - 2 p ) g 2 , ( p ^ - n p ) g 3 ] 
i f 1 1 ? $ . 
i f 1 € 
Note t h a t b .0 i s a n o n - t r i v i a l b a s i s element i n G _ ( 2 , c ) . A l s o , f o r X o 
k i , bj^ e i s e i t h e r t r i v i a l , o r i s a b a s i s element i n 0 ^ ( 2 , c ) , and 
bj^ e = b^e i f , and o n l y i f bj^  = j , 1 ) ] where jj^ = t^ ^^  
f o r some m € { p - 1 , . . . , 2 ( p - l ) - n } and \ { j j^ } = \ { j ^ } . 
T h u s , w r i t i n g Cj^  = we = 1 i m p l i e s 
We d e f i n e another homomorphism 9 ' : X -> G2(2,c) by 
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X. 6' = H U 
gj if 1 ^ 
lg2 if 1 ^ 
X j e' = x^ 9 for j ^ j^. 
Then a similar consideration gives 
I V = ° 
Comparing these two results we have immediately that = 0 mod p 
and since i was arbitrary this completes the proof for n € {l,---,p-2} 
The case for n = p - 1 is quite simple. Here = p^ - 1, 
and we define a homomorphism 9 : X ^ G2(2,c) as follows : 
let i be arbitrary but fixed, then 
x.^9= g3 
Xj^ 9 = 
^^ ^ ^ ^i 
if 1 € 
gj if 1 ^ 
Lg2 if 1 ^  '^ i 
k € {j.} 
otherwise. 
Then 
b.9 
•[g3,(p^-P)gl>(P^-2)g23 if 
[g3,(p^-2)gi,(p2-p)g2] if 1 ^ 
Again b^9 is a non-trivial basis element in 0^(2,c), and for 
j ^ i, b.9 is either trivial or is a basis element. However, 
b.9 b.9 for any j i, so that w = 1 =» e. = 0 mod p, and 
j 1 ^ 
since i was arbitrary this completes the proof for n = p - 1. 
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The case for n € {p-1,...,2p-3} is similar to that for 
n € {l,...,p-2}. Here = p2 - i + mp where m € {1,2,...,p-2}, 
and j = p - 1 - m. For an arbitrary but fixed i let 
= ij < i2 < ... < ip2.2+mp-
e : X -> 62(2,0) as follows : 
X. 8 h 
h 
Lg2 
if 1 ^  
if 1 € 
X. e = 
t 
if 1 j? 
if 1 € 
t = 1. ,inp 
X. 6 = g3 t = mp + 1,...,p2-2+mp 
x^e t > \\ * 3. 
Then 
b^e = 
[g3»(p^-p-mp)gj,rapg2,(p2-2)g^] if 1 U 
if 1 € 1 
and b.e is a non-trivial basis element in G_(2,c). Also, for X ^ 
k ^ i, bj^ e is either trivial or is a basis element in Gj(2,c) and 
b,0 = b.e if, and only if b, = [x. ,x, ,6($, ,j,l)] where x. = x. K 1 K 1 K ^k H 
for some t € {mp+1,... ,p^-2+mp} and = Thus, writing 
®i ~ we = 1 implies 
p^-2+mp 
+ I e(i ,$.) = 0 mod p. 
^ ^ t=mp+l ^ ^ 
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We define another homomorphism 6' : X 6^(2,0) as follows 
X. e' = H 
Ji 
g2 if 1 /J 
gj if 1 e 
X^e' = X^e for j fi j.. 
A similar consideration then gives 
p^-2+nip 
I e(i ,$.) = 0 mod p. 
t=mp+l ^ ^ 
Comparing these stuns we have immediately that e^ = 0 mod p, and since 
i was arbitrary this completes the proof for n € {p~l,...,2p-3}. 
The only case we have not considered is when = - p - 1, 
but under these circumstances it can easily be shown that w is not a 
law in G2(2,c). 
We can now prove our main result here. 
2.4.13 Theorem : dCApA^z a N2p2.p.i) = 3. 
Proof : The previous lemmas show that dCApAp2 A y2p2-p-i^ 1 
for otherwise there would be a word w that is a law in 
but is not a law in G^(2,2p2-p-l) for r ^ 2p2 - p ~ 1. However, 
from the results of section 2.2 we may assume that w is a homogeneous 
normal word that is linear in G^(2,2p2-p-l) such that 
w(G^(2,2p2.p-l)) 1 Y2p2.p.i(6^.(2,2p2-p-l)). But by 2.4.11 and 
2.4.12 such a word w cannot be a law in G2(2,2p^-p-l) and the 
conclusion follows. By 2.1.15 we also have that 
dfA A o A N ^ ? •,)>3 and this completes the proof of the theorem. 
P~P =2p'-p-l — 
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With this theorem we can extend our results to include 
c > 2p2 - p - 1. 
2.4.14 T h e o ^ : For r > 2, dCA^^^^ A = r + 1. 
Proof : By 2.1.15 we have already that 
A Sr(p2-p)+p-i) ^ ^ only to show the reverse 
inequality. The proof is by induction on r. For r = 2 the result 
is just 2.4.13, so we assxame the result for r' < r. 
Let c = rCp^-p) + p - 1. If A N^ is not generated by 
its free group of rank r + 1 then there is a homogeneous normal word 
w that is linear and non-trivial in G^(2,c) and whose values in 
G^(2,c) are in Y^.fG^C2,c)) and is a law in Let 
w = b^ • • • \ • is equivalent to one of the following 
forms : 
1) b^ 5 1 < kj < ... < 
or 2) bj = [b{,x.,...,x ], l < i j < . . . < i 2 
1 p-'-p ^ ^ 
where in each case b| is the value of a comnutator in B(x;p2). 
We consider the first possibility. Suppose b,,...,b are such 
that b. = [b.',px, ,...,px, ], 1 < i < s, and that for i > s, b. 
1 1 k^ - - 3 
is not equivalent to a word of this form. Then 
s e. t e. 
w = n [b! ,px, ,... ,px ] X n b. 
i=l ^ h ^p-1 i=s+l ^ 
t e. 
= [w',px, ,...,px, ] X n b. ^ , 
p-1 i=s+l ^ 
®s ®s 
where w' 5 b^ •*• ^s induction hypothesis there is 
a homomorphism 6 : X G^(2,c) such that w'e 1. We define another 
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homomorphism 8' : X by 
= Sr+l i = l,...,p-l 1 
X.9' = X.0 for i 
t e. 
Then we' = x n (b e') \ and [we', (p2-p)g^^ J 1 
and can be written as a product of basis elements in each 
of which has g^^^ occurring with multiplicity p^ - p. Also, 
t e. 
n (b.9') can be written as a product of basis elements in 
i=s+l 
but in each of these basis elements occurs strictly 
t e. 
less than p^ - p times. Thus n (b.e') ^ f [w'0,(p2-p)g 
i=s+l ^ 
and so we conclude w8' 1 contradicting the assumption that w is 
a law in 
If the second possibility for bj^  occurs a similar argtment 
shows that there is a homomorphism 8 : X such that 
we 1. Thus 4p4p2 ^  ^ c generated by its free group of rank 
r + 1, or d(ApAp2 A < r + 1, and the proof of the 
theorem is complete. 
The following theorem could be deduced from the results of 
Brisley, [4] and [5], but for the sake of completeness we prove it 
here. The proof given is independent of Brisley's results. 
2.4.15 Theorem : ApA^jj+j A N^^j^ is generated by its free 
group of rank 2. 
Proof : We assume the theorem is false and arrive at a 
contradiction. If A^Ap^ a is not generated by its free group 
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of rank 2 there is a word w that is a law in G2(a,pj^ l) but not in 
The results of section 2.2 allow us to assume that w 
is a homogeneous normal word that is linear in Gp^j(a,p+1) and that 
the values of w in are in Yp+i(Gp^i(a,p+l)). Let w 
be written as a normal word, w = bj^  ... b^ . But if w is to be 
linear in Gp^j^(a,p+1) then by 2.3.3 b^ must be of the form 
For i = l,...,s define homomorphisms : X -»• G2(a,p+1) by 
= g2 
Xj9i = gj for j j. . 
e. 
Then we^ = [g2>Pgi] ^ contradicting the assumption that w is 
a law in G2(a,p+1). 
2.4.16 Siimmary : With the help of 2.1.4 the results of this 
chapter can be summarized as follows : 
"c-f 1) d(A A A N ) = + 1, except when c = r(p-l) + 1 and =p=p =0-' [p-l 
r i 1 mod p. In this case d(A A A N , = r. T -P=P =r(p-lj+l'^  
2) For a > 1, c _< p + 1, dCA^^^^ A y^) = 2. 
3) For c € {p+2,...,p2-l}, d(ApAp2 A N^) = 3. 
4) For c > p 2 , d(^p4p2 A y^) = "c+p^ -2p" 
p2-p 
5) For a > 2, c € {p+2,... .p""-p^'^+p-l}. 
+ 1 
3 1 DCAPAP^ A N^) < + 1. 
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6) For a > 2, c ^ - p^ ' + p. a-1 
- a-1 -
c^P -P -P 
P -P 
+ l < d ( A A „ A N ) < — '•sspsspa -c"' — + 1. 
2.5 Further Remarks 
I am confident that the upper bound for dCA^Ap^J A N^) can be 
reduced considerably, and in fact to the value of the lower bound and 
I express this conjecture formally as follows : 
2.5.1 Conjecture : Let a ^ 2, c p" - + p. Then 
d(A A „ A N ) = 
r o a-1 n 
c-^ p -P ± 
L P -P 
+ 1 
The conjecture is true for a = 2 as we have already shown. 
The upper bound for A N^) as stated in 2.4.16(6) was proved 
in 2.4.7 and 2.4.8. I am sure that 2.4.7 could be improved greatly 
without too much trouble, but to get the result stated in 2.5.1 might 
be more difficult. 
It would also seem that the laws introduced in section 2.1 are 
quite significant and may give some lead to an investigation of the 
nilpotent join-irreducible varieties in the lattice of subvarieties 
of ApAp2« Po^ instance, it can be shown that A N^ is not 
join irreducible, but is a join of var ^ =4^ ^^^^^ 
law w(l,2,l) = [x2,2XJ,X2][x2,x^,2x2][x3,2x^,X2][x3,XJ,2x2], and 
the variety in A N^ with the additional law 
[x2,x^,2x2}[x2,x^,2x2]. Both of these varieties are maximal in 
^2-4 =4' ^^^ ^2^=2=4 ^ =4^ irreducible. I am 
not sure to what extent these statements can be generalized, but it 
certainly seems that some generalization is likely. 
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CHAPTER 5 
A Non-Distributive Variety Lattice 
In this chapter we present an example to show that the lattice 
of subvarieties of A N^ is not distributive. This answers a 
question left open by Brooks ([6] and [7]). Brooks showed that 
lat (AjAg A Nj^ j^) is not distributive and conjectured that 
lat (Ap^p2 ^  Sp2) is not distributive for all primes p ^  3. For 
p = 2, however, his constructions failed so that the question of the 
distributivity of lat was left open. 
Here the method used is a generalization of that of Brooks, but 
instead of considering the verbal subgroup lattice of the free group of 
rank two, we use the free group of rank three. The example we provide 
occurs among the subgroups of the last term of the lower central series 
of F2(A2A^ A N^) and in section 3.1 we characterize the fully 
invariant subgroups of the last term of the lower central series of such 
a group. In section 3.2 we provide the example of non-distributivity. 
3.1 Some Fully Invariant Subgroups 
Throughout this chapter we use the notation lat V and lat G 
to denote respectively the lattice of subvarieties of a variety V ' 
and the lattice of verbal subgroups of a group G. 
The following theorem of Brooks [7] gives the relationship 
between non-distributivity in the lattice of verbal subgroups of a 
relatively free group G, and non-distributivity in lat (var G). 
We will not prove this theorem here. 
3.1.1 Theorem : Let G be a relatively free group. If 
lat G is not distributive, then neither is lat (var G). In fact. 
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if for some C,D^,D2 € lat G, 
c n D^D2 (cnDp(cnD2), 
then 
Y V (M^ A M2) (U V M^) A (U V M^) , 
where KK = var (G/D^), i = 1,2, and U is any variety for which 
y(G) - C. 
So to demonstrate non-distributivity in lat A N^) it is 
sufficient to find verbal subgroups of some free group of A N^ 
which satisfy the conditions of 3.1.1. Our first step towards 
this is a characterization of some verbal subgroups of relatively free 
groups. We begin with the following result, but first ;ve make a 
definition. 
3.1.2 Definition : Let G be a relatively free group with free 
generating set Then for k ^ {l,...,r}, the deletions 
Xj^  of G are defined by 
gj^Xj^^ =1, and g^ Xj^  = g^ for i k. 
3.1.3 Theorem : Let Gj^ Ca,c) = Fj^ CApA^ J^^  A N^) where 
ajCjkCl"^, a ^ l , k ^ 2 . Then the fully invariant subgroups 
of Gj^ (a,c) that are contained in are precisely those 
subgroups that are closed under the automorphisms and deletions of 
Gj^ (a,c). 
Proof : Let M = Ap(Gj^ (a,c)) and let n be any endomorphism 
of Gj^ (a,c). Denote by n/M the endomorphism of Gj^ (a,c)/M induced 
by n- We note that Gj^ (a,c)/M may be regarded as a k-dimensional 
vector space over GF(p), and that Aut (Gj^ (a,c)/M) •:SGL(k,p). Let 
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S b e a s u b g r o u p o f Y C C G J ^ C o i , c ) ) t h a t i s c l o s e d u n d e r t h e a u t o m o r p h i s m s 
a n d d e l e t i o n s o f G j ^ ( a , c ) . 
I f k e r n / M = { l } , t h e n n / M € A u t ( G j ^ ( a , c ) ) a n d n i s i n 
f a c t a n a u t o m o r p h i s m o f G j ^ ( a , c ) s i n c e M i s t h e F r a t t i n i s u b g r o u p 
o f H e n c e S a d m i t s n b y h y p o t h e s i s . 
I f k e r n / M = G j ^ ( a , c ) / M , t h e n G j ^ ( a , c ) n 1 M , a n d 
= s i n c e Y j , ( G j ^ ( a , c ) ) h a s e x p o n e n t p a n d 
= { 1 } , s o a g a i n S a d m i t s n . 
N o w c o n s i d e r t h e c a s e { 1 } < k e r n / M < G j ^ ( a , c ) / M . L e t 
b e a f r e e g e n e r a t i n g s e t f o r G j ^ ( a , c ) a n d l e t t h e d i m e n s i o n 
o f t h e s p a c e g e n e r a t e d b y { g ^ n M ; i = l , . . . , k } b e r , w h e r e 1 < r < k . 
T h e n r o f t h e g ^ n M a r e l i n e a r l y i n d e p e n d e n t , s a y g ^ n M , n M , 
w h e r e £ { l , . . . , k } . T h e n w e c a n w r i t e 
n . J, n . 
g j 1 = Sj^ ^ • • • gj^ ^ ^ m o d u l o M, 
w h e r e 0 < n ^ ^ < p , i € { l , . . . , r } , j € { l , . . . , k } . 
D e f i n e a n a u t o m o r p h i s m <t) o f G j , ( a , c ) a s f o l l o w s : 
g j ' t ' = 
. g j ( g j n ) 
f o r j € 
- 1 
o t h e r w i s e . 
T h e n 
gj<t>r) = 
g ^ n 
1 m o d M 
f o r j € 
o t h e r w i s e . 
D e f i n e a n o t h e r a u t o m o r p h i s m fi o f G j ^ ( a , c ) a s f o l l o w s : 
g j H 
gj<l>n 
f . 
J 
f o r j € { i j , . . . 
o t h e r w i s e 
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where the f^ are chosen in such a way that j = l,...,k} 
forms as basis for F/M. 
Now S admits n since it is an autciaorphism of Gj^(a,c). 
Since S admits the deletions of it is generated by-
homogeneous elements. If x ^ S is homogeneous then X<()TI = 1 , or 
x<^ r\ = xfi, and so S admits But <l> € Aut Gj^(a,c), so 
S(J) c S, and in fact S(j> = S. Thus we have shown that S £ S4)n = Sn, 
which is the required result. 
To make this theorem useful we now look for a small set, P, 
of automorphisms of Gj^(a,c) with the property that closure under 
P implies closure under the automorphism group of Gj^(a,c). To 
this end we define the automorphisms of Gj^(a,c), g, p^ ., 2 £ j £ k, 
and e(a), where a generates GF(p), as follows : 
giB = 
glg2 i = 1 
2 < i < k. 
and 
iiPj = 
g^ 
g.e(a) = -
a 
i = 1 
i = j 
i ^ 3, 2 < i < k 
1 £ i £ k - 1 
i = k. 
Let P = {3 ' f>y 2 < j £ k; eCa)}. 
We have noted that Aut (Gj^(a,c)/M) s GL(k,p). We make use 
of this to show that P is the required set, but first we introduce 
some elements of GL(k,p). 
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For any i j and any X € GF(p), we denote by B.^(X) the 
matrix obtained from the unit matrix by replacing the element 
a.. = 0 of the unit matrix by A. For any j € {2,...,k} we denote 
by P^ the matrix obtained from the unit matrix by replacing the 
elements a^^ = a^^ = o by 1 and by replacing the elements 
a^^ = a^j = 1 of the unit matrix by 0. Let DCu) be the diagonal 
matrix with diagonal entries {l,...,l,w}, where y € GF(p). 
We use the following theorem (4.1 of [ j]) without proof. 
3.1.4 Theorem : Every non-singular matrix A over GF(p) can 
be written in the form B.D(y), where B is a product of matrices 
B^jCX), and y € GF(p), y ji 0. 
Thus we have a generating set for GL(k,p), but it is not yet 
in the form we require. We use the following well known result to 
get 3.1.6. 
3.1.5 Lemma : The matrices B^^(X) are contained in the group 
generated by Pj> 2 £ j I k } . 
Proof : We first note that B^j(X) = (B^j(l)) , so it is 
sufficient to show that the matrices B. .(1) are in the group 
generated by ^ y 2 1 j 1 k}. 
An easy calculation gives the following results. 
for 3 < i £ k, 
for 3 £ i £ k, 
for 3 £ j £ k, 
2 £ i £ k, 3 £ j £ k. 
- '•i -i 
Bii(l) ' "2 Bi^CD '2 
Bij(l) - P. 
J 
B^l(l) P. 
3 
Bij(l) = ""i Bij(l) •"i for 
BjiCl) = "2 Bj^d) "2-
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3.1.6 Corollary : For p 2, GL(k,p) is generated by 
Pj» 2 £ j ^  k; D(a)} where a generates the multiplicative 
group of GF(p). GL(k,2) is generated by ^ P^, 2 < j < k}. 
We now have a generating set for GL(k,p), and we can show that 
P has the property mentioned earlier. First we prove a preliminary 
result. 
3.1.7 Lemma : Let n^^ and n2 be endomorphisms of Gj^ (a,c) 
such that n-i/M = n,/M. Then n, - T]^ 
Proof : The result follows because Y^ (GJ,(OI,C)) has exponent 
P and Yc+iCGj^(a»c)) = 1 . 
3.1.8 Theorem : Let S be a subgroup of that 
admits the members of P and deletions of Gj^ (a,c). Then S is 
fully invariant in Gj^ (a,c). 
Proof : It is sufficient to show that S admits the automo3T)hisms 
of Gj^ (a,c). 
Gj^(a,c)/M may be regarded as a k-dimensional vector space over 
GF(p). So with respect to a suitable basis of Gj^(a,c)/M, 8/M is 
the linear transformation whose matrix is linear 
transformation whose matrix is P^, where 2 _< j 5 k, and e(a) is 
the linear transformation whose matrix is D(a). From 3.1.6 then, 
P/M = {3/M; pj/M, 2 < j < k; e(a)/M} generates the automorphism group 
of Gj^Ca,c)/M. 
Let n be any automorphism of Gj^ (a,c). Then n/M is an 
automorphism of Gj^ (a,c) and we can write n/M as a word in the 
generators, say 
n/M = h(g/M, p-^ /M, e(a)/M). 
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Put V = h(B, p., e(a)). 
Then v/M = n/M> and since S admits v, it follows from 3.1.7 that 
S admits n. 
3.2 A Non-Distributive Lattice 
We now consider A2A^ A N^. Let {gj^,g2>g3} be a free 
generating set for G = F^CA^A^ A N^). is an elementary two-
group, since it is a subgroup of G'. A basis for Yg(G) is listed 
in table 1 of the appendix. The commutators listed are obviously in 
Y^(G). That they are a basis follows from 1.1.7 . 
From 3.1.8 to show that a subgroup of Yg(G) is fully invariant 
in G we have only to show that it is closed under the automorphisms 
6, P2 and p^, and the deletions of G. We now define certain 
subgroups of Y^CG) in terms of their generators. 
Let 
= ^19' = ^ 2 ^ 7 ' "ll = ^12^14^16' ^12 = ^24^25' 
''is = ^21^22' ^14 = ^19^20' ^IS = ^22^23' "l6 = ^18^19' 
Now put V = gp {Wj^,. 
= gP 
D2 = gP 
and C = gp {U^V^,U2V2,U3V3,V}. 
It can be shown using 3.1.8, that V is a fully invariant 
subgroup of G, and it follows from table 2 in the appendix that 
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Dj, D2 and C are fully invariant subgroups of G, if V is fully 
invariant. It can also be seen that CnDj^ = V, c n D 2 = V and 
C n DJ^ D2 = C, which with 3.1.1 gives the required result. 
We also give an example to show that closure of a subgroup S 
under the automorphisms is not sufficient to imply that S is fully 
invariant. 
Let S = gp ^^ ^ ^^ 
from table 3 in the appendix that S is closed under the automorphisms 
e, (>2 and p^, and it is therefore closed under the automorphism-
group of G. But S is not closed under the deletions and is therefore 
not fully invariant. 
The first example of non-distributivity I found in lat A N^) 
was in the verbal subgroup lattice of the free group of rank four, and 
I am indebted to Dr M.F. Newman for his help in finding this example 
of non-distributivity in the free group of rank three. This result, 
however, is not necessarily the best possible, for the question of the 
distributivity of the lattices of ^2^4 ^  ^2=4 ^  =5 
remains open. 
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CHAPTER 4 
A Basis Theorem 
Throughout this chapter we will be working in the variety A T where 
=p=p 
for p ^ 2, Tp = Bp A N^ and T^ = B^ a N2, and we let G(p) represents 
^co^Ip)- We have shown in chapter 1 that Tp(G(p)) is an elementary 
abelian p-group, and in this chapter we find an explicit basis for 
Tp(G(p)). 
In section 4.1 we introduce some further notation and give a 
formal statement of the main result. The proof of this result modulo 
three principal lemmas is given in 4.2, while the proofs of these 
lemmas occupy 4.3 and 4.4. 
Much of this chapter, and chapter 5 is closely modelled on the 
work of M.S. Brooks ([6] and [8]) on metabelian varieties. The details 
and the results obtained are quite different from his, but the underlying 
philosophy of chapters four and five is that of Brooks. 
4.1 Statement of the Main Theorem 
Before stating our main result for this chapter we introduce some 
more notation for the set of commutators of a group. 
4.1.1 Notation: Let H be any group and let c be an ordered 
subset of C(H). We define another ordered subset a(c) of C(H) by 
a(c) = {(Cj,C2) : C^,C2 ^ c, c^ > c^} 
where CCj,C2) < (d^.d^) if c^ < d^, or Cj = d^ and C2 < d2. 
At this stage it is necessary, for any group H, to extend our 
set of commutators to include expressions of the form c'^ , where 
c ^ C(H) and n ^ I^. These are to be unique as written and take 
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the obvious values in H, namely, [c^] = [c]". 
Then for c as above, and n e I^, we define (c)'^  by 
Cc)"" = {c" : c 6 c} 
where c^ < c^ if, and only if Cj^  < c^. 
With this notation we now define some subsets of C(G(p)). 
Let g(p) = • i ^  I^} be a free generating set for G(p) 
which is well-ordered by its indexing set. 
For Tp ^ 2, let Q(p) be defined by 
Q(P) = : a^ (B(g(p) ;p)\a(g(p))) U (g(p))P, 
Ci ^  |(g(p)),Cj < C2 < ... < Cj^ , 1 £ a^ < p - 1, k cl"^ }, 
and let Q(2) be defined by 
Q(2) = : a € (B(g(2) ;2)\a(g(2))), 
c^ € a(g(2)),Cj < ... < = 1, i = l,...,k}. 
For p jf 2, put M p ) = |(gCp)) and put M 2 ) = §(g(2)) U (g(2))^ 
where the order on b(2) is determined by the orders on |(g(2)) and 
(g(2))^ and the condition that if b^ ^  |(g(2)), b^ < b^ for all 
We now define the subsets R(p) of C(G(p)). For p 2, 
R(P) = (gCp))^ (aCgCp)))^ ^ CB(g(p);p)\a(g(p))) UB(Mp);p) UQ(p), 
and 
R(2) = (g(2))^ U (a(g(2)))2 U (B(g(2);2)\|(gC2))) UB(b(2);2) UQ(2). 
We state our main theorem as follows: 
4.1.2 Theorem: T^CGCp)) is a free abelian group of exponent 
p. The valuation mapping ()>(p) : R(p) G(p) is one-to-one, 
and R(p)<^(p) is a basis for Tp(G(p)). 
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4,2 Skeletal Proof of 4.1.2 
Most of the proof of 4.1.2 will be carried out in finitely-
generated subgroups of G(p). For any integer r > 1 let 
grCP) = {gpi"".gpr> 1 gCp), and let G^Cp) = gp(gj,(p)). Let 
br^P) = feCP) Q^(p) = Q(p) ncCG^(p)) and 
RpCP) = RCP) CCG^Cp)). 
In this section it is shown how 4.1.2 is deduced from the 
following three lemmas. The proof of these lemmas is postponed 
until sections 4.3 and 4.4. 
4.2.1 Lemma: For all r ^ 2, p an odd prime, Ip(G^(p)) is 
a free abelian group of exponent p and rank (r-l)p^^^^'^^^ + 1. 
22(0j.(2)) is free abelian of exponent 2 and rank + 1. 
4.2.2 Lemma: For all r 2, p an odd prime, 
IR^Cp)! = (r-l)p^^^^'^^ - 1. jR^(2)| = . 1. 
4.2.3 Lemma: For all r ^ 2, 
Tp(G^(p)) = gp{R^(p)^(p3}. 
Here, the rank of T^CG^Cp)) and the cardinality of Rj.(p) are 
not in5)ortant in themselves; only their equality is required, and 
this is used to prove the following result. 
4.2.4 Lemma: For any integer r ^^  2 the valuation mapping 
<I»(P) D r ^ ' R-r(P) is one-to-one, and R_(p)(J>(p) is a basis for 
•^ ptPJ r r r 
TpCG^CP)). 
Proof: From 4.2.2 |R^ (p)<j>(p) | < (r-l)?^^^^""^^ + 1 for p / 2, 
and |Rj,(2)(^(2)| < , and equality holds only if <|)Cp)|j^  
,CP) 
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is one-to-one. On the other hand, since from 4.2.3 R^ (p)(j)(p) is a 
generating set for T^CG^Cp)), it follows from 4.2.1 that 
I^CpD-Kp)! i (r-l)p^ ^^ -^^ ^^  V 1 for p ^ 2, and |R (2)<|>(2)| > 
^r(r+3) 
(r-l)2^ +1, and in all cases equality holds only if R (p)(j)(p) 
is a basis for Ip(G^(p)). 
Proof of 4.1.2: That Tp(GCp)) is free abelian of exponent p 
follows directly from 1.3.2. 
Tlie mapping (j>(p) : R(p) G(p) is one-to-one because any two 
distinct elements belonging to R(p) are also members of R^Cp) for 
sufficiently large r, and therefore have distinct values, since 
<l'(P)|j^  (p) one-to-one by 4.2.4. 
R(P)<I>(P) generates Tp(G(p)) because any element w in 
Ip(G(p)) is also a member of Tp(G^(p)) for large enough r, and 
by 4.2.3 Tp(G^(p)) = gp{R^ (p)<t.(p)} C gp{R(p).{,(p) }. 
To verify that R(p)<j>(p) is a basis for Ip(G(p)) it remains 
to show that no non-trivial relation exists between its members. But 
any non-trivial relation involving the members of R(p)(j)(p) would 
provide an exan^le of a non-trivial relation among the members of 
R3,(P)<(>(p)) and this would contradict 4,2.4. 
4.3 The Proofs of 4.2.1 and 4.2.2. 
We will need the following observation: 
r(r+l) 
4.3.1 Lemma: For any prime p 2, |F (I )| = p ^ 
Proof: is a free abelian group of exponent p and 
rank r. For p = 2, the exponent is 4. So for p 2, 
F (T ) 
F'(T ) = p ^ and |F^(I2)/F;CT2)| = = 
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i s also fre© abelian of exponent p and rank ^r<x-l>. 
So |F;(ip)| 
Therefore we have 
and 
F (T ) 
F^CIj) 
r p . p 
Fr(Tp)/F;(Tp)|.lF;(T) 
i r ( r - l ) for p 2 
Proof of 4.2.1; G (p) = F (A T ) i F /A T (F ) , 
where F^ i s absolutely free on r generators. Therefore 
Tp(G^(p)) = Tp(Fp/Ap(Tp(F^)), where Tp(F^) < F^ is free of rank 
(r-1)|Tp(F^)1+1 using Schreier's formula. It follows immediately from 
the expression above that Ip(Gj.(p)) is free abelian of exponent p, 
and rank for and rank for 
p = 2, using 4.3.1. 
Proof of 4 .2.2; We note that R^(p) is a disjoint union of i t s 
subsets, (a(g^(p)))P. B(g^(p);p)\a(g^(p)), B(b^(p);p) and 
(^(p) for p 2, and (a(|^(2))^ B(g^(2);2)\a(g^(2)), 
B(b^(2);2) and Q^(2) for p = 2, so that the cardinality of R^(p) 
i s just the sum of the cardinalities of these subsets, and these are 
determined as follows: 
= |Ci(gj.(p)))P| = i r ( r - l ) , lg^(p)| = r so that 
B(g^(p);p)| = ( r - l ) (p^ - l ) and |B(g^(p);p)\|(g^(p)) 1 = ( r - l ) (p^- l ) -
i r ( r - l ) . For p ^ 2 jb^Cp)! = jrCr-1) so that 
BCb^(p);p)| = - 1) , and 
Qy(p)l - ((r-DCp'^-l) - i r ( r - l ) + r) - 1). 
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Thus for p 2 we have 
iRr^ P^ l = ^  - ir(r-l) + ar(r-l) - - 1) 
+ ((r-l)(p'^-l) - ir(r-l) + r) - 1) 
= (r-l)p^ ^^ "^^ ) . 1. 
For p = 2 we have = r. | (a(g^(2)) | = ir(r-l), 
B(g^(2);2)| = (r-l)(2^-l) and hence 
B(g^(2);2)\a(g^(2))i = (r-1) (2 -^1) - ir(r-1) , ib (^2) | = ir(r+l) 
so that |B(b (^2);2l = GrCr+l) - 1) - 1), and 
|Qr(2)| = ((r-l)(2''-l) - - 1). 
Hence we have 
|R (^2)1 = r + ^r(r-l) + (r-l)(2'"-l) - ir(r-l) + UrCr+l) - 1) - 1) 
+ ((r-l)(2''-l) - - 1) 
= . 1. 
4.4 Proof of 4.2.5 
The proof of 4,2.3 requires a number of preliminary results. A 
generating set for M^ CG^ Cp)) is found and this is enlarged to make a 
generating set for T (G (p)). Our first step is to find a generating —p x* 
set for Ap(G (^p)), For simplicity of notation we let 2j.(P) = {g^  > • • • 
4.4.1 Lemma: Let u € A^ CG^ Cp)). Then u= (g^ ) ^...(gj) v^, 
where 0 _< a^  < p for ^ i 2, and 0 a^  <4 for p = 2, and 
V ^ g;(P). 
Proof: u = vP...vP for some i G^ (p) 
= (Vi...V3)P mod g;(p) 
= w^  mod G'(p) where w = y ...v^ . r^ I S 
S 
We can write w = gi^.-.g^^, where i^  and i^  € {l. . . . ,r}, 
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0 < S. < f o r TP ^ 2, 0 <S. < S f o r p = 2. Then 
1 ^t 
S 
= mod G^(p) 
a, a 
= Cgp . . . ( g P ) ^ mod G^(p) 
where 0 •< a^ < p f o r p 2 , and 0 < a^ < 4 f o r p = 2. 
In t h e nex t lemma we look at G^(p) modulo M^CG^Cp)). Here 
we r e l y on the r e s u l t o f Brooks s t a t e d i n 1 . 1 . 7 concerning a b a s i s f o r 
the d e r i v e d group o f 
e e 
4 . 4 . 2 Lemma: Let v ^G^Cp). Then v = where 
f o r i e { l , . . . , s } , b . g B(g^(p);p)(^(p) , and t ^ M^CG^Cp)). 
Proof : G^(p)/Mp(G^Cp)) i s a homomorphic image o f ) 
under the homomorphism 6 : F^CM^) G^(p) /Mp(G^(p)) g iven by 
= g jMp(^r^P)^ ' ^ = where = i s a f r e e 
g e n e r a t i n g s e t f o r F^CM^). 
So f o r any v ^ , t h e r e i s a u eF^CM^) 
such t h a t u i s a product o f d i s t i n c t e lements o f B(f (p ) ;p ) 
e , e 
e v a l u a t e d i n F^CM^), Then v = u0 = b^^. . .b^^ M^CG^Cp)) where 
b i ^ B(g^(p);p)(^(p) . 
We combine t h e s e l a s t two r e s u l t s t o get the f o l l o w i n g r e s u l t : 
4 . 4 . 3 Lemma: Let u ^ A (G ( p ) ) . Then 
a, a e , e 
u = ( g j ) . . . ( g j ) ^bj . . . b g ® t , where 0 _< a^ < p ( 0 _< a^ < 4 f o r p = 2 ) , 
2 
0 < e^ < p , b^ g B(g^(p);p)(^(p) , f o r i ^ { l , . . . , s } and t ^ M (G^(p)) 
4 . 4 . 4 C o r o l l a r y : Ap(G^(p)) i s generated by s (p)^(p) 
where s (p) =(gj.Cp))^ ^ B ( g ^ ( p ) ; p ) . 
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Proof: ApCG^Cp)) is a nilpotent group, and so M^CG^Cp)) is 
contained in the Frattini subgroup of Ap(G^(p)). Hence by 31.25 of [17], 
since A^CG^Cp)) is generated by S^Cp)(j)(p) modulo M^CG^Cp)), 
Ap(Gj,(p)) is generated by S^Cp)(j)(p). 
The following theorem appears as 5.4 of [16]. We state i t without 
proof. 
4.4.5 Theorem: Let the group H be generated by 
Then H /^H^^ j^  is abelian and is generated by cosets of the simple 
n-fold commutator-elements, [a , . . . , a ] , where c. ^ { l , 2 , . . . , r } . 
h n^ ^ 
In terms of the groups we have been using we have the following 
result. 
4.4.6 Lemma: is generated by the 
cosets of the commutator-elements [UiCj^^c^... ,c^] where u c S(p)(()(p) 
and c^ € b^CpHCp), i ^ { 1 , 2 , . . . , a } . 
Proof: It follows from 4.4.5 that N^Ap(G^(p))/N^^^Ap(G^(p)) 
is generated by the cosets of the commutator elements [s. , . . . , s . ] 
where s^ C SCp)(}>(p). However, only those of the form [u,Cj^,... ,c^] a 
and [Cj ,u ,C2, . . . , c^] , where u ^ S(p)(f)Cp) and c^ ^ € b^(p)<|)(p) are 
non-trivial. The result follows by noting that [c^^jUjC^... ,c^] = 
4.4.7 Corollary: N^A^CG^Cp)) is generated by the elements 
[u,c^ ] , where u €S(p)<|.(p), c^ ^ b^(p)<l'(p) for j € { l , . . . , s } 
I s 
and o £ s £ 0 for some e e l . 
Proof: Ap(G^(p)) is nilpotent of class 3 for some 3 € I^. 
Hence N.A (G (p)) = {1 } , and the result follows immediately from 4.4.6. =$-p r 
We use these results to find a generating set for M^CG^Cp)). 
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4 . 4 . 8 Theorem: AA (G (p)) i s venera ted by ssp r ' 
(B(b^(p);p) P j , (p))«(p) where (^(p) i s the v a l u a t i o n map 
P r o o f : We have shown t h a t M^CG^Cp)) i s generated by the s e t 
A(p)<i.(p) where A(p) = { ( u , c , , . . , c . ) ; 1 < s < 3, u e S ( p ) , 
1 V ~ 
^ i . ^ ^^^ ^fP) = (g r (P ) ) B (£^(p) ;p ) , and i t i s 
immediate t ha t A(p)(|)(p) D (B(b^(p);p) U P ^ ( p ) ) ( p ) . We w i l l show 
t h a t g i v en a ^ A such t h a t a li B(b^(p);p) U P^(p) then a i s 
t r i v i a l , o r t h e r e i s an a^ ^ B(b^(p);p) U P^(p) such t h a t [a] = [a^], 
o r [a] can be w r i t t e n as a p roduc t o£ elements i n 
(B(b^(p3;p) UP^(p))<|.(p). 
Le t a = ( u , c . , . . . , c . ) , where u ^ S (p ) \b (p) . By 
1 s 
we can w r i t e [a] = where k = b^(p) and 
a^ ^ 0. I f a^ ^ p f o r some i ^ { l , . . . , k } , then by 1 . 3 . 4 [a] = 1. 
Otherw ise [a] i s n o n t r i v i a l and [a] = [s-^] where 
a j = 0 _< a^ < p and a^ € P j . ( p ) . 
Now c on s i d e r the case a = (u , c . , . . . , c . ) where u ^b (p) . 
Then we can w r i t e 
[a] = [ [ c j , [ c . ^ ] [c . ] ] 
= where a^ ^ 0 by 1 . 2 . 3 
= ]><S] f o r some degree f u n c t i o n 6 on b^(p) . 
I f a^ ^ p f o r some i e { l , . . . , k } , then [a] = 1 by 1 .3 .5 , So we 
assume a^^^  < p f o r i e { l , . . . , k } . 
I f c^ i s no t min supp 6, then by 1 . 2 . 3 we can w r i t e 
[a] = [ [ c J , [ C g ] , 6 ] [ [ c ^ where c^ = min supp . ( I f 
c = c^, then [ [ c „ ] , [ c ^ ] , 6 ] = 1 . ) So we have now t ha t a s a s 
[a] = [ [ c ^ ] , [ C j ] , 6 ] where c^ = min supp 6, o r [a] can be w r i t t e n 
as a p roduc t o f such commutator e lements . So we now c on s i d e r 
[a] = [[Cj^] > [C j ] >"5] where c^ = min supp 6. I f ^ p f o r 
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i t j, then [aj = 1, and if > p or sCc^) > p or 
+ 6(c^) = 2p, then [aJ = 1 by 1.3.3(iii). 
So we assume that 6(c^) < p for i t ^ j, and •< p, 
6(c ) £ p and + 6(c ) < 2p. If 6(c.) < p, then 
J J 
[a] = [a^] where a^ = (c^,c^,6) € B(b^(p);p). If 6(c^) = p 
and c^ = max supp 6, then again [a] = [a^] where a^ ^ € B(b^(p);p). 
If 6(c.) = p and c = max supp 6 c., then by 1.3.3. (iv) J ^ 1 
[a] = [[c.],[c.],6] = [[cj,[c.],6] = la^] where a^ € B(b^(p);p). 
This completes the proof of the theorem. 
We now have a generating set for Mp(G^(p)) and we will enlarge 
it, first to find a generating set for (p)), and then finally 
o X 
to find a generating set for Tp(Gj.(p)). 
w = n t where 0 < a. . < p^. 
®1 ®s 
4.4.9 Lemma: Let w Y3(GJ.(p)). Then w = b^ .. .b^ t where 
t€Mp(G^(p)) and b. ^ {B(g^(p) ;p)\a(g^(p)) }(i>(p), i = l,...,s. 
®1 ®s 
Proof: By 4.4.2 w = b^ ^ ...b^ t where t € Mp(Gj.(p)) and 
e B(g^(p);p)4>(p). Suppose € a(g^(p))(})(p), 
^ = Then we can write 
a. ^  e [gi^g.; 
i>j 
But then wy3(G^(p)) = n [g.,g^] ^Y3(Gj.(p)) Y3(G^(P)) and 
w i Y3(GJ.(p)) contrary to assumption. 
4.4.10 Lemma: Let u € Tp(Gj.(p)) for p 2. Then 
r a. 
u = n (gP) n ([g.,g.]P)w where 0 £ a^ < p, 0 < p and 
i=l i>j ^ 
w e y,(G). 
ct 3 
If u^T_(G^(2)), then u = iF (g{)^ n ( [ g - ^ ^ w , 
^ i=l i>j ^ J 
where 0 < a^ < 2, 0 5 < 2, and w € Y3(GJ.(2)). 
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P r o o f : We c o n s i d e r f i r s t t h e c a s e p 2 . T h e n u c a n b e w r i t t e n 
u = u ^ v w h e r e u^ € B p ( G j , ( p ) ) a n d V ^ Y 3 ( G ^ ( P ) ) . NOW 
U j = w h e r e u ^ i ' g j ^ . - g / n [ g . , g ] ^ ^ x w h e r e x e Y , ( G ^ ( p ) ) , 
i > j 
2 ? 
® 1 P ® 1 Yj^j < P . 
n ^ Y- • 
T h e n u P . = { g j ^ ' . - . g / n [ g g ] 
i > j 
B B 
= n mod y ^ C G ) . 
6 S S k 
Now = ( g i ^ ) P . . . ( g / ) P ( [ g . , g . ] P ) mod y 3 ( G ) 
s i n c e G / y ^ C G ) i s r e g u l a r , a n d 
( n = n m o d Y , ( G ) . 
i > j i > j J 
T h u s u P . = ( g P ) \ . . ( g P ) n ^^ mod Y3CG) f o r 
i = 1 , . . . a n d 
= = n mod Y 3 C G ) , 
i > j J 
w h i c h g i v e s t h e r e q u i r e d r e s u l t f o r p 2 . 
I f u e X 2 ( G y ( 2 ) ) , u c a n b e w r i t t e n u = vw^^  w h e r e 
V e B ^ ( G j . ( 2 ) ) a n d w^ ^ Y 3 ( G J . ( 2 ) ) . Now v = " h e r e 
v ^ = g^ . . . g j . t a n d t 6 Y 2 C G ) , 0 < < 8 . T h e n 
V^ = (gj^ . . . g j . t ) 
h ^ r 4 4 
= ( g / . . . g / ) V mod Y 3 C G ^ ( 2 ) ) 
s s 
= niod Y 3 ( G ^ ( 2 ) ) s i n c e t"^ = 1 . 
h ^2 4 4 ^2 4 ^ ^ 1 ^ 2 
I f r = 2 we h a v e ( g f g2 ) = ( g i ) ( g 2 ) [ g 2 ' g i ] Y 3 ( G ^ ( 2 ) ) 
a n d f o r r > 2 a n i n d u c t i v e a r g u m e n t g i v e s t h e r e s u l t 
C g l ^ - . g ^ ' ' ) ^ = ( g ^ ^ ^ . - C g r ) ^ " " . n . mod Y 3 ( G ^ ( 2 ) ) . 
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4 4 4 " i 2 ^i i 
i> j 
i s the required r e s u l t . 
Hence v = v ^ . . . v = n (gj) n ([g. ^^ mod y,CG (2)) , which 
i=l i ^ ^ ^ 
The proof of 4 . 2 .3 now follows d i r ec t l y from 4 .4 .8 , 4 .4 .9 and 4.4.10. 
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Chapter 5 
The Subvarieties of A T A T A . 
=P=P =P=P 
In this chapter we turn our attention to the variety 
ApTp A Ip4p ^nd we find some information about the subvarieties of 
A A T The main results are stated in section 5.1. In section 
=P=P =P=P 
5.2 we determine the relationship between the free group of A^Tp A T^ A^  
and the free group of A^Tp and in 5.3 we give a proof of the results 
in 5.1 modulo several principal lemmas, which are proved in the 
remaining sections. 
5.1 Statement of the Main Results 
The main results are stated in the form of two theorems, one 
concerning the subvarieties of A^Tp A Ip^p where p is an odd prime, 
and the other concerning the subvarieties of A2T2 A T2A2. 
5.1.1 Theorem: Let p be any odd prime, and let V be a proper 
subvariety of ApTp A TpAp.. If Y 1 ApAp, then V < [ApAp,kE] 
for some k ^ I. Otherwise V is nilpotent. Further 
A T A T A / F [ A A ,kE] for any k € I. 
=P=P =P=P - -P=P = 
5.1.2 Theorem: Let y be a proper subvariety of A2T2 A T2A2. 
(i) If )[ = is nilpotent. 
(ii) If Y 1 A2A2 and V A2T2 A T2A2 A A2A, then 
Y 1 [A2A2,k|] for some k € I. 
(iii) If Y ^ A2T2 A I2A2 A A2A, then V < [A2A,hE] for some 
h € I. 
Also, A2I2 A T2A2 i [A2A,ki] for any k C I, and 
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5,2 Free Groups in AT A T A 
c = p = p = p = p 
To prove the results stated in section 5.1 we will be working in 
verbal subgroups of the free group of ApT^  a Ip^p. In this section 
we lock at the relationship between this free group and the free group 
of ApTp, and, using the basis theorem from Chapter 4, we determine 
a basis for T (F (A T a T A )•) 
Throughout this chapter v;e will use the following notation: 
Let HCp) = F^CAplp A TpAp) and l e t h ( p ) = {h^. : i € I^} be 
a free generating set for H(p) v;hich we assume is well-ordered by its 
indexing set. 
To prove the result stated in 5.1.2 we need to work in another 
free group, natnely, K = F^ CA^ T^  A T2A2 A A^A), where k = {k^ : i € l"^ } 
is a free generating set for K v/hich we again assume is well-ordered 
by its indexing set. 
For p 2 put bj^(p) = 1^(2 ) ) U (h(2))^, h^ = a(k) U (k)^ 
We assume that bjj(2) and bj, are ordered in a similar way to b(2) 
in section 4.1. 
Then we have the following results: 
5.2.1 Lemma: Let (|)(p) be the valuation mapping (J)(p) : RCp) -»• G(p) 
Then 
N2ApCG(p)) = gp({(u,c^,...,cj^) : u € B(g(p);p),c^ € b(p),k € l""} n R (p)) <}, (p). 
CO 
Proof: Noting that N.A (G(p)) = U N„A(G(p) ) , the proof 
follows directly from 4.4.7 and 4.4.8. 
5.2.2 Lemma: For p 2 let V(p) = gp(|(gCp))^(|.(p) .N2Ap(G(p)), 
and let V(2) = ^'2^2(6(2)). Then VCp) = TpAp(G(p)) and 
GCp}/V(p) = H(p). 
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P r o o f : We p r o v e t h e r e s u l t f i r s t f o r p 2. We no t e t h a t 
TpAp(G(p ) ) = BpAp (G ( p ) ) . N2Ap (G ( p ) ) , so t h a t V(p) < TpApCG(p)) . 
To p r o v e t h e r e v e r s e i n c l u s i o n , l e t u ^ T A ( G f p ) ) . Then 
=p=p 
u = w , where v € B^ApCGCp)) and w € N^A^CGCp)). S i n c e 
^ ^ v = v P . . . v P , where v . € A p ( G ( p ) ) , i M l , . . . , s } . 
T h e r e f o r e 
where b.^ ^ B (g (p ) ;p)(^(p), x € A A p ( G ( p ) ) , and r i s an i n t e g e r 
s u f f i c i e n t l y l a r g e so t h a t v^ ^ G^(p), f o r soiao i n t e g e r s , 
Then 
( V i ) P = ( ( g P ) " ^ . . . 
^ d . v e , , ^ e . 
= (g?) ^^  . . . C g ? ) ( b . f ) P . . . ( b . j ^ ) P t P modulo N^ApCGCp)). 
a . .p e. 
But (gP) ^^  = 1 , t P = 1, and ( b . j^ ) P = 1 u n l e s s b . . € (a(g(p)))(^ (p ) . 
So v ? € gp{ ( | (g (p) )P<! ) (p)} .N2Ap(G(p) ) , f o r i = l , . . . , s and hence v e V(p) 
F o r p = 2 , T2A^(G(2)) - N2A2 (G (2 ) ) . B^A2 (G (2 ) ) . Thus 
V (2 ) ^ T 2 A 2 ( G ( 2 ) ) , and t o p r o v e t he r e v e r s e i n c l u s i o n we have o n l y t o show 
t h a t B4A2(G(2)) < Le t v e |^A2 (G (2 ) ) . Then 
Then v = v^.-.v"^ v^here v . C A „ ( G ( 2 ) ) = B^(G(2 ) ) , i = l , . . . , s . i s 1 = z - •  z 
2 2 
But v^ = f o r some v^^ e G ( 2 ) , j = 1 , . . . , t , so t h a t 
v j = C v ^ r - ' V - t : ) ^ = rood N2A2CG(2)) = 1 mod N2A2 (G (2 ) ) . 
Hence v f € and v € V ( 2 ) . 
I n t h e n e x t theo rem v/e w i l l use t h e f o l l o w i n g n o t a t i o n : F o r 'p f- 2 
l e t Q^(p) = { ( b , c ) : b € (B (h(p) ; p ) \ a ( h ( p ) ) ) P , c € a ( h ( p ) ) } , 
and R^(p) = ( h ( p ) ) P U (B (h (p ) ) ; p ) \ | C D ( p ) ) ) ^ a(b^j(p)) U Q ^ ( p ) , 
and l e t Q^(2) = { ( b , c ) : b ^ B(h (2) ; 2 ) \ a ( h ( 2 ) ) , c ^ a ( b ( 2 ) ) } , and 
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Rh(2) = U Ca(h(2)))2 ^ (B(h(2);2)\a(h(2)) U a(bj^(2)) UQ^(2). 
Then we have the following result: 
5.2.3 Theorem: The valuation mapping i^ p^ (p) : Rj^(p) H(p) 
is one-to-one and Rj^ (p)cfj^ (^p) is a basis for Ip(H(p)). 
Proof: The proof follows inmediately by noting that any 
contradiction to 5.2.3 would provide a contradiction to 4.1.2 since 
H(p) - G(p)/V(p). 
As we noted above, for the case p = 2 we need to work in the 
free group of A^J^ a I2A2 A A^A and in the following lemma we look at 
this as a quotient group of H(2). 
5.2.4 Lemma: In CCH(2)) let 
w = (a(h(2)))^ U {(b,c);b € B(b(2);2),c € |Ch(2))}, and let 
W = gp v7<(>J^ (2). Then W = A2ACHC2)) and H(2)/W = K. 
Proof: A2A(H(2)) = MCH(23).B2A(H(2)), so that A2A(HC2)) > W. 
To prove the reverse inclusion we show that W ^ M ( H ( 2 ) ) and 
e e 
W ^ B 2 A ( H ( 2 ) ) . If v € A(HC2)), v ^ t, where 
b^ € B(hC2);2), t € M2(HC2)) and e^ € {1,2,3}, i = l,...,s, so that 
M ( H ( 2 ) ) is generated by elerents [v,u] where v,u € 4(H(2)). Let 
c c , 
u = d j \ . . d g , r where d^ € B(h(2) ;2), r €M2(H(2)), c^ € {1,2,3}, 
© c c c 
Then [v,u] = [b^^ . , .d^f r] 
e.c. 
= n [b.,d ] ^ ^ 
l<^i<s 
l<j<s' 
But if both € N2(H(2)), = 1, so th-t the only non-trivial 
terms in this product are those for which at least one of b^ and d^ 
are in (a(h(2)))<fi^(2) and in this case € W and hence 
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[v,u] ^  W and M(H(2)) < W. 
We now show that B2A(H(2)) < W. B2A(H(2)) 
2 elements v , where v € A(H(2)) Then 
2 ®s 2 modulo M(H(2)) 
modulo M(H(2)) 
2 But only these b. are non-trivial for which b. € fa(h(2)))(j)„(2). 1 1 = = n 
Thus, since M(H(2)) ^ W, v^ € W and B2^CH(2)) £ W. 
5.2.6 Lemma: In C(K) let 
h = (B(k;2)\a(k)) U a((k)^) U{(b,c) : b € B(k;2),c € (k)^}. 
Then the valuation mapping (jjj^  : R^ ^ ^  K is one-to-one and 
is a basis for T (K). =P 
Proof: Since K = H(2)/W any contradiction to this result would 
also provide a contradiction to 5.2.3. 
It will be necessary to know what the ^p^p subgroup of these 
groups consists of. 
5.2.7 Lemma: For p 2, let u(p) = Q^(p) ^  |(bjj(p)) and 
let U(p) = gp u(p)<}>jjCp). Then U(p) = ApAp(H(p)). 
Proof: 4pAp(H(p)) = Mpt^CP^^-ip^p^^^P^ ^  ^^^^ 
A A (H(p)) > U(p). Recalling that H(p) = G(p)/V(p) we have 
immediately that BpAp(H(p)) = {l}. However, using the relationship 
between H(p) and GCp) again, and using 4.4.8, we have that 
U(p) = Mp(H(p)), giving the required result. 
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5 . 2 . 8 Lemma: I n CCK), l e t 
u ( 2 ) = (k)"^ U a ( C k ) ^ ) U { ( b , c ) : b 6 B ( k ; 2 ) , c € ( k ) ^ } , and l e t 
U(2) = gp u(2)<j)j^. Then U(2) = A2A2(K). 
P r o o f : A 2 A 2 ( K ) = M 2 ( K ) . B 2 A 2 ( K ) , s o t h a t 
To prove the r e v e r s e i n c l u s i o n we have o n l y to shovj t h a t U(2) ^ M 2 ( K ) 
and U(2) _> B2A2(K). By c o n s i d e r i n g the r e l a t i o n s h i p between 
G(2) and K, and u s i n g 4 . 4 . 8 , we have t h a t M 2 ( K ) i s generated by 
U { ( b , c ) : b ^ B ( k ; 2 ) , c € so t h a t 
U ( 2 ) i M 2 ( K ) . 
To show t h a t U(2) B2A2(K) we note that ^^ generated 
2 
by elements u where u € A2(K). We can w r i t e 
u = t where b^ € B(k;2)<|>j^, t € , 
0 < a . < 3 , 1 < e. < 3. Then 
- 1 - ' - J -
u = ( ( k ^ ) . . . ( k p b^ . . . b ^ t ) 
4 a , 4 " r 2 ®1 2 ®s 2 
= ( k p . . . ( k p ( b p . . . ( b g ) t^ modulo M 2 ( K ) . 
But b? = 1 , i ^ { l , . . . , s } , and t^ = 1 so t h a t 
u^ = modulo M 2 ( K ) . Therefore u^ € U(2) and 
§ 2 - 2 — ^^^^ which g i v e s the r e q u i r e d r e s u l t . 
The f o l l o w i n g r e l a t i o n s h i p s between some of the v e r b a l subgroups 
w i l l prove u s e f u l . 
5 . 2 . 9 Lemma: For p 2 , [ M ( H ( p ) ) ,kH(p) ] > [ApAp(H(p)) , (k+i^Hfp) j 
P r o o f : The p r o o f i s by i n d u c t i o n on k . I n the f i r s t step we 
prove the r e s u l t f o r k = 0 . Thus we have to show t h a t 
[A A ( H ( p ) ) , H ( p ) ] <, A A ( H ( p ) ) . By 5 . 2 . 6 [ApAp(H(p)) , H ( p ) ] i s 
generated by elements [ [ b , c ] , h ] where b € A ( H ( p ) ) , o r b = f o r some 
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i € I, c E A(H(P)) and h ^ H(p). If b ^ A(H(p)), then 
[[b,c],h] c M(H(p)). Otherwise we have [[b,c] ,h] = [[h?. ,c],h] = 
by i.2.3(ii) so that [[b,c],h] € M(H(p)). The rest of 
the induction follows immediately. 
5.2.10 Lemma: Let k € I, then 
[M(H(2)),kH(2)] > [A2A(H(2)), (k+l)H(2)]. 
Proof: Let k = 0. Tiien by 5.2.4 [A2A(H(2)) ,H(2)] is generated 
by elements [[b,c],h] or [b^.h] where b,c € A(H(2)) and h€H(2). 
But [b,c,h] e M(H(2)), and [b^h] = [ [b,h] ^ b] € M(H(2)), so that 
M(H(2))> [A2ACH(2)),H(2)]. An easy induction completes the proof. 
5.2.11 Lemma; Let r € I. Then 
[A(K),A2(K),rK] > (K),(r+l)K]. 
Proof: Let r = 0. By 5.2.8 [A2A2(K),K] is generated by 
elements of the form [ k j , k ] , [ , k ] or [[b,k2],k] where 
b € A(K),k 6 K and k.,k^ ^ k. But [kf,k] = [[k^,k] ,k?] which is in 
[ACK).42(K)], [[kj,k2],k] = [[k2,k],k2][[k2 kjk^] € [ACK),42(K)]. and 
[[b,k^],k] € [4(K),A2(K)]. Thus [A(K) ,A2(K)] > ,K] 
and the result for r ^  1 follows by induction. 
5.3 Skeletal Proofs of 5.1.1 and 5.1.2 
This section comprises a series of lemmas which 
culminate in the proofs of 5.1.1 and 5.1.2. For the sake of 
simplicity, presentation of the proofs of four of the lemmas is 
postponed until later sections, but apart from these the argument is 
complete. 
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We will be working in the T^ subgroups of H(p) for all primes 
p, and K. For convenience of notation we will let G represent H(p) 
or K in the following definitions. Theorem 4.1.2 and the results 
of 5.2 tell us that T^CG) is free abelian of exponent p, and the 
basis that has been exhibited for X^CG) enables us to express 
elements of Tp(G) in canonic form. We have already given a definition 
of "normal" form for elements of a free abelian subgroup, but for the 
sake of clarity we give the definition for the specific cases we are 
working with. 
5.3.1 Definition: Let w € T (G). Tlien w is expressed in 
normal form when written w = b^ ...b^ where are distinct 
members of the basis for Tp(G) and are integers satisfying 
e^ 4 0 mod p for each j € {l,...,s}. 
It is obvious that an expression of an element of Ip(G) in 
normal form is unique up to the arrangement of the product and congruence 
modulo p of the integers. 
We want to distinguish some elements of Tp(G) as "special" and 
we do this in the following definition. The terminology is that of 
Brooks [8] and "special" elements here serve a similar purpose to his 
"special" elements, but the definition here is different because of the 
more complex situation. In the following definitions we let 
S = tgj^  • i ^ I^} represent the free generating set for H(p) or K. 
5.3.2 Definition: Let t = (b,c) be a commutator in C(G) 
2 
where b = (u,v,6) € B(g;p) and either c € §(g), or c € (g) . 
Then t is called special if, and only if 
1) supp S C g 
2) (u,v,6) = (g2»gi>g3>--•) 
3) «S(gp = 6(g2) = 5(g3) = 1 
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4) (i) if c ^ |(g), c = then i,j > 3, 
(ii) if c € (g)^, c = (g, then k > 3. 
A commutator-element x e G is called special if x = [t] for a 
special commutator t. If w € Ip(G) is expressed in normal form by 
e. e 
b- .. .b ® then w is special if b. is special, for i € {l,...,s}. 
Jl S X 
Since for certain considerations special elements are particularly-
convenient, it is useful to have a method of obtaining special 
elements from arbitrary ones. 
5.3.3 Definition: Let t : G -»- G and k^ : G G for i € l"^ , 
be the endomorphisms of G induced respectively by the maps 
T : g -»• g; g T = for all j ^ 
K. : g ^ G; g.K. = if j = i 
gj otherwise. 
Then for w € lp(G), and all i € l"^ , define w^^^ by 
We now give the statement of one of the principal lemmas of this 
section. The proof is postponed until 5.4. 
5.3.4 Lemma: (i) For p 2, all « ^ ApAp(H(p)), 
and all i € l"^ , w^^^ is special, and if w is non-trivial 
so is w^^^ for at least one value of i. 
(ii) For all w € A2A(H(2)), and all i € l"", w^^^ is 
special, and if w is non trivial so is w^^^ for at least one value 
of i. 
(iii) For all w € A2A2(K), and all i € l"^ , w^^^ is 
special, and if w is non-trivial so is w^^^ for at least one value 
of i. 
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This completes the preparatory remarks about elements of G, 
where as before G denotes H(p) or K. Tlie information 
about G required to prove the results in 5.1 concerns the verbal 
subgroups of G, and in this connection the following notation will 
be used: the lattice of fully invariant subgroups of G will be 
denoted by lat(G), and if U € lat(G) then id(U) denotes the ideal 
in lat(G) generated by U; i.e. id U = {V e lat(G)|V£U}. Also, 
jf 
for convenience in writing we put id (U) = id(U)\{{l}}. 
The lattice dual-isomorphism u- : lat(varG) lat(G) defined 
b 
^y Yuq = Y(G) for all V £ lat(varG), or more particularly, its 
inverse, will be employed to interpret statements about lat(G) as 
statements about lat(varG), and those properties of y^ which are 
described in, or follow immediately from, sections 3 and 4 of Chapter 1 
of [17] will often be used without explicit mention. 
A major step in the proof of 5.1.1 is the following result. 
The proof is postponed until section 5.5. 
5.3.5 Lemma; Let w be a non-trivial special element of 
ApAp(H(p)) for -p f- 2. Then there exists an integer e ^ I such 
that 
<w> > [ApAp(H(p)),e H(p)]. 
The above lemma easily generalises to give the following: 
5.3.6 Lemma: Let W ^ Id^(A^ApCHCp))). Then there exists an 
integer k € l such that W > [ApAp(H(p)), kH(p)]. 
Proof: Choose w € W such that w 1. By 5.3.4(i) w^^^ 
is special and non-trivial for some i € I^, and therefore by 
5.3.5 we have that 
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> [ApAp(H(p)),k H(p)] 
for some k c I. 
With these results we can now give a proof of 5.1.1. We note 
that the part of this theorem that considers a variety V < A T A T A 
^ = - = P = P = P = P 
such that V ^ A^A^ could be proved by using the result of KovScs and 
Newman [14] that the only nilpotent-by-abelian just-non-Cross varieties 
are A and prefer not to use this quite strong result, 
but to use more elementary methods. We do, however, use the result 
that every proper subvariety of A^A^ is nilpotent which is easily 
seen from the description of the subvarieties of A^A^ given in 
section 2.4. 
Proof of 5.1.1: Let V be a proper subvariety of 
A T A T A . If V > A A , then by 5.3.6 there is an integer k € I =p=p =p=p = - =p=p 
such that YPJI^P) i [ApAp(H(p)) ,k H(p)] and this gives the required 
result. 
Now consider the case V £ A p A p . If V < ApAp we have 
immediately that V is nilpotent. So we assume that V £ 
Then V A ApAp is a proper subvariety of ApAp and, putting 
V = Vy„, we can write 
= H(.pj 
5.3.7 V.ApAp(H(p)) > y^CHCP)) 
for some r € I^. Also 
[V.ApAp(H(p)),A(H(p))] = [V,A(H(p))][ApAp(H(p)),A(H(p))] 
and since [ApAp(H(p)),A(H(p))] = 1 , we have 
V > [V.ApAp(H(p)),A(H(p))] > [Y^(H(P)),A(H(P))]. 
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But 
[Yr(H(P)).A(H(p))] > [A(H(p)),A(H(p)),(r-2)H(p)] 
using several applications of 1.2.2(iii). Thus 
V > [M(H(p)),(r-2)H(p)] 
> [ApAp(H(p)),(r-l)H(p)] by 5.2.9 
Using 5.3.7 again we have 
[YrC»Cp)),Cr-l)H(p)] < [V.ApAp(H(p)) , (r-l)H(p) ] 
= [V, (r-l)H(p)] [ApAp(H(p)), (r-l)H(p)] 
< V 
and hence V y^^ or V is nilpotent as claimed. 
It only remains to show that k^T^ A T^^^ ^  f^ p^ p''^  
k € I. But if it were then [ [x,y,z], [u,v] ... would be a law 
in H(p), and this would imply that the commutator-eleaent 
is trivial in H(p) contradicting 5.2.3. 
We now consider the subvarieties of A^T^ A 12^2- The 
results are similar to those for A^T^ A T^A^ for p 2, as would be 
expected, but they are more complicated, due largely to the fact that 
^ ^2=2 ^^^ exponent 8, in contrast to A^T^ A T^^^ 
2 which has exponent p . 
The following two lemmas give the major steps towards the proof of 
5.1.2. The proofs of these lemmas are postponed to section 5.5. 
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5 . 3 . 8 Lenuna: L e t w be a n o n - t r i v i a l s p e c i a l e l e m e n t o f 
=2=2 t h e r e e x i s t s e ^ I s u c h t h a t 
> [ A 2 A 2 ( K ) , e K ] . 
5 . 3 . 9 Lemma: L e t w b e a n o n - t r i v i a l s p e c i a l e l e m e n t o f 
A 2 A ( H ( 2 ) ) . Then t h e r e e x i s t s k € I s u c h t h a t 
<w> > [ A 2 A ( H ( 2 ) ) , k H ( 2 ) ] . 
T h e s e two lemmas a r e e a s i l y g e n e r a l i s e d i n t h e f o l l o w i n g way . 
5 . 3 . 1 0 Lemma: L e t W € I d (A^A^CK)) . Then t h e r e e x i s t s an 
i n t e g e r r € I s u c h t h a t W > [ A 2 A 2 ( K ) , r K ] . 
5 . 3 . 1 1 Lemma: L e t W € I d ( A 2 A ( H ( 2 ) ) ) . Then t h e r e e x i s t s 
a n i n t e g e r s € I s u c h t h a t W > [ A 2 A ( H ( 2 ) ) , s H ( 2 ) ] . 
The p r o o f s o f 5 . 3 . 1 0 a n d 5 . 3 . 1 1 depend on 5 . 3 . 5 ( i i ) and ( i i i ) , 
a nd a r e s i m i l a r t o t h e p r o o f o f 5 . 3 . 7 , so t h e y a r e n o t g i v e n h e r e . 
B e f o r e p r o v i n g 5 . 1 . 2 i n i t s e n t i r e t y we p r o v e t h e f o l l o w i n g 
r e s u l t c o n c e r n i n g t h e s u b v a r i e t i e s o f A2T2 a T2A2 A 
5 . 3 . 1 2 Theo rem: L e t V be a p r o p e r s u b v a r i e t y o f A2T2 A T2A2 A 
A 2 A . I f V > ^ 2 - 2 ' t h e r e e x i s t s k € I s u c h t h a t y < [A2A2 , k E ] . 
O t h e r w i s e V i s n i l p o t e n t . F u r t h e r A 2 I 2 A T2A2 A A2A ^ [^2^2,5 E ] 
f o r any s € I . 
P r o o f : L e t V = I f V 1 ,^2=2 ' V € i d ( ^ 2 ^ 2 ^ ) 
and b y 5 . 3 . 1 0 t h e r e e x i s t s k ^ I s u c h t h a t V > [ A 2 A 2 ( K ) , k K ] , 
o r i n o t h e r w o r d s , V < [ ^ 2 = 2 c l a i m e d . 
Now c o n s i d e r t h e c a s e Y ± ^ 2 = 2 ' ^^ 1 ^ ^ 2 = 2 ' = 
n i l p o t e n t . So assume t ^ ^2=2 " a p r o p e r s u b v a r i e t y 
o f A2A2 a n d i s n i l p o t e n t . Thus we c a n w r i t e 
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5.3.13 ... V.A2A2(K) > y ^ W for some r e I. 
Therefore, 
[V.A2A2(K),A2(K)] > [y^W.A^CK)]. 
But 
[V.A2A2(K),A2(K)] = [V,A2(K)][A2A2(K),A2(K)] 
= [V,A2(K)] < V, 
and so we have 
V > ^ [A(K),A2(K),(r-2)K], 
by repeated applications of 1.2.2(iii). But from 5.2.9 this is enough 
to show that V ^ [A A (K),(r-l)K]. 
~ ^ "" ^ 
Using 5.3.13 again we have 
[YrCK),(r-l)K] < [V.A2A2(K),(r-l)K] 
= [V,(r-l)K][A2A2(K),(r-l)K] < V, 
and hence V ^ ^ ^^ nilpotent as claimed. 
To prove the last part of the theorem, suppose that 
A2I2 A 12^2 ^ =2= - ^ ^ 
,...,y ] would be a law in K which would imply that 
X S 
the commutator-element [k^,k2,....k^^^] is trivial. 
But 
2 
which is a basis element in T2(K) by 5.2.6 and so cannot be trivial. 
Before proving 5.1.2 there is one final result we need. 
5.3.14 Lemma: Let V be a fully invariant subgroup of H(2) 
such that V < A2A2(H(2)). Then V a A2A(H(2)) f {1}. 
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Proof: If V ^A^ACHCZ)) the result is trivial, so assume that 
V A2A(H(2)). Put V = t ^ ^2= ^ proper 
subvariety of A2T2 A I2A2 A ^2^ and so by 5.3.12 V A A2A < [A2A2,k E] 
for some k € I, and we can write 
V.A2A(H(2)) > [A2A2(H(2)),kH(2)]. 
Then there exists v g V, w € A2A(H(2)) such that 
vw = s > k + 3, 
and hj^,... € h(2). 
Then v = [[h2,h^,h2,...,hg] 
where w = w(hj^,... .h^^^) can be written as a product of basis elements 
in A2A(H(2)), and v = v ( h ^ , . . . . Replace h^^^ by 
in this product and expand, so that 
w(h^,.., > ^ + 1 ^ + 2 ^ = w(h^,... w (hj hg • Ch^,.., > 
and 
and this implies that 
Therefore V (h^,... ^ ^ A2A(H(2)), and the proof is 
complete if we can show that v* (h^,... ^ 1. But this is the 
case as long as w'(h^,... ^ t " " ^ s ^ ' ^ " 
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A n d t h i s d o e s n o t h a p p e n s i n c e w i s a p r o d u c t o f e l e m e n t s o f t h e f o r m 
2 
a n d [ b , c ] w h e r e b = [ h ^ , h ^ , 6 ] a n d c = [ h j ^ , h ] , a n d u n d e r 
t h e s e c i r c u m s t a n c e s 
Now w e c a n f i n a l l y g i v e a p r o o f o f 5 . 1 . 2 . 
P r o o f o f 5 . 1 . 2 : L e t V b e a p r o p e r s u b v a r i e t y o f A 2 X 2 A 1 2 ^ 2 ' 
^ ^ y - = 2 ^ 2 ^ ^ 2 = 2 ^ = 2 = ' ^ ^ 5 . 3 . 1 1 Y < [ A 2 A , k E ] f o r s o m e k ( I . 
A s s u m e V a a A . A . I f V < A . T ^ A T - A - A A _ A , 
- — - l - l - l - l =1- = — - 1 = 1 =z= 
t h e n V s a t i s f i e s 5 . 1 . 2 b y 5 . 3 . 1 2 . S o a s s u m e Y ^ A ^ T ^ A ' i ^ A ^ A A ^ A . 
We c o n s i d e r f i r s t t h e c a s e V ^ A ^ A ^ , T h e n 
V A A ^ T ^ A I 2 A 2 A A 2 A ^ A 2 A 2 , 
a n d s o V a A 2 T 2 a T 2 A 2 a A 2 A i s n i l p o t e n t b y 5 . 3 . 1 2 . T h u s w e c a n w r i t e 
5 . 3 . 1 5 V . A 2 A ( H C 2 ) ) > y ^ ( H ( 2 ) ) 
for some r € I, where V = therefore 
V > [ V . A 2 A ( H ( 2 ) ) , A ( H ( 2 ) ) ] = [ V , A ( H ( 2 ) ) ] 
> [ Y ^ ( H C 2 ) ) , A ( H ( 2 ) ) ] > [ M ( H C 2 ) ) , ( r - 2 ) H ( 2 ) ] 
u s i n g s e v e r a l a p p l i c a t i o n s o f 1 . 2 . 2 ( i i i ) . 
T h u s b y 5 . 2 . 1 0 V > [ A 2 A ( H ( 2 ) ) , ( r - l ) H ( 2 ) ] , a n d u s i n g 5 . 3 . 1 5 a g a i n 
w e h a v e 
V > [ V . A 2 A ( H ( 2 ) ) , ( r - l ) H ( 2 ) ] = [ V , ( r - l ) H C 2 ) U A 2 A ( H ( 2 ) ) , ( r - l ) H ( 2 ) ] 
1 [Yr(HC2)),Cr-l)H(2)] = Y2r_iCH(2)), 
a n d Y i s n i l p o t e n t a s c l a i m e d . 
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We now consider the case V ^ A^T^ A T2A2 A A2A and V > A^A^. 
By 5.3.14 V H a^ACHCZ)) {1}, and also V D A2A(H(2)) € Id%A2A(H(2)). 
Tlierefore, by 5.3.11 V O A2A(H(2)) > [A2A(H(2)) ,sH(2)] for some s € I. 
On the other hand, as we saw in the proof of 5.3.14, 
V.A2A(H(2)) > [A2A(H(2)),k H(2)] 
for some k € I. Thus 
V > [ V . A 2 A ( H ( 2 ) ) , s H ( 2 ) ] = [V,s H ( 2 ) ] [ A 2 A ( H ( 2 ) ) ,s H ( 2 ) ] 
> [A2A2CH(2)),(k+s)H(2)] 
and so V < [A2A2,r E] where r = k + s. 
We showed in 5.3.12 that A^T^ A T2A2 A A2A ^ [^2^2,3 E] 
for any s € I, so it remains to show that A2I2 A I2A2 ± [A2A,r E] 
for any r € I. But if it were this would imply that 
[[x,y,z], [u,v] ... is a law in HC2) for some r € I. But 
this would contradict 5.2.3. 
5.4 The Proof of 5.3.4 
The culmination of the work in this section will be a proof of 
5.3.4. This proof breaks up into two parts, namely, a proof that 
w^^^ is special for the three cases treated in 5.3.4, and then a 
proof that w^^^ is non-trivial for at least one value of i € I^. 
The methods used rely heavily on those o£ Brooks (see section 2.4 of [6]), 
but none of his proofs are used as they are not applicable here. 
When no confusion will arise we will let H represent H(p) and 
h = {h^ : i ^ 1} be a free generating set for H. We will still use 
the convention of letting G represent H(p) for any primes p, or 
K, when we want to make general statements about all these groups. 
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From the definition 5.3.3 it is clear that for each (fixed) 
i € the mapping of into itself given by w for 
all w € Tp(G) is an endomorphism of 1^(0), The final objective, 
then, will be to describe the effect of these endomorphisins of Ip(G) 
on the members of the basis of Ip(G). This description is quite 
involved, and the necessary information will be given in the following 
lemmas. 
The first two results give some identities that will often be 
used without explicit reference. 
5.4.1 Lemma: (a) Let u,v,w,x,y € H. Then 
(i) [[u,v,pw],[x,y]] = 1 
(ii) [[u,pw,v],[x,y]3 = [[v,pw,u],[x,y]. 
(b) Let u,v,w,x €H(2). Then 
(i) [[U,V,2W],X2] = 1 
(ii) [[u,2w,v],x^] = [[v,2w,u],x^]. 
Proof: (a)(i) This result follows since [u,v,pw] € ApAp(H). 
(ii) [[u,pw,v],[x,y]] = [[v,pw,u]t,[x,y]] where t ^ A^ApCH) 
= [[v,pw,u],[x,y]]. 
The results for (b) are proved in the same way. 
5.4.2 Lemma: Let a € G, b € Y3(G). Then 
(ab)P = aP[b,(p-l)a]. 
Proof: It is easy to prove by induction on r for r ^ 1, that 
x" 
(ab)^ = a^ n [b,(i-l)a] ^ . 
i=l 
The result follows by putting r = p since (?) = 0 mod p for all 
i € {l,...,p-l}. 
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5.4.3 Notation: For each integer i > 0 and each degree function 
6 on C(G) with g. ^ supp 6 let be the degree function on 
C(G) defined by 
= = = 1 
= 6Cg.) - 1 
fi^^^(gj) = for all j > 4, j ^ i + 3, 
and 
(a) = 0 for all a € CCG)\g. 
A straightforward commutator calculation verifies the following 
results. 
5.4.4 Lemma: Let u € Tp(H) such that 
u = [[a,b,6],[h^,hj] where (a,b,6) € BCh;p)\a(h). Then 
Then 
[[h2,h3,.h3,6fi)],[h.^3,h^^3]]-l if b = h. 
1 otherwise 
We remark here that if u is as above, then u^^^ is a special 
element of Tp(H). The following lemma shows that if u is also 
a basis element then ufi^ is either trivial or is again a basis 
element. 
5.4.5 Lemma: Let u = [[h. ,h. ,6],[h.,h ]] be a basis element 
1 2 3 
in Tp(H) and let {k,£} = {1,2}. Then for both k = 1 and k = 2 
(i) 6(h^ ) < p => u is also a basis element of Ip(H), 
(ii) 6(h ) = p => u ^ = 1 . 
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P r o o f : T h e p r o o f f o l l o w s i m m e d i a t e l y f r o m 5 . 4 . 4 a n d 5 . 4 . 1 ( 1 ) . 
5 . 4 . 6 Lemma: L e t u ^ T^CH) s u c h t h a t u = [ [ h . , h . ] , [ h , h 1 1 
- p i ' J -*"- m' n-*^ 
w h e r e i , j , m a n d n a r e d i s t i n c t i n t e g e r s . T h e n 
( i ) = 
( i i ) 
( i i i ) = 
( i v ) s 
( V ) — 1 f o r s ^ \ { i , j , m , n } . 
- 1 
- 1 
A l s o i f u i s a b a s i s e l e m e n t o f T p ( H ) t h e n f o r a l l i € I ^ , u^^^ 
i s t r i v i a l o r u^^^ o r i s a b a s i s e l e m e n t a n d i s p s p e c i a l . 
5 . 4 . 7 Lemma: L e t u € I p ( H ) s u c h t h a t 
u = [ [ h . , h . ] , [ h . , h j ] . 
T h e n 
( i i ) u ^ j ^ = 
( i i i ) u f ' " ) = 
( i v ) u^®^ = 1 f o r s € l"^ \ { i j , r a } . 
A l s o , i f u i s a b a s i s e l e m e n t o f T^CH) a n d u^"^ i s n o n - t r i v i a l 
t h e n u ^ ^ ^ i s a b a s i s e l e m e n t o r i s a p r o d u c t o f b a s i s e l e m e n t s , a n d 
u ^ " ^ i s s p e c i a l f o r a l l n € I ^ . 
5 . 4 . 3 Lemma: L e t u € A p A p ( H ( p ) ) f o r p 2 , s u c h t h a t 
u = [ h P , ( h . , h j ^ ] ] . T h e n 
u^®^ = 1 f o r a l l s € l"^ \ { i } . 
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5 . 4 . 9 
( i ) 
( i i ) 
( i i i ) 
Lenuna: L e t u € A ^ A C H C Z ) ) s u c h t h a t u = [ h i , h . ] 2 . T h e n 
. ( i ) u ^ - " = 
u ^ ® ^ = 1 f o r a l l s € l"" \ { i , j } . 
We n o w l o o k a t t h e e f f e c t o f t h e s e e n d o r a o r p h i s m s o n b a s i s e l e m e n t s 
i n A 2 A 2 ( K ) . T h e p r o o f s a r e s t r a i g h t f o r w a r d c o m m u t a t o r c a l c u l a t i o n s a n d 
a r e n o t g i v e n h e r e . 
5 . 4 . 1 0 Lemma: L e t ( a , b , 6 ) ^ B C k ; 2 ) 
2 
a n d l e t u = b e a b a s i s e l e m e n t i n A ^ A ^ C K ) . T h e n 
u ( i ) 
i f a = k . 
i f b = k . 
1 
1 o t h e r w i s e 
F u r t h e r , u ^ ^ ^ i s s p e c i a l f o r a l l i € l " ^ , a n d i f u ^ ^ ^ i s n o n - t r i v i a l 
t h e n u ^ ^ ' i s a b a s i s e l e m e n t o f A ^ A ^ C K ) . 
5 . 4 . 1 1 Lemma: L e t u b e a b a s i s e l e m e n t i n s u c h t h a t 
u = T h e n 
( i ) u ^ ^ ^ = [ [ k 2 , k j , k 3 , k . ^ 3 ] , k 2 ] 
( i i ) u ^ j ^ = [ [ k 2 , k ^ , k 3 , k . ^ 3 ] , k 2 ] 
( i i i ) u ^ ® ^ = 1 f o r a l l s € l " \ { i , j } . 
4 + 
5 . 4 . 1 2 Lemma; L e t u = k ^ f o r some i € I . 
T h e n u ( i ) [ [ k 2 , k ^ , k 3 , k . ^ 3 ] . k 2 ^ 3 ] , a n d u ^ ^ ^ = 1 f o r a l l j ^ I* \ { i } . 
W i t h t h e n e x t lemma w e w i l l b e a g o o d w a y t o w a r d s t h e p r o o f o f 5 . 3 . 4 . 
91 
5.4.13 Lemma; ( i ) For al l w 6 A A (H(p)) for p 2, 
+ ^^^^ 
and a l l i ^ I , w^ ^ i s special . 
( i i ) For a l l w € A2A(H(2)), and a l l i € l"^, w^^ ^ i s 
special . 
( i i i ) For a l l w € A2A2CK), and a l l i € l"^, w^^ ^ is special . 
Proof: ( i ) For w = 1 there i s nothing to prove, so assume 
w 1 Mid l e t w be expressed in normal form by w = b^ • •'^t ^^ere 
bj € ApAp(H(p)) f o r j € { l , . . . , t } and t > 1. Then for any i € I^, 
But lemmas 5.4.4 - 5 .4 .8 together with 5.2.7 show that i f b is 
a basis element in A^ApCHCp)), then b^^^ is special for a l l i € l"^. 
Thus w^^^ is a product of special elements and so is special . 
( i i ) The proof i s similar to part ( i ) . The relevant lemmas 
here are 5.4.4 - 5 .4 .7 , 5.4.9 and 5.2 .4 . 
( i i i ) The proof i s again similar to part ( i ) . The relevant lemmas 
are 5.4.10 - 5.4.12 and 5.2 .8 . 
It remains to show in each of these cases that i f w is non-trivial 
then so i s w^^ ^ f o r at least one value of i . The proof is in several 
steps and we use the endomorphisms described in the following def init ion. 
Here again G represents H(p) or K. 
5 . 4 . 1 4 Definition: For each v,w € G and i € I let 
o (v ,w, i ) be the endomorphism of G induced by the map a(v,w,i ) : g G 
defined by 
g j a (v ,w, i ) = V 
g^ a(v ,w, i ) = g^ 
g j or(v,w,i) = w ^ 
g^ 5(v ,w, i ) = g j . 3 for a l l j € l"" \ {1 ,2 ,3 } . 
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We again check the action of these endoraorphisms on the basis 
elements of the relevant subgroups of H(p3 and K. The result is 
the following series of lemmas. These lemmas are proved by straight-
forward commutator calculations using the previous lemmas and the 
identities in Chapter 1. The proofs are therefore omitted. Here 
again H represents H(p) for some prime p. 
5.4.15 Lemma: Let u be a basis element in A^A^CH) such 
that u = [[h. ,h.,6],[h^,h^]] where [h. ,h. ,6] € 6,(H). Then for all 
1 J ul li X J O 
v,w € H 
5.4.16 Lemma: Let u be a basis element in ApAp(H) such 
that u = where i,j,m and n are distinct integers. 
Then for all v,w € H 
= [u,v,w] 
5.4.17 Lemma: Let u be a basis element in A^ApCH) 
such that 
(i) u = [[h.,h.],[h.,hJ3 
(ii) u = [(hi,h.],[h.,hj] 
(iii) u = [[h.,h.3,[h^,h.]]. 
Then for all v,w € H 
5.4.18 Lemma: Let u= [hP,[h.,hJ] be a basis element in 
A^Ap(H(p)) for p Then for all v,w € H(p), 
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5.4.19 Lemma: Let u be a basis element in A2A(H(2)) such 
that u = Then for all v,w € H(2), 
5.4.20 Lemma: Let u be a basis element in A2A2(K) such 
that u = Then for all v,w € K, 
2 2 5.4.21 Lemma: Let u = [k. ,k. ] be a basis element in A_A„(K). 1 J 
Then for all v,w € K 
= [u,v,w]. 
5.4.22 Lemma: Let u = kf. Then for all v,w € K, 
= [u,v,w]. 
Before summarizing these lemmas we make the following definition. 
5.4.23 Definition: Let b be a basis element of 1^(6). Then 
the set of entries of b, denoted by E (b) is defined by 
E(b) = min{g' ^ g : b € gp g ' } . 
If w is a non-trivial element of T^ CG) expressed in normal form by 
w = then the set of entries of w, denoted by E(w) is 
t 
defined by E(w) = U E(b.). In addition let E(l) be 0, and for 
j=l ^ m 
any w^,. . . ^ Ip (G) denote E (w )^ by E (w^,... . 
5.4.24 Lemma: ( i ) Let u be a basis element in ApAp(H(p)), 
where p 2, and let J be a f inite subset of l"*^  such that i f 
h^ € E(u), then i € J. Then 
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H = [u,v,w]. 
j€J 
( i i ) Let u be a basis element in A2A(H(2)), and let J 
be a f inite subset of l"^  such that i f h^ € E(u) then i € J. Then 
n (u^j^a(v.wj)) = [u,v,w3. 
( i i i ) Let u be a basis element in A2A2(K), and let J 
be a finite subset of I such that g^  € E(u) => j € J. Then 
n = [u,v,w]. 
j€J 
Proof: The proof is inunediate from the previous lemmas. 
The proof of 5.3.4 will follow from the next lemma. 
5.4.25 Lemma: (i) For all w € A^ApCHCp)), for p 2, and 
all v,s € H(p), [w,v,s] € € 
( i i ) For all w€ A2A(H(2)) and all v , s6H(2 ) , 
[w,v,s] € i € 
( i i i ) For all w € A^A (^K) and all v,s € K , 
[w,v,s] € € 
Proof: We give the proof of ( i ) . The proofs of ( i i ) and ( i i i ) 
are exactly the same except that we are working in different groups. 
For w = 1 there is nothing to prove. So assume w / 1 and 
let w be expressed as a product of basis elements in ApAp(H(p)) by 
e e 
w = where t > 1. Let J = { i € I : h. € E(w)}. Then 
for any v,s € H(p) we have 
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n = n (( n 
J^J j€J k=l ^ ^ ^ 
= n (( n 
j €J k=l ^ 
t e 
= n ( n ^ 
j6J k=l ^ 
^ fil 
k=l j€J ^ 
= n [b, ,v,s] by 5.4.24 
k=l ^ 
t \ 
= [ n b, ,v,s] by 1.2.3(i) 
k=l ^ 
= [w,v,s]. 
Hence [w,v,s] e |j € J>, and 5.4.25 follows. 
Proof of 5.5.4: We have shown in each case that w^^^ is special 
for all i € I*, and in view of 5,4.25 it is now sufficient to show 
that if w 1 there exist v and s such that [w,v,s] ^ 1. We 
shall give an explicit proof for part (i) and just note any differences 
for parts (ii) and (iii). 
®1 ®t 
(i) Let w be expressed in normal form by w = b^ ...b^ . 
Choose u,v € h(p)\E(w) such that u > v > h. for all h. € E(w). 
t e. 
Then [w,u,v] = [ n b.^,u,v] J j=l 
t e. 
= n [b.,u,v] K 
j=l ^ 
We now look at [b^,u,v] for the different types of basis elements, 
If b. = [[h, ,h, ,6],[h.,h ]], where [h ,h ,6] eY,(H(p)), then 3 ij I2 J k I2 ^ 
[bj,u,v] = where 6'(h.) = 6(h.) for h. ^ E(bp 
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and 6'(u) = 6 ' (v) = 1, and because of the choice of u and v, [b. ,u,v] 
i s also a basic commutator element in Tp(H(p)). 
If 
b. = then 
- 1 
and thus [b^,u,v] i s written as a product of basis elements. 
If b. = [hP,[h^,h^]], then 
[b j ,u ,v ] = [ [h . , u , (p - l )h . ,v ] , [h j^ ,hJ ] 
= [[v,ph.,u],[hj^,h^]] 
which i s a basis element in ApAp(H(p)). 
Thus, [w,u,v] can be written as a product of non-trivial basis 
elements in ApA^ CHCp)) which are distinct as long as are 
dist inct . It follows that [w,u,v] f 1. 
( i i ) The proof for part ( i i ) obviously follows the same pattern 
as that for part ( i ) . In this case the basis elements can take the 
f i r s t two forms considered in part ( i ) , but not the last form. 
2 
In this case we have also to consider b^  = [h^.h^] . Then 
[b^,u,v] = , u , v ] , ] which i s a basis element of 
A2A(H(2)) and the conclusion follows as before. 
( i i i ) In this case there are several different forms of basis 
2 
element to consider. If b. = [[k. ,k. ,6],k ] then 
[b , .u ,v ] = [[k. ,k. , 6 ' ] , k ; ] where 6'Ck.) = 6(k.) for J ^ 1 2 
k^ € E(b^) and 6'(u) = 6 ' (v) = 1. But then [b^,u,v] i s again 
a basis element. 
If b. = [k?,k2], then 
[b j ,u ,v ] = [ [k. ,u ,v,k. ] ,kJ] [ [kj^,u,v,k^] ,k^] 
= [ [v ,2k. ,u] ,k2][ [v ,2k^,u] ,k^] . 
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which is a product of basis elements in A A (K). 
If 
bj = k^, then 
[b.,u,v] = [[k.,u,v,k.],k^] 
= [[v,2k.,u],k2] 
which is again a basis element in A^A^CK) and the conclusion follows 
as in part (i). 
5.5 The Proofs of 5.3.5, 5.5.8 and 5.3.9 
Many of the methods used in this section originate in the thesis 
of R.A. Bryce (see [10]) and they have also been employed by Brooks 
[6] and [8]). However, while there is a heavy "borrowing" of 
methods and extending of these methods, there is no "borrowing" of 
results as both Bryce and Brooks worked in metabelian groups. 
We begin by stating a simple result that will make the proofs 
of 5.3.5, 5.3.8 and 5.3.9 a little easier. First we require the 
following definition. 
5.5.1 Definition: Let w be a non-trivial element of I (G) 
®1 ®t 
expressed in normal form by w = b^ •••'^ t ' ^ ^^ called 
homogeneous if, and only if, 
E(bp = Eih^) = ... = E(b^). 
Any non-trivial element w € Jp(G) is the product of its 
homogeneous parts; that is w = where are 
non-trivial homogeneous elements of T^CC) with E(w^) ^ E(w^) if 
i j. 
5.5.2 Lemma: If w is a non-trivial element of T^CG) then 
<w> > <w'> for every homogeneous part w' of w. 
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Proof: The lemma is a special case of 33.45 of [17], 
If w is a non-trivial special element of 1^(0) it is clear that 
the homogeneous parts of w are themselves special. From 5.5.2 it 
will be sufficient to prove 5.3.5, 5.3.8 and 5.3.9 for non-trivial 
homogeneous special elements. 
The proofs of 5.3.5 and 5.3.9 will be done together as special 
elements in ^pAp(H(p)), for p 2, and in A2A(H(2)) have the same 
form. The proofs will be preceded by a number of preliminary lemmas, 
and it is in these that the methods of Bryce and Brooks are used. 
In these lemmas we again write H for H(p). 
5.5.3 Lemma: For all u,v € H, w ^ M(H), i $ l"^ , 
[w,(uv)^] = [ w , u V ] . 
Proof: For some c € A(H), (uv)^ = u^v^c, so 
[w,(uv)^] = [w,u\^c] = [w,u^v^]^[w,c] = [w,u\^]. 
5.5.4 Lemma: Let w € Ip(H)j and let V be a fully invariant 
subgroup of H. If for all v e H, [w,v^] € V for some i € I^, 
then 
g.c.d(i,p) = 1 => [w,v] € V for all v € V. 
Proof: There exist integers a and b such that ai + bp = 1, 
and since Ip(H) is abelian of exponent p it follows that 
[W,v] = 
= ^ V. 
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5.5.5 Lemma: Let V be a fully invariant subgroup of H and 
let J be a finite subset of I. If for fixed elements 
€ [Y3(H),Y2(H)]. where m < p, b^ € Y3(H) (0 £ i _< m,j € J) 
u^ e H(j e J), and for all v € H, 
m 
n [a n {[b .,[v,u ]][b [v,u € V, 
i=l ^ j€J ^ 3 ij J 
then for all x,,yi,...,M ,y ,z € V, 
1 1 m m 
€V and 
Proof: The proof is by induction on m. For ra = 0 there is 
nothing to prove. Assume the assertion true for m' < m. Then 
for any x € H we have ' ro 
1=1 J tJ 
for all V € H, and hence by expanding this, using 5.5.3, and 
applying the original hypothesis, we have 
5.5.6 n {[a^.x^.v^] n {[b..,[v,u.],x^][b..,[v,u.3,xj^,v'-] 
i=l j €J 
for all V € V. If we replace v by vy^ ^^ , for any y^^^  € H, the 
product is still in V, and if we expand and apply 5.5.6 we get 
ra i T i ^ T i i i, 
5.5.7 I [ ^ i ' V y ^ v ] " 1 
i=l j 
X [b. ., [X^,u. ] ,v\yi] [b.., [x^,u.] 
for all v € H, From 5.5.6 we also have 
iOO 
m . . ^ . 
5.5.8 ^n^ 
for all V e H. 
If we multiply the expressions in 5.5.7 and 5.5.8 and put 
for i € {0,1,...,m+l}, 
m 
B . = n [ b . f o r j € J 03 ij' m'-'ra^  
and use the identity [w,v]'^[w.v^"^^] = we get 
V n {[B [v,u ,[v,u € V 
i=l ^ j€J ^ ^ ^ ^ 
for all V ^ H. Since V is normal in H we have 
m-1 
j U 
for all V € H, and therefore by the inductive hypothesis 
. i 
n [A.,v^] n {[B ,[v,u ]][B [v,u ],v ]} C V 
i=l ^ U J ^ J iJ J 
J € J 
Xj.yj^H and « V for all 
V l . r t ^ ' V ^ ' - - ^ h a t w e h a v e 
by 5.5.4, 
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for a l l 
€ H. Also, 
SO that € V implies, together with 
5 . 5 . 9 , that 
t ^ m ' ^ ' y ^ V l ' V l ' - ' - ' ^ l ' ^ r ^ ^ ^ ^ ^ therefore by 5 .5 .4 , 
In the subsequent lemmas we will use the following notation. 
Let G be any group and let U be normal in G. The subgroups 
U^ of G for i 6 are defined by 
U^/U = Z^(G/U) 
where Z^(G/U) is the i - t h term of the upper central series of G/U. 
Note that i f g € G, [ g , b j , . . . €U for a l l in G i f , 
and only i f , g € 
5 .5 .10 Lemma: Let V be a fully invariant subgroup of H, 
J a f in i te subset of I , and let 
m 
n [ a . , i v ] n { [ b „ . , [ v , u J ] [ b . . , [ v , u ] , i v ] } € V v^here 
i= l ^ j 6J 3 iJ J 
m € { l , . . . , p - l } , € [Y jCH) ,Y2(«)] , b . . € YJCH) 
(0 ^ i j< m, j € J) 
Uj € h ( j € J ) , and v € ^\E(a. . : 1 < i < m,j € J ) U { u . : j € J}. 
Then 
n 33 € V^^ and a^ ^ 
J €J 
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Proof: Using the identity [t,ku] = n ^ i^^  
i=l 
for t € YsCH), u € H, we have 
m 
where each A. is a linear combination of a , , . . . , a , and A = a 
m ni m' 
and each B is a linear combination of b , . , . . . , b and 
-••3 mj 
% = % j « Also B .^ = b^. for all j € J. Now, for 
any h € H there is an endomorphisra 9 of H such that 
A e^ = A ,^ B^ e^ = B^ ,^ U^ e = u^  and vG = h. So it follows that 
m 
for all h € H. Thus by 5.5.5 n [B . , [v ,u. ] ] € V. , and 
j mj 3 2m 
\ ^ ^2m+l' since B^ ^ = b^ ^ and a^ = A^ ,^ the conclusion follows 
immediately. 
The following lemma allows us to draw further results from the 
preceding lemmas. 
5.5.11 Lemma: Let V be a fully invariant subgroup of H, 
J a finite subset of I, b. € y-rCH) (j ^ J), J ^ 
Uj € h(j ^ J) and v € h\E(b^ : j € J) U {u^ : j € J}. Then i f 
n [b . , [v ,u . ] ] C V, i t follows that 
j € J ^ ^ 
[b . , [v ,u . ] ] € V for each j ^ J. •J 3 
Proof: For each j € J, let be the endomorphism of H 
determined by the action: 
= " j 
u4tj = u for u € b\v. 
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Then h . ^ . = b. for a l l j € J , and i£ k € J , 
J J J 
( n [b ,[v,u.]])<!> = n [ b . , [ v , u J ] 
j € J ^ ^ ^ j € J ^ ^ 
and hence 
5.5.12 Lemma: Let V be a f u l l y invariant subgroup of 
H, J a f i n i t e subset of I , and let 
p-1 
n [ a . , i v 3 n { [b [ v , u ] ] [ b , [ v , u . ] , i v ] } , 
i = l ^ j € J ^ 3 i J J 
where € [Y3CH) ,Y2(H)] , b^^ ^ YsCH) (0 < i < p - l , j € J ) , 
Uj € h ( j € J ) , and v € : 1 < i < p - l , j € J ) 
Then there exist integers s^ € I (0 ^ i _< p - 1 ) , 
and Tj^ € I (1 < k p -1 ) such that 
[bji^j, [ v , u ^ ] ] € <w>s fo- j € J , and aj^  € <w>^ . 
Proof: In 5.5.10 put m = p-1 and V = <w>. Then i t follows 
immediately that 
5.5.13 n € <w>2(p.i) 
j &J 
and 
p-1 2p- l 
Then by applying 5.5.11 we have that [ b p _ i j , [ v , u . ] ] € <w>2(p-l) 
for each j € J . From 5.5.13 we also have 
^ n % a , , i v ] n { [ b , [ v , u ] ] [b . [ v , u ] , i v ] } € <w>p. 
i = l ^ j 
104 
I£ we now employ 5.5.10 again, but this time with 
€ <w>^ 
p-2 
m = p - 2 
and V = <w> we obtain the result that n [b^  . .,[v,u.]] € <w> 
j^J 3 s. 
where s = 3p-4, and a ^ <w> where r = s , + 1. 
^ P ^ p-2 p-2 
Applying 5.5.11 again we obtain the assertion of the lemma that 
^ ^'^s j ^ With another p - 2 
p-2 
applications of this procedure we obtain the assertion of the lemma. 
5.5.14 Lemma: Let D = {0,1,...,p-l}^ so that each d € D 
is an s-tuplet d = (d^,....d^) with 0 < d^ < p-1 for 
i=l,...,s. Let I = {((ipi2),d) : € i^ > i2, d € D}, 
and let J be a finite subset of I. Let 
w = n [w ,a. ],d a ,...,d a ] 
where w^ € YSCH) for all i € J, 
U : C(ii>i2)>d) € J} C h\E(w^ = 1 ^ £). 
and = E(w) for all i € J. 
Then for each i_ € there exists an integer e^  € I such that 
[w.,[a. ,a. ]] € <w> . 
- 2^ \ 
Proof: The proof is by induction on s. For s = 1 we may 
write w = n [w.,[a. ,a ],da]. Since {a. ,a. : ((i i),d) € J} 
^ E(w^ • i. € i.) using the assumption that 
E([w.,[a. ,a. ],d,a ]) = Efv/) for each i, € J, we deduce that w 
- ^2 
can be written in one of the following ways: 
P-1 
(i) w = n [w, ,[a, ,a ],d a ] for some k € I \{1}, 
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P-1 
Cii) w = n [w ,[a, ,a ],d a ] for some k i€ I ^ { l } , 
d = i " j ^ j i i . 'J 
or ( i i i ) w = for some k,j € 
where w 
i f ( (k , j ) ,d j ) € J 
.1 i f ( ( k J ) , d p / ^ J . 
Using 5,5.12 we conclude that for each i € J there is an integer 
e. such that [w.,[a. ,a. ] ] € <w> . 
- - ®i 
Now assume the result for s ' < s. For each 
dg € { 0 , 1 , . . . , p - 1 } , set 
D^  = { ( d j , . . . , d p € D I d' = dg}. 
JCdg,0) = { (Ci j , i2 ) ,d) € J I d e D^  and i^ s i^) , 
JCdg.j) = { ( ( i^ , i2 ) ,d ) € J I d € D^  and ( i ^ , ! ^ = (s , j ) or ( j , s ) } , 
s 
and let 
w(d ,0) = n [w.,[a. ,a. ] ,d,a , . . . , d ,a ] , 
where = 
1 i f ( ( i^, i2) ,d) = ( ( s , j ) ,d ) 
-1 i f ( ( i^, i2) ,d) = ( ( j , s ) ,d ) 
Let K = { j € I I J(d , j ) 0}. Then we can write w in the form 
p-1 
w = n [w(dg,0),dga^] n {[w(dg,j),[ag,a ]][w(dg,j) ,[ag,a.],dga^]}. 
dg=l j 
Then by 5.5.12 there exist integers eCd^.O) for d^  € { 1 , . . . , p - l } 
and e (d , , j ) for d^  € { 0 , 1 , . . . , p - l } , j € K such that 
S 5 
w(d3,0) € ,0) . 
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and [ w ( d 3 J ) , [ a ^ , a . ] ] € . 
s 
By t h e i n d u c t i v e h y p o t h e s i s , f o r each 1 € JCd^.O) t h e r e e x i s t s 
an i n t e g e r r . such t h a t [w [a . , a ] ] ^ <w(d ,0 )> , and 
- 1 i 
combining t h i s r e s u l t w i t h t h e r e s u l t above we have 
[ w . , [ a a ] ] ^ <w(d^,0)>^ < «w>^ ) = <w> , 
— 1 2 ^ ^ s , ^ ^ 
where 
For ^ € we have from t h e above r e s u l t t h a t 
n [ w . , [ r , a ] , d a . . . , d a ] € <w> , 
i ^ J C d g J ) ^ ^ ^ s i s 1 
f o r some j € K, and t h e r e f o r e by t h e i n d u c t i v e h y p o t h e s i s , t h e r e e x i s t s 
an i n t e g e r r ^ € I such t h a t 
[ w . , [ a . , a . ] ] € (<w> -J = <:w> 
where e^ = e ( d ^ , j ) + r ^ . 
5 . 5 . 1 5 Lemma: Let w be a n o n - t r i v i a l homogeneous s p e c i a l 
e lement of A A ( H ( p ) ) , f o r p 2 , or of A A(H(2) ) . 
Then t h e r e e x i s t s an i n t e g e r e such t h a t 
<w> > [Y3CHCp)),Y2CH(p)),e H ( p ) ] . 
P r o o f : Let E(w) = and l e t w be exp res sed 
i n normal form by 
t ®i 
i = l 3 K 
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where, ^ {l,...,s}. Then 
t e. 
t 6. 
and thus in the notation of 5.5.14 
w = n [w [a. ,a ],d a .,d a ], 
i€J - 1 ^ ^ 
where J = {(Ci^ , (d^^,... ^ d^^)) : i = l,...,t} and for 
d = i = ((i^,i2)>l)> is defined, for i € J, by 
e. 
Wj^  = [h2,h^,h2] ^  if ij = i^, ij^  = i^, and d^ ^ = d^  for 
j = l,...,s. 
Thus by 5.5.14 for each ^ € J there exists an integer e^ 
such that [w.,[a. ,a. ]] € <w> . Therefore, it follows that - \ 
e. 
[[h^.h^jh ] ,a ]]€ <w>^ for some integer t^, and 
j k i 
consequently that [[h^ jh^ j^h^ ],[a^  ,a, ]] € <w>^ . Put e = rain t^. 
j k^ i 
Then, for all Uj^ ,U2,U2,Vj^ ,V2,Wj^ ,... € H, 
and this implies that [y^CH),Y2(H),e H] € <w>. 
The next lemma is very short, and after it we will be ready 
to prove 5.3.5 and 5.3.9. 
5.5.16 Lemma: Let G be any group and V a normal subgroup 
of G such that [YJCG),Y2C^)G] < V for some k € I. Then 
[Y2(G),Y2(G),(k+l)G] < V. 
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Proof: The proof i s by induction on k. For k = 0 we use 
1 . 2 . 2 ( i i i ) which gives 
[Y2(G),Y2CG),G] < [[Y2(G),G],Y2(G)][[Y2CG),G],Y2(G)] 
= [Y3(G),Y2(G)] 1 V. 
The rest of the induction is routine and is omitted. 
Proof o f 5 .3 .5 : By 5.5.2 i t is suf f ic ient to consider the case 
when w i s a non-trivial homogeneous special element of 
ApAp(H(p)) f o r p 2. ITien by 5,5.15 there is an e € I such that 
<w> 1 [Y3(H(p)),Y2(H(p)),e H(p)], and hence by 5.5.16 
<w> i [Y2(H(p)),Y2CH(p)),Ce+l)H(p)]. But now 5.2.8 implies that 
i t^pdpC^^P)^'^ ^(P)] where k = e + 2, which gives the required 
result. 
Proof of 5.3.9: Again we consider the case when w is a non-
t r iv ia l homogeneous special element of A2A(H(2)). By 5.5.15 there 
is an integer e € I such that <w> ^ [y3(H(2)),Y2(H(2)), e H(2)], 
and hence by 5.5.16 <w> > [y2(H(2)),Y2CH(2)),(e+l)H(2)]. 
But now 5.2.9 implies that <w> ^ [A2A(H(2)),k H(2)] where k = e + 2, 
and this gives the required result. 
We now work through a similar set of lemmas for K before we 
f ina l ly prove 5.3.8. 
2 5.5.17 Lemma: Let w = [a^ ,v ] [a^,v ' ' ,v ] [b ,v] where 
^o'^l ^ ^ ^ ^ k\ECb..a^,aj). Then there exist 
2 2 integers r - , r , , and s such that [a ,v ] € <w> , [a ,v ] € <w> U i 0 0 1 
and b € <w>g. 
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Proof: For any k € K there is an endomorphism 9 of K such 
that a^e = = 0,1), be = b and ve = k, so it follows that 
5.5.18 [a ,k^][a,,k^,k][b,k] € <w> o 1 
for all k € K, Therefore, for x € k\E(a ,a, ,b), x v, o i 
[a ,Cvx)^][a, ,(vx)^,vx][b,vx] € <w>. o 
Expanding this and applying 5.5.18 we have 
2 2 2 5.5.19 [a^ ,v ,x][a^ ,v ,v,x][aj^ ,x ,v] 
2 X [aj^ .x ,x,v][b,x,v] ^  <w>. 
In 5.5.19 replace v by vy where y € k\E(a^,a^,b), x y ^ v, 
and expand as before. Applying 5.5.19 we get 
X [a^,x^,v,y][a^,x^,x,v,y][b,x,v,y] 6 <w>. 
But by 5.5.19 
X [aj,y^,v,y,x][b,x,v,y] € <w>, 
so we conclude that 
[a^,v^,y,x][a^,v^,v,y,x] € <w> 
or 
and hence 
for x,y € ^ \ECap. Thus [a^,v2] € where r^ = 2. 
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2 
We can also conclude tha t [a^.v ] [b ,v] € <w>j. If we replace 
V by vx fo r x € k \E (a , , b ) , x ^ v, and expand the resu l t we get 
we [b,v,x] € and hence b € <vi>^ where s - 5. From th i s 
2 
deduce tha t [^qjV 1 6 <w>^  where r^ = s . 
5.5.20 Lemma: Let w C K such tha t s 2 2 
where u € A2A2(K), € YsW (1 1 i i s ) , and 
€ k\E(u : i = l , . . . , s ) . Then there exist integers 
fo r i € { l , . . . , s } such tha t 
2 2 
^ ^i i 
Proof: The proof i s by induction on s . For s = 1 the lemma 
reduces to 5.5.17. For s > 1, put 
V^  = [V3,a^ , . . . , a3 .3 ] and 
2 W = [ u , a j , . . . , a ] n 
i=l 
2 
^ , . . . . a^ . j . a^^ j^ , . . . . 
Then we can write w as follows: 
We can now apply 5.5.17 to f ind integers e^, f^ and e such tha t 
- ^ "s s 
and 
W € <w> . e 
By the inductive hypothesis, for each i € { l , . . . , s - l } there exis t 
integers e^, f^ and j such that 
I l l 
[w . , a^ ] € <W>^  , [ v . , a j 3 6 <W>^  and 
i i 
u € <W>j. 
Combining these r e s u l t s w i t h those above we have 
u € [w.>a?] € <w>^  , and [ v . , a ^ ] ^ <w>^  
i i 
where n = j + e , r^ = e^ + e and t^ = k^ + e (1 1 i £ s - 1 ) . 
2 
We a l s o have t ha t 6 <w>^  which we can w r i t e as 
s 
2 
and then by the i n d u c t i v e hypothes is the re i s an i n t ege r m such tha t 
2 
[w ,a 1 C (<w> ) = <w> s s-* e •'m r s s 
where ^g " ®s ^ ^^ ^^^ there i s an i n t ege r m' such tha t 
[ V g . a J ] € = 
where t „ = k + m'. s s 
Proof of 5 .3 .8 : By 5 .5 .2 i t i s s u f f i c i e n t to cons ider 
the case when w i s a n o n - t r i v i a l homogeneous s p e c i a l element 
o f A2A2(K). Le t ECw) = { k ^ . k ^ . k ^ j a ^ , . . . ^ a ^ } , and l e t w be 
expressed i n normal form by 
2 
where € {0,1,•••,P-1> f o r i = l , . . . , s . Then 
s 2 ® i 
w = n [ [ k 2 , k ^ , k 
i = l 
2 ^ i 
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s 2 2 
i—1 
e^ d. 
where w^ = [ k 2 , k ^ , k 2 ] and v^ = [ k 2 , k ^ , k 2 ] Thus we can apply 
5 .5 .20 to f i n d i n t e g e r s r ^ and t^ such t h a t 
6 <w>^ and € <w>^ . 
i i 
Therefore f o r e^ 0 , d^ 0 i t f o l l o w s t h a t 
e. 2 
[ [k2 ,k j^ ,k2] € <w>^ and 
i 
i 
Put t = m i n { r ^ , t ^ } . Then f o r a l l u , v , w , x , y j ^ , . . . € K we have 
[ [ u , v , w ] , x ^ , y ^ , . . € <w>, 
and t h e r e f o r e 
[ [ u , v ] , x ^ , w , y ^ , . . . , y ^ ] € <w>. 
But t h i s i m p l i e s that [A(K) ,A2(K) , ( t + l ) K ] _< <w>, 
and t h e r e f o r e by 5 . 2 . 1 0 
[A2A2(K) ,e K] < <w>, 
where e = t + 2. 
5 . 6 Some Further Remarks. 
These r e s u l t s g i v e some d e s c r i p t i o n of the s u b v a r i e t i e s o f 
A T A T "R but the quest ion remains o f what can be s a i d i n genera l of =p=p =p=p 
the s u b v a r i e t i e s o f A^T^ A g^A^, f o r c > 2, and of ^ T ^ . We do know 
t h a t every s u b v a r i e t y o f A^T^ A N^A^ has a f i n i t e b a s i s f o r i t s 
laws, but even t h i s i s not known f o r the s u b v a r i e t i e s o f ApT^. 
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The calculations lised in Chapter 5 were quite complicated and 
i t appears that to proceed further, using similar methods, the calculations 
would be so complicated that their value would be doubtful. It is 
also not clear what results could be expected. So i t seems that 
further results concerning the subvarieties of ^pTp would be quite 
d i f f i cu l t to find and possibly need a different approach. 
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APPENDIX 
Table 1 is a list of commutator elements that form a basis for 
Yg(G) where G = F3(A2A^ A N^). The usual convention is followed 
of representing g^ by i. Tables 2 and 3 show the action of the 
generating automorphisms 3, P2 and p^ on the subgroups defined in 
section 3.2 of chapter 3. 
Table 1 
[ 2 , 1 , 1 , 2 , 2 , 3 ] = [ 3 , 1 , 1 , 1 , 1 , 2 ] = [ 2 , 1 , 1 , 1 , 1 , 2 ] 
= [ 2 , 1 , 1 , 2 , 3 , 3 ] ^10 = ^19 s 
= [ 2 , 1 , 1 , 3 , 3 , 3 ] ^11 =: ^20 = 
= ^12 = [ 3 , 1 , 1 , 2 , 2 , 3 ] ^21 = 
= = [ 3 , 1 , 1 , 1 , 2 , 3 ] ^22 = [ 3 , 1 , 1 , 1 , 3 , 3 ] 
= [ 2 , 1 , 2 , 2 , 2 , 3 ] ^14 = [ 3 , 1 , 1 , 1 , 2 , 2 ] ^23 
s 
s [ 2 , 1 , 2 , 2 , 3 , 3 ] s [ 3 , 1 , 2 , 2 , 2 , 3 ] ^24 s [ 3 , 2 , 2 , 2 , 2 , 3 ] 
= [ 2 , 1 , 2 , 3 , 3 , 3 ] ^16 = [ 3 , 1 , 2 , 2 , 3 , 3 ] ^25 
s [ 3 , 2 , 2 , 2 , 3 , 3 ] 
^17 s [ 3 , 1 , 2 , 3 , 3 , 3 ] ^26 = [ 3 , 2 , 2 , 3 , 3 , 3 ] . 
Table 2 
g gB gP2 
"1 "2 
"2 "2 
W2U2 
av^v2 
W2V2 
^17^3 
Note : a = . 
The deletions act trivially on u^,U2,U2,Vj,V2 and v^. 
A2 
Table 3 
g gB gp2 gP 
^ 
^ 3 V 7 V 8 V ? V S 
V 9 V ? 
COBRIGENDA 
The proof of 2.1.4 (pl^ f) is not adequate. It is proved as a 
special case of 35.21 of [l?]. This is unnecessary and a suitable 
proof can be given as follows. 
2.1.4 Lemma : If A^A ^ a N^^^ is generated by its free group 
of rank r, then A^A ^ A N^ is also generated by its free group 
of rank r. 
l^ roof : Suppose G ('X,c) does not generate A A A N . Then r =c 
there is a word w that is a law in G (-x.c) but not in A A /\ N , 
and we may assume that w is a word in s variables, where s $ c. 
Form w* = [w(x^ ,... .x^) . Then w* is a law in G^(oC,c+l). 
Let w8 be a non-trivial value of w in G (oc,c). c 
Let e* e Hom(X,G^^^(«c,c+l)) such that x^B* = x^© for i / s+1, 
and x^^^e* = Then w*e* = ^ 1. Thus w* is a law 
in G ((7i>,c+l), but is not a law in G (c<,c+l) and therefore not 
r c + I 
a law in A A A N which contradicts our original assumption. — p—^ ot — CT I 
The statement and proof of 2.2.3 (p22) is also unsatisfactory, 
and we shall prove a slightly different version of this lemma. First 
there are some preliminary results. 
Lemma A : Let G = F (A A ). Then G is ni3potent of r =p=pc. 
class r(p"*"- l) + 1. 
Proof : By 22.48 of [l?] G can be embedded in 
F (A ) wr F (A and by 5.1 of [15I this wreath product has r =p r =p 
class r(p - 1 ) + 1 , so that the class of G is not greater than 
- 1) + 1. 
By 1 . 1.7 G has non-trivial commutator elements of weight 
_ 1) + 1, and we conclude that the class of G is exactly 
rCp'^  - 1) + 1. 
eorollary : K (G (o<.,c)) / if c ^  - I) + 1. 
Before stating the next lemma we recall that in 2.1.2 we 
d e f i n e d the weight o f an element u 6 However, we have not 
a s s i g n e d a weight t o the i d e n t i t y e lement , and we do t h i s now by saying 
W t ( l ) = GJ. 
Lemcia B : Let r , c e i"^ such that X (G (<=^,0)) / Vl^  and l e t C I * 
X be an element o f G ^ U . c ) such that wt x = k d c . Then there 
i s an i e such that [xig^] ^ 1 , and wt [x,g^J = k+1. 
®1 ®t 
Proof : Let x be expressed in normal form by x - b^ " ' ^ t 
where b . = 3 = sind we may assume that 
J J J J 
k = wt b^ < wt h^^ . . . ^ w t b^. 
V/e proceed t o choose i as f o l l o w s . 
I f S ^ ( g j ) > 0 f o r a l l 3 6 then e i t h e r there i s 
m e such that ^ - 1» in which case we put i = m, 
or ^ - ^ ( g j ) = p ' ' - 1» f o r a l l j & s i n c e ^^  
and k < c . In t h i s l a t t e r case we choose i such that g^ = u^. In 
' r 1 ' 
e i t h e r c a s e , b^ = Lb^ ,g^J i s again a b a s i s element and wt b^ » k-t-l. 
I f S ^ ( g j ) = 0 f o r some j e we put i = j . Then 
b^ = f ''1 and i f g^ > , b^ i s again a b a s i s element and 
an 
wt b^ = k+1. I f then 
- 1 
»f « I 
where f o r j i , = ^^ ^^  ~ ''* 
t 
i s w r i t t e n as a product o f b a s i s elements and wt b^ = k+1. 
We now have to show that x = ^ 1. But 
t 
TT 
j=1 
t 
TT 
j = 1 
1 » 1 
e . 
J 
Then x ' ' can be w r i t t e n as a product o f b a s i s e lements 
f 
1 - s 
Ls a - where wt d k+1, for j = If b' if J I 
basis element, th§n by our choice of g^, b^ / d^ for any j e 
and we conclude that x' 1. 
' r c ' l ' ("'I—I Otherwise b^ = Lv^ and again by our choice of 
Lu^jg^,^^ ^ d^ for any je and we conclude that 
Thus in bojjh cases we have that Lx,g^J / 1, and since 
I 
wt b^ = k+1 and wt x " > k+1, we conclude that wt [x,g^J = k+1. 
'.'/e can now restate 2.2.3 and give a suitable proof. 
2.2.3 Lemma : Let c,r,r' e such that r' < r and 
(-^jc)) ^ and let w be a law in G^,(oC,c) but not in 
Then there is a word w^ that is a law in but not in 
such that all the values of w in G (<=<.,c) lie in ^ (G (.y,c)), I 1* C I * 
Proof : Assume w is a word in n variables. If all the values 
we of w in G (o<:,c) lie in K (G (o(,c)), then we put w = w and I* c r I 
are finished. 
Otherwise, let k = min {,wt w © : £> fe Hom(X,G^(o( ,c)) and let w4 
be a value of w in such that wt w^ = k. By lemma B there 
is an ie such that Lw^, g^J ^ 1 and 
wt [w<§, g^J = k+1. But 
-Wf*. g. ] Lw, x^^^J ^  
where 
and n+1' 
for j ^ n+1 
Then w' = [w, ^ J is also a law in G^,(c<,c) but not in 
G (o<.,c) and min^wt : 6 e H o m ( X , c ) )J = k+1. 
If k+1 = C we put w' = w ^ . If k+1 ^ c we can repeat this 
procedure until vye have found w^ so that 
min ^wt w ^ e : 9 Hom(X,G^(^ , c ) ) } = c , 
and this concludes th« p r o o f . 
An immediate corollary to Lemma B above is the following: 
Corollary C: Let r,c 6 l"^  such that Y (G (c<,c)) / 1 . 
c r 
Then G ' U , c ) Z(G U , c ) ) = X (G (^,c)) 
I* 2? C 
This corollary and the corrected proof of 2„2.5 also strengthen 
the proof of 2 , k o 7 ' It should be noted that this corrected proof 
of 2,2o3 shows that the non-trivial values of the word w^ in 
actually have weight c, and so in the proof of 2.k.7 
we assume that the ni)n-trivial values of w in are in 
K (G (o(.,c)) and that they have weight c. The rest of the proof 
of 2.4,7 follows as in the t h e s i s . 
