The Calvo pricing model that lies at the heart of many New Keynesian business cycle models has been roundly criticized for being inconsistent both with time series data on in ‡ation and with micro-data on the frequency of price changes. In this paper we show that a modi…ed version of the Galí and Gertler (1999) model, which allows for "rule-ofthumb" price setters, and whose structure can be interpreted in terms of menu costs and information gathering/processing costs, largely resolves both criticisms. Moreover, the resulting Phillips curve shares the explanatory power of the partial-indexation model and dominates the full-indexation model and the Calvo model. Estimating a small-scale New Keynesian business cycle model, our results indicate that the share of …rms that change prices each quarter is just over 60 percent, broadly in line with the Bils and Klenow (2004) study of Bureau of Labor Statistics price data. Re ‡ecting the importance of information gathering/processing costs, we …nd that most …rms that change prices are rule-of-thumb price setters. Finally, compared to speci…cations containing either the Calvo model or the full-indexation model, the data provide much greater support for the Galí-Gertler model.
Introduction
New Keynesian business cycle models have become the dominant framework for studying the design and conduct of monetary policy. The models formalize the rigidities and market imperfections that govern their behavior and are micro-founded, permitting welfare analysis and making policy experiments conducted within them immune to Lucas's (1976) critique.
Prominent examples in the New Keynesian tradition include Rotemberg and Woodford (1997) , Clarida, Galí, and Gertler (1999) , McCallum and Nelson (1999) , Walsh (2003) , and Woodford (2003) . One of the most important components in these models is the New Keynesian Phillips curve, the equation linking in ‡ation to marginal costs that provides a stabilization role for monetary policy. The micro-structure that is most widely used to derive the New Keynesian Phillips curve is the Calvo model 1 (Calvo, 1983 ) and the de…ning feature of this model is that only a …xed (Calvo-) share of …rms have the opportunity to optimize their price each period. This Calvo-share parameter governs the frequency with which …rms change prices and determines the average duration between price changes.
Despite its popularity, the New Keynesian Phillips curve has attracted considerable criticism. Some criticisms are empirical; Estrella and Fuhrer (2002) argue that the New Keynesian Phillips curve provides a poor description of in ‡ation dynamics because it asserts a correlation structure among in ‡ation, the change in in ‡ation, and marginal costs that prevents it from replicating the hump-shaped responses that are widely recognized to characterize in ‡ation's behavior following shocks. 2 Similarly, Rudd and Whelan (2006) argue that the New Keynesian Phillips curve is incapable of describing in ‡ation dynamics and suggest that there is little evidence of the type of forward-looking behavior required by the model. Other criticisms focus on whether estimates of the New Keynesian Phillips curve are economically plausible.
In this vein, a prominent criticism is that Calvo-shares estimated from the New Keynesian Phillips curve imply a level of price rigidity that is inconsistent with micro-data on the frequency of price adjustment. For example, Sbordone (2002) estimates the Calvo-share to be around 0:8 for the United States, which implies that only 20 percent of …rms change their prices each quarter and that …rms change prices once every 15 months on average. But after examining Bureau of Labor Statistics data on price changes -the very price data that go into the consumer price index and the personal consumption expenditures price index - Bils and Klenow (2004) report that the average duration between price changes is just 4:3 months for the (weighted) median good in their sample. This disparity between estimates of the Calvoshare and micro-evidence on the frequency of price adjustment is worrisome, particularly since models built around the New Keynesian Phillips curve are routinely used to address issues as important as how to design a welfare-maximizing monetary policy (Erceg, Henderson, and Levin, 2000) .
However, the parallels between the average duration between price changes implied by the Calvo-share and the average duration between price changes that would be estimated using a micro-dataset are less than exact. The Calvo-share describes the proportion of …rms that make an optimal price change, whereas micro-data reveal whether a price has changed, but do not inform on whether the price change was optimal; some price changes may be suboptimal and it may be optimal not to change prices on some occasions. In addition, the Calvo model assumes that …rms change prices once per period at most, something that is unlikely to hold true in practice, and it ignores the possibility that there may be heterogeneity in the frequency of price adjustment across …rms. Each of these factors confound e¤orts to compare micro-data on the average duration between price changes to those implied by the Calvo-share.
Of course, these complicating factors are not a defense of the Calvo model, nor are they an argument for shielding New Keynesian business cycle models from the scrutiny of micro-data.
However, they do mean that care needs to be taken when comparing macro-models to microdata, and they call for a model of price setting that does not require a price change and an optimal price change to be the same thing. With regard to the latter, Galí and Gertler (1999) develop a model of price setting that builds on what they describe to be "rule-of-thumb"price setters. The essential feature of their model is that in each period a share of …rms have the opportunity to change their prices, but they do not necessarily make an optimal price change.
Instead, among those …rms that change prices a fraction makes an optimal price change, while the remainder employ a rule-of-thumb pricing strategy.
Why is the Galí-Gertler price-setting environment attractive? Where traditional models of price adjustment have emphasized physical costs to changing prices, such as menu costs, as the source of price rigidity (Mankiw, 1985) , recent literature has emphasized the costs that …rms face when gathering (Mankiw and Reis, 2002) and processing (Sims, 2002 ) the information they require in order to set prices optimally. In fact, evidence suggests that costs to gathering and processing information may be much more important for price setting than traditional menu cost factors (Zbaraki, Ritson, Levy, Dutta, and Bergin, 2004) .
What is attractive about the Galí-Gertler model, then, is that it provides an environment in which both costs can play a role. Menu costs -which are incurred whether or not a price change is optimal -are associated with the share of …rms that can change prices. When these menu costs are large, a smaller share of …rms will change their prices. Similarly, costs to gathering and processing information are associated with the share of price-changers that use rule-of-thumb pricing. When the costs to gathering and/or processing information are high, a larger share of price-changing …rms will resort to a rule-of-thumb pricing strategy. Clearly, the Galí-Gertler model has a structure that allows it to be compared more readily to micro-data than the Calvo model. Moreover, since the rule-of-thumb is one in which …rms index their prices to last period's in ‡ation, the model contains a mechanism to generate intrinsic in ‡ation persistence.
In this paper, we show how micro-data on durations between price changes can be used to construct an estimate of the discrete-time frequency of price adjustment that allows for heterogeneity and for multiple price changes per period. Applying this estimator to the BilsKlenow data-set we estimate a discrete-time frequency of price adjustment equal to about 0:50 for quarterly data, a value considerably lower than estimates of the Calvo-share obtained from the New Keynesian Phillips curve. Next, we introduce the Galí-Gertler model, describe how we modify it, derive the associated Phillips curve, and highlight its connections to the New Keynesian Phillips curve, the full-indexation Phillips curve developed by Christiano, Eichenbaum, and Evans (2005) , and the partial-indexation Phillips curve developed by Smets and Wouters (2003) . We prove that these alternatives are all special cases of the Phillips curve we derive, and argue that the Galí-Gertler model's micro-structure makes it superior to these alternatives as a consequence. Subsequently, we develop several New Keynesian business cycle models, considering speci…cations that interact the Galí-Gertler, the Calvo, and the full-indexation models of price setting with internal and external habit formation on the part of households. These models are deliberately kept small, focusing attention on price setting.
We estimate the models using full information maximum likelihood and Bayesian methods, and employ Bayesian predictive densities and posterior model probabilities for comparison purposes. The results are striking. First, whereas our estimate of the Calvo-share implies a mean duration between price changes that is clearly inconsistent with Bureau of Labor Statistics price data, the Galí-Gertler model does much better. In fact, our results place the share of …rms that change prices each quarter at just over 60 percent, broadly in line with the Bils and Klenow …ndings, and a considerable improvement on the Calvo model. Second, although we …nd that roughly 60 percent of …rms change their prices each quarter, we also …nd that the majority of these …rms use rule-of-thumb pricing, supporting the view that information gathering/processing costs are more important for price-setting than traditional menu costs.
Third, constructing predictive densities and using Bayesian model averaging, we quantify the economy's response to technology shocks, monetary policy shocks, and consumption preference shocks, revealing the counterfactual behavior of the Calvo model, establishing that the Galí-Gertler model generates hump-shaped impulse responses, and illustrating the behavioral similarities between internal and external habit formation.
We begin by describing the New Keynesian Phillips curve and illustrating the empirical disparity between the Calvo-share and the frequency of price adjustment implied by microdata, emphasizing the study by Bils and Klenow in section 2. Section 3 outlines the economic environment that underlies the Galí-Gertler model, derives the associated Phillips curve, and compares it to the Calvo model, the full-indexation model, and the partial-indexation model. Section 3 also proves that the partial-indexation model and the Galí-Gertler model are isomorphic. Section 4 places the Galí-Gertler Phillips curve in a small-scale New Keynesian business cycle model suitable for estimation. Section 5 describes the data and discusses the estimation strategy. Section 6 presents and interprets the parameter estimates and the posterior model probabilities associated with each speci…cation. Section 7 constructs predictive densities and uses Bayesian model averaging to summarize how consumption, in ‡ation, and interest rates respond to shocks. Section 8 concludes.
The New Keynesian Phillips curve and price rigidity
As noted in the introduction, the centerpiece to much business cycle and policy analysis is the New Keynesian Phillips curve
where b t and c mc t represent the percentage point deviation of in ‡ation, t , and the percent deviation of real marginal costs, mc t , around their zero-in ‡ation nonstochastic steady state values, respectively. The economic environment that gives rise to this Phillips curve is one in which …rms are monopolistically competitive, renting capital and labor and setting their prices to maximize pro…ts subject to a constant elasticity of substitution demand curve, a Cobb-Douglas production technology, and a price rigidity, á la Calvo (1983) . In equation (1) Among studies that estimate , a popular approach is to apply a GMM estimator to the moment condition 3
where z t is a vector containing econometric instruments. This is the approach taken by Galí forward over equation (1) and combine the result with an evolution process for real marginal costs to produce an estimable expression relating in ‡ation to real marginal costs (Sbordone, 2002) . A range of estimates of for the U.S. are displayed in Table 1 . 4 Table 1 highlight what has become an important criticism of the New Keynesian Phillips curve, which is that estimates of are too large, implying mean durations between price changes that are inconsistent with micro-evidence on the frequency of price adjustment. 5 For instance, in what is probably the most comprehensive study of micro-data to date, 6 Bils and Klenow (2004) analyze Bureau of Labor Statistics (BLS) data on goods prices and …nd that the (weighted) average duration between price changes is 6:6 months and that the average duration between price changes is only 4:3 months for the (weighted) median good, durations that are somewhat lower than those implied by the estimates of in Table 1 .
However, as stressed in the introduction, caution must be exercised when translating estimates of the Calvo-share into implied average durations between price changes. After all, the Calvo model makes no distinction between price changes and optimal price changes and may understate the share of …rms that change their prices, overstating the average duration between price changes as a consequence. Moreover, the discrete-time Calvo model, the model that gives rise to equation (1) , assumes that …rms make at most one price change each period, potentially understating the number of price changes that occur and overstating the average duration between price changes. Finally, a direct comparison between average durations between price changes calculated using macro-models and micro-data may be misleading if there is heterogeneity in the frequency of price adjustment across …rms. The …rst of these issues can only be addressed using a model that distinguishes between price changes and optimal price changes. The remainder of this section spells out how the remaining two issues might be addressed. 5 An alternative approach used to help resolve the inconsistency between macro-and micro-estimates of the frequency of price adjustment has been to change the New Keynesian Phillips curve's microfoundations to allow for factors such as strategic complementarity (Woodford, 2003) or …rm speci…c capital (Sbordone, 2002) . These changes add one or more structural parameters to the coe¢ cient on real marginal costs in the Phillips curve, thereby permitting greater ‡exibility with respect to the choice of . Unfortunately, because these modi…cations leave the Phillips curve's structure unchanged, they cannot, in isolation, overcome the criticism that the New Keynesian Phillips curve provides a poor description of in ‡ation dynamics. 6 Of course, there are other notable studies that look at micro-data on the frequency of price adjustment, including Cecchetti, (1986), Carlton (1986) , and Kashyap (1995) . We focus on the Bils and Klenow (2004) study because of its comprehensive nature. The study by Carlton (1986) looks at producer prices rather than consumer prices.
The frequency of price adjustment and implied durations
The Calvo model assumes that it is a draw from a Bernoulli distribution that determines whether or not a …rm can change its prices, where the Bernoulli distribution is given by
with 2 (0; 1). A …rm that draws x = 0 cannot change its price, while a …rm that draws x = 1
can. Equation (3) can be thought of as the discrete-time arrival process for the Calvo-signal, the signal that …rms receive indicating whether they can change their price or not. According to the Bernoulli distribution, the discrete-time frequency of a price changing during the period, which is equivalent to the share of …rms that can optimize their prices, is p (x = 1j ) = 1 .
However, if …rms that can change prices actually make decisions continuously, then they may make multiple price changes during any discrete time period. In a continuous-time setting, the arrival process for the Calvo-signal more naturally follows a Poisson distribution,
with 2 (0; 1); where x 2 f1; 2; 3; :::g indicates the number of times a given …rm can change prices.
Proposition 1:
If the arrival process is Poisson, but it is modeled as Bernoulli, and if the Calvo-share satis…es 2 e 1 ; 1 , then (i) the continuous-time frequency of price adjustment,
1
, and the Calvo-share are related according to 1 = ln ( ), and (ii) the average and median durations between price changes are overstated.
Proof: From the Bernoulli distribution, the probability that a …rm's price will change during a period is 1 . From the Poisson distribution, the probability that a …rm's price will change one or more times during a period is 1 e (1 ) . It follows that
where 2 (0; 1) requires 2 e 1 ; 1 . Now, for the Bernoulli arrival process the average, d B , and median, d B , durations between price changes are given by
whereas for the Poisson arrival process the average, d P , and median, d P , durations between price changes are given by
Substituting equation (5) into equation (7) establishes that d B d P . Finally, equation (5) can be written as = 1 + ln ( ), which, by inspection, implies that for all 2 e 1 ; 1 .
Therefore, d B d P , which completes the proof.
Proposition 1 has two main implications. First, it establishes that the standard mapping from the Calvo-share to the average duration between price changes will generally overstate the average duration between price changes because it does not allow for the possibility that …rms may make multiple price changes during a period. However, if one is prepared to model the arrival process for the Calvo-signal with a Poisson distribution, then Proposition 1 shows how to translate the Calvo-share into a continuous-time frequency of price adjustment, from which the implied average duration between price changes can be more accurately calculated.
Second, it shows that a more robust comparison between micro-data and the Calvo-share is a¤orded by using median durations between price changes rather than average durations between price changes.
Heterogeneity and implied durations
Now consider the possibility that there is heterogeneity in the frequency of price adjustment across …rms. 7 To allow for such heterogeneity, assume that the continuous-time frequency of price adjustment, 1 , is distributed across …rms according to a Beta density, a density known for its ‡exibility and generality. With the Beta density given by 
we have Proof: The average of the Beta density equals a a+b , which implies that the average duration between price changes evaluated at the average continuous-time frequency of price adjustment equals a+b a . Next, the average duration between price changes, d, is given by
Clearly, However, to the extent that a Beta distribution can usefully approximate how the continuoustime frequency of price adjustment is distributed across …rms, and to the extent that the arrival process for the Calvo-signal is better described by a Poisson distribution than a Bernoulli distribution, Propositions 1 and 2 enable one to estimate the discrete-time frequency of price adjustment, 1
, from micro-data on durations between price changes. Bils and Klenow (2004) report the durations between price changes, along with their weights, for 350 goods in the consumers'price index. The (weighted) average of these durations is just under 6:6 months and the (weighted) standard deviation of these durations is just over 7:1 months. From the Beta distribution, these two moments are given by
Using equations (11) and (12) suggests that a value for of around 0:5 is appropriate for quarterly data. Clearly, the estimates in Table 1 place much higher than 0:5, and it is on the basis of this that we conclude that even after correcting for heterogeneity, and after allowing for the possibility that …rms may make multiple price changes per period, the New Keynesian Phillips curve remains at odds with micro-data on the frequency of price adjustment.
The Galí-Gertler model
We now turn to an environment that distinguishes between price changes and optimal price changes, the Galí and Gertler (1999) model. The economy is populated by a continuum of monopolistically competitive …rms, normalized to the unit interval, each of which produces a di¤erentiated product according to the Cobb-Douglas production technology:
, where e ut is an aggregate labor-augmenting technology shock.
Indexing …rms by i, the output of the i'th …rm and their labor and capital inputs are denoted y t (i), l t (i), and k t (i), respectively. It is assumed that the capital stock is owned by households and rented to …rms in a perfectly competitive market, evolving over time according to
where I t denotes aggregate investment and 2 (0; 1) is the depreciation rate. The …nal good, Y t , is bought and sold in a perfectly competitive market and produced from the outputs of the individual …rms according to the constant-returns-to-scale production
As is well-known, the demand schedule for the i'th …rm's good, y t (i), takes the form
, where P t (i) is the price charged by the i'th …rm and P t is the aggregate price level.
Each period, a …xed proportion of …rms, 1 , 2 [0; 1), are able to change prices.
However, not all …rms that change prices do so optimally. The model has two key parameters, and each can be associated with a distinct cost impinging on a …rm's pricing decision. The …rst set of costs, menu costs, are borne by …rms when they changes prices, regardless of whether the price change is optimal or not; these costs are associated with . The second set of costs are those connected to the information gathering (Mankiw and Reis, 2002 ) and information processing (Sims, 2002) needed to determine the optimal price; these costs are associated with !. Importantly, while obstensibly playing a role similar to , represents a cost to changing prices, not a cost to making an optimal price change.
Unlike Galí and Gertler (1999) , who assume a rule-of-thumb in which prices are set according to
we introduce indexation and assume instead that the rule-of-thumb is
a rule-of-thumb in which …rms index their own prices to last period's aggregate in ‡ation rate. 10 One reason that this indexation rule-of-thumb is attractive is that is it is less demanding in terms of information than equation (13) . With this indexation-based rule-of-thumb, it is shown in Appendix A that aggregate prices equal
where P t is the price chosen by the optimizing …rms. Log-linearizing equation (15) about a zero-in ‡ation nonstochastic steady state, and restricting and ! to satisfy ! + > 0, it follows that the quasi-di¤erence in aggregate in ‡ation is related to the optimal relative price according to
Now, deviating importantly from Galí and Gertler (1999), we assume that the optimizing …rms take into account that there is a non-zero probability that they will be indexing in subsequent periods in which they cannot not reoptimize. 11 As a consequence, in period t + 1 a …rm that cannot optimize its price between period t and period t + 1 will expect to charge the price
from which it follows that the price the …rm will expect to change in period t + j is
Therefore, with + ! (1 ), representing the share of …rms that cannot optimize their prices, those …rms that can optimize will set P t (i) to maximize
where t is the marginal utility of consumption in period t. The resulting …rst-order condition can be written as
1 1 Galí and Gertler (1999) assume that optimizing …rms behave like Calvo-pricing …rms.
Log-linearizing equation (19) and assuming symmetry yields
Combining equations (16) and (20), the resulting Phillips curve is
When ! = 0 (and 6 = 0), i.e., when no …rms index, the backward dynamics are zeroed out and equation (21) collapses to the New Keynesian Phillips curve, equation (1), but with representing . Similarly, when = 0 (and ! 6 = 0), i.e., when all …rms change prices, equation (21) simpli…es to
which is the Christiano, Eichenbaum, and Evans (2005) assumes that all prices change every period, either optimally or through indexation, it is even more at odds with micro-data, and less economically plausible, than the Calvo model.
With 2 [0; 1] representing the indexation parameter, a …rm that is unable to optimize its price between periods t and t + j will sell its good in period t + j at the price P t+j (i) =
Aside from the special situation where = 0, in which case the Calvo model is restored, the in ‡ation indexation augments the Calvo model by allowing lagged in ‡ation to a¤ect …rms'pricing decisions.
, then the pro…t function for the optimizing …rms becomes
for which the log-linear …rst-order condition for the optimal relative price is
Now, log-linearizing the Dixit-Stiglitz aggregator gives
and combining equations (24) and (25) we arrive at
in accordance with Smets and Wouters (2003) . Notice that when = 0, equation (26) collapses to equation (1) and that when = 1, it is equivalent to the full-indexation Phillips curve, equation (22).
Model equivalence
Because the economic environments in which they are derived are similar, it is natural to ask whether there might be mathematical connections between the Galí-Gertler model and the partial-indexation model. For example, we showed earlier that by setting = 0, the Galí-Gertler model is equivalent to the full-indexation model, which is a special case of the partial-indexation model in which = 1, but with ! in the Galí-Gertler model playing the role of .
Proposition 3: To a …rst-order log-linear approximation about a nonstochastic steady state with zero in ‡ation, the partial-indexation Phillips curve and the Galí-Gertler Phillips curve are isomorphic.
Proof: De…ne
, then the partial-indexation Phillips curve can be written as
After some simple cancellations equation (27) becomes
which has the same structure as the Galí-Gertler Phillips curve. Now, by inspection, for all ! 2 [0; 1) and 2 [0; 1) that satisfy ! + > 0, then 2 [0; 1] and 2 (0; 1), which establishes that the Galí-Gertler Phillips curve is a special case of the partial-indexation Phillips curve.
Conversely, de…ne (1 ) and ! 1 (1 ) , which imply = , then the Galí-Gertler Phillips curve can be written as
which in turn simpli…es to
Equation (28) (16) plays the same role as (1 ) in equation (25) and that these two expressions are equal when = + ! (1 ), which is intuitive because is the share of …rms that do not optimize in the partial-indexation model and + ! (1 ) is the share of …rms that do not optimize in the Galí-Gertler model.
A New Keynesian business cycle model
The previous section showed that the Galí-Gertler Phillips curve can readily be compared to 
Households
Households choose consumption, c t , investment, I t their supply of labor, l t , and their holdings of nominal money balances, m t , and bonds, b t , to maximize
where f ; ; g 2 (0; 1), and g t , g t iid 0; 2 g , is an aggregate consumption-preference shock, subject to the budget constraint
and the capital accumulation equation
where R t denotes the nominal interest rate, w t denotes the consumption real wage, r t denotes the real rental payment on capital, t denotes the lump-sum pro…ts households earn from dividend payments from …rms and the seigniorage revenues households receive from the government, and (29) allows for habit formation, positing that what matters for households is their consumption in relation to a habit stock, H t . This habit stock is assumed to evolve according to The …rst-order conditions for the Lagrangian, , associated with the household's problem,
Equation (33) simply de…nes t , the shadow price of capital, to equal the marginal utility of consumption. Equation (34) implies that households supply labor up to the point where the marginal rate of substitution between consumption and leisure equals the consumption real wage, w t . Equation (35) shows that the bond market clears at an aggregate stock of zero when the expected change in the shadow price of capital equals the ex ante real interest rate.
Lastly, equations (36) and (35) imply that in equilibrium households are indi¤erent between owning bonds and capital.
Combining equations (33) and (35), the log-linear consumption Euler equation is
Note that the habit formation breaks the equality between the elasticity of intertemporal substitution and the (inverse) coe¢ cient of relative risk aversion and that, with internal habits, expected consumption for two periods ahead a¤ects current consumption.
Real marginal costs
As noted in Sections 2 and 3, theory establishes that the Phillips curve depends on real marginal costs. Appendix B shows that real marginal costs, that is the real resources …rms must spend to produce an additional unit of aggregate output, are, to a log-linear approximation,
given by
Equation (38), which says that real marginal costs are proportional to labor's share of income, explains the use of labor's share as a measure of real marginal costs when Phillips curves are estimated using single-equation GMM. However, the goal here is to estimate the Galí-Gertler
Phillips curve as part of a complete system, in order to study general equilibrium outcomes following shocks. To this end, we exploit labor market clearing to obtain a relationship between real marginal costs and the consumption gap.
Because the labor market clears when the consumption real wage equals the marginal rate of substitution between consumption and leisure, and habit formation a¤ects the marginal rate at which households are prepared to substitute between consumption and leisure, it should come as no surprise that habit formation a¤ects the dynamics of real wages and real marginal costs. In fact, Appendix B shows that the log-linear relationship between real marginal costs and consumption is given by
The marginal utility of consumption is higher when consumption was high last period, which, for a given real wage, induces households to increase their labor supply in order to boost consumption and raise utility. At the macro-level, the labor supply increase lowers the market-clearing real wage and real marginal costs; hence the negative coe¢ cient on lagged consumption in equation (39) . More generally, real marginal costs rise when the consumption gap increases, but fall in response to either a positive technology shock or a positive consumption preference shock. It is not di¢ cult to see why a positive technology shock lowers real marginal costs; positive technology shocks make it possible to produce more from given inputs. The negative coe¢ cient on the consumption preference shock arises because a positive consumption preference shock raises the marginal utility of consumption, which, for a given real wage, induces households to substitute from leisure into consumption, and, in aggregate, the increased labor supply lowers the real wage and real marginal costs. The intuition for the positive coe¢ cient on consumption is analogous to that for the consumption preference shock.
Central bank
The …nal actor in the model is the central bank. We do not develop a micro-founded model of central bank behavior. Instead, we posit a descriptive model that appears to characterize policy outcomes well over the business cycle. We assume that R t is set according to
which is a standard forward-looking Taylor-type rule, essentially the same as the speci…cation studied by Clarida, Galí, and Gertler (1998, 2000) . Equation (40) postulates that the central bank responds with inertia to future expected in ‡ation and, through consumption, to the state of the business cycle. Expected future in ‡ation rather than current or lagged in ‡ation enters the rule to capture the fact that central banks consider the future evolution of the economy when conducting monetary policy.
Model estimation
The models that we seek to estimate are summarized by equations (17), (20), (39), (37) , and (40), and each has a rational expectations solution of the form
where z t = t b c t R t 0 and v t = u t g t t 
Maximum likelihood estimation
Because the rational expectations equilibrium for each model takes the form of equation (41), the assumption that v t niid [0; ] implies that the concentrated log-likelihood function for the model is
where
The parameters, , are obtained by maximizing equation (42), with their standard errors determined from the inverted-Hessian evaluated at the optimum. The maximum likelihood estimates were obtained using a two-step approach. In the …rst step the genetic algorithm described in Du¤y and McNelis (2001) was used. Brie ‡y, this genetic algorithm is a stochastic search method that facilitates searching for a maximum over a wide parameter space. To implement the algorithm a population of 1; 000 initial candidate solutions was used, where the candidate solutions were drawn from a multivariate uniform distribution whose bounds were chosen to ensure that the model had a unique stable equilibrium within the search area. The genetic algorithm was allowed to run for a maximum of 300 generations or until each of the candidate solutions was identical to 5 decimal places, producing a set of …rst-step parameter estimates. 12 In the second step, the parameter values that emerged from the genetic algorithm were used to initialize the BFGS optimization algorithm, which was iterated to convergence.
The estimates that we report, and their standard errors, re ‡ect the maximum obtained by the BFGS algorithm. This two-step approach allows us to search widely over the likelihood function, helping ensure that a global maximum rather than a local maximum is located. 1 2 Advantages to using a genetic algorithm are that it does not require taking numerical derivatives and that, by sampling over the entire admissible parameter space, it helps to ensure that a global maximum of the likelihood function is obtained. Other than the fact that "mutation" was not applied in the creation of "children," the genetic algorithm employed in this paper follows precisely that described in Appendix A of Du¤y and McNelis (2001) , to which interested readers are referred. Mutation was not applied since the solution obtained from the genetic algorithm was not the …nal estimate, but rather only the source of starting values for a quasi-Newton hill climber (BFGS).
Bayesian estimation
Let M denote the model space and m j 2 M, j 2 f1; 2; :::; M g, reference an arbitrary model.
With the parameters of model m j represented by m j , p m j jm j , is the prior density for m j , p fz 1t g T 2 j m j ; m j is the conditional data density, and p m j j fz 1t g T 2 ; m j is the posterior density of the parameter density conditional on the data and the model. As always with Bayesian estimation, interest centers on the posterior density, which from Bayes theorem, is given by
To draw from the posterior density, we use the random walk chain Metropolios-Hastings algorithm. Ten over dispersed chains of length 60; 000 were constructed from which the …rst 10; 000 "burn-in"draws were discarded, leaving a total of 500; 000 usable draws. Convergence of the chains was determined using Gelman's (1995) diagnostic and Geweke's (1992) diagnostic.
For model comparison, we use Geweke's (1999) modi…cation of the Gelfand and Dey (1994) method to calculate the marginal data density, or marginal likelihood,
which is the probability of observing the data given model m j . As equation (44) shows, the marginal likelihood is evaluated by averaging the conditional data density with respect to the prior density. After evaluating the marginal likelihood for each model, the posterior probability associated with model m k 2 M can be calculated according to
where p (m j ) is the prior probability associated with model m j , j 2 f1; 2; :::; M g. 13 
Data
To estimate the models, we use U.S. data spanning the period 1982.Q1 -2002.Q4, which excludes the period of non-borrowed reserves targeting that occurred in the early 1980s, but otherwise re ‡ects the time during which Volcker and Greenspan were Federal Reserve chairmen.
We use the quarterly average of the federal funds rate to measure R t , use 100 ln C t =C T t to measure the consumption gap, where C t is real consumption and C T t is trend consumption, 14 and use 400 ln (P t =P t 1 ), where P t is the PCE price index, to measure in ‡ation.
Priors
Aside from the parameters describing the shock processes, the key model parameters are = f ; ; ; ; ; !; ; 1 ; 2 ; 3 g. However, the data are su¢ ciently uninformative of the labor supply elasticity, , that precise estimates could not be obtained using maximum likelihood.
As a consequence, and to enable comparison between the FIML and the Bayesian estimates, we set equal to 0:80 during estimation, with this elasticity value based on Smets and Wouters (2003) . The priors for the remaining behavioral parameters are summarized in Table 2a . The prior for the shock process was implemented as follows. First, the solution to the rational expectations model, equation (41), was written as
where " t = Gv t are reduced form shocks. The priors for the elements in =E Table 2b . 
Model estimates
We estimate six speci…cations, interacting three Phillips curve speci…cations with, as a robustness check, external and internal habit formation. We begin by estimating speci…cations that employ the Galí-Gertler Phillips curve to examine whether it is consistent with microevidence on the frequency of price adjustment. Then, to determine whether the Galí-Gertler
Phillips curve improves on the main alternatives, 15 and to assess how the competing models behave following shocks, we estimate speci…cations based on the Calvo Phillips curve and on the full-indexation Phillips curve, and evaluate their posterior model probabilities. 16 with the posterior mean, median, and mode, and a 90 percent probability interval centered about the posterior median. Also shown are the maximized value of the (log-) likelihood function (log-L) and the (log-) marginal likelihood (log-ML), followed by the posterior model probability in parentheses. The FIML estimates are shown so that interested readers can assess the role the prior has in shaping the Bayesian estimates.
Estimates with the Galí-Gertler Phillips curve
Note that the estimates in Table 3 reveal that the posterior mean, median, and mode are all very similar, indicating that the posterior distributions are all relatively symmetric. 18 Note, also, that, with one exception, the FIML estimates are very similar to the Bayesian estimates, indicating that the prior is not having a large in ‡uence on the Bayesian estimation.
The one exception is the coe¢ cient of relative risk aversion, . The imprecision associated with the FIML estimate indicates that the data contain relatively little information about , and it is this that allows the prior to in ‡uence the Bayesian estimation. With respect to pricing behavior, the two key parameters are and !. The FIML estimate of is 0:303, while a two-standard-deviation con…dence interval spans 0:159 to 0:447.
The Bayesian estimation has the distribution for centered on about 0:361, with a 90 percent probability interval covering 0:301 to 0:420. These estimates place the discrete-time frequency of price adjustment somewhere around 0:70 (FIML) and 0:64 (Bayesian), representing relatively frequent price adjustment. Recall that the Bils-Klenow data-set, which shaped the prior for , suggested a discrete-time frequency of price adjustment of about 0:5. Thus, one of the main …ndings that emerges from the estimation of the Galí-Gertler Phillips curve is that macro-data are consistent with frequent price adjustment. In fact, if any criticism is to be leveled at the speci…cation it is that the model implies that …rms change prices too frequently, not too infrequently.
Finally, because the estimates of reveal that …rms do, in fact, change prices quite frequently, they suggest that menu costs are not a huge impediment to a …rm changing its price.
At the same time, the estimates of ! are large, and they imply that most …rms that change prices do so using a rule of thumb, a result that is consistent with the Zbaraki, Ritson, Levy, Dutta, and Bergin (2004) conclusion that information gathering/processing costs are more important for pricing behavior than menu costs.
Estimates with the Calvo Phillips curve
To estimate versions of the model with the Calvo Phillips curve, we set !, the share of ruleof-thumb pricing …rms, to zero. With this restriction, is equivalent to in the Calvo model and it is labeled as such in Table 4 below. As earlier, we consider both internal and external habit formation; however, due to weak identi…cation of some parameters, 20 we report only the Bayesian estimates. Looking at the estimates reported in Table 4 , it is noteworthy that where these speci…ca-tions have parameters in common with those estimated in Table 3 , similar values are obtained, attesting to their structural nature. However, although similar estimates of common parameters are obtained, important di¤erences between these speci…cations and those estimated earlier can be found in the (log-) marginal likelihoods and posterior model probabilities. Relative to the speci…cations estimated in Table 3 , those in Table 4 have much lower marginal likelihoods and, given the discrete uniform prior over the model space, much lower posterior model probabilities. Essentially, having examined their …t to the data, we now attribute a probability of almost zero to the possibility that the Calvo model generated the data.
So, how do the estimates of the New Keynesian Phillips curve relate to those of the Galí-Gertler Phillips curve obtained earlier? Clearly, if is interpreted naively as the share of …rms that do not change prices each period, then the conclusions from the two models are very di¤erent. However, the Galí-Gertler model implies that the share of …rms that do not make an optimal price change each period is given not by , but by + ! (1 ), and now the two sets of estimates are easily reconciled. For example, using the posterior mean from Table   3 (Panel A), +! (1 ) equals 0:969, which is very similar to the posterior mean of in Table 4 (Panel A), which equals 0:942. Overall, then, these indicate that the Calvo-share may be a relatively unbiased estimate of the share of …rms that do not make an optimal price change, but it is a highly biased estimate of the discrete-time frequency of price adjustment, and, as a consequence, drastically overstates the implied average duration between price changes.
At the same time, the estimates of shown in Table 4 are generally larger than those reported in Table 1 . One possible reason for these larger estimates of is that the estimates are shaped by the properties of a complete model, not just by the properties of the New Keynesian Phillips curve. Related to this, the likelihood-based estimators impose the discipline of "relevance" to the choice of econometric instruments, preventing possibly irrelevent variables from serving as instruments. A third possible reason for the larger estimates of is that we do not use labor's share of income as our measure of real marginal costs. Instead, the measure of real marginal costs is derived within our models based on labor market clearing, essentially imposing equilibrium behavior on real wages, output, and hours worked.
Estimates with the full-indexation Phillips curve
The …nal two models that we estimate employ the full-indexation Phillips curve. As established earlier, the full-indexation Phillips curve can be obtained as a special case of the Galí-Gertler Phillips curve by setting equal to zero. With this restriction the parameter ! is equivalent to , and it is labeled this way in Table 5 . As earlier, the parameters in the policy rule and those that govern household behavior are essentially the same as those shown in Tables 3 and 4 ; clearly these parameters are robust to changes in how …rms'pricing behavior is modeled. In addition, the coe¢ cient values shown in Panel B, which relate to the model with internal habit formation, reinforce those shown in Panel A, which relate to the model with external habit formation, from which it follows that the …ndings with respect to pricing behavior are robust to how the habit formation is modeled. So what are the main results in Table 5 ? First, the estimates of are very much in line with those obtained for the speci…cations using the Calvo Phillips curve, so although in ‡ation is not endogenously persistent in the Calvo model, this does not seem to be distorting its estimates of . Second, the estimates of place the share of …rms that optimize their price changes at just over 5 percent per quarter.
However, the similarities in the parameter estimates between Table 5 and Table 3 
Pricing and New Keynesian business cycle dynamics
In this section we demonstrate that the di¤erences between the three pricing models are not just statistical, nor are they just theoretical, rather they are economically important. We study how the models respond to shocks, considering consumption preference shocks, technology 
Conclusion
The New Keynesian Phillips curve, generally derived from the Calvo model, has been widely criticized for being economically implausible, for being inconsistent with micro-data on the frequency of price adjustment, and for being unable to account for the persistence in in ‡ation.
Popular alternatives to the Calvo model, such the full-indexation model and the partialindexation model are much better able to explain the persistence in in ‡ation, but, because they assume that all prices change every period, they too are economically implausible and are unable to match micro-evidence on the frequency with which actual prices change. These criticisms are important because New Keynesian business cycle models are increasingly used to study issues such as how monetary policy should be conducted to maximize welfare, and the nature of these policies hinge critically on precisely how and why prices are rigid. More generally, they challenge whether the leading New Keynesian models of price adjustment provide a useful and economically sensible description of in ‡ation dynamics. Against this background, the main contribution of this paper is to demonstrate that the Galí and Gertler 1999) pricing model can successfully address these criticisms.
We begin by presenting estimates of Calvo-share obtained when the New Keynesian Phillips curve is estimated in isolation, outlining the implications of these estimates for the average duration between price changes. Next, we emphasize that issues such as heterogeneity in the frequency of price adjustment across …rms, continuous-time price setting, as well as the conceptual di¤erence between a price change and an optimal price change mean that a meaningful comparison of the average durations between price changes obtained from micro-data to those implied by estimates of the Calvo-share is not straightforward. However, to the extent that these issues can be addressed, they con…rm that estimates of the Calvo-share are inconsistent with Bureau of Labor Statistics price data, and to the extent that they cannot be addressed, they call for a micro-founded model of price setting that can distinguish conceptually between price changes and optimal price changes.
Next, we introduce the rule-of-thumb pricing model developed by Galí and Gertler (1999) , a model in which each period a share of …rms get to change their prices and within this share a proportion change their prices optimally while the remaining proportion change their prices by a rule of thumb. We highlight that when it comes to reconciling macro-and micro-evidence on the frequency of price adjustment, and to accounting for the persistence in in ‡ation, the Galí-Gertler pricing environment holds many attractions. First, the model is one in which not all prices change every period and in which when prices change they do not necessarily change optimally. Second, the model's share parameters can be interpreted easily in light of the costs …rms face when changing prices. Traditional menu cost factors, which a¤ect all price changes not just optimal price changes, are readily associated with the share of …rms that change their prices. Similarly, information gathering/processing costs are readily associated with the share of price-changing …rms that resort to rule-of-thumb price-setting. Third, because the rule of thumb is one in which …rms index their prices to lagged in ‡ation, the model has a mechanism for generating intrinsic in ‡ation persistence.
After outlining the Galí-Gertler pricing model and the modi…cations we make to it, we derive its Phillips curve and relate it to other speci…cations in the literature. Speci…cally, we prove that the Galí-Gertler Phillips curve encompasses the Calvo Phillips curve, the fullindexation Phillips curve, and the partial-indexation Phillips curve, from which it follows that the Galí-Gertler Phillips curve can explain in ‡ation at least as well as these more widely used alternatives. This encompassing result, together with the fact that the full-and the partialindexation models counterfactually force all …rms to change their price every period, makes the of price adjustment at just over 0:6. In this respect, the Galí-Gertler model is a considerable improvement on the Calvo model, and to the extent that it is at odds with the Bils-Klenow study it is because the model implies too little price rigidity rather than too much. Second, with around 60 percent of …rms changing their prices each quarter and with 95 percent of them resorting to rule-of-thumb price-setting, our estimates are consistent with the view that menu costs are a much less important factor for price setting than information gathering/processing costs. These …ndings are robust to whether households have internal or external habit formation and to whether the model is estimated using FIML or Bayesian methods.
Third, re ‡ecting the model's empirical advantages, the Bayesian estimation assigns much higher posterior model probabilities to the models containing the Galí-Gertler Phillips curve, particularly the speci…cation with external habit formation, than it does to the models containing either the Calvo Phillips curve or the full-indexation Phillips curve. Our …nding that a posterior model probability of almost zero is attributed to the Calvo Phillips curve is consistent with the fact that, unlike the Galí-Gertler model, the Calvo model cannot generate hump-shaped responses to shocks.
Clearly the Galí and Gertler (1999) model o¤ers important advantages over other popular pricing models and deserves greater empirical attention as a consequence. At the same time, the model's micro-foundations could be made more rigorous in as much as its share parameters are standing in for a more complicated optimization problem confronting …rms, a problem with a state-contingent aspect. Although it is well-known that state-contingent and time-consistent pricing models behave similarly when in ‡ation is low and stable, the obvious next step would be to build the menu costs and the information gathering/processing costs formally and directly into the …rm's pricing problem. We leave this interesting and important exercise for future work.
A Appendix: Aggregate prices
From the Dixit-Stiglitz aggregator, the price level is de…ned according to
Recognizing that at any point in time …rms either set their price optimally, use the rule-ofthumb, or keep their price unchanged, equation (A1) is equivalent to
(A2) Because the …rms that do not change their price and that use rule-of-thumb pricing are chosen randomly, equation (A2) is equivalent to
1 " ! (1 )
Finally, equation (A3) implies
which is equation (15) in the text. If we assume, say, that there exists an initial period in which there is no relative price dispersion, then it is straightforward to see that equation (A4) holds for all t 1. Alternatively, by accounting for how …rms that either did not change prices today or that used rule-of-thumb price setting today have set prices in the past, and exploiting, …rst, that a …rm's pricing strategy is determined randomly, and, second, that as the initial period tends to 1 the share of …rms setting prices today that have never set their price optimally converges to zero (or that there exists an initial period -making the summation in equation (A5) …nite -in which there is no relative price dispersion), equation (A2) can be written as (1 + t+l 1 )
and combining equations (A5) and (A6) yields P which, again, is equation (15) in the text.
B Appendix: Aggregate real marginal costs
Cost minimization implies that …rms rent capital and labor such that
implying that a …rms'real marginal costs depend on the ratio of the consumption real wage to its marginal productivity of labor, i.e., mc t (i) = 1 w t l t (i) y t (i) :
Of course, since all …rms face the same rental prices for capital and labor and are subject to the same aggregate technology shock, they employ capital and labor in the same ratio and share the same real marginal costs. Therefore, mc t (i) = 1 w t l t y t :
Log-linearizing equation (B2) implies
which is equation (38) in the text. Equation (B3) establishes that to a …rst-order log-linear approximation aggregate real marginal costs depend on the consumption real wage and the aggregate marginal productivity of labor. Turning to the …rm-level production function,
and log-linearizing b y t ' u t + b l t + (1 ) b k t b u t b l t :
Similarly, the log-linearized resource constraint is
To proceed further we make two simplifying assumptions. The …rst assumption is that capital per e¤ective worker is constant over time, which implies that b k t b u t b l t = 0. The second assumption is that investment is driven solely by an accelerator mechanism, i.e., that b i t = b y t . Combining equation (B3) with (a log-linearized) equation (34) and exploiting these two simplifying assumptions, the expression for real marginal costs becomes c mc t = b y t (1 + ) u t b t :
Now log-linearizing equation (33) gives
implying that real marginal costs equal
which is equation (39) in the text.
