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Preface
The Traveling Salesman Problem, TSP for short, is one of the most well-known NP-hard
optimization problems, and it has been extensively studied in various fields of optimization.
It has been formulated as a mathematical problem in the 1930s, and many algorithmic
methods have been investigated to address the challenge of finding the fastest algorithm
in terms of the running time. A recent trend of research focuses on trying to alleviate
the time and space complexity of algorithms for solving the TSP by focusing on special
types of TSP instances, namely graphs of limited degree. Let degree-i graph stand for a
graph in which vertices have at most i incident edges. In this thesis, we design a series
of polynomial-space branching algorithms for the TSP in degree bounded graphs, namely
the TSP in degree-5, degree-6, degree-7 and degree-8 graphs. More specifically, this thesis
shows that the TSP in graphs with maximum degree 5 can be solved in O∗(2.4723n),
the TSP in graphs with maximum degree 6 can be solved in O∗(3.0335n), the TSP in
graphs with maximum degree 7 can be solved in O∗(3.5939n), and the TSP in graphs with
maximum degree 8 can be solved in O∗(4.1577n). To the best of our knowledge, each of
the algorithms proposed in this thesis is the first exact algorithm specialized to graphs of
such high degree.
All these algorithms employ similar techniques as most of the previous branching algo-
rithms for the TSP, where the idea behind the branching algorithm is to solve subproblems
recursively by using two sets of rules, namely reduction rules and branching rules. For the
reduction rules, we use simple natural observations. For the branching rules, we introduce
a set of branching rules for each of the algorithms to perform the branching operation.
The nature of our branching operation is to branch on an unforced edge e iteratively, by
either including edge e into a solution or excluding edge e from all solutions. The choice
of edge e to branch on plays a key role in the analysis of our branching algorithm. To this
effect, in this thesis we have assigned a way on how to choose the edge e to branch on. In
the analysis of the running time, we use the measure-and-conquer method as a tool to get
an upper bound of the running time.
As a result, the presented polynomial-space branching algorithms for the TSP in
degree-5, degree-6 and degree-7 graphs outperform the time complexity of the algorithm
for the TSP in a general n-vertex graph of Gurevich and Shelah’s O∗(4nnlogn) (SIAM
Journal of Computation, 16(3), pp 486–502, 1987). On the other hand, the time complex-
ity of the algorithm for the TSP in degree-8 graphs has breached the O∗(4nnlogn)-time
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algorithm due to Gurevich and Shelah. This answers the question which is the highest
degree i such that our approach for designing and analyzing algorithms specialized to the
TSP in degree-i graphs has a lower bound on the time complexity than the algorithm due
to Gurevich and Shelah.
We believe that our algorithms are significant and will give some contributions towards
practical applications, such as routing and scheduling problems, and possibly beyond. It
is our hope that the work done can be serve as a basis for future advancement in related
topics.
Norhazwani Md Yunos
February 2017
Kyoto, Japan
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Chapter 1
Introduction
1.1 Optimization Problem
As time goes by, a lot of problems arise in various areas of study, such as in economics,
engineering and natural science. For example, the necessity of dealing with various orga-
nizational and planning problems often makes use of several analysis techniques in math-
ematics. Such problems occur when a decision maker must make a decision in order to
manage a system with some specific criteria in an optimal way. We call such problems
optimization problems. Some of the first mathematicians to manoeuvre optimization prob-
lems were Fermat, Euler, several members of the Bernoulli family, Lagrange, and others
in connection with the development of Calculus in the 17th and 18th centuries [23].
An optimization problem can be easily described as a problem with a collection of
variables or instances that determine a collection of solutions, and requests to find the
best solution among them. Particularly, there are two important terms in an optimization
problem, an objective function and a feasible region. The feasible region is a set of all
solutions, and a solution in the feasible region is called feasible. In deriving a solution,
the objective function requests to find the optimal value over all feasible solutions. In an
optimization problem, the word “optimal” usually refers to minimum or maximum, where
a minimization (resp., maximization) problem asks to minimize (resp., maximize) the
objective function. For example, a single-variable minimization problem can be described
by
minimize f(x)
subject to: x ∈ X,
where f is a given objective function, x ∈ Rn is a decision variable in n-dimensional real
vector, X ⊆ Rn is a given feasible region, R is the set of real numbers, and Rn is the
n-dimensional vector space over R. A feasible solution x∗ is optimal to the optimization
1
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problem if and only if f(x∗) ≤ f(x) holds for all feasible solutions x ∈ X.
There are two categories of optimization problems, continuous optimization problems
and combinatorial optimization problems. If a problem has a continuous feasible region
such as a set of real numbers or a function, then it is called a continuous optimization
problem. If a problem has a discrete feasible region such as a set of integers, permutations
or graphs, then it is called a combinatorial optimization problem.
Linear Programming, LP for short, and Integer Linear Programming, ILP for short,
are mathematical techniques to solve optimization problems. The history behind the LP
formulation goes back to 1939, when it was discovered by Leonid Kantorovich [44]. He
had developed an LP formulation to solve optimization problems during the World War
II on how to plan expenditures and returns to reduce the costs of the army and the
losses incurred by the enemy. Since then, LP and ILP have been used widely to solve
many optimization problems. For instance, in organization and planning management,
a decision maker has to make the most effective use of an organization’s resources such
as labor, money, time and raw material. This is to guarantee that the products such
as clothing, food, furniture and electrical devices, or services such as airline schedule and
investment policies, can be produced in an optimal way. One of the successful optimization
problems that use LP and ILP as their solution method is scheduling school buses, where
the problem asks to minimize to total distance traveled when carrying students.
A variety of continuous and combinatorial optimization problems appear in many real
world problems and as a consequence many algorithms for their solution have been pro-
posed. The topic of this thesis is categorized under combinatorial optimization problems.
1.2 Algorithm
An algorithm is a problem-solving method that has been widely used in computational
problems. It takes some value or a set of values as an input and produces some value or
set of values as an output. The input to an algorithm is called an instance of the problem,
and the size of the input of the algorithm is referred to the size of the instance. Thus,
an algorithm that solves a problem is a step-by-step procedure to solve a given problem
instance. Precisely, an algorithm is a set of instructions that transform the input into an
output. An algorithm is said to be correct if for every input instance, it terminates with
a correct output [14].
For example, let us take the sorting problem, a problem where we need to sort a set
of numbers into a non-decreasing order. The input and the output of the problem are
defined by:
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Input: A set {a1, a2, . . . , an} of n numbers.
Output: A list 〈a′1, a′2, . . . , a′n〉 of the input sequence such that a′1 ≤ a′2 ≤ · · · ≤ a′n.
For instance, given the input set {23, 20, 85, 58, 11}, a sorting algorithm returns as output
the set 〈11, 20, 23, 58, 85〉, as shown in Figure 1.1. An instance of the sorting problem is a
set of n numbers, and the size of the input of the sorting algorithm is n.
ALGORITHM
(Sorting)
Input:
{23, 20, 85, 58, 11}
Output:
<11, 20, 23, 58, 85>
Figure 1.1: An overview of an algorithm.
In the analysis of algorithms, in addition to the correctness of algorithms, the perfor-
mance of algorithms is also important. One of the reasons why the analysis of an algorithm
is performed is to compare different algorithms for the same task. The performance of
algorithms is measured by their running time. The running time of an algorithm is calcu-
lated in terms of fundamental mathematical quantities by doing a mathematical analysis
on the quantities involved [45]. Usually, the running time of an algorithm is defined to be
the number of elementary steps for the algorithm to execute in order to deliver its output
and it is stated as a function relating the size of the input instance to the numbers of
steps, known as time complexity.
There are various attributes of an algorithm’s running time, as shown in Figure 1.2.
Some algorithms may run faster on certain data sets than others. Thus, finding an average
case can be very difficult, and hence the worst-case running time is measured. However, in
certain applications such as air traffic control and surgery, knowing the worst-case running
time is not important, but finding the best-case running time is the matter. Worst case
(resp., best case) running time, known as upper running time bound (resp., lower running
time bound) is denoted by O (resp., Ω) with respect to a function relating to the size of
the input instance, to tell the maximum (resp., minimum) steps of the algorithm to give
its output.
In the analysis of the running time of algorithms, the time complexity is stated as a
function with respect to the size of the input instance. Basically, it tells how fast a function
grows or declines. Henceforth, the running time of an algorithm is only considered up to
the leading term of a function, such as cn2, and ignoring the constant coefficient of the
leading term, c, because the smaller-order terms of a function and the coefficient of the
leading term are less significant for large values of n. For example, if the running time
T (n) of an algorithm is given by 2n2+n−1, then the upper time bound of the algorithm is
at the order of n2, and we write T (n) = O(n2). Usually we do not know the exact running
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Figure 1.2: Variety attribute of the algorithm’s running time.
time T (n), and we derive only an upper bound on T (n) in the form of T (n) = O(f(n)).
There are numerous algorithms for numerous problems in the world, and undoubtedly
different algorithms give different time and space complexities. The characterization of
which is an efficient algorithm always depends on the situation. However, computer scien-
tists recognized a simple characterization that we can consider to differentiate algorithms
based on their time complexity. They are largely classified as polynomial-time algorithms
and exponential-time algorithms [21]. Thus, if the running time of an algorithm is bounded
by a polynomial of an input instance size, then the algorithm is considered as efficient.
In the area of theoretical computer science, exact algorithms are designed so that upper
bounds on their worst case time complexity can be theoretically analyzed as a function
of the input size. On the other hand, many existing solvers, for example IBM ILOG
CPLEX Optimization Studio (CPLEX), routinely used in practice run sufficiently fast by
relying on heuristics and bounding operations whose worst or average time complexities
are difficult to be analysed theoretically. On a set of instances, an exact algorithm with a
low theoretically obtained worst time complexity may still not run as fast as a practical
solver. However, it has been recently reported by Akiba and Iwata [1] that some exact al-
gorithms designed to improve theoretical time bounds do run sufficiently fast as compared
with solvers developed for solving instances practically. Thus, it is utterly important to
continue theoretical research and to develop algorithms with ever lower bounds on their
computational complexity, as these can show to be highly relevant in practice as well.
Therefore, research on theoretical algorithms are also important and significant since it
has been proven by Akiba and Iwata [1] that some theoretical algorithms run sufficiently
fast as compared to practical solvers.
1.3 Computational Complexity
Computational complexity theory is one of the major branches of study in theoretical
computing science and mathematics. Basically, a computational problem is a problem
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where we are given an input and we want to return an output that satisfies some properties.
We can classify computational problems in two classes, namely P and NP. We denote
by P the class of problems solvable in polynomial time, and by NP the class of problems
that admit a nondeterministic polynomial time algorithm. We call a problem NP-hard,
if the polynomial solvability of the problem would imply that all other problems in NP
are solvable in polynomial time as well. We call a problem NP-complete, if the problem
is in the class NP and is NP-hard [30].
The concept of NP-completeness was introduced by Stephen Cook in 1971 [12]. Since
then, NP-completeness is the cornerstone of complexity theory. Until now, determining
whether the class P and the class NP are the same or not is still a major open question, in
other words, whether P = NP or P 6= NP. The question whether P = NP or P 6= NP
is one of the seven millenium problems [13].
Assuming that P 6= NP, the relation of NP-complete problems are shown in Fig-
ure 1.3. Dasgupta et al. [16] have classified some problems according to their classes,
as shown in Table 1.1. On the left-hand side of the table, there are some examples of
problems in P that can be solved by diverse specialized algorithms, such as dynamic pro-
gramming or greedy algorithms. Whereas in the right-hand side of the table, there are
some NP-complete problems that have escaped efficient solution over many decades or
centuries.
As we can see from Table 1.1, the Traveling Salesman Problem is one of the NP-
complete problems. When the theory of NP-completeness was developed, the Traveling
Salesman Problem was one of the first problem to be proven as an NP-hard problem by
Karp in 1972 [29].
NP
P
NP-hard
NP-complete
Figure 1.3: Classes of computational problems.
1.4 The Traveling Salesman Problem
The Traveling Salesman Problem, or TSP for short, gained much attention and has been
studied by researchers from many areas such as mathematics, computer science and oper-
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Table 1.1: List of problems in their class, assuming that P 6= NP.
Problems in P NP-complete Problems
Linear Programming Integer Linear Programming
Shortest Path Longest Path
Minimum Spanning Tree Traveling Salesman Problem
2-Satisfiability (2-SAT) 3-Satisfiability (3-SAT)
Bipartite Matching 3D Matching
Minimum Cut Balanced Cut
ations research. There is a long and great history behind the birth of the TSP as written
in the book of Cook [13]. Basically, the wave of the TSP started in the 1930s by Merrill
Flood who stimulated the interest of TSP in many quarters, and one of them in obtaining
near optimal solutions in reference to routing of school buses [13].
The TSP is a problem where we are given the distances between each pair of n cities,
and we need to visit every city exactly once and return to the home city, with a minimal
cost of travelling. In practice, it is very easy to describe, but it is very difficult to solve
efficiently. As the number of cities increases, the determination of the optimal tour becomes
incredibly complex.
1.4.1 Applications of the TSP
The TSP is one of the most extensively studied problems in any field of optimization, and
has been used as a framework to solve other problems. In other words, the TSP can be
applied to solve many problems by reducing them to a TSP formulation. For example
take the plotter, a computer printer for printing vector graphics which uses a pen to draw
pictures on paper. The TSP can be applied as a procedure to direct the movement of
the pen while drawing, so that useless moves are avoided, and the pen travels a minimal
distance.
There are a variety of problems that can be solved using TSP formulations. One
of the widely adopted direct applications of the TSP is in drilling problems of printed
circuit boards, PCBs, as reported in Grotschel et al. [24]. This drilling problem asks to
position the drilling head where holes have to be drilled through the board, while the
holes may be of different sizes. An illustration of a PCB with different sizes of holes is
shown in Figure 1.4. To drill two holes of different diameters consecutively, the drilling
head of the machine has to move to a tool box and change the drilling equipment. This
is quite time consuming, and thus one has to choose one diameter and drill all holes of
the same diameter, and later, change to other size of diameter and drill the holes of the
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next diameter and so on. This drilling problem can be solved using a TSP formulation,
where the tool box is set as an initial position and the cities are set as the holes of same
diameter. The distance between two cities is given by the time taken by the machine to
move the drilling head from one position to the other, and the objective of this problem
is to minimize the total travel time for the drilling head of the machine.
Figure 1.4: An example of a PCB with different sizes of holes.
Many problems can be reduced as TSP naturally as well, for instance routing problems,
such as the Vehicle Routing Problem, for short VRP, also can be reduced into a TSP
formulation as reported by Lenstra and Rinnooy Kan [33]. The VRP is a problem which
asks to find the minimum number of trucks to empty mail boxes everyday within a certain
period of time, or to find the shortest time to do the collections using a given number of
trucks. A variety of well-known routing problems use the TSP as a solution procedure,
for example the school bus routing problem [2]. An illustration of the problem is shown
in Figure 1.5.
Figure 1.5: An example of the Vehicle Routing Problem.
Furthermore, Ratliff and Rosenthal [42] reported that the problem associated with
material handling in a warehouse, known as order-picking problem can also be solved
using a TSP formulation. The problem is as follows. Assume that at a warehouse, an
order arrives for a certain number of goods stored in the warehouse. Some vehicle has to
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collect all goods of this order to ship them to the customer, as can be seen in Figure 1.6.
Hence, the relation of the TSP is immediately seen, where the storage locations of the
goods correspond to the set of cities, and the distance between two cities is given by the
time taken to move the vehicle from one location to the other. The objective of this
problem is to find a shortest route for the vehicle with minimum pick up time.
WAREHOUSE
: customer
Figure 1.6: An example of material handling in a warehouse.
The applications of the TSP do not end here, there are a lot of problems in a variety
of areas that can be solved using a TSP formulation. For example in chemistry, Bland
and Shallcross [8] reported that the TSP has a use in X-ray crystallography, a problem of
analysing the structure of crystals.
1.5 Previous Results
With regards to showing the effectiveness of the TSP, new algorithmic techniques have been
developed and applied to the TSP, namely, linear programming, dynamic programming,
branch-and-bound, heuristics and meta-heuristics. All the relevant algorithmic approaches
have taken place after Dantzig et al. first started to use a TSP formulation to solve
practical problem instances in 1954 [15].
Solving NP-hard discrete optimization problems to optimality requires very efficient
algorithms. Recently, many algorithmic methods have been studied to beat the challenge
of finding the fastest algorithm in terms of running time. On the other hand, it has proven
even more challenging to design fast algorithms that would use a manageable amount of
computation space, bounded by a polynomial in the size of an input instance.
We will review previous algorithmic attempts, making a division between those which
require space exponential in the size of a problem instance, and those requiring space
merely polynomial in the input size.
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1.5.1 Exponential-space Exact Algorithms
The first non-trivial algorithm for the TSP in an n-vertex graph is the O∗(2n)-time dy-
namic programming algorithm discovered independently by Bellman [6], and Held and
Karp [26] in the early 1960s. Here, we use the O∗ notation, which suppresses polynomial
factors. This dynamic programming algorithm however, requires O∗(2n) amount of space
which is exponential. Since then, this running time bound has only been improved for
special types of graphs. Primarily, investigation efforts have been focused on graphs in
which vertices have a limited degree. Henceforth, let degree-i graph stand for a graph in
which each vertex has at most i incident edges. A recent improvement of the running time
bound to O∗(1.2186n) for degree-3 graphs has been presented by Bodlaender et al. [10].
They have used a general approach for speeding up straightforward dynamic program-
ming algorithms. For the TSP in degree-4 graphs, Gebauer [22] has shown a time bound
of O∗(1.733n), by using a dynamic programming approach.
1.5.2 Polynomial-Space Exact Algorithms
In the vein of polynomial space algorithms, Gurevich and Shelah [25] have shown that the
TSP in a general n-vertex graph is solvable in time O∗ (4nnlogn). This had remained the
only result for nearly 20 years, until Eppstein [18] started the exploration into polynomial-
space TSP algorithms specialized for graphs of bounded degree. Eppstein [18] designed
an algorithm for degree-3 graphs that runs in O∗(1.260n) time. He introduced a branch-
and-search method by considering a generalization of the TSP named the forced TSP.
Iwama and Nakashima [27] have claimed an improvement of Eppstein’s time bound to
O∗(1.251n) time for the TSP in degree-3 graphs. Later, Liskiewicz and Schuster [35]
have uncovered some oversights made in Iwama and Nakashima’s analysis, and proved
that their algorithm actually runs in O∗(1.257n) time. Liskiewicz and Schuster then made
some minor modifications of Eppstein’s algorithm and showed that this modified algorithm
runs in O∗(1.2553n) time, a slight improvement over Iwama and Nakashima’s algorithm.
Xiao and Nagamochi [49] have recently presented an O∗(1.2312n)-time algorithm for
the TSP in degree-3 graphs, and this improved all previous time bounds for polynomial-
space algorithms. They used the basic steps of Eppstein’s branch-and-search algorithm,
and introduced a branching rule based on a cut-circuit structure. In the process of im-
proving the time bound, they used a simple measure-and-conquer analysis, and effectively
analyzed their algorithm by introducing an amortization scheme over the cut-circuit struc-
ture, setting weights to both vertices and connected components of induced graphs.
For the TSP in degree-4 graphs, Eppstein [18] designed an algorithm that runs in
O∗(1.890n) time, based on a branch-and-search method. Later, Xiao and Nagamochi [50]
showed an improved value for the upper bound of the running time and showed that their
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algorithm runs in O∗(1.692n) time. Currently, this is the fastest algorithm for the TSP in
degree-4 graphs. Basically, the idea behind their algorithm is to apply reduction rules until
no further reduction is possible, and then branch on an edge by either including it to a
solution or excluding it from a solution. This is similar to most previous branch-and-search
algorithms for the TSP. To effectively analyze their algorithm, Xiao and Nagamochi used
the measure-and-conquer method by setting a weight to each vertex in an input graph.
From each branching operation, they derived a branching vector using the assigned weight
and evaluate how much weight can be decreased in each of the two instances obtained by
branching on a selected edge e. In this way, they were able to analyze by how much the
total weight would decrease in each branch. Moreover, they indicated that the measure
will decrease more if we select a “good” edge to branch on, and gave a set of simple rules,
based on a graph’s topological properties, for choosing such an edge. However, the analysis
of the running time itself is not as straightforward, and the interested reader is referred
to the original paper of Xiao and Nagamochi [50].
1.5.3 Heuristic and Approximation Algorithms
Other than exact algorithms, heuristic algorithms and approximation algorithms are also
another efficient approach to solve NP-complete optimization problems. It is also natural
to tackle NP-complete problem by means of heuristic algorithms [32], such as nearest
neighbor, greedy algorithms, tabu search, simulated annealing, genetic algorithms and ant
colony optimization. However, the performance of a heuristic algorithm for the TSP is
commonly measured by comparing its results to the Held and Karp’s lower bound [26].
This lower bound is derived from the solution of a linear programming formulation, and
the solution can be found in polynomial time using a polynomial constraint-separation
algorithm [28].
In the same way, the study of approximation algorithms has a great attraction in its
own area. An approximation algorithm is an algorithm that runs in polynomial time and
always produces a solution close to the optimal. If we denote the optimal value as OPT ,
then we call an algorithm an α-approximation algorithm if it gives as output a solution
with objective value at most α · OPT for minimization problems, or at least 1/α · OPT
for maximization problems, and α is called an approximation factor. Further information
about approximation algorithms can be found in authoritative textbooks [46, 48].
In general, the TSP is NP-hard to approximate within a constant factor α. In other
words, since it is widely known that TSP is NP-hard problem, there is no constant factor
approximation algorithm for the TSP, unless P = NP [3]. Therefore, considerable research
on solving the TSP using approximation algorithm have been done, for example Lin and
Kernighan [34], Christofides [11], Basart and Huguet [5], Arora [3], Blaser [9], Kaplan et
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al. [31], Papadimitriou and Vempala [41], Berman and Karpinski [7], Asadpour et al. [4],
Mucha [40] and Vygen [47]. Among all these, Arora’s approximation algorithm [3] is the
best approximation algorithm. Arora’s approximation algorithm is based on geometric
partitioning and quad trees, and the algorithm guarantees a (1+1/c)-approximation ratio
for every c > 1 in Euclidean space.
1.6 Thesis Contribution
This thesis presents a series of exact polynomial-space algorithms for the TSP in graphs of
degree 5 up to 8. Each of these algorithms is the first algorithm specialized for the TSP in
graphs of such maximum degree. We use a deterministic branch-and-search method, and
our algorithm employs techniques similar to most of the previous branching algorithms
for the TSP. When there are no vertices of degree i in an input graph, we call an existing
algorithm for the TSP in degree-(i− 1) graphs and solve the remaining instance. For the
analysis of the running time of the algorithms, we use the measure-and-conquer method
as a tool to get an upper bound of the running time.
As a result, we show that the TSP in degree-5 graphs can be solved in O∗(2.4723n)
time as reported in Md Yunos et al. [36], the TSP in degree-6 graphs can be solved in
O∗(3.0335n) time as reported in Md Yunos et al. [37], the TSP in degree-7 graphs can be
solved in O∗(3.5939n) time as reported in Md Yunos et al. [38], and the TSP in degree-8
graphs can be solved in O∗(4.1485n) time as reported in Md Yunos et al. [39]. Table 1.2
summarize all results of the TSP in graphs of degree 5 up to 8.
Table 1.2: Time complexity of the TSP in graphs of degree 5 up to 8.
TSP in bounded graphs Time complexity
Degree-5 graphs O∗(2.4723n)
Degree-6 graphs O∗(3.0335n)
Degree-7 graphs O∗(3.5939n)
Degree-8 graphs O∗(4.1485n)
The TSP in degree-8 graphs does not give an advantageous algorithm over Gurevich
and Shelah’s O∗(4nnlogn)-time algorithm, but gives a limit as to the applicability of our
choice of branching rules and analysis method for designing polynomial-space exact algo-
rithms for the TSP in graphs of limited degree. This means that in the quest of designing
polynomial-space exact algorithms for the TSP in graphs of limited degree, possibly dif-
ferent and improved branching rules and analysis method should be sought for in order to
achieve better results.
Chapter 2
Preliminaries
2.1 Mathematical Notation
Throughout this thesis, the following mathematical notation will be used. For a graph G,
let V (G) denote the set of vertices in G, and let E(G) denote the set of edges in G.
A vertex u is a neighbor of a vertex v if u and v are adjacent by an edge uv. We
denote the set of all neighbors of a vertex v by N(v), also called the neighborhood of v,
and denote by d(v) the cardinality |N(v)| of N(v), also called the degree of v. For a
subset W ⊆ V (G) of vertices, let N(v;W ) = N(v) ∩ W . For a subset E′ ⊆ E(G) of
edges, let NE′(v) = N(v) ∩ {u | uv ∈ E′}, and let dE′(v) = |NE′(v)|. Analogously, let
NE′(v;W ) = NE′(v) ∩W , and dE′(v,W ) = |NE′(v,W )|. Also, for a subset E′ of E(G),
we denote by G−E′ the graph (V,E \E′) obtained from G by removing the edges in E′.
We employ a known generalization of the TSP proposed by Rubin [43], named the
forced Traveling Salesman Problem by Eppstein [18]. We define an instance I = (G,F )
that consists of a simple, edge weighted, undirected graph G, and a subset F of edges
in G, called forced, as shown in Figure 2.1a. For brevity, throughout this thesis let U
denote E(G) \ F . A vertex is called forced if exactly one of its incident edges is forced.
Similarly, it is called unforced if no forced edge is incident to it. A Hamiltonian cycle in G
is called a tour if it passes through all the forced edges in F . Under these circumstances,
the forced TSP requests to find a minimum cost tour of an instance (G,F ), and Figure 2.1b
shows an example of the minimum cost of a tour of (G,F ).
2.2 Essentials on Branching Algorithms
There are a lot of algorithmic techniques for designing exponential time algorithms, and
one of them is the branching method. Recently, branching algorithms have been known to
give the fastest exact algorithms for many NP-hard problems. The idea behind branching
12
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(a) Example of an instance (G,F ).
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(b) Minimum cost tour of an instance (G,F ).
Figure 2.1: An instance (G,F ) and the minimum cost tour of an instance (G,F ).
algorithms is natural and simple. They work by recursively solving subproblems using two
types of rules, namely:
1. Reduction rules; and
2. Branching rules.
More description about the reduction rules and the branching rules used in our branching
algorithms for the TSP in graphs of limited degree will be discussed in Chapter 3.
This section reviews how to derive an upper bound on the number of instances that
can be generated from an initial instance by the branching algorithm. This is the core of
analyzing the worst case running time.
We can represent the solution space of a branching algorithm as a search tree. This
is a very useful way to illustrate the execution of a set of branching rules, and to aid the
time analysis of the branching algorithm. The search tree is obtained by assigning the
input instance of a problem as a root node, and recursively assigning a child to a node for
each smaller instance obtained by applying the branching rules. For a single node of the
search tree, the algorithm takes time polynomial in the size of the node instance, which
in turn, is not larger than the size of the original instance size. Thus, we can conclude
that the running time of the branching algorithm is proportional to the number of nodes
of the search tree up to a polynomial factor of the original input instance size.
Our branching algorithm typically comprises multiple branching rules. We use the
measure-and-conquer method to analyze the running time of the branching algorithm, and
the measure-and-conquer method will be discuss in Section 2.3. Generally, we perform the
time analysis of the branching algorithm via appropriately constructed recurrences over
the measure µ = µ(I) of an instance I = (G,F ), for each of the branching rules of the
algorithm. For each of the branching rules, let I be a given instance with size µ, and let I ′
and I ′′ be instances obtained from I by a branching operation. We use T (µ) to denote
the maximum number of nodes in the search tree of an input of size µ when we execute
our branching algorithm. Let a and b be lower bounds on the amounts of decrease in size
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of instances I ′ and I ′′, respectively, and these values directly determine the performance
of the algorithm. Then, we call (a, b) the branching vector of the branching rule, and this
implies the linear recurrence:
T (µ) ≤ T (µ− a) + T (µ− b) . (2.1)
To evaluate the performance of this branching vector, we can use any standard method
for linear recurrence relations. In fact, it is known that T (µ) is of the form
O (τµ) , (2.2)
where τ is the unique positive real root of the function f(x) = 1− (x−a + x−b) [20]. The
value τ is called the branching factor of a given branching vector, and the running time
of the algorithm decreases with the value of this branching factor. The running time of
the algorithm is determined by considering the worst branching factor over all branching
vectors generated by all of the branching rules of the algorithm.
2.3 The Measure-and-Conquer Method
To effectively analyze the running time of our branching algorithm, we use the measure-
and-conquer method. A complete description of this method is beyond the scope of this
thesis, and the interested reader might refer to the book of Fomin and Kratsch [20].
The basic idea behind the measure-and-conquer method is to assign a measure to an
instance, as opposed to using simply its size when analyzing the branching vectors of the
branching operations. A good choice for a measure might lead to a significantly improved
analysis on the upper bound of the running time of a branching algorithm. For example,
Fomin et al. [19] have presented simple polynomial-space algorithms for the Maximum
Independent Set and the Minimum Dominating Set Problem, and obtained an impressive
refinement of the time analysis by using the measure-and-conquer method. This shows
that a good choice of measure is very important to the achievable time bounds.
For a given problem instance I of size µ, let µ(I) be the measure of I. When considering
a branch-and-reduce algorithm for the concerned problem, intuitively a chosen measure
should satisfy the following properties:
(i) µ(I) = 0 if and only if I can be solved in polynomial time; and
(ii) If I ′ is a sub-instance of I obtained through a reduction or a branching operation,
then µ(I ′) ≤ µ(I).
A measure µ satisfying conditions (i) and (ii) above is called a proper measure.
Chapter 3
A Polynomial-Space
Branching Algorithm
3.1 A Polynomial-Space Branching Algorithm
As mentioned in the previous chapter, we employ a known generalization of the TSP,
named the forced TSP. We define an instance I = (G,F ) of the forced TSP that consists
of a simple, edge weighted, undirected graph G, and a subset F of edges in G, called
forced. We focus on special types of TSP instances, that is, graphs of limited degree,
which we call degree-i graphs.
A natural branching algorithm consists of a set of reduction rules and a set of branch-
ing rules. First, the algorithm applies the reduction rules until no further reduction is
possible. If it becomes evident that after applying the reduction rules an instance be-
comes infeasible, then the algorithm terminates. Otherwise, the algorithm searches for a
solution by applying the branching rules in an instance that cannot be further reduced.
These two sets of rules are repeated iteratively. Details of the reduction rules and the
branching rules will be discussed in the following sections.
3.2 Reduction Rules
Reduction is a process of transforming an instance to a smaller instance while preserving
its optimality. It takes polynomial time to obtain a solution of an original instance from
a solution of a smaller instance that has been obtained by a reduction procedure from the
original instance. Generally, we use simple reduction rules based on natural observations.
Not all forced TSP instances have a tour. For this reason, an instance should go
through a basic natural infeasibility checking procedure before executing the reduction
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procedure. If an instance has no tour, then we call it infeasible. Lemma 1 gives two
sufficient conditions for an instance to be infeasible, as observed by Rubin [43].
Lemma 1 If one of the following conditions holds, then the forced TSP instance (G,F )
is infeasible:
(i) d(v) ≤ 1 for some vertex v ∈ V (G); and
(ii) dF(v) ≥ 3 for some vertex v ∈ V (G).
There are two reduction rules applied following each of the branching operations. These
reduction rules preserve the minimum cost of a tour of an instance, as stated in Lemma 2.
Lemma 2 Each of the following reductions preserves the feasibility and a minimum cost
tour of an instance (G,F ):
(i) If d(v) = 2 for a vertex v, then add to F any unforced edge incident to the vertex v;
and
(ii) If d(v) > 2 and dF(v) = 2 for a vertex v, then remove from G any unforced edge
incident to the vertex v.
Proof. Statements (i) and (ii) immediately follow from the definition of tours. 
From Lemma 1 and Lemma 2, we form our reduction algorithm as described in Algo-
rithm 1. An instance (G,F ) which does not satisfy any of the conditions in Lemma 1 and
Lemma 2 is called reduced.
Algorithm 1 Red(G,F )
Input: An instance (G,F ).
Output: A reduced instance (G′, F ′) of (G,F ); or a message for the infeasibility of (G,F ),
which evaluates to ∞.
1: Initialize (G′, F ′) := (G,F );
2: while (G′, F ′) is not a reduced instance do
3: if there is a vertex v in (G′, F ′) such that d(v) ≤ 1 or dF ′(v) ≥ 3 then
4: return message “Infeasible”
5: else if there is a vertex v in (G′, F ′) such that 2 = d(v) > dF ′(v) then
6: Let E† be the set of unforced edges incident to all such vertices;
7: set F ′ := F ′ ∪ E†
8: else if there is a vertex v in (G′, F ′) such that d(v) > dF ′(v) = 2 then
9: Let E† be the set of unforced edges incident to all such vertices;
10: set G′ := G′ − E†
11: end if
12: end while;
13: return (G′, F ′).
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3.3 Branching Rules
The nature of our branching rules is to branch on an unforced edge e in a reduced in-
stance I = (G,F ) iteratively, by either including e into F , force(e), or excluding it
from G, delete(e). As a consequence of applying a branching operation, the algorithm
generates two new instances, called branches, by adding an unforced edge to F , or by
removing it from G.
Each of the algorithms specialized to degree-i graphs presented in this thesis is based
on a suitably chosen set of branching rules. The choice of an edge e to branch on plays a
key role in the analysis of our branching algorithm. To this effect, in an instance (G,F ),
we assign the following priority in choosing an unforced edge e = vt to branch on. At
least one of v and t must be a degree-i vertex. Without loss of generality, we always take
it to be v. For the choice of both vertex v and vertex t, forced vertices take precedence
over unforced ones, and for the choice of t, vertices of lower degree take precedence over
vertices of higher degree. A pair of neighbors vt with no neighbor in common has highest
priority, and the priority decreases as the size of the common neighborhood increases. If
the graph has a degree-i vertex, then an edge e = vt of highest priority exists, and it is
call optimal. We refer to this priority in choosing an edge e = vt to branch on as the
branching rules.
The idea behind our strategy of assigning priority to edges is in the observation that
vertices of lower degree usually give us more decrease in the measure as compared to
vertices of higher degree, and so forced vertices as compared to unforced vertices. Our
aim is to get as low time bound of the algorithm as possible. As described in Section 2.2,
the amounts of decrease determine the performance of the algorithm.
If none of the branching rules of the algorithm can be executed, this means that all
vertices in the graph have degree (i − 1) or less. In that case, we can switch and make
use a fast algorithm specialized to TSP instances of degree at most (i − 1). Xiao and
Nagamochi [51, Lemma 3] have shown how to leverage results obtained by a measure-and-
conquer analysis, and that an algorithm can be used as a sub-procedure. We can get a
non-trivial time bound on this sub-procedure if we know the respective weight setting of
vertices in the algorithm for the TSP of degree-(i− 1) graphs.
A complete list of each of the branching rules of the TSP in graphs of limited degree-i,
for each i = 5, 6, 7, 8, is given in Chapters 4, 5, 6 and 7, respectively.
Chapter 4
The Traveling Salesman Problem
in Degree-5 Graphs
4.1 Branching Rules for the TSP in Degree-5 Graphs
This section discusses details of the branching rules for the TSP in degree-5 graphs. To
describe the algorithm for the TSP in degree-5 graphs, let (G,F ) be a reduced forced TSP
instance such that the maximum degree of G is at most 5. Let Vui (resp., Vfi), i = 3, 4, 5,
denote the set of ui-vertices (resp., fi-vertices) in (G,F ). In (G,F ), an unforced edge e = vt
incident to a vertex v of degree 5 is called optimal, if it has highest priority according to
our priority assignment as described in Section 3.3. Particularly, our priority assignment
gives priority to an f5-vertex over a u5-vertex for the choice of the vertex v, while for the
choice of a vertex t, the order of priorities is as follows: f3, u3, f4, u4, f5 and u5-vertex.
The cases in the list of priorities are labelled as “case c-j” over all unforced edges vt in
(G,F ). In total, there are 14 cases which make our branching rules.
The collective set of branching rules are illustrated in Figure 4.1. For convenience in the
analysis of the algorithm, cases c-5 and c-8 have been subdivided into sub-cases according
to the cardinality of the neighborhood intersection. Intersections of lower cardinality take
precedence over higher ones.
Given a reduced instance I = (G,F ), our algorithm first checks whether there exists
a vertex of degree 5, and if it does, chooses an optimal edge according to the branching
rules. If there exists no optimal edge according to the branching rules, then the reduced
instance has no more vertices of degree 5, and the maximum degree of the reduced instance
at this point is at most 4. Then, we can call a polynomial-space exact algorithm for the
TSP that is specialized for degree-4 graphs, e.g., the algorithm specialized for the TSP
in degree-4 graphs by Xiao and Nagamochi [50]. Details of the algorithm for the TSP in
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degree-5 graphs is described in Algorithm 2.
Branching Rules of the Algorithm for the TSP in Degree 5
(c-1) v ∈ Vf5 and t ∈ NU (v;Vf3) such
that NU (v) ∩NU (t) = ∅;
(c-2) v ∈ Vf5 and t ∈ NU (v;Vf3) such
that NU (v) ∩NU (t) 6= ∅;
(c-3) v ∈ Vf5 and t ∈ NU (v;Vu3);
(c-4) v ∈ Vf5 and t ∈ NU (v;Vf4) such
that NU (v) ∩NU (t) = ∅;
(c-5) v ∈ Vf5 and t ∈ NU (v;Vf4) such
that NU (v) ∩NU (t) 6= ∅;
(I) |NU (v) ∩NU (t)| = 1; and
(II) |NU (v) ∩NU (t)| = 2;
(c-6) v ∈ Vf5 and t ∈ NU (v;Vu4);
(c-7) v ∈ Vf5 and t ∈ NU (v;Vf5) such
that NU (v) ∩NU (t) = ∅;
(c-8) v ∈ Vf5 and t ∈ NU (v;Vf5) such
that NU (v) ∩NU (t) 6= ∅;
(I) |NU (v) ∩NU (t)| = 1;
(II) |NU (v) ∩NU (t)| = 2; and
(III) |NU (v) ∩NU (t)| = 3;
(c-9) v ∈ Vf5 and t ∈ NU (v;Vu5);
(c-10) v ∈ Vu5 and t ∈ NU (v;Vf3);
(c-11) v ∈ Vu5 and t ∈ NU (v;Vu3);
(c-12) v ∈ Vu5 and t ∈ NU (v;Vf4);
(c-13) v ∈ Vu5 and t ∈ NU (v;Vu4); and
(c-14) v ∈ Vu5 and t ∈ NU (v;Vu5).
Algorithm 2 tsp5(G,F )
Input: An instance (G,F ) such that the maximum degree of G is at most 5.
Output: The minimum cost of a tour of (G,F ); or a message for the infeasibility of (G,F ),
which evaluates to ∞.
1: Run Red(G,F );
2: if Red(G,F ) returns ∞ then
3: return ∞
4: else
5: Let (G′, F ′) := Red(G,F );
6: if Vu5 ∪ Vf5 6= ∅ in (G′, F ′) then
7: Choose an optimal unforced edge e;
8: return min{tsp5(G′, F ′ ∪ {e}), tsp5(G′ − {e}, F ′)}
9: else /* the maximum degree of any vertex in (G′, F ′) is at most 4 */
10: return tsp4(G′, F ′)
11: end if
12: end if.
Note: The input and output of algorithm tsp4(G,F ) are as follows:
Input: An instance (G,F ) such that the maximum degree of G is at most 4.
Output: The minimum cost of a tour of (G,F ); or a message for the infeasibility of
(G,F ), which evaluates to ∞.
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Figure 4.1: Illustration of the branching rules for degree-5 vertex v.
4.2 Main Result
Given an instance I = (G,F ) of the forced TSP, we assign a non-negative weight ω(v) to
each vertex v ∈ V (G) according to its type. To this effect, we set a non-negative vertex
weight function ω : V → R+ in the graph G, and we use the sum of weights of all vertices
in the graph as the measure µ(I) of the instance I. That is,
µ(I) ,
∑
v∈V (G)
ω(v). (4.1)
We bring to attention the fact that the number n of vertices in the graph G remains
unmodified throughout the process of the reduction and branching operations. In addition
to seeking a proper measure, we also require that the weight of each vertex to be not greater
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than 1, and therefore, the measure µ(I) will not be greater than the number n of vertices
in G. As a consequence, a running time bound as a function of the measure µ(I) implies
the same running time bound as a function of the number of vertices n. The weight
assigned to each vertex type plays an important role, as the value of the branching factor
depends solely on these weights.
Let the vertex weight function ω(v) be chosen as follows:
ω(v) =

w5 = 1 for a u5-vertex v
w′5 = 0.491764 for an f5-vertex v
w4 = 0.700651 for a u4-vertex v
w′4 = 0.347458 for an f4-vertex v
w3 = 0.322196 for a u3-vertex v
w′3 = 0.183471 for an f3-vertex v
0 otherwise.
(4.2)
Lemma 3 If the vertex weight function ω(v) is set as in Eq. (4.2), then the branching
factor of each branching operation in Algorithm 2 is not greater than 2.472232.
A proof of Lemma 3 will be derived analytically in the several subsections which follow.
From Lemma 3, we get our main result as stated in Theorem 1.
Theorem 1 The TSP in an n-vertex graph G with maximum degree 5 can be solved in
O∗(2.4723n) time and polynomial space.
4.3 Weight Constraints
In order to obtain a measure which will imply the same running time bound as a function
of the size of a TSP instance, we require that the weight of each vertex be at most 1.
In what follows, we examine some sufficient constraints which the vertex weights should
satisfy in order to obtain a proper measure.
For i = 3, 4, 5, let wi be the weight of a ui-vertex and w
′
i be the weight of an fi-vertex.
The conditions for a proper measure require that the measure of an instance obtained
through the reduction operation or the branching operation will not be greater than the
measure of the original instance. Thus, the vertex weight for vertices of degree less than 3
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is set to be 0, w5 ≤ 1 and other vertex weights should satisfy the following relations:
w′i ≤ wi, 3 ≤ i ≤ 5, (4.3)
wi ≤ wj , 3 ≤ i < j ≤ 5, and (4.4)
w′i ≤ w′j , 3 ≤ i < j ≤ 5. (4.5)
As a result of the reduction and the branching operations, the degree of some vertices
will decrease, while the degree of other vertices will remain unchanged. A forced edge will
never be eliminated, neither by the reduction nor the branching operations. Conversely,
an unforced edge may be erased or become forced by the reduction or the branching
operations. Thus, the measure of an instance obtained through the reduction or the
branching operations will not be greater than the measure of the original instance. We
proceed to show that in the algorithms given in Algorithm 1 and Algorithm 2, setting
vertex weights which satisfy the conditions of Eqs. (4.3) to (4.5) is sufficient to obtain a
proper measure.
Lemma 4 If the weights of vertices are chosen as in Eqs. (4.3) to (4.5), then the measure
µ(I) never increases as a result of the reduction or the branching operations of Algorithm 1
and Algorithm 2.
Proof. Let I = (G,F ) be a given instance of the forced TSP. Due to our definition of the
measure µ(I) of Eq. (4.1), it suffices to show that none of the individual vertex weights
will increase as a result of a reduction operation or a branching operation of Algorithm 1
and Algorithm 2.
The branching rules state that for an unforced edge e in E(G) \ F , two subinstances
are generated by either setting F := F ∪{e}, termed force(e), or by setting G := G−{e},
termed delete(e). In fact, we bring to attention that the reduction operation, if it does not
return ∞, is in fact a repeated application of the above two steps, force(e) or delete(e),
for some unforced edge e, identified by the conditions in Lemma 2. Therefore, we proceed
with analyzing the effects of applying the force(e) and the delete(e) operations.
Let e = uv be an unforced edge to which one of the force(e) or delete(e) operations
will be applied. Both u and v must have degree more than 2, otherwise by Lemma 1, the
instance is infeasible. Without loss of generality, we observe the effect of the operation on
the vertex weight ω(v).
In the case that operation force(e) is applied, the following cases arise.
• If v is an unforced vertex, then v will become forced. By Eq. (4.3), the weight ω(v)
will not increase;
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• If v is a forced vertex, then ω(v) will become 0; and
• If dF (v) ≥ 2, then by Lemma 1 the instance will become infeasible.
On the other hand, if operation delete(e) is applied, then we observe the following
cases.
• If v is either forced or unforced, and d(v) ≥ 3, then the degree of v will decrease
by 1, and by Eqs. (4.4) and (4.5), ω(v) will not increase; and
• If v is either forced or unforced, and d(v) ≤ 2, then by Lemma 1 the instance will
become infeasible.
Following the above observations, we conclude that the complete measure µ(I) of a
given instance I = (G,F ) of the forced TSP will not increase as a result of the reduction
and branching operations of Algorithm 1 and Algorithm 2. 
To simplify some arguments, we introduce the following notation:
∆i , wi − w′i, 3 ≤ i ≤ 5,
∆i,j , wi − wj , 3 ≤ j < i ≤ 5, and
∆′i,j , w′i − w′j , 3 ≤ j < i ≤ 5.
In the remainder of the analysis, for an optimal edge e = vt1, we refer to NU (v) by
{t1, t2, . . . , ta}, where a = dU (v), and to NU (t1) \ {v} by {ta+1, ta+1, . . . , ta+b}, where
b = dU (t1) − 1. We assume without loss of generality that t1+i = ta+i for i = 1, 2, . . . , c,
where c = |NU (v) ∩NU (t1)|, the number of neighbors that v and t1 have in common.
4.4 Branching on Edges around f5-vertices
This section derives branching vectors for the branching operation on an optimal edge
e = vt1, incident to an f5-vertex v, distinguishing nine cases for conditions c-1 to c-9.
Case c-1. There exist vertices v ∈ Vf5 and t1 ∈ NU (v;Vf3) such that NU (v)∩NU (t1) = ∅
(see Figure 4.2): We branch on edge vt1. Note that NU (t1) \ {v} = {t5}.
In the branch of force(vt1), the edge vt1 will be added to F
′ by the branching
operation, and edges vt2, vt3, vt4 and t1t5 will be deleted from G
′ by the reduction
rules. Both v and t1 will become vertices of degree 2. From Eq. (4.2), the weight
of vertices of degree 2 is 0. Hence, the weight of vertex v decreases by w′5, and the
weight of vertex t1 decreases by w
′
3. Each of the vertices t2, t3 and t4 must be one of
types f3, u3, f4, u4, f5 and a u5-vertex, and each of their weights decreases by at least
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: unforced edges
: forced edges
: newly deleted edges
: newly forced edges
(a) force(vt1) in c-1
t1
v
e
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(b) delete(vt1) in c-1
t1
v
e
t2
t3
t4
t5
Figure 4.2: Illustration of branching rule c-1, where vertex v ∈ Vf5 and vertex t1 ∈
NU (v;Vf3) such that NU (v) ∩NU (t1) = ∅.
m1 , min{w′3, w3,∆′4,3,∆4,3,∆′5,4,∆5,4}. If the vertex t5 is an f3-vertex (resp., u3, f4, u4,
f5 and a u5-vertex), then the weight decrease α1 of vertex t5 will be w
′
3 (resp., w3, ∆
′
4,3,
∆4,3, ∆
′
5,4 and ∆5,4). Thus, the total weight decrease in the branch of force(vt1) is at
least w′5 + w′3 + 3m1 + α1.
In the branch of delete(vt1), the edge vt1 will be deleted from G
′ by the branching
operation, and the edge t1t5 will be added to F
′ by the reduction rules. Hence, the weight
of vertex v decreases by ∆′5,4, and the weight of vertex t1 decreases by w′3. If the vertex t5
is an f3-vertex (resp., u3, f4, u4, f5 and a u5-vertex), then the weight decrease β1 of vertex
t5 will be w
′
3 (resp., ∆3, w
′
4, ∆4, w
′
5 and ∆5). Thus, the total weight decrease in the
branch of delete(vt1) is at least w
′
5 − w′4 + w′3 + β1.
As a result, for the ordered pair (α1, β1) taking values in {(w′3, w′3), (w3,∆3), (∆′4,3, w′4),
(∆4,3,∆4), (∆
′
5,4, w
′
5), (∆5,4,∆5)}, we get the following six branching vectors:(
w′5 + w
′
3 + 3m1 + α1, w
′
5 − w′4 + w′3 + β1
)
. (4.6)
Case c-2. Case c-1 is not applicable, and there exist vertices v ∈ Vf5 and t1 ∈ NU (v;Vf3)
such that NU (v)∩NU (t1) 6= ∅: Without loss of generality, assume that NU (v)∩NU (t1) =
{t2} (see Figure 4.3). We branch on edge vt1.
(a) force(vt1) in c-2
t1
v
e
t2
t3
t4
(b) delete(vt1) in c-2
t1
v
e
t2
t3
t4
: unforced edges
: forced edges
: newly deleted edges
: newly forced edges
Figure 4.3: Illustration of branching rule c-2, where vertex v ∈ Vf5 and vertex t1 ∈
NU (v;Vf3) such that NU (v) ∩NU (t1) = {t2}.
In the branch of force(vt1), the edge vt1 will be added to F
′ by the branching opera-
tion, and edges vt2, vt3, vt4 and t1t2 will be deleted from G
′ by the reduction rules. Hence,
the weight of vertex v decreases by w′5, and the weight of vertex t1 decreases by w′3. Each
