Based on analyzing verbal and nonverbal features of small group conversations in a task-based scenario, this work focuses on automatic detection of group member perceptions about how well they are making use of available information, and whether they are experiencing information overload. Both the verbal and nonverbal features are derived from graph-based social network representations of the group interaction. For the task of predicting the information use ratings, a predictive model using random forests with verbal and nonverbal features significantly outperforms baselines in which the mean or median values of the training data are predicted, as well as significantly outperforming a linear regression baseline. For the task of predicting information overload ratings, the multimodal random forests model again outperforms all other models, including significant improvement over linear regression and gradient boosting models. However, on that task the best model is not significantly better than the mean and median baselines. For both tasks, we analyze performance using the full multimodal feature set versus using only linguistic features or only turn-taking features. While utilizing the full feature set yields the best performance in terms of mean squared error (MSE), there are no statistically significant differences, and using only linguistic features gives comparable performance. We provide a detailed analysis of the individual features that are most useful for each task. Beyond the immediate prediction tasks, our more general goal is to represent conversational interaction in such a way that yields a small number of features capturing the group interaction in an easily interpretable manner. The proposed approach is relevant to many other group prediction tasks as well, and is distinct from both classical natural language processing (NLP) as well as more current deep learning/artificial neural network approaches.
Introduction
Being able to tell whether a small group is making full use of available information, or whether they are experiencing information overload, is a valuable skill for a team leader or manager. Information overload-receiving too much information-is associated with lower job satisfaction and higher stress levels [1] . Being able to automatically detect these information processing states would be a useful feature of a virtual meeting assistant. Such a system could be utilized in real-time during a meeting in order to improve information processing and group effectiveness, or offline as a way of tracking team dynamics or auditing a decision that was made [2] .
The approach taken in this work to detecting information processing states uses graph-based social network models for representing both verbal and nonverbal aspects of small group interaction. Features are derived from both graph representations and used to predict two outcome variables: whether the group members (in aggregate) felt that they made good use of all available information during their meeting, and whether they suffered from information overload during the meeting.
On the information use prediction task, the combined verbal and nonverbal features yield predictive performance that is significantly better than the performance of baselines that predict the mean or median values from the training data. On the information overload task, the best predictive model does not yield statistically significant improvement over the baselines. We also find that there are no statistically significant differences in using just language features, just turn-taking features, or using the full feature set, and that using only language features gives comparable performance to using the full feature set.
Our goal in this work, beyond the immediate prediction tasks, is to find a representation of conversations that utilizes few features and furthermore yields features that are interpretable. Using few features is important because our predictions are at the level of an entire conversation, and having each conversation constitute a single observation mean that we have very few observations and could easily end up with far more features than observations (known as the p >> n problem, where p is the number of features and n is the number of observations). The reasons for using interpretable features are two-fold. First, from a research perspective, we want our learned models to shed light on how language is used in group interaction. Second, and further to the first point, if we make group-level predictions such as the information processing predictions in this work, or other prediction problems such as group sentiment or group task performance, those predictions should be auditable and potentially actionable by the group or its leader. For example, if we predict that a group is experiencing information overload, the team leader may want to know which aspects of the group interaction are contributing to the overload, and whether any of them can be changed to alleviate the overload problem. The second problem is difficult, as it requires learning causal relationships between the features and outcomes. We do not address causal modelling in this work. We take initial steps towards representing language in interaction via graph-based social network models, and derive a small number of interpretable features summarizing the conversations.
The approach we take towards achieving the goal of having a small number of interpretable features is distinct from both "classical NLP" approaches as well as more current artificial neural network/deep learning approaches to NLP. The challenges of interpreting deep neural models are well-known [3, 4] , and there is the additional challenge of trying to use deep learning methods with a very small number of observations, when the availability of plentiful training data is often a key to the success of deep learning [5] . However, the classical approach to NLP also poses a challenge for attaining our goals. For example, learning that there is a relationship between a group outcome variable and the presence/absence of a particular part-of-speech tag or dependency relation may not provide any useful insight about the group interaction dynamics and conversation. The classical NLP approach also tends to use very large numbers of sparse features, again posing a major problem given our very small number of observations.
In contrast to either of the above approaches, we aim to capture group conversation using graph-based representations and to derive a small number of features that may relate to group outcomes of interest. We see this approach to representation and feature learning as being relevant to many other group prediction tasks beyond the information processing tasks covered in this work.
The structure of this paper is as follows. In Section 1, we discuss related work on natural language processing and social signal processing for small groups, as well as work on virtual meeting assistants, and research on information load in other domains. In Section 2, we present the graph-based social network models used to capture verbal and nonverbal aspects of group interaction. Section 3 describes the experimental setup, including the meeting dataset, outcome variables, and evaluation metrics. The main results are presented in Section 4, and we conclude in Section 5, along with thoughts on future work.
Related Work
Recent work by Lai and Murray [6] aims to automatically predict group satisfaction in meetings, using both verbal and non-verbal features. In that work, three aspects of satisfaction are predicted: overall satisfaction, attention satisfaction (whether members felt they received sufficient attention), and information overload. In our current work, we also predict information overload amongst group members, as well as an additional measure of group satisfaction: whether the members felt that they made good use of all available information. Like Lai and Murray, we utilize both verbal and non-verbal features. However, their approach is more similar to classical NLP, using features such as part-of-speech tags, dependency relations, and bag-of-words features, while we use graph-based social network representations of each conversation to derive a small set of interpretable features for machine learning. Other recent work on predicting group affect involves graph-based representations of turn-taking for modelling the relationship between group interaction and group satisfaction measures, but does not include verbal features [7] .
Another related vein of research is on detecting sentiment or subjectivity in individual sentences or dialogue act units within meetings [8] . In contrast, we are not making sentence-level predictions but rather predictions for the entire meeting; specifically, whether the participants felt that they were making good use of all available information in the meeting, and whether they experienced information overload during the meeting.
Other work applying machine learning to group interaction includes work on automatic prediction of group performance on a task, using nonverbal features [9] or a combination of verbal and nonverbal features [10] , and detection of emergent leadership in groups [11, 12] .
Automatic meeting summarization [13, 14] also relates to the current work, as one goal of meeting summarization is to reduce information overload during or after meetings. More generally, our work relates to projects on developing intelligent virtual meeting assistants [15, 16] , as we see dealing with information overload as an important capability of such agents. Even more broadly, there has been some research outside the meetings domain on using machine learning and artificial intelligence to help alleviate information overload in different application areas [17] [18] [19] .
Social Network Models
In this section we describe two graph-based social network representations for modelling verbal and nonverbal aspects of group interaction, respectively. In both cases, the goal is to represent aspects of group interaction so that we can extract a small number of interpretable features of the conversation. Features are extracted from both the verbal and nonverbal social network models and combined to yield a multimodal perspective on the group interaction.
These experiments use the AMI meeting corpus [20] , where each meeting features four people role-playing as a team designing a product (a remote control). Each group completes a series of four meetings. Each of the participants is assigned a distinct role, as a project manager, marketing expert, industrial designer, or user interface designer.
The first step in building all of the graph models is to order a meeting's dialogue act units by start time, and then segment each meeting into non-overlapping windows of 20 dialogue act units each. Choosing 20 dialogue act units as the window-size is motivated by the fact that it is sufficiently large that it will likely feature multiple participants within each window, and small enough that each window will foreground a small portion of a much larger conversation. The average number of dialogue acts per meeting in this subset of the AMI corpus is approximately 980, though the initial group meetings can be much shorter (200-300). While we use the dialogue act segmentations provided in the AMI corpus, the dialogue act types (e.g., question, inform, backchannel) are not used at all in these experiments.
Language Graphs
Within each window of 20 dialogue act units, a language graph is built that represents the group conversation up to and including the current window. Conceptually, this is a tripartite hypergraph, where each edge connects three nodes representing three types of entities: words (i.e., word types, as opposed to word tokens), dialogue act units, and speakers. A given edge therefore represents a word used in a particular dialogue act unit by a particular speaker. The left side of Figure 1 shows two toy sentences, each associated with a different speaker. There are nodes corresponding to the two speakers, the two sentences, and the distinct word types used in the sentences. Each of the edges (the dashed lines) connects three nodes: a speaker, a sentence, and a word type. This tripartite hypergraph as just described can also be represented as an equivalent bipartite graph. In these experiments, we utilize the bipartite representation for extracting features from the graphs. The tripartite graph H is transformed into a bipartite graph B as follows. The bipartite graph B has partitions N and E, where the nodes of N are the nodes from the original hypergraph H, and the nodes of E are the edges of the original graph H. The resulting graph B will contain an edge < n 1 , e 1 > connecting nodes of N and E if n 1 belonged to edge e 1 in H. The right side of Figure 1 shows the equivalent bipartite graph for the tripartite graph shown earlier. The left portion of the bipartite graph contains all of the nodes from the original graph, while the right portion contains nodes that were edges in the original graph. Figure 2 shows an example bipartite language graph generated partway through one of the meeting discussions used in these experiments. The nodes representing the four participants are highlighted, as are the edges connected to those four nodes. The nodes in the left partition that are not highlighted correspond to the words and dialogue act nodes from the original graph H, while the nodes in the right partition correspond to edges in H.
Many of the features we extract from the language graph involve the betweenness centrality of each participant in the language graph (the linguistic centrality, for short). However, this centrality measure will tend simply to correlate with the frequency of the participant's dialogue acts in the conversation up to that point. For example, the participant represented by the dark node in the lower-left of Figure 2 has participated less often in the conversation so far, and will likely have a lower betweenness centrality as a result. For that reason, we divide the centrality measure of each participant by their participation frequency, i.e., by the proportion of dialogue act units in the conversation so far that belong to them.
Within each 20 dialogue act window, we calculate the linguistic centrality of each speaker, rescaled by that speaker's participant frequency, as just described. These are then averaged over all of the conversation windows, for each participant. Finally, we extract the following features relating to language graph centrality: 
•
The minimum, maximum, and mean of the averaged linguistic centrality scores (min_lingcent, max_lingcent, mean_lingcent).
Similar centrality features could be extracted by building a single graph for the entire conversation and calculating the centrality of each participant, rather than using the window-based approach as just described. The two approaches could give differing centrality results in some cases, however. For example, a participant might become very central late in the meeting, after not being central for most of the meeting up until then-perhaps they were listening for most of the meeting, and at the end of the meeting are agreeing with or reiterating things that others have already said. A single conversation graph might show them as very central, while the window-based approach will yield a lower averaged score.
Other features involve community detection (or clustering) on the language graph. We use modularity-based community detection [21] , where each node begins in a singleton community, and each step consists of merging two communities that most increase the modularity, until the modularity cannot be improved. One advantage of this approach is that the number of communities does not need to be pre-specified, and can be used as a predictive feature. Because the original graph is a tripartite hypergraph, each of the resulting communities can contain a mix of participant nodes, sentence nodes, and word nodes. A qualitative analysis of these communities shows that there is typically a small number n (where n ≈ the number of participants) of large communities where each of these large communities roughly corresponds to the vocabulary of a particular participant. There is then a larger number of small communities, each of which roughly corresponds to a topic in the discussion. Recent research [22] shows the advantages of taking a graph-based approach to topic detection and also describes potential weaknesses of popular alternative approaches such as Latent Dirichlet Allocation (LDA) [23] . However, our current work differs from that recent research in that our graphs include not only words and sentences but participants as well, and so the resulting community structure relates not only to topics but also to lexical similarities and differences between the conversation participants.
The features that relate to community structure are as follows. For each 20 dialogue act window, we calculate the total number of communities in the language graph for the entire conversation up to that point. We also calculate the number of communities represented by sentences in the current window. This will range from 1 (all sentences in the current window belong to one community) to 20 (each sentence in the window is in a different community). We further derive the current number of communities containing speakers. For this corpus, this feature will range between 1 (all speakers in the same community) to 4 (each speaker in a separate community). All three of those community-based features are calculated at each window in the conversation. We then calculate the following summary statistics over all of the windows in the conversation to create the following features:
The minimum, maximum, and mean number of communities (min_num_comms, max_num_comms, mean_num_comms).
The minimum, maximum, and mean number of communities represented by sentences in each window (min_num_win_comms, max_num_win_comms, mean_num_win_comms).
The minimum, maximum, and mean number of communities containing speakers (min_num_speak_comms, max_num_speak_comms, mean_num_speak_comms).
We also extract the following feature relating to the changing language network. For each window, we calculate the change in density of the language network between the previous and current windows. Density is a measure of how connected the graph is, e.g., a graph with the maximum possible number of edges has a density of 1. We then calculate the following summary statistics over the entire conversation:
The minimum, maximum, and mean language network density change (min_density_change, max_density_change, mean_density_change).
Turn-Taking Graphs
Within each window of 20 dialogue act units, we represent the group interaction dynamics in that window as a directed graph, with nodes representing participants. There is an edge (A, B) between participants A and B if there is at least one immediate transition within that window from A's speaking turn to B's speaking turn. The edge (A, B) has a cost which is the reciprocal of the number of times that transition was made within the current window; i.e., the more we see the transition from A to B, the lower the distance between them.
After building the graph for the current window, we extract betweenness centrality, closeness centrality, and degree centrality features for each participant. These centrality measures are then averaged over all the windows in the conversation for each participant. Finally, we take the maximum, minimum, and mean of the averaged centrality scores over all of the participants.
This results in the following 12 turn-taking features (with abbreviations, for later reference):
• The minimum, maximum, and mean of the averaged closeness centrality scores (min_close, max_close, mean_close).
•
The minimum, maximum, and mean of the averaged degree centrality scores (min_deg, max_deg, mean_deg).
The minimum, maximum, and mean of the averaged betweenness centrality scores (min_bet, max_bet, mean_bet).
All graphs were built using networkX (https://networkx.github.io/), and the features were extracted using networkX functions for node centrality, community detection, and network density.
Frequency Features
Finally, we extract the remaining features that are not derived from either of the above graph-based models. Within each 20 dialogue act window, we extract the frequency (number of dialogue acts) for each participant in that window. These are then averaged over all of the windows of the conversation for each participant. We then calculate three features:
•
The minimum, maximum, and mean of the averaged frequency scores (min_ f req, max_ f req, mean_ f req).
Methods and Materials
After each meeting in the AMI corpus, the participants filled out a questionnaire, which included ratings of various satisfaction criteria. In this work, we focus on the follow two criteria, which are rated by each participant on a seven-point Likert scale:
• Q5. Information Use -"All available information is being used."
• Q15. Information Overload -"There was too much information."
Like Lai and Murray [6] , we sum the individual ratings over the entire group, meaning there is a maximum possible score of 28 for each criterion. While it might be expected that the two criteria would be inversely related, there is in fact no significant correlation between the ratings (Spearman's rho = −0.12, p = 0.20), as shown in Figure 3 . It is possible, for example, to feel a sense of information overload but still feel that you are making good use of available information, or to not have information overload but feel (for other reasons) that you did not make good use of available information. The number of observations is 120, which is the number of AMI meetings for which we have these ratings. There are 27 total features. We experiment with linear regression (LM), random forests (RF), and gradient boosting (GB) machine learning models. Due to the small number of observations, we utilize leave-one-out cross-validation. For each outcome variable, we compare the machine learning models with baselines that predicts the mean or median value of the outcome variable in the training folds. For evaluation, we use mean-squared error (MSE).
Results
The main set of results for both prediction tasks is shown in Table 1 . One initial finding is that the information use prediction task is easier than the information overload task, as exhibited by the overall lower MSE scores. The best model for the information use prediction task is random forests, and according to the two-sided Wilcoxon test, it is significantly better than the mean baseline (p = 0.0043, W = 2541, N = 120), the median baseline (p = 0.0355, W = 2827, N = 120), and the linear regression model (p = 0.0019, W = 2442, N = 120). On the information overload prediction task, random forests is again the best model, and is significantly better than both gradient boosting (p = 0.0001, W = 2148, N = 120) and linear regression (p = 0.0013, W = 2400, N = 120). There are no significant differences when comparing random forests with the baseline models on that task. On the information overload task, our best score of 13.38 is worse than Lai and Murray's best reported score of 11.65 [6] . However, they use a much larger feature set consisting of hundreds of acoustic, lexical, and turn-taking features (with feature selection), while the current experiments use only 27 features that relate to language in interaction. While Lai and Murray did not report results on the information use task, we extended their experiments by using their same set of acoustic and lexical features to predict this criterion, and the best performance was an MSE of 6.73 using random forests, outperforming our best model on that task (6.99) by a small margin. This provides encouragement that a small number of well-motivated features can work well on this task. Figure 4 shows the top 10 important features for each task, where feature importance is determined by the average reduction in MSE when a feature is used as a split point in a decision tree in the random forests model. For each task, the top features include both verbal and nonverbal predictors. For predicting information use scores, the most important individual feature is mean_density_change, i.e., the average change in density of the language network when comparing the density of each window with the density of the previous window. As Figure 5 shows, there is a moderate and significant negative correlation (r = −0.355, p = 0.000068) between mean density change and the overall information use scores. Several factors can cause large increases in language network density from one window to the next. However, meeting length plays a major role. Network density almost always increases from one window to the next, but the increases get smaller as the meeting goes on. This is due in part to the fact that, in the AMI corpus at least, the team leaders are very active and dominant at the beginnings of meetings, and less so later on. So longer meetings tend to have lower values for mean_density_change and higher ratings for information use. Increases in network density may also relate to linguistic entrainment or alignment [24, 25] , wherein group members begin to use similar language as each other through the conversation.
The second most useful feature is max_close, or the maximum of the closeness centrality score of the participants, and it also has a negative correlation with the information use ratings. This indicates that in meetings with more central/dominant participants, group members rate their use of available information as being poorer. Indeed, this is supported by the fact that ratings of information use and attention satisfaction have high positive correlation. In other words, in cases where all participants felt that they contributed to the discussion, they also rated their use of information more highly.
For predicting information overload, the single most useful feature is mean_num_win_comms, the average number of communities per window. As Figure 6 shows, there is a negative correlation with this feature and the overall information overload score (r = −0.446, p = 0.00000032). That is, as the average number of communities per window increases, people are less likely to report information overload. Since communities represent not only topics but also participants, this finding indicates that when many people tend to be active in any given slice of the conversation, then the participants are less likely to feel information overload. Table 2 shows the coefficient values from the multivariate linear regression model for all of the top features that are shown in Figure 4 . 
Feature Classes
Finally, we try both prediction tasks using only linguistic features and using only turn-taking features. Table 3 shows the best MSE scores for each feature class across all machine learning models, compared with the best MSE when using all features. In both cases, the best prediction performance is found by using the full set of verbal and nonverbal features. However, the linguistic feature class outperforms the turn-taking feature set when used independently, and yields competitive results with the full feature set. There are no statistically significant differences. 
Conclusions
In this work, we have aimed to automatically predict group attitudes towards information processing in a meeting. Specifically, models utilizing verbal and nonverbal features of the conversation were used to predict whether the group members felt that they were making use of all available information, and whether they had experienced information overload during the meeting. The linguistic features were derived from a tripartite hypergraph connecting words, sentences, and speakers. Turn-taking features were extracted from a graph representing turn-taking transitions in a meeting. Performance on the first task was better than on the second, with the random forests model trained on all features yielding the best performance, and significantly outperforming the baselines. Scores overall were worse on the second task, and the random forest model outperformed the baselines, but with no statistically significant difference. We analyzed some of the most useful features for each task, as well as testing the performance of the linguistic feature class and turn-taking feature class on their own. The combined feature set gave the best performance on both tasks, albeit not with significant improvement over either individual feature subclass. Using just linguistic features was particularly effective for both tasks.
A more general goal of this work was to represent conversations in such a way that we could extract a small number of effective and interpretable features for group-level prediction tasks. The proposed approach differs from feature extraction in classical NLP as well as feature learning in neural network approaches to NLP. We see this method of conversation representation and feature derivation as being potentially useful for other group-level tasks as well. The current set of results contained herein are encouraging, given that the best models used only 27 features of the conversation. In future work, we will investigate additional features that summarize aspects of the conversation graphs, while still aiming to keep the overall number of features low. This is crucial for tasks such as this where the number of observations is small. In future work, we will also look at methods for visualizing the verbal and nonverbal conversation graphs and their derived features, including animated visualizations that show how the structure of the graphs change throughout the meeting. 
