This paper proposes an econometric framework to estimate market risk prices associated with risk neutral measures Q under incomplete markets. We show that, under incomplete markets, the market price of risk is not point-identified but is instead identified as a bounded subset of an affine subspace. On the other hand, a structural assumption fully identifies diffusion coefficients for the data generating probability measure P. We apply Kaido and White's (2008) two-stage extension of Romano and Shaikh's (2006) and Chernuzhukov, Hong, and Tamer's (2007) partial identification framework to construct a set estimator and confidence regions for the identified set of market risk prices and to test hypotheses. We apply our results to study international risk sharing and risk premia for market cap range indexes. * We thank
Introduction
For a continuous time, continuous state model, Harrison and Kreps (1979) have shown the equivalence between the absence of arbitrage and the existence of Q, the risk neutral probability measure (henceforth RNP). Subsequently, Delbaen and Schachermayer (1994) have established the same result, by introducing a more precise notion of absence of arbitrage called "no free lunch with vanishing risk." This result is known as the first fundamental theorem of financial economics (1st FTFE). In general, in the absence of arbitrage, the price of a financial asset can be computed simply as the expected value of its payoffs under the risk neutral probability, discounted by the risk-free rate. By comparing the RNP Q to the actual data-generating probability measure (DGP) P, one can recover agents' attitude toward risk.
Another object closely related to the RNP is the stochastic discount factor (SDF), also known as the pricing kernel. Harrison and Kreps (1979) and Harrison and Pliska (1981) show that the existence of the SDF is also equivalent to the absence of arbitrage. Further, they show that the uniqueness of the RNP (equivalently SDF) is equivalent to market completeness. This is known as the second fundamental theorem of financial economics (2nd FTFE).
There is a rich literature on the estimation of the SDF. The SDF depends generally on the state variables driving asset prices. Financial economists and macroeconomists have shown that a specific functional form for the SDF can be derived from the equilibrium prices generated by rational economic agents for assets with given payoff streams. Well known examples are the CAPM studied by Sharpe (1964) and Lintner (1965) and the consumption CAPM studied by Lucas (1978) and Breeden (1979) . The state variables determining the SDF in these examples are the tangent portfolio return and aggregate consumption. The standard approach is to estimate parameters associated with this function and test whether the estimated SDF can price assets correctly or not. One drawback of this approach is the requirement of observable state variables. If the state variables are measured only poorly, this directly affects the bias and precision of estimators and the level and power of tests. Further, the functional form implied by the economic model need not be correctly specified; misspecification has similar adverse effects.
Recent studies (e.g., Aït-Sahalia and Lo, 1998; Chernov and Ghysels, 2000; and Rosenberg and Engle, 2002) show that one can estimate the RNP using only asset prices. These are usually measured very precisely. Further, high frequency data are often available. These rich data sets make possible the use of nonparametric techniques that can avoid the potential misspecification problem. So far, the literature has focused on estimating on a single risk neutral probability measure. One way to justify this is to assume market completeness. In this case, the risk neu-tral measure is unique; one can estimate it by relying on Girsanov's theorem. Aït-Sahalia and Lo (1998) assume market completeness and nonparametrically estimate the RNP density. Chernov and Ghysels (2000) also assume completeness and propose a method to estimate parameters associated with the RNP and the actual DGP jointly, using a time series of asset returns and option prices. A different approach is taken by Rosenberg and Engle (2002) . They do not assume completeness, but estimate a unique RNP closest to the DGP in terms of a certain metric.
When markets are incomplete, there exists a set Q I of RNPs identified by the distribution of observed asset prices. Q I is identified in the sense that any of its elements generates the same distribution of observed asset prices. That is, there are multiple observationally equivalent economic structures Q. In this case, the economic structure is only partially identified by the observed data.
The study of partial identification was pioneered by Charles Manski; see, e.g., Manski (2003) . In this paper, we contribute to the finance literature by applying the techniques of partial identification to develop methods of estimation and inference for the set of RNPs Q I identified by a given vector of asset prices without assuming market completeness.
Our specific focus here is on the vector of time t market prices of risk, λ t , a key element of the Girsanov transformation. In the absence of arbitrage, λ t exists but is not uniquely identified by the asset price process when markets are incomplete. Instead, λ t belongs to an identified set Λ I,t associated with Q I . By further imposing a bound on λ t := (λ t λ t ) 1/2 , we obtain an identified set denoted Λ M I,t . We then show that Λ M I,t can be represented in terms of a set of minimizers of a certain criterion function. This enables us to apply the extremum set-estimation approach of Romano and Shaikh (2006) and Chernozhukov, Hong, and Tamer (2007) (henceforth the RS-CHT framework) to construct a set estimator and a confidence region for Λ M I,t and to conduct hypothesis tests. In this application, we apply a two-stage procedure introduced by Kaido and White (2008) that helps to reduce the dimension of the associated set-valued estimators. To the best of our knowledge, this is the first application of such a procedure.
For concreteness, we pay particular attention to the case in which a standard multivariate geometric Brownian motion determines the evolution of asset prices. In this case, λ t = λ 0 , a nonrandom and time-invariant vector.
The paper is organized as follows. Section 2 specifies the asset price data generating process.
In Section 3, we discuss the identification of the market price of risk. Section 4 sets forth our econometric framework for estimation and inference. In Section 5, we apply our results to study international risk sharing and risk premia associated with market capitalization range indexes.
Section 6 discusses extensions of our framework to more general multivariate asset price processes.
Section 7 concludes with a summary and a discussion of directions for future research.
The Asset Price Process
For given positive finite T, let (Ω, F , {F t } t∈ [0,T ] , P) be a complete filtered probability space. The filtration {F t } = {F t } t∈ [0,T ] is assumed to satisfy the usual properties (e.g., Protter, 2005) . Unless otherwise noted, t ∈ [0, T ] throughout. As is common, we take F = F T . Suppose that there are d ∈ N risky assets and that the R d − valued asset price process {S t } solves the stochastic differential
where {W t } is a vector of n ∈ N independent standard Brownian motions under P adapted to the filtration {F t }, {µ 0t } is an R d − valued adapted drift process, and {σ 0t } is an R d×n − valued adapted diffusion coefficient process. We assume without loss of generality that S 0 t is the price of the risk-free bond with known rate of return r. Let the discounted asset prices be
This setup is essentially that of Williams (2006) .
Given an R n − valued adapted process {λ t } such that T 0 λ t 2 dt < ∞, a.s. − P, the Girsanov transformation defines a new adapted process {W t } by adjusting the drift of the original Brownian
The absence of arbitrage (equivalently, the existence of the risk neutral measure) holds only for λ t such that
Such a vector λ t is called a market price of risk. Without further assumptions, and specifically without assuming market completeness, the market prices of risk form a set
We let Λ Λ Λ I denote the set-valued process {Λ I,t ,t ∈ [0, T ]}.
For our purposes here, it suffices to define market completeness in terms of Λ I,t . We say that markets are complete at t when Λ I,t has a unique element; otherwise, we say markets are incomplete at t.
Under a risk neutral measure Q,W t follows a standard Brownian motion. After the change of measure from P to Q, the discounted asset return process can be represented by linear combinations of Brownian motions under Q:
where σ i 0t is the 1 × n ith row of σ 0t . That is, under Q, any asset is expected to earn a return equal to the risk-free rate. Using this result, the prices of redundant securities can be computed by taking the expectation under Q. (See, for example, Duffie, 2001, and Williams, 2006.) In order to study identification in a simple but important special case in what follows, we consider a running example in which µ i 0t = µ i 0 S i t and σ i 0t = σ i 0 S i t for i = 1, ..., d. We call this specification a multivariate Black-Scholes economy. We formalize this as follows.
Assumption 1 (Multivariate Black-Scholes) Let {W t } be a vector of n ∈ N independent standard Brownian motions under P adapted to the filtration {F t }. Let {S t } be a vector of d ∈ N asset prices such that S i 0 = 1 and solving the stochastic differential equations
where
For this process, the market prices of risk always lie in the non-random time-invariant set
where ι is a d-dimensional vector of ones. Any process {λ t } such that λ t ∈ Λ I,0 , t ∈ [0, T ], is an admissible market price of risk process in this economy. As we know that the true Black-Scholes market price of risk is a constant, say λ 0 , we consider only non-random, time-invariant processes {λ t } such that for all t ∈ [0, T ], λ t = λ for some fixed λ ∈ Λ I,0 .
Identifying the Market Price of Risk

The market price of risk and the RNP
Under the change of measure from the objective measure P to the risk neutral measure Q, the risk adjustment is fully determined by the Radon-Nikodym derivative 1 dQ/dP. In the continuous-time setting, one can define a density process of Radon-Nikodym derivatives ξ := {ξ t } where ξ t := E t [dQ/dP], with E t (·) := E(· |F t ). As dQ/dP is F = F T − measurable, we have ξ T = dQ/dP.
The history λ t := {λ τ , τ ∈ [0,t]} uniquely indexes the density ξ t and therefore characterizes the risk adjustment. In general, given an adapted process {λ t }, the corresponding densities can be written
Accordingly, ξ is also known as the stochastic exponential of {−λ t }. In the multivariate BlackScholes economy, ξ t simplifies to
where λ 0 is the true market price of risk in the Black-Scholes economy.
In general, there are multiple processes {λ t } consistent with the no-arbitrage requirement. This implies that there are multiple ways to change the measure from P to Q. Therefore, even if P is identified by the observed data, Q cannot be uniquely identified under incomplete markets.
The role of the Radon-Nikodym derivative is best understood in terms of the pricing equation.
Consider a "European-type" asset paying zero for t < T and ϕ(W T ) in period T , where ϕ is a Borel measurable real-valued function. Let ϕ λ : R n → R be a measurable function such that
For example, a contingent claim that pays 1 monetary unit if W T is in a measurable set A and zero otherwise has a payoff ϕ(W T ) = 1 {W T ∈A} , where 1 {·} is the indicator function taking the value 1 if the condition in brackets {·} is true and 0 otherwise. Then the payoff function in terms ofW T is ϕ λ (W T ) = 1 {W T ∈A λ } , where A λ is a translation of A by T 0 λ s ds. Generally, there are two equivalent ways to compute the asset price p 0 at t = 0 for such an asset 2 . We have
The first equality uses the DGP P and the F T -measurable stochastic discount factor (SDF) m T .
The second equality uses the RNP Q and the risk-free rate to price the payoff ϕ λ (W T ). To represent the SDF, we write
Thus, m T = e −rT ξ T , the discounted Radon-Nikodym derivative. The SDF discounts the future payoff by e −rT and adjusts its risk by ξ T . If λ t = 0 for all t, then ξ T = 1 and no risk adjustment takes place. This is the case of risk neutrality. For the multivariate Black-Scholes economy, ξ T is a log-normal random variable with mean 1 and variance e λ 0 2 T − 1; in this case, risk neutrality is equivalent to λ 0 = 0.
The density process ξ of Radon-Nikodym derivatives is a stochastic process defined by the stochastic integral in (2). For what follows, we will take the variance of ξ T to be finite. This condition is known as the L 2 -reducibility of {λ t } (see, e.g., Duffie, 2001) . Further, this finiteness assumption has a portfolio interpretation and a link to the option pricing bound studied in Cochrane and Saá-Requejo (2000) . To ensure that ξ T has finite variance in the Black-Scholes economy, we simply bound 3 λ 0 :
Assumption 2 (Bounded Risk Price) For the Black-Scholes economy, there exists 0
For the Black-Scholes economy, the identified set for the market price of risk is thus
An illustration of the identified set Λ M I,0 with d = 1 and n = 2 is given by Figure 1 . In this example, the risk exposure of the single traded asset is determined by a vector σ 0 ∈ R 2 such that both elements of σ 0 are non-zero; and λ 0 ∈ R 2 is the true market price of risk. As there are two fundamental sources of risk in this economy, the traded security does not reveal λ 0 . Instead it reveals all λ 's that lie on the iso-risk premium line perpendicular to σ 0 , as λ 0 is observationally equivalent to any other λ on the iso-risk premium line. To see this, fix σ 0 , and let N(σ 0 ) be the null space of σ 0 . Consider λ := λ 0 + bη, where b ∈ R and η ∈ N(σ 0 ). Then, λ 0 and λ give the same value of the risk premium by construction. As the joint distribution of the d = 1 discounted asset prices is fully characterized by the drift (risk premium) and the variance-covariance structure, λ 0 and λ are observationally equivalent. Thus, one cannot identify λ 0 by simply examining the distribution of asset prices. Instead, this distribution only reveals the iso-risk premium line.
Together with L 2 -boundedness, the identified set becomes a finite line segment. In more general cases, the identified set is a finite subset of an affine subspace orthogonal to the row space of σ 0 . We emphasize that this is inherently a structural restriction; that is, the data are generated by a process obeying this condition. Although alternative representations of the asset price process may exist that do not obey this restriction, these have only a stochastic and not a structural interpretation.
Assumption 3 thus specifies an economic interpretation for the vector of Brownian motions. We interpret the first d elements as idiosyncratic risks and the last n − d elements as common risks. As Section 5 illustrates, the meaning of W t may vary depending on the given application.
Above, we represented the restrictions on σ 0 as ρ(σ 0 ) = 0, an m × 1 zero vector. The common factors assumption has a simple representation of this form. For these cases, we have
where vec(σ 0 ) stacks the columns to yield an nd × 1 column vector, and ρ 0 is an m × nd matrix.
The matrix ρ 0 has rows whose elements are zero, except for a one in the position that identifies an element of σ 0 that is to take the value zero. For the example above with n = 4 and d = 3, m = 6.
Further, the third row of the 6 × 12 matrix ρ 0 contains a one in the fourth position (corresponding to σ 12 , which is set to zero), with the remaining row elements zero.
Econometric Framework
In this section, we propose estimation and hypothesis testing procedures for the market price of risk in the Black-Scholes economy following the set-estimation and hypothesis testing frameworks of Romano and Shaikh (2006) and Chernozhukov, Hong, and Tamer (2007) . These authors study extremum estimators where the criterion functions do not have a unique minimizer. For estimation, the basic idea is to use lower contour sets of the sample criterion function as set-valued estimators or confidence regions. For hypothesis testing, Romano and Shaikh (2006) propose a subsampling procedure for a likelihood ratio statistic. In this section, we exploit these methods by showing that the identified set for the Black-Scholes economy risk price, Λ M I,0 , can be characterized as a set of minimizers of a specific criterion function.
Applying the RS-CHT framework
In the multivariate Black-Scholes economy, the vector of returns of d securities over the time interval [s,t] obeys a multivariate normal distribution with mean (t − s)
and covariance matrix (t − s)Σ 0 . Eq. (1) implies that the drift µ 0 is determined, once we specify (σ 0 , λ 0 ) and r. Therefore, for any given constant r, the joint density of asset returns depends only on σ 0 and λ 0 .
Consider a partition π := {0 =: t 0 ,t 1 , ...,t N−1 ,t N := T } of the interval [0, T ]. Suppose we observe a series of asset prices {S t j } N j=0 over this partition. Let R t j be the d × 1 vector of asset returns from period t j to t j+1 : i.e., the ith element of R t j is R i t j := ln S i t j − ln S i
.., R t N ; θ ) denote the likelihood of a sample of asset returns at θ :
where S is a non-empty subset of R d×n . In the multivariate Black-Scholes economy, returns are independent over time, so that
where f (R t j ; θ ) defines the likelihood for asset returns in t j ; this is a d−variate normal likelihood.
The coefficients θ 0 := (σ 0 , λ 0 ) ∈ Θ index the true DGP measure P. Let the criterion function Q N : Θ →R + be the shifted expected negative average log likelihood defined bȳ
The criterion function thus has minimum value 0 at θ 0 . This minimum is not unique; letting
Further, the asset return covariances only reveal Σ 0 = σ 0 σ 0 , so σ 0 cannot be identified from observations of d asset returns without further restrictions. Specifically, let
, and Θ M I,0 contains all the minimizers ofQ N . That is,
Working withQ N and Θ M I,0 enables us to apply the RS-CHT framework to our problem. Accordingly, let Q N : Ω × Θ →R + be the sample criterion function defined by
. Following Romano and Shaikh (2006) and Chernozhukov, Hong, and Tamer (2007) , we define an ε-level set of the sample criterion function bŷ
When we choose ε properly, the random setΘ N (ε) is a consistent set estimator or a confidence region for the identified set.
There are, however, several challenges to directly applying the RS-CHT framework to our problem. First, the identified set Θ M I,0 has a high dimension, nd + n. This leads to computational difficulties and can also hamper the interpretation of results. Further, for any fixed value of σ such that σ σ = Σ 0 , every element of the set Λ M I,0 (σ ) := {λ ∈ Λ : σ λ = µ 0 − rι, λ ≤ M} minimizes Q N . This suggests that, as one changes the value of σ , the set Λ M I,0 (σ ) rotates. Consequently, Θ M I,0 may cover quite a large subset of Θ. Finally, Θ M I,0 need not be convex. This may cause additional technical difficulties.
These difficulties can be mitigated or avoided by applying a two-stage procedure proposed by Kaido and White (2008) , described next.
A two-stage procedure
In this section, we describe a two-stage procedure proposed by Kaido and White (2008) that reduces the dimension of the set estimator and the associated confidence region. With sufficient restrictions, some elements of σ 0 can even be fully identified. In such cases, we can replace identified elements of σ 0 in the sample criterion function with their consistent estimators. Even if this is not possible, restrictions on elements of σ 0 can still simplify estimation substantially.
We summarize Kaido and White's (2008) measurability and consistency results for the twostage set estimator as follows. Let m ∈ N be the number of restrictions on σ 0 and let ρ : R d×n → R m embody these restrictions as
The identified (σ , λ ) values that satisfy all our restrictions are the elements of
LetΣ N be a bounded consistent estimator of Σ 0 , and let K(S) be a collection of closed subsets of S. Define a first-stage restricted set-estimatorŜ N :
This is a random set of diffusion coefficients that are consistent with the sample covariance of the returns and that satisfy the restriction ρ(σ ) = 0.
Using this first-stage set estimator, let the second-stage set-estimator for Θ M I,0,ρ be defined bŷ
whereε is now permitted to be random.
An important special case occurs when the restrictions suffice to identify σ 0 . Whenσ N is a consistent estimator of σ 0 , the first-stage set estimator becomes a singleton, i.e.,Ŝ N = {σ N }. The second-stage set estimator is thenΘ N = {σ N } ×Λ N , wherê
Effros-measurability
The first step in analyzing the two-stage set estimator is to establish its measurability. A useful measurability concept for set-valued functions is Effros-measurability. Effros-measurability ensures that many functionals of interest, such as the distance between random sets, become random variables; it is also flexible, handling as many random elements as one typically requires. See
Molchanov (2005) for details.
Definition 1 (Effros-Measurability) Let (Ω, F ) be a measurable space. Let l ∈ N, and let G be
The next result establishes Effros-measurability for general two-stage estimators.
Theorem 2 Let (Ω, F , P) be a complete probability space, and let Θ = S × Λ, where S and Λ are compact subsets of finite dimensional Euclidian spaces.
LetŜ : Ω → K(S) be Effros-measurable with respect to F .
Then for any measurableε :
is Effros-measurable with respect to F .
The proof of this and other formal results can be found in Kaido and White (2008) .
For the special case whereŜ is a singleton, e.g., when the diffusion coefficient is point identified, we have the following result.
Corollary 3 Let the conditions of Theorem (2) hold, and supposeŜ is a singleton such thatŜ = {σ }, whereσ : Ω → S is measurable-F . Then
is a measurable function on Ω and forF ∈ F with P(F) = 1,Q(ω, · ) is continuous on Λ for each ω ∈F.
(ii) For any measurableε :
The following proposition establishes the Effros-measurability of our constrained first-stage estimator, enabling us to apply the above results.
Proposition 4 Let (Ω, F ) be a measurable space, and let S be a compact subset of R d×n , where d and n are finite positive integers.
Let Ψ be a set of bounded symmetric positive semi-definite matrices. LetΣ : Ω → Ψ be measurable-F , and let ρ : S → R m be continuous, where m is a finite positive integer.
ThenŜ is Effros-measurable with respect to F .
Consistent set estimation
Next we provide results ensuring the consistency of the two-stage set estimator. Consistency is expressed in terms of the Hausdorff metric on the space of closed sets.
Definition 5 Let Θ be a compact subset of a finite dimensional Euclidean space. For any two closed subsets A and B of Θ, the Hausdorff metric is
where · is the Euclidean norm, and d H (A, B) := ∞ if either A or B is empty.
The Effros-measurability of the two-stage set estimator implies the measurability of the Hausdorff distance between the set estimator and the identified set 4 . This makes it possible to discuss the consistency of this set estimator. Our first result provides conditions under which the general two-stage set estimator is consistent.
Theorem 6 Let (Ω, F , P) and Θ = S × Λ satisfy the conditions of Theorem (2), and suppose that for N = 1, 2, ..., Q N andŜ N satisfy the conditions on Q andŜ imposed in Theorem (2).
Suppose there existsQ N :
and define
such thatQ N (Θ I ) = 0 for all N sufficiently large.
Letε be F -measurable such thatε/N = o p (1) and
, and let
ThenΘ N is Effros-measurable with respect to F , and
The next result treats the important special case in which S is fully identified (i.e., S is a singleton). This shows that the natural second-stage set estimatorΛ N is a consistent estimator for the identified set Λ I .
Corollary 7 Let the conditions of Theorem (6) hold, and suppose that S is a singleton, S = {σ 0 }.
Letσ N : Ω → S be measurable-F such thatσ N = σ 0 + o p (1), and let
ThenΛ N is Effros-measurable with respect to F , and d H (Λ N , Λ I ) = o p (1). Figure 2 illustrates. As the sample size N increases, the set estimatorΛ N represented by the shaded region in figure 2 shrinks down to the identified set Λ I , which is a line segment here.
Hypothesis testing
Set estimation is useful when interest attaches to the characteristics of the identified set. If instead one wishes to test hypotheses regarding the identified set, it is not necessary to estimate the identified set. Specifically, let R be a closed subset of Θ (or Λ), where R is a set of parameters that 
satisfy the restrictions of interest. For example, R may represent a set of market prices of risk that are consistent with risk-neutrality or international risk sharing.
As the true coefficient value θ 0 is in the identified set, if θ 0 also satisfies the restrictions, the identified set Θ I has a non-empty intersection with R. We thus consider hypotheses
The null states that there is at least one element in the identified set satisfying the restrictions.
Rejection means that none of the parameters in the identified set satisfies the restrictions, implying that θ 0 does not satisfy the restrictions.
In the Black-Scholes example, where interest attaches to λ 0 , we consider hypotheses
Because R is a closed subset of the compact parameter space, the hypotheses above are equivalent to
Such hypotheses are considered in the partially identified case by Romano and Shaikh (2008) for parametric inference and by Santos (2007) for nonparametric inference.
To test these hypotheses in our two-stage framework, we replaceQ N and Θ with their sample analogs Q N andŜ N × Λ, which leads to the test statisticŝ
where a N is a normalizing constant such that sup
In our problem, a N = N, so the test statistics can be written
These can be viewed as log-likelihood ratio statistics for partially identified models.
To maintain a tight focus for the discussion to follow, we now restrict attention to the BlackScholes case that will be the subject of our empirical examples. This is the case where Assumptions 1 and 2 hold, and the common factor structure of Assumption 3 ensures that σ 0 is point-identified.
Thus, we restrict attention toT N (Λ, R), where we take Λ = Λ M . (We leave the notationT N (Λ, R) unchanged for simplicity.) To test H Λ o , we require asymptotic critical values forT N (Λ, R). Obtaining these critical values presents interesting challenges. Space precludes a rigorous derivation here, as handling all the necessary formalities is fairly involved. Nevertheless, the intuition behind our approach is straightforward, so we offer the following heuristic discussion.
We start by noting that the presence ofσ N inT N (Λ, R) may have an impact on its limiting distribution. To accommodate this, we can proceed in a manner analogous to the fully identified case. There, one can often exploit a two-term mean value or Taylor-like expansion. The following straightforward high-level result applies when θ 0 is interior to Θ and the likelihood function is sufficiently smooth. Analogous but more elaborate results hold even when θ 0 is not interior to Θ. Proposition 8 Let {a N } be a sequence of real numbers and for p ∈ N, suppose that θ 0 ∈ R p and that {Q N : Ω → R}, {Q N : Ω → R}, {θ N : Ω → R p }, {g N : Ω → R p }, and {H N : Ω → R p×p } are sequences of measurable functions such that
where, for random matrices
will generally jointly obey a central limit theorem, and N −1 (∂ 2 /∂ σ ∂ σ )T N (Λ, R; σ 0 ) converges in probability to a constant matrix. The desired limiting distribution follows provided T N (Λ, R; σ 0 ) also converges in distribution (jointly with the other random variables).
For this, we can apply results of Liu and Shao (2003) , whose theorem 3.1 provides general regularity conditions for the non-identified case ensuring that
where R 0 := {λ 0 }, W S defines a centered Gaussian process {W S : S ∈ F Λ } with uniformly continuous sample paths and covariance kernel
and F Λ is a specific Donsker class of functions, a set of limits of generalized score functions S (see Liu and Shao, 2003, eq.(3.1) ).
In our application, interest attaches to
so Liu and Shao's theorem 3.1 implies that under
Although this gives the asymptotic distribution only for T N (Λ, R; σ 0 ), the extension to the required joint convergence appears straightforward.
Proposition 8 then delivers the asymptotic distribution ofT N (Λ, R). As this appears to be a complicated distribution, we seek computationally simple methods for obtaining the desired crit- 
where J k is the b−element set of indexes for the kth subsample. Note that for each k,T N,b,k is evaluated using a first stage estimateσ N,b,k , computed for that subsample.
Next, let α ∈ (0, 1) be a prespecified significance level for the test, and define
This is a subsampling estimator for the asymptotic 1 − α quantile ofT N (Λ, R). Theorem 3.4(i) of Romano and Shaikh (2008) then ensures that when H Λ o holds, As Hall and Jing (1996) and Härdle, Horowitz, and Kreiss (2003) show, subsampling estimators of distributions of statistics converge at a slower rate to the limiting distribution than (block) bootstrap estimators. Despite this drawback, we use subsampling because it provides us with an asymptotically valid procedure and because standard bootstrap procedures are known to fail for some partially identified models, as pointed out by Chernozhukov, Hong, and Tamer (2007) and Bugni (2008) 5 .
Confidence regions
Confidence regions can be constructed using a subsampling procedure proposed by Chernozhukov, Hong, and Tamer (2007) (CHT) . For this it suffices that
where Z is a random variable.
Care is required in verifying this condition due to the presence ofσ N . One might consider using Proposition 8 to establish this. The natural choices for this are Q N (σ 0 , λ ) converges in probability to a constant matrix. The first condition corresponds to the key primitive condition assumed by CHT (the "CHT condition"), and under mild conditions a central limit theorem holds for N 1/2 (σ N − σ 0 ) and
Nevertheless, it is not clear whether
tion; in particular, nothing appears to ensure that this quantity has (limiting) mean zero, so the central limit theorem need not hold. Accordingly, we seek an alternative approach.
A promising way to proceed is to recast our two-stage estimator as a single-stage estimator;
as we show, this yields a straightforward formulation of the CHT condition. If this recasting is indeed possible, one might ask why this approach is not used from the outset. The main reason is that our likelihood-based approach is more robustly applicable to identifying the set of market risk prices of interest than the method of moments-based single-stage approach described next.
In general settings, moment-based methods may introduce spurious zeros into the single-stage objective function, thereby possibly altering the apparent identified set in undesired ways. We describe how this can happen below. Using a two-stage approach permits us to ensure that the identified set is that associated with the risk prices of interest. The single-stage recasting can then be used with this identified set to deliver conditions justifying the CHT subsampling procedure.
To recast our two-stage estimator as a single-stage method of moments estimator, let β := (µ , vech(Σ) , λ ) ∈ B, say, and define the functions 
That is, the zeros ofm 2,N correspond to (a subset of) our second stage set estimator.
Collecting these facts, we have that for all β ∈ {μ N } × {vech(Σ N )} ×Λ N ,
Although it is not a typical feature of the likelihood for the Black-Scholes economy, in more general settings, there may be other zeros ofm N (β ), as the likelihood scores may have zeros corresponding to local minima, maxima, or inflection points of the likelihood function. These are the "spurious" zeros referred to above. Nevertheless, because we will not rely onm N to define the identified set of interest, this will not create difficulties.
By making two more identifications, we can state a version of the CHT condition justifying subsampling in the present context. First, we define the single-stage sample objective functioñ
Certain minimizers of this function correspond to our two-stage estimators. Note that this is a standard method of moments objective function; because there are no over-identifying moment conditions, this is also the generalized method of moments objective function (Hansen, 1982) . We haveQ N (β ) ≥ 0, with the minimum attained at zero because of the lack of over-identification.
Finally, define the identified set
The CHT condition justifying subsampling can now be stated as
To implement the CHT method, we first construct a "preliminary" consistent set estimator, saŷ Λ N,0 , and let l = 1. Next, we randomly choose B N subsets of size b, and computeε l as the 1 − α quantile of the statistics
where Q N,b,k (σ N,b,k , λ ) is the criterion function evaluated for the kth b−element subset drawn from the full sample of N observations. We then useε l to get a new set estimatorΛ
We may repeat this process for l = 2, ..., L. The final set estimator
That is, lim inf N→∞ P(Λ M I,0 ⊆Λ N ) ≥ 1 − α. Moreover,Λ N is a consistent set estimator when we chooseε = min(ε L , q N + κ N ) for any κ N ∝ ln N, where q N := inf λ ∈Λ Q N (σ N , λ ).
Applications
In this section, we illustrate set estimation and hypothesis testing with two examples. The first studies international risk sharing. The second studies risk premia for market capitalization range index returns.
International risk sharing
A three-country asset price process
Consider three portfolios with prices S 1 t , S 2 t , and S 3 t , each of which is traded in the domestic market of each country i = 1, 2, 3. We assume that investors can potentially participate in all three markets.
In addition, we assume there is an international risk free asset with a known rate of return r.
Let S t = (S 1 t , S 2 t , S 3 t ) . Suppose {S t } is generated by a multivariate Black-Scholes process with d = 3 and n = 4. Suppose further that Assumptions 2 and 3 hold. The identifying restriction on the diffusion coefficient, therefore, is ρ(σ 0 ) = ρ 0 vec(σ 0 ) = 0, as described in Section 3.2. We thus interpret the first three elements of dW t as country-specific risks and the fourth element as international risk.
The true market price of risk λ 0 is a 4 × 1 vector that satisfies σ 0 λ 0 = µ 0 − rι and the bound λ 0 ≤ M. The first three elements of λ 0 represent risk premia on the country specific risks, and the fourth element represents a risk premium on the international risk. Because d = 3 and n = 4, λ 0 is not point identified. The identified set for the market price of risk, therefore, is Λ M I,0 = {λ : σ 0 λ − µ 0 − rι, λ ≤ M}. Using set estimation, we can estimate the set of market prices of risk (and therefore risk neutral measures) that are compatible with the behavior of portfolio returns.
In this example, Assumption 3 fully identifies σ 0 , so the identified set for the diffusion coefficients is a singleton, S = {σ 0 }. LetΣ N be the standard sample covariance estimator. This is a √ N−consistent estimator of Σ 0 under Assumption 1. Using the relationship σ 0 σ 0 = Σ 0 , we define a first stage estimatorσ N to be the (unique) estimator such thatσ Nσ N =Σ N . This estimatorσ N is then a √ N−consistent estimator of σ 0 . Given the first-stage estimatorσ N , we estimate the identified set Λ M I,0 using eq. (8). This gives a set of market prices of risk compatible with the observed domestic portfolio returns across the three countries. Assumptions 1-3 ensure that the regularity conditions of Theorem 7 hold, so this is a consistent set estimator of Λ M I,0 . We turn now to hypothesis testing. If there is an integrated international financial market, country specific risks should be diversified away. This implies a simple hypothesis that risk premia for the country-specific risks are zero, whereas those who accept the international aggregate risk receive a nonzero risk premium as a reward. According to Lewis (1995) , complete markets and optimal risk-sharing imply that the stochastic discount factor varies only with the common international component and is independent of any country specific disturbances. She tests this hypothesis by regressing consumption growth on a constant (the common international component) and domestic output growth (a proxy for country-specific risk), using cross-country data.
In our framework, the international risk sharing hypothesis can be tested using panel data on portfolio returns rather than consumption data 6 . If asset prices are determined in general equilibrium for the integrated world market as described by Lewis (1995) , the stochastic discount factor m(W t ) depends only on the international risk. This implies that the elasticities of the pricing kernel with respect to the country-specific risks are zero: i.e., −∂ ln m(W t )/∂W i t = 0 for i = 1, 2, 3. Recall that m(W t ) = e −rt ξ t and that ξ t is given by (3) in the multivariate Black-Scholes economy. Thus, the vector of elasticities equals λ . If the country-specific risks are fully diversified away, the first three elements of λ should be 0. We thus let R be the subset of Λ such that
The null hypothesis is that there is at least one element λ in the identified set that is consistent with full international risk sharing. This is equivalent to Λ M I,0 ∩ R = / 0. We can test this hypothesis using the statisticT N (Λ, R) = inf λ ∈R NQ N (σ N , λ ) and the subsampling procedure described in Section 4.5.
Empirical results
For our empirical study, we consider the financial markets of the U.S., Japan, and Europe. We use the monthly 1-month T-Bill yield taken from the Center for Research on Security Prices (CRSP) to construct the short term risk-free rate. Specifically, we take the average yield over the whole sample period as our constant risk-free rate r, which is 5.6232% per annum.
The first and last months for which we are able to obtain complete data for all three portfolios and the T-Bill yield are January 1970 and December 2007, for a total of 456 observations. We remove the top and bottom 2.5% of returns from our sample to ensure that the results are not influenced by large outliers. This reduces the sample size to 405. Panel A in Table 1 To consistently estimate the identified set Λ M I,0 , we must chooseε satisfying the conditions of Theorem 6. Anyε that grows slower than N ensures the consistency of our estimator. We thus chooseε 0 = q N + κ N , where q N = inf λ ∈Λ Q N (σ N , λ ) and κ N ∝ ln N, and we form the consistent set estimatorΛ N,0 = {λ : NQ N (σ N , λ ) ≤ε 0 }. In this example, Λ M I,0 is a line segment in fourdimensional Euclidean space. The set estimator, therefore, is a four-dimensional cylinder that shrinks down to this line with probability approaching 1.
We project this cylinder to lower dimensional Euclidean spaces to understand its shape. Figure 3 shows the convex hulls of boundary points of the four-dimensional cylinder projected onto three-dimensional spaces. Note that the surface of the original set is smooth, but the set is approximated by a polygon because of the discretization of the grid. Figure 4 shows our second stage set estimator projected onto two-dimensional subspaces.
We can construct a confidence region or another consistent set-estimator using the CHT subsampling procedure described above, usingΛ N,0 as our preliminary estimator. The 95% confidence region is smaller than the preliminary set estimator and contains the origin, as depicted in Figures   5 and 6 .
Finally, we formally test the international risk sharing hypothesis. The statisticT N (Λ, R) is 9.12 in our sample. We estimate the critical value forT N (Λ, R) by subsampling. Table 3 provides critical values for different choices of b and B N . For all of these critical values, we reject the null hypothesis of international risk sharing. Figure 7 shows the corresponding subsampling distribution with b = 40 and B N = 5, 000.
As an experiment, we also computed subsampled critical values (not reported here) always using the full sample first-stage estimator in the subsampling exercise. The critical values for the different choices of b and B N are largely similar to those in Table 3 , suggesting that the first-stage estimation is not having much impact on the asymptotic distribution of our test statistic.
The fact that this test rejects, whereas the 95% confidence interval contains the origin provides mixed evidence for the risk-sharing hypothesis. Possibly, the direct hypothesis testing approach is more powerful; but without further investigation, we cannot rule out the possibility that this mixed result is due to variations associated with the method of subsampling that would be mitigated in larger samples.
Risk Premia on Cap Range Index Returns
An asset price process for three cap range indexes
Our second illustration concerns risk premia for market capitalization range ("cap range") index returns. Since the seminal work of Fama and French (1993, 1996) , many empirical studies have shown that there are sources of priced risk beyond just that associated with movements in the market portfolio. One of these risk factors is known to be related to firm size. Using cap range index returns, we study risk premia on both size-specific risk factors and the market factor without assuming the uniqueness of the risk price (or, equivalently, the risk neutral measure).
For this, suppose Assumption 1 holds and that there are three portfolios ("large cap," "mid cap," and "small cap") whose returns are generated by a multivariate Black-Scholes economy with d = 3 and n = 4. As above, we impose Assumptions 2 and 3, so that the index return for each cap range is driven only by its idiosyncratic factor and the market factor. Because this structure is exactly the same as in the previous example, we can use the same set-estimation methods.
Previous studies have found that the small cap ( j = 3) risk and the market risk are priced in the market (see, e.g., Fama and French, 1993, 1996; and Liew and Vassalou, 2000) . If the other risks are diversified away, we expect λ 1 = λ 2 = 0. We thus let R be the subset of Λ M such that
Therefore, we consider the null hypothesis that there is at least one parameter value in the identified set that is compatible with the irrelevance of the large cap and mid cap risks:
Again, we can test this hypothesis using the framework in section 4.5.
Empirical results
For our empirical study, we consider three subclasses of firm sizes using the S&P/Citigroup Global Cap Range Index Returns. There, stocks are classified on the basis of their float-adjusted market capitalization. We examine daily returns for the following three indexes: large cap (> $5 billion), mid cap ($1-$5 billion), and small cap (< $1 billion). The first and last days for which we are able to obtain complete data for all three index returns are August 1, 1989 and December 31, 2007, for a total of 4,805 observations. After removing the top and bottom 2.5% of returns, we obtain 4,420
observations. Once again, we use the monthly 1-month T-Bill yield from CRSP to construct the short term risk-free rate for the same sample period. Our constant risk-free rate r is the average of these rates, 4.0633% per annum. Table 4 reports summary statistics. Table 5 reports the first stage estimateσ N , with standard errors computed using the delta method. The estimated coefficients are stable across sub-periods.
The second-stage set estimator with M = 20 is depicted in Figures 8 and 9 . The 95% confidence region is depicted in Figures 10 and 11 We observe that a non-zero premium on the market risk and a zero premium on the small cap risk is plausibly compatible with the returns distribution. For the premia on the large cap and mid cap indexes, the upper left panels of Figures 9 and 11 show that the origin is in the set estimator and the confidence region, implying that the irrelevance of the large cap and the mid cap risks is compatible with the returns distribution.
Next, we formally test the irrelevance of large cap and mid cap risks. The test statisticT N (Λ, R)
is 0.12 in our sample. As before, we estimate the critical value forT N (Λ, R) by subsampling. Table 6 provides critical values for different choices of b and B N . For example, with b = 80 and B N = 1, 000 the critical value is 1.70. Figure 12 shows this subsampling distribution. For none of the tabulated critical values do we reject the null hypothesis. Therefore, the irrelevance of the large cap and mid cap risks is statistically compatible with the observed returns distribution.
Modeling More General Asset Price Processes
Our discussion so far has focused mainly on the Black-Scholes case for clarity and conciseness.
To the extent that this case is overly simplistic, our empirical results constitute only an illustrative first step in the study of risk pricing in incomplete markets. Nevertheless, much of our analysis and discussion extends to more general processes, providing the foundation for more sophisticated empirical studies. In this section we discuss some aspects of this extension.
A more general data generating process whose special cases are often used in applications is the following geometric process:
Assumption 4 (Multivariate Geometric Process) Let {W t } be a vector of n ∈ N independent standard Brownian motions under P adapted to the filtration {F t }. Let {S t } be a vector of d ∈ N assets such that S i 0 = 1 and solving the stochastic differential equations
where µ 0t has elements µ i 0t : Ω → R and σ 0t has 1 × n rows σ i 0t :
Under this assumption, {µ 0t } and {σ 0t } are general adapted processes. For example, one may posit that a version of Assumption 3 holds, such that
where v, w ∈ [0, 1], and (S i t ) v−1 denotes the price of the ith security at t raised to the power v − 1. Letting {λ 0t } denote the true risk price process, suppose λ 0t has elements λ i 0t = θ 
For the Black-Scholes economy, v = w = 1. The general case in which v = w corresponds to a multivariate version of the constant elasticity of variance (CEV) process often used to model stock prices, short rates, forward rates, and stochastic volatilities. Various other cases of interest arise by varying v and w. For instance, choosing v = 1/2 and w = 0 gives a process whose idiosyncratic component follows a square root process, as in Cox, Ingersoll, and Ross (1985) , and whose aggregate component follows a Brownian motion.
Further, because the σ −field G t := σ (W τ , τ ∈ [0,t]) generated by the t−history of the multivariate Brownian motion {W t } may be a proper subset of F t , this assumption also covers certain more general stochastic volatility processes.
The analog of Assumption 2 becomes
Assumption 5 (Envelope Process) There exists an adapted process {M t } such that 0 < M t < ∞ for t ∈ [0, T ], ||λ 0t || ≤ M t , and E P exp
This condition ensures that var(ξ T ) < ∞, where
Under these assumptions, the market prices of risk at time t belong to the random set
where Λ I,t := {λ : σ 0t λ = µ 0t − rι} and Λ M t := {λ : ||λ || ≤ M t }.
To apply maximum likelihood methods, we parameterize λ 0t and σ 0t as follows:
Assumption 6 (Parametric Specification) Let Θ be a compact subset of R p , p ∈ N. (i) For t ∈ [0, T ], the functions t : Ω × Θ → R n and s t : Ω × Θ → R d×n are such that for each θ ∈ Θ, t (·, θ ) and s t (·, θ ) are measurable−F t , and for each ω ∈ Ω, t (ω, ·) and s t (ω, ·) are continuous on Θ;
(ii) for each θ ∈ Θ and t ∈ [0, T ], || t (·, θ )|| ≤ M t ; (iii) there exists θ 0 ∈ Θ such that for t ∈ [0, T ],
Similar to our discussion above, Θ is the parameter space; for convenience, we assume that it implicitly embodies any prior restrictions known to hold for θ 0 , such as ρ(θ 0 ) = 0. The first part of this assumption specifies the parametric functions t and s t . In the second part, we require that the bound of Assumption 5 holds for all θ in Θ. The third part ensures that this specification is correct, in that there is a parameter value θ 0 in Θ corresponding to the true arbitrage-free process generating asset returns.
This assumption implies a parameterization for µ 0t of the form m t (·, θ ) = s t (·, θ ) t (·, θ ) + rι.
Alternatively, one may directly parameterize µ 0t instead of λ 0t ; the no arbitrage condition then implies a parameterization for λ 0t . For brevity, we leave aside this possibility here.
Successive conditioning yields a likelihood function for returns R t j := ln S t j − ln S t j−1 defined by
where f t j (R t j ; θ | H t j−1 ) defines the likelihood for returns in t j given the information H t j−1 , where
. This likelihood function does not necessarily have a closed form expression. In such cases, we may rely on an approximation of the likelihood function. See Aït-Sahalia (2002 and Kristensen (2008) , for example.
Analogous to the Black-Scholes case, the criterion functionQ N : Θ →R + is the shifted expected negative average log-likelihood defined bȳ
The identified set is again the set of zeros ofQ N ,
The identified market prices of risk at time t are then given by the Effros-measurable set
It is not immediately obvious that λ t (Θ I ) = Λ M I,t . Ensuring that this holds may require further conditions. Nevertheless, the correct specification assumption ensures that λ 0t ∈ λ t (Θ I ).
The sample criterion function is given by Q N : Ω × Θ →R + , defined by
ln f t j (R t j ; θ | H t j−1 ). As when we apply the RS-CHT approach above, we define an ε-level set for the sample criterion function byΘ
When we choose ε properly, the random setΘ N (ε) is Effros measurable and is a consistent set estimator or confidence region for Θ I . The estimated prices of risk at time t are given by λ t (Θ N (ε)).
Hypothesis tests for the risk price process {λ t (Θ I )} can be conducted by inverting the confidence interval process {λ t (Θ N (ε))} or using a likelihood ratio test for θ ∈ Θ R , where Θ R ⊂ Θ expresses the restrictions specified by a null hypothesis of interest, e.g.,
where T is a given subset of [0, T ], λ 0|T denotes the process {λ 0t } restricted to T , and Λ R is a given subset of Λ M T := {{Λ M t }, t ∈ T }.
As before, two-stage estimation can help in mitigating the challenges arising in estimating θ 0 .
Specifically, let θ 0 := (θ 01 , θ 02 ) ∈ Θ 1 × Θ 2 =: Θ, and letΘ 1N be a first-stage set estimator for θ 01 .
Using this, let the second-stage set estimator for the identified set be defined bŷ
whereε may be random, as before.
When the available restrictions suffice to fully identify θ 01 , we haveΘ 1N = {θ 1N }, say. The second-stage set estimator is thenΘ N = {θ 1N } ×Θ 2N , wherê
Subsampling remains an appealing method for constructing confidence regions here. To provide conditions ensuring its validity, in particular the CHT condition, recasting a two-stage procedure as a single-stage procedure may again prove convenient. Depending on the particular circumstances, it may be possible to use a method of moments approach analogous to that discussed in Section 4.6. In other cases, it may be helpful to exploit an exponentially tilted likelihood, along the lines proposed by Kitamura and Stutzer (1997) .
Formally ensuring consistency and convergence in distribution of these estimators will require careful specification of further regularity conditions appropriate to the specific context of interest.
Nevertheless, the framework sketched here should prove helpful in pursuing these results.
Concluding remarks
In this paper, we study an econometric framework useful for estimating and testing hypotheses about the price of risk in the absence of complete markets. We state results ensuring the Effrosmeasurability and consistency of set estimators for the vector of market risk prices, and we discuss the construction of hypothesis tests and confidence sets using subsampling.
Our results build on the seminal work of Romano and Shaikh (2006, 2008) and Chernozhukhov, Hong, and Tamer (2007) for estimation and testing in partially identified models. To handle the challenges associated with jointly estimating all parameters of the model, we apply a two-stage method introduced by Kaido and White (2008) . For the present application, we estimate covariance parameters in the first stage and risk prices in the second stage. To illustrate, we apply our methods to estimate market risk prices and test hypotheses concerning international risk sharing and market capitalization range indexes.
By providing new methods for inference on risk neutral measures in incomplete markets, our work thus complements that of Aït-Sahalia and Lo (1998), Chernov and Ghysels (2000) , Clement, Gourieroux, and Monfort (2000) , and Abadir and Rockinger (2003) , among others.
An interesting direction for further research is to study investor risk preferences in the absence of the identification of market risk prices. This may create an opportunity to extend the work of Aït-Sahalia and Lo (2000), Jackwerth (2000) , and Rosenberg and Engle (2002) .
One of the key assumptions in our framework is a bound, M t , on the market price of risk. Not only does this bound sharpen our set estimators, but it also plays a key role when using the estimated risk neutral measure to price non-redundant securities. Cochrane and Saá-Requejo (2000) show that this type of L 2 bound on the Radon-Nikodym derivative (or SDF) delivers sharper upper and lower bounds on the price of the non-redundant security. In related work, Bernardo and Ledoit (2000) consider a L ∞ bound on the Radon-Nikodym derivative. Further investigation of the choice of M t , particularly the use of empirical evidence to choose M t , is an interesting topic for further research.
Yet another interesting topic is the development of tests for market completeness per se. Such tests will require careful specification of the nature of the alternative complete and incomplete market structures, together with a theory of estimation and inference for parameters partially identified only under the alternative, possibly on the boundary of the parameter space. This will require extension of work of Davies (1977 Davies ( , 1987 and Andrews (1999 Andrews ( , 2001 to the context of partial identification.
To maintain a sharp focus for our results, we have considered in detail the multivariate BlackScholes economy. Nevertheless, our framework applies more broadly, and we sketch some features of its application to more general geometric processes. Extension to asset prices generated by Levy processes or subordinated processes are other interesting possibilities deserving attention in future work. Methods of estimation and inference for such potentially more realistic asset-price generating processes will then make possible increasingly refined empirical studies of risk pricing in incomplete markets.
A Tables   A.1 Tables for International Risk Sharing Database for stock index returns. For the risk-free rate, we average monthly 1-month T-Bill yields taken from the CRSP database. We report robust measures of skewness and kurtosis. Skewness is computed
, where Q i is the ith quartile of the return. Kurtosis is computed as Columns 2-5 report the estimated diffusion coefficients (with standard errors in parentheses) for the following sample periods: 1970:1-1979:12, 1980:1-1989:12, 1990:1-1999:12, and 2000:1-2007:12 . The last column reports the estimation results for the full sample. We remove observations corresponding to the top and bottom 2.5% of returns for each series. This reduces the sample size to 4,420. We compute returns from the S&P/Citigroup Global Cap Range Index data for:
A.2 Tables for Market Cap Index Returns
large cap (> $5 billion), mid cap ($1-$5 billion), and small cap (< $1 billion). For the risk-free rate, we average monthly 1-month T-Bill yields taken from the CRSP database for the same sample period (221 monthly observations). We report robust measures of skewness and kurtosis. Skewness is computed as SK = (Q 3 + Q 1 − 2Q 2 )/(Q 3 − Q 1 ), where Q i is the ith quartile of the return. Kurtosis is computed as KR = (E 7 − E 5 + E 3 − E 1 )/(E 6 − E 2 ) − 1.23, where E i is the ith octile. See Kim and White (2004) for details. Panel B reports variance (diagonal) and correlation (off-diagonal) coefficients for the returns. 
