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Abstract
We present the classification of the most general regular solutions to
the boundary Yang-Baxter equations for vertex models associated with
non-exceptional affine Lie algebras. Reduced solutions found by applying
a limit procedure to the general solutions are discussed. We also present
the list of diagonal K-matrices. Special cases are considered separately.
1 Introduction
The quest for solutions of the Yang-Baxter equation [1, 2, 3, 4]
R12(u − v)R13(u)R23(v) = R23(v)R13(u)R12(u− v) (1)
has been successfully accomplished through the quantum group approach [5, 6,
7], reducing the problem to a linear one. TheR-matrices corresponding to vector
representations of all non-exceptional affine Lie algebras were determined in this
way in [8]. In the study of the two-dimensional integrable systems of quantum
field theories and statistical physics, the Yang-Baxter equation (1) has played
an essential role in establishing the integrability of models without a boundary.
In a pioneering paper from the middle of the eighties, Cherednik [9] suggested
a possible generalization of factorized scattering theory to integrable models
with reflecting boundary conditions which preserve integrability. The theoreti-
cal framework of the problem in the context of the quantum inverse scattering
method was set up by Sklyanin in [10], where a systematic approach to build
quantum integrable models with nontrivial boundary conditions is developed,
reflection K-matrices are introduced and the relations they must fulfill in sys-
tems invariant under P -symmetry, T -symmetry, unitarity and crossing unitarity
are obtained. These relations feature the boundary Yang-Baxter equations or
reflection equations
R12(u − v)K−1 (u)R21(u + v)K−2 (v) = K−2 (v)R12(u+ v)K−1 (u)R21(u− v) (2)
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and
R12(−u+ v)
(
K+1
)t1
(u)M−11 R21(−u− v − 2ρ)M1
(
K+2
)t2
(v) =(
K+2
)t2
(v)M1R12(−u− v − 2ρ)M−11
(
K+1
)t1
(u)R21(−u+ v), (3)
extended to models invariant under the less restrictive condition of PT -symmetry
by Mezincescu and Nepomechie in [11, 12]. We remark that there exists the fol-
lowing useful isomorphism: given a solution K−(u) of (2), the quantity
K+(u) =
(
K−
)t
(−u− ρ)M, M ≡ U tU = M t, (4)
satisfies (3), where ti denotes transposition in the ith vector space, ρ is the
crossing parameter and U is the crossing matrix, both of them being specific to
each model [13, 14].
Quantum integrable models with non-periodic boundary conditions have
been extensively studied both in lattice and continuum theories, where the
boundary interaction is specified by a reflection K-matrix for lattice systems
[15, 16, 17, 18] or by a boundary S-matrix for quantum field theories [19, 20,
21, 22].
Recently, much attention has been directed to the research of an indepen-
dent systematic method of constructing the boundary quantum group generators
which would enable us to find solutions of the reflection equation (2). Studies
of boundary quantum groups were initiated in [23] and have been carried out in
order to uncover the basic algebraic structure of their generators. In this con-
text, the most prominent works are the references [24], in which new solutions
emerged some years ago, and [25], which ultimately states that the boundary
quantum group structure associated with the reflection equation is actually the
tridiagonal algebra (q-deformed Dolan-Grady relations [26]), invariant under
the coproduct homomorphism of Uq(ŝl2). It should be emphasized however
that only the models associated with Uq(ŝl2) R-matrices enjoy this tridiagonal
algebraic symmetry. For higher rank affine Lie algebras, the analogue of the
deformed relations of the boundary quantum algebra remains an open question.
Somewhat earlier, some A(1)n−1 reflectionK-matrices as well as the A(2)2 case were
rederived in [27]. Since appropriate classical integrable boundary conditions are
not yet known, one cannot investigate boundary affine Toda field theory [28].
An immediate question would be whether it is possible to reveal all the solutions
of the reflection equation by employing quantum group generators. According
to Baseilhac, all known reflection matrices for models associated to the Uq(ŝl2)
R-matrix of quantum field theories and lattice systems with boundary can be
derived using this tridiagonal algebraic structure through intertwining relations
involving generators of the tridiagonal algebra. Further developments intended
as a broad outline of the construction of boundary quantum group generators
by studying the asymptotic behavior of the open transfer matrix are presented
in [29] for the XXZ case, and continued in [30] for open spin chains associated
to the sl(n) R-matrix. The non-local conserved quantity found in these works
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turns out to be a special case of a (in)finite set of non-local conserved quanti-
ties possessed by the models, which are all constructed in [31], leading to the
conclusion that these models are superintegrable.
Although regarded as a difficult problem, solutions of the boundary Yang-
Baxter equation (2) have been exploited for some R-matrices by means of di-
rect computation. For instance, we mention the solutions for two-component
systems [32, 33, 34], for 19-vertex models [35, 36], for A-D-E interaction-round-
a-face models [37], for Andrews-Baxter-Forrester models in the RSOS/SOS rep-
resentation [38], and for vector representations of Yangians and super-Yangians
[39, 40]. In addition, K-matrices have been obtained for A(1)n−1 models [41, 42]
and, more recently, for D(2)n+1 models [43]. DiagonalK-matrices for the R-matrix
associated with the minimal representation of the exceptional affine algebra G(1)2
have been considered in [44]. For this model, the complete collection of non-
diagonal solutions has been displayed in [45].
Such classifications of solutions to the reflection equation have been extended
to include supersymmetric models, which can also be encountered in the liter-
ature concerning topics in condensed matter physics [46, 47, 48, 49, 50]. In
statistical mechanics, the emphasis has been laid on deriving all the solutions
of the reflection equation because different K-matrices lead to different univer-
sality classes of surface critical behavior [51], allowing the calculation of various
surface critical phenomena both at and away from criticality [52, 53, 54].
Most of works devoted to the investigation of the boundary Yang-Baxter
equations usually concentrate on acquiring regular solutions. Nevertheless, it
turns out that non-regular K-matrices are also of recent interest for the series
A(1)n−1 [55, 56] and D(1)n [57].
In spite of the c-number solutions of the reflection equations, considerable
attention has been paid to nontrivial K-matrices that include boundary degrees
of freedom, derived for the sine-Gordon model in [58, 59]. The construction of
integrable quantum field theories on the half-line including degrees of freedom at
the boundary was originally suggested by Ghoshal and Zamolodchikov in [60].
The development of the theory involved a great deal of efforts and, motivated
by this theme, we decided to put an extra effort into it. Now we focus in this
article based on our early works [61, 62, 63, 64] on the most general reflection
K-matrices for the quantum R-matrices associated with the affine Lie algebras
A(1)n−1, B(1)n , C(1)n , D(1)n , A(2)2n , A(2)2n−1, and D(2)n+1. Our classification scheme also
provides reduced solutions generated by applying a limit procedure to our gen-
eral solutions previously presented. The list of diagonal K-matrices is included
and the special cases which do not exhibit all the properties usually featured by
most of the reflection K-matrices are treated separately.
We have organized this paper as follows. We begin the next section by
considering the reflection equations for the vertex models associated with the
non-exceptional affine Lie algebras. In Section 3 we derive their general solutions
and in Section 4 reduced K-matrices are discussed. The diagonal solutions as
well as the special cases are presented in Sections 5 and 6, respectively. The
last section is reserved for the conclusion.
3
2 Reflection Equations
The quantum R-matrices for the vertex models associated with non-exceptional
affine Lie algebras in the fundamental representation as presented by Jimbo [8]
have the form
R = (eu − q2)
∑
Eii ⊗ Eii + q(eu − 1)
∑
i6=j
Eii ⊗ Ejj
−(q2 − 1)
∑
i<j
Eij ⊗ Eji + eu
∑
i>j
Eij ⊗ Eji
 (5)
for the A(1)n−1 models (n ≥ 2) [65, 66],
R = a1
∑
i6=i′
Eii ⊗ Eii + a2
∑
i6=j,j′
Eii ⊗ Ejj + a3
∑
i<j,i6=j′
Eij ⊗ Eji
+a4
∑
i>j,i6=j′
Eij ⊗ Eji +
∑
i,j
aijEij ⊗ Ei′j′ , (6)
where the Boltzmann weights with functional dependence on the spectral pa-
rameter u are given by
a1(u) = (e
u − q2)(eu − ξ), a2(u) = q(eu − 1)(eu − ξ),
a3(u) = −(q2 − 1)(eu − ξ), a4(u) = eua3(u),
aij(u) =

(q2eu − ξ)(eu − 1) (i = j, i 6= i′),
q(eu − ξ)(eu − 1) + (ξ − 1)(q2 − 1)eu (i = j, i = i′),
(q2 − 1)(εiεjξqı¯−j¯(eu − 1)− δij′ (eu − ξ)) (i < j),
(q2 − 1)eu(εiεjqı¯−j¯(eu − 1)− δij′ (eu − ξ)) (i > j),
(7)
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for the models of types B(1)n , C(1)n , D(1)n , A(2)2n , A(2)2n−1, and
R =
∑
i,j 6=n+1,n+2
aijEij ⊗ Ei′j′ + a1
∑
i6=n+1,n+2
Eii ⊗ Eii
+a2
∑
i6=j,j′
i or j 6=n+1,n+2
Eii ⊗ Ejj
+a3
∑
i<j,i6=j′
i,j 6=n+1,n+2
Eij ⊗ Eji + a4
∑
i>j,i6=j′
i,j 6=n+1,n+2
Eij ⊗ Eji
+a5
∑
i<n+1
j=n+1,n+2
(Eij ⊗ Eji + Ej′i′ ⊗ Ei′j′ )
+a6
∑
i>n+2
j=n+1,n+2
(Eij ⊗ Eji + Ej′i′ ⊗ Ei′j′ )
+a7
∑
i<n+1
j=n+1,n+2
(Eij ⊗ Ej′i + Ej′i′ ⊗ Ei′j)
+a8
∑
i>n+2
j=n+1,n+2
(Eij ⊗ Ej′i + Ej′i′ ⊗ Ei′j)
+
1
2
∑
i6=n+1,n+2
j=n+1,n+2
[b+i (Eij ⊗ Ei′j′ + Ej′i′ ⊗ Eji) + b−i (Eij ⊗ Ei′j + Eji′ ⊗ Eji)]
+
∑
i=n+1,n+2
[c+Eii ⊗ Ei′i′ + c−Eii ⊗ Eii + d+Eii′ ⊗ Ei′i + d−Eii′ ⊗ Eii′ ],
(8)
with corresponding Boltzmann weights given by
a1(u) = (e
2u − q2)(e2u − ξ2), a2(u) = q(e2u − 1)(e2u − ξ2),
a3(u) = −(q2 − 1)(e2u − ξ2), a4(u) = e2ua3(u),
a5(u) =
1
2
(eu + 1)a3(u), a6(u) =
1
2
(eu + 1)eua3(u),
a7(u) = −1
2
(eu − 1)a3(u), a8(u) = 1
2
(eu − 1)eua3(u), (9)
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and
aij(u) =

(q2e2u − ξ2)(e2u − 1) (i = j),
(q2 − 1)(ξ2qı¯−j¯(e2u − 1)− δij′ (e2u − ξ2)) (i < j),
(q2 − 1)e2u(qı¯−j¯(e2u − 1)− δij′ (e2u − ξ2)) (i > j),
b±i (u) =
{ ±qi−1/2(q2 − 1)(e2u − 1)(eu ± ξ) (i < n+ 1),
qi−n−5/2(q2 − 1)(e2u − 1)eu(eu ± ξ) (i > n+ 2),
c±(u) = ±1
2
(q2 − 1)(ξ + 1)eu(eu ∓ 1)(eu ± ξ) + q(e2u − 1)(e2u − ξ2),
d±(u) = ±1
2
(q2 − 1)(ξ − 1)eu(eu ± 1)(eu ± ξ), (10)
for the D(2)n+1 models, where q = e−2η denotes an arbitrary parameter for all
models described above.
By convention, the indices i, j range over 1, 2, ...,N, where N is the size of
the matrix: N = n, 2n+ 1, 2n, 2n, 2n+1, 2n, 2n+2 respectively for A(1)n−1, B(1)n ,
C(1)n , D(1)n , A(2)2n , A(2)2n−1, and D(2)n+1. We set i′ = N + 1 − i and Eij are the
elementary matrices ((Eij)ab = δiaδjb). We further let εi = 1 (1 ≤ i ≤ n), = −1
(n+ 1 ≤ i ≤ 2n) for the C(1)n models and εi = 1 in the remaining cases.
Here we have ξ = q2n−1, q2n+2, q2n−2,−q2n+1,−q2n, qn respectively for B(1)n ,
C(1)n , D(1)n , A(2)2n , A(2)2n−1, and D(2)n+1. Furthermore, ı¯ have the form
ı¯ =
{
i− 1/2 (1 ≤ i ≤ n)
i+ 1/2 (n+ 1 ≤ i ≤ 2n) (11)
for C(1)n ,
ı¯ =

i+ 1 (i < n+ 1)
n+ 3/2 (i = n+ 1, n+ 2)
i− 1 (i > n+ 2)
(12)
for D(2)n+1, and
ı¯ =

i+ 1/2 (1 ≤ i < N+12 )
i (i = N+12 )
i− 1/2 (N+12 < i ≤ N)
(13)
in the remaining cases.
Regular solutions of the reflection equation (2) mean that the K-matrix in
the form
K−(u) =
N∑
i,j=1
ki,j(u)Eij (14)
satisfies the condition
ki,j(0) = δi,j , i, j = 1, 2, ...,N. (15)
Substituting (14) and the R-matrices (5), (6) and (8) into (2), we get N4 func-
tional equations for the matrix elements ki,j(u). Although we have many equa-
tions, a few of them are actually independent. In order to solve them we will
proceed as follows. First we consider the component (i, j) of the matrix equa-
tion (2). By differentiating it with respect to v and by taking v = 0, we obtain
algebraic equations involving the single variable u and N2 parameters
βi,j =
dki,j(v)
dv
|v=0, i, j = 1, 2, ...,N. (16)
Next we denote these equations by E[i, j] = 0 and collect them into blocks
B[i, j], i = 1, ..., I and j = i, i+1, ..., J− i with I = J = nN for A(1)n−1, C(1)n , D(1)n ,
A(2)2n−1, I = J = 2n(n+1)+ 1 for B(1)n , A(2)2n , I = 2(n+1)2 and J = N2 for D(2)n+1.
Such blocks B[i, j] are defined by
B[i, j] =

E[i, j] = 0,
E[j, i] = 0,
E[N2 + 1− i,N2 + 1− j] = 0,
E[N2 + 1− j,N2 + 1− i] = 0.
(17)
For a given block B[i, j], the equation E[N2 + 1 − i,N2 + 1 − j] = 0 can be
obtained from the equation E[i, j] = 0 by exchanging
ki,j ↔ kn+1−i,n+1−j , βi,j ↔ βn+1−i,n+1−j′ , a3 ↔ a4 (18)
for A(1)n−1 models (n ≥ 2),
ki,j ↔ ki′,j′ , βi,j ↔ βi′,j′ , b±i ↔ b±i′ , ai,j ↔ ai′,j′ ,
a3 ↔ a4, a6 ↔ a6, a7 ↔ a8 (19)
for D(2)n+1 models,
ki,j ↔ ki′,j′ , βi,j ↔ βi′,j′ , a3 ↔ a4, ai,j ↔ ai′,j′ (20)
in the remaining cases, and the equationE[j, i] = 0 is obtained from the equation
E[i, j] = 0 by exchanging
ki,j ↔ kj,i, βi,j ↔ βj,i (21)
for A(1)n−1 models, and
ki,j ↔ kj,i, βi,j ↔ βj,i, ai,j ↔ aj′,i′ (22)
in the remaining cases.
According to Jimbo [8] and Bazhanov [13, 14], the R-matrices for the vertex
models associated with non-exceptional affine Lie algebras in the fundamental
representation have PT -symmetry
P12R12(u)P12 ≡ R21(u) = Rt1t212 (u), (23)
where P12 is the permutation matrix, and satisfy the unitarity condition
R12(u)R21(−u) = ζ(u), (24)
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where ζ(u) is some even scalar function of u. We will also require the regularity
property, i.e. R12(0) ∼ P12.
In addition, for all cases except A(1)n−1 (n > 2), the R-matrices have crossing
symmetry. Thus, for these models the relation
R12(u) = (U ⊗ 1)Rt212(−u− ρ)(U ⊗ 1)−1 (25)
holds with the crossing matrix U given by
Ui,j = δi′,j q
(ı¯−j¯)/2, for B(1)n , C(1)n ,D(1)n ,A(2)2n ,A(2)2n−1,D(2)n+1 (26)
and the crossing parameter ρ reads as follows
ρ =

− 12 ln ξ, for B
(1)
n ,
ln ξ, for A(2)2n ,
− ln ξ, for C(1)n ,D(1)n ,A(2)2n−1,D(2)n+1,
(27)
where we have normalized the Boltzmann weights by a factor
√
ξeu for C(1)n ,
D(1)n , and A(2)2n−1 models, and by qn+1e2u for D(2)n+1 models.
The corresponding matrix K+(u) at the opposite boundary is obtained from
the matrix K−(u) by using the isomorphism (4), where M is a diagonal matrix
related to the crossing matrix U by M = U tU , given by
Mi,j =

δi,jq
2n+2−2ı¯, i, j = 1, 2, ..., 2n+ 1, for B(1)n ,A(2)2n ,
δi,jq
2n+1−2ı¯, i, j = 1, 2, ..., 2n, for C(1)n ,D(1)n ,A(2)2n−1,
δi,jq
2n+3−2ı¯, i, j = 1, 2, ..., 2n+ 2, for D(2)n+1.
(28)
We remark that the cases B(1)n , A(2)2n for n = 1 are well known: B(1)1 is
the Zamolodchikov-Fateev model [67] (or the spin-1 representation of A(1)1 )
which has M = 1 and ρ = η, while A(2)2 is the Izergin-Korepin model [68]
with M =diag
(
e2η, 1, e−2η
)
and ρ = −6η − iπ.
Nevertheless, Nepomechie [69] shows that the A(1)n−1 models (n > 2), which
do not have crossing symmetry, can be treated in almost the same way as the
other cases. Indeed, no assumption of crossing symmetry is necessary. Accord-
ing to Reshetikhin and Semenov-Tian-Shansky [70], there exists a matrix M
such that{{{Rt212(u)}−1}t2}−1 = ζ(u+ ρ)ζ(u+ 2ρ) (1⊗M)R12(u + 2ρ)(1⊗M)−1, (29)
where M is a symmetry of the R-matrix,
M t = M, [R(u),M ⊗M ] = 0. (30)
Next we introduce matrices K−(u) and K+(u) which satisfy the reflection
equation (2) and the dual reflection equation (3), respectively. With the help
of equations (29) and (30), one can verify that
K+(u) =
(
K−
)t
(−u− ρ)M (31)
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is an automorphism. Therefore, we do not assume that the A(1)n−1 R-matrices
have crossing symmetry for n > 2, but just replace the crossing relation by the
weaker relation (29), and the integrability is consequently preserved for these
models. Here we have
Mi,j = δi,jq
n+1−2i, ρ = n ln q. (32)
3 General Solutions
Now the challenge consists in the calculation of the most general entire set of
solutions of the boundary Yang-Baxter equations (2) and (3) for the quantum
R-matrices associated with the non-exceptional affine Lie algebras. In order
to achieve this goal, we will start our search by first looking for K-matrices
containing only non-null matrix elements which will be referred to as general
solutions.
3.1 The A(1)
n−1 Models
Analyzing the reflection equation (2) for the A(1)n−1 models (n ≥ 2) one can
realize that there exists a very special structure. There are several functional
equations involving only the non-diagonal matrix elements ki,j(u) (i 6= j) which
are the simplest ones. Let us solve them first.
By direct inspection we verify that the diagonal blocks B[i, i] are uniquely
solved by the relations
βi,jkj,i(u) = βj,iki,j(u), ∀ i 6= j. (33)
Thereby, we only need to find n(n−1)2 elements ki,j(u) (i < j). Now, we choose
a particular ki,j(u) (i < j) to be different from zero, with βi,j 6= 0, and try to
express all the remaining elements in terms of this particular element. We have
verified that this is possible provided that
kp,q(u) =

a4(u)
a3(u)
βp,q
βi,j
ki,j(u), if p > i and q > j,
βp,q
βi,j
ki,j(u), if p > i and q < j,
(34)
for p 6= q. Combining (33) with (34) we will obtain a very strong relation among
the non-diagonal elements:
ki,j(u) 6= 0⇒
{
kp,j(u) = 0, for p 6= i,
ki,q(u) = 0, for q 6= j. (35)
It means that, for a given ki,j(u), the only elements different from zero in the
ith row and in the jth column of K−(u) are ki,i(u), ki,j(u), kj,j(u) and kj,i(u).
After analyzing more carefully these equations with the conditions (33) and
(35), we found from the n(n−1)2 matrix elements ki,j(u) (i < j) that there are
two possibilities to choose a particular ki,j(u) 6= 0:
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• Only one non-diagonal element and its symmetric one are allowed to be
different from zero. Thus we have n(n−1)2 reflection K-matrices with n+2 non-
null elements. Here we denote by KIi,j (i < j) the K-matrix whose non-diagonal
matrix element ki,j(u) was assigned as the non-null matrix element. These
K-matrices will be referred to as solutions of type I.
• For each ki,j(u) 6= 0, additional non-diagonal elements and their symmet-
ric ones are allowed to be different from zero provided that they satisfy the
equations
ki,j(u)kj,i(u) = kr,s(u)ks,r(u), with i+ j = r + s mod n. (36)
It follows that we will get n reflection K-matrices whose number of non-null
elements depends on the parity of n. Next we choose n possible particular
elements, namely k1,j(u), j = 2, ..., n, and k2,n(u). We will denote the corre-
sponding K-matrices by KII1,j , j = 2, ..., n, and KII2,n, respectively, and will be
referring to them as solutions of type II.
For example, the A(1)2 model has the following solutions of type I which turn
out to be equal to the corresponding solutions of type II:
KI12 =
 k11 k12 0k21 k22 0
0 0 k33
 , KI13 =
 k11 0 k130 k22 0
k31 0 k33
 ,
KI23 =
 k11 0 00 k22 k23
0 k32 k33
 . (37)
These K-matrices are expected to be the three possibilities to write the same
solution for the A(1)2 model.
For the A(1)3 model we have six solutions of type I {KI12, KI13, KI14, KI23, KI24,
KI34} with six non-null elements. In this case we also have two solutions of type
II {KII12 , KII14} as follows
KII12 =

k11 k12 0 0
k21 k22 0 0
0 0 k33 k34
0 0 k43 k44
 , k12k21 = k34k43,
KII14 =

k11 0 0 k14
0 k22 k23 0
0 k32 k33 0
k41 0 0 k44
 , k14k41 = k23k32. (38)
For n ≥ 5, in addition to n(n−1)2 solutions of type I with n+ 2 non-null matrix
elements, we also find n solutions of type II which have the following property:
if n is odd the K-matrices have 2n− 1 non-null elements, but if n is even, half
of these K-matrices has 2n non-null elements while the remaining ones have
2n− 2 non-null elements.
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Although we are able to count the K-matrices for the A(1)n−1 models, we still
have to identify which matrices equal one another. Indeed, we can see a Zn
similarity transformation that yields the matrix elements positions:
K(α) = hαK
(0)hn−α, α = 0, 1, 2, ..., n− 1, (39)
where hα are the Zn-matrices
(hα)i,j = δi,j+α mod n. (40)
We can define K(0) as KII12 and the above similarity transformation (39) will
give the K(α)-matrices possessing matrix elements lying in the same positions
as found for the solutions of type II (KII1,j and KII2,n). However, due to the
fact that the relations (34) involve the ratio a4(u)a3(u) = e
u as well as the additional
constraints (36), we could not encounter a similarity transformation among these
matrices, even after performing a gauge transformation. In fact, the similarity
account is not simple due to the presence of three types of scalar functions and
the constraint equations for the parameters βi,j related to the solutions of type
I, for instance. Nevertheless, as we have found a way to write all the solutions,
we can leave the similarity account to the reader.
At this point, we proceed in order to discover n diagonal elements ki,i(u)
in terms of the non-diagonal elements ki,j(u) for each Ki,j-matrix. Such a
procedure is now standard [36]. For instance, if we are looking at KII12 , the
non-diagonal elements ki,j(u) (i + j = 3 mod n) written in terms of k12(u) are
given by
ki,j(u) =

βi,j
β12
k12(u), for i+ j = 3,
βi,j
β12
euk12(u), for i+ j = 3 mod n,
0, otherwise,
(41)
for i, j = 1, 2, ..., n (i 6= j).
By substituting (41) into the functional equations, we can easily find the
elements ki,i(u) up to an arbitrary function, here identified as k12(u). More-
over, their consistency relations will yield some constraint equations for the
parameters βi,j .
Having found all diagonal elements in terms of ki,j(u), we can, without loss
of generality, choose the arbitrary function as
ki,j(u) =
1
2
βi,j(e
2u − 1), i < j. (42)
This choice allows us to work out the solutions in terms of the functions fi,i(u)
and hi,j(u), defined as
fi,i(u) = βi,i(e
u − 1) + 1 and hi,j(u) = 1
2
βi,j(e
2u − 1), (43)
for i, j = 1, 2, ..., n.
Next we present the A(1)n−1 general K-matrices by considering each type of
solution separately. We remark that the general solutions for the first values of
n are special and will be written explicitly in Section 6.
11
3.1.1 The K-matrices of type I
Here we have n(n−1)2 reflection K-matrices with n + 2 non-null elements. For
1 < i < j ≤ n we get (n−2)(n−1)2 solutions
KIi,j = fi,i(u)Eii + e2ufi,i(−u)Ejj + hi,j(u)Eij + hj,i(u)Eji
+Zi(u)
i−1∑
l=1
Ell + Y(i)i+1(u)
j−1∑
l=i+1
Ell + e
2uZi(u)
n∑
l=j+1
Ell, (44)
where Zi(u) and Y(i)i+1(u) are scalar functions defined as
Zi(u) = fi,i(−u) + 1
2
(βi,i + β11)e
−u(e2u − 1) (45)
and
Y(i)l (u) = fi,i(u) +
1
2
(βl,l − βi,i)(e2u − 1). (46)
For i = 1 and 1 < j ≤ n we get the n− 1 remaining solutions
KI1,j = f11(u)E11 + e2uf11(−u)Ejj + h1,j(u)E1j + hj,1(u)Ej1
+Y(1)2 (u)
j−1∑
l=2
Ell + Xj+1(u)
n∑
l=j+1
Ell, (47)
where a new scalar function Xj+1(u) appears, given by
Xj+1(u) = e2uf11(−u) + 1
2
(βj+1,j+1 + β11 − 2)eu(e2u − 1). (48)
The number of free parameters is fixed by the constraint equations which depend
on the presence of the following scalar functions: when Y(i)l (u) is present in KIi,j
we have constraint equations of the type
βi,jβj,i = (βl,l + βi,i − 2)(βl,l − βi,i), (49)
but when Zi(u) is present the corresponding constraint equations are of the
type
βi,jβj,i = (β11 + βi,i)(β11 − βi,i). (50)
The presence of Xj+1(u) yields a third type of constraint equations as follows
βi,jβj,i = (βj+1,j+1 + β11 − 2)(βj+1,j+1 − β11 − 2). (51)
From (44) and (47) we can see that each matrix KIi,j has two scalar functions.
It means that all these KIi,j -matrices are 3-parameter general solutions of the
reflection equation (2) for the A(1)n−1 models.
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Finally, we observe that the solution with i = 1 and j = n, i.e.
KI1,n = f11(u)E11 + e2uf11(−u)Enn + h1,n(u)E1n
+hn,1(u)En1 + Y(1)2 (u)
n−1∑
l=2
Ell (52)
has the constraint
β1,nβn,1 = (β22 + β11 − 2)(β22 − β11) (53)
and it is just the solution derived by Abad and Rios [42].
3.1.2 The K-matrices of type II
Due to the property (36) we have found three general solutions of type II for
each A(1)n−1 model:
Type IIa = {KII1,2p}, Type IIb = {KII1,2p+1}, Type IIc = {KII2,n},
with p = 1, 2, ...,
[n
2
]
(54)
where
[
n
2
]
is the integer part of n2 .
It turns out that all these general K-matrices of type II depend on the
parity of n, leading us to two classes of solutions as follows.
Odd n For odd n, the solutions of type IIa are given by
KII1,2p = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
[n2 ]+p∑
j=p+1
Ejj + e
2uf11(u)
n∑
j=[ n2 ]+p+2
Ejj
+X[n2 ]+p+1(u)E[n2 ]+p+1,[n2 ]+p+1
+
 ∑
i+j=1+2p
i6=j
+
∑
i+j=1+2p mod n
i6=j
eu
hi,j(u)Eij , (55)
with the constraint equations
βr,sβs,r = (β[n2 ]+p+1,[
n
2 ]+p+1
+ β11 − 2)(β[n2 ]+p+1,[n2 ]+p+1 − β11 − 2),
r + s = 1 + 2p mod n. (56)
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The solutions of type IIb take the form
KII1,2p+1 = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
[n2 ]+p+1∑
j=p+2
Ejj + e
2uf11(u)
n∑
j=[n2 ]+p+2
Ejj
+Y(1)p+1(u)Ep+1,p+1 +
 ∑
i+j=2+2p
i6=j
+
∑
i+j=2+2p mod n
i6=j
eu
hi,j(u)Eij ,
(57)
with the following constraint equations
βr,sβs,r = (βp+1,p+1 + β11 − 2)(βp+1,p+1 − β11),
r + s = 2 + 2p mod n. (58)
Finally, the K-matrices of type IIc are given by
KII2,n = Z2(u)E11 + f22(u)
[n2 ]+1∑
j=2
Ejj + e
2uf22(−u)
n∑
j=[ n2 ]+2
Ejj
+
∑
i+j=2 mod n
i6=j
hi,j(u)Eij , (59)
where the constraint equations are
βr,sβs,r = (β11 + β22)(β11 − β22),
r + s = 2 mod n. (60)
The function Z2(u) is given by (45) and the functions Y(1)p+1(u) and X[n2 ]+p+1(u)
are given by (46) and (48), respectively, while the functions f11(u), f22(u) and
hi,j(u) are given by (43). Therefore, for odd n we have found n reflection
K-matrices, consisting of
(
2 +
[
n
2
])
-parameter general solutions with 2n − 1
non-null matrix elements.
Even n Whether n is even, the solutions of type IIa take the following form
KII1,2p = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
n
2
+p∑
j=p+1
Ejj + e
2uf11(u)
n∑
j= n
2
+p+1
Ejj
+
 ∑
i+j=1+2p
i6=j
+
∑
i+j=1+2p mod n
i6=j
eu
hi,j(u)Eij , (61)
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with the constraint equations
β1,2pβ2p,1 = βr,sβs,r, r + s = 1 + 2p mod n. (62)
The solutions of type IIb are given by
KII1,2p+1 = f11(u)
p∑
j=1
Ejj + Y(1)p+1(u)Ep+1,p+1 + e2uf11(−u)
n
2
+p∑
j=p+2
Ejj
+Xn
2
+p+1(u)En
2
+p+1,n
2
+p+1 + e
2uf11(u)
n∑
j= n
2
+p+2
Ejj
+
 ∑
i+j=2+2p
i6=j
+
∑
i+j=2+2p mod n
i6=j
eu
 hi,j(u)Eij , (63)
where the constraint equations are
βr,sβs,r = (βp+1,p+1 + β11 − 2)(βp+1,p+1 − β11)
= (β n
2
+p+1,n
2
+p+1 + β11 − 2)(β n
2
+p+1,n
2
+p+1 − β11 − 2),
r + s = 2 + 2p mod n. (64)
Again, the K-matrices of type IIc take the form
KII2,n = Z2(u)E11 + f22(u)
n
2∑
j=2
Ejj + Y(2)n
2
+1(u)En2+1,
n
2
+1
+e2uf22(−u)
n∑
j=n
2
+2
Ejj +
∑
i+j=2 mod n
i6=j
hi,j(u)Eij , (65)
with the following constraint equations
βr,sβs,r = (β11 + β22)(β11 − β22)
= (β n
2
+1,n
2
+1 + β22 − 2)(β n
2
+1,n
2
+1 − β22),
r + s = 2 mod n, (66)
where the scalar functions Z2(u), Y(i)l+1(u) and Xn2+p+1(u) are given by (45), (46)
and (48), respectively. Thereby, for even n we have found n2 (2 +
n
2 )-parameter
general solutions of type IIa with 2n non-null matrix elements, and n2 (1 +
n
2 )-
parameter generalK-matrices of types IIb and IIc, both solutions with 2(n−1)
non-null matrix elements.
3.2 The B(1)n , C(1)n , D(1)n , A(2)2n , and A(2)2n−1 Models
3.2.1 Non-diagonal matrix elements
Looking into the reflection equation (2) for the models of types B(1)n , C(1)n , D(1)n ,
A(2)2n , and A(2)2n−1, we note that the simplest functional equations turn out to be
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those involving only two matrix elements ki,i′(u) on the secondary diagonal of
K−(u), belonging to the blocks B[1, 2n+3], B[1, 4n+5], B[1, 6n+7], ..., and we
choose to express their solutions in terms of the element k1,N(u) with β1,N 6= 0:
ki,i′ (u) =
(
βi,i′
β1,N
)
k1,N(u). (67)
Next we look at the last blocks of the collection {B[1, j]}. Here we can write
the matrix elements in the first row k1,j(u) (j 6= 1,N) in terms of the element
k1,N(u) and their transpose in terms of the element kN,1(u). From the last
blocks of the collection {B[2n + 3, j]}, the matrix elements in the second row
k2,j(u) (j 6= 2,N− 1) are expressed in terms of k2,N−1(u) and their transpose in
terms of kN−1,2(u). Applying this procedure to the collections {B[4n + 5, j]},
{B[6n+ 7, j]}, ..., we will succeed in writing all non-diagonal matrix elements
as
ki,j(u) =
(
a1a11 − a22
a3a4a211 − a22a12a21
)(
βi,ja3a11 − βj′,i′a2ai,j′
) k1,N(u)
β1,N
(j < i′)
(68)
and
ki,j(u) =
(
a1a11 − a22
a3a4a211 − a22a12a21
)(
βi,ja4a11 − βj′,i′a2ai,j′
) k1,N(u)
β1,N
(j > i′),
(69)
where we have used (67) and the identities
ai,j = aj′,i′ and a1jaj1 = a12a21 (j 6= 1). (70)
Taking into account the Boltzmann weights of each model (7), we substitute
these expressions into the remaining functional equations and turn our attention
to those without diagonal entries ki,i(u) aiming to fix some parameters βi,j
(i 6= j). For example, from the diagonal blocks B[i, i] one can see that the
equations are solved by the following relations
βi,jkj,i(u) = βj,iki,j(u) (71)
provided that
βi,jβj′,i′ = βj,iβi′,j′ . (72)
This procedure is carried out to a large number of equations involving non-
diagonal terms. After performing some algebraic manipulations, we found two
possibilities to express the parameters for the matrix elements lying below the
secondary diagonal (βi,j with j > i
′) in terms of those lying above the secondary
diagonal:
βi,j =
{
±θi 1√ξ q
1
2
(ı¯−ı¯′)+j−n−1βj′,i′ for j > L,
±θj 1√ξ q
1
2
(j¯−j¯′)+i−n−1βj′,i′ for j ≤ L,
(73)
16
where θi = qεi for C(1)n , θi = 1√q for B
(1)
n , A(2)2n , and θi = 1 for D(1)n , A(2)2n−1, with
L = n+ 1 for B(1)n , A(2)2n , = n for C(1)n , D(1)n , A(2)2n−1.
These relations simplify significantly the expressions for the non-diagonal
matrix elements (68) and (69)
ki,j(u) =

βi,jG(±)(u), (j < i′),
βi,i′
(
qeu±√ξ
q±√ξ
)
G(±)(u), (j = i′),
βi,je
uG(±)(u), (j > i′),
(74)
where G(±)(u) is defined by assigning a suitable normalization to k1,N(u):
G(±)(u) = 1
β1,N
(
q ±√ξ
qeu ±√ξ
)
k1,N(u). (75)
We substitute these expressions into the remaining equations and search for
equations of the type
F (u)G(±)(u) = 0, (76)
where F (u) =
∑
k fk({βi,j})eku. The constraint equations fk({βi,j}) ≡ 0, ∀k,
can be solved in terms of N parameters. Of course, the expressions for ki,j(u) will
depend on our choice of these parameters. After some attempts, we concluded
that the choice β12, β13, ..., β1,N and β21 is the most appropriate for our purpose.
Taking into account all fixed parameters in terms of these N parameters, we are
able to rewrite the matrix elements ki,j(u) (i 6= j) for n > τ , where τ = 1 for
B(1)n , A(2)2n , = 2 for C(1)n , D(1)n , A(2)2n−1:
The secondary diagonal has the matrix elements
ki,i′(u) = εi
β21,i′
β1,N
qı¯−1¯
ξ
(q ±√ξ)
(q + 1)2
(qeu ±
√
ξ)G(±)(u) (i 6= 1,N) (77)
and
kN,1(u) = εNβ1,N
β221
β21,N−1
q(2¯n−1¯)−τ
(
qeu ±√ξ
q ±√ξ
)
G(±)(u). (78)
In the first row and in the first column of K−(u) the entries are given by
k1,j(u) = β1,jG(±)(u) (j 6= 1,N), (79)
ki,1(u) = εiβ21
β1,i′
β1,N−1
qı¯−2¯G(±)(u) (i 6= 1,N), (80)
while in the last column and in the last row we have
ki,N(u) = ±εiβ1,i′
qı¯−1¯√
ξ
euG(±)(u) (i 6= 1,N), (81)
kN,j(u) = ±β21
β1,j
β1,N−1
q2¯n−τ¯√
ξ
euG(±)(u) (j 6= 1,N). (82)
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The remaining non-diagonal matrix elements are given by
ki,j(u) =
 ±εiβ1,j
β1,i′
β1,N
qı¯−1¯√
ξ
(
q±√ξ
q+1
)
G(±)(u) (j < i′),
εiβ1,j
β1,i′
β1,N
qı¯−1¯
ξ
(
q±√ξ
q+1
)
euG(±)(u) (j > i′).
(83)
These relations solve all functional equations without diagonal entries ki,i(u),
i = 1, 2, ...,N. Our next task is to consider the remaining functional equations
which involve the diagonal matrix elements ki,i(u), the function G(±)(u) and 2N
parameters. By virtue of distinct features of these models, in the following two
subsections, we will direct our attention separately to the B(1)n , A(2)2n series and
to the C(1)n , D(1)n , A(2)2n−1 series.
3.2.2 The B(1)n and A(2)2n diagonal matrix elements
It should be first pointed out that almost all equations have only two diagonal
matrix elements. By working out those containing consecutive elements we can
get the following relations
ki+1,i+1(u) =
{
ki,i(u) + (βi+1,i+1 − βi,i)G(±)(u) (1 ≤ i ≤ n),
ki,i(u) + (βi+1,i+1 − βi,i)euG(±)(u) (n+ 2 < i ≤ 2n+ 1),
(84)
and two special relations
kn+1,n+1(u) = kn,n(u) + (βn+1,n+1 − βn,n)G(±)(u)− J (±)(u), (85)
kn+2,n+2(u) = kn+1,n+1(u) + (βn+2,n+2 − βn+1,n+1)euG(±)(u)
−F (±)(u), (86)
where J (±)(u) and F (±)(u) are scalar functions defined as
J (±)(u) = β1,nβ1,n+2
β1,2n+1
qn
(q + 1)2
(
q ±√ξ
ξ
)
(eu − 1)G(±)(u) (87)
and
F (±)(u) = ±β1,nβ1,n+2
β1,2n+1
qn
(q + 1)2
(
q ±√ξ√
ξ
)
(eu − 1)G(±)(u). (88)
It means that we can express all diagonal matrix elements in terms of G(±)(u)
and k11(u):
ki,i(u) = k11(u) + (βi,i − β11)G(±)(u) for 1 ≤ i ≤ n, (89)
kn+1,n+1(u) = k11(u) + (βn+1,n+1 − β11)G(±)(u)− J (±)(u), (90)
ki,i(u) = k11(u) + (βn+1,n+1 − β11)G(±)(u) + (βi,i − βn,n)euG(±)(u)
− J (±)(u)−F (±)(u) for n+ 2 ≤ i ≤ 2n+ 1. (91)
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The most important fact is that these recurrent relations are closed by the
solution of the block B[2n + 2, 4n + 2]. From this block we can get another
expression for k2n+1,2n+1(u):
k2n+1,2n+1(u) = e
2uk11(u) + (β2n+1,2n+1 − β11 − 2)eu
(
qeu ±√ξ
q ±√ξ
)
G(±)(u).
(92)
Taking i = 2n+1 into (91) and comparing with (92) we can find k11(u) without
solving any additional equation:
k11(u) =
(
2eu − (βn+1,n+1 − β11)(eu − 1)
e2u − 1
)
G(±)(u)− J
(±)(u) + F (±)(u)
e2u − 1
−q
(
β2n+1,2n+1 − β11 − 2
q ±√ξ
)
eu
eu + 1
G(±)(u). (93)
The above relations were derived for n > 1. It turns out that the cases
B(1)1 and A(2)2 are ruled out and their general solutions will be presented in
Section 6. Indeed, these relations held for the A(2)2 model after involving some
modifications.
Before substituting these expressions into the functional equations, we first
have to fix some parameters. We can, for instance, look at the combination
euk11(u) + k22(u) that many equations display. Consistency conditions of the
results will give us all the constraint equations to find 4n + 2 remaining pa-
rameters. Following this procedure, we can fix 2n− 1 diagonal parameters βi,i
(i 6= 1, 2n+ 1):
βi,i =

β11 ± (−1)n
(
q±√ξ√
ξ
)i−2∑
j=0
(−q)j
 β1,nβ1,n+2
β1,2n+1
(1 < i ≤ n),
βn+2,n+2 − qn
(
q±√ξ
ξ
)i−n−3∑
j=0
(−q)j
 β1,nβ1,n+2
β1,2n+1
(n+ 2 < i < 2n+ 1),
(94)
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where
βn+1,n+1 = β11 ±
qn−1/2
q + 1
(
q ±√ξ√
ξ
)
×
{
β21,n+1
β1,2n+1
+
(
qn + (−1)n(q + 1)∓ qn√
ξ
qn−1/2(q + 1)
)
β1,nβ1,n+2
β1,2n+1
}
,
(95)
βn+2,n+2 = β11 −
qn−3/2(q ±√ξ)(q ∓ q√ξ)
ξ(q + 1)
× β
2
1,n+1
β1,2n+1
+
2qn + (−1)n(q + 1)± qn√ξ (q − 1)
qn−3/2
(
q
√
ξ∓q√
ξ
)
(q + 1)
 β1,nβ1,n+2
β1,2n+1

(96)
and n− 1 non-diagonal parameters
β21 = −
q
ξ
(
q ±√ξ
q + 1
)2 β12β21,2n
β21,2n+1
, (97)
β1,j = (−1)n+j
β1,nβ1,n+2
β1,2n+2−j
, j = 2, 3, ..., n− 1. (98)
Next we substitute these expressions into the block B[2n+ 1, 2n+ 2] to fix the
last parameters
β2n+1,2n+1 = β11 + 2± (−1)n
q2¯n+1¯
ξ2¯
(q2n−1 − ξ)
(
q ±√ξ
q + 1
)2 β1,nβ1,n+2
β1,2n+1
(99)
and
β1,n = ±(−1)n
qn√
ξq
(q + 1)[
± qn√
ξ
− (−1)n
]2
[
β21,n+1
β1,n+2
+ 2ξ
(q + 1)
qn−1¯(q ±√ξ)(q ∓ q√ξ)
β1,2n+1
β1,n+2
]
.
(100)
Hence, we have derived two (n + 2)-parameter general solutions for the B(1)n
case and two (n + 2)-parameter complex conjugate general solutions for the
A(2)2n case, whose n+ 2 free parameters are β1,n+1, β1,n+2, ..., β1,2n+1 and β11.
Nevertheless, the number of free parameters turns out to be n + 1 because we
still need to make use of the regularity property (15). For example, we choose
the arbitrary function as
k1,2n+1(u) =
1
2
β1,2n+1(e
2u − 1) (101)
and fix the parameter β11 by the regular condition.
Let us summarize our results: Firstly, we had from (77) to (83) all non-
diagonal matrix elements. Secondly, the diagonal matrix elements were obtained
by using (89), (90) and (91) with k11(u) given by (93). Finally, we substituted
into these matrix elements all fixed parameters given by (94)-(100).
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3.2.3 The C(1)n , D(1)n , and A(2)2n−1 diagonal matrix elements
From the equations E[1, 2] and E[1, 2n+ 1] we can find k11(u) and k22(u), and
from the equations E[4n2, 4n2 − 1] and E[4n2, 4n2 + 2n] we also find k2n,2n(u)
and k2n−1,2n−1(u). Next we turn our attention to the equations E[2, j], j =
3, 4, ..., 2n− 2, in order to get the matrix elements kj,j(u).
We notice that the expressions thus obtained for the diagonal elements are
too large. However, after finding the following n− 1 non-diagonal parameters
β21 = −
q
ξ
(
q ±√ξ
q + 1
)2 β12β21,2n−1
β21,2n
, (102)
β1,j = (−1)n+j
β1,nβ1,n+1
β1,2n+1−j
, j = 2, 3, ..., n− 1, (103)
we noted that they are related to k11(u) in a very simple way:
ki,i(u) = k11(u) + (βi,i − β11)G(±)(u) (2 ≤ i ≤ n), (104)
kn+1,n+1(u) = kn,n(u) + (βn+1,n+1 − βn,n)euG(±)(u) +H(±)(u), (105)
ki,i(u) = kn+1,n+1(u) + (βi,i − βn+1,n+1)euG(±)(u) (n+ 2 ≤ i ≤ 2n),
(106)
where
H(±)(u) = −∆(±)n (−q)n−1
(θ2n+1 − εn+1)
(q + 1)2
(eu − 1)G(±)(u) (107)
with
∆(±)n = ±(−1)n
β1,nβ1,n+1
β1,2n
(
q ±√ξ√
ξ
)
. (108)
Here we point out that H(±)(u) = 0 for the D(1)n and A(2)2n−1 models.
An important simplification occurs when we consider the equation E[2n +
1, 4n] separately. This equation yields an additional relation between k2n,2n(u)
and k11(u):
k2n,2n(u) = e
2uk11(u) + (β2n,2n − β11 − 2)eu
(
qeu ±√ξ
q ±√ξ
)
G(±)(u). (109)
Taking i = 2n into (106) and comparing with (109) we can find the following
expression for k11(u):
k11(u) =
H(±)(u)
e2u − 1 +
{
βn,n − β11 + (β2n,2n − βn,n)eu
−(β2n,2n − β11 − 2)eu
(
qeu ±√ξ
q ±√ξ
)} G(±)(u)
e2u − 1 . (110)
Substituting these expressions into the functional equations we get constraint
equations which will allow us to fix some of the 3n+ 1 remaining parameters.
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We recall the equations E[2, 2n+ j] to find βj,j , j = 3, 4, ..., 2n− 2, in terms of
the diagonal parameter β22 given by the equation E[2, 2n+1]. After performing
this calculation, we used the equation E[2, 2n − 1] to identify β2n−1,2n−1 and
β2n,2n. These parameters can be written in terms of β11, β1,n, β1,n+1 and β1,2n
in the following way:
βi,i = β11 +∆
(±)
n
i−2∑
j=0
(−q)j (1 < i ≤ n), (111)
βn+1,n+1 = β11 +∆
(±)
n
[
1− (−q)n−1
q + 1
± (−q)n−1 (θ
2
n+1 − εn+1)(q ±
√
ξ)√
ξ(q + 1)2
]
,
(112)
βi,i = βn+1,n+1 +∆
(±)
n
±θ2n+1εn+1√
ξ
i−3∑
j=n−1
(−q)j

(n+ 2 ≤ i ≤ 2n− 1), (113)
β2n,2n = β11 + 2 +∆
(±)
n
(q ±√ξ)
ξ
(ξ − ε2nq2¯n−1¯)
(q + 1)2
. (114)
Note that βn+1,n+1 = βn,n or that kn+1,n+1(u) = kn,n(u) for D(1)n and A(2)2n−1
models.
Finally, we can, for example, use the equation E[2, 4n] to fix β1,n:
β1,n = ±(−1)n
2ξ
√
ξ(q + 1)2
(1∓√ξ)[θ1qn−1 ∓ (−1)n
√
ξ][θn+1qn ∓ (−1)n
√
ξ](q ±√ξ)
β1,2n
β1,n+1
.
(115)
Although it has been possible to treat these solutions simultaneously in the
above calculations, it is now necessary to separate them in order to take into
account the existence of the amplitude k1,n(u) for each model:
• For A(2)2n−1 models we have ξ = −q2n and θk = εk = 1, ∀k, and there is
no restriction in (115). It follows that the solution with G(+)(u) (upper sign) is
related to the solution with G(−)(u) (lower sign) by complex conjugation.
• For D(1)n models we have ξ = q2n−2 and θk = εk = 1, ∀k. It means that the
factors [qn−1 ∓ (−1)n√ξ] are different from zero for the solution with G(+)(u)
only if n is odd and for the solution with G(−)(u) if n is even.
• For C(1)n models we have ξ = q2n+2 and θ1 = −θn+1 = q. In this case, the
factors [−qn+1∓ (−1)n√ξ] are different from zero for the solution with G(+)(u)
if n is even and for the solution with G(−)(u) if n is odd.
Therefore, we have found two general solutions for the A(2)2n−1 models, and
one general solution for the C(1)n and D(1)n models.
Substituting all fixed parameters into (110) we obtain the following expres-
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sions for the amplitude k11(u):
k11(u) =
2euG(±)(u)
e2u − 1
−2G
(±)(u)
eu + 1
{
ξ[1 + q − (−q)n−1 + (−q)n] + qeu(ξ − q2n−2)
(1∓√ξ)[qn−1 ∓ (−1)n√ξ][qn ∓ (−1)n√ξ]
}
(116)
for D(1)n and A(2)2n−1 models, and
k11(u) =
2euG(±)(u)
e2u − 1
+
2G(±)(u)
eu + 1
{
ξ[1 + q + (−q)n + (−q)n+1] + qeu(ξ + q2n)
(1 ∓√ξ)[qn ∓ (−1)n√ξ][qn+1 ± (−1)n√ξ]
}
(117)
for C(1)n models.
From (116) we realize that k11(u) is quite simple for the D(1)n models:
k11(u) =
G(+)(u)
eu − 1 (odd n), k11(u) =
G(−)(u)
eu − 1 (even n). (118)
Moreover, by substituting (117) into (104)-(106) we find a simple relation be-
tween the diagonal matrix elements for the C(1)n models:
kn+i,n+i(u) = e
uki,i(u)⇒ βn+i,n+i = βi,i + 1, 1 ≤ i ≤ n. (119)
Now, let us summarize these results: Firstly, we had from (77) to (83) all non-
diagonal matrix elements after substituting n fixed non-diagonal parameters β21
and β1,j (j = 2, ..., n) given by (102), (103) and (115), respectively. Secondly,
the diagonal matrix elements were obtained by using (104), (105) and (106) with
k11(u) given by (116) for D(1)n and A(2)2n−1 models and by (117) for C(1)n models,
and by substituting the diagonal parameters given by (111), (112), (113) and
(114).
These calculations lead to two complex conjugate general solutions with n+1
free parameters, β1,n+1, β1,n+2, ..., β1,2n and β11, for the A(2)2n−1 models, one
(n+1)-parameter general solution for the C(1)n models, and one (n+1)-parameter
general solution for the D(1)n models. However, the number of free parameters
turns out to be n since we still have to apply the regular condition (15), which
will fix the parameter β11.
Here we remark that the above classification holds for n > 2. Thus, the cases
A(2)1 , A(2)3 , C(1)1 , C(1)2 , D(1)1 , and D(1)2 are special and will be treated in Section
6.
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3.3 The D(2)
n+1 Models
3.3.1 Non-diagonal matrix elements
The reflection equation (2) for the D(2)n+1 models exhibits a special feature. There
are lots of functional equations involving only the elements lying out of a block
diagonal structure which consists of the diagonal elements ki,i(u) plus the central
elements on the secondary diagonal, namely kn+1,n+2(u) and kn+2,n+1(u). The
simplest functional equations possess only the elements on the secondary diago-
nal, and we choose to express their solutions in terms of the element k1,2n+2(u):
ki,i′ (u) =
(
βi,i′
β1,2n+2
)
k1,2n+2(u), i 6= n+ 1, n+ 2. (120)
From the collections {B[i, j]}, i = 1, 2, ..., n−1, one can note that the equations
from the last blocks of each collection are simple and can be easily solved by
expressing the elements ki,j(u) with j 6= i′ in terms of k1,2n+2(u):
ki,j(u) =
{
Fi,j
(
βi,ja3ai,i − βj′,i′a2ai,j′
)
k1,2n+2(u) (i < j
′),
Fi,j
(
βi,ja4ai,i − βj′,i′a2ai,j′
)
k1,2n+2(u) (i > j
′),
(121)
with
Fi,j =
a1ai,i − a22
β1,2n+2(a3a4a
2
i,i − a22ai,j′aj′,i)
. (122)
Moreover, for j = n+ 1, n+ 2 with i 6= j, j′ we have
ki,j =
{
∆i[ai,i(βi,ja5 + βi,j′a7)− a2(βj′,i′b+i + βj,i′b−i )]k1,2n+2 (i′ > j),
∆i[ai,i(βi,ja6 + βi,j′a8)− a2(βj′,i′b+i + βj,i′b−i )]k1,2n+2 (i′ < j),
(123)
and for i = n+ 1, n+ 2 with j 6= i, i′ we get
ki,j =
{
∆j [aj,j(βi,ja5 + βi′,ja7)− a2(βj′,i′b+j + βj′,ib−j )]k1,2n+2 (i′ > j),
∆j [aj,j(βi,ja6 + βi′,ja8)− a2(βj′,i′b+j + βj′,ib−j )]k1,2n+2 (i′ < j),
(124)
where
∆l =
a1al,l − a22
β1,2n+2[a
2
l,l(a6 + a8)(a5 + a7)− a22(b+l + b−l )(b+l′ + b−l′ )]
. (125)
Here we observe that Fi,j = 0 and ∆l =
0
0 for the D
(2)
2 model. However, by
choosing ∆l suitably the case n = 1 can be included in our discussion. We will
carry out this calculation in Section 6.
Next we substitute the above expressions back to the remaining functional
equations. In fact, it is enough to consider the equations from the collections
{B[1, j]} and {B[2, j]}. Let us look for equations of the type
G(u)k1,2n+2(u) = 0, (126)
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where G(u) =
∑
k fk({βi,j})eku. The constraint equations fk({βi,j}) ≡ 0, ∀k,
can be solved in terms of 2n+ 2 parameters which allow us to find all elements
ki,j(u) lying out of the block diagonal structure in terms of k1,2n+2(u).
Following the same patterns outlined in Section 3.2, the expressions for
ki,j(u) will depend on our choice of these parameters. As before, the choice
β12, β13, ..., β1,2n+2 and β21 turns out to be the most suitable for our pur-
pose. Taking into account the fixed parameters and the Boltzmann weights of
the D(2)n+1 models (9) and (10), we can rewrite these matrix elements ki,j(u) for
n > 1 in the following way:
The elements on the secondary diagonal of K−(u) are given by
ki,i′ (u) = q
ı¯−2n
(
qn−1 + 1
q + 1
)2( β1,i′
β1,2n+2
)2
k1,2n+2(u) (i 6= 1, 2n+ 2) (127)
and
k2n+2,1(u) = q
2n−3
(
β21
β1,2n+1
)2
k1,2n+2(u). (128)
The matrix elements in the first row and in the first column are, respectively,
k1,j(u) =
qn−1 + 1
e2u + qn−1
Γ1,j(u)
β1,2n+2
k1,2n+2(u) (j 6= 2n+ 2), (129)
ki,1(u) = q
ı¯−3 q
n−1 + 1
e2u + qn−1
Γ1,i′(u)
β1,2n+2
β21
β1,2n+1
k1,2n+2(u) (i 6= 2n+ 2),
(130)
while the elements in the last column and in the last row are
ki,2n+2(u) = q
ı¯−n−2 q
n−1 + 1
e2u + qn−1
Π1,i′(u)
β1,2n+2
e2uk1,2n+2(u) (i 6= 1), (131)
k2n+2,j(u) = q
n−2 q
n−1 + 1
e2u + qn−1
β21
β1,2n+1
Π1,j(u)
β1,2n+2
e2uk1,2n+2(u) (j 6= 1).
(132)
The remaining matrix elements are given by
ki,j(u) = q
ı¯−n−1 q
n−1 + 1
q + 1
qn−1 + 1
e2u + qn−1
Γ1,i′(u)
β1,2n+2
Γ1,j(u)
β1,2n+2
k1,2n+2(u) (133)
for i′ > j, and
ki,j(u) = q
ı¯−2n−1 q
n−1 + 1
q + 1
qn−1 + 1
e2u + qn−1
Π1,i′(u)
β1,2n+2
Π1,j(u)
β1,2n+2
e2uk1,2n+2(u) (134)
for i′ < j.
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In these expressions we are making use of a compact notation defined as
Γ1,a(u) =

β1,a (a 6= n+ 1, n+ 2),
1
2 (e
uβ− + β+) (a = n+ 1),
1
2 (−euβ− + β+) (a = n+ 2),
(135)
and
Π1,a(u) =

β1,a (a 6= n+ 1, n+ 2),
1
2 (q
ne−uβ− + β+) (a = n+ 1),
1
2 (−qne−uβ− + β+) (a = n+ 2),
(136)
where β± = β1,n+1 ± β1,n+2.
3.3.2 Block diagonal matrix elements
We have reached a point in which we have 2n(2n+3) matrix elements in terms
of 2n+2 parameters. Nevertheless, we still need to find 2n+4 matrix elements
that belong to the block diagonal structure.
Such a block diagonal structure has the form
Diag(k11, k22, ..., kn,n,B, kn+3,n+3, ..., k2n+2,2n+2), (137)
where B contains the central elements
B =
(
kn+1,n+1 kn+1,n+2
kn+2,n+1 kn+2,n+2
)
. (138)
Here the situation is a bit different. Although it is very cumbersome to write
these matrix elements in terms of the Boltzmann weights, after performing some
algebraic manipulations we succeeded in finding out that the diagonal elements
satisfy two distinct recurrent relations:
ki,i(u) =
 k11(u)−
qn−1+1
e2u+qn−1
β11−βi,i
β1,2n+2
k1,2n+2(u) (i < n+ 1),
kn+3,n+3(u)− q
n−1+1
e2u+qn−1
βn+3,n+3−βi,i
β1,2n+2
e2uk1,2n+2(u) (i > n+ 2).
(139)
Substituting (139) into the functional equations we get kn+3,n+3(u) and
k11(u), and consequently all elements ki,i(u) /∈ B will be known after finding 2n
parameters βi,i.
The solution of this problem depends on whether n is even or odd. Besides,
at this stage, all remaining parameters βi,j , including those associated with the
central elements, are fixed in terms of n+ 3 parameters. In order to solve this
problem, we turn our approach toward treating separately two classes of D(2)n+1
general K-matrices, according to the parity of n manifested.
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3.3.3 The K-matrices for odd n
Whether n is odd we have the expressions for k11(u) and kn+3,n+3(u) given by
k11(u) ={(
qn−1 + 1
q + 1
)
(q + 1)(e2u + 1)(qnβ2− − β2+) + 2(e2u − qn)(qnβ2− + β2+)
8β21,2n+2q
n−1/2(e2u + 1)
+
2q(qn−1 − 1) + (q − 1)(e2u + 1)
β1,2n+2(q
n − 1)(e2u − 1)
}(
qn−1 + 1
e2u + qn−1
)
k1,2n+2(u),
(140)
kn+3,n+3(u) ={(
qn−1 + 1
q + 1
)
(q + 1)(e2u + 1)(qnβ2− − β2+)− 2(e2u − qn)(qnβ2− + β2+)
8β21,2n+2q
n−1/2(e2u + 1)
+
2q(qn−1 − 1) + (q − 1)(e2u + 1)
β1,2n+2(q
n − 1)(e2u − 1)
}(
qn−1 + 1
e2u + qn−1
)
e2uk1,2n+2(u).
(141)
The parameters βi,i, i 6= n + 1, n + 2, are fixed by the following recurrent
relations:
βi+1,i+1 =
{
βi,i + (−q)i−1Θodd (i < n),
βi,i + (−q)i−n−3Θodd (i > n+ 2), (142)
with
βn+3,n+3 = β11 + 2 +
(
qn−1 + 1
q + 1
)
(qn − 1)(qnβ2− + β2+)
4qn−1/2β1,2n+2
(143)
and
Θodd = − (q + 1)
2
qn − 1 −
(q + 1)(qn−1 + 1)(qnβ2− − β2+)
8qn−1/2β1,2n+2
. (144)
Finally, we can solve the last functional equations in order to find the central
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elements. The solution is as follows
kn+1,n+1(u) = −
{(
qn−1 + 1
q + 1
)
qnβ2− − β2+
8qn−1/2
(e2u + qn)
+β1,2n+2
(e2u + 1)(e2u − qn)
(e2u − 1)(qn − 1)
}(
qn−1 + 1
e2u + qn−1
)
k1,2n+2(u)
β21,2n+2
,
kn+2,n+2(u) = kn+1,n+1(u), (145)
kn+1,n+2(u) =
(qn−1 + 1)2[(qn + 1)(qnβ2− + β
2
+)e
u − 2qnβ−β+(e2u + 1)]
4qn−1/2(q + 1)(e2u + 1)(e2u + qn−1)
×e
uk1,2n+2(u)
β21,2n+2
, (146)
kn+2,n+1(u) =
(qn−1 + 1)2[(qn + 1)(qnβ2− + β
2
+)e
u + 2qnβ−β+(e
2u + 1)]
4qn−1/2(q + 1)(e2u + 1)(e2u + qn−1)
×e
uk1,2n+2(u)
β21,2n+2
. (147)
Moreover, there are n fixed parameters given by
β21 =
1
q2n−3
(
qn−1 + 1
q + 1
)2 β1,nβ1,n+3β1,2n+1
β21,2n+2
(n 6= 1), (148)
β1,n =
[(qn − 1)(qn−1 + 1)(qnβ2− − β2+) + 8qn−1/2(q + 1)β1,2n+2](q + 1)
8
√
q(qn − 1)(qn−1 + 1)β1,n+3
(n 6= 1), (149)
β1,j = (−1)j−1
β1,nβ1,n+3
β1,2n+3−j
, j = 2, 3, ..., n− 1. (150)
We thus get one general solution with n+3 free parameters, β11, β1,n+1, β1,n+2,
..., β1,2n+2. By choosing
k1,2n+2(u) =
1
2
β1,2n+2(e
2u − 1), (151)
one can, for instance, fix the parameter β11 by using the regular condition (15).
Therefore, we have found one (n + 2)-parameter general solution in the D(2)n+1
case for odd n.
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3.3.4 The K-matrices for even n
Whether n is even we obtain the following expressions for k11(u) and kn+3,n+3(u),
respectively,
k11(u) =
k1,2n+2(u)
2qn−1/2β21,2n+2(e4u − 1)(e2u + qn−1)
×{(q + 1)(e2u − qn)(qnβ2−e2u − β2+)
+2
√
qβ1,nβ1,n+3(e
2u − 1)[2(e2u − qn)− (q + 1)(e2u + 1)]},
(152)
kn+3,n+3(u) =
e2uk1,2n+2(u)
2qn−1/2β21,2n+2(e4u − 1)(e2u + qn−1)
×{(q + 1)(e2u − qn)(qnβ2− − β2+e2u)
−2√qβ1,nβ1,n+3(e2u − 1)[2(e2u − qn)− (q + 1)(e2u + 1)]}.
(153)
The central elements are given by
kn+1,n+1(u) = kn+2,n+2(u) = 2
e2u
e2u − 1
qn−1 + 1
e2u + qn−1
k1,2n+2(u)
β1,2n+2
, (154)
kn+1,n+2(u) =
k1,2n+2(u)
4qn−1/2β21,2n+2(e2u + qn−1)(e2u + 1)
(
qn−1 + 1
q + 1
)2
×{(qnβ2− + β2+)2(q + 1)(qn + 1)e2u
−2β−β+(q + 1)qneu(e2u + 1)
−4√qβ1,nβ1,n+3(e2u − qn)(e2u − 1)
}
, (155)
kn+2,n+1(u) =
k1,2n+2(u)
4qn−1/2β21,2n+2(e2u + qn−1)(e2u + 1)
(
qn−1 + 1
q + 1
)2
×{(qnβ2− + β2+)2(q + 1)(qn + 1)e2u
+2β−β+(q + 1)q
neu(e2u + 1)
−4√qβ1,nβ1,n+3(e2u − qn)(e2u − 1)
}
. (156)
The parameters βi,i are fixed by the following recurrent relations:
βi+1,i+1 =
{
βi,i + (−q)i−1Θeven (i < n),
βi,i − (−q)i−n−3Θeven (i > n+ 2), (157)
with
βn+3,n+3 = β11+2−
2(qn − 1)(q + 1)(qnβ2− + β2+) + 8β1,nβ1,n+3q3/2(qn−1 + 1)
(q + 1)(qn − 1)(qnβ2− − β2+)
(158)
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and
Θeven = −8
√
q(q + 1)
qn − 1
β1,nβ1,n+3
qnβ2− − β2+
. (159)
Now we have n fixed parameters given by
β21 = −q3−2n
qn−1 + 1
q + 1
β1,2n+1
β1,nβ1,n+3
β21,2n+2
, (160)
β1,2n+2 = −
1
8
qn − 1
qn−1/2
qn−1 + 1
q + 1
(qnβ2− − β2+), (161)
β1,j = (−1)j−1
β1,nβ1,n+3
β1,2n+3−j
, j = 2, 3, ..., n− 1, (162)
and n + 3 free parameters, β11, β1,n, ..., β1,2n+1. Again, we can fix β11 by
making use of the regular condition (15). Hence, we have also obtained one
(n+ 2)-parameter general solution in the D(2)n+1 case for even n.
4 Reduced Solutions
In this section we move on to discuss K-matrices generated by employing a
reduction procedure described below for each class of our general solutions.
Here we do not take account of the A(1)n−1 models since they exhibit an unique
structure and have very different properties as well.
4.1 The B(1)n and A(2)2n Models
We concentrate on the possible reduced K-matrices of types B(1)n and A(2)2n gen-
erated by considering all parameters βi,j = 0 (j 6= i, i′). Thereby, the only
non-null matrix elements are given by ki,i(u) on the main diagonal and ki,i′ (u)
on the secondary diagonal of the K-matrix.
Taking the limit βi,j → 0 (j 6= i, i′) into the B(1)n general solutions (for n ≥ 1)
we find one reduced solution whose normalized matrix elements are given by
k11(u) = k22(u) = ... = kn,n(u) = 1,
kn+1,n+1(u) =
e2u − q
1− q ,
kn+2,n+2(u) = kn+3,n+3(u) = ... = k2n+1,2n+1(u) = e
2u (163)
and
ki,i′(u) =
{
1
2βi,i′(e
2u − 1), i < n+ 1,
2q
βi′,i(q−1)2 (e
2u − 1), i > n+ 1. (164)
Comparing the B(1)n generalK-matrices with the above solution (163), (164), we
observe that the number of free parameters reduces to n in this limit procedure.
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Let us consider the A(2)2n K-matrices (n ≥ 1). We have the following reduced
solution given by
k11(u) = k22(u) = ... = kn,n(u) = 1 + β11(e
u − 1),
kn+1,n+1(u) = β11e
u − e
2u − q
1− q (β11 − 1),
kn+2,n+2(u) = kn+3,n+3(u) = ... = k2n+1,2n+1(u) = e
2u[1 + β11(e
−u − 1)]
(165)
and
ki,i′(u) =
{ 1
2βi,i′ (e
2u − 1), i < n+ 1,(
β11−1
q−1
)2
2q
βi′,i
(e2u − 1), i > n+ 1. (166)
Here we note that the number of free parameters remains the same as obtained
for the A(2)2n general solutions. We argue that this feature is responsible for the
fact that both solutions can be regarded as generalK-matrices. Therefore, there
exists another type of A(2)2n general solution with n+1 free parameters, revealed
by taking the limit βi,j → 0 (j 6= i, i′) into the A(2)2n general K-matrices (n ≥ 1)
previously presented in Section 3.2. In particular, for the Izergin-Korepin model,
it has the form
K− =
 1 + β11(e
u − 1) 0 12β13(e2u − 1)
0 β11e
u − e2u−q1−q (β11 − 1) 0
2q
β13
(β11−1)2
(q−1)2 (e
2u − 1) 0 e2u[1 + β11(e−u − 1)]
 .
(167)
We remark that this 2-parameter K-matrix for the A(2)2 model has been derived
by Kim in [71].
The B(1)n and A(2)2n general K-matrices bring n + 1 free parameters, and
there are in fact several reduced solutions which can be found by setting one or
more free parameters equal to zero. For instance, by analyzing the functional
equations for n > 1 we observe that the vanishing of any element ki,i′ (u), by
setting βi,i′ = 0, implies that the only non-null entries are those on the main
diagonal of K−(u), i.e.
βi,i′ = 0⇒ {ki,l(u) = 0 (l 6= i) and kl,i′(u) = 0 (l 6= i′)}. (168)
Similar consideration holds for the transpose of the matrix. In addition, the
parameters βi,j and βj,i (i 6= j) are linked by the relation (71) and the constraint
equations (72) and (73). As a consequence, we find that
if βi,j = 0, then
{
ki,j(u) = 0, for i 6= j,
ki,j(u) = 1, for i = j,
(169)
where we have considered the normalization condition (15).
Hence, by applying this limit procedure and by choosing suitably the free
parameters it is possible to obtain other reduced K-matrices from the general
solution.
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4.2 The C(1)n , D(1)n , and A(2)2n−1 Models
Now we start off to elucidate the possible reduced K-matrices of types C(1)n ,
D(1)n , and A(2)2n−1. In Section 3.2, we have firstly considered general solutions
which contain only non-null matrix elements. In particular, the C(1)n and D(1)n
K-matrices depend on the parity of n: one general solution with G(+)(u) for
odd n and one general solution with G(−)(u) for even n in the D(1)n case, and the
opposite occurring for the C(1)n models. However, we have found that there exist
D(1)n K-matrices with G(+)(u) for even n and G(−)(u) for odd n, as well as C(1)n
K-matrices with G(+)(u) for odd n and G(−)(u) for even n, provided that some
matrix elements are set equal to zero. Let us recall (67)-(69) to see that the
vanishing of the element kn+1,n(u) on the secondary diagonal of K
−(u) implies
that ki,n(u) = 0 (i 6= n) and kn+1,j(u) = 0 (j 6= n+ 1).
Therefore, we can consider the case kn+1,n(u) = 0 which will imply that
kn,n+1(u) = ki,n+1(u) = kn,j(u) = 0 for these models. It means that we are
dealing with K-matrices that contain 2(4n − 3) null entries, and particularly
k1,n(u) = 0. The non-diagonal matrix elements are directly obtained from (77)-
(83) by taking the limits β1,n → 0 and β1,n+1 → 0.
On the secondary diagonal we have
ki,i′(u) = εi
β21,i′
β1,2n
qı¯−1¯
ξ
(q ±√ξ)
(q + 1)2
(qeu ±
√
ξ)G(±)(u)
(i 6= 1, n, n+ 1, 2n), (170)
kn,n+1(u) = kn+1,n(u) = 0, (171)
k2n,1(u) = ε2nβ1,2n
β221
β21,2n−1
q(2¯n−1¯)−2
(
qeu ±√ξ
q ±√ξ
)
G(±)(u). (172)
The boundary rows and columns are
k1,j(u) = β1,jG(±)(u), ki,1(u) = εiβ21
β1,i′
β1,2n−1
qı¯−2¯G(±)(u), (173)
k1,n(u) = k1,n+1(u) = kn,1(u) = kn+1,1(u) = 0, (174)
ki,2n(u) = ±εiβ1,i′
qı¯−1¯√
ξ
euG(±)(u), k2n,j(u) = ±β21
β1,j
β1,2n−1
q2¯n−2¯√
ξ
euG(±)(u)
(175)
kn,2n(u) = kn+1,2n(u) = k2n,n(u) = k2n,n+1(u) = 0, (176)
and the remaining non-diagonal matrix elements are given by
ki,j(u) = ±εiβ1,j
β1,i′
β1,2n
qı¯−1¯√
ξ
(
q ±√ξ
q + 1
)
G(±)(u) (j < i′), (177)
ki,j(u) = εiβ1,j
β1,i′
β1,2n
qı¯−1¯
ξ
(
q ±√ξ
q + 1
)
euG(±)(u) (j > i′), (178)
ki,n(u) = ki,n+1(u) = kn,j(u) = kn+1,j(u) = 0. (179)
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In order to find the corresponding diagonal elements we will repeat the same
steps followed in Section 3.2, but now using the equations E[n, 2n(n − 1) + 2]
and E[n + 1, 2n2 + 2] to get kn,n(u) and kn+1,n+1(u), respectively. Next we
identify n− 2 non-diagonal parameters
β21 = −
q
ξ
(
q ±√ξ
q + 1
)2 β12β21,2n−1
β21,2n
, (180)
β1,j = (−1)n−1+j
β1,n−1β1,n+2
β1,2n+1−j
, j = 2, 3, ..., n− 2 (181)
for n > 3, which are also related to k11(u) in a very simple way:
ki,i(u) = k11(u) + (βi,i − β11)G(±)(u) (1 < i ≤ n− 1), (182)
kn,n(u) = kn+1,n+1(u) = kn−1,n−1(u) + (βn,n − βn−1,n−1)euG(±)(u)
+F (±)n−1(u), (183)
ki,i(u) = kn,n(u) + (βi,i − βn,n)euG(±)(u)− εiθ2i q2F (±)n−1(u)
(n+ 2 ≤ i ≤ 2n), (184)
where
F (±)n−1(u) = −∆(±)n−1(−q)n−2
(eu − 1)
(q + 1)2
G(±)(u) (185)
with
∆
(±)
n−1 = ±(−1)n−1
β1,n−1β1,n+2
β1,2n
(
q ±√ξ√
ξ
)
. (186)
Here we point out that ∆
(±)
n−1 can be understood as a limit of ∆
(±)
n given by
(108), i.e. β1,n → −β1,n−1;β1,n+1 → β1,n+2.
Again, the equation E[2n + 1, 4n] gives another relation between k2n,2n(u)
and k11(u):
k2n,2n(u) = e
2uk11(u) + (β2n,2n − β11 − 2)eu
(
qeu ±√ξ
q ±√ξ
)
G(±)(u), (187)
which allows to write k11(u) as follows
k11(u) =
(1− ε2nθ22nq2)F (±)n−1(u)
e2u − 1 +
{
βn−1,n−1 − β11 + (β2n,2n − βn−1,n−1)eu
−(β2n,2n − β11 − 2)eu
(
qeu ±√ξ
q ±√ξ
)} G(±)(u)
e2u − 1 . (188)
Substituting these expressions back to the functional equations we get con-
straint equations which will enable us to fix some of the 3n − 1 remaining
parameters. We can make use of the equations E[2, 2n + j] (j 6= n, n + 1) to
find βj,j , j = 3, 4, ..., 2n− 2, in terms of β22 given by the equation E[2, 2n+ 1].
The parameters βn,n and βn+1,n+1 are fixed in terms of β22 by requiring the
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equations E[n, 2n2−n+2] and E[n+1, 2n2+n+2], respectively. After carrying
out this calculation, we used the equation E[2, 2n− 1] to obtain β2n−1,2n−1 and
β2n,2n. These parameters can be written in terms of β11, β1,n−1, β1,n+2 and
β1,2n as follows:
βi,i = β11 +∆
(±)
n−1
i−2∑
j=0
(−q)j (1 < i ≤ n− 1), (189)
βn,n = βn+1,n+1 = β11 +∆
(±)
n−1
[
1− (−q)n−2
q + 1
]
− qn−2Σ(±)n−1, (190)
βn+2,n+2 = β11 +∆
(±)
n−1
[
1− (−q)n−2
q + 1
]
− (qn−2 − εn+2θ2n+2qn)Σ(±)n−1,
(191)
βi,i = βn+2,n+2 +∆
(±)
n−1
±εn+2θ2n+2√
ξ
i−3∑
j=n−1
(−q)j

(n+ 3 ≤ i ≤ 2n− 1), (192)
and
β2n,2n = β11 + 2 +∆
(±)
n−1
(q ±√ξ)
ξ
(ξ − ε2nq2¯n−1¯)
(q + 1)2
, (193)
where
Σ
(±)
n−1 =
β1,n−1β1,n+2
β1,2n
1
ξ
(
q ±√ξ
q + 1
)2
. (194)
Next we can, for instance, make use of the equation E[2, 4n] to fix β1,n−1:
β1,n−1 = ±(−1)n−1
× 2ξ
√
ξ(q + 1)2
(1∓√ξ)[qn−1 ± (−1)n√ξ][εn+2θ2n+2qn ± (−1)n
√
ξ](q ±√ξ)
β1,2n
β1,n+2
.
(195)
At this point we must treat these solutions separately in order to take account
of the existence of the amplitude k1,n−1(u) for each model:
• For A(2)2n−1 models we have ξ = −q2n and θk = εk = 1, ∀k, and there is
no restriction in (195). It follows that the solution with G(+)(u) (upper sign) is
related to the solution with G(−)(u) (lower sign) by complex conjugation.
• For D(1)n models we have ξ = q2n−2 and θk = εk = 1, ∀k. It means that the
factors [qn−1 ± (−1)n√ξ] are different from zero for the solution with G(+)(u)
only if n is even and for the solution with G(−)(u) if n is odd.
• For C(1)n models we have ξ = q2n+2, εn+2 = −1 and θ2n+2 = q2. In
this case there is also no restriction because both factors [qn−1 ± (−1)n√ξ]
and [−qn+2 ± (−1)n√ξ] are different from zero. It means that we have two
independent solutions, one with G(+)(u) and another with G(−)(u), for all n > 3.
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On comparing these results with those presented in Section 3.2, one could
conclude that we have simply made a reduction of the general solution by an
appropriate choice of the free parameters. Nevertheless, new solutions are ap-
pearing for the C(1)n and D(1)n models.
Substituting all fixed parameters into (188) we find the following expressions
for the amplitude k11(u):
k11(u) =
2euG(±)(u)
e2u − 1
−2G
(±)(u)
eu + 1
{
ξ[1 + q − (−q)n + (−q)n−1] + qeu(ξ − q2n−2)
(1∓√ξ)[qn−1 ± (−1)n√ξ][qn ± (−1)n√ξ]
}
(196)
for A(2)2n−1 and D(1)n models, and
k11(u) =
2euG(±)(u)
e2u − 1
+
2G(±)(u)
eu + 1
{
ξ[1 + q + (−q)n−1 + (−q)n+2] + qeu(ξ + q2n)
(1∓√ξ)[qn−1 ± (−1)n√ξ][qn+2 ∓ (−1)n√ξ]
}
(197)
for C(1)n models.
In the D(1)n case we still have the simplified expression for k11(u), but now
the parity of the solutions with G(±)(u) is exchanged,
k11(u) =
G(+)(u)
eu − 1 (even n), k11(u) =
G(−)(u)
eu − 1 (odd n). (198)
For C(1)n models we lost the relations given by (119) between the diagonal entries,
but (197) defines a new solution with G(+)(u) when n is odd and another one
with G(−)(u) when n is even.
Now we sum up our results: Firstly, we had from (170) to (179) all non-
diagonal matrix elements after substituting n−1 fixed non-diagonal parameters
β21 and β1,j (j = 2, ..., n − 1) given by (180), (181) and (195). Secondly, the
diagonal matrix elements were obtained by using (182), (183) and (184) with
k11(u) given by (196) for A(2)2n−1 and D(1)n models and by (197) for C(1)n models,
and by substituting the diagonal parameters given by (189)-(193).
These calculations lead to two reduced and new solutions with n parameters,
β1,n+2, β1,n+3, ..., β1,2n and β11, for these models. Once again, the number of
free parameters is n − 1 since we have to require the regular condition (15),
which will fix the parameter β11.
The general solutions which we have previously found in Section 3.2 have n
free parameters. Thus, solutions with n−1 free parameters can be understood as
reductions generated by employing a complicated limit procedure we described
above. This fact concerns the results for A(2)2n−1 models, whereas for D(1)n models
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our general solutions with G(+)(u) have n free parameters, but are defined only
for n = 3, 5, 7, ..., while our general solutions with G(−)(u) are defined only for
n = 4, 6, 8, .... We emphasize that our limit procedure has revealed new (n− 1)-
parameter solutions with G(−)(u) for n = 5, 7, 9, ..., as well as new solutions
with G(+)(u) for n = 4, 6, 8, ..., in the D(1)n case. Similar considerations held for
C(1)n models after exchanging the parity of n. We remark that the cases C(1)3 and
D(1)3 are special, each one featuring a 3-parameter solution, and will be treated
in Section 6.
We should continue applying our reduction procedure in order to verify if
other solutions can be discovered. The next step is to consider k1,n−1(u) = 0
together with k1,n(u) = 0. On following this approach, we find solutions with
16n−20 null entries and with n−2 free parameters for n > 4. However, all these
solutions turn out to be reductions of those with n and n − 1 free parameters.
Hence, there is no new solution. In particular, for n = 4 the solutions have n−1
free parameters. We observe that the rational limit of some reduced solutions
has been presented in [40].
After exhausting all the possible reductions, we attained to the last reduction
which was obtained after applying n − 1 reduction steps. For A(2)2n−1 and D(1)n
the final reduction is the non-diagonal K-matrix with the following non-null
entries
k11(u) = 1, k2n,2n(u) = e
2u,
k22(u) = k33(u) = ... = k2n−1,2n−1(u) =
q2n−2 − e2u
q2n−2 − 1 ,
k1,2n(u) =
1
2
β1,2n(e
2u − 1),
k2n,1(u) =
2
β1,2n
q2n−2
(q2n−2 − 1)2 (e
2u − 1), (199)
while for C(1)n the corresponding reduction is
k11(u) = 1, k2n,2n(u) = e
2u,
k22(u) = k33(u) = ... = k2n−1,2n−1(u) =
q2n + e2u
q2n + 1
,
k1,2n(u) =
1
2
β1,2n(e
2u − 1),
k2n,1(u) = − 2
β1,2n
q2n
(q2n + 1)2
(e2u − 1). (200)
Here we note that these final reductions do not depend on both G(±)(u) and ξ.
Therefore, they can be regarded as new solutions indeed.
We conclude this analysis by listing the following new K-matrices gotten
through our limit approach for n > 3:
• For A(2)2n−1 models we have found one 1-parameter solution given by (199).
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• For D(1)n models we have found one (n− 1)-parameter solution with 8n− 6
null entries depending on the parity of n, and one 1-parameter solution given
by (199).
• For C(1)n models we have found one (n− 1)-parameter solution with 8n− 6
null entries depending on the parity of n, and one 1-parameter solution given
by (200).
These results yield all the independent solutions of the reflection equation
(2) with at least two non-diagonal entries.
4.3 The D(2)
n+1 Models
Here we are interested in looking for reduced solutions of the reflection equation
(2) for the D(2)n+1 models. We managed to identify the only possible K-matrices,
which are encountered when the recurrent relations (139) degenerate into k11(u)
and kn+3,n+3(u), respectively,
kn,n(u) = kn−1,n−1(u) = ... = k22(u) = k11(u), (201)
and
k2n+2,2n+2(u) = k2n+1,2n+1(u) = ... = kn+4,n+4(u) = kn+3,n+3(u). (202)
This reduced solution can be obtained by the same procedure developed pre-
viously in Section 3.3, and for the sake of brevity we will only quote the final
results.
We have found two classes of solutions for any value of n, which are block
diagonal K-matrices with one free parameter, βn+1,n+2. The first class is given
by
k11(u) =
1
2
(e2u + qn)[(qn − 1)(e2u + 1)− βn+1,n+2(qn + 1)(e2u − 1)]
e2u(q2n − 1) ,
(203)
kn+3,n+3(u) =
1
2
(e2u + qn)[(qn − 1)(e2u + 1) + βn+1,n+2(qn + 1)(e2u − 1)]
(q2n − 1) ,
(204)
with central elements
kn+1,n+2(u) = kn+2,n+1(u) =
1
2
βn+1,n+2(e
2u − 1), (205)
kn+1,n+1(u) =
1
2
(e2u + 1)
{
1 +
(e2u − 1)
eu(q2n − 1)Γ±
}
, (206)
kn+2,n+2(u) =
1
2
(e2u + 1)
{
1 +
(e2u − 1)
eu(q2n − 1)Γ∓
}
, (207)
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where
Γ± =
1
Σ±
{
2qn[(qn + 1)2β2n+1,n+2 − (qn − 1)2]
±[(qn + 1)2βn+1,n+2 + (qn − 1)2]
×
√
qn[(qn + 1)2β2n+1,n+2 − (qn − 1)2]
}
(208)
and
Σ± = [(qn + 1)2βn+1,n+2 + (q
n − 1)2]
±2
√
qn[(qn + 1)2β2n+1,n+2 − (qn − 1)2]. (209)
The signs (±) and (∓) represent the existence of two conjugate solutions. Here
we notice that these solutions degenerate into two complex diagonal solutions
by setting βn+1,n+2 = 0.
The second family is given by
k11(u) =
1
2
(e2u − qn)
eu(qn − 1)2
{
(e2u − 1)[(qn + 1)βn+1,n+2
±2
√
qn[β2n+1,n+2 − 1]]− (e2u + 1)(qn − 1)
}
, (210)
kn+3,n+3(u) = −1
2
eu(e2u − qn)
(qn − 1)2
{
(e2u − 1)[(qn + 1)βn+1,n+2
±2
√
qn[β2n+1,n+2 − 1]] + (e2u + 1)(qn − 1)
}
, (211)
with the following central elements
kn+1,n+1(u) = kn+2,n+2(u) =
1
2
eu(e2u + 1), (212)
kn+1,n+2(u) =
1
2
(e2u − 1)
(qn − 1)2
{
βn+1,n+2[e
u(qn + 1)2 − 2qn(e2u + 1)]
∓(qn + 1)
√
qn[β2n+1,n+2 − 1](eu − 1)2
}
, (213)
kn+2,n+1(u) =
1
2
(e2u − 1)
(qn − 1)2
{
βn+1,n+2[e
u(qn + 1)2 + 2qn(e2u + 1)]
±(qn + 1)
√
qn[β2n+1,n+2 − 1](eu + 1)2
}
. (214)
In particular, one cannot derive a diagonal solution from the second family of
solutions showed above.
We remark that these D(2)n+1 reduced K-matrices have been discussed by
Martins and Guan in [43].
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5 Diagonal Solutions
We start this section by presenting the list of diagonalK-matrices related to the
vertex models associated with each non-exceptional affine Lie algebra. In order
to reveal as well as avoid missing any solution, we have solved the reflection
equation (2) again.
5.1 The A(1)
n−1 Diagonal K-Matrices
We derive the set of A(1)n−1 regular diagonal solutions for n ≥ 5 by considering
separately each type of solution presented in Section 3.1. We remark that the
diagonal K-matrices for the first values of n are special and will be shown in
Section 6. Aside from the following classification, we have the trivial diagonal
solution K−(u) = 1 for these models.
5.1.1 The diagonal K-matrices of type I
Performing the following reductions for the scalar functions Zi(u) (45), Y(i)i+1(u)
(46) and Xj+1(u) (48), namely
lim
βj+1,j+1→−β11+2
Xj+1(u) = e2uf11(−u),
lim
βj+1,j+1→β11+2
Xj+1(u) = e2uf11(u), (215)
and
lim
βi+1,i+1→−βi,i+2
Y(i)i+1(u) = e2ufi,i(−u), lim
βi+1,i+1→βi,i
Y(i)i+1(u) = fi,i(u),
lim
β22→−β11+2
Y(1)2 (u) = e2uf11(−u), lim
β22→β11
Y(1)2 (u) = f11(u),
lim
β11→−βi,i
Zi(u) = fi,i(−u), lim
β11→βi,i
Zi(u) = fi,i(u),
(216)
we solve the constraint equations (49), (50), (51) and obtain four 1-parameter
diagonal solutions KIi,j for 1 < i < j ≤ n given by
K
I
i,j = fi,i(u)Eii + e
2ufi,i(−u)Ejj + fi,i(−u)
i−1∑
l=1
Ell
+e2ufi,i(−u)
j−1∑
l=i+1
Ell + e
2ufi,i(−u)
n∑
l=j+1
Ell, (217)
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K
I
i,j = fi,i(u)Eii + e
2ufi,i(−u)Ejj + fi,i(−u)
i−1∑
l=1
Ell
+fi,i(u)
j−1∑
l=i+1
Ell + e
2ufi,i(−u)
n∑
l=j+1
Ell, (218)
K
I
i,j = fi,i(u)Eii + e
2ufi,i(−u)Ejj + fi,i(u)
i−1∑
l=1
Ell
+e2ufi,i(−u)
j−1∑
l=i+1
Ell + e
2ufi,i(u)
n∑
l=j+1
Ell, (219)
K
I
i,j = fi,i(u)Eii + e
2ufi,i(−u)Ejj + fi,i(u)
i−1∑
l=1
Ell
+fi,i(u)
j−1∑
l=i+1
Ell + e
2ufi,i(u)
n∑
l=j+1
Ell, (220)
where the functions fi,i(u) are given by (43) and βi,i is the free parameter.
Moreover, for i = 1 and 1 < j ≤ n we get four 1-parameter diagonal matrices
KI1,j as follows
K
I
1,j = f11(u)E11 + e
2uf11(−u)Ejj + e2uf11(−u)
j−1∑
l=2
Ell
+e2uf11(−u)
n∑
l=j+1
Ell, (221)
K
I
1,j = f11(u)E11 + e
2uf11(−u)Ejj + e2uf11(−u)
j−1∑
l=2
Ell
+e2uf11(u)
n∑
l=j+1
Ell, (222)
K
I
1,j = f11(u)E11 + e
2uf11(−u)Ejj + f11(u)
j−1∑
l=2
Ell
+e2uf11(−u)
n∑
l=j+1
Ell, (223)
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K
I
1,j = f11(u)E11 + e
2uf11(−u)Ejj + f11(u)
j−1∑
l=2
Ell
+e2uf11(u)
n∑
l=j+1
Ell, (224)
and β11 is the free parameter.
In particular, for i = 1 and j = n we have two 1-parameter diagonal solutions
KI1,n given by
K
I
1,n = f11(u)E11 + e
2uf11(−u)Enn + e2uf11(−u)
n−1∑
l=2
Ell (225)
and
K
I
1,n = f11(u)E11 + e
2uf11(−u)Enn + f11(u)
n−1∑
l=2
Ell, (226)
where β11 is the free parameter.
5.1.2 The diagonal K-matrices of type II
Now we use the reductions for the scalar functions (45), (46) and (48) as follows
lim
β
[n2 ]+p+1,[n2 ]+p+1
→−β11+2
X[ n2 ]+p+1(u) = e
2uf11(−u),
lim
β
[n2 ]+p+1,[n2 ]+p+1
→β11+2
X[ n2 ]+p+1(u) = e
2uf11(u), (227)
and
lim
βp+1,p+1→−β11+2
Y(1)p+1(u) = e2uf11(−u), lim
βp+1,p+1→β11
Y(1)p+1(u) = f11(u),
lim
β n
2
+1, n
2
+1→−β22+2
Y(2)n
2
+1(u) = e
2uf22(−u), lim
β n
2
+1, n
2
+1→β22
Y(2)n
2
+1(u) = f22(u),
lim
β11→−β22
Z2(u) = f22(−u), lim
β11→β22
Z2(u) = f22(u)
(228)
in order to solve the constraint equations yielded by three solutions of type II
for each A(1)n−1 model:
Type IIa = {KII1,2p}, Type IIb = {KII1,2p+1}, Type IIc = {KII2,n},
with p = 1, 2, ...,
[n
2
]
, (229)
where
[
n
2
]
is the integer part of n2 . The diagonal K-matrices of type II depend
on the parity of n, leading us to the following families of solutions:
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Odd n We have the 1-parameter diagonal solutions of type IIa given by
K
II
1,2p = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
[n2 ]+p∑
j=p+1
Ejj + e
2uf11(u)
n∑
j=[ n2 ]+p+2
Ejj
+e2uf11(−u)E[n2 ]+p+1,[n2 ]+p+1 (230)
and
K
II
1,2p = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
[n2 ]+p∑
j=p+1
Ejj + e
2uf11(u)
n∑
j=[ n2 ]+p+2
Ejj
+e2uf11(u)E[n2 ]+p+1,[
n
2 ]+p+1
, (231)
where the scalar function f11(u) is given by (43) and β11 is the free parameter.
The 1-parameter diagonal K-matrices of type IIb take the form
K
II
1,2p+1 = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
[n2 ]+p+1∑
j=p+2
Ejj + e
2uf11(u)
n∑
j=[ n2 ]+p+2
Ejj
+e2uf11(−u)Ep+1,p+1 (232)
and
K
II
1,2p+1 = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
[n2 ]+p+1∑
j=p+2
Ejj + e
2uf11(u)
n∑
j=[ n2 ]+p+2
Ejj
+f11(u)Ep+1,p+1. (233)
Finally, the 1-parameter diagonal solutions of type IIc are given by
K
II
2,n = f22(−u)E11 + f22(u)
[n2 ]+1∑
j=2
Ejj + e
2uf22(−u)
n∑
j=[n2 ]+2
Ejj (234)
and
K
II
2,n = f22(u)E11 + f22(u)
[n2 ]+1∑
j=2
Ejj + e
2uf22(−u)
n∑
j=[n2 ]+2
Ejj , (235)
where β22 is the free parameter.
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Even n Here we have the 1-parameter diagonal solutions of type IIa as follows
K
II
1,2p = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)
n
2
+p∑
j=p+1
Ejj + e
2uf11(u)
n∑
j= n
2
+p+1
Ejj , (236)
with the scalar function f11(u) given by (43) and β11 is the free parameter.
The 1-parameter diagonal K-matrices of type IIb take the following form
K
II
1,2p+1 = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)Ep+1,p+1 + e2uf11(−u)
n
2
+p∑
j=p+2
Ejj
+e2uf11(−u)En
2
+p+1,n
2
+p+1 + e
2uf11(u)
n∑
j= n
2
+p+2
Ejj , (237)
K
II
1,2p+1 = f11(u)
p∑
j=1
Ejj + e
2uf11(−u)Ep+1,p+1 + e2uf11(−u)
n
2
+p∑
j=p+2
Ejj
+e2uf11(u)En
2
+p+1,n
2
+p+1 + e
2uf11(u)
n∑
j= n
2
+p+2
Ejj , (238)
K
II
1,2p+1 = f11(u)
p∑
j=1
Ejj + f11(u)Ep+1,p+1 + e
2uf11(−u)
n
2
+p∑
j=p+2
Ejj
+e2uf11(−u)En
2
+p+1,n
2
+p+1 + e
2uf11(u)
n∑
j= n
2
+p+2
Ejj , (239)
K
II
1,2p+1 = f11(u)
p∑
j=1
Ejj + f11(u)Ep+1,p+1 + e
2uf11(−u)
n
2
+p∑
j=p+2
Ejj
+e2uf11(u)En
2
+p+1,n
2
+p+1 + e
2uf11(u)
n∑
j= n
2
+p+2
Ejj . (240)
We also have the 1-parameter diagonal solutions of type IIc given by
K
II
2,n = f22(−u)E11 + f22(u)
n
2∑
j=2
Ejj + e
2uf22(−u)En
2
+1,n
2
+1
+e2uf22(−u)
n∑
j=n
2
+2
Ejj , (241)
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K
II
2,n = f22(−u)E11 + f22(u)
n
2∑
j=2
Ejj + f22(u)En
2
+1,n
2
+1
+e2uf22(−u)
n∑
j=n
2
+2
Ejj , (242)
K
II
2,n = f22(u)E11 + f22(u)
n
2∑
j=2
Ejj + e
2uf22(−u)En
2
+1,n
2
+1
+e2uf22(−u)
n∑
j=n
2
+2
Ejj , (243)
K
II
2,n = f22(u)E11 + f22(u)
n
2∑
j=2
Ejj + f22(u)En
2
+1,n
2
+1
+e2uf22(−u)
n∑
j=n
2
+2
Ejj , (244)
and β22 is the free parameter.
5.2 The B(1)n Diagonal K-Matrices
For n ≥ 1 we have one 1-parameter solution Kβ given by
k11(u) =
(
β(e−u − 1) + 2
β(eu − 1) + 2
)
,
k22(u) = ... = kn+1,n+1(u) = ... = k2n,2n(u) = 1,
k2n+1,2n+1(u) =
(
β(q2n−3eu − 1) + 2
β(q2n−3e−u − 1) + 2
)
, (245)
where β = βn+1,n+1 − β11 is the free parameter.
We also get 2n−2 solutions K[p], p = 2, 3, ..., n, with no free parameter given
by
k11(u) = k22(u) = ... = kp,p(u) = e
−u,
kp+1,p+1(u) = kp+2,p+2(u) = ... = k2n−p+1,2n−p+1(u) =
q2p−n−1/2eu ± 1
q2p−n−1/2 ± eu ,
k2n−p+2,2n−p+2(u) = k2n−p+3,2n−p+3(u) = ... = k2n+1,2n+1(u) = eu.
(246)
Therefore, we have found 2n−1 regular diagonalK-matrices for the B(1)n models.
We remark that the solutions K[p=n] have been computed by Batchelor et al.
in [53].
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5.3 The C(1)n Diagonal K-Matrices
Here we have one 1-parameter solution Kβ as follows
k11(u) = k22(u) = ... = kn,n(u) = 1,
kn+1,n+1(u) = kn+2,n+2(u) = ... = k2n,2n(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 ,
(247)
where β is the free parameter.
For n > 2, in addition to the trivial diagonal solution K−(u) = 1, we also
get n − 1 solutions K[p], p = 2, 3, ..., n, which have no free parameter given by
the following matrix elements
k11(u) = k22(u) = ... = kp−1,p−1(u) = 1,
kp,p(u) = kp+1,p+1(u) = ... = k2n−p+1,2n−p+1(u) = e2u
e−u + ǫpq2p−n−2
eu + ǫpq2p−n−2
,
k2n−p+2,2n−p+2(u) = k2n−p+3,2n−p+3(u) = ... = k2n,2n(u) = e2u,
(248)
where ǫp = ±1 for 2p 6= n+2 and ǫp = 1 for 2p = n+2. We have thus found 2n
regular diagonal K-matrices if n is odd, and 2n−1 regular diagonal K-matrices
if n is even for the C(1)n models.
5.4 The D(1)n Diagonal K-Matrices
We begin by pointing out that these models are symmetric under interchange
of indices kn,n(u)↔ kn+1,n+1(u).
The D(1)2 diagonal K-matrices exhibit a special structure. Besides the iden-
tity, we have two solutions Kαβ with two free parameters related each other by
exchanging kn,n(u)↔ kn+1,n+1(u):
Kαβ =

1 0 0 0
0 α(e
u−1)−2
α(e−u−1)−2 0 0
0 0 β(e
u−1)−2
β(e−u−1)−2 0
0 0 0 α(e
u−1)−2
α(e−u−1)−2
β(eu−1)−2
β(e−u−1)−2
 , (249)
where α and β are the free parameters. We remark that the isotropic limit of
this solution has been presented in [40].
For n > 2 we have the identity and seven 1-parameter solutions K
[i]
β , i =
1, 2, ..., 7, listed below.
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• The K[1]β -matrix has the following entries:
k11(u) = 1,
k22(u) = k33(u) = ... = k2n−1,2n−1(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 ,
k2n,2n(u) =
β(eu − 1)− 2
β(e−u − 1)− 2
β(q2n−4eu − 1)− 2
β(q2n−4e−u − 1)− 2 . (250)
• The K[2]β -matrix has the following entries:
k11(u) = k22(u) = ... = kn,n(u) = 1,
kn+1,n+1(u) = kn+2,n+2(u) = ... = k2n,2n(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 .
(251)
• The K[3]β -matrix has the following entries:
k11(u) = k22(u) = ... = kn−1,n−1(u) = kn+1,n+1(u) = 1,
kn,n(u) = kn+2,n+2(u) = ... = k2n,2n(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 .
(252)
• The K[4]β -matrix has the following entries:
k11(u) = 1,
k22(u) = k33(u) = ... = kn,n(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 ,
kn+1,n+1(u) = kn+2,n+2(u) = ... = k2n−1,2n−1(u) = e2u,
k2n,2n(u) = e
2u β(e
u − 1)− 2
β(e−u − 1)− 2 . (253)
• The K[5]β -matrix has the following entries:
k11(u) = 1,
k22(u) = k33(u) = ... = kn−1,n−1(u) = kn+1,n+1(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 ,
kn,n(u) = kn+2,n+2(u) = ... = k2n−1,2n−1(u) = e2u,
k2n,2n(u) = e
2u β(e
u − 1)− 2
β(e−u − 1)− 2 . (254)
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• The K[6]β -matrix has the following entries:
k11(u) = k22(u) = ... = kn−1,n−1(u) = 1,
kn,n(u) = e
2uβ(e
−u − q2n−4)− 2q2n−4
β(eu − q2n−4)− 2q2n−4 ,
kn+1,n+1(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 ,
kn+2,n+2(u) = kn+3,n+3(u) = ... = k2n,2n(u) = e
2u. (255)
• The K[7]β -matrix has the following entries:
k11(u) = k22(u) = ... = kn−1,n−1(u) = 1,
kn,n(u) =
β(eu − 1)− 2
β(e−u − 1)− 2 ,
kn+1,n+1(u) = e
2uβ(e
−u − q2n−4)− 2q2n−4
β(eu − q2n−4)− 2q2n−4 ,
kn+2,n+2(u) = kn+3,n+3(u) = ... = k2n,2n(u) = e
2u. (256)
Moreover, for n > 3 we get n − 3 solutions K[p], p = 3, 4, ..., n − 1, which
have no free parameter given by the following matrix elements
k11(u) = k22(u) = ... = kp−1,p−1(u) = 1,
kp,p(u) = kp+1,p+1(u) = ... = k2n−p+1,2n−p+1(u) = e2u
e−u + ǫpq2p−n−2
eu + ǫpq2p−n−2
,
k2n−p+2,2n−p+2(u) = k2n−p+3,2n−p+3(u) = ... = k2n,2n(u) = e2u,
(257)
where ǫp = ±1 for 2p 6= n+ 2 and ǫp = 1 for 2p = n+ 2. Therefore, for n ≥ 3,
we have found 2n + 1 regular diagonal K-matrices if n is odd, and 2n regular
diagonal K-matrices if n is even for the D(1)n models.
We observe that the cases K[p=n] are not computed because they are reduc-
tions of the casesK
[6]
β and K
[7]
β due to an appropriate choice of the free parameter
β in such a way that kn,n(u) = kn+1,n+1(u). We also note that the cases K
[p=2]
are reductions of K
[1]
β by choosing β such that k2n,2n(u) = e
2u.
5.5 The A(2)2n Diagonal K-Matrices
For n ≥ 1 we have 2n solutions K[p], p = 1, 2, ..., n, which have no free parameter
as follows
k11(u) = k22(u) = ... = kp,p(u) = e
−u,
kp+1,p+1(u) = kp+2,p+2(u) = ... = k2n−p+1,2n−p+1(u) =
q2p−n−1/2eu ± iq
q2p−n−1/2 ± iq eu
,
k2n−p+2,2n−p+2(u) = k2n−p+3,2n−p+3(u) = ... = k2n+1,2n+1(u) = eu.
(258)
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We also get the trivial solution which is multiple of the identity. Thus,
we have found 2n + 1 regular diagonal K-matrices for the A(2)2n models. We
remark that the A(2)2 diagonal K-matrices have been obtained by Mezincescu,
Nepomechie and Rittenberg in [72].
5.6 The A(2)2n−1 Diagonal K-Matrices
Here we have two 1-parameter solutionsKβ with the following normalized entries
k11(u) = k22(u) = ... = kn−1,n−1(u) = 1,
kn,n(u) =
(
β(eu − 1)− 2
β(e−u − 1)− 2
)
,
kn+1,n+1(u) = e
2u
(
β(e−u + q2n−2) + 2q2n−2
β(eu + q2n−2) + 2q2n−2
)
,
k2n,2n(u) = k2n−1,2n−1(u) = ... = kn+2,n+2(u) = e2u,
(259)
where β is the free parameter and the second solution is obtained from (259)
by applying the symmetry of interchangeable indices kn,n(u)↔ kn+1,n+1(u).
Moreover, for n > 2 we get 2n − 4 solutions K[p], p = 2, 3, ..., n − 1, which
have no free parameter given by
k11(u) = k22(u) = ... = kp−1,p−1(u) = 1,
kp,p(u) = kp+1,p+1(u) = ... = k2n−p+1,2n−p+1(u) = e2u
e−u ± iq2p−n−1
eu ± iq2p−n−1 ,
k2n,2n(u) = k2n−1,2n−1(u) = ... = k2n−p+2,2n−p+2(u) = e2u.
(260)
We point out that the cases p = n are not computed since these solutions
K[p=n] can be obtained from the solutions Kβ by assigning a special value to
the free parameter β such that kn,n(u) = kn+1,n+1(u).
Additionally, we also have a trivial solution which is proportional to the
identity. Therefore, we have found 2n − 1 regular diagonal K-matrices for the
A(2)2n−1 models.
5.7 The D(2)
n+1 Diagonal K-Matrices
We have the “almost unity” regular diagonal K-matrices for the D(2)n+1 models
given by
k11(u) = e
−2u,
k22(u) = k33(u) = ... = k2n+1,2n+1(u) = 1,
k2n+2,2n+2(u) = e
2u, (261)
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which exist only for even n and have no free parameter. This result features the
U(1)⊗ U(1) symmetries of the models with an even number of U(1) conserved
charges, and has been presented by Martins and Guan in [43].
6 Special Cases
We now focus on theK-matrices which are ruled out of our classification scheme,
namely the cases B(1)n , C(1)n , D(1)n , A(2)2n , A(2)2n−1, and D(2)n+1 for n = 1, A(1)n−1, C(1)n ,
D(1)n , A(2)2n−1 for n = 2, the A(1)2 ,A(1)3 , and A(1)4 models as well as the D(1)3
K-matrix with G(−)(u) and the C(1)3 K-matrix with G(+)(u). We regard these
solutions as special because they do not exhibit all the properties featured and
shared by most of the reflection K-matrices.
6.1 The A(1)1 Case
We have one general solution which is a very special case among the A(1)n−1
models, given by
KI12 =
(
β11(e
u − 1) + 1 12β12(e2u − 1)
1
2β21(e
2u − 1) e2uβ11(e−u − 1) + 1
)
. (262)
The above K-matrix may be recognized either from the solution of type I itself
or from the solution of type IIa. Although there is no constraint equation in
this case, the regular condition (15) has yielded three free parameters, β11, β12,
β21, in accordance with all reflection K-matrices of type I. We note that there
is only one general solution containing four non-null matrix elements [41, 60].
6.2 The A(1)2 Case
In this special case, all the solutions of type II are indeed solutions of type I,
namely KI12,KI13,KI23. From (47) we get KI12 as follows
KI12 = f11(u)E11 + e2uf11(−u)E22 + h12(u)E12 + h21(u)E21 + X3(u)E33
=
 f11(u) h12(u) 0h21(u) e2uf11(−u) 0
0 0 X3(u)
 , (263)
with four parameters, β11, β12, β21, β33, satisfying the constraint equation
β12β21 = (β33 − β11 − 2)(β33 + β11 − 2). (264)
Due to this constraint equation, we can derive from (263) two diagonal solutions
given by
lim
β33→−β11+2
X3(u) = e2uf11(−u),
⇒ D1 = diag
(
f11(u), e
2uf11(−u), e2uf11(−u)
)
(265)
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and
lim
β33→β11+2
X3(u) = e2uf11(u),
⇒ D2 = diag
(
f11(u), e
2uf11(−u), e2uf11(u)
)
. (266)
The matrix KI13 is also given by (47)
KI13 = f11(u)E11 + e2uf11(−u)E33 + h13(u)E13 + h31(u)E31 + Y(1)2 (u)E22
=
 f11(u) 0 h13(u)0 Y(1)2 (u) 0
h31(u) 0 e
2uf11(−u)
 , (267)
but now the constraint equation is
β13β31 = (β22 + β11 − 2)(β22 − β11), (268)
and the corresponding diagonal reductions are
lim
β22→−β11+2
Y(1)2 (u) = e2uf11(−u),
⇒ D3 = diag
(
f11(u), e
2uf11(−u), e2uf11(−u)
)
(269)
and
lim
β22→β11
Y(1)2 (u) = f11(u),
⇒ D4 = diag
(
f11(u), f11(u), e
2uf11(−u)
)
. (270)
Here we recall (44) with i = 2 and j = 3 in order to get the matrix KI23, given
by
KI23 = f22(u)E22 + e2uf22(−u)E33 + h23(u)E23 + h32(u)E32 + Z2(u)E11
=
 Z2(u) 0 00 f22(u) h23(u)
0 h32(u) e
2uf22(−u)
 , (271)
with the constraint equation
β23β32 = (β11 + β22)(β11 − β22), (272)
and the following diagonal solutions
lim
β22→−β11
Z2(u) = f22(−u),
⇒ D5 = diag
(
f22(−u), f22(u), e2uf22(−u)
)
(273)
and
lim
β22→β11
Z2(u) = f22(u),
⇒ D6 = diag
(
f22(u), f22(u), e
2uf22(−u)
)
. (274)
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The K-matrices KI12,KI13,KI23 have only three free parameters, while their
corresponding diagonal solutions have just one free parameter due to the ex-
istence of constraint equations. We observe that only four diagonal solutions
are independent since D1 = D3 and D4 = D6. We also note that the solutions
D1 and D4 have been derived by de Vega and Gonza´lez-Ruiz in [41], and the
non-diagonal solution KI13 has been derived by Abad and Rios in [42].
6.3 The A(1)3 Case
For this model, the structure of the general solution begins to appear, but it is
still particular because half of the solutions of type II turns out to be solutions
of type I.
Let us first write the K-matrices of type I given by (47). The matrix KI12 is
given by
KI12 =

f11(u) h12(u) 0 0
h21(u) e
2uf11(−u) 0 0
0 0 X3(u) 0
0 0 0 X3(u)
 , (275)
with the constraint equation
β12β21 = (β33 + β11 − 2)(β33 − β11 − 2). (276)
We get KI13 as follows
KI13 =

f11(u) 0 h13(u) 0
0 Y(1)2 (u) 0 0
h31(u) 0 e
2uf11(−u) 0
0 0 0 X4(u)
 , (277)
where the constraint equation is
β13β31 = (β44 + β11 − 2)(β44 − β11 − 2) = (β22 + β11 − 2)(β22 − β11).
(278)
The matrix KI14 is
KI14 =

f11(u) 0 0 h14(u)
0 Y(1)2 (u) 0 0
0 0 Y(1)2 (u) 0
h41(u) 0 0 e
2uf11(−u)
 , (279)
with
β14β41 = (β22 + β11 − 2)(β22 − β11). (280)
The remaining K-matrices of type I are given by (44). We obtain KI23 as follows
KI23 =

Z2(u) 0 0 0
0 f22(u) h23(u) 0
0 h32(u) e
2uf22(−u) 0
0 0 0 e2uZ2(u)
 , (281)
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with the constraint equation
β23β32 = (β11 + β22)(β11 − β22). (282)
The matrix KI24 is
KI24 =

Z2(u) 0 0 0
0 f22(u) 0 h24(u)
0 0 Y(2)3 (u) 0
0 h42(u) 0 e
2uf22(−u)
 , (283)
where the constraint equation is
β24β42 = (β11 + β22)(β11 − β22) = (β33 + β22 − 2)(β33 − β22), (284)
and KI34 is given by
KI34 =

Z3(u) 0 0 0
0 Z3(u) 0 0
0 0 f33(u) h34(u)
0 0 h43(u) e
2uf33(−u)
 , (285)
with
β34β43 = (β11 + β33)(β11 − β33). (286)
From (61) we get two solutions of type IIa given by
KII12 =

f11(u) h12(u) 0 0
h21(u) e
2uf11(−u) 0 0
0 0 e2uf11(−u) euh34(u)
0 0 euh43(u) e
2uf11(u)
 , (287)
where the non-diagonal matrix elements satisfy the following constraint equation
β12β21 = β34β43, (288)
and
KII14 =

f11(u) 0 0 h14(u)
0 f11(u) h23(u) 0
0 h32(u) e
2uf11(−u) 0
h41(u) 0 0 e
2uf11(−u)
 , (289)
with the constraint equation
β14β41 = β23β32. (290)
Note that both K-matrices of type IIa (287) and (289) have four free parame-
ters.
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Next we solve these constraint equations and derive eighteen diagonal solu-
tions. Using the following reductions for the scalar functions Xj+1(u), Y(i)l (u),
Zi(u), namely
lim
βj+1,j+1→−β11+2
Xj+1(u) = e2uf11(−u),
lim
βj+1,j+1→β11+2
Xj+1(u) = e2uf11(u),
lim
βl,l→−βi,i+2
Y(i)l (u) = e2ufi,i(−u), limβl,l→βi,i Y
(i)
l (u) = fi,i(u),
lim
β11→−βi,i
Zi(u) = fi,i(−u), lim
β11→βi,i
Zi(u) = fi,i(u),
(291)
we can realize that only half of these diagonal solutions are independent:
D1 = diag
(
f(u), e2uf(−u), e2uf(−u), e2uf(−u)) ,
D2 = diag
(
f(u), e2uf(−u), e2uf(u), e2uf(u)) ,
D3 = diag
(
f(u), f(u), e2uf(−u), e2uf(−u)) ,
D4 = diag
(
f(u), e2uf(−u), e2uf(−u), e2uf(u)) ,
D5 = diag
(
f(u), f(u), e2uf(−u), e2uf(u)) ,
D6 = diag
(
f(u), f(u), f(u), e2uf(−u)) ,
D7 = diag
(
f(−u), f(u), e2uf(−u), e2uf(−u)) ,
D8 = diag
(
f(−u), f(u), f(u), e2uf(−u)) ,
D9 = diag
(
f(−u), f(−u), f(u), e2uf(−u)) , (292)
where we have used a compact notation for the functions fi,i(u),
fi,i(u) ≡ f(u) = β(eu − 1) + 1 (293)
and β is the free parameter.
6.4 The A(1)4 Case
Considering that this model starts to reveal all the properties featured by most
of the A(1)n−1 reflection K-matrices, we will only quote five solutions of type II
and their corresponding constraint equations found in this case. They have nine
non-null matrix elements and four free parameters:
KII12 =

f11(u) h12(u) 0 0 0
h21(u) e
2uf11(−u) 0 0 0
0 0 e2uf11(−u) 0 euh35(u)
0 0 0 X4(u) 0
0 0 euh53(u) 0 e
2uf11(u)
 ,
53
β12β21 = β35β53 = (β44 + β11 − 2)(β44 − β11 − 2), (294)
KII13 =

f11(u) 0 h13(u) 0 0
0 Y(1)2 (u) 0 0 0
h31(u) 0 e
2uf11(−u) 0 0
0 0 0 e2uf11(−u) euh45(u)
0 0 0 euh54(u) e
2uf11(u)
 ,
β13β31 = β45β54 = (β22 + β11 − 2)(β22 − β11), (295)
KII14 =

f11(u) 0 0 h14(u) 0
0 f11(u) h23(u) 0 0
0 h32(u) e
2uf11(−u) 0 0
h41(u) 0 0 e
2uf11(−u) 0
0 0 0 0 X5(u)
 ,
β14β41 = β23β32 = (β55 + β11 − 2)(β55 − β11 − 2), (296)
KII15 =

f11(u) 0 0 0 h15(u)
0 f11(u) 0 h24(u) 0
0 0 Y(1)3 (u) 0 0
0 h42(u) 0 e
2uf11(−u) 0
h51(u) 0 0 0 e
2uf11(−u)
 ,
β15β51 = β24β42 = (β33 + β11 − 2)(β33 − β11), (297)
KII25 =

Z2(u) 0 0 0 0
0 f22(u) 0 0 h25(u)
0 0 f22(u) h34(u) 0
0 0 h43(u) e
2uf22(−u) 0
0 h52(u) 0 0 e
2uf22(−u)
 ,
β25β52 = β34β43 = (β11 + β22)(β11 − β22). (298)
The corresponding diagonal solutions have one free parameter.
6.5 The B(1)1 Case
We have one general solution with three free parameters, β12, β13, β23. The
B(1)1 K-matrix takes the form
K−(u) =
 k11 k12 k13k21 k22 k23
k31 k32 k33
 , (299)
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and by analyzing the functional equations we notice that the relations (73)
vanish in this case. Thus we do not have the simplified structure for non-
diagonal matrix elements in terms of the function G(±)(u) given by (74). After
solving the functional equations, we derived the following non-diagonal entries
k21(u) =
β21
β12
k12(u), k12(u) =
(√
qβ23(e
u − 1) + β12(qeu − 1)
qe2u − 1
)
k13(u)
β13
,
k32(u) =
β21
β12
k23(u), k23(u) =
(√
qβ12(e
u − 1) + β23(qeu − 1)
qe2u − 1
)
euk13(u)
β13
,
k31(u) =
(
β21
β12
)2
k13(u), (300)
where
β21 = −
√
q
(
(q − 1)β12β23 − 2(q + 1)β13
q2 − 1
)
β12
β213
. (301)
Similarly, we have no recurrent relation like (84) for the diagonal matrix ele-
ments. However, by performing a direct computation we are able to identify
the following diagonal entries which read
k11(u) = 2
k13(u)
β13(e
2u − 1)
−
(√
q[(qeu − 1)β212 + (eu − q)β223] + (q + 1)(qeu − 1)β12β23
(q + 1)(qe2u − 1)(eu + 1)
)
×k13(u)
β213
,
k22(u) = −2 (e
2u − q)k13(u)
β13(q − 1)(e2u − 1)
+
1
(q + 1)(qe2u − 1)(eu + 1){
√
qeu(qeu − 1)(β212 + β223)
+[(eu + q)(qe2u − 1) + 2qeu(eu − 1)]β12β23}
k13(u)
β213
,
k33(u) = 2
e2uk13(u)
β13(e
2u − 1)
−
(√
q[(qeu − 1)β223 + (eu − q)β212] + (q + 1)(qeu − 1)β12β23
(q + 1)(qe2u − 1)(eu + 1)
)
×e
2uk13(u)
β213
. (302)
This is the 3-parameter general reflection K-matrix for the B(1)1 model, also
known as Zamolodchikov-Fateev model, which has been revealed by Inami et
al. in [35]. The corresponding diagonal solution is given by (245).
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The B(1)1 K-matrix may further lead us to two 2-parameter solutions by
taking the limit β23 = ±β12 ⇔ β32 = ±β21, which will satisfy the procedure
used previously to find the solutions for the B(1)n series.
6.6 The A(2)2 Case
Here we get two complex conjugate general solutions with two free parameters,
β12, β13, for the Izergin-Korepin model. Let us begin by first pointing out that
the relations (73) still hold such that
β23 = ±
i
q
β12, β32 = ±
i
q
β21. (303)
In what follows we will consider the case + iq . The non-diagonal matrix elements
can be read from (74),
k12(u) = β12G(u), k21(u) = β21G(u), k23(u) = β23euG(u),
k31(u) = β31G(u), k32(u) = β32G(u), (304)
with
G(u) = 1
β13
( √
q + i√
q + ieu
)
k13(u) (305)
and β31 is the last non-diagonal parameter we fix before looking at the diagonal
entries,
β31 =
(
β21
β12
)2
β13. (306)
The special recurrent relations (85) and (86) are also valid for the diagonal
terms
k22(u) = k11(u) + (β22 − β11)G(u)−
i
q
L(u),
k33(u) = k22(u) + (β33 − β22)euG(u)−
√
qL(u), (307)
where we have defined a new scalar function L(u) a bit different from J (±)(u)
(87) and F (±)(u) (88), given by
L(u) =
√
qβ13β21
β12
(
eu − 1√
q + i
)
G(u). (308)
Now, the functional equations selected from block B[4, 6] close the above recur-
rent relations and determine k33(u), namely
k33(u) = e
2uk11(u) + (β33 − β11 − 2)euG(u)
(√
q + ieu√
q + i
)
. (309)
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Thus, we obtain the matrix element k11(u) as follows
k11(u) =
(
2eu − (β22 − β11)(eu − 1)
e2u − 1
)
G(u)−
(√
q + iq
e2u − 1
)
L(u)
−i
(
β33 − β11 − 2√
q + i
)
eu
eu + 1
G(u) (310)
depending on the diagonal parameters β22 and β33 given by
β22 = β11 +
(
2q3/2
q3/2 − i
)
−
(
1 + q − iq3/2√
q
)
β13β21
β12
,
β33 = β11 + 2 + i
(
q2 + 1
q
)
β13β21
β12
, (311)
with
β21 =
(
2iq
(
√
q + i)(q3/2 − i)
)
β12
β13
−
(
i√
q(q + 1)
)
β212
β213
. (312)
We observe that the major differences between the cases A(2)2n (n > 1) and
A(2)2 are due to our previous choice of the free parameters. It means that we
cannot take the limit n → 1 into the A(2)2n general solutions in order to get the
A(2)2 K-matrices. The A(2)2 diagonal solutions are given by (258) and a second
type of the A(2)2 solution with two free parameters is exhibited in Section 4.1
(167).
Finally, we remark that although there is an apparent simplification in these
calculations compared to those developed in [36], after substituting the fixed
parameters the final form of this solution still remained cumbersome. However,
there is an equivalent solution for this model derived by Nepomechie in [27]
which looks simpler than our one.
6.7 The C(1)1 , D(1)1 , and A(2)1 Cases
These models share the same general K-matrix with three free parameters, β11,
β12, β21, given by
K−(u) =
(
1 + β11(e
u − 1) 12β12(e2u − 1)
1
2β21(e
2u − 1) e2u − β11eu(eu − 1)
)
(313)
and also share two diagonal solutions, namely the identity and the one obtained
by setting β12 = β21 = 0 in (313).
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6.8 The C(1)2 Case
We have one general solution with three free parameters, β12, β13, β14. The
C(1)2 K-matrix takes the form
K−(u) =

k11 k12 k13 k14
k21 k22 k23
eu
q2 k13
k31 k32 e
uk11 −euk12
k41
eu
q2 k31 −euk21 euk22
 , (314)
where the following remaining diagonal entries are given by
k11(u) = 1− β12β13
q2β14
f(u), k22(u) = 1 +
β12β13
β14
f(u), (315)
and the non-diagonal matrix elements are
k12(u) = β12f(u), k13(u) = β13f(u), k14(u) = β14(e
u − 1),
k21(u) = − β13
q2β14
Γf(u), k23(u) =
β13
q2β12
Γ(eu − 1),
k31(u) =
β12
β14
Γf(u), k32(u) = −β12
β13
Γ(eu − 1),
k41(u) = − Γ
2
q2β14
(eu − 1). (316)
Here we have defined a new scalar function f(u) as
f(u) =
(
q2 + 1
q2 + eu
)
(eu − 1) and Γ = β12β13
β14
− q
2
q2 + 1
. (317)
This solution can be identified with the 2-parameter general reflectionK-matrix
with G(+)(u) after an appropriate choice of β12. In addition, by applying the
reduction procedure we get the 1-parameter solution given by (200) as well as
the 1-parameter diagonal matrix Kβ (247).
6.9 The D(1)2 Case
The structure of the D(1)2 generalK-matrix shows that this is a very special case
since we have found no solution which possesses all matrix elements different
from zero. We have one 1-parameter solution given by
K−(u) =

e−u q
2−e2u
q2−1 0 0 0
0 eu 12β(e
2u − 1) 0
0 2q
2(e2u−1)
β(q2−1)2 e
u 0
0 0 0 eu q
2−e2u
q2−1
 , (318)
where β is the free parameter, and one 1-parameter reduced solution previously
presented (199). Here we also get the identity and two 2-parameter diagonal
matrices Kαβ (249).
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6.10 The A(2)3 Case
We have one general solution with four free parameters, β12, β13, β14 and β24.
The A(2)3 K-matrix takes the form
K−(u) =

k11 k12 k13 k14
k21 k22 k23 k24
k31 k32 k33 k34
k41 k42 k43 k44
 , (319)
where the normalized diagonal entries are given by
k22(u) = e
u +
β12e
u(eu − 1)
2q2β14β24(q
2 + e2u)
{β24
[
q2 (β13 + β24)− β13
]
(eu + q2)
+β213(q
2eu + 1)},
k33(u) = e
u − β12e
u(eu − 1)
2q2β14β24(q
2 + e2u)
{β13
[
β13 + β24 − q2β24
]
(eu + q2)
+β224q
2(q2eu + 1)},
k44(u) = e
u +
β12e
u(eu − 1)
2q2β14β24(q
2 + e2u)
{β13β24
[
(eu + q2)2 − q2(e2u − 1)]
+(β213 − q2β224)eu(eu + q2)}, (320)
and the non-diagonal matrix elements are
k12(u) =
β12
2β24
f(u), k13(u) =
1
2
g(u), k14(u) =
1
2
β14(e
2u − 1),
k21(u) = −1
2
Ωf(u), k23(u) =
β14β24
2β12
Ω(e2u − 1), k24(u) = 1
2
euf(u),
k31(u) =
β12
2q2β24
Ωg(u), k32(u) = −β12β14
2q2β24
Ω(e2u − 1),
k34(u) = − β12
2q2β24
eug(u),
k41(u) = −β14
2q2
Ω2(e2u − 1), k42(u) = β12
2q2β24
Ωeuf(u),
k43(u) =
1
2q2
Ωeug(u). (321)
Here we have defined two scalar functions f(u) and g(u) which are different
from G(±)(u):
f(u) = [β13(e
u − 1) + β24(eu + q2)]
(
e2u − 1
e2u + q2
)
,
g(u) = [β13(e
u + q2)− q2β24(eu − 1)]
(
e2u − 1
e2u + q2
)
, (322)
59
and
Ω =
β12β13(q
2 + 1)− 2q2β14
β214(q
2 + 1)
. (323)
The above solution can be regarded as the most general reflection K-matrix
because the 2-parameter solutions with G(±)(u) turn out to be obtained by
assigning specific values to β12 and β24. Furthermore, by applying the reduction
procedure we get one 1-parameter solution (199) as well as two 1-parameter
diagonal matrices Kβ given by (259).
6.11 The C(1)3 Case with G(+)(u)
In Section 3.2, we have found one 3-parameter general solution with G(−)(u)
for this model. The reduction procedure gives us another solution with G(+)(u)
which also has three free parameters. The corresponding K-matrix takes the
form
K−(u) =

k11 k12 0 0 k15 k16
k21 k22 0 0 k25 k26
0 0 k33 0 0 0
0 0 0 k44 0 0
k51 k52 0 0 k55 k56
k61 k62 0 0 k65 k66
 (324)
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with the non-normalized diagonal matrix elements given by
k11(u) =
2euG(+)(u)
e2u − 1
−
(
β12β15
β16
1 + q3
q3
− qβ21β16[(1 + q
2)eu − q2(1 + q4)]
β15(1 + q
3)
) G(+)(u)
eu + 1
,
k22(u) =
2euG(+)(u)
e2u − 1
+
(
β12β15
β16
(1 + q3)eu
q3
+
qβ21β16[(1 + q
2)eu − q2(1 + q4)]
β15(1 + q
3)
)
×G
(+)(u)
eu + 1
,
k33(u) = k44(u) =
2euG(+)(u)
e2u − 1
+
(
β12β15
β16
(1 + q3)eu
q3
+
β21β16[(1 + q)(e
u − q6) + (eu + q3)2]
β15(1 + q
3)
)
×G
(+)(u)
eu + 1
,
k55(u) =
2euG(+)(u)
e2u − 1
+
(
β12β15
β16
1 + q3
q3
+
qβ21β16[(1 + q
4)(eu + q3) + (1 + q)(1 + q3)]
β15(1 + q
3)
)
×e
uG(+)(u)
eu + 1
,
k66(u) =
2e3uG(+)(u)
e2u − 1 −
(
β12β15
β16
(1 + q3)eu
q3
+
qβ21β16[(1 + q
2)(eu + q3) + q2(1 + q)(1 + q3)eu]
β15(1 + q
3)
)
euG(+)(u)
eu + 1
,
(325)
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and the non-diagonal entries are
k12(u) = β12G(+)(u), k15(u) = β15G(+)(u), k16(u) = β16
eu + q3
1 + q3
G(+)(u),
k21(u) = β21G(+)(u), k25(u) = −β21
β16
β12
eu + q3
1 + q3
G(+)(u),
k26(u) =
β15
q3
euG(+)(u),
k51(u) = −β21
q4β12
β15
G(+)(u), k52(u) = β21
q4β12β16
β215
eu + q3
1 + q3
G(+)(u),
k56(u) = −qβ12euG(+)(u),
k61(u) = −β221
q4β16
β215
eu + q3
1 + q3
G(+)(u), k62(u) = −β21
qβ12
β15
euG(+)(u),
k65(u) = −qβ21euG(+)(u), (326)
where
G(+)(u) = 1
β16
(
1 + q3
eu + q3
)
k16(u) and β21 = −
β12β
2
15
q3β216
+
2
(q + 1)(q3 + 1)
β15
β16
.
(327)
For n > 3, this type of solution follows the classification scheme presented
in Section 4.2.
6.12 The D(1)3 Case with G(−)(u)
The corresponding D(1)3 general solution is given in terms of G(+)(u) and has
three free parameters. Here we have another 3-parameter solution in terms
of G(−)(u) possessing the same form given by (324) with the following non-
normalized diagonal entries
k11(u) =
(
2(eu − q)
(1− q)(eu − 1) +
(1 + q2)β12β15
qβ16
) G(−)(u)
eu + 1
,
k22(u) =
(
2(eu − q)
(1− q)(eu − 1) +
[eu(q − 1) + q(1 + q)]β12β15
qβ16
) G(−)(u)
eu + 1
,
k33(u) = k44(u) =
(
2(eu − q)2
(1 − q2)(eu − 1) +
(eu − q2)β12β15
qβ16
)
eu + q
1− q
G(−)(u)
eu + 1
,
k55(u) =
(
2(eu − q)eu
(1− q)(eu − 1) +
[eu(q + 1) + q(1− q)]β12β15
qβ16
)
euG(−)(u)
eu + 1
,
k66(u) = e
2uk11(u), (328)
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and the non-diagonal terms are given by
k12(u) = β12G(−)(u), k15(u) = β15G(−)(u), k16(u) = β16
eu − q
1− q G
(−)(u),
k21(u) = β21G(−)(u), k25(u) = −β21
β16
β12
eu − q
1− q G
(−)(u),
k26(u) = −β15
q
euG(−)(u),
k51(u) = β21
q2β12
β15
G(−)(u), k52(u) = −β21
q2β12β16
β215
eu − q
1− q G
(−)(u),
k56(u) = −qβ12euG(−)(u),
k61(u) = β
2
21
q2β16
β215
eu − q
1− q G
(−)(u), k62(u) = −β21
qβ12
β15
euG(−)(u),
k65(u) = −qβ21euG(−)(u), (329)
where
G(−)(u) = 1
β16
(
1− q
eu − q
)
k16(u) and β21 =
β12β
2
15
qβ216
− 2
q2 − 1
β15
β16
. (330)
We point out that this type of solution has n− 1 free parameters for n > 3 and
follows the classification scheme presented in Section 4.2.
6.13 The D(2)2 Case
We get one 3-parameter general K-matrix for the D(2)2 model,
K−(u) =

k11 k12 k13 k14
k21 k22 k23 k24
k31 k32 k33 k34
k41 k42 k43 k44
 , (331)
whose entries k11, k44 and k22 = k33, k23, k32 are directly read from the odd n
solution by taking n = 1 into (140), (141) and (145), (146), (147), respectively,
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and expressed in the following form
k11(u) =
1
2
[2(e2u − q)(qβ2− + β2+) + (q + 1)(e2u + 1)(qβ2− − β2+)]k14(u)
β214
√
q(q + 1)(e2u + 1)2
+2
k14(u)
β14(e
2u − 1) ,
k44(u) =
1
2
[−2(e2u − q)(qβ2− + β2+) + (q + 1)(e2u + 1)(qβ2− − β2+)]e2uk14(u)
β214
√
q(q + 1)(e2u + 1)2
+2
e2uk14(u)
β14(e
2u − 1) ,
k22(u) = k33(u) = −1
2
(
qβ2− − β2+√
q(q + 1)
e2u + q
e2u + 1
+
4β14(e
2u − q)
(q − 1)(e2u − 1)
)
k14(u)
β214
,
k23(u) =
eu
e2u + 1
(
qβ2− + β
2
+√
q(e2u + 1)
eu − 2
√
qβ−β+
q + 1
)
k14(u)
β214
,
k32(u) =
eu
e2u + 1
(
qβ2− + β
2
+√
q(e2u + 1)
eu +
2
√
qβ−β+
q + 1
)
k14(u)
β214
, (332)
where β± = β12 ± β13.
Due to the indetermination of ∆l (125) when n = 1, we can replace ∆l into
(123) and (124) by ∆′l defined as
∆l → ∆′l =
q2 − 1
q2 − e2u
e2u
1 + e2u
1
β13(b
+
1 + b
−
1 )(b
+
4 + b
−
4 )
. (333)
This replacement implies that the equations (128)-(132) now hold for the
D(2)2 model up to a q-factor. The result is
k41(u) =
β221
β213
k14(u),
k12(u) =
euβ− + β+
β14(e
2u + 1)
k14(u), k13(u) =
−euβ− + β+
β14(e
2u + 1)
k14(u),
k21(u) =
β21
β13
k13(u), k31(u) =
β21
β13
k12(u),
k42(u) =
β21
β13
k34(u), k43(u) =
β21
β13
k24(u),
k24(u) =
1√
q
−qe−uβ− + β+
β14(e
2u + 1)
e2uk14(u),
k34(u) =
1√
q
qe−uβ− + β+
β14(e
2u + 1)
e2uk14(u), (334)
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where β21 is given by
β21 =
1
2
(q − 1)(qβ2− − β2+) + 4
√
q(q + 1)β14
(q2 − 1)β214
β13. (335)
Assigning the suitable normalization to the matrix element k14(u) as follows
k14(u) =
1
2
β14(e
2u − 1) (336)
we can find β11,
β11 = −
2
√
q
q + 1
β12β13
β14
, (337)
in order to obtain a regular solution with three free parameters, β12, β13 and
β14.
7 Conclusion
We have provided an unifying presentation of our calculations originally de-
scribed in the references [61], [62], [63], and [64]. After accomplishing a detailed
study of the boundary Yang-Baxter equations, we achieved the regular reflec-
tion K-matrices for the quantum R-matrices based on non-exceptional affine
Lie algebras A(1)n−1, B(1)n , C(1)n , D(1)n , A(2)2n , A(2)2n−1, and D(2)n+1 in the fundamental
representation. A list of the main results concerning the general and reduced
K-matrices is given below (models which we do not set out in the following list
have been designated as special cases):
• For A(1)n−1 models we have found two classes of general solutions for n ≥ 5:
the first class is given by n(n−1)2 K-matrices of type I with three free parameters
and n + 2 non-null matrix elements; the second family depends on whether n
is even or odd, featuring n solutions of type II with 2 +
[
n
2
]
free parameters
and 2n− 1 non-null entries for odd n, n2 K-matrices of type II with 2 + n2 free
parameters and 2n non-null matrix elements for even n, and n2 solutions of type
II with 1 + n2 free parameters and 2(n− 1) non-null entries for even n.
• For B(1)n models we have found two general solutions with n + 1 free pa-
rameters for n > 1, and one reduced solution with n free parameters for n ≥ 1.
• For C(1)n models we have found one general solution with n free parameters
for n > 2, one reduced solution with n−1 free parameters and 8n−6 null entries
depending on the parity of n for n > 3, and one reduced solution with one free
parameter for n > 3. Here we have concentrated on reduced K-matrices which
turn out to be new solutions rather than limit reductions of the general solution.
• For D(1)n models we have found one general solution with n free parameters
for n > 2, one reduced solution with n−1 free parameters and 8n−6 null entries
depending on the parity of n for n > 3, and one reduced solution with one free
parameter for n > 3. Again, the emphasis in the reduction procedure has been
laid on new K-matrices rather than on simple reductions of the general solution.
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• For A(2)2n models we have found two complex conjugate general solutions
with n+ 1 free parameters for n > 1, and one reduced solution with n+ 1 free
parameters which can be regarded as another type of general solution for n ≥ 1.
• For A(2)2n−1 models we have found two complex conjugate general solu-
tions with n free parameters for n > 2, and one reduced solution with one free
parameter for n > 3 featuring a new solution.
• For D(2)n+1 models we have found one general solution with n + 2 free
parameters for even n (n > 1), one general solution with n+ 2 free parameters
for odd n (n > 1), and two independent block diagonal reduced solutions with
one free parameter for any value of n.
The diagonal K-matrices and the special cases were presented as well as
discussed case-by-case in their respective sections. The following point is worth
mentioning about the C(1)n , D(1)n , and A(2)2n−1 diagonal solutions: after proceeding
to an appropriate choice of their free parameters, almost all diagonalK-matrices
degenerated into two classes of solutions, which have been identified by Batche-
lor et al. in [53]. Moreover, another remarkable fact to be noted is that the set
of D(1)n diagonal solutions contains the set of C(1)n diagonal solutions.
We point out that a closed expression for boundary reflection amplitudes
which is valid for affine Toda field theories related to all simple Lie algebras
has been constructed by Castro-Alvaredo and Fring [73] in the form of blocks
of hyperbolic functions and using an integral representation too.
Previously known non-diagonalK-matrices for the Uq(ĝln) case have recently
been recovered by Doikou through the Hecke algebraic approach [74], based
on the structural similarity between the defining relations of the affine Hecke
algebra and the reflection equation, which suggests that representations of the
Hecke algebra should provide solutions to the reflection equation. A natural
direction to be explored could be the identification of the representations of the
affine Hecke algebra that give rise to the general K-matrices presented in this
work.
In addition to the regularity property (15), the K-matrices satisfy the uni-
tarity condition, i.e. K−(u) ×K−(−u) ∼ 1. The crossing symmetry proposed
by Ghoshal and Zamolodchikov [60] and generalized by Hou et al. [75] is more
elaborate and involves the R-matrix as well.
The classification of reflection matrices, which is an interesting subject of
investigation in itself, is quite important in the quest for the Bethe ansatz for
open spin chains [76, 77, 78, 79, 80, 81, 82, 83, 84], whose construction is possible
for special relations among the boundary parameters, diagonal cases or q root
of unity once we are equipped with K±-matrices. The Bethe ansatz method
would allow us to study the physical properties of open spin chains. We believe
our algebraic approach and results will motivate further progress in the field of
integrable models with open boundaries.
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