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Abstract
Several aspects of the thermalisation process in non-Abelian gauge theories are investigated.
Both numerical simulations in the classical statistical approximation and analytical computations
in the framework of the two-particle-irreducible effective action are carried out and their results
are compared to each other. The physical quantities of central importance are the correlation
functions of the gauge field in Coulomb and temporal axial gauge as well as the gauge invariant
energy-momentum tensor.
Following a general introduction, the theoretical framework of the ensuing investigations is
outlined. In doing so, the range of validity of the employed approximation schemes is discussed
as well.
The first main part of the thesis is concerned with the early stage of the thermalisation process
where particular emphasis is on the roˆle of plasma instabilities. These investigations are relevant
to the phenomenological understanding of present heavy ion collision experiments. First, an
ensemble of initial conditions motivated by the “colour glass condensate” is developed which
captures characteristic properties of the plasma created in heavy ion collisions. Here, the strong
anisotropy and the large occupation numbers of low-momentum degrees of freedom are to be
highlighted. Numerical calculations demonstrate the occurrence of two kinds of instabilities.
Primary instabilities result from the specific initial conditions. Secondary instabilities are caused
by nonlinear fluctuation effects of the preceding primary instabilities. The time scale associated
with the instabilities is of order 1 fm/c. It is shown that the plasma instabilities isotropize the
initially strongly anisotropic ensemble in the domain of low momenta (. 1 GeV). Essential
results can be translated from the gauge group SU(2) to SU(3) by a simple rescaling procedure.
Finally, the roˆle of Nielsen-Olesen instabilities in an idealised setup is investigated.
In the second part, the quasi-stationary phase following the saturation of instabilities is stud-
ied. Numerical as well as analytical calculations show that the classical time evolution drives the
system towards a nonthermal fixed point which exhibits properties of turbulence. The fixed point
is characterised by power-law correlation functions of the gauge field. The determined exponents
4/3 and 5/3 are identical to those found in scalar field theories, which provides indication for
universality out of thermal equilibrium. Taking into account the quantum contributions in the an-
alytical approach it is demonstrated that the full quantum theory does not possess a nonthermal
fixed point at large momenta.
.
Zusammenfassung
Verschiedene Aspekte des Thermalisierungsprozesses in nicht-Abelschen Eichtheorien wer-
den untersucht. Es werden numerische Simulationen in der klassisch-statistischen Na¨herung wie
auch analytische Rechnungen im Rahmen der zwei-Teilchen-irreduziblen effektiven Wirkung
durchgefu¨hrt und deren Resultate miteinander verglichen. Die physikalischen Gro¨ßen von zen-
traler Bedeutung sind einerseits die Korrelationsfunktionen des Eichfeldes in Coulomb- und
temporal-axialer Eichung, sowie der eichinvariante Energie-Impuls-Tensor.
Im Anschluss an eine allgemeine Einleitung wird in einem Abschnitt das theoretische Rah-
menwerk der nachfolgenden Untersuchungen dargelegt. Dabei wird auch auf den Geltungsbe-
reich der verwendeten Approximationsschemata eingegangen.
Der erste Hauptteil der Arbeit bescha¨ftigt sich mit der fru¨hen Phase des Thermalisierungs-
prozesses und dabei insbesondere mit der Rolle von Plasma-Instabilita¨ten. Diese Untersuchun-
gen sind relevant fu¨r das phenomenologische Versta¨ndnis aktueller Schwerionenexperimente.
Zuna¨chst wird ein Ensemble von Anfangsbedingungen entwickelt, welches durch das “colour
glass condensate” motiviert ist und wesentliche Aspekte des in Schwerionenkollisionen erzeugten
Plasmas wiedergibt. Hierbei sind vor allem die starke Anisotropie sowie die hohe Besetzung
von Freiheitsgraden mit kleinen Impulsen hervorzuheben. Numerische Rechnungen zeigen das
Auftreten zweier Arten von Instabilita¨ten. Prima¨re Instabilita¨ten resultieren aus den spezifischen
Anfangsbedingungen. Sekunda¨re Instabilita¨ten werden durch nichtlineare Fluktuationseffekte
der vorangegangen prima¨ren Instabilita¨ten hervorgerufen. Die mit den Instabilita¨ten assoziierte
Zeitskala (inverse Wachstumsrate) ist von der Ordnung 1 fm/c. Es wird gezeigt, dass die Plasma-
Instabilita¨ten das anfangs stark anisotrope Ensemble im Bereich kleiner Impulse (. 1 GeV)
isotropisieren. Wesentliche Ergebnisse lassen sich durch einfaches Umskalieren von der Eich-
gruppe SU(2) zu SU(3) u¨bertragen. Schließlich wird die Rolle von Nielsen-Olesen- Instabilita¨ten
unter idealisierten Bedingungen untersucht.
Im zweiten Teil der Arbeit wird die sich an die Saturierung der Instabilita¨ten anschließende
quasi-stationa¨re Phase untersucht. Sowohl numerische als auch analytische Rechnungen zeigen,
dass die klassische Zeitentwicklung das System zu einem nicht-thermischen Fixpunkt treibt,
welcher Eigenschaften von Turbulenz aufweist. Der Fixpunkt wird durch Potenz-Spektren in den
Korrelationsfunktionen des Eichfeldes charakterisiert. Die gefundenen Exponenten 4/3 und 5/3
weisen dieselben Werte auf wie in skalaren Feldtheorien, was ein Indiz fu¨r Universalita¨t fernab
des thermischen Gleichgewichts ist. Durch Beru¨cksichtigung der Quantenterme im analytischen
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Today, an overwhelming amount of experimental data confirms the Standard Model as a valid
description of nature up to energy scales of the order of about 200 GeV. It is well-known that
there are observations (as for instance neutrino oscillations, indications for the existence of dark
matter and dark energy and the lack of a quantum theory of gravity) which clearly require that
the Standard Model be eventually superseded by a more complete theory. This constitutes one
of today’s big challenges to high energy theorists. At the same time, a challenge of equivalent
importance is posed by the vast number of phenomena lying within the realm of the Standard
Model that remain to be explained. Several of these open questions are related to the physics
of strong interactions, which is the force governing the structure of protons and neutrons and –
indirectly through residual interactions – also the properties of atomic nuclei. Another aspect of
Standard Model physics whose understanding cannot be considered satisfactory at present is the
topic of quantum fields out of thermal equilibrium. In contrast to field theory in thermal equilib-
rium or in vacuum there are many open issues that remain to be understood. The motivation for
this work arises from questions related to the strong interaction in out-of-equilibrium situations
and hence is essentially twofold. This will be outlined briefly in the following paragraphs.
The theory of the strong interaction in the Standard Model is Quantum Chromodynamics
(QCD) which has successfully been tested with high precision in collider experiments at high
energies ( 1 GeV). In this regime, the property of asymptotic freedom [83, 132] renders QCD
amenable to the methods of perturbation theory. The strong interaction is less well understood
at energy scales below approximately 1 GeV, though. One of the particularly demanding as-
pects of low-energy QCD is to understand the mechanism behind the experimentally observed
confinement of quarks and gluons. Related to this is the exploration of the thermodynamics of
3
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strongly interacting matter as temperature and density are varied. It has been established that
when increasing the temperature beyond 150 - 200 MeV/kB (∼ 2 · 1012 K) at zero baryon chem-
ical potential the properties of QCD matter are significantly altered in what is referred to as a
deconfinement transition1, ultimately resulting in a new state of matter called the quark gluon
plasma. The token problem in this field is to map out the location and the properties of the phase
boundaries in the QCD phase diagram, a popular conjecture of which is depicted in Fig. 1.1. It
represents what is currently known about equilibrium states of strongly interacting matter. Ex-
perimentally, this is tackled by heavy ion collision experiments. Such experiments have been
carried out in the past at CERN (SPS, “Super Proton Synchrotron”) and at Brookhaven National
Laboratory (RHIC, “Relativistic Heavy Ion Collider”). Matter under even more extreme con-
ditions will be produced at the LHC (“Large Hadron Collider”, CERN) and FAIR (“Facility
for Antiproton and Ion Research”, GSI) whose scientific operation will commence in the near
future. On the theory side, large scale computer simulations in the framework of lattice QCD
constitute the main tool to investigate the phase structure of QCD. The QCD phase transition is
also relevant for cosmology because the universe has undergone this transition about 10−6 − 10−5
seconds [104] after the big bang, as is also indicated in Fig. 1.1. As an aside, we mention that
there is compelling experimental evidence for the creation of a new state of matter with proper-
ties attributed to the quark gluon plasma today. For instance, the predicted suppression of heavy
quarkonia [110] has indeed been confirmed [54].
A crucial assumption underlying the conclusions drawn from the experimental efforts is that
the quark gluon plasma created in a heavy ion collision, as sketched in Fig. 1.2, reaches a state
sufficiently close to thermal equilibrium during its short life time of a few fm/c (∼ 10−23 seconds).
Only then equilibrium states of strongly interacting matter can be probed and predictions from
lattice QCD can be tested in a meaningful fashion. It is for this reason that the understanding of
non-equilibrium processes which can thermalise the plasma is indispensable for experimentally
verifying the conjectured structure of the QCD phase diagram.
In fact, several experimental findings have been reported which were originally interpreted
as evidence for thermalisation. For several years it was inferred from the success of hydrody-
namic computations in describing the pattern of elliptic flow that the plasma produced in heavy
ion collisions had to be close to thermal (See [85, 86] and references therein.). However, it has
recently become clear [17, 34, 35, 139] that hydrodynamics already works under far milder as-
sumptions than complete equilibration. There are even explicit indications that the medium that
has been observed at RHIC is incompletely equilibrated [47]. Thus the question of thermali-
1It has emerged from recent studies [14, 60] that this ‘transition’ is rather a smooth crossover at low baryon
chemical potential. See [54] for a review of the quark gluon plasma.
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Figure 1.1: The QCD phase diagram as suggested by current research. Confirming its struc-
ture and precisely locating the phase transition lines is the subject of ongoing research in both
experimental and theoretical physics. Figure taken from the GSI website (www.gsi.de).
sation of the quark gluon plasma has to be regarded as unresolved2. On the theory side, it has
not been possible yet to reproduce a thermalisation time of the order of 1 fm/c from full QCD,
at least in the weak coupling limit which is expected to be applicable at very high collision en-
ergies ( 1 GeV) due to asymptotic freedom. Some perturbative studies based on Boltzmann
equations in fact find very short thermalisation times [158]. Yet, perturbation theory might not
be applicable even at weak coupling if particle occupation numbers are sufficiently high. For
some years, the picture of the thermalisation process proposed by the “bottom-up scenario” [25]
was intensely discussed. However, this scenario turned out to be incomplete when the effects of
plasma instabilities where taken into account [16, 50].
The question of whether the quark gluon plasma produced in experiments at RHIC is weakly
or strongly coupled – two alternatives commonly referred to as wQGP and sQGP, respectively –
is also currently unanswered. It is hoped that the outcome of future experiments at the LHC will
resolve this puzzle because they will allow the creation of a plasma at far higher energy scales
where the asymptotically free limit should be better realised than at RHIC. Over the last decade,
the colour glass condensate (CGC, cf. [84, 87, 95, 96, 111] for instance) has intensively been
studied as a possible framework for non-equilibrium initial conditions in collider experiments.
It describes a classical ensemble of low-momentum gluons in a weakly coupled, yet nonpertur-
2Contrary to what applies to the initial plasma, there are strong indications that the hadronic matter in heavy ion
collision experiments after freeze-out is in a thermal state. Hadronic particle yields can be described very well by
statistical models based on the assumption of thermal equilibrium [13, 28, 54].
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(a) (b)
Figure 1.2: Schematic view of a relativistic heavy ion collision as observed in the laboratory
frame. (a) Two approaching heavy nuclei. Their nucleonic constituents are protons and neutrons
which are “colourless” (i.e. they have a zero net colour-charge). Due to Lorentz contraction, the
nuclei appear as flat, pancake shaped objects. (b) With some hadronic debris escaping, an out-
of-equilibrium quark gluon plasma is created. The plasma is represented by the yellow-shaded
region. Its constituents are deconfined quarks and gluons and they are subject to the strong
interaction. In this work we focus on the dynamics of the medium in the centre of the collision
indicated by the rectangular box. The parton momenta in the centre of the plasma are preferably
aligned perpendicular to the collision axis due to the geometry of the collision.
bative, limit. In summary, a big share of the research presented in this thesis is dedicated to the
investigation of the roˆle of plasma instabilities in the early stages of the thermalisation process
in a heavy ion collision.
The second motivation for this thesis is to contribute to the progress of non-equilibrium
quantum field theory. The generic task is to compute the time evolution of the density operator
ρ starting from an arbitrary initial density matrix ρ0. This problem can be cast into a functional
integral over a closed-time path, which is known as the Schwinger-Keldysh formalism [92,145].
The latter allows to directly compute the time evolution of Green functions. As in the case of
equilibrium or vacuum field theory, it is in general not possible to solve the equations analytically
and thus one has to stick to approximations. While there is a set of well-developed techniques
and approximation schemes for quantum field theory (QFT) in thermal equilibrium3, the situa-
tion is less satisfactory for non-equilibrium QFT. The latter is inherently more complicated than
its equilibrium counterpart, which is exemplified by the categorical failure of perturbation theory
(without resummation) due to secular terms in the evolution equations for the correlation func-
tions [31]. Monte Carlo methods based on importance sampling cannot be applied either because
the real-time functional integral intrinsically features a complex probability amplitude, which is
a particularly difficult example of the sign problem. Regarding the field content of the Standard
3This is understood to include vacuum quantum fields in the limit of vanishing temperature and density.
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Model the situation is such that methods for scalar and spinor fields out of equilibrium are better
developed than for gauge theories, especially non-Abelian ones. The non-equilibrium time evo-
lution of the latter keeps posing serious challenges to theorists and this will be the second piece
of motivation for the work at hand.
Over the last ten years important progress has been achieved in the field of non-equilibri-
um quantum field theory owing to nPI effective action techniques4 (also known as Φ- derivable
approximation). These methods avoid the difficulties caused by secular terms which are encoun-
tered in perturbation theory because they imply a resummation of Green functions up to infinite
order in the coupling constant of the theory under investigation. Furthermore, they allow for non-
perturbative methods such as 1/N expansions and corresponding numerical computations. nPI
techniques were applied with great success to study systems of scalar and fermionic particles [6,
24,29,32,36,40] and – with certain restrictions – also to gauge fields [22,30,56,135–138,143]. A
number of very diverse physical systems has been studied in the nPI effective action approach in-
cluding early universe cosmology [23,44,81,150], electromagnetic plasmas [12,57,58], and the
out-of-equilibrium behaviour of cold atomic gases [37, 53, 78, 79]. Recent works employing nPI
effective actions have yielded exciting insights into the physics of non-thermal stationary states
suggesting that these display universality akin to (continuous) equilibrium phase transitions [39].
Of course, there are also other approximation schemes to study the out-of-equilibrium time
evolution of quantum fields. Mean-field methods [62–64, 67] are plagued by an infinite number
of unphysical conserved quantities [31]. Hence they can only be employed to a very restricted
set of problems. Over the past few years very promising progress has been made in the field of
stochastic quantisation which could turn out to be a way to overcome the sign problem encoun-
tered in both real-time QFT and QCD at non-zero chemical potential [1, 2, 8, 33, 45, 46].
For quantum systems featuring high occupation numbers it has been shown [31, 37, 87, 96]
that the time evolution of an initial ensemble in the quantum theory can be computed with high
precision from the classical approximation. The latter can be applied in several ways. The most
common approach is to sample field configurations from the initial density operator and to sub-
sequently evolve these forward in time by solving the classical field equations. This method
can be used firstly to study those systems which are not amenable to nPI- effective action tech-
niques. Secondly, it allows to test and benchmark other methods (See [3, 5, 6] for examples.).
The classical approximation has extensively been employed for gauge theories in the context of
sphaleron transitions in the early universe [9–11, 82, 116, 119], electroweak tachyonic preheat-
ing [118, 146, 148, 152] and recently also to study the properties of heavy quarks in a thermal
medium [99–101]. Given that a quantum system will always evolve towards quantum thermal
4These methods were originally proposed for equilibrium field theory in [27, 68, 90]. See [31, 55] for reviews
about their application to out-of-equilibrium field theory.
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equilibrium (featuring quantum statistical distribution functions) it is obvious that the classical
approximation cannot approximate the entire time evolution. Its validity is limited to those stages
of the thermalisation process that are governed by high occupation numbers per mode.
From these two motivations, the objective of this work is to study the time evolution of
an initial ensemble of non-Abelian gauge fields out of equilibrium. Using initial conditions that
establish contact to heavy ion collision experiments we study processes that drive the quark gluon
plasma towards an equilibrium state. The central question in this context is to understand what
mechanisms are behind the applicability of hydrodynamical computations. At the same time, we
want to compare and benchmark results obtained by employing different approaches in order to
contribute to the more formal aspects of non-equilibrium gauge fields.
1.2 Outline of this work
In this thesis we make use of both the classical approximation as well as 2PI resummation tech-
niques to study the real-time dynamics of non-Abelian gauge fields. These approaches are ap-
plied to investigate the physics of plasma instabilities and of non-thermal fixed points (quasi-
stationary states).
In the first part of this work, we numerically investigate plasma instabilities (i.e. exponen-
tially growing modes of the classical fields) in non-Abelian gauge theories and their impact on
the thermalisation process. Plasma instabilities are a well-known feature of electrodynamic plas-
mas which are described by Abelian gauge theories. There exist several kinds of instabilities
amongst which the Weibel- or two-stream instability [154] is the most relevant one in the context
of this work. This kind of instability occurs if the momentum distribution of the plasma’s charge
carriers is anisotropic. The QCD analogue of this instability is known as the chromo-Weibel
instability [120]. Aside from those instabilities, which are common to Abelian and non-Abelian
gauge theories, there are also instabilities in the non-Abelian gauge theory which do not possess
an Abelian counterpart and are thus genuinely non-Abelian in nature. An example for this is the
Nielsen-Olesen instability [59, 129, 147, 151] which occurs in homogeneous chromo-magnetic
fields.
In the context of heavy ion collisions, plasma instabilities have been conjectured to play a
roˆle in the early-time dynamics of the quark gluon plasma produced in heavy ion collisions.
More specifically, they have been suggested as the mechanism that quickly drives the initial,
highly anisotropic system of mainly gluonic degrees of freedom towards an isotropic state [17,
74–76, 121–125]. The central question here is to compute the characteristic time scale (inverse
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growth rate) of these instabilities and check if it is short enough to enable these instabilities to
have a significant impact before the onset of the hydrodynamic regime. The challenge posed by
experiment is to explain isotropization within a time span of 1 to 2 fm/c. Moreover, it is important
to study the phenomenology of these instabilities (for instance, which degrees of freedom are the
most strongly affected ones) and to make predictions that can be verified in collider experiments.
The second part of this work focuses on nonthermal fixed points. These quasi-stationary
states are typically characterised by power-law spectra and have recently attracted a lot of in-
terest [18, 19, 39, 41, 73, 112, 113, 126, 159]. In fact, two kinds of phenomena falling into this
category have to be distinguished [39]. First, there are power-law solutions in the limit of van-
ishing momentum (“infrared”) which are non-equilibrium generalisations of the familiar critical
phenomena in thermal equilibrium featuring strongly enhanced, long range correlations. Sec-
ond, there are quasi-stationary solutions manifesting themselves by power-law spectra in the
UV5 which are reminiscent of Kolmogorov wave turbulence. Although an investigation of non-
equilibrium critical phenomena in QCD is certainly a very interesting and promising project we
will not consider this class of fixed points here in much detail. Instead, we will study the turbulent
regime. This we accomplish by comparing the results of numerical simulations to predictions
from the 2PI scheme in both the classical limit and the full quantum theory. The investigation
of turbulence in the classical theory is interesting in itself. Classical non-Abelian gauge theory
with its inherently nonlinear field equations (Yang-Mills equations) has been known to feature
turbulence and chaotic dynamics for about two decades [77,127,128,156,157]. Apart from that,
it turns out to be an excellent test case for comparing the results from numerical simulations of
the classical-statistical theory to 2PI calculations carried out in the classical limit as well as the
full quantum theory. This could also serve to test the proposition of far-from-equilibrium uni-
versality when compared to results in scalar theories. Moreover, it would be desirable to carry
out comparisons of the classical approximation with other approximation schemes (e.g. Hartree,
1PI) as studied in the case of scalar theories in [4, 5, 52].
The outline of this thesis is as follows. In Chapter 2 we briefly review the theoretical back-
ground and the numerical techniques that will subsequently be applied. This also serves to fix
the notation and to define various quantities of relevance throughout this work.
Chapter 3 is concerned with the numerical study of plasma instabilities in the pure SU(2)
gauge theory. We propose a set of initial conditions that capture the physics of heavy ion col-
5In agreement with the customary use in the literature, the expressions “infrared” (IR) and “ultraviolet” (UV)
are frequently used in this thesis as synonyms for low and high momenta, respectively. Besides analogy, there is no
relation to the corresponding parts of the electromagnetic spectrum.
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lisions in Section 3.1. Employing these initial conditions in classical-statistical simulations we
have confirmed the occurrence of instabilities in an anisotropic, purely gluonic medium. There
are two kinds of instabilities. Primary instabilities originate from the particular initial conditions
under consideration while secondary instabilities are induced by nonlinear effects of the primary
ones. Furthermore, we compute instability growth rates as a function of spatial momentum. The
time scale associated with the plasma instabilities is found to be of order 1 fm/c for realistic
choices of the lattice parameters. We find that plasma instabilities drive the field configurations
towards an isotropic state. This effect is most pronounced in the modes of long wavelength. For
sufficiently low momenta . 1 GeV, an isotropic state is reached by virtue of the instabilities.
Higher momentum degrees of freedom do not completely isotropize before the instabilities sat-
urate. All of these findings are presented in Section 3.2. In the ensuing Section 3.3 we show
that the results obtained for SU(2) gauge theory can to a big extent be extrapolated to SU(3)
in a controlled way. Section 3.4 investigates the question whether the instabilities arising from
our initial conditions are of chromo-Weibel or Nielsen-Olesen type. To that end, we numerically
study homogeneous magnetic fields in order to investigate the growth rates of Nielsen-Olesen
instabilities. It is found that their growth rates can be significantly higher than those of the in-
stabilities arising from the initial conditions employed in the previous analysis. Moreover, we
estimate what is the maximum possible growth rate under realistic assumptions for heavy ion
collisions. The latter is of particular relevance to draw conclusions about the experiments carried
out at present and future accelerator facilities. Section 3.5 is entirely devoted to the discussion
of this issue.
The topic of Chapter 4 is the investigation of turbulence-like, nonthermal fixed points. In
Section 4.1, we find power laws in numerical computations of equal-time correlation functions
and determine their exponent κ. The latter turns out to be in excellent agreement with the value
κ = 4/3. Subsequently, an analytic calculation up to three-loop order in the 2PI effective action is
carried out in Section 4.2. In the classical limit, solutions for the propagators are found that fea-
ture power-law spectra admitting the exponents κ = 4/3 and κ = 5/3. These values are identical
to the spectral indices found in scalar field theories and hence these findings provide evidence for
the notion of universality far from thermal equilibrium. It is also shown in Section 4.2 that the
scaling solutions are purely classical, i.e. they are not present in the full quantum theory. Finally,
we briefly discuss what can be expected to happen in the IR in Section 4.3.
The appendices contain a summary of the notation and conventions used in the main body of
the text, a section on the numerical stability of our simulations and a collection of results from
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equilibrium simulations.
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Chapter 2
Theoretical background
This chapter sets the stage for the ensuing study of non-Abelian gauge theories out of thermal
equilibrium. In Section 2.1, the formulation of QCD and Yang-Mills theory is briefly reviewed.
Section 2.2 summarises the relevant formal aspects of non-equilibrium quantum field theory.
In section 2.3, we describe how Yang-Mills theory can be discretised in a way that allows for
numerical simulation in real time.
2.1 A brief summary of QCD and pure Yang-Mills theory
In this Section we summarise some basic facts about QCD and pure Yang-Mills theories from
standard textbooks [88, 114, 130, 144, 155].
Quantum chromodynamics (QCD) is a non-Abelian gauge theory on Minkowski- spacetime
with six kinds of fermions which are referred to as quarks. The quantum number allowing to
distinguish the quark species is called “flavour”. Besides flavour, each quark carries a charge
under the fundamental representation of the gauge group SU(3) which can take three different
values (“colours”). The forces between the fundamental fermions are mediated by the exchange
of gluons which are massless spin-1 particles. Contrary to Abelian gauge theories like quan-
tum electrodynamics (QED), the exchange bosons carry a colour charge as well (more precisely,
a charge which transforms under the adjoint rather than the fundamental representation of the
gauge group) and hence interact with each other. This gives rise to a vast number of new phe-
nomena which are not encountered in QED.
To keep the discussion sufficiently general we will generalise to an arbitrary SU(N)- gauge
group with integer N ≥ 2 keeping in mind that the physically relevant case of QCD is N = 3. The
gauge fields Aµ then define a covariant derivative Dµ whose action on a field φ in the fundamental
13
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representation is defined through
Dµφ = ∂µφ − igAµφ . (2.1)
It is always possible to choose local coordinates and a local co-moving frame allowing for a
decomposition of the fermion fields Ψ f (with f denoting the flavour index) and the gauge fields
Aµ in terms of expansion coefficients ψaf (x) and A
a
µ(x). The colour index a runs from 1 to N
for the fermions in the fundamental representation and from 1 to N2 − 1 for the gauge bosons.
A gauge transformation is a change of the basis in the bundle space which is described by an
SU(N)- valued function G(x). It has the following effects on the fermion fields and the gauge
fields:
ψ(x) 7→ ψ′(x) = G(x)ψ(x)




Here g is the coupling constant. Writing A = Aµdxµ, the transformation of A in Eq. (2.2) amounts
to
Aµ(x) 7→ A′µ(x) = G(x)Aµ(x)G†(x) +
i
g
(∂µG(x))G†(x) = G(x)Aµ(x)G†(x) − igG(x)∂µG
†(x) (2.3)
for the matrix-valued fields Aµ. The gauge fields can be decomposed further in a basis of the
SU(N) Lie algebra1 according to
Aµ = Abµ λ
b (2.4)
where the generators λb are normalised such that Tr(λaλb) = δab/2 and a, b ∈ {1, ...,N2 − 1}. For
SU(2)- gauge theory, λb = σb/2 where σb denotes the Pauli matrices with b ∈ {1, 2, 3}.
Generalising the familiar electric and magnetic fields from electrodynamics one is led to
the definition of the matrix-valued field strength 2 Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν], whose local
coordinate expression reads
F aµν = ∂µAaν − ∂νAaµ + g f abcAbµAcν (2.5)
employing the anti-symmetric SU(N) structure constants f abc. For SU(2), f abc is given by the
Levi-Civita tensor abc. Under gauge transformations (2.2) the field strength transforms accord-
ing to
Fµν 7→ F ′µν = U(x)FµνU†(x) . (2.6)
1Strictly speaking, the Lie algebra is spanned by the matrices i λb.
2We denote the field strength by the symbol F rather than F. The latter is reserved for the statistical propagator
defined in Eq. (2.22).
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The decomposition of the field strength is analogous to the one of the gauge field and reads
Fµν = F aµνλa. Electric and magnetic fields can be identified in the same fashion as in electrody-
namics [89]. Note though that these are not gauge invariant in the non-Abelian theory but rather
transform like a linear map as implied by Eq. (2.6). This implies however that traces of products
of products of the field strength are gauge invariant. This is of significance for the definition of a
gauge-invariant Lagrangian, which we now turn to.
Employing Feynman’s slash notation D6 ≡ γµDµ, the Lagrangian density of QCD [130, 155]
is given by
LQCD(ψ(x), ψ¯(x), A(x)) = −12Tr
(Fµν(x)F µν(x)) + ∑
f
ψ¯ f (x)(iD6 −m f )ψ f (x) . (2.7)
When quantising gauge theories in the framework of the Faddeev-Popov method it turns out that
one has to include certain gauge fixing terms. Since this is not of direct relevance to the remain-
der of this work we will omit these in what follows.
Because the exchange bosons are charged under the adjoint representation of the gauge group
they interact with each other. Plugging in Eq. (2.5) into Eq. (2.7) one immediately sees that these
intercations arise from cubic and quartic terms in the gauge field. Therefore, a non-Abelian gauge
theory without any matter fields already constitutes an interacting theory which deserves being
studied itself. Keeping only gluonic degrees of freedom, the above Lagrangian (2.7) reduces to
LYM(A(x)) = − 12Tr
(Fµν(x)F µν(x)) = − 14F aµνF aµν , (2.8)
which is commonly referred to as pure Yang-Mills theory. By construction, both LQCD and LYM





with L representing either of the Lagrangians (2.7) or (2.8).
We will focus on the pure Yang-Mills theory defined through Eq. (2.8) in the remainder
of this work for several reasons. Firstly, the out-of-equilibrium plasma created in a heavy ion
collision is expected to be dominated by gluonic degrees of freedom, as will be outlined in Sec-
tion 3.1. Bosonic occupation numbers are typically large and thus their effect should dominate
over those of the fermions whose occupation numbers are bounded by the Pauli-exclusion prin-
ciple. It was found in the context of scalar theories that including fermions does not significantly
affect the thermalisation process of the bosons, at least at weak couplings [40]. Second, numer-
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ical simulations including fermions are far more demanding in terms of computing resources.
Finally, it is natural to study the slightly less complicated theory first before tackling full QCD.
This will help to disentangle the effects of fermions from the gauge field dynamics in possible
later studies.
Apart from neglecting the quark fields, we will make the simplification of using SU(2) as a
gauge group rather than the physical SU(3) in most of the work. It has been checked that there
are no qualitative differences in many of the results of later chapters [38, 80]. This issue will be
discussed in detail in Section 3.3.
We close this short review of non-Abelian gauge theories with a discussion of the classical
field equations. They can be derived from (2.7) or (2.8) by applying the Euler-Lagrange equations
in a straightforward way. Doing so, one obtains the Yang-Mills equations
DµF aµν = ∂µF aµν + g f abcAbµF cµν = Jaν . (2.10)
In the case of full QCD (2.7) the current on the right hand side of the field equation reads
Jνa = ψ¯γνλaψ, while it vanishes in pure Yang-Mills theory (2.8). In the latter case, the field
equations (2.10) can be cast into the form
∂µ∂
µAaν − ∂µ∂νAaµ + g f abcAbµ
(
∂µAcν − ∂νAcµ + g f cdeAdµAeν
)
= 0 (2.11)
on the level of the gauge fields. This is set of nonlinear, coupled partial differential equations
for the 4 (N2 − 1) components Aaµ of the gauge field. For g = 0, it reduces to a set of uncoupled
Maxwell equations familiar from classical electrodynamics.
Because F00 = 0 due to anti-symmetry in the Lorentz indices the equation for ν = 0 is a
non-dynamical constraint:
∂ jF a j0 + g f abcAbjF c j0 = Ja0 . (2.12)
This is known as the Gauss constraint and reduces to the familiar Gauss’s law of electrodynam-
ics [89] in the Abelian case g = 0. It can be shown easily that the dynamical field equations
(i.e. Eq. (2.11) for µ = 1, 2, 3)) imply the conservation of the left hand side of Eq. (2.12) in
time [88, 155]. Therefore, the Gauss constraint is fulfilled at all times if it is satisfied at an
arbitrary instant of time. It can also be written as
C(x) := D jEaj (x) = 0 . (2.13)
Obviously, the stationary points (and hence the solutions to the field equations) of the action
computed by integrating (2.8) cannot be unique because the integrand is invariant under gauge
transformations (2.3). In order to render the solution unique the system of partial differential
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equations (2.11) has to be augmented by a gauge condition. In this work, we will mainly employ
two gauges3, namely the temporal axial gauge (also known as Weyl gauge) defined by
A0 = 0 (2.14)
and the Coulomb gauge whose defining equation is
∇ · A =
∑
j
∂ jA j = 0 . (2.15)
The temporal axial gauge is particularly convenient for a numerical treatment of the Yang-Mills
equations. The Coulomb gauge on the other hand is a physical gauge in the sense that its spatial
components are transverse, as can be seen by Fourier transforming the gauge condition (2.15) to
momentum space.
2.2 Non-equilibrium quantum field theory
In this section we will briefly summarise the prerequisites from non-equilibrium quantum field
theory that are relevant for this work. We refer to [31, 55, 90, 104] for further details.
In a general quantum theory governed by a Hamiltonian H, the central object of statistical
physics is the density operator ρ that is also referred to as density matrix. In the Schro¨dinger





This time derivative vanishes if H and ρ commute, meaning that ρ describes a stationary en-
semble. If ρ is known, ensemble averages of a physical observable O can be computed via
〈O〉 = Tr (ρO). The formulation of classical statistical physics proceeds in a completely anal-
ogous way. The main differences are that the density operator is replaced by a corresponding
phase-space density function and the Liouville equation replaces the von Neumann equation.
Equilibrium statistical mechanics is based on the postulate that the equilibrium density op-
erator is the one that maximises the Gibbs entropy S = −kBTr (ρ ln ρ). Here, kB is Boltzmann’s
constant and the logarithm of the density operator is defined through the series expansion of the
logarithm. The maximisation has to be carried out under the constraint Tr (ρ) = 1 and possible
3In fact, the below equations still do not entirely fix the ambiguity in the gauge field. The temporal axial gauge
allows for further time-independent gauge transformations while Coulomb gauge suffers from the problem of Gribov
copies [155].
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further constraints that are suitable to enforce the boundary conditions of the specific ensemble
under consideration.
The central problem of non-equilibrium statistical physics is to solve Eq. (2.16) for a given
initial density matrix ρ0. A typical question of interest is then to study how long it takes the
ensemble to thermalise or how long relaxation to equilibrium takes in case of a small deviation
from thermal equilibrium (The latter question can even be dealt with in terms of the equilibrium
formalism by means of the linear response approximation [104].).
In non-equilibrium quantum field theory it turns out that it is more suitable for many purposes
to rephrase the initial value problem of the von Neumann equation (2.16) in terms of a path





















from which correlation functions can be computed by functional differentiation with respect to
the source terms J and R. ρ0 is the initial density matrix. The fields appearing in the functional
integral are evaluated along a closed time path (Schwinger-Keldysh contour) where the time
ordering is such that times on the backward contour are regarded as later than any instant of time
on the forward contour and the ordering on the backward contour is anti-chronological in the
values of x0 or y0, respectively. Functionally differentiating Eq. (2.17) with respect to J or R then
yields correlation functions which are time-ordered in terms of the contour parameter. The time-
ordering operation along the contour will be denoted by T . In complete analogy to quantum field
theory in vacuum or equilibrium, the generating functional for connected correlation functions
W[J,R, ρ0] is defined from Z through
Z ≡ exp (iW) . (2.18)
The field expectation value is given as a functional derivative w. r. t. to J according to




For the purposes of this work, the expectation values of all gauge field componentsAbµ = 〈Abµ〉 are
4Lorentz- and colour indices are omitted here for the sake of brevity. For QCD or pure Yang-Mills theory the
action S [A] in this integral will be the spacetime integral of either (2.7) or (2.8) supplemented by adequate gauge
fixing terms.
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assumed vanish because we do not consider gauge theories with spontaneous symmetry breaking.
Therefore, none of the effective actions depends on A in the following. The full, connected
propagator is defined as




where the terms containingA are assumed to be zero in the following, as outlined before.
The 2PI effective action Γ2PI is defined as the two-particle irreducible contribution to the
Legendre transform Γ of W










R(y, x) . (2.21)
Diagrammatically, Γ2PI is the sum of all closed diagrams that cannot be separated in two disjoint
pieces by cutting two propagator lines. The propagator lines appearing in the diagrams for Γ2PI
represent the full, resummed propagators which contain contributions up to infinite order in the
gauge coupling g. By omitting the dependence of Γ and Γ2PI on the ghost propagator we have
tacitly assumed that we will use a ghost-free gauge (such as axial gauges) or have some other
justification to neglect the ghosts in the following.
The time-ordered propagator (2.20) can be decomposed into two, generally independent
functions. It has proven especially useful to decompose it into a symmetric and an anti-symmetric




〈 {Aaµ(x), Abν(y)} 〉 . (2.22)
The anti-symmetric part is referred to as the spectral function5 and reads
ρabµν(x, y) = i〈 [Aaµ(x), Abν(y)] 〉 . (2.23)
It contains information about the accessible states of the theory while the statistical function is
related to the occupation number of those states, at least in the limit of weak coupling. In thermal
equilibrium Fabµν and ρ
ab
µν are related by virtue of the Kubo-Marin-Schwinger condition [98, 108]
(fluctuation-dissipation relation) and thus there is only one independent correlation function.
This does not hold in a generic non-equilibrium situation, though. Therefore, the statistical
propagator and the spectral function will be considered as completely independent functions in
the remainder. The time-ordered propagator (2.20) can be represented in terms of the spectral
5Note that some authors, e.g. [49, 55], prefer to define the spectral function without the factor i.
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and statistical function as6





sign(x0 − y0) ρabµν(x, y) . (2.24)
Furthermore, we recall the definitions of the advanced and retarded propagators
G(A) abµν (x, y) := −i Θ(y0 − x0)〈 [Aaµ(x), Abν(y)] 〉 (2.25)
G(R) abµν (x, y) := i Θ(x
0 − y0)〈 [Aaµ(x), Abν(y)] 〉 . (2.26)
The full propagator is related to the free propagator G0(x, y) and the gluon self-energy Π through
the Dyson-Schwinger equation G−1 = G−10 − Π. The self-energy can be computed from the 2PI
effective action by functional differentiation with respect to the full propagator according to
Π
µν




Separating off a local contribution proportional to δ(4)(x− y) (An example for such a contribution
is given by the thermal tadpole mass.), the non-local part of the self-energy can be split up into a
symmetric and an anti-symmetric term in a similar way as the propagator
Π
µν
ab(x, y) = −iΠ(0)δ(4)(x − y) + Πµν(F) ab(x − y) −
i
2
sign(x0 − y0) Πµν(ρ) ab(x, y) . (2.28)
Starting from the Dyson-Schwinger equation one can derive evolution equations for the statistical
and spectral functions which represent a set of coupled integro-differential equations for the
spectral function and the statistical propagator [30, 31].
From the behaviour of the running coupling in QCD (and also pure Yang-Mills theory) it
is clear that low energy phenomena are not amenable to a perturbative treatment. Perturbation
theory also breaks down computations of thermodynamic quantities in gauge theories in equilib-
rium [105]. It is known that the applicability of perturbative methods in non-equilibrium physics
is severely limited due to secular terms in the evolution equations of the Green functions [31].
Thus a non-perturbative approach, such as the classical-statistical approximation, is obviously
required to investigate non-Abelian gauge theories out of thermal equilibrium.
As mentioned in the Introduction, the time evolution of a quantum-statistical system can be
approximated classically, which we now discuss in more detail. For a system which is invariant
under spatial translations all Green functions only depend on the displacement x−y and thus one
6When using the closed-time path effective action the sign- function appearing in (2.24) has to be understood in
the way that all times on the backward contour are later than the forward contour.
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can compute the Fourier transforms with respect to the latter. One can show that
|F(x0, y0,p)F(x0, y0,q)|  3
4
|ρ(x0, y0,p)ρ(x0, y0,q)| (2.29)
serves as a sufficient criterion for the applicability of the classical-statistical approximation [3,
31]. Eq. (2.29) is known as the classicality condition which has to hold for arbitrary times x0, y0
and for all spatial momenta p,q. Neglecting contributions of spectral functions whenever they
appear in combinations of the form FF ± ρρ one obtains the same evolution equations as for a
classical-statistical system [3, 31, 37, 48, 66, 109, 131]. Hence one can approximate the quantum
time evolution by solving classical field equations; quantum physics still enters through the initial
conditions. Given that the statistical propagator (2.22) can be related to mode occupation number
in many situations [31] and that the spectral function (2.23) is typically of order one in natural
units, the classicality condition demands that occupation numbers be large compared to one7.
Note however that Eq. (2.29) does not require to make use of the notion of particle numbers.
This is advantageous in situations where the definition of a particle number is ambiguous.
The propagators computed in the classical approximation receive contributions up to infinite
order in the gauge coupling g. Hence the classical approximation is a nonperturbative approxi-
mation scheme, as required for the purposes of this work.
2.3 Real-time lattice simulations
In order to apply the classical approximation to a non-Abelian gauge theory we need a method
to numerically solve the Yang-Mills equations (2.11). Although this can be done directly8 in
terms of Abµ it turns out that the most adequate way to implement numerical simulations is to
employ a discretisation as in standard lattice QCD [69,114,144]. We will follow the Lagrangian
approach [9] which - in temporal axial gauge (2.14) - can be shown to be equivalent to the
Hamiltonian scheme [93] with discretised time. We refer to [9, 11, 116–118] for further details
of the numerical implementation.
The discretisation of Yang-Mills theory as defined by the Lagrangian density (2.8) proceeds
along similar lines as in the vacuum or in thermal equilibrium. For obvious reasons it is not
possible to analytically continue the fields to imaginary times so that the discretisation needs to
be done in Minkowski spacetime. As usual, we consider points x on a hyper-cubic lattice. The
points of the discrete spacetime are separated from each other by a distance as in spatial direc-
tions and at in the temporal direction. In order to ensure numerical stability [133] we always use
at/as  1. For a given point x, the neighbours in spatial and temporal directions are denoted by
7An instructive discussion of this can be found in [87].
8Examples are provided in [77, 156, 157].
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x+ jˆ and x+ tˆ, respectively. We will frequently employ the notation x ≡ (x0, x) ≡ (t, x) in order to
separate temporal and spatial coordinates. Analogously, k,p,q, ... will denote spatial momenta
resulting from Fourier transforming w. r. t. spatial coordinates. We use periodic boundary condi-
tions in numerical computations but this is not of direct relevance at this point. Greek indices are
understood to take values in 0, 1, 2, 3 where 0 represents the time coordinate. Correspondingly,
lower case Latin indices run over 1, 2, 3 and represent the spatial coordinates x, y, z, respectively.
In lattice gauge theory the hermitian gauge fields Aµ(x) are expressed in terms of link vari-
ables Uµ(x) ∈ SU(N) by virtue of the following relation:






where aµ stands for either the spatial or temporal lattice spacing, depending on the value of
µ. This definition is an approximation to the path-ordered, straight Wilson line P exp(ig ∫ y
x
A)
connecting adjacent lattice points x and y. The relation becomes exact in the limit of vanishing
lattice spacings (the naive continuum limit) aµ → 0. It is assumed throughout this work that the
lattice spacing is sufficiently small for this approximation to be valid.
A continuum gauge transformation as defined in Eq. (2.2) acts on the links according to
Uµ(x) 7→ G(x)Uµ(x)G†(x + µˆ) . (2.31)
Thus it is obvious that gauge-invariant quantities can be constructed by taking the trace of prod-
ucts of link variables around a closed loop. The smallest such product is the plaquette which is
defined as
Uµν(x) := Uµ(x)Uν(x + µˆ)U†µ(x + νˆ)U
†
ν (x) . (2.32)
The plaquette is related to the field strength according to9
Uµν(x) = exp(igaµaν(Fµν(x) + O(as))) . (2.33)
Using plaquettes a gauge-invariant lattice action approximating the integral over (2.8) is given































for SU(N)- Yang-Mills theory. Note the relative minus sign between the kinetic and potential en-
ergy term in Eq. (2.34). This differs from the familiar expression in equilibrium studies because
9When estimating the discretisation error in Eq. (2.33) we assume that the ratio at/as is kept fixed.
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we need to consider the action in Minkowski rather than Euclidean spacetime for the present
objective of real-time computations. For SU(2) lattice gauge theory the trace of all plaquettes


























in this particular case.
The structure of many equations can be rendered more instructive introducing electric and
magnetic fields. In the continuum, the latter can be read off from the field strength tensor as
in electrodynamics [89]. In order to establish the notion of electric and magnetic fields on the
lattice, one can start from the relation (2.33) between the plaquette and the fields strengths and




Tr(σaUµν(x)) + O(aµ) (2.36)








 jklF kl(x) = i2ga2s
 jklTr(σaUkl(x)) .
(2.37)
The gauge invariant quantities Tr(E2) and Tr(B2) can be computed directly from a plaquette’s
trace as used in the lattice action (2.34).
Having introduced these pieces of notation, we follow [9] to derive the equations of motion
for the discretised theory defined through Eq. (2.35). We specialise to SU(2) Yang-Mills theory
but apart from using particular properties of SU(2)- matrices the procedure is completely analo-
gous for higher N [38, 80]. Before we commence the derivation, we fix the gauge by requiring
that the gauge field satisfy the temporal axial gauge condition
A0 ≡ 0 , (2.38)
which implies
U0 ≡ 1 (2.39)
in the lattice formulation by virtue of Eq. (2.30). The lattice action (2.35) can be varied w. r. t. to a
10This can be seen easily from the decomposition Eq. (B.3) in the Appendix B.
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spatial link U j(x) by making the replacement U j(x) 7→ (1+ iσa)U j(x) (this implies the variation





then yields the equation of motion
Eaj (x) = E
a






Tr(σaU j(x)Uk(x + jˆ)U
†





k (x + jˆ − kˆ)U†j (x − kˆ)Uk(x − kˆ))
]






Tr(σaU jk(x)) + Tr(σaU j(−k)(x))
] (2.41)
where we have identified electric fields using Eq. (2.37). Provided a configuration of links on a
spatial time-slice and electric fields at time t − at, one can propagate the electric field forward in
time by one unit of at. Applying Eq. (2.33) to a plaquette with time-like links gives
U0 j(t, x) = exp(igatasE j(t, x)) = U j(t + at, x)U†j (t, x) (2.42)
in temporal axial gauge. Multiplying the latter identity from the right by U†j (t, x) and employing
the common representation of SU(2) matrices in Eq. (B.3), the link variables at the subsequent
time-slice can be computed according to11





Tr(E j(t, x) · E j(t, x)) 1 + igatasEaj (t, x)
σa
2
 U j(t, x) . (2.43)
In deriving Eq. (2.43) we have tacitly opted to take the positive root appearing in (B.4). This is
justified if the lattice spacing is sufficiently small to ensure that one is in the proximity of the
continuum limit, which in turn implies that all link variables lie in the vicinity of 1 ∈ SU(2).
Varying the action (2.34) with respect to a temporal link (The variation is not constrained by
11Note that there is no approximation involved here in the computation of U0 j(t, x). Computing the electric fields
from Eq. (2.37) in fact yields the expansion coefficients of the plaquette according to the decomposition (B.3). In
Eq. (2.43) we do nothing but rebuilding the plaquette from those coefficients. The symbol E should be understood
to denote the ’logarithm’ of the plaquette in this context which coincides with the electric field at leading order in
the lattice spacing, as stated in (2.37). Also note that there is no summation over the index j in Eq. (2.43).
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σaU†j (x − jˆ)U0 j(x − jˆ)U j(x − jˆ)
)]
= 0 (2.44)
which hold for all x and a. Eq. (2.44) is the discretised version of the Gauss constraint (2.12)
in temporal axial gauge. Physically meaningful initial conditions need to satisfy (2.44). Despite
being exactly conserved in the continuum theory, the Gauss constraint (2.44) will be violated
during the course of a numerical simulation due to rounding and discretisation errors. The mag-
nitude of these departures from the constraint manifold has to be monitored and one has to ensure
that they remain sufficiently small.
Equipped with an algorithm to solve the classical equations of motion the classical-statistical
approximation requires to solve these field equations for a sample of initial conditions generated
from the initial density matrix ρ0 in Eq. (2.17). We rewrite this in terms of an initial phase-space
density12 P0[A, E] in the space of all possible field configurations at initial time. The expectation




DADE P0[A, E]O(t) . (2.45)
If not stated otherwise, 〈 ... 〉 is to be understood in terms of P0. In practice, the functional integral
in (2.45) is rendered finite-dimensional by the lattice discretisation in combination with periodic
boundary conditions. The resulting high-dimensional integral is then computed as the average
over a finite number of initial configurations which are sampled by a Monte Carlo procedure.





























This can be inferred from the Hamiltonian density [93] corresponding to the discretised La-











12Note that E = −A˙ is directly related to the canonical momentum conjugate to A in temporal axial gauge.
26 CHAPTER 2. THEORETICAL BACKGROUND






(t, x) , (2.47)
where V denotes the volume of the system. Of course, (t) is a conserved quantity under the
time evolution in the limit of at → 0, which - together with the preservation of the Gauss con-
straint (2.44) - provides a stringent test for the numerical implementation.
Because it is natural to store numbers measured in units of the spatial lattice spacing on the
computer we introduce an extra notation for dimensionless quantities. The dimensionless lattice
gauge field is defined as13
Aˆ j := gasA j ≡ Aˆajλb (2.48)
which allows to write link variables (2.30) as U j = eiAˆ j . Similarly, we introduce a dimensionless
field strength through
Fˆµν := gaµaνFµν ≡ Fˆ aµνλb (2.49)
implying analogous formulae for dimensionless electric and magnetic fields Eˆ j and Bˆ j, respec-
tively. The energy density (2.46) is represented on the lattice by the dimensionless ˆ defined by
virtue of
ˆ := g2a4s . (2.50)
It is obvious that a given simulation, which is implemented on the computer entirely in terms of
Aˆ and Eˆ, can represent various physical situations depending on the values of g, as and at. We
infer from Eq. (2.48) that we can compensate a global factor in either of g, as or Aˆ by rescaling
any of the other quantities with the respectice reciprocal. That is, the same numerical solution
can represent different gauge field configurations at correspondingly different couplings or lattice
spacings. Fixing this ambiguity (i.e. setting the scale) will be discussed in Section 3.1. This is
of course a crucial issue when relating the outcome of the numerical simulations to heavy ion
collision experiments.
For several applications it is desirable to compute the gauge field Aaµ from the link variables,
that is to invert Eq. (2.30). For instance, this will be required in Chapter 4, where properties of
the Green function (2.22) will be investigated by means of the classical-statistical approximation.
For general SU(N), Eq. (2.30) cannot be inverted analytically. In general, the definition of gauge
fields is ambiguous14 for finite as but all definitions have to agree in the continuum limit. In the
13Since we choose to work in temporal axial gauge (2.14) we specialise to spatial gauge field components here.
14Recent work on this issue can be found in [153], for instance.
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Tr (σbUµ) . (2.51)
This can easily be derived using the formula ei a·σ = cos(|a|)1 + i a · σ sin(|a|)/|a|. For general
SU(N), the relation (2.30) cannot be solved for Aˆbµ, though. A useful approximation is to compute
Aˆbµ at leading order according to
Aˆbµ ' −2i Tr (λbUµ) , (2.52)
which reads
Aˆbµ ' −i Tr (σbUµ) (2.53)
for SU(2). Note from Eq. (2.30) that the approximation (2.53) to Eq. (2.51) becomes exact in
either of the three limits g → 0, as → 0, and |A| → 0 while keeping the other two quantities
fixed. In practice, employing (2.52) does not represent a severe restriction because one needs to
take the continuum limit as → 0 at the end of the calculation anyway. Moreover, the definition
of the link variable (2.30) already involves an approximation, as discussed in that context. Thus
the computation of gauge fields from lattice configurations can only be considered meaningful if
the difference in the results obtained from Eqns. (2.51) and (2.52) is negligible.
We close this section by mentioning another property of the Yang-Mills equations (2.11).
Namely, classical solutions for different values of the gauge coupling g > 0 can be obtained once
a solution is available for a fixed value which, without loss of generality, can be taken as g = 1.
This can be seen as follows. Denote the classical Yang-Mills action (2.8) for a certain value
of g by S g[A]. The Lagrangian density contains three kinds of terms namely A2, gA3 and g2A4.
Inserting a trivial factor of 1 = g2/g2 shows that A2 +gA3 +g2A4 = g−2{(gA)2 +(gA)3 +(gA)4}) and
thus pulling out a factor g−2 from the action integral directly shows that S g[A] = g−2S 1[(gA)].
The classical solutions are the stationary points (field configurations) of the action and thus S g[A]
is stationary if and only if S 1[(gA)] is so. That is, we can construct a solution for 0 < g , 1 by
first solving the Yang-Mills equations for g = 1 and than replacing the solution according to
A 7→ A/g. We emphasise that the full quantum theory does not possess this property. There, the
value of g has an immediate impact on the probability amplitude eiS in the path integral.
15This allows for the computation of the physical gauge field via definition (2.48).
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Chapter 3
Plasma instabilities
In this chapter we will explore the physics of QCD- plasma instabilities and study their impact
on the early stages of the thermalisation process in relativistic heavy ion collisions. As outlined
in the Introduction, the central question here is to investigate if plasma instabilities can account
for the apparent rapid isotropization of the gluonic medium within a time of 1 − 2 fm/c.
There are strong arguments that the initial distribution of colour-charge carriers shortly af-
ter (∼ 0.2 fm/c) a relativistic heavy ion collision is strongly anisotropic in momentum space
(Cf. [16, 18] and references therein). This anisotropy is such that parton momenta in the central
collision region are predominantly aligned in the plane perpendicular to the beam axis. In the
case of electrodynamic plasmas it has been known for a long time that an anisotropic momentum
distribution of charge carriers causes certain modes of the gauge field to be unstable, i.e. their
amplitude grows exponentially in time [154]. It has been shown in the framework of hard-loop
approaches that the same phenomenon occurs in a non-Abelian gauge theory [16, 50, 120, 141].
This has toppled the formerly accepted scenario of bottom-up thermalisation [25]. This kind of
instability is referred to as Weibel or chromo-Weibel instability in the electrodynamic case and
the QCD case, respectively. Recently, it has been suggested [74–76] that the Nielsen-Olesen
instability [59,129,147], which does not possess a counterpart in electrodynamics, might also be
relevant to the understanding of the quark gluon plasma dynamics. In general, plasma instabili-
ties occur if the dispersion allows for an imaginary part with positive and negative sign.
QCD plasma instabilities of the chromo-Weibel kind and their significance for collider ex-
periments have been investigated in numerous studies by both analytical as well as numerical
means. Most works have employed the hard-loop effective action approach [15–21,51,134,141]
and in the framework of Wong-Yang-Mills equations [72, 73, 149]. These approaches assume a
separation of scales between ’hard’ momentum scale of the charge carriers and the ’soft’ scale
of the unstable gauge field modes. While providing a theoretically clear-cut scenario the sepa-
29
30 CHAPTER 3. PLASMA INSTABILITIES
ration of scales might not be realised very well in an actual heavy ion collision. Moreover, the
numerical studies in the hard-loop approach can only reliably follow the time evolution for very
short times. They do not include the backreaction from the exponentially growing gauge fields
onto the charge carriers and thus energy is not conserved. It has also proven difficult to convert
the results into physical numbers and hence to establish contact to experiment. The simulations
based on the Wong-Yang-Mills equations have other shortcomings. For instance, they have to
distinguish particle- like degrees of freedom with hard momenta from field-like soft ones. The
explicit criterion for this distinction is to a large extent arbitrary.
Our approach is to study the real-time evolution of an out-of-equilibrium ensemble of non-
Abelian gauge fields in the classical-statistical approximation without further matter fields or
external sources. We employ a set of colour-glass like initial conditions. The anisotropy in the
initial conditions is realised on the level of the Fourier spectrum of the gauge fields. The ini-
tial stress-energy-momentum tensor is strongly anisotropic and features an enhanced transverse
and a diminished longitudinal pressure. Due to the self-interactions of the Yang-Mills fields this
promises to invoke rich dynamics and intriguing effects. We consider a non-expanding system
and for the sake of saving computational efforts we study SU(2) gauge theory in most of this
work. Before the results presented in this chapter were published in [42] the authors of [142]
have pursued a strategy that is similar in some regards. However, they do take into account the
expansion of the system. In contrast to our setup they use colour charges on the light cone as
sources for the gauge field and the initial Fourier spectrum of the latter is completely different
from the one we employ. While their setup may capture a few aspects of a heavy ion collision
slightly more precise we see it as an advantage of our approach that it does not try to incorporate
all possible features of the experiment. Therefore it is cleaner to treat theoretically and it is less
difficult to establish contact to other field theoretical methods.
In Section 3.1 we will propose Gaussian initial conditions for classical-statistical lattice sim-
ulations that are suitable for the study of the early thermalisation process in heavy ion collision
experiments. In Section 3.2 we present the results of our numerical simulations. It will turn
out that there are two kinds of instabilities. Following the initial exponential growth in low-
momentum modes a second kind of instabilities emerges (“secondary instabilities”, as opposed
to the initial “primary instabilities”). Employing 2PI methods, we demonstrate that the secondary
instabilities are induced by fluctuation effects. Subsequently, we determine the growth rates of
both kinds of plasma instabilities. This constitutes a central part of this work because it allows to
draw conclusion regarding the significance of instabilities for the thermalisation process in cur-
rent and future collider experiments, for example at RHIC, LHC, and FAIR. A straightforward
and important question is to what extent the present findings can be extrapolated from SU(2)
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Yang-Mills theory to the gauge group of QCD, that is SU(3). This has been investigated in an
accompanying thesis [38, 80] and we report on the outcome in Section 3.3. It turns out that the
restriction to SU(2) is not severe and that the extrapolation to SU(3) can be done by a simple
rescaling procedure. In Section 3.4 we investigate whether we are confronted with instabilities
of the chromo-Weibel or Nielsen-Olesen type. Finally, we discuss the implications of our results
regarding heavy ion collision experiments in Section 3.5.
3.1 Anisotropic initial conditions
In this section we propose the initial conditions that will subsequently be used in our numerical
simulations.
We consider a head-on collision of two heavy ions at relativistic energies as sketched in
Fig. 1.2. For the sake of definiteness we choose a Cartesian coordinate system such that the
collision axis coincides with the z- axis. The x- and y- axes span the plane transverse to the col-
lision axis. We assume that the medium is symmetric (in the ensemble average) under rotations
about the z- axis. The partons that remain in the central rapidity region after the collision can be
described by a phase-space distribution that is highly anisotropic in momentum space with the
majority of momenta lying in the transverse plane [18]. Suitable initial conditions should thus
feature a corresponding anisotropy.
Because we intend to phrase our initial conditions in momentum space we need to summarise
some basic relations. For a cubic lattice with periodic boundary conditions of N3 sites the discrete
momentum1 can take the N3- many values p = 2piN−1(n1, n2, n3)·a−1s with each n j ∈ {0, 1, ...N−1}.
In line with our conventions from Section 2.3 we reserve the notation pˆ = as ·p for the momentum
as measured in units of the inverse spatial lattice spacing. The absolute value of a Fourier mode’s











Working in temporal axial gauge (2.14) we initialise the gauge fields in momentum space by
sampling from a distribution of the following shape:














1We do not distinguish between vectorial momentum and the wavevector of a mode, which is justified in natural
units.
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for all x, j and b. In the temporal axial gauge this can be equivalently phrased as setting all
electric fields to zero or setting all plaquettes involving a temporal links to 1 ∈ SU(2). From
Eq. (2.44) it is thus immediate that this choice of initial conditions satisfies the Gauss constraint.
The initial phase space probability distribution appearing in Eq. (2.45) thus is of the form














Unless otherwise stated, all expectation values 〈 ... 〉 in this work are defined as the classical-
statistical average (2.45) with repsect to this initial distribution of classical field configurations.
Some additional specifications are required at this stage. The constants ∆x and ∆x allow to
control the anisotropy and we will typically use ∆x  ∆z. In fact we will take ∆z much smaller
than the smallest lattice momentum so that our initial conditions are basically δ(pz)− like in
momentum space. We define
∆ˆx := as · ∆x (3.5)
and we choose it to be much smaller than two. The latter represents the highest attainable value
for a momentum aligned along one of the coordinate axes, as can be seen from Eq. (3.1). In this
way it is ensured that at least at early times the high-momentum modes close to the lattice cutoff
do not affect the dynamics. This is different from classical thermal equilibrium which is plagued
by the Rayleigh-Jeans divergence. Of course, we will nevertheless ascertain that our numerical
results are not invalidated by discretisation artefacts. This will be demonstrated in Section C.
Provided an initial gauge field configuration Abj(t = 0,p) we Fourier transform to position
space and initialise the link variables according to (2.30). In using the latter relation we set g = 1
and understand the gauge field as measured in units of as. The choice of g is further commented
upon below.
Eq. (3.2) specifies the average absolute value of each of the gauge field’s Fourier coefficients.
However, this average value can be realised in infinitely many ways. We opt for a straightforward
implementation of the average value by generating a real-valued Aaj(p) from a Gaussian centred











(Note that there are two Gaussian functions involved which are a priori completely unrelated.).
This is done for all j and a independently and then results in the desired, uncorrelated expectation
values (3.2) of |Aaj(p)|2. We multiply the value of Aaj generated in this way by a phase factor eiϕ
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with ϕ sampled from the homogeneous distribution on [0, 2pi], however respecting the relation
Aaj(−p) = A j(p)∗. This ensures that A(t, x) takes real values as required for obvious physical
reasons. We note in passing that this procedure yields an ensemble which does not break the
global colour symmetry, that is
〈Aaj〉 = 0 (3.6)
for all j and a. This follows from the homogeneous distribution of phases which implies 〈 Abj(t =
0,p) 〉 = 0 for all momenta p. As a technical aside, we initialise modes whose average amplitude
according to Eq. (3.2) would be below a certain, small numerical value by a noise whose am-
plitude is of the form |Anoise|2 ∝ 1/|p|. The functional dependence is chosen such that it mimics
the “quantum half” occurring in the relation between the occupation number and the gauge field
propagator in the quantum theory [148] in the limit of high momenta. The purpose of this plateau
is to avoid numerical artefacts that could arise if the initial value of a given mode |Abj(p)| is so
small that it is below machine precision. The noise plateau allows to prevent difficulties of this
kind. We demonstrate in the Appendix C that physical results are not affected by the explicit
value of the noise amplitude.
The constant of proportionality C appearing in Eq. (3.2) is fixed by the requirement that the
average energy density (2.47) be the same in all initial ensemble members. In practice, this can
only be implemented with finite precision. We deal with this issue in the following way. At the
start of each simulation we generate a random gauge field configuration following the method
described above. Generically, this configuration will produce an arbitrary value for the average
energy density. We then multiply the gauge field at all x by a global factor2 and again compute
the energy. This we repeat iteratively until the average energy density agrees with the prescribed
value within some small tolerance (Typically, we require the mismatch be less than one or two
per cent.). In this way, we sample an out-of-equilibrium ensemble of fixed energy to a good
precision.
A further remark needs to be made on the average energy density. Given that we phrase our
initial conditions in continuum gauge fields (which also facilitates to establish a connection to
continuum formalisms such as the colour glass condensate and the 2PI effective action) we need
to be in a regime where the discretisation is close to the continuum limit. From Eq. (2.30), it can
be seen that it is the limit of small lattice gauge fields and thus low energy densities (in lattice
units) where this is realised 3. Thus we choose the overall lattice energy density of the initial
2This is facilitated by the fact that the average energy density scales like  ∝ |A|2 in the regime that we analyse
here. This relation does not hold for the initial conditions in Section (3.4) where the field strength is dominated by
the commutator rather than the derivative terms.
3This is also discussed in [128].
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conditions small (as compared to the saturation value of the magnetic contribution of 24 g−2a−4s ),
typically of order 0.05 g−2a−4s . Of course, the possibility to relate links and gauge fields is not
only important when setting up initial conditions. Many computations that we are interested in
will require to compute gauge fields from the links via Eq. (2.51) and thus rely on the proximity
to the continuum limit.
Having described the functional form and the numerical implementation of our initial condi-
tions we now turn to their physical interpretation and discuss to what extent they can be related
to heavy ion collisions.
First, the convolution theorem implies that the gauge field spectrum in Eq. (3.2) is propor-
tional to the Fourier representation of the equal-time correlation function 〈 Aaj(t = 0, x) Abk(t =
0, 0) 〉. From Eq. (3.6) it follows that this is equal to the connected correlation function for
the initial conditions at hand and thus to the classical-statistical approximation for the statisti-
cal propagator (2.22). Due to the Gaussian nature of our initial conditions it is clear that all
connected n- point functions vanish for n > 2. This facilitates to establish contact with other
analytic schemes such as the hard-loop or 2PI effective action methods.
As stated in Eq. (3.2) in terms of the gauge fields in temporal axial gauge it is not immediately
clear that our initial conditions indeed correspond to a situation that features a physical anisotropy
for ∆x , ∆z. It is conceivable that no such anisotropy is present or that the gauge fields can be
rendered isotropic by applying a suitable gauge transformation to (3.2). A numerical proof that
there actually is a physical anisotropy introduced by the initial conditions (3.2) will be given
in Section 3.2. There, it is explicitly shown that the stress-energy-momentum tensor at initial
time is of the shape T11 = T22 > 0 while T33 ' 0 (Cf. Fig. 3.6). That is, the longitudinal
pressure4 vanishes while the transverse pressure is non-zero. Note that this is what one would
naively attribute to a distribution of particles whose velocities are almost exclusively aligned
perpendicular to the z- axis. Moreover, the vanishing longitudinal pressure is a typical feature of
the colour glass condensate [94, 103] which inspires our initial conditions. In fact, the following
argument easily shows that T33 should vanish when evaluated on the initial conditions Eq. (3.2).
First, note from Eq. (3.3) that E(t = 0) ≡ 0 so that only magnetic fields contribute to the energy-
momentum tensor at at initial time. Since we set ∆x to an intermediate lattice momentum and
work in a regime where the amplitude of Aˆ is small, the main contribution to the field strength
will arise from derivative terms associated with transverse momenta around ∆x. ∆z → 0 implies
that derivatives w. r. t. z vanish. Then, for an arbitrary colour index a, 〈 | Bax | 〉 ' 〈 | ∂yAaz−∂zAay | 〉 '
〈 | ∂yAaz | 〉 and analogously 〈 | Bay | 〉 ' 〈 |−∂xAaz | 〉 so that 〈 |Bay | 〉 ' 〈 |Bax| 〉. On average, the magnetic
4We use the expressions ’longitudinal pressure’ and ’transverse pressure as synonyms for Tzz and (Txx + Tyy)/2,
respectively, as commonly done in the relevant literature.
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field in z- direction takes the value 〈 |Baz | 〉 ' 〈 |∂xAay − ∂yAax| 〉 ' 〈 |
√
2Bax| 〉 where the latter follows
from the fact that the all Aaj are sampled from independent but equal distributions. Hence we
expect that at initial time
〈T11 〉 = 12
∑
a




〈T22 〉 = 12
∑
a





〈T33 〉 = 12
∑
a
〈+(Bax)2 + (Bay)2 − (Baz )2 〉 ' 0 .
(3.7)
Using Eq. (3.2) is also motivated by a quasi-particle picture. In the case of a weakly in-
teracting scalar field ϕ it can easily be shown that the occupation number in momentum space
is related to the field amplitude by n(p) ∝ ω(p) |ϕ(p) |2 where ω(p) is the dispersion relation
of the theory (See e.g. [31].). In the case of interacting gauge theories the definition of parti-
cle numbers from Aµ is in general ambiguous 5 due to the possible gauge dependence of both
ω(p) and A j(p). Thus, at least at high momentum where the perturbative picture is valid, the
initial conditions in Eq. (3.2) can be thought of as representing a situation governed by particle-
like degrees of freedom (partons) that predominantly populate the transverse degrees of freedom.
As outlined in Section 2.2 the classical-statistical approximation allows to follow the early
time evolution of the full quantum system provided one starts from quantum initial configura-
tions. Now, the canonical momentum conjugate to A j is simply E j = −A˙ j in the temporal axial
gauge. Therefore, setting the time derivatives at t = 0 to zero as done in Eq. (3.3) seems to
contradict the uncertainty relation. Therefore, it might appear that Eqns. (3.2) and (3.3) do not
represent a valid set of quantum initial conditions. In a thesis related to the present work [26]
initial conditions with A˙ , 0 were employed. No discernable differences were observed in the
time evolution of physical quantities, which confirms the validity of the use of the initial condi-
tions (3.2).
We now turn to discuss under which assumptions the above initial conditions can be related
to collider experiments. The initial conditions (3.2) have been motivated to a large extent from
the colour glass condensate. As discussed for instance in [87], the latter assumes weak coupling
and high occupation numbers of the dominant low-momentum gluons that are hence subject to
classical dynamics. Therefore, it is reasonable to neglect the quark degrees of freedom. All these
5A discussion of this issue can be found in [18].
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(a) (b)
Figure 3.1: Schematic comparison of the types of initial conditions (a) commonly used in simu-
lations in the hard-loop framework and (b) in this work. The plot sketches the initial occupation
numbers in both setups as a function of the transverse momentum pT under the assumption of
a generic dispersion relation ω2(p) = m2T + p
2. Occupation numbers of longitudinal modes are
small in both settings at initial time.
properties are consistent with our setup. The transverse width ∆x in Eq. (3.2) corresponds to the
saturation scale Qs of the colour glass condensate.
On top of the assumptions made in the literature for the colour glass condensate, the interpre-
tation of our results on plasma instabilities in the context of heavy ion collisions is based on two
further prerequisites. First, we neglect the expansion of the system. This simplification is justi-
fied if the expansion rate is sufficiently small compared to the growth rate of the instabilities [16].
Since we have to determine the growth rates numerically first we can only check afterwards if
they are compatible with this requirement. In any case, we cannot analyse the entire medium
created in a heavy ion collision. Rather, we study the out-of-equilibrium plasma in a small box
situated in the central region of the collision, as indicated by the rectangle in Fig. 1.2(b).
The second approximation that our approach is based upon is that the dynamics of QCD with
its gauge group SU(3) can be well approximated by SU(2)- simulations. This was investigated in
a related thesis employing SU(3) and it turned out that the only relevant difference is a controlled
change in the time scale [38, 80]. These findings will be briefly summarised in Section 3.3.
In Fig. 3.1 we schematically compare our initial conditions for the transverse modes to the
ones employed in simulations based on hard-loop simulations. Both approaches are characterised
by a hard scale which is implemented in different ways, however. In the hard-loop approach
sketched in Fig. 3.1(a) a clear separation of momentum scales is assumed. This is incorporated
by the sharp, δ- like peak of the distribution containing the source of ’hard’, particle-like degrees
of freedom. Numerical simulations then allow to investigate possible instabilities in the ’soft’,
field-like modes for both transverse and longitudinal momenta. The hard particles are static in
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Quantity RHIC LHC
 2 - 30 GeV/fm3  RHIC
Qs 1 - 2 GeV 2 - 3 GeV
g 1 - 2 1 - 2
Table 3.1: Estimates for the energy density , the saturation scale QS and the gauge coupling
g in heavy ion collision experiments. The values of g have been computed from αs = g2/(4pi)
with the momentum scale set by QS . Note that αs ∼ 0.1 for g = 1 which is therefore still in the
weak-coupling regime. The values are taken from [84, 87, 130].
time, that is, the backreaction on them is neglected. In particular, the total energy is not con-
served. Our setup, which is visualised in the right hand panel of Fig. 3.1, does not necessitate
such a clear separation of scales. The hard scale is implemented as the width ∆x of the Gaussian
in Eq. (3.2). There are only field-like degrees of freedom as implied by the classical-statistical
approximation. The backreaction is fully taken into account by the field equations in a natural
way and energy is conserved up to controlled numerical errors. In contrast to the hard-loop setup
our approach does not allow to study the behaviour of the purely transverse low-momentum
modes because their Fourier coefficients are already large at the beginning. However, this is not
too big a disadvantage because analytical studies predict the instabilities to affect mainly longi-
tudinal modes [16, 76, 141] which are not (or only weakly) populated in either setup.
We now turn to the important issue on how results from the lattice computation are converted
into predictions in physical units. The parameters that need to be fixed are the gauge coupling g
and the spatial lattice spacing as. If these are known, all physical quantities can be computed from
the configuration at hand. In our approach we consider the ensemble defined by Eq. (3.2) as the
fundamental entity. Therefore, it is desirable to relate its free parameters to physical observables.
These are the overall amplitude C, which we have traded for the average energy density , and the
width ∆x (∆z drops off the list of adjustable parameters because we are interested in the extreme
anisotropy limit ∆z → 0.). Together with g there are thus three free parameters in the simulation,
two of which are dimensionful. From these we need to infer the physical values of g and as in
order to make predictions in physical units. Obviously, this problem is over-determined so that
there is some redundancy.
In thermal equilibrium lattice QCD there are well-established prescriptions to set the scale in
a simulation. The basic approach is to compute a dimensionful quantity (e.g. the string tension,
the Sommer radius or a pion or kaon decay constant) and match this to experimental input.
Then high precision predictions for all other dimensionful observables can be made, provided
the simulation is sufficiently close to the continuum limit.
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g = 1 g = 2
 = 2 GeV fm−3 as = 0.27 fm as = 0.19 fm
QS = 0.38 GeV QS = 0.53 GeV
 = 30 GeV fm−3 as = 0.14 fm as = 0.10 fm
∆ = 0.74 GeV QS = 1.05 GeV
Table 3.2: Conversion of the lattice spacing to physical units for typical simulation parameters
∆ˆx = 0.5 and ˆ = 0.05 used in this work. g is taken from the running coupling and the energy
density is matched to the extremal values quoted in [84].
For the out-of-equilibrium ensemble at hand we will pursue a similar strategy. However,
we are faced with a few complications as compared to the equilibrium case. First, our initial
conditions involve two dimensionful quantities (the energy density and the width) and there is no
clear preference which one should be used to fix as. In contrast to the observables employed to
set the scale in equilibrium lattice simulations, the available physical input for both  and ∆x is
known only within rather larger error bands. Table 3.1 summarises data from the literature that
can be used to set the scale for our initial conditions. Before doing so, some comments on the
data are due. The low precision has already been mentioned. The values for the gauge coupling
g are also problematic in another regard. They are taken from the one-loop running coupling as
in standard textbooks for the case of QCD [130]. If this is to be employed to the present non-
equilibrium initial conditions several uncertainties are introduced. Besides the fact that we deal
with pure SU(2) gauge theory rather than with full QCD the scale at which the running coupling
has to be evaluated is only known as an order of magnitude and given by either Qs or 1/4.
Due to these uncertainties we decide to fix the scale as follows. Reading off the value of g
for the typical values of Qs in Table 3.1 from [130] we assume a value for the gauge coupling
in the range from 1 to 2. We then fix the lattice spacing by matching the (approximately fixed)







Note however that as depends only mildly on the exact value of  because of the appearance of
the fourth root. Obtaining as in this way we can compute the physical value of the width ∆x
from ∆ˆx which should turn out be consistent with the colour glass condensate saturation scale
Qs that was assumed when estimating g. In Table 3.2 the resulting values for the lattice spacing
are compiled together with ∆x in physical units for the extremal choices of g and . By default,
we will quote results for dimensionful quantities measured in units of appropriate powers of 1/4
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Figure 3.2: The tadpole diagram from which the mass scale in Eq. (3.9) can be computed.
using Eq. (3.8) in this work.
As explained above, our initial conditions (3.2) define the equal-time two-point function at








〈 |Aaj(t = 0,p)|2 〉 . (3.9)
Diagrammatically, this corresponds to the contribution to the gluon self-energy from the tadpole
diagram (Cf. Fig. 3.2.). Recalling that an occupation number can be introduced as N(p) ∝
ω(p) 〈 |A(p)|2 〉, one finds that Eq. (3.9) reproduces the familiar hard-loop result (cf. for in-
stance [16,49,141]) whose integrand reads N(p)/|p| under the assumption that ω(p) = |p|. There
are a few caveats when comparing mT to the mass scale of the hard-loop approach. First, the
quantity defined in Eq. (3.9) will be gauge dependent6. The same is true for the dispersion rela-
tion and the presence of such a mass should invalidate the above assumption that ω(p) = |p| at
least at low momentum. In this context it is important to emphasise that the occupation number
for the hard, particle like degrees of freedom appears in the corresponding hard-loop definition
of the mass scale. However, no clear distinction between hard and soft scales exists in our setup
and Eq. (3.9) also receives contributions from the soft modes. Thus the analogy to the hard-loop
scenario has to be taken with a grain of salt.
Because relating mT to experimentally accessible quantities is problematic it cannot be used
in a straightforward way to set the scale in the simulations, which is a disadvantage of the hard-
loop approach. In spite of all this, mT encodes viable information about the physics of the
medium. It is directly proportional to g and together with the energy density  - whose continuum
expression would be given by a similar integral with an extra factor of ω(p)2 - it is sensitive
to ∆x. mT turns out to be useful when relating simulations of SU(2)- and SU(3)- Yang-Mills
theory [38, 80].
6The hard-thermal-loop self-energy however is gauge-invariant to one-loop order [49].
40 CHAPTER 3. PLASMA INSTABILITIES
3.2 Dynamics of non-Abelian plasma instabilities
We now present numerical results of classical-statistical simulations solving the equations of mo-
tion (2.41) and (2.43) for the initial conditions (3.2). A summary of the simulation parameters
and some technical details is given in Table 3.3.
Analytical studies predict the occurrence of instabilities from poles in the gluon propaga-
tor [16, 141]. Thus the instabilities should show up as exponential growth in the spatial Fourier
transform Aaj(t,p) of the gauge field. The latter is straightforward to compute in our numer-
ical simulations from Eq. (2.51) and subsequent Fourier transformation7. Actually, we com-
pute the squared absolute value |Aaj(t,p)|2 = Aaj(t,p)Aaj(t,−p) which is directly related to the
equal-time statistical propagator (2.22) in the classical-statistical approximation by virtue of the
convolution-/correlation theorem [133]. We choose the index j to correspond to a transverse
direction. Fig. 3.3 shows the ratios
〈∑a |Aaj(t,p)|2 〉
〈∑b |Abj(t = 0,p)|2 〉 with jˆ ⊥ zˆ ,p ‖ zˆ (3.10)
plotted versus time. The quantity ξ indicated at the top of Fig. 3.3 is a measure for the bulk



















b=1 | Abk(t,q) |2
)
 . (3.11)
The squared momenta appearing in this definition are computed from Eq. (3.1). The times when
ξ takes particular values are indicated in Fig. 3.3 by dashed vertical lines. ξ vanishes when
computed for an isotropic ensemble of gauge field configurations8.
Now we turn to the physics content that can be inferred from Fig. 3.3. Plotted there is the
ratio (3.10) as a function of time for three different momenta which exemplifying the typical
behaviour of modes in the IR, intermediate and UV domain of the spectrum. All these momenta
are aligned along the z- axis, which is the axis of anisotropy singled out by the initial condi-
tions (3.2). Since the ordinate in Fig. 3.3 is logarithmic it is immediately obvious that there
are low-momentum modes which grow exponentially from the beginning of the simulation thus
confirming the occurrence of plasma instabilities. The zero mode, whose time evolution is not
7We have numerically checked that there is no discernible difference between gauge fields computed from
Eqns. (2.51) and (2.52) for the initial configurations employed here.
8Note that ξ(t) is gauge-dependent although we do not expect this dependency to be pronounced in a generic
setup.
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Figure 3.3: Exponential growth in the equal-time gauge field correlation function, i.e. | A(t,p) |2.
The curves correspond to the momenta from top to bottom. Confer the text for further explana-
tion.
displayed in Fig. 3.3, does not exhibit exponential growth. Even if it featured an instability
this would be disguised in our setup because the initial conditions (3.2) render the zero modes
strongly populated in the beginning. We can infer that at least for non-zero pz the growth rate is
a decreasing function of the wave number. This will be analysed quantitatively at a later point.
Fig. 3.3 also shows that no exponential growth occurs in high-momentum modes at initial
time, as exemplified by the blue, lowermost curve. However, the dynamics change qualitatively at
a time ∆t ' 100 −1/4. Some of the low-momentum modes speed up their growth and also Fourier
coefficients with higher wave numbers exhibit fast exponential growth. In order to distinguish
this phenomenon from the initial instabilities we will refer to the latter as primary instabilities
while the faster instabilities setting in at ∆t ' 100 −1/4 will be referred to as secondary instabil-
ities henceforth. We note that the presence of two qualitatively different processes in the initial
phase of violent growth is highly reminiscent to the case of parametric resonance in a scalar field
investigated in [44] in the context of early universe preheating. This seems to be particularly sur-
prising inasmuch as that both the dynamics (as encoded in the respective Lagrangians) as well as
the initial conditions are completely different in these two cases.
Inspecting the values of the anisotropy parameter ξ as a function of time one sees that a
substantial degree of anisotropy persists until shortly before saturation. Therefore, the use of
field configurations up to times of approximately 100 −1/4 as initial conditions can be justified
since there is no precise estimate available for the numerical value of ξ in a heavy ion collision.
Hence we conclude that the simulation time ∆t plotted on the abscissa is of no immediate physical
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Quantity Symbol Value/setting
Lattice volume N3 643
Number of initial configurations/ensemble size - 100
Transverse width ∆ˆx 0.5
Longitudinal width ∆ˆz 0.01
Average energy density ˆ 0.05
Time step at 0.05 as
Gauge coupling g 1
Table 3.3: Summary of the parameters of the numerical simulations presented in Chapter 3.
significance. The growth rates of the instabilities however do not change under shifting the initial
time up to ∆t ' 100 −1/4. For this reason, the inverse growth rates have to be considered as the
physically meaningful time scale that can be extracted from Fig. 3.3 and this is what we will
focus upon in the following.
We learn from Fig. 3.3 that primary and secondary instabilities saturate at a time of approx-
imately 150 −1/4. For the above reasons the this number has to be considered as physically
meaningless without further specifications. The relevant time scale is given by the typical in-
verse growth rate of the plasma instabilities and we will present data for this below. At saturation
time, the bulk anisotropy measure ξ is still non-zero and in fact testifies of a significant degree of
anisotropy. This issue will also be elaborated upon later in the context of Fig. 3.7.
There are two obvious findings that are in disagreement with the results of hard-loop calcula-
tions. First, the hard-loop approximation predicts that in the limit of infinite anisotropy all modes
aligned along the z- axis exhibit exponential growth from initial time on. Second, it is expected
that the growth rate should monotonously increase with |p| rather than decrease. The authors
of [76] have suggested that the instabilities arising from initial conditions of the kind (3.2) could
be of the Nielsen-Olesen type rather than chromo-Weibel instabilities. This question will be ad-
dressed in Section 3.4.
In the hard-loop formalism, the gluon self-energy is gauge invariant in one-loop approxima-
tion and so are the predictions for dispersion relations and growth rates. Given that the hard-loop
results are not in complete accordance with the above findings it has to be considered as un-
resolved at this point whether any effects in gauge invariant, physical quantities pertain to the
instabilities observed in Fig. 3.3. The answer to this question is yes, as we demonstrate now.
In analogy to [142] we compute the component T33 of the stress-energy-momentum tensor as a
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+Tr U23(x) + Tr U13(x) − Tr U12(x)
)]
, (3.12)
where we have included the transverse components as well for future reference. This repre-
sents a straightforward adaption of the corresponding equations for Euclidean lattice simulations
from [91] to Minkowski spacetime. Note that Eq. (3.12) coincides with the familiar result from
electrodynamics [89] to leading order in ga2 when electric and magnetic fields are identified
according to Eq. (2.37). From Eqns. (3.12) and (2.37) it is immediately clear that the values
of T j j(t, x) (no summation over j) are gauge invariant because they are computed from traces
of plaquette variables. This also implies that the Fourier coefficients T j j(t,p) of these functions
must be gauge invariant.
In thermal equilibrium, the expectation value of each T j j, j fixed, would be equal to the ther-
modynamic pressure. Therefore, we will loosely refer to the diagonal components of Ti j as “the
pressure” in the following even although this identification is valid only in thermal equilibrium,
strictly speaking. Because the initial conditions (3.2) single out the z- axis, we will distinguish
the “longitudinal pressure”
PL(t, x) := T33(t, x) (3.13)
from the “transverse pressure”




T11(t, x) + T22(t, x)
)
. (3.14)
We have omitted the brackets 〈...〉 for the expectation value on purpose in these definitions for
the reason that we will frequently compute spatial Fourier transforms of these quantities. Since
〈Ti j(t, x)〉 cannot depend on x in a homogeneous system as considered here, this would produce
trivial, vanishing results for all modes with non-zero momentum. On the contrary, the ensemble
average of Fourier coefficients (or the absolute value thereof) with p , 0 will generically be
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Figure 3.4: Plasma instabilities in a gauge invariant quantity. The order of the curves from top
to bottom corresponds to the order of the momenta in the legend. The error bars are not shown
because their size is too small to be resolved in this plot.
non-zero, reflecting the fact that the individual members of an ensemble need not be constant in
space each. Hence, these quantities can serve as a measure for the average size of fluctuations in
individual configurations and therefore they contain vital physical information.
Fig. 3.4 shows the time evolution of the ensemble-averaged Fourier coefficients of (3.13) for
various spatial momenta of different modulus along the z- axis. Obviously, the emerging picture
is very similar to the gauge field dynamics in Fig. 3.3. In particular, it proves that the instabilities
observed in the level of the gauge field are not just a mere gauge artefact.
A different perspective on the physics of plasma instabilities is provided by Fig. 3.5. It shows
the same quantity as Fig. 3.4 but instead of plotting T33 as a function of t for fixed wave vector
snapshots of the T33- spectrum as a function of pz are shown for various instants of time. A
band of low-momentum modes shows exponential growth at early times, reflecting the primary
instabilities present in Figs. 3.3 and 3.4. At intermediate times, secondary instabilities occur in
a broad range of modes. This is in qualitative agreement with the “UV cascade” or “avalanche”
found in other approaches [18, 73].
Next, we focus on the issue of (overall) isotropization of the system. As discussed in the
introduction, this is highly relevant to our understanding of the early stages of the thermalisation
process in relativistic heavy ion collisions. It has already been revealed in Fig. 3.3 that the bulk
anisotropy at the time of instability saturation is still substantial. Now we scrutinise this in more
detail on the level of gauge invariant observables.
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t =  38 ε-1/4
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t = 142 ε-1/4
Figure 3.5: Snapshots of pz- spectra of T33 at fixed time normalised to the respective values at
t = 0.
First, we consider the time evolution of the longitudinal and transverse pressure. Their time
evolution is shown in Fig. 3.6. Their values are normalised to the (spatial) trace of the stress-
energy-momentum tensor so that both curves would be equal to 1/3 in an isotropic situation9.
Several things can be observed immediately. First, we note that the longitudinal pressure is close
to zero at initial time. This proves that our initial conditions (3.2) formulated in terms of the
gauge field indeed render the initial state anisotropic in a physically detectable way. Furthermore,
with PL approximately vanishing at t = 0 the initial ensemble (3.2) incorporates an important
property of the colour glass condensate, as outlined in Section 3.1. The properties of the pressure
at t = 0 are precisely those that one would intuitively expect for a system of particles whose
momenta are aligned perpendicular to the z- axis.
Next, it is apparent from Fig. 3.6 that this anisotropy remains undiminished during the phase
of exponential growth. It is only at the time of saturation of the plasma instabilities that a sig-
nificant build-up of longitudinal pressure occurs. This can be understood on a qualitative level
as follows. The field strength entering the expressions (3.12) for Ti j is dominated by deriva-
tive terms. The dominating contributions stem from Fourier modes with wave numbers of order
∆x ' 1 1/4 and higher. These modes however either grow slowly or remain stable until the
onset of the secondary instabilities. The quickly growing low-momentum modes on the other
hand make only very small contributions to the derivatives of the gauge field. Hence the primary
instabilities have almost no effect on the isotropization of the bulk pressure.
It is interesting to ask how long it takes the system to completely isotropize. The answer is
9We have checked that off-diagonal elements of Ti j are numerically small compared to the diagonal components.




















0.5 (Txx + Tyy)/ tr Tspatial 
Tzz / tr Tspatial 
Figure 3.6: Time evolution of transverse and longitudinal pressure. The longitudinal pressure
remains negligible compared to the transverse one for a long time. Since the pressure is gauge
invariant this also demonstrates that the initial conditions (3.2) introduce a physically meaningful
anisotropy at t = 0.
that PL and PT approach their equilibrium values only in an asymptotically slow fashion. From
a single run (rather than a sample of initial conditions) on a smaller lattice we have found that
this happens only at times of the order 5 · 104 −1/4. An isotropization within a margin of ten per
cent occurs at times of the order of a few thousand −1/4 though. The quasi-stationary dynamics
of this slow regime will be the subject matter of Chapter 4.
We have seen that instabilities cannot account for a quick overall isotropization of the plasma.
The momentum dependence of the growth rates and the different behaviour of IR- and UV- modes
suggests to study this issue in a more detailed way, however. To this aim, we consider ratios of
Fourier coefficients which allow to measure the deviation from an isotropic state. In particular,
we consider the expectation value of the ratio∣∣∣∣∣ 2 T33(t,p‖)T11(t,p⊥) + T22(t,p⊥)
∣∣∣∣∣ , |p‖| = |p⊥| = p . (3.15)
It is intuitively clear that this ratio is one for all momenta in an isotropic state as e.g. ther-
mal equilibrium10. That this is indeed the case is demonstrated by equilibrium calculations in
10Note that the order of the Fourier transformation and the ensemble average is crucial and cannot be interchanged.
The ensemble average is translation invariant and hence all Fourier coefficients but the zero mode vanish. The
ensemble average of the Fourier spectrum of  or T33 provides a measure for the average amount of spatial fluctuation
in those quantities.
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Figure 3.7: “Bottom-up isotropization”: The ratio defined in Eq. (3.15) versus time for three
different values of |p |.
Appendix D. Alternatively, we can use a similar ratio constructed from the average Fourier trans-




d3x e−ip‖·x (t, x)∫
d3x e−ip⊥·x (t, x)
∣∣∣∣∣∣∣ , |p‖| = |p⊥| , (3.16)
which has been employed in [38]. Results for (3.16) are compared to equilibrium simulations
in Fig. D.3. We emphasise that both ratios are gauge invariant and thus probe the isotropization
process in a physically meaningful fashion.
Fig. 3.7 shows the time evolution of the ratio (3.15) for three representative choices of p.
We deduce from this figure that the instabilities do isotropize the low-momentum degrees of
freedom. For not too big a momentum, the ratio (3.15) reaches its equilibrium value at the time
of saturation. In contrast, the high-momentum modes do not isotropize as anticipated from the
before discussion of Fig. 3.6. Actually, Fig. 3.7 is quite similar to Fig. 3.4 at first sight. This is
because the time evolution of the ratio (3.15) is dominated by the fast exponential growth of the
longitudinal modes in the numerator. The transverse Fourier coefficient in the denominator vary
only slowly in time and thus do not have a perceivable effect on the time evolution.
We further quantify this observation by introducing the following criterion. We consider the
system as isotropized for a momentum p if the ratio (3.15) is greater than 0.6 at t = 160 −1/4
which corresponds approximately to the saturation time of the primary instabilities. Although
these two numbers are chosen in a somewhat arbitrary way, they convey information about the
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impact of the plasma instabilities nevertheless. Closely inspecting the data from our simulations
we find that modes with momenta
p . 1.4 1/4 (3.17)
fulfil the above isotropization criterion, which translates into
p . 1.0 GeV (RHIC = 30 GeV/fm3 , g = 1) (3.18)
p . 0.4 GeV (RHIC = 1 GeV/fm3 , g = 1) (3.19)
for the lower and upper bound on the energy density expected at RHIC. We remark that for g = 2
these values would be further increased by a factor of
√
2. Viscous hydrodynamics [106,139,140]
provides an excellent description of elliptic flow as measured at RHIC up to transverse momenta
of 2 − 2.5 GeV. We note that this is in the same ballpark as (3.18).
The picture of isotropization on long length scales is further completed by the behaviour
of spatial Wilson loops. A Wilson loop W(R, R˜) is the trace of a path-ordered product of links
around a closed loop on the lattice which we assume to be a rectangle of size R × R˜ here. In the
vacuum the Wilson loop obeys an area law which means that
W(R, R˜) ∼ e−κRR˜ (3.20)
for R, R˜ → ∞. κ is known as the string tension and governs the asymptotic decay of W for large
areas. At non-zero temperature Wilson loops extending into a spatial and the temporal direction
serve as an order parameter for the deconfinement phase transition. An area law of the kind (3.20)
is obeyed in the confining phase. In the deconfining phase however, the asymptotic behaviour is
given by a perimeter law instead. Spatial Wilson loops also follow an area law of the kind (3.20)
up to temperatures well above the deconfinement transition [61, 107]. The coefficient κ is then
referred to as the spatial string tension.
There is no obvious reason why spatial Wilson loops should obey an area law in our initial
configurations. Due to the anisotropy it is to be expected that spatial Wilson loops with links
in z- direction are qualitatively very different from purely transverse loops. In our simulations
we have monitored the behaviour of these two kinds of spatial Wilson loops. The results are
shown in Fig. 3.8 for three different times 0 −1/4, 20 −1/4 and 160 −1/4 from left to right. The
lower panel shows purely transverse Wilson loops as a function of area while the corresponding
curves for Wilson loops involving longitudinal links are plotted in upper panels. Only the trans-
verse loops follow an area law at early times while the longitudinal ones do not. At the time of
saturation however, both kinds of loops exhibit an area law with the same spatial string tension
to a very good accuracy. Since the asymptotic behaviour of the Wilson loop probes long range
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Figure 3.8: Values of spatial Wilson loops in the transverse plane (WT ) and Wilson loops in-
cluding the longitudinal direction (WL) as a function of the loop area in units of as. Shown are
snapshots at increasing time going to the right. Initially, WL exhibits no area law, while the trans-
verse Wilson loop is characterised by a non-vanishing spatial string tension κ as explained in the
text. One observes WL/WT ' 1 at the time of saturation of the exponential growth of gauge field
fluctuations and the anisotropy is removed.
physics this result nicely supplements the before findings of isotropization on long length scales.
Particularly important for the issue of isotropization in the context of relativistic heavy ion
collisions is the question of the time that is needed to reach an isotropic state. In order to answer
this we determine the instability growth rates11. From the single-logarithmic plots in Figs. 3.3
and 3.4 it is clear that the unstable modes indeed grow exponentially with very high precision.
We define γ(pz) as the growth rate of |A(t,p)|2 ,p ‖ zˆ , |p| = pz, i.e. p = (0, 0, pz). The motivation
why we use |A|2 rather than PL is that the former can be related to the mode’s occupation number,
at least in a perturbative limit, which allows for a more direct comparison to earlier work [44] on
parametric resonance in scalar fields.
We numerically determine γ(pz) by fitting a straight line to the logarithm of |A(t, (0, 0, pz)|2
as a function of time for the corresponding value of pz. For modes displaying both primary and
secondary instabilities we fit both regimes individually, of course. We estimate the errors of γ by
fitting the growth rate on a slightly smaller range. The difference between the two results is then
used as an error estimate.
The results of fitting the data for |A(t,p)|2 underlying Fig. 3.3 are presented in Fig. 3.9. In
11We recall that the amount of simulation time elapsed at saturation cannot be interpreted without further knowl-
edge about the initial conditions in an actual heavy ion collision. Cf. the discussion on p. 41.
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Figure 3.9: Growth rates of primary and secondary instabilities.
order to allow for a finer resolution of γ as a function of pz we have also included results from
simulations on 963 lattices but with otherwise identical simulation parameters. Several comments
are due. First, the data for the primary growth rates looks qualitatively different from predictions
of hard-loop calculations. In contrast to the latter, only a finite band of modes at low momenta is
unstable. Moreover, γ(pz) does not vanish as pz → 0. When comparing the maximum primary
to the maximum secondary growth rates the latter turns out to be three to four times as high as
the former. In spite of this, the impact of the secondary instabilities on the dynamics could be
reduced in a heavy ion collision because they set in much later than the primary instabilities.
In order to judge the impact that instabilities might have on the isotropization process we
convert the maximum primary growth rate into physical units. Doing so as outlined in Section 3.1
for the same choices of parameters as used in Eq. (3.18) we obtain the inverse growth rates
γ−1max. pr. ' 1.1 fm/c ( = 30 GeV/fm3 , g = 1) (3.21)
γ−1max. pr. ' 2.7fm/c ( = 1 GeV/fm3 , g = 1) . (3.22)
These are the relevant time scales for the isotropization process. For g = 2, which can still be
considered as realistic, the growth rates would turn out faster by a factor of
√
2 and their inverses
would be accordingly lower. In order for the instability to have a perceivable effect a time of
multiple inverse growth rates has to elapse so that a few e- foldings can take place. Comparing
this to the constraint set by the onset of hydrodynamical evolution, τ ∼ 1 − 2 fm/c, we infer that
plasma instabilities can potentially have an effect if the initial energy density is close to the upper
estimate from the literature. Furthermore, we conclude that the effects of plasma instabilities may












Figure 3.10: Fastest primary growth rates as a function of ∆x/1/4 for g = 1.
be more pronounced at the future LHC experiments which ought to create a quark gluon plasma
at higher energy densities than RHIC.
When fitting growth rates to PL(t,p) it turns out that the results for identical momenta are
exactly half as large. This can be understood from the momentum space structure of our initial
conditions (3.2). Focusing on the magnetic contributions we see that the dominant contributions
to T33 are of the kind T33 ∼ B2 ∼ (∂A)2. Being a product of two ∂A’s in x- space, the Fourier
transform of T33 can be obtained by a convolution in momentum space and thus is of the shape
T33(t,p) ∼ ∑q A(t,q)A(t,p−q), where we have ignored the derivatives for the sake of clarity. In
the above analysis (and in particular for Fig. (3.4)) we have computed this for p parallel to the z-
axis. Now, the initial conditions (3.2) are dominated by purely transverse modes k ⊥ zˆ due to the
narrow width ∆z. Despite the instabilities, the initial shape of the gauge field’s Fourier transform
is prevalent for some time. Thus those contributions dominate the above convolution for which
p−q is transverse. However, these modes are already strongly populated in the beginning and so
do not exhibit exponential growth. Therefore, T33(t,p) is dominated by terms containing exactly
one unstable factor. Thus the corresponding growth rate is exactly half the growth rate of the
respective mode of A j. This completes the argument.
In Fig. 3.10 we have plotted the inverse of maximum primary growth rate for simulations
carried out with different  and/or ∆x. We note that also for different realisations of the same
∆x/
1/4 the associated time scales are found to agree within the margins of error and that their
dependence on the simulation parameters is rather simple.
Fig. 3.11 shows the outcome of a simulation employing initial conditions different from the
ones that have been underlying the data presented thus far. Instead of choosing the longitudinal
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Figure 3.11: Time evolution of | A(t,p) |2 from initial conditions with a slightly broadened distri-
bution in the longitudinal direction with ∆/∆z = 25. The curves correspond to the momenta in
the legend from top to bottom in the same order.
width ∆z to be effectively δ(pz)- like a bigger value has been used. Aside from that, the initial
conditions are of the same functional shape as Eq. (3.2). Plotted in Fig. 3.11 is the analogue of
the curves in Fig. 3.3. The purpose of this is to check how restrictive the use of the δ(pz)- like
distribution actually is. Several things can be deduced. First, we observe that the primary growth
in the low-momentum modes is not purely exponential anymore. However, the growth is a bit
faster than in the case of the δ(pz)- like initial conditions. Comparing the times when the bulk
anisotropy ξ takes specific values one sees that the difference is not tremendous. The degree of
anisotropy remaining at the time of saturation turns out to be almost equal to the one found in
Fig. 3.3, which confirms the robustness of the above results. We will not consider this scenario
any further in the following.
As noted in the above discussion, the phenomenological picture of primary and secondary
instabilities is highly reminiscent of parametric resonance in scalar inflaton dynamics [44]. In
that context, secondary instabilities can readily be explained in terms of higher loop contributions
to the self-energy in the 2PI effective action framework. Therefore, it is straightforward to ask if
an analogous analysis can be carried out for the secondary instabilities in the gauge theory.
The argumentation in the scalar theory is based on the diagrams depicted in Fig. 3.12. Their
contribution to the self-energy Π can parametrically be estimated as follows. Each propagator
line can be either a spectral function (2.23) of the scalar theory or the statistical propagator
analogous to (2.22). While the spectral function for a generic mode with a given momentum
cannot grow arbitrarily large 12 the statistical propagator is proportional to the occupation number
12We assume that there is no pole in ρ in the mode under consideration.
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Figure 3.12: Self-energy diagrams dominating the nonlinear, source-induced amplification
regime in parametric resonance [44]. The left hand diagram involves interactions of the fluc-
tuating field with the external field as indicated by the dashed line and the cross. Due to Eq. (3.6)
this does not have a direct analogue in the work at hand.
and can attain arbitrarily large values. Therefore, we focus on the case that all propagator lines
in Fig. 3.12 represent statistical propagators F. For small initial occupation number these are
suppressed by factors of the coupling constant13 g (which is assumed to be small) from the
vertices. For each diagram one can then figure out how large F has to grow in order to cancel the
factors g from the vertices. For the case of the loop-diagram in Fig. 3.12 one finds that for F ∼
1/g the factor g2 arising from the vertices is cancelled its contribution to the self-energy becomes
O(1). The “setting-sun diagram” in panel (b) makes a O(1)- contribution for F ∼ g4/3. Since
the modes under consideration initially feature small occupation numbers, the former diagram’s
contribution becomes relevant at an earlier instant of time. By analysing the dynamics in terms of
the dominating diagrams while neglecting the higher order diagrams it is possible to reproduce
the full time evolution of the secondary instabilities during the enhanced fluctuation period [44].
In particular, the growth rates of the secondary instabilities can be computed and they turn out to
be integer multiples of the primary growth rates.
Unfortunately, this analysis cannot be translated directly to non-Abelian gauge theories for
the following reason. In parametric resonance only a very narrow band of momenta of the field’s
Fourier modes is unstable and grows exponentially. This allows for a saddle-point expansion of
the self-energy. The growth rates of the secondary instabilities are predicted to be integer multi-
ples of the growth rate of the (single) primary rate. This is confirmed by numerical simulations
with high precision. In the present case however, a broad domain of low-momentum modes is
unstable and the growth rate has a pronounced dependence on pz. Therefore, the approach that
proved successful in parametric resonance cannot be applied here directly. This is corroborated
by the failure of the secondary growth rates to take integer multiples of primary growth rates.
In spite of these complications a diagrammatic analysis can be carried out to a certain extent.
The strategy is as follows. We compute the self-energy contributions from Fig. 3.13 numerically,
13The coupling constant in the O(N)- scalar field theory is usually denoted by λ which corresponds to g2 in the
present discussion. For the sake of clarity we summarise the discussion from [44] renaming λ as g.
54 CHAPTER 3. PLASMA INSTABILITIES
−→
p




µ , a ν , b
(b)
Figure 3.13: Loop diagrams (a) Πµν (1)ab (t,p) given in Eq. (3.26) and (b) Π
µν (2)
ab (t,p) given in
Eq. (3.27). The propagator lines correspond to the exact classical-statistical propagator (3.23),
while the vertices are the perturbative ones from Eqns. (3.24) and (3.25).
using the classical-statistical approximation to F from our simulations. If their contribution to
the self-energy becomes O(1) at a time coinciding with the onset of the secondaries it would
provide a strong piece of evidence for the secondaries being driven by enhanced fluctuations.
The equal-time statistical propagator
Fabµν(t, x − y) = 〈 Aaµ(t, x)Abν(t, y) 〉 . (3.23)
is easily accessible in our numerical simulations from the Fourier transform of the gauge field
and constitutes the main input into our analysis. We emphasise that the statistical propagator
obtained from the classical-statistical lattice simulations is exact in the sense that it contains
contributions from all orders in the coupling14. Since we work in temporal axial gauge (2.14)




µ0 = 0. The perturbative three- and four-gluon
vertices [130] are given as
Vµνρ3 abc(k,p,q) = gabc
{
gµν(k − p)ρ + gνρ(p − q)µ + gρµ(q − k)ν} (3.24)
and
Vµνρσ4 abcd = −ig2
{
ab f cd f (gµρgνσ − gµσgνρ)
+ ac f bd f (gµνgρσ − gµσgνρ) + ad f bc f (gµνgρσ − gµρgνσ)} . (3.25)
In the ensuing computations we can think of the the Lorentz indices in these vertices being
restricted to run over spatial directions only (i. e. µ ∈ {1, 2, 3}) because temporal components
only appear together with vanishing Fab0µ and F
ab
00 . The self-energy contribution of the one-loop
14Of course, the numerical data will inevitably have statistical errors which arise from computing the correlation
function from a finite sample of the initial conditions (3.2).


























p=0.39 one loop (Π(1))
p=0.39 sunset (Π(2))
Figure 3.14: The upper graph displays the correlation function F(t,p) from Eq. (3.23) as a func-
tion of time for given momentum pz/1/4 = 1. The lower graph shows for the corresponding
momentum the relative contributions of the diagrams Π(1)(t,p)/F(t,p) and Π(2)(t,p)/F(t,p) to
the correlation function. The upper, blue curve gives the one-loop contribution while the lower,
red one is the setting-sun contribution.
diagram from Fig. 3.13(a) reads
Π
νσ (1)











The two-loop diagram Fig. 3.13(b) is evaluated in coordinate space according to







ka (t, x − y)Fλβlb (t, x − y)Fργrc (t, x − y) (3.27)
and then Fourier transformed.
Fig. 3.14 shows the results of such a calculation where all external colour indices have been
set to one and Lorentz indices were chosen in the transverse plane, i.e. perpendicular to the
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axis of anisotropy. The upper graph displays F1111(t,p) for a given momentum as a function
of time, similar to Fig. 3.3. We have chosen the momentum pz/1/4 = 1 such that the mode
exhibits a primary instability which suddenly changes to a secondary instability at a later time
of about 100 −1/4. The lower graph of Fig. 3.14 gives the absolute values of the loop diagrams
Eqns. (3.26) and (3.27) normalised to the correlation function Eq. (3.23). The diagrams are
evaluated for the same momentum as the gauge fields in the upper graph. One observes that
initially these loop corrections are small compared to the size of the correlator (3.23) in units of
. Accordingly, their contribution to the time evolution of the correlator may be neglected and
primary instabilities dominate the dynamics. However, due to these instabilities loop corrections
grow exponentially and faster than the correlator itself. The fast growth ceases at a time of
100 −1/4. This is precisely when the secondary instability sets in. Loop corrections grow faster
due to the fact that exponentially growing modes F(t,p) appear multiple times as propagators in
the loop diagrams displayed in Fig. 3.13. For the reasons outlined before, we do not find that
secondary growth rates correspond to integer multiples of primary ones here.
3.3 Plasma instabilities in SU(3) Yang-Mills theory
As has been discussed in Section 3.1, our analysis of QCD- plasma instabilities is to a big extent
based on the assumption that there are no significant differences between instabilities in SU(2)
and SU(3) Yang-Mills theory. That this indeed the case has been checked explicitly in a thesis
related to this work [38, 80]. We will briefly report on these results in this section. Moreover,
we describe how the primary growth rates of SU(3) plasma instabilities can be obtained from the
corresponding SU(2) results which was found out in the context of this work.
The simulations of SU(3) gauge theory in [38, 80] employed initial conditions of the same
kind as Eq. (3.2) in this work. The same value for the average energy density was prescribed
which is distributed over degrees of freedom of eight colours instead of three as in the case of
SU(2). This renders the overall gauge field amplitude smaller than in the SU(2) case and will
be of importance in the below discussion. Solving the classical field equations for a sample of
these initial conditions similar computations as for SU(2) were carried out. Most findings were
almost identical to the SU(2) case. This applies in particular to the occurrence of primary and
secondary instabilities and the isotropization on large length scales. Especially, similar values as
in Eq. (3.18) for the momentum range that becomes isotropic at saturation time were obtained.
The main difference that was found is that the primary growth rates turned out to be slower by
ca. 25 per cent when measured in 1/4 than in the case of SU(2). However, as we will show now,
there is a simple way how the primary growth rates for SU(3) can be obtained by those found for
SU(2). With this knowledge, the conclusion of our work for heavy ion collision experiments can
be put on an even more solid foundation.
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The central quantity for the following procedure is the mass scale defined in Eq. (3.9) which
can be visualised by the tadpole diagram displayed in Fig. 3.2. More precisely, we obtain the
non-vacuum part when inserting the classical-statistical approximation for the statistical propa-
gator (2.22) of the gauge field. From the contraction of colour indices at the four-gluon-vertex it
is immediate that for this diagram scales like
m2T,SU(N) ∼ N A˜2SU(N) (3.28)
for pure SU(N) gauge theory with a fixed overall gauge field amplitude A˜. In the initial conditions
Eq. (3.2) employed for the SU(2) as well as the SU(3) simulation we have fixed the overall gauge
field amplitude C ∝ A˜2 by demanding that the average lattice energy density ˆ have a prescribed
value. In the limits of either small field amplitudes of weak coupling the energy in SU(N) gauge














∼ (N2 − 1) A˜2 . (3.29)
When comparing these initial conditions with identical ˆ for the gauge groups SU(N1) and
SU(N2) one finds
(N21 − 1) A˜2SU(N1) = (N22 − 1) A˜2SU(N2) . (3.30)




















Therefore, the mismatch of 25 per cent between the SU(2) and SU(3) growth rates found in the
numerical study [80] can be accounted for by a corresponding change in mT . Phrased differently,
both simulations yield identical growth rates measured in units of mT , which is demonstrated in
Fig. 3.15. There the growth rates as determined numerically in the SU(2) and SU(3) simulations
are plotted measured in units of the respective value of mT . The latter have also been computed

















Figure 3.15: Growth rates as obtained from simulations of SU(2) and SU(3) Yang-Mills theory,
measured in the respective value of mT .
numerically from the initial conditions and their ratio is found to to be in excellent agreement
with Eq. (3.33). Being the leading (local) contribution to the self-energy at early times mT affects
all dispersion relations ω(p) and thus provides a natural inverse time scale inherent in the initial
conditions.
For the growth rates of the secondaries the above rescaling does not result in a precise agree-
ment of the SU(2) and the SU(3) simulations. This is in parts due to the slightly larger error bars
on the fit results for the secondary growth rates. On the other hand, we cannot expect the dynam-
ics of the secondaries to be encoded completely in the initial conditions because their dynamics
is highly nonlinear as has been demonstrated before. In any case, the difference in the secondary
growth rates for SU(2) and SU(3) is of the order of twenty per cent as well and thus does not
alter the phenomenological picture gained from the SU(2) simulations in a significant way.
3.4 Nielsen-Olesen instabilities on the lattice
In Section 3.2 we found that the functional shape of the growth rates as a function of momentum
does not agree with the predictions for chromo-Weibel instabilities of the hard-loop effective
theory. A resolution of this issue has recently been proposed by the authors of [76]. They
suggest that our initial conditions give rise to a Nielsen-Olesen instability [59,129,147]. Indeed,
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gB − p2z (3.34)
where B is the absolute value of a homogeneous magnetic field aligned in parallel to the z- axis.
Although this cannot be precisely fitted to the data16 displayed for instance in Fig. 3.9 its func-
tional shape resembles the behaviour of our results much closer than the hard-loop predictions.
In this Section we present a brief investigation of this issue. It will turn out that the instabilities
reported in Section 3.2 are indeed likely to be of the Nielsen-Olesen kind. This opens up new
possibilities for the roˆle that instabilities may play in heavy ion collisions.
The Nielsen-Olesen instability occurs in the presence of a homogeneous magnetic field. By
a suitable gauge transformation the latter can always be arranged to point into the direction a = 1
in colour space, which we will assume in the following. In an infinite volume such a field can




yB , A1y =
1
2
xB , all other Abj = 0 . (3.35)
This yields the desired magnetic field Baj = δ





A3y then feature a band of unstable low-momentum modes
18 which commence to grow exponen-
tially when slightly excited. It can be readily verified that (3.35) is a time-independent solution
of the Yang-Mills equations (2.11). Accordingly, also the magnetic field derived from (3.35) is
constant in both space and time as long as it is unperturbed.
Unfortunately, studying a vector potential of the type (3.35) cannot be done with the program
used for the numerical studies in the rest of this work without extensive alterations. The reason
is that the periodic boundary conditions will introduce an undesired discontinuity into the above
vector potential. Therefore, we numerically investigate Nielsen-Olesen instabilities in a slightly
different setup.
15In Section 3.2 we have defined the growth rate from |A|2 ∝ eγt, which is motivated by relating |A|2 to an
occupation number. In the present section we define γNO from the exponential growth in |A| rather than |A|2 in order
to allow for direct comparison with the literature. Thus, when comparing γNO to the growth rates of Section 3.2 one
has to take into account this factor of two.
16This can easily be seen by noting that Eq. (3.34) describes points lying on an arc of a circle. However, inspection
of the primary growth rates in Fig. 3.9 shows that γ(pz → 0) ' 0.2 1/4 does not agree with the value where γ
vanishes, which happens at pz ' 1 1/4. The authors of [76] argue that such a deformation of the curve γ(pz) should
be expected for initial conditions of the shape (3.2).
17In this section we will often denote the x- components of the gauge field in colour a explicitly by Aax instead of
Aa1 in order to avoid confusion with the colour indices. As before, we work in temporal axial gauge (2.14).
18Fuji et al. [76] choose their magnetic field to be aligned along the (a = 3)- direction in colour space. They carry
out the analysis of unstable modes in a complex linear combination φ of the corresponding gauge field components.
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From Eq. (2.5) one sees immediately that a homogeneous magnetic field can also be gener-
ated from a suitable constant gauge potential via the commutator term. For instance, consider







, all other Abj = 0 . (3.36)
This yields the same magnetic field as (3.35). However, there is an important difference between
the two gauge field configurations (3.35) and (3.36). The former is a constant (in space and
time) solution of the Yang-Mills equations while the latter is not. Instead, its zero modes display
nonlinear oscillations in time governed by the differential equations
∂2t A
2
x = −g2(A3y)2 A2x
∂2t A
3
y = −g2(A2x)2 A3y .
(3.37)
Note that A2x = A
3
y at all times if they are equal at initial time as it is the case for the initial
conditions Eq. (3.36). This system can readily be solved numerically19. For future reference, we
note that the temporal average of the magnetic field’s modulus over one period of oscillation is
found to be
B¯ ' 0.46 B(t = 0). (3.38)
It has been shown that magnetic fields derived from spatially constant gauge fields also exhibit
Nielsen-Olesen instabilities [151].
As in Section 3.2 we solve the discretised field equations but now starting from Eq. (3.36).
In order to trigger a Nielsen-Olesen instability we add a bit of noise of the form δA(r− 0.5) to all
Abj(t = 0, x). The amplitude of the noise is δA = 0.001
√
B/g and r ∈ ] 0, 1 [ is a random number
from the homogeneous distribution on that interval20 . In particular, we also perturb those com-
ponents that have originally been set to zero in Eq. (3.36). Given this initial configuration for
the gauge field we can initialise all links according to Eq. (2.30). When computing the magnetic
field from Eq. (2.37) we find that the result possesses non-vanishing entries in the colours a = 2
and a = 3, which is in disagreement with the continuum field. By modifying the amplitude of
the lattice gauge field, which can alternatively be interpreted as a change in lattice spacing as via
Eq. (2.48), we have found that the contamination of Fˆ scales as a3s , which unmasks it as the
inherent but well-controlled discretisation errors in Eq. (2.33).
We plot the time evolution of several low-momentum modes Abj(t, pz) in Fig. 3.16. In contrast
19As an aside, we have integrated Eq. (3.37) by means of both a computer algebra package and our program. The
two solutions were found to be in excellent agreement.
20We have checked that varying the amplitude of the noise over an order of magnitude does not affect the results.
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Figure 3.16: Time evolution of the individual gauge field components in lattice units starting
from the initial conditions (3.36) supplemented by noise. Each panel shows the time evolution of
three different Fourier coefficients whose momenta are parallel to the z- axis. Subfigures (c) and
(e) show exponentially growing zero modes which are typical for Nielsen-Olesen instabilities.
The strongly initialised zero modes and there oscillations are clearly visible in (b) and (f). In
contrast to Fig. 3.3, no averaging over colour has been carried out here.
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to Section 3.2, we have plotted the curves for each individual colour index rather than averaging
over them in order to gain more detailed insights into the instability. Several important observa-
tions can be made in Fig. 3.16.
First, we see that the zero modes of A2x and A
3
y oscillate. These oscillations are almost identi-
cal to the unperturbed case (i.e. zero noise δA = 0). The zero mode oscillations remain practically
unaffected by the dynamics of the other modes until t ' 15 −1/4. At early times the magnetic
field is given as a function of time by these curves in Fig. 3.16(b) and (f). This is because the
contribution of the derivative terms is small so that B(t) ' A(t)2 from Eq. (2.5).






y are unstable, which
is in agreement with the predictions [76, 151]. Above a certain wave number there are no insta-
bilities at early times t . 10 −1/4 as exemplified by the blue, lowermost curves in each of the
panels of Fig. 3.16. All instabilities saturate at approximately t ' 15 −1/4 which coincides with
the time when the zero modes cease to oscillate.
Unambiguous evidence for the Nielsen-Olesen nature of the instabilities at hand is provided
by Figs. 3.16(c) and (e). They demonstrate that the gauge field possesses unstable zero modes.
This is typical for the Nielsen-Olesen instability while there are no growing zero modes in the
chromo-Weibel scenario.
A discerning look at Fig. 3.16(b) and (f) reveals that the exponential growth is actually not
uniform in time. Rather, it slows down and accelerates again with the frequency of the zero
mode oscillations as can be nicely seen there. In particular, the growth always seems to speed
up when the amplitude of the zero mode is at its maximum while it slows down at the respective
minimum. Fitting growth rates over times large compared to the oscillation frequency must yield
something like an average growth rate. This will be relevant below.
Finally, one observes that the behaviour of the system changes at t ' 10 −1/4. In analogy to
the secondary instabilities discussed in Section 3.2 formerly stable modes suddenly start to grow
as well.
The growth rates of the instabilities can be obtained by fitting an exponential function to the
data. The results of such a fit are shown in Fig. 3.17. The left panel shows γNO as a function
of pz for different initial field strengths. Both the growth rate and the momentum are plotted in
lattice units. Comparing the data to the prediction from Eq. (3.34) it turns out that the latter does
not represent the data. However, we find that the growth rates can be described very well by
γ(num)NO (pz) =
√
0.42gB − p2z (3.39)
which is the function underlying the analytic curves in Fig. 3.17(a) for each of the simulations.
We note that the numerical factor appearing in Eq. (3.39) is almost equal to the one in Eq. (3.38).
This is explained by the aforementioned observation that the exponential growth is not uniform
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Figure 3.17: Growth rates of Nielsen-Olesen instabilities from simulations with different mag-
netic field strengths measured (a) in lattice units and (b) in units of 1/4. The solid lines represent
the corresponding function Eq. (3.39) for the various magnetic field strengths. g = 1 in all
computations.
in time. The average growth rate as obtained by fitting over a time interval of several zero mode
oscillations is thus given to a very good approximation by inserting the temporal average of the
magnetic field into the analytical expression (3.34). We emphasise that the latter was derived for
the initial condition (3.35) which yields a magnetic field that is constant in time.
The data points in Fig. 3.17(b) are exactly the same as in Fig. 3.17(a), however with the
growth rate as well as the momentum measured in units of 1/4. The reason for the precise
collapse of the results of simulations with different initial field strength onto a single curve can
be understood from Eqns. (3.34) or (3.39) for the growth rate. The relevant momentum scale
appearing there (as in the initial conditions) is set by
√
gB which determines both the maximum
growth rate and the zero of the expression under the square root. Note that this is directly related
to the energy density which is proportional to B2.
The inverse of the maximum growth rate (i.e. the characteristic time scale) in physical units
following from (3.39) for an energy density of 30 GeV and g = 1 is
1
γ(num)NO (pz = 0)
' 1
0.81/4
= 0.36 fm/c . (3.40)









4√2 ' 0.24 fm/c . (3.41)
The momentum scales corresponding to (3.40) and (3.41) are 560 MeV and 830 MeV, respec-















0.5 (Txx + Tyy) / tr Tspatial
Tzz / tr Tspatial
Figure 3.18: Time evolution of the diagonal entries of the spatial stress-energy-momentum ten-
sor. This is the analogue to Fig. 3.6. Here, an approximately isotropic state is reached much
faster.
tively. This indicates which degrees of freedom could be affected by Nielsen-Olesen instabilities.
Either of (3.40) and (3.41) represents noticeable speed-up when compared to (3.21). On the other
hand, due care should be exercised when interpreting these numbers in the context of heavy ion
collisions. Initial conditions of the idealised type (3.36) are certainly not realised in the out-of-
equilibrium quark gluon plasma created at RHIC or LHC.
As in the case of the initial conditions (3.2) from Section 3.1 we are interested in the time it
takes the system to become globally isotropic. Fig. 3.18 shows the transverse and longitudinal
pressure computed from the same field configurations as the data displayed in Fig. 3.16. This
is to be compared to Fig. 3.6. It is obvious that the time evolution is much more violent in the
present scenario. More surprising, the stress-energy-momentum-tensor becomes isotropic after
a relatively short time. Note that there is a significant difference between the initial conditions
employed in Section 3.2 and the ones of this section. While in the case of the former T33 ' 0 at
initial time, the homogeneous fields (3.36) give T33 a negative value21, as follows from (3.7).
In spite of several differences the primary instabilities in Section 3.2 bear remarkable simi-
larity to the Nielsen-Olesen instabilities studied here. Most important, the functional shape of the
growth rate as a function of longitudinal momentum is better reproduced by the Nielsen-Olesen
scenario than by the predictions for the chromo-Weibel instability. An argument why the initial
conditions (3.2) should trigger Nielsen-Olesen instabilities has been given in [76]. Eq. (3.2) will
21Cf. the discussion of the structure of Ti j in the colour glass condensate in [103].
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cause derivatives to be of a typical scale ∆x. In turn, the initial fields will be approximately ho-
mogeneous on length scales ∆−1x , which also holds for the magnetic fields. Therefore, the latter
are susceptible to Nielsen-Olesen instabilities.
3.5 Implications for heavy ion collision experiments
We close this Chapter by drawing conclusions about the thermalisation process of the quark
gluon plasma created in heavy ion collisions. As outlined in the introduction, this has been a
major motivation for this investigation.
The majority of our calculations has been carried out using the colour-glass-like initial con-
ditions presented in Section 3.1. Accordingly, the respective analysis relies on the assumptions
that have been stated there. It has emerged that considering SU(2) is not a severe restriction
and that many of our results can be extrapolated to the physical QCD- gauge group SU(3) in a
controlled way.
The occurrence of plasma instabilities has been confirmed and their impact on the isotropiza-
tion of the medium has been studied. We emphasise that this could be analysed to a big extent in
terms of gauge invariant quantities. It can be said that the instabilities indeed do have the effect
to isotropize the system, as has been conjectured in the past [17]. The restriction to be made
here is that the system does not fully isotropize. Only a domain of low-momentum degrees of
freedom is driven to isotropy by the instabilities. In this regard, instability driven isotropization
is still reminiscent of the original “bottom-up” scenario [25] of thermalisation. The momentum
scale on which isotropization happens is not too different from the transverse-momentum range
for which elliptic flow is well described by hydrodynamic calculations.
We have been able to make predictions of the involved time scales in physical units. These
characteristic time scales of the plasma instabilities are comparable to the time at which hy-
drodynamic evolution sets in. However, the growth rates computed for the colour-glass initial
conditions do not allow for a large number of e- foldings during this time. A similar results was
obtained in [142]. The fact that the growth rates in SU(3) are even slower than in the SU(2) case
renders the scenario of instability driven isotropization less likely.
Aside from the study of the primary instabilities, which are relevant during the entire period
of violent dynamics, we have found another class of instabilities. These secondary instabilities
could be shown to bear remarkable qualitative similarity to parametric resonance in scalar field
theories. Their relevance for the thermalisation of the quark gluon plasma is even more difficult
to judge, though, than for the primaries. While their growth rates are significantly higher than
those of the primary instabilities they set in rather late. Apart from a narrow momentum interval
secondary instabilities saturate before the affected modes even come close to isotropy.
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The results for Nielsen-Olesen instabilities open up new perspectives. Certainly, the initial
conditions used in the simulations are too idealised to be considered of direct relevance for RHIC
or LHC. However, it could be shown that non-Abelian gauge theories do allow for processes with
a characteristic time scale of 0.2 fm/c. An instability with such a fast growth rate certainly would
have a sizable impact. It can be speculated that sufficiently homogeneous fields could exist in flux
tubes connecting e.g. quark-antiquark pairs in the out-of-equilibrium plasma. Phenomenological
questions of this kind are beyond the scope of this work and need to be engaged in a different
approach.
Chapter 4
Fixed points and turbulence
In Chapter 3 we have analysed the time evolution of an out-of-equilibrium ensemble of non-
Abelian gauge fields focusing on the processes that are relevant at early times. In this Chapter
we will investigate the properties of the system after the saturation of instabilities.
From Figs. 3.3, 3.4 and 3.7 it is obvious that the time evolution of the Yang-Mills system
starting from the anisotropic ensemble (3.2) can very roughly be divided into two phases. The
first one is governed by violent processes (plasma instabilities) whose dynamics are intrinsically
“fast”. The second phase can generally be characterised as “slow”. After the saturation of in-
stabilities the further evolution towards (classical) thermal equilibrium apparently slows down
tremendously, as has been indicated by Fig. 3.6 and the discussion thereof. It is the purpose of
this Chapter to provide a detailed analysis of this slow phase. Rather than just being slow it will
turn out to be even quasi-stationary in nature.
We have already mentioned in Section 3.2 in the context of secondary instabilities that there
are remarkable similarities between scalar theories and gauge theories. The analogies between
these two - a priori very different - physical systems will eventually prove to be even more pro-
found. This agreement turns out to be so precise that it confirms the notion of universality far
from equilibrium.
In the context of out-of-equilibrium scalar theories encountered in inflationary early uni-
verse cosmology the fast and violent evolution at initial times drives the system towards quasi-
stationary states [41,112,113]. Note that - as for the initial conditions (3.2) studied here - also in
that case the evolution at early times is almost entirely classical, which has been demonstrated by
explicitly comparing the quantum and the classical time evolution obtained from numerical 2PI
computations for instance in [41]. These states feature power-law spectra in the statistical prop-
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agator (2.22) with clearly non-thermal spectral indices1. Hence these quasi-stationary states are
also referred to as nonthermal fixed points. Their description is usually based on the assumption
of classicality (2.29) and thus their occurrence is limited to the classical regime. The full quan-
tum dynamics eventually causes the system to depart from the fixed point and drives it towards
(quantum) thermal equilibrium. Even if finally superseded by quantum physics, the presence of
a fixed point in the classical dynamics can significantly impede the overall thermalisation of the
system under consideration.
A general approach to out-of-equilibrium fixed points has recently been proposed [39].
Based on functional renormalisation group (FRG) techniques it allows to investigate nonthermal
fixed points from first principles of quantum field theory. Applying these methods, the proper-
ties of the fixed point ensuing parametric resonance could be understood [41] and were found to
agree with numerical computations. The FRG approach correctly describes the IR- as well as the
UV- parts of the spectrum. It is important to stress that the physics of fixed points encountered
in both of these regimes is very different. While the fixed points in the low-momentum regime
manifest themselves in a similar (but more extreme) way as equilibrium critical phenomena, the
fixed-point solutions present at asymptotically high momenta are analogous to Kolmogorov wave
turbulence [159]. It is the latter that we focus upon in this work, using the methods from [39,41]
to investigate turbulence in SU(2) Yang-Mills theory after the saturation of instabilities.
Several authors have already studied turbulence-like phenomena in Yang-Mills theory. Ear-
lier works [77, 127, 128, 156, 157] have found indications for chaotic behaviour, some of them
studying gauge theories in (1+1) or (2+1) dimensions. Recently, the interest in the subject has
been amplified again in the context of the thermalisation of the quark gluon plasma. Various
publications report the occurrence of power-law spectra [18,19,73,126,149]. Unfortunately, the
knowledge about turbulence in non-Abelian gauge theories is not as advanced as in the case
of scalars. For instance, the precise numerical value of the spectral index is still under de-
bate [19, 126]. These recent works are based on the framework of Boltzmann equations and
hard-loop resummation.
An important motivation for the analysis presented in this Chapter is that the study of fixed
points provides an excellent test case for the application of 2PI resummation techniques to gauge
theories, as outlined in the Introduction. It has also been mentioned there that the treatment of
non-Abelian gauge theories in the 2PI framework is not as advanced as for other field theories,
despite significant progress recently made [135–137, 143]. The equations governing nonther-
mal fixed-point solutions are less complicated than the general non-equilibrium evolution equa-
tions [30, 31, 39] due to the symmetry properties (i.e. translation invariance in time and space
1Phenomena of this kind are frequently discussed in terms of Boltzmann equations and power-law particle num-
ber spectra, for instance in [113, 159].
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and isotropy) of the fixed point. Therefore, the analysis of nonthermal fixed points by means of
2PI methods contributes to the development of these methods in order to finally apply them in
generic out-of-equilibrium studies of non-Abelian gauge theories as well.
The investigation of turbulence in SU(2) Yang-Mills theory in this Chapter proceeds along
two complimentary lines. In Section 4.1 we numerically compute Fourier spectra of the gauge
field propagator in the classical-statistical approximation. Subsequently, we study the properties
of the fixed point analytically in Section 4.2 and we will compare the results obtained in these
two ways.
We briefly summarise some necessary definitions, closely following the conventions in [30,
31,39,41]. We start by recalling the definitions of the time-ordered, advanced and retarded propa-
gators of the gauge field which have been defined in Eqns. (2.20), (2.25) and (2.26), respectively.
For the purposes of this Chapter the statistical propagator (2.22) and the spectral function (2.23)
are particularly relevant. We now discuss several properties of these propagators that will be
exploited in the following.
Without spontaneous breaking of the gauge symmetry, all of the above propagators are diag-
onal in the colour indices. That is, the colour structure of e.g. the time-ordered propagators can
be factored out according to
Gabµν(x, y) ≡ δabGµν(x, y) . (4.1)
Completely analogous identities hold for the other correlation functions. This property will
greatly facilitate many of the below calculations.
In this chapter we are interested in the properties of fixed-point solutions. By definition,
fixed-point solutions are invariant under translations in time and we will moreover assume that







sµ := xµ − yµ , (4.3)
the propagators only depend on s (but not on X) under the premise of spacetime translation
invariance. Therefore, the full information is encoded in the Wigner transformed functions (By
assumption, both sides of the following equations are independent of X.)
F˜µν(k) :=
∫
d4s eik·s Fµν(X +
s
2





d4s eik·s ρµν(X +
s
2
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where factors of i have been introduced in order to keep these functions real-valued. The Wigner
transforms of the advanced and retarded propagator are defined in the same way as ρ˜.
In addition to temporal and spatial translation invariance we will specialise to isotropic states.
It will have to be checked afterwards to what extent this simplification is applicable in the current
analysis2. For isotropic systems all Green functions are symmetric in the Lorentz indices, i.e.
F˜µν(p) = F˜νµ(p) ρ˜µν(p) = ρ˜νµ(p) G˜(A)/(R)µν (p) = G˜
(A)/(R)
νµ (p) . (4.5)
Under the present assumptions, the non-local contributions to the self-energy appearing in
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As in Eq. (4.4) the integrands in these definitions are in fact independent of X by virtue of
spacetime translation invariance. Accordingly, we suppress the X- dependence in the following.
The Wigner-transformed self-energies obey the following identities [30, 31]:
Π˜
µν









(ρ) ab(p) = G˜
−1 µν
(R)ab(p) − G˜−1 µν(A)ab(p) ,
(4.8)
Using the identity [31, 55]
ρ˜abµν(p) = G˜
ab
(R)µν(p) − G˜ab(A)µν(p) (4.9)
the identities (4.8) can be recast into the form











2The numerical results of Section 4.1 provide evidence that the fixed point encountered here is indeed isotropic.
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We note that the definitions of F˜ and ρ˜ imply the following intrinsic symmetries
F˜µν(−p) = + F˜νµ(p)
ρ˜µν(−p) = − ρ˜νµ(p) .
(4.11)
In fact, this also holds without assuming isotropy.
As suggested by the scalar results [41] we search for scaling solutions for the statistical
propagator and the spectral function of the kind
F˜µν(l p) = | l |−(2+κ)F˜µν(p)
ρ˜µν(l p) = | l |−2ρ˜µν(sign(l)p) .
(4.12)
Here, l is an arbitrary, non-zero real number. If scaling behaviour of this kind is found then
the upper identity in Eq. (4.12) defines the occupation number exponent κ. For the sake of
completeness we note in passing that the ansatz (4.12) assumes that the anomalous dimension η
as well as the dynamical critical exponent - which is usually denoted by z - take their perturbative
values zero and one, respectively. This is justified since in the ensuing analytical treatment we
require the UV to be perturbative anyway. Moreover, we note that if the spectral function ρ˜
scales as in Eq. (4.12) then the advanced and retarded propagators (and their Wigner transforms)
exhibit the identical scaling behaviour, i.e.
G˜(R)/(A)µν (l p) = | l |−2G˜(R)/(A)µν (sign(l)p) . (4.13)
4.1 Turbulent spectra from lattice simulations
The results of Section 3.2 show that the non-Abelian gauge field dynamics slow down tremen-
dously following the saturation of the instabilities. Moreover, it has been stated in Section 3.2
that the instabilities display remarkable similarities with parametric resonance in scalar field the-
ories. Since nonthermal fixed points have been found in the latter case [41] it is straightforward
to consider the possibility that such a fixed point could be encountered in the Yang-Mills system,
too. In this Section we will tackle this issue numerically. The corresponding analytical approach
is the subject of the ensuing Section 4.2.
In order to numerically check for the existence of a fixed point we compute spectra of the
statistical propagator (2.22) in the classical-statistical approximation. To that end we use the
same program as in Chapter 3 starting the integration of the field equations from the same initial
conditions (3.2). However, we run the program until much later times. Moreover, we take larger
lattice volumes in order to achieve a better momentum resolution, which allows to fit the shape
of spectra more precisely. The parameters of the simulations are listed in Table 4.1.
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Quantity Symbol Value/setting
Lattice volume N3 1283
Number of initial configurations/ensemble size - 20
Transverse width ∆ˆx 0.5
Longitudinal width ∆ˆz 0.001
Average energy density ˆ 0.05
Time step at 0.02 as
Gauge coupling g 1
Coulomb gauge fixing precision Eq. (4.19) e2 < 10−12
Table 4.1: Parameters of the simulations from which the results presented in Section 4.1 have
been computed.
In the classical-statistical approximation the statistical propagator (2.22) is given as the corre-
lation function of the gauge field. From a practical point it is too cumbersome to access F˜µν(p) in
these simulations, though, because that would require to store entire field configurations F˜µν(t, x)
for a large number of time steps. The most direct way to find possible scaling solutions of the
kind (4.12) is the analysis of the statistical propagator (2.22) evaluated at equal times t = x0 = y0.
A scaling solution (4.12) implies that the equal-time correlation function
Fabµν(t,p) =
∫
d3x e−ip·x〈 Aaµ(t, x)Abν(t, 0) 〉 (4.14)
also displays power-law behaviour of the form
Fµν(t, l p) = | l |−(1+κ)Fµν(t,p) (4.15)
once the system is sufficiently close to the fixed point such that F(t,p) does not show a per-
ceivable time dependence anymore. Of course, it is only then that identifying the equal time
correlation function F(t,p) with the translation invariant Wigner transform F˜(p0,p) for p0 = 0 is
justified. Assuming that the system has reached the fixed point and that a scaling solution as in






















= l−(1+κ)Fµν(t,p) . (4.16)
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By virtue of the convolution theorem it is straightforward and numerically inexpensive (using the
Fast Fourier Transforms) to access the equal-time correlation functions of the gauge field once
the Fourier coefficients of the latter have been computed. In particular, for a fixed spatial index j
Faaj j (t,p) = 〈 Aaj(t,p)Aaj(t,−p) 〉 = 〈 | Aaj(t,p)|2 〉 (4.17)
where the last equality follows from the fact that Aaµ(t, x) is a real-valued function in spacetime.
In the following, we will drop the colour indices and understand F j j as the average∑
a 〈 | Aaj(t,p)|2 〉
3
(4.18)
of Faaj j over all three colour indices of SU(2). This is what we compute numerically.
The statistical propagator (2.22) is a gauge dependent quantity, which makes the analysis of
fixed point less intuitive as compared to the scalar case. So far we have not chosen a specific
gauge to carry out our analysis. There are good reasons to opt for the Coulomb gauge which
is defined in the continuum case by the familiar Eq. (2.15). The most significant motivation
for Coulomb gauge is that the relation to particle numbers can be put on a sound basis in the
perturbative limit, which should be realised in the high momentum regime in which we expect
turbulent behaviour. The gauge condition (2.15) eliminates one degree of freedom from the three
spatial components of the gauge field. Thus only two degrees of freedom remain, corresponding
to two transverse polarisations of gluons. Coulomb gauge has been employed for instance in [19]
where the relation to particle numbers is discussed as well. Therefore, we compute Coulomb
gauge spectra of the statistical propagator in what follows.
We have to expect that even if the system approaches a nonthermal fixed point at some stage
of the time evolution it will finally evolve towards (classical) thermal equilibrium3 characterised
by κ = 1. Therefore, we can at best find a quasi-stationary regime during the course of the simu-
lations.
Coulomb gauge is defined by the gauge condition Eq. (2.15). Since we solve the Yang-Mills
equations in temporal axial gauge we need to transform them to Coulomb gauge first before
computing the statistical propagator. This can be achieved by means of various methods. It
is important to note that fixing to Coulomb gauge in Minkowski spacetime at a fixed time t is
basically the same numerical problem as Landau gauge fixing in Euclidean spacetime. Many
publications exist on that topic and we refer to [70] for a review.
We briefly summarise some relevant technical details about our implementation of Coulomb
3In Appendix D we demonstrate numerically that this is indeed the case.
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gauge fixing. A measure for the precision with which a given lattice field configuration satisfies









(∇ˆ · Aˆ)b(t, x)
]2
(4.19)
as defined in [70]. Here, Aˆ denotes the dimensionless lattice gauge field defined in Eq. (2.48)
and the derivatives indicated by ∇ˆ are computed as finite differences, i.e.




Aˆbj(t, x + jˆ) − Aˆbj(t, x)
)
. (4.20)
Obviously, perfect Coulomb gauge corresponds to e2 = 0 in the continuum limit. In the present
work, all data referred to as Coulomb gauge have been computed from field configurations with
e2 < 10−12.
The Coulomb gauge condition (2.15) fixes the gauge only up to a global gauge transform.
The freedom to carry out the latter is related to the conservation of colour charges. We leave
this remaining gauge freedom unfixed in order not to violate Eq. (3.6). This does not pose any
problems as long as only equal-time quantities are computed in Coulomb gauge [11].
Our gauge fixing procedure is an implementation of the stochastic overrelaxation algorithm
described in [70] applied to a three-dimensional configuration at fixed time. The efficiency of the
gauge fixing procedure is crucial for the feasibility of the computations in this chapter. There-
fore, it is imperative to experiment with the numerical value of the overrelaxation parameter ω
introduced in [70]. For the large lattices of 643 to 1283 sites employed in the investigations in this
Chapter, the optimum value of ω turned out to be ω ' 0.85− 0.95. Of course, we keep a copy of
the configuration in temporal axial gauge in the memory in order to be able to further evolve the
system in time with the methods discussed in Section 2.3. As an aside, we mention that gauge
fixing by stochastic overrelaxation can easily be parallelised, which has been exploited in our im-
plementation. It is interesting in this context to report that the convergence of our gauge-fixing
procedure is very slow at the time when the instabilities saturate. This might be related to the
fact that the field configurations undergo dramatic changes at this point. Due to the narrow width
∆z  ∆x in the initial state (3.2) their z− dependence is initially not very pronounced, which
is altered when Fourier modes with pz , 0 become populated to a perceivable extent. Since
this is of no direct relevance to the ensuing discussion of the fixed point we will not study this
phenomenon any further, though.
Fig. 4.1 exemplifies the Fourier spectra of the Coulomb gauge correlation function. It shows
snapshots of the equal-time correlation function defined in Eq. (4.17) at different instants of time
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Figure 4.1: The Fourier spectrum of the equal-time gauge field correlation function Eq. (4.14)
in Coulomb gauge. This plot visualises how the system approaches the quasi-stationary regime
after the saturation of plasma instabilities. See the text for further explanations.
as a function of the momentum’s absolute value4 for p parallel to the z- axis. The data is plotted
in a double-logarithmic fashion. The Lorentz index of the gauge field corresponds to transverse
directions (i.e. x- / y- axis); note that in Coulomb gauge Az(t,p) is zero anyway for p ‖ zˆ, which
is satisfied numerically to very high precision. The earliest time for which the spectrum is plotted
in Fig. 4.1 corresponds to a time shortly after the saturation of instabilities (Cf. Fig. 3.3 which
shows that saturation takes place at approximately 150 −1/4.). The data shown in Fig. 4.1 indi-
cates that the spectrum becomes quasi-stationary at times of order t ∼ 1000 −1/4 and seems to
follow a power law for intermediate momenta. In temporal axial gauge, the spectrum of (4.14)
becomes quasi-stationary as well but does not show power-law behaviour.
The results from Fig. 4.1 lead us to focus on the Coulomb gauge correlation functions for
times t & 1000 −1/4. In the following, we fit their slope in order to establish the presence of
nonthermal power-law spectra and extract their spectral index κ as introduced via Eqns. (4.12)
and (4.15) in a systematic way.
4This is the lattice momentum computed according to Eq. (3.1).
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We numerically determine κ as follows. In each run data for Aaj(t,p), which is required in the
computation of Eq. (4.17), is saved for momenta parallel to all of the three coordinate axes5. The
simulation is repeated for twenty different initial conditions6 generated from the ensemble (3.2),
thus allowing to approximate the ensemble average in Eq. (4.17). We carry out a χ2- fit [133],
fitting a straight line to the logarithm of (4.17) as a function of the logarithm of the momentum’s
absolute value. As it is obvious from Eq. (4.15), the slope of the curve yields an estimate for κ+1.
We carry out the fit individually for transverse and longitudinal momenta in order to take into
account the different dynamics of these modes and to check to what extent the configurations can
be considered isotropic. The values of χ2 per degree of freedom for the individual fits are in the
range of 0.5 to 2, which provides confidence in the validity of the power-law ansatz. The domain
of | p | that we employ for the fit is chosen as follows. For longitudinal momenta we choose
pz ∈ [0.6 1/4, 2.0 1/4] because at early times there are obvious deviations from a power-law
shape at lower and higher momenta, as can be seen from the data shown in Fig. 4.1. Transverse
momentum spectra show a clear power law over a larger domain already at earlier times and
hence we fit those spectra on the domain |p | ∈ [0.6 1/4, 3.0 1/4] providing more data points to
fit to7.
The results of individual fits to Ay(t, px) and Ay(t, pz) are presented in Fig. 4.3. Several
important observations can be made there. Firstly, transverse and longitudinal spectra8 yield
incompatible estimates for κ at early times. This can be explained by the different dynamics in
these modes. While the transverse modes (p ⊥ zˆ) are strongly populated already at initial times,
the longitudinal ones are only filled up by the instabilities and the subsequent cascade at a later
point in the time evolution, as can be inferred from Fig. 4.1. For t & 1000 −1/4 these differences
disappear and one can consider the system as at least approximately isotropic. The isotropization
of the system is also confirmed by the late-time spectra shown in Fig. 4.2. It demonstrates that
the system “forgets” about the initial anisotropy at late times; deviations are only discernible at
the highest and lowest momenta available on the lattice. We emphasise the significance of this
observation for the subsequent analytical investigations because it implies that the correlation
functions possess the symmetry properties (4.5). The second important observation from Fig. 4.3
is that it provides good evidence for a non-thermal fixed point. For times from approx. 1000 −1/4
5We have not binned the correlation functions w. r. t. the absolute value of the momentum because that would
not have allowed to check the degree of isotropy of the configurations.
6The size of the sample is somewhat smaller than of the one used for the investigation of plasma instabilities in
Chapter 3. This is because the present computation are far more computationally demanding owing to the larger
volume, the longer time evolution and in particular the gauge fixing.
7This is the reason why the error bars on the estimates for κ(t) in Fig. 4.3 are slightly smaller for F(t, pT ), as a
discerning look will reveal.
8In this context, “transverse” and “longitudinal” are understood to mean perpendicular and parallel to the axis
of anisotropy singled out by the initial conditions (3.2). This is not to be confused with the notion of transversality
pertaining to the Coulomb gauge condition Eq. (2.15).
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Figure 4.2: The spectrum of the equal-time gauge field correlation function (4.14) at late times
for momenta parallel (red circles) and perpendicular (blue squares) to the axis of anisotropy. The
solid line represents the overall result Eq. (4.21) for the occupation number exponent κ. Note that
the deviations from isotropy in the lowest and highest attainable momenta are hardly visible. The
values of the momentum as quoted on the abscissa give the momentum computed from Eq. (3.1).
to 4500 −1/4 the slopes of the spectra are nearly constant, as should be the case at a fixed point.
Moreover, the all estimates of the spectral index κ are clearly incompatible with 1 which is found
in classical thermal equilibrium.
Next, we average the individual estimates for κ over transverse and longitudinal directions9.
This yields the estimates for κ(t) plotted in Fig. 4.4. The error bars in that figure have been de-
termined as the statistical errors from averaging the individual estimates for the spectral index
at each time10. The large error at ' 500 −1/4 reflects the fact that transverse and longitudinal
spectra are qualitatively different at this time and thus the slopes fitted to transverse and longi-
tudinal spectra cannot be averaged in a meaningful way, in fact (Also confer the discussion of
9Besides the data underlying Fig. 4.3 we also use spectra for Ax(t, pz) and Az(t, px). That is, the results that are
presented in Fig. 4.4 are based on more values than included in Fig. 4.3.
10Computing the errors on the data in Fig. 4.4 from the error estimates of the individual fits using Gauss’ error
propagation formula yields comparable results. A discernible deviation occurs only at t ' 500 −1/4 but this is
irrelevant for the reasons outlined in the text.














Figure 4.3: Results for κ as obtained from fits to equal-time correlation functions (4.14) of Ay(t,p)
(again averaged over colour indices). The red circles give the results for momenta parallel to the
z− axis while the blue squares were obtained for momenta with pz = 0. The dashed and the
dotted line represent the analytical results (4.49) and (4.50) from Section 4.2. At all times, the
results are clearly incompatible with thermal equilibrium which corresponds to κ = 1 as given
by the solid line. The significant deviation between the fit results at early times is due to the
different dynamics of these modes; confer the text for further explanations. This confirms that
the system is approximately isotropic for t & 1000 −1/4, as stated in the discussion of Fig. 4.2.
Fig. 4.3.). Fig. 4.4 reveals the presence of the fixed point in an even more striking way than
Fig. 4.3. Obviously, the system remains in a configuration characterised by power-law spectra
with an obviously non-thermal (i.e. κ , 1) exponent for a long period of time. At the latest avail-
able time the drop in κ(t) could indicate the system’s final approach to thermal equilibrium which
features a spectrum with κ = 1. However, the available data do not allow to draw conclusions on
later stages of the thermalisation process. We have carried out a simulation running to twice as
long a time with only a single ensemble member. The spectra obtained in that computation do
not provide any indication for the system moving away from the fixed point.
Having accumulated compelling evidence for the presence of a fixed point it is justified to
average the values of κ(t) over the quasi-stationary regime in time. Averaging the data plotted in
Fig. 4.4 excluding the first and last data point yields
κ = 1.35 ± 0.02 , (4.21)













Figure 4.4: Fit results for κ as a function of time. The error bars quote the statistical errors as
from averaging over different spectra. The dotted and dashed lines represent the analytical re-
sults (4.49) and (4.50), respectively. The solid line corresponds to classical thermal equilibrium.
where again the error estimate has been computed as the statistical error resulting from the com-
putation of the average. We will further comment on the error estimates below. At this point we
note that the result (4.21) is in very good agreement with the analytical result (4.50) that will be
derived in Section 4.2. Moreover, comparing the late-time spectra to the curve corresponding to
the fit result as done in Fig. 4.2 demonstrates the accuracy of the fit.
We now turn to discuss the error estimate for κ in Eq. (4.21) in more detail. First, we have
to estimate the uncertainty introduced by choosing (i) a certain range of momentum to carry out
the fits and (ii) a particular time interval over which κ(t) is averaged when computing (4.21). It
turns out that in both cases changes in the choice of data taken into account alter the result (4.21)
by an amount of the order of the statistical error estimate quoted there. We have checked this by
(i) fitting the spectra on an extended range with 0.2 1/4 as the lower bound and (ii) recalculating
the temporal average from the data plotted in Fig. 4.2 discarding two more data points (That is,
taking into account only κ(t) for 1000 −1/4 < t < 4000 −1/4.). This gives us confidence that the
arbitrariness introduced in the choices we had to made is negligible.
A source for systematic error is posed by the fact that the spectra are slightly steeper when
the momentum is chosen in parallel alignment to the z- axis than the corresponding transverse
momentum spectra, as can be seen in Fig. 4.3. This is due to the different dynamics taking place
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in longitudinal and transverse modes, thereby reflecting the anisotropy introduced by the initial
conditions (3.2). However, even if this difference is employed to estimate the error of (4.21) the
relative error will still be less than ten per cent. The reliability of our error estimates is confirmed
by the analysis of spectra in thermal equilibrium in Section D.
We comment on the numerical stability of the results. First, we have run simulations also on
smaller lattices of 643 sites (as compared to the 1283 lattices on which the data presented here
were generated). This computation produced compatible value for κ with a slightly larger error,
however. This is to be expected because the number of data points for a given momentum range
is half as big on the smaller lattice. Furthermore, we have made a single run on a 2563 lattice and
compared the spectra to a power-law curve with the exponent (4.21). Again, the two results were
in agreement and did not provide any hint of a change in κ. Thus we conclude that the result
for κ is not affected by serious finite-volume effects. When increasing the gauge fixing precision
to even smaller values of e2 (cf. Eq. (4.19)) alterations of the spectra are only discernible at the
modes of lowest momentum. Since these have not been taken into account in the χ2- fit anyway,
we are confident that our results do indeed represent perfect Coulomb gauge, i.e. e2 → 0. Finally,
we have carried out a few simulations in which the parameters ∆x and the energy density were
changed. The late-time Coulomb gauge spectra obtained from those computations were also in
agreement with the power-law shape presented above. Summarising, there is ample evidence for
the numerical stability of the central result (4.21).
To summarise, the following conclusions have to be drawn. First, the system exhibits quasi-
stationary behaviour, as expected at a fixed point. The fixed point is characterised by power-law
spectra in Coulomb gauge whose spectral index (i) is in good agreement with one of the analyti-
cally predicted values (cf. Eq. (4.50)) and (ii) is definitely non-thermal. Second, our data clearly
rule out κ = 2 as well as κ = 1 which have been reported in other publications [18, 19, 126, 149].
Third, the presence of the fixed point and the numerical value of the spectral index are similar to
the properties of fixed points encountered in parametric resonance in scalar field theories [41].
Besides the calculations whose results have been reported upon in this Section a lot of effort
was made in order to characterise the fix point by other quantities than the statistical propagator
in Coulomb gauge. However, we have not found power-law spectra in neither gauge-invariant
quantities (e.g. plaquette-plaquette correlators) nor gauge-field correlation functions in temporal
axial gauge. At least, both kinds of quantities do not display any discernible time dependence
in the fixed-point regime anymore. At this point it is interesting to refer to Section D of the
Appendix where it is demonstrated that the statistical propagator in thermal equilibrium only
exhibits the expected spectrum (κ = 1) in Coulomb gauge but not in temporal axial gauge. Un-
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Figure 4.5: The gluonic contribution to the gluon self-energy at order g2. The curly lines repre-
sent dressed gluon propagators.
derstanding the fixed point in terms of gauge invariant quantities (or alternatively understanding
the gauge dependence of the spectra) remains an intriguing task for future studies.
4.2 Analytical approach to turbulence
In this Section we strive for an analytical understanding of the numerical result (4.21) presented
in Section 4.1 analytically in the framework of the 2PI effective action. Our approach is to adopt
the methods of [39, 41] developed for nonthermal fixed points in scalar theories to non-Abelian
gauge theories. For the sake of simplicity we stick to SU(2) Yang-Mills theory which we have
also studied in the numerical simulations presented in Section 4.1. Given that we are predomi-
nantly interested in the UV properties of the theory we expect that the problem is amenable to
perturbation theory, as suggested by asymptotic freedom [83, 132]. Therefore, we will employ a
perturbative expansion of the self-energy in powers of the non-Abelian gauge coupling g. In this
limit the 2PI effective action scheme is effectively equivalent to resummed perturbation theory.





νµ(p) − Π˜µν(F) ab(p) ρ˜baνµ(p) = 0 , (4.22)
which has been derived using functional renormalisation group methods in [39]. Eq. (4.22) is at
the heart of the investigation of nonthermal fixed points. It is reminiscent the familiar statement
in the language of Boltzmann equations that gain and loss terms mutually cancel in stationary
states. In fact, the latter can be derived from the more general Eq. (4.22) in the on-shell limit.
Employing the KMS relation it is straightforward to check that this identity is satisfied in thermal
equilibrium. In the following however, we will search for scaling solutions of F˜µν(p) and ρ˜µν(p)
of the kind (4.12) which in general do not fulfil the KMS relation.
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Figure 4.6: The O(g2)- ghost contribution to the gluon self-energy.
With the propagators being diagonal in colour indices (cf. Eq. (4.1)) the one-loop contribu-
tion to the gluon self-energy factors into a tensor part containing all colour indices and another
factor which is completely independent of colour indices. If the approximation to the self-energy
under consideration possesses this property one finds upon contraction of the colour indices that
the fixed-point identity (4.22) is equivalent11 to
Π˜
µν
(ρ)(p) F˜νµ(p) − Π˜µν(F)(p) ρ˜νµ(p) = 0 . (4.23)
When evaluated at a fixed point, Eqns. (4.22) and (4.23) are trivially satisfied when integrated
over the spatial components p of the momentum p = (p0,p). Hence the following equation







νµ(p) − Π˜µν(F) ab(p) ρ˜baνµ(p)
}
= 0 . (4.24)
Note that an additional integration over p0 would render the equation trivially fulfilled due to the
symmetry properties (4.11) of the spectral function ρ and the imaginary part of the self-energy
Π˜
µν
(ρ)ab(p) (The latter is anti-symmetric from its definition in Eq. (2.28).). When considered from
a quasi-particle point of view, i.e. assuming the spectral function to be on-shell, the integration
in Eq. (4.24) has the effect of picking up the only non-zero contributions to the integrand. It has
emerged from [41] that Eq. (4.24) allows to access nonthermal fixed points in a convenient way.
Our strategy to search for nonthermal fixed points is the following. First, we approximate the
self-energy perturbatively. Subsequently, we look for zeroes in Eq. (4.24) assuming a power-law
as in Eq. (4.12) for the spectral function and the statistical propagator.
The leading order contributions to the (non-local) self-energies Π(F) and Π(ρ) in a perturbative
setting arise from the purely gluonic diagram depicted in Fig. 4.5 and the ghost loop shown in
Fig. 4.6. These contributions are of order g2. In this work we neglect the ghost contributions
11Of course, this tacitly assumes that the result of the colour contraction is non-zero, which applies to all cases
considered in this work.
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assuming that we can work in a ghost free gauge12. Therefore, we do not consider the ghost
diagram any further in the following.
It is important to stress that the propagator lines in Figs. 4.5 are fully resummed propagators,
as implied by the use of the 2PI effective action. Therefore, these diagrams actually contain
contributions up to infinite order in g. Including higher order diagrams in the gauge coupling
thus has the effect that more, topologically distinct diagrams are included in the resummation.
Before turning to the analysis of the fixed point in terms of one-loop self energies we intro-














Vµκρ3 (p, k, q) := g
µκ(p − k)ρ + gκρ(k − q)µ + gρµ(q − p)κ , (4.26)
which allows to write the perturbative three-gluon vertex as
Vµκρ,abc3 (p, k, q) = g
abcVµκρ3 (p, k, q) . (4.27)
From this it is obvious that the colour structure of all vertices and propagators appearing in
Eq. (4.22) to order g2 can be factored out and pulled out of the integral in Eq. (4.24). Thus
we can ignore the colour structure and stick to the slightly simpler version of the fixed-point
identity (4.23) in the analysis of the gluonic one-loop diagram. We note in passing that the
three-gluon vertex has the following, trivial scaling property:
Vµκρ3 (lp, lk, lq) = lV
µκρ
3 (p, k, q) . (4.28)
Furthermore, it possesses the symmetries
Vµκρ3 (p, k, q) = V
κρµ
3 (k, q, p)
Vµκρ3 (p, k, q) = −Vµρκ3 (p, q, k)
Vµκρ3 (p, k, q) = −Vµκρ3 (−p,−k,−q) .
(4.29)
For the sake of completeness we recall the behaviour of the Dirac- δ function under rescaling of





12An alternative could be to employ the frozen-ghost formalism [65, 71, 102].
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Figure 4.7: This diagram visualises how the O(g4)- contribution to the gluon self-energy from
Fig. 4.5 is isolated by iteratively replacing propagator using the identities (4.10). Note that this
this diagram cannot be obtained by functional differentiation of any term in the 2PI effective
action, as can easily be seen by connecting the external propagator lines. The contributions
of this diagram to the symmetric and the anti-symmetric part of the Wigner transformed gluon
self-energy are denoted by L˜(F) and L˜(ρ) in the text.
The explicit expressions for the Wigner- transformed self-energies at order O(g2) corresponding
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Without loss of generality, we assume p0 > 0 from now on.
The next step in order in the search for nonthermal scaling solutions would now be to plug
in the ansatz (4.12). However, the contribution to (4.32) at order g2 is kinematically suppressed,
which is to a big extent analogous to the vanishing of the g2- contribution to the Boltzmann
equation in quantum electrodynamics [30, 31]. This can easily be seen in the on-shell limit of
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(a) “Setting sun” (b) “Squint”
Figure 4.8: Contributions to the gluon self-energy at order O(g4). The symmetric and anti-
symmetric contributions of (a) are denoted by S˜ (F), S˜ (ρ) in the text, those of (b) by Q˜(F), Q˜(ρ).
massless particles which applies to gluons in the perturbative regime considered here where F˜µν
and ρ˜µν are proportional to δ(p2) = δ(p20 − p2), implying that the only non-zero contributions
arise from p0 = ±|p|. Combining the on-shell condition with the δ- function δ(4)(p + k + q) =
δ(p0 + k0 + q0)δ(3)(p + k + q) in the integrand of Eq. (4.32) one finds that the only contributions
stem from solutions to the kinematic condition
− p0 = k0 + q0 = |k| + |q| = ± |p| = ± |k + q| .
For this to admit a solution, k and q must be either parallel or anti-parallel by virtue of the
Cauchy-Schwartz inequality. Hence only purely collinear scattering processes can occur and
these are thus phase-space suppressed.
Given that theO(g2)- contribution to the integrand of Eq. (4.32) is suppressed we continue the
search for fixed-point solutions at order g4. At this order, there are several diagrams contributing
to the self-energy. These are depicted in Figs. 4.7, 4.8 and 4.9. As before, we neglect the
contributions of ghosts. Note that the diagram shown in Fig. 4.7 merely isolates the order g4
contribution that is already included in the one-loop diagram from Fig. 4.5. This can be seen by
replacing one propagator line using Eqns. (4.10). We underscore again that the propagator lines
represent fully dressed propagators in the 2PI resummation scheme. The diagram in Fig. 4.7
actually does not possess a functional anti-derivative contributing to the 2PI effective action;
connecting the external lines does not result in a two-particle irreducible diagram.
The diagrams shown in Figs. 4.8 and 4.9 represent the common O(g4)- contributions to the
gluon self-energy. It is only necessary to consider the former, though, because the latter are in-
cluded in the other O(g4)- contributions through a cancellation identity [31]. Note that cutting the
diagram of Fig. 4.7 produces the matrix elements for the s-, t- and u- channel in 2↔ 2 scattering
in the on-shell limit. Cutting the “setting-sun diagram” (Fig. 4.8(a)) yields the corrresponding
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contribution from the four-gluon vertex. The “squint” displayed in Fig. 4.8(b) does not yield a
contribution to 2↔ 2 scattering.
Before reproducing the details of the calculation we briefly summarise our way to engage the
full g4- analysis, which is quite involved. Since the self-energies are a sum of the diagrammatic
contributions we can split up the task to find a solution to Eq. (4.24) at order g4 in the gauge
coupling by considering the terms arising from each of the above diagrams individually. Denot-
ing the contraction of Lorentz and colour indices in Eq. (4.22) by “·” for the sake of brevity and
introducing the symbols L˜(F), L˜(ρ), S˜ (F), S˜ (ρ) and Q˜(F), Q˜(ρ) for the symmetric and anti-symmetric
self-energy contributions of the one-loop diagram (Fig. 4.7), the setting-sun (Fig. 4.8(a)) and




































Q˜(ρ)(p) · F˜(p) − Q˜(F)(p) · ρ˜(p)
}
(4.33)
We deal with the individual integrals in the following order:
1. We search for zeroes in the contribution of Fig. 4.7, that is, the integrals featuring L˜. We
find scaling solutions of the kind (4.12) in the classical limit. Keeping the quantum terms
as well we can show that no scaling solutions persist in the full quantum theory.
2. We check that the contributions of the diagrams in Fig. 4.8 (i.e. the integrals appearing in
Eq. (4.33) with S˜ and Q˜ in the integrand) also vanish in the classical limit for the same
values of the occupation number exponent κ.
In this way we will be able to demonstrate that there is a nonthermal fixed point in the classical
limit. We do not need to compute the quantum contributions to the setting-sun and the squint
diagram explicitly because we will already see from the diagram in Fig. 4.5 that the quantum
terms destroy the fixed-point solution13.
We commence by analysing the O(g4)- contribution to the one-loop diagram which is de-
picted in Fig. 4.7. Mathematically, this is obtained by replacing one propagator line in each of
13This argumentation is not a hundred percent airtight. Though not very likely, the quantum terms from the
L˜−, S˜ − and Q˜− contributions could mutually cancel.
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(a) (b)
Figure 4.9: Contributions to the gluon self-energy at order O(g4) which are implicitly included
in the diagrams of Figs. 4.5 and 4.8 by virtue of a cancellation identity [31].
the terms in Eq. (4.32) by virtue of the identity (4.10). We choose to replace all propagators






δ(4)(p + k + q)Vµκρ3 (p, k, q)V
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whose right hand side is already of order g4 because the leading contribution to Π˜(F) and Π˜(ρ)







δ(4)(p + k + q) δ(4)(k + r + s)
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We search for zeroes of this expression by plugging in the ansatz from Eq. (4.12) and carrying
out scaling transformations. This procedure, which is inspired by a similar method in the analy-
sis of Boltzmann equations [159], is analogous to the scaling transformations applied in the case
of scalar theories in [39, 41]. The main complication compared to the latter case is the more
complicated tensor structure of the vertices in the gauge theory. Since the integrand of Eq. (4.35)
is a sum of four terms we need to carry out three scaling transformations in order to arrange for
all of these terms being of the same structure. We choose to transform the terms (II), (III) and
(IV) to the shape of the first term (I) in Eq. (4.35).







































s s = lr s′ d4s = | lr |4d4s′ . (4.36)
Note that with these definitions
r = lr p′ , p = lrr′ , k = lrk′ , q = lrq′ and s = lr s′ . (4.37)
Somewhat loosely speaking, the effect of the substitutions (4.36) is to swap the variables p and
r. Moreover, we define
∆ := −3κ + 4 (4.38)
in order to abbreviate the exponents occurring below. Exploiting the intrinsic symmetries of F˜
and ρ˜ (cf. Eq. (4.11)), the assumption of isotropy (4.5), Eqns. (4.28) and (4.30) and the scaling
14Recall that we have assumed p0 > 0 in the context of Eq. (4.32).
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δ(4)(p + k + q) δ(4)(k + r + s)Vµκρ3 (p, k, q)V
νλσ
3 (p, k, q)V
αγζ
3 (k, r, s)V
βδτ
















δ(4)(lr(r′ + k′ + q′)) δ(4)(lr(k′ + p′ + s′))
Vµκρ3 (lrr




′, lr p′, lr s′)V
βδτ
3 (lrk
′, lr p′, lr s′)G˜Rκα(lrk
′)G˜Aβλ(lrk
′)





ρ˜ρσ(sign(lr)| lr |q′)ρ˜νµ(sign(lr)| lr |r′)
]






| lr |∆δ(4)(r′ + k′ + q′)δ(4)(k′ + p′ + s′)
Vµκρ3 (r
′, k′, q′)Vνλσ3 (r
′, k′, q′)Vαγζ3 (k

















| lr |∆δ(4)(r′ + k′ + s′)δ(4)(k′ + p′ + q′)
Vκµρ3 (k
′, r′, s′)Vλνσ3 (k
′, r′, s′)Vγαζ3 (p











(rename indices γ ↔ µ , α↔ κ , ζ ↔ ρ , δ↔ ν , β↔ λ , τ↔ σ






| lr |∆δ(4)(p′ + k′ + q′)δ(4)(k′ + r′ + s′)
Vµκρ3 (p
′, k′, q′)Vνλσ3 (p
′, k′, q′)Vαγζ3 (k




















































r r = lsr′ d4r = | ls |4d4r′ . (4.41)
The above definitions imply
s = ls p′ , p = lss′ , k = lsk′ , q = lsq′ and r = lsr′ , (4.42)
which will have the effect of trading the p- and the s- dependence of the integrand. Carrying out




δ(4)(p + k + q)δ(4)(k + r + s)Vµκρ3 (p, k, q)V
νλσ
3 (p, k, q)V
αγζ
3 (k, r, s)V
βδτ
















δ(4)(ls(s′ + k′ + q′))δ(4)(ls(k′ + r′ + p′))
Vµκρ3 (lss




′, lsr′, ls p′)V
βδτ
3 (lsk
′, lsr′, ls p′)G˜Rκα(lsk
′)G˜Aβλ(lsk
′)





ρ˜ρσ(sign(ls)| ls |q′)ρ˜νµ(sign(ls)| ls |s′)
]






| ls |∆δ(4)(s′ + k′ + q′)δ(4)(k′ + r′ + p′)
Vµκρ3 (s
′, k′, q′)Vνλσ3 (s
′, k′, q′)Vαγζ3 (k

















| ls |∆δ(4)(s′ + k′ + r′)δ(4)(k′ + q′ + p′)
Vκρµ3 (k
′, r′, s′)Vλσν3 (k
′, r′, s′)Vζαγ3 (p
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(rename indices ζ ↔ µ , α↔ κ , γ ↔ ρ , τ↔ ν , β↔ λ , δ↔ σ






| ls |∆δ(4)(p′ + k′ + q′)δ(4)(k′ + r′ + s′)
Vµκρ3 (p
′, k′, q′)Vνλσ3 (p
′, k′, q′)Vαγζ3 (k



















































s s = lqs′ d4s = | lq |4d4s′ . (4.45)
The effect of this transform will be to swap the arguments p and q in the integrand. The substi-
tution (4.45) implies
q = lq p′ , p = lqq′ , k = lqk′ , r = lqr′ and s = lqs′ . (4.46)





δ(4)(p + k + q)δ(4)(k + r + s)Vµκρ3 (p, k, q)V
νλσ
3 (p, k, q)V
αγζ
3 (k, r, s)V
βδτ










(substitute according to (4.46))






δ(4)(lq(q′ + k′ + p′))δ(4)(lq(k′ + r′ + s′))
Vµκρ3 (lqq
′, lqk′, lq p′)Vνλσ3 (lqq














ρ˜γδ(sign(lq)| lq |r′)ρ˜ζτ(sign(lq)| lq |s′)
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| lq |∆δ(4)(q′ + k′ + p′)δ(4)(k′ + r′ + s′)
Vµκρ3 (q
′, k′, p′)Vνλσ3 (q
′, k′, p′)Vαγζ3 (k

















| lq |∆δ(4)(p′ + k′ + q′)δ(4)(k′ + r′ + s′)
Vµκρ3 (p
′, k′, q′)Vνλσ3 (p
′, k′, q′)Vαγζ3 (k












Having recast the four integrands from Eq. (4.35), we are now ready to collect the results from
Eqns. (4.40), (4.44) and (4.47). Moreover, we make use of the symmetry properties (4.11)
and (4.5) and make a trivial substitution in the first integral by endowing all integration vari-
ables appearing in its integrand with a prime. We also define p′0 ≡ po, keeping in mind that
we have assumed p0 > 0. Then the contribution to the O(g4) fixed-point condition visualised in






δ(4)(p′ + k′ + q′) δ(4)(k′ + r′ + s′)
Vµκρ3 (p
′, k′, q′)Vνλσ3 (p
′, k′, q′)Vαγζ3 (k










































δ(4)(p′ + k′ + q′)δ(4)(k′ + r′ + s′)Vµκρ3 (p
′, k′, q′)Vνλσ3 (p
′, k′, q′)
Vαγζ3 (k









∣∣∣∆ + sign(r′0) ∣∣∣ p′0r′0
∣∣∣∆ + sign(s′0) ∣∣∣ p′0s′0









δ(4)(p′ + k′ + q′)δ(4)(k′ + r′ + s′)Vµκρ3 (p
′, k′, q′)Vνλσ3 (p
′, k′, q′)
Vαγζ3 (k








∣∣∣∆+2κ + sign(r′0) ∣∣∣ p′0r′0
∣∣∣∆+2κ + sign(s′0) ∣∣∣ p′0s′0
∣∣∣∆+2κ − sign(q′0) ∣∣∣ p′0q′0
∣∣∣∆+2κ}






δ(4)(p′ + k′ + q′)δ(4)(k′ + r′ + s′)Vµκρ3 (p
′, k′, q′)Vνλσ3 (p
′, k′, q′)
Vαγζ3 (k




∣∣∣ p0 ∣∣∣∆ {
− sign(p′0)
∣∣∣ p′0 ∣∣∣−∆ + sign(r′0) ∣∣∣ r′0 ∣∣∣−∆ + sign(s′0) ∣∣∣ s′0 ∣∣∣−∆ − sign(q′0) ∣∣∣ q′0 ∣∣∣−∆} . (4.48)
From the last line we can deduce that there are two solutions for κ in the classical limit that cause
the integral to vanish. First, there is a solution in the case that
∆ = −3κ + 4 = −1 ⇒ κ = 5
3
. (4.49)
To see this, note that for ∆ = −1
− sign(p′0)
∣∣∣ p′0 ∣∣∣−∆ + sign(r′0) ∣∣∣ r′0 ∣∣∣−∆ + sign(s′0) ∣∣∣ s′0 ∣∣∣−∆ − sign(q′0) ∣∣∣ q′0 ∣∣∣−∆
= −sign(p′0)
∣∣∣ p′0 ∣∣∣ + sign(r′0) ∣∣∣ r′0 ∣∣∣ + sign(s′0) ∣∣∣ s′0 ∣∣∣ − sign(q′0) ∣∣∣ q′0 ∣∣∣
= −p′0 + r′0 + s′0 − q′0 ,
which is zero in Eq. (4.48) because the δ- functions ensure
p′ + q′ − r′ − s′ = 0 .
(Note that only the 0- component of this identity is required to find the solution (4.49).)
Another solution is found in the on-shell limit with only 2 ↔ 2 scattering contributing. If
we take without loss of generality p′ and q′ as the four momenta of the incoming particles and r′






0 > 0. From Eq. (4.48) one then finds a zero for
∆ = −3κ + 4 = 0 ⇒ κ = 4
3
. (4.50)
In this case the integrand in the last line of Eq. (4.48) is identically zero because
− sign(p′0)
∣∣∣ p′0 ∣∣∣−∆ + sign(r′0) ∣∣∣ r′0 ∣∣∣−∆ + sign(s′0) ∣∣∣ s′0 ∣∣∣−∆ − sign(q′0) ∣∣∣ q′0 ∣∣∣−∆
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= −sign(p′0) + sign(r′0) + sign(s′0) − sign(q′0)
= −1 + 1 + 1 − 1 = 0 .
Note that it is crucial in this case to make the additional assumption of being in the on-shell limit
with contributions exclusively from 2↔ 2 scattering.
It can be inferred from the last but one equality in Eq. (4.48) that there are no power-law
solutions in the full quantum theory, where the classicality condition (2.29) does not hold. By
the same reasoning as before, one sees that the quantum terms themselves would vanish provided
that either −κ + 4 = −1 or −κ + 4 = 0, resulting in κ = 5 or κ = 4. However, there is no solu-
tion for κ that causes both the classical and the quantum contribution to vanish simultaneously.
Therefore, we conclude that the quantum terms destroy the power-law solutions in Eqns. (4.49)
and (4.50). These solutions can only be present in situations in which the classical approximation
is applicable.
The analysis of the fixed point is not yet complete. So far it has only been shown that the con-
tributions to the fixed-point equation (4.33) arising from the one-loop diagram Fig. 4.5 at order
g4 vanish in the classical limit. The scaling solutions found above with the occupation number
exponent κ given by (4.49) or (4.50) could be spoilt if they were not zeroes of the setting- sun and
the squint contribution to Eq. (4.33) as well. That they indeed cause those terms to vanish will
be demonstrated in the following for the setting-sun diagram. The squint depicted in Fig. 4.8(b)
can be dealt with along very similar lines, which has been checked in the computations for [43].
The analysis of the setting-sun diagram depicted in Fig. 4.8(a) requires the four-gluon ver-
tex for SU(2) Yang-Mills theory defined in Eq. (3.25). In contrast to the above evaluation of
the one-loop diagram it is not possible here to factor out the colour structure at the very begin-
ning. However, we note that in the setting-sun contribution to the identity (4.22) two four-gluon
vertices will be contracted with four Kronecker- deltas. It is convenient to contract the colour
structure beforehand, thereby summarising the Lorentz structure in a tensor Wµαβγνλκσ:
Vµαβγ4 mabcV
νκλσ





















We note the following symmetries of the tensor Wµαβγνλκσ which can easily be verified e.g. by
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means of a computer algebra package:
Wµαβγνκλσ = Wνκλσµαβγ = Wαβγµκλσν = Wµβαγνλκσ = Wαµβγλνκσ . (4.52)
Decomposing the Wigner-transformed setting-sun contribution to the non-local self-energy into
its symmetric and anti-symmetric part yields
S˜ µν(F) mn(p) =
∫
k,q,r







F˜ακ(k)ρ˜βλ(q)ρ˜γσ(r) + ρ˜ακ(r)F˜βλ(q)ρ˜γσ(r) + ρ˜ακ(k)ρ˜βλ(q)F˜γδ(r)
) }
S˜ µν(ρ) mn(p) =
∫
k,q,r
(2pi)4 δ(4)(p − k − q − r)Vµαβγ4 mabcVνκλσ4 nkls δakδblδcs
{
ρ˜ακ(k)F˜βλ(q)F˜γσ(r)
+ ρ˜βλ(q)F˜ακ(k)F˜γσ(r) + ρ˜γσ(r)F˜ακ(k)F˜βλ(q) − 14 ρ˜ακ(k)ρ˜βλ(q)ρ˜γσ(r)
}
. (4.53)





νµ (p) − S˜ µν(F) mn(p)ρ˜nmνµ (p)
} !
= 0 . (4.54)



























Our objective is to verify that scaling solutions of the form (4.12) with κ given by either of
Eqns. (4.49) or (4.50) cause the right hand side of Eq. (4.55) to vanish in the classical-statistical
limit. Hence we can already make use of the classicality condition (2.29) at this point and discard
the quantum terms, which can easily be identified in Eq. (4.55) as the terms featuring three factors






δ(4)(p − k − q − r)Wµαβγνκλσ
{
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F˜νµ(p)ρ˜ακ(k)F˜βλ(q)F˜γσ(r)︸                           ︷︷                           ︸
S I
+ F˜νµ(p)ρ˜βλ(q)F˜ακ(k)F˜γσ(r)︸                           ︷︷                           ︸
S II
+F˜νµ(p)ρ˜γσ(r)F˜ακ(k)F˜βλ(q)︸                           ︷︷                           ︸
S III




We make the same scaling and symmetry assumptions on the propagators as in the case of the
one-loop diagram depicted in Fig. 4.5 and carry out analogous scaling transformations in order



































r r = lkr′ d4r = | lk |4d4r′ . (4.57)
This implies
k = lk p′ , p = lkq′ , q = lkq′ and r = lqr′ . (4.58)










| lk |∆δ(4)(k′ − p′ − q′ − r′)WµαβγνκλσF˜νµ(k′)ρ˜ακ(sign(lk)p′)F˜βλ(q′)F˜γσ(r′)













| lk |∆δ(4)(k′ − p′ + q′ + r′)WαµβγκνλσF˜νµ(k′)ρ˜ακ(sign(lk)p′)F˜βλ(q′)F˜γσ(r′)






| lk |∆δ(4)(p′ − k′ − q′ − r′)Wµαβγνκλσρ˜µν(sign(lk)p′)F˜κα(k′)F˜βλ(q′)F˜γσ(r′) . (4.59)
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r r = lqr′ d4r = | lq |4d4r′ . (4.60)
That is,
q = lq p′ , p = lqq′ , k = lqk′ and r = lqr′ . (4.61)










| lq |∆δ(4)(q′ − k′ − p′ − r′)Wµαβγνκλσ F˜νµ(q′)ρ˜βλ(sign(lq)p′)F˜ακ(k′)F˜γσ(r′)













| lq |∆δ(4)(q′ + k′ − p′ + r′)Wβαµγλκνσ F˜νµ(q′)ρ˜βλ(sign(lq)p′)F˜ακ(k′)F˜γσ(r′)






| lq |∆δ(4)(p′kk′ − q′ − r′)Wµαβγνκλσ ρ˜µν(sign(lq)p′)F˜λβ(q′)F˜ακ(k′)F˜γσ(r′) . (4.62)




































q q = lrq′ d4q = | lr |4d4q′ . (4.63)
Note that with these definitions
r = lr p′ , p = lrr′ , k = lrk′ and q = lrq′ . (4.64)










| lr |∆δ(4)(r′ − k′ − q′ − p′)Wµαβγνκλσ F˜νµ(q′)ρ˜γσ(sign(lr)p′)F˜ακ(k′)F˜βλ(q′)






| lr |∆δ(4)(r′ + k′ + q′ − p′)Wµαβγνκλσ F˜νµ(q′)ρ˜γσ(sign(lr)p′)F˜ακ(k′)F˜βλ(q′)













| lr |∆δ(4)(p′ − k′ − q′ − r′)Wµαβγνκλσ ρ˜µν(sign(lr)p′)F˜σγ(q′)F˜ακ(k′)F˜βλ(q′) . (4.65)






δ(4)(p′ − k′ − q′ − r′)Wµαβγνκλσρ˜νµ(p′)F˜ακ(k′)F˜βλ(q′)F˜γσ(r′){











∣∣∣∣∆sign( p0k0 ) −
∣∣∣∣ p0q0
∣∣∣∣∆sign( p0q0 ) −
∣∣∣∣ p0r0
∣∣∣∣∆sign( p0r0 ) }






δ(4)(p′ − k′ − q′ − r′)Wµαβγνκλσρ˜νµ(p′)F˜ακ(k′)F˜βλ(q′)F˜γσ(r′)
|p0|∆
{
|p0|−∆ − |k0|−∆sign(k0) − | q0 |−∆sign(q0) − | r0 |−∆sign(r0)
}
. (4.66)
As in Eq. (4.48), we have carried out a trivial substitution in the S IV- term by endowing all of
its integration variables with a prime and defining p′0 ≡ p0. Again, we find zeroes for the same
values of κ as before, i.e. the values quoted in Eqns. (4.49) and (4.50).
In the above analysis we have demonstrated that the scaling solutions (4.49) and (4.50) also
cause the setting-sun contribution in Eq. (4.33) to vanish in the classical-statistical limit. It re-
mains to show that the same holds for the squint contribution. This has been verified in the
preparations for [43]. Due to its length and its analogy to the other g4- computations we refrain
from giving the details of this computation here, however.
We close this Section by making some further comments on our results. First, we note that
our analytical results (Eqns. (4.49) and (4.50)) for SU(2) Yang-Mills theory are equal to the val-
ues for κ that have been found for scalar theories using the formalism of Boltzmann equations in
the context of early universe cosmology in [113]15. More precisely, our results can be reproduced
from the predictions of these authors under the assumption that the momenta are large compared
to the rest mass of the particles under consideration, which causes the matrix element appearing
in the Boltzmann equation and the dispersion relation to exhibit a certain scaling behaviour. In
the framework of [113] the exponent (4.49) is found in situations characterised by constant en-
ergy flow in momentum space while (4.50) is reproduced for constant flow of particle number.
These two cases are referred to in [113] as the “energy cascade” and the “particle cascade”, re-
spectively. Employing a different approach to scalar fields identical results for κ were obtained
in [39, 41]. Given that our perturbative approach to non-Abelian gauge fields is valid at high
momenta one can conclude that both kinds of field theories (i.e. scalars and non-Abelian gauge
fields) exhibit identical scaling behaviour in the turbulent regime. This is an intriguing finding.
A priori, scalar and gauge field theories are very different. Thus our result confirms the notion of
universality far from thermal equilibrium [39].
Comparing the analytic predictions for κ from Eqns. (4.49) and (4.50) with the numerical re-
sult quoted in Eq. (4.21) one finds that the latter is in excellent agreement with the value derived
for the “particle cascade”. This confirms that the 2PI formalism can successfully be applied to
gauge theories. One can also conclude that the classical-statistical lattice simulations represent
on-shell physics that is dominated by 2↔ 2 scattering. It is tempting to speculate if there might
be initial conditions which trigger an “energy cascade”, i.e. exhibiting power-law spectra with
15The authors of [113] denote the occupation number exponent by α rather than κ, however.
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κ = 5/3. This remains to be investigated in future work. Furthermore, we stress that the assump-
tion of isotropy entering via Eq. (4.5) can be justified by the numerical data. At late times the
equal-time correlation function is indeed isotropic as can be inferred from Fig. 4.2.
Finally, some remarks are due regarding the gauge dependence of our results. In our analyt-
ical calculation we have not specified a gauge at any point. However, by neglecting the ghosts
our approach implicitly favours gauges that are either free of ghosts, e.g. axial gauges, or gauges
in which ghosts play a subordinate roˆle. The latter applies to a certain extent to Coulomb gauge
which we have chosen in our numerical study in Section 4.1. The spatial components of the
gauge field are strictly transversal in Coulomb gauge, which allows to relate the gauge field’s
modulus to particle number in a perturbative setting [18]. At this point we can only speculate
why power-law spectra do not seem to occur in temporal axial gauge even although the spectra
display quasi-stationary at late times as well. On the other hand, the logic of our approach is
to assume scaling behaviour of the kind (4.12) and subsequently to search possible solutions for
κ. It does not predict that scaling should be observed in an arbitrary gauge, however. In this
context it is interesting to note that temporal axial gauge spectra do not show scaling behaviour
in (classical) thermal equilibrium either, while they do in Coulomb gauge. This is demonstrated
in Appendix D.
4.3 A glance at the IR
Investigating the behaviour of gauge field propagators at low momentum is interesting for mainly
two reasons. First, it is the infrared part of the spectrum on non-Abelian gauge theories that
keeps posing tough challenges and which is therefore interesting by itself. In particular, the
mechanism of confinement, which constitutes an IR phenomenon, is still puzzling. Second,
recent works [39–41] have found out-of-equilibrium critical phenomena in scalar field theories.
These are characterised by scaling solutions for the propagators in the infrared that are similar
to Eq. (4.12). However, there are two major differences. On the one hand side, the IR spectra
encountered in the scalar case feature far higher exponents κ = 4 − 5. Moreover, the physics in
this regime is qualitatively different from the Kolmogorov-like turbulence studied in Sections 4.1
and 4.2. Investigating the IR part of the spectrum of non-Abelian gauge fields out of thermal
equilibrium is thus certainly an interesting and rewarding project 16.
Some efforts have been spent on the investigation of the infrared parts of the spectrum. Un-
fortunately, no clear picture has emerged from those studies. As can be seen for instance in
Fig. 4.2, there is no indication for presence of very different physics at low momentum. There-
16Research in this direction has already been carried out by the authors of [65].
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fore, one probably needs to access far lower momenta in order to observe the emergence of new
physics. We have carried out an exploratory simulation on an even bigger lattice of 2563 sites.
No evidence for steeper spectra in the far IR was found. Another approach to get a handle on the
low-momentum behaviour of the gauge fields is to change the parameters in the initial conditions
so that they correspond to a larger physical lattice spacing as. Computations using this method
did not show signs of the suspected out-of-equilibrium critical behaviour either. In any case, an
analytical treatment of the infrared in non-Abelian gauge theories would probably be far more
involved than the approach followed in Section 4.2. Instead of the perturbative expansion in pow-
ers of g, which will certainly break down at some intermediate momentum, one will probably
need to employ an approximation scheme that takes into account the momentum dependence of
the vertices. This could be for instance an n-particle irreducible effective action or the functional
renormalisation group.
4.4 Discussion
In this Chapter we have demonstrated by numerical as well as analytical means that, following
the saturation of plasma instabilities, the gluonic medium evolves towards a quasi-stationary state
in the classical limit. This stationary state is characterised by power-law spectra in the statistical
propagator and bears remarkable similarities to Kolmogorov turbulence in fluid dynamics. There
are strong indications that this UV- fixed point is not present in the full quantum theory.
The numerical result (4.21) for the occupation number exponent κ is in agreement with one
of the two possible solutions (cf. Eqns. (4.49) and (4.50)) obtained from 2PI effective action
methods in a perturbative setting. This can be regarded as a successful, quantitative confirmation
of the applicability of the 2PI resummation scheme to non-Abelian gauge theories. Therefore,
one can be optimistic that these methods will become as established for computing the full real-
time evolution in non-Abelian gauge theories as they already are for scalar and fermionic fields.
For instance, a next step towards this aim could be to benchmark numerical solutions of the 2PI
evolution equations against classical-statistical lattice simulations17 in a similar fashion as it has
been done with great success in the scalar case [3–5].
Neither of the solutions for κ that we have found is in agreement with the existing, but con-
tradictory predictions for Kolmogorov turbulence in QCD in the literature. Our numerical and
analytical results are incompatible with both a thermal value κ = 1 (as predicted in [126]) and
17Some research in this direction has already been carried out in a project related to [143] and this thesis. However,
the agreement found between the two methods so far is at best qualitative and hence no conclusive statement can be
made at this point.
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κ = 2, as reported in [18, 19]. No explanation for this obvious disagreement can be given which
would be beyond the level of mere speculation. It has to be kept in mind though that all the
suggested values for κ have been computed using different formalisms (Boltzmann equations,
classical-statistical lattice simulations, 2PI resummation techniques and Vlasov equations based
on the hard-loop effective action approach). Thus there is a chance that understanding the causes
for the disagreement might allow one to gain further insight into the advantages and domains of
applicability of the individual approximations.
As turbulence-like phenomena are almost omnipresent in a vast range of physical systems it
is not very surprising that non-Abelian gauge theories with their intricate, inherently nonlinear
dynamics exhibit this kind of behaviour, too18. What is new in this work is the perspective for
the notion of far-from-equilibrium universality [39]. The numerical agreement of the occupation
number exponent κ with corresponding results for scalar field theories (e.g. [39, 41, 113, 159])
corroborates the suggestion that microscopically very different systems can display universal
properties at quasi-stationary, turbulent states. The mismatch between Kolmogorov exponents
and the results reported for κ in earlier works [18, 19, 126] rather seemed to confirm the claim
that gauge theories are qualitatively different from other physical systems, even in situations that
are likely to feature traits of universality. The present work however provides strong evidence for
the existence of universality far from thermal equilibrium. The analogy between parametric res-
onance in inflationary early universe cosmology and plasma instabilities in non-Abelian gauge
theories, which has been discussed in Section 3.2, hence persists after the point when initially
unstable modes cease to grow exponentially. In this Chapter we have shown that this analogy
can even be established on a quantitative level.
We briefly comment on the significance of the UV fixed point for heavy ion collisions. It
is unlikely for various reasons that the fixed point studied here is of immediate relevance for
experiments at e.g. LHC or FAIR. Converting the times measured in units of −1/4 to fm/c one
finds that the times when the quasi-stationary regime is encountered in the simulations are far
beyond the presumed life time of the quark gluon plasma in the respective collider experiments.
Furthermore, the classical-statistical approximation to the full quantum theory must break down
at some intermediate time. Thus it is unclear if quantum effects would ever allow the medium to
approach the turbulent regime. Nevertheless, it could be fruitful to explore the possibilities that
a scaling solution of the kind (4.12) might offer for instance as an initial condition in hydrody-
namic calculations of elliptic flow.
18As stated in the introduction to this Chapter, this fact has already been known from several publications be-
fore [77, 127, 128, 156, 157].
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An obvious complication in the study of turbulent spectra in gauge field correlation functions
is the gauge dependence of the latter. In this regard, gauge theories are indeed qualitatively dif-
ferent from other physical systems displaying turbulent behaviour where this difficulty is absent.
It is reassuring though that turbulent spectra have been found in Coulomb gauge which can be
considered as physical in some sense. Understanding the gauge dependence of the propagators
may be even more relevant for a future numerical treatment of the full 2PI evolution equations.
There are intriguing possibilities for further research on Kolmogorov turbulence in QCD.
First, it seems highly desirable to describe the fixed point in terms of gauge-invariant quantities
on both the analytical and the numerical side. Although the outcome of first numerical attempts
of this kind carried out in the context of this thesis was inconclusive this approach should not be
abandoned yet. Thoroughly scrutinising e.g. correlation functions of gauge-invariant quantities
such as the local energy density (2.46) or the components of the energy-momentum tensor might
still yield unforeseen results. On the analytical side, a treatment in terms of gauge-invariant
quantities is likely to be far more demanding though.
Another exciting way to proceed would be to carry out analogous computations in lower
dimensional spacetime. This does not pose too severe a challenge, neither in numerical nor
analytical terms and would allow to benchmark the analytical methods of Section 4.2 with similar
precision as successfully done in the scalar case [41]. Moreover, it could allow to establish
contact to the earlier works [156,157] in which a fractal dimension has been computed for Yang-
Mills fields in (2 + 1) dimensions.
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Chapter 5
Conclusions and outlook
In this Chapter we subsume the main results of this thesis and provide a perspective on future
research in non-Abelian gauge theories out of thermal equilibrium. We also refer to the discus-
sions in Sections 3.5 and 4.4 at the end of Chapters 3 and 4 for more details.
Two central motivations for this thesis have been stated in the Introduction. The first of these
is to scrutinise the roˆle of plasma instabilities in the early stages of the thermalisation process
in heavy ion collisions. Second - but of equal significance - is the aim to contribute to more
formal developments in out-of-equilibrium gauge theories, in particular in the framework of the
2PI effective action approach.
In Chapter 3 we have investigated the impact of plasma instabilities on the isotropization
process starting from a highly anisotropic initial ensemble. We have found that two kinds of in-
stabilities occur namely initial “primary instabilities” and subsequent “secondary instabilities”.
The latter set in on a broad domain of intermediate and high momentum modes after a certain pe-
riod of primary instability growth has elapsed. Understanding the secondary instabilities requires
to go beyond hard-loop descriptions. The characteristic time scales (i.e. inverse growth rates) of
the primary instabilities turn out to be of order 1 fm/c (cf. Eq. (3.21)) which is in the ballpark of
the onset of the hydrodynamical regime. It turned out that the extrapolation of primary growth
rates to SU(3) gauge theory can be carried out in a controlled way and that the time scales are
not altered significantly in the SU(3) case. In both cases however, the rates of the exponential
growth do not allow for more than a few e− foldings to take place until the hydrodynamical phase
sets in. The secondary instabilities with their higher growth rates have the effect to isotropize an
intermediate momentum range of modes but they tend to saturate in higher wavenumber modes
before an isotropic state is reached.
The ensuing numerical investigation of the primary instabilities has led to two major insights.
Firstly, we have found that the instabilities efficiently render the fields isotropic on large length
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scales. It has emerged from our studies that Fourier modes up to approximately 1 GeV become
isotropized by the instabilities. This coincides parametrically with the transverse momentum
range on which elliptic flow is well reproduced by hydrodynamical calculations with a small
shear viscosity [106]. This agreement might thus be an indirect confirmation for the scenario
of instability driven isotropization of the quark gluon plasma. The fact that instabilities render
the long wavelength degrees of freedom isotropic first is summarised in the term “bottom-up
isotropization”.
Another central result concerning plasma instabilities is the numerical confirmation of the
idea suggested in [76] that Nielsen-Olesen instabilities rather than chromo-Weibel instabilities
dominate the physics at early times for the initial conditions Eq. (3.2). The reason behind this
is that the anisotropic initial conditions sustain magnetic fields that are approximately homoge-
neous and hence prone to Nielsen-Olesen instabilities. Investigating Nielsen-Olesen instabilities
in an idealised setup we have found out that their growth rates can in principle be higher than for
initial conditions of the kind (3.2) by a relevant factor. Therefore we conclude that the Nielsen-
Olesen instability could have significant effects on the quark gluon plasma dynamics provided
that sufficiently strong and homogeneous fields are present in the initial state of the medium. The
question whether this is the case is beyond the scope of this work and needs to be addressed in
a different framework. In summary, several questions related to the non-equilibrium time evo-
lution of the quark gluon plasma that is created in collider experiments have been addressed
successfully.
Comparing the instability dynamics to the case of parametric resonance in early universe
cosmology we have found that also in the gauge theory the secondary instabilities are caused by
fluctuation effects induced by higher loop diagrams. The remarkable similarities between these
two quite different field theories have also been the subject of the second main part of this thesis.
Also the analysis of the turbulent regime, which is entered after the saturation of plasma
instabilities, has yielded several intriguing results. The most important one is the emergence of a
quasi-stationary turbulent state whose signature is a characteristic, nonthermal power-law spec-
trum in the equal-time correlation functions. The exponent of this spectrum could be determined
first from a numerical computation. Its value Eq. (4.21) is good agreement with 4/3 and hence
clearly nonthermal. From the ensuing analytical calculation employing the 2PI effective action
approach in a similar way as for scalar theories in earlier works [39, 41] we have found that the
exponents 4/3 and 5/3 are solutions of the fixed-point identity (4.23) at high momenta. It repre-
sents a remarkable success of the 2PI formalism for gauge theories that the numerically obtained
spectral exponent is in precise agreement with one of the analytical results. In contradiction to
former calculations [18, 19, 126] we have found that the spectral index takes the same values
as in the scalar case under very similar assumptions. Hence, this clearly confirms the notion of
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universality far from thermal equilibrium. The successful application of the 2PI effective action
approach at a nonthermal fixed point is an encouragement to employ these methods in more gen-
eral out-of-equilibrium settings in future work.
Finally, we discuss possible ways to tackle the questions that remain to be answered and
provide perspectives on future developments. The approach of Chapter 3 is based to a large
extent on the assumption that fermionic degrees of freedom can be neglected in the early phases
of the quark gluon plasma’s thermalisation. Although this is justified within the colour glass
condensate scenario and by the fact that instabilities generically cause a dramatic increase in
occupation numbers, it appears worthwhile to check the validity of this approximation. This
could be achieved by incorporating fermions into the setup in terms of a Dirac equation coupled
to the SU(2) gauge field in analogy to [7].
The study of out-of-equilibrium fixed points offers plenty of opportunities for future work.
As already hinted at in Section 4.3, determining and understanding the spectrum of the gluon
propagator at low momenta seems very promising in spite of the tough challenges that need
presumably to be overcome. Establishing a gauge independent description of the quasi-stationary
solutions in the IR as well as in the UV also seems highly desirable
Of course, a major breakthrough would be achieved by computing the full time evolution
of an out-of-equilibrium ensemble of non-Abelian gauge fields from first principles within e.g.
the 2PI formalism1, at best including quark fields as well. In this way one could study the
thermalisation process of the quark gluon plasma directly from QCD. Besides obtaining further
insights into the primary and secondary instabilities in the early phase of thermalisation, this
would also allow to reveal the significance of the classical fixed point in the full quantum theory.
Most important, an estimate for the complete thermalisation time could be obtained in this way.
1 [143] already represents a study of this kind.
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Appendix A
List of symbols
The following table summarises the symbols used in this work together with references to their
definitions.
Table A.1: List of mathematical symbols used in this work
Symbol Explanation
[A, B] Commutator AB − BA.
{A, B} Anti-commutator AB + BA.
as Spatial lattice spacing, defined in Section 2.3.
Aµ Matrix-valued gauge field, defined through Eq. (2.1).
Abµ Expansion coefficient of Aµ w. r. t. λ
b defined in (2.4).
Abµ Ensemble average of Abµ, defined in Eq. (2.19) and set to zero in
Eq. (3.6).
Aˆbµ Dimensionless lattice gauge field, defined in Eq. (2.48) on p. 26.
Baj Magnetic field, given by Eq. (2.37) on the lattice.
Bˆaj Dimensionless magnetic field, B
a
j · (ga2s) . Defined in the context of
Eq. (2.49).
βT Inverse temperature, defined below Eq. (D.1).
C(x) Gauss constraint function from Eqns. (2.12) and (2.13).
Dµ Covariant derivative, defined in Eq. (2.1).
at Temporal lattice spacing/discrete time step. Defined in Section 2.3.
∆ Abbreviation for exponents in scaling transform as defined in Eq. (4.38).
∆x Transverse width of the initial distribution in Eq. (3.2).
(continued on next page)
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(List of mathematical symbols cont.)
Symbol Explanation
∆ˆx ∆x in lattice units, defined in (3.5).
∆z Longitudinal width of the initial distribution in Eq. (3.2).
e2 Coulomb gauge fixing precision. Defined in Eq. (4.19).
Eaj Electric field, given by Eq. (2.37) on the lattice.
Eˆaj Dimensionless electric field, E
a
j · (gatas). Defined below Eq. (2.49).
 Energy density. Defined in Eq. (2.46).
ˆ Dimensionless energy density in lattice units, defined in (2.50).
abc Antisymmetric Levi-Civita tensor.
fabc Structure constants of SU(N).
Fµν(x) Matrix-valued field strength. Definition in Eq. (2.5) on p. 14.
F bµν(x) Expansion coefficient of Fµν w. r. t. λb as defined through Eq. (2.5) on
p. 14.
Fˆ bµν(x) Dimensionless lattice field strength defined in Eq. (2.49).
Fabµν Statistical propagator of the gauge field Eq. (2.22).
Fµν Colour-independent part of the statistical propagator, defined in
Eq. (4.1).
F˜abµν Wigner transform of F
ab
µν defined in Eq. (4.4).
Gabµν Time-ordered propagator (Feynman propagator) of the gauge field. Def-
inition in Eq. (2.20).
Gµν Colour-independent part of the statistical propagator, defined through
Eq. (4.1).
GAµν Advanced propagator of the gauge field, defined in (2.25).
GRµν Retarded gauge field propagator, defined in (2.26).
G˜Aµν,G˜
R
µν Wigner transforms of the advanced and retarded propagator. Defined
below Eq. (4.4).
γ, γ(pz), γ(p) Instability growth rate, possibly as a function of momentum or compo-
nents thereof.
γNO Growth rate of Nielsen-Olesen instabilities. Analytical expression in
Eq. (3.34).
Γ Legendre-transformed generating functional (2.21).
Γ2PI Two-particle irreducible contribution to Γ in Eq. (2.21).
λb Generators of SU(N), defined in 2.1. Cf. also Section B.
κ Occupation number exponent, defined through Eq. (4.12) on p. 71.
(continued on next page)
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(List of mathematical symbols cont.)
Symbol Explanation
mT Tadpole mass defined in Eq. (3.9).
P0[A, A˙] , P0[A, E] Probability functional specifying the initial ensemble, defined through
Eq. (2.45).
pz Longitudinal momentum, i.e. the component parallel to the axis of
anisotropy. Introduced in 3.1.
pT Transverse (w. r. t. the axis of anisotropy) momentum. Introduced in 3.1.
PL Longitudinal pressure, cf. Eq. (3.13) on p. 43.
PT Transverse pressure, defined in Eq. (3.14) on p. 43.
Π(F), Π(ρ) Symmetric and anti-symmetric part of the gluon self-energy in the de-
composition (2.24).
Π˜(F), Π˜(ρ) Wigner transforms of Π(F) and Π(ρ) as defined in Eq. (4.7).
ρ0 Density matrix at initial time. Introduced in Section 2.2.
ρabµν Spectral function, defined in (2.23) on p. 19.
ρµν Colour-independent part of ρabµν, defined through Eq. (4.1).
ρ˜abµν Wigner transform of ρ
ab
µν as defined in Eq. (4.4).
σb Pauli matrices. Cf. Eq. (B.2) for explicit expressions.
T Time-ordering along the Schwinger-Keldysh contour introduced in Sec-
tion 2.2.
Θ Heaviside- Theta function.
Uµ(x) Link variable as defined in Eq. (2.30) on p. 22.
Uµν(x) Plaquette variable defined in Eq. (2.32).
Vµκρ,abc3 (p, k, q) Three-gluon vertex defined in Eq. (4.26).
Vµκρ3 (p, k, q) Colour-independent part of V3. Defined through Eq. (4.27).
Vµνρσ4 abcd Four-gluon vertex. Definition in Eq. (3.25).
ξ Bulk anisotropy measure, defined in Eq. (3.11).
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Appendix B
Notation and conventions
We use the convention
gµν = diag(+1,−1,−1,−1) (B.1)
for the metric on Minkowski space-time.
Greek indices denote Lorentz indices taking the values 0, 1, 2, 3 corresponding to the coor-
dinates t, x, y, z, respectively. Lower case Latin indices i, j, k, ... refer to spatial indices and take
values in {1, 2, 3}. Lower case Latin indices a, b, c, ... refer to “colour” occurring for instance in
the decomposition of gauge fields with respect to the generators of the SU(N)- Lie algebra.
If not stated otherwise, we employ the summation convention for contractions of Lorentz
indices, spatial indices, and colour indices.
The Pauli matrices are denoted by σa, a = 1, 2, 3. They are explicitly given by
σ1 =
0 11 0
 σ2 = 0 −ii 0
 σ3 = 1 00 −1
 . (B.2)
Matrices U ∈ SU(2) are frequently decomposed as
U ≡ u01 + iu · σ (B.3)
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The gauge fields Aµ and field strength Fµν are hermitian matrices i.e. A†µ = Aµ and analo-
gously for Fµν). They can be decomposed with respect to the generators λa of SU(N) as
Aµ = Abµλ
b
Fµν = F bµνλb .
(B.5)
The normalisation of the generators λa follows the usual convention Tr(λaλb) = 12 δ
ab. Especially,
λb = σb/2 in the case of SU(2).
For any function f (x) ≡ f (t, x) on spacetime we denote the Fourier transforms by the
same symbol, indicating by the argument that it is the Fourier transform. We reserve the let-
ters k, q, p for momenta. For example, f (k) = f (k0,k) would denote the Fourier transform of
f (x) w. r. t. four-momentum while f (t,p) denotes its time-dependent, spatial Fourier transform.




In this Section we present some calculations that demonstrate the numerical stability of our re-
sults in Chapters 3 and 4. All data shown in this Section were obtained for g = 1 starting the














































(b) pz = 0.8 1/4
Figure C.1: Estimating the impact of finite-volume effects. Fourier coefficients of the gauge field
as in Fig. 3.3 computed for three different lattice volumes. While the curves computed on 643-
and 1283- lattices coincide very well, the one from the 323- lattice (red) shows minor deviations.
Fig. C.1 demonstrates the insensitivity of our results under changes of the physical lattice
volume. As in Fig. 3.3, we have plotted the squared modulus of the gauge field Fourier modes
versus time obtained from lattices of 323, 643 and 1283 sites. On all lattices we have chosen
modes parallel to the z- axis with equal magnitude p ' 0.5 1/4 and p ' 0.8 1/4 for the left and
the right graph of Fig. C.1, respectively. Volume dependencies are hardly perceivable for lattices
of size 643 or larger and the deviations that occur on the smallest lattice are not very pronounced
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N=128, a=0.25a32N=64, a=0.5a32N=32, a=a32N=16, a=2a32
Figure C.2: Checking for cutoff artefacts. The time evolution of the first and second non-zero
mode parallel to z-axis plotted for systems with different lattice spacings. Time is measured
in units of the lattice spacing of the 323- lattice. The left graph employs the momentum p =
0.20/a32 while the right graph uses p = 0.39/a32. The ordering of the legend corresponds to the
ordering of the curves from top to bottom at t = 0.
either. Since our computations have been carried out on 643 or 1283 lattices we infer that they
represent the infinite volume very well1.
Given that the UV part of the spectrum is excited only weakly in the initial conditions (3.2),
the dependence on the UV cutoff (i.e. the lattice spacing as) should be mild and well-controlled
as well. In Fig. C.2 the time evolution of Fourier modes is plotted as obtained from simulations
on lattices of different lattice spacings but same physical volume. We have chosen the first and
the second non-zero momentum of the 323- lattice in the z- direction. The lattice spacings are
a = 0.25, 0.5, 1, 2 in units of the lattice spacing used for the results presented in Chapter 3. One
observes from Fig. C.2 that the results are insensitive to UV cutoff changes if the lattice spacing
employed in this work or smaller is used.
In the explanation of the initial conditions in Section 3.1 it was stated below Eq. (3.6) that
gauge field modes in Fourier space whose amplitude is smaller than a certain limit are initialised
with a noise term. We have to demonstrate that our results do not depend on the amplitude of
this noise. To that end, we replot the time evolution of the gauge field’s first non-zero Fourier
coefficient along the z- axis in Fig. C.3 (Apart from the units chosen here this is completely
analogous to Fig. 3.3.). One sees that as long as the amplitude of the noise plateau is not chosen
too big (as in the uppermost, red curve) the growth rate is not altered. On the contrary, the
exact time when the saturation of plasma instabilities occurs is changed. However, this does not





















∆ t ⋅ ε1/4
pl = 10-4  
pl = 10-6  
pl = 10-8  
pl = 10-12
Figure C.3: Checking plateau independence. The instability growth rates turn out to be insensi-
tive to the noise level as long as the latter is not chosen too high.
pose any problems because we are only interested in the growth rates of the instabilities; cf. the
remarks in the discussion of Fig. 3.3 in Section 3.2.
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Appendix D
Simulations in thermal equilibrium
In this appendix we present some results of real-time simulations of the Yang-Mills system in
thermal equilibrium. The purpose of this is twofold. First, it represents yet another check of the
program used for the numerical simulations. Second, studying equilibrium configurations allows
to benchmark the non-equilibrium results presented in Chapters 3 and 4. Therefore, it provides
valuable complementary information.
Classical real-time simulations of non-Abelian lattice gauge theories in thermal equilibrium
have been studied extensively in the literature [9–11, 97, 99–101, 115–118, 148]. Most of these
publications are concerned with the determination of the sphaleron rate in the early universe.
More recently, the evaluation of effective potentials for heavy quarks has emerged as a problem
which is amenable to classical lattice simulations (see [99, 101] and references therein). All al-
gorithms that are discussed in this Section have been applied in these former works and therefore
this Section does not contain anything new in this regard.
In order to study real-time evolution in thermal equilibrium we employ the same program as
in the rest of this work in order to integrate the field equations (2.41). The only difference resides
in the choice of initial conditions. While we have sampled initial field configurations from the
out-of-equilibrium ensemble (3.2) in the main body of this work we would now like to initialise
the link variables and their canonically conjugate momenta from a canonical thermal ensemble1.
We briefly discuss some technical issues that are important for the thermal sampling, closely
following [9, 116] to which we refer for a more detailed presentation.
The task is to sample the gauge field (or, equivalently, the spatial link variables) and the
electric field in temporal axial gauge (Eqns. (2.14) and (2.39)) at initial time from the canonical
1Note the initial conditions of Section 3.1 realise a fixed-energy ensemble that should evolve towards the micro-
canonical ensemble at asymptotically late times. In this appendix however we will consider the canonical ensemble
where the energy is allowed to fluctuate. This will still allows to draw some conclusion because the description of
thermodynamics is equivalent in both ensembles in the thermodynamic limit.
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T [ as-1 ] 
0.5 kB T × ndof
(a)
Figure D.1: Average energy per lattice site in units of g−2a−4s as a function of temperature T . ndof
denotes the number of degrees of freedom per lattice site which equals twelve for SU(2) gauge
theory.
distribution





where βT ≡ 1/(kBT ) is the inverse temperature2 (with kB = 1 in the following), H is the lattice
Hamiltonian [93] which can be computed as an integral over the local energy density Eq. (2.46)
and C denotes the Gauss constraint (2.13). Sampling a thermal distribution of the kind p ∝
e−βT H is a standard task in Monte Carlo simulations. A minor, purely technical complication in
sampling from the distribution (D.1) is posed by the presence of Gauss constraint. Sampling
field configurations satisfying this constraint is described in the literature by several authors [9,
97, 116], which we concisely subsume now.




















+ O(ga2) . (D.2)
Thus the electric fields appear in the form of a Gaussian distribution in Eq. (D.1) which can
numerically be sampled in a straightforward way. However, given an arbitrary configuration of
spatial link variables U j a generic configuration of electric fields will not satisfy the Gauss con-
straint (2.44). There are several methods to remove the unphysical degrees of freedom that vio-
late the Gauss constraint. We will exclusively consider the algorithm from [116] here3. Equipped
2The authors of some of the above mentioned publications prefer to absorb the factor of 2Nc/g2 into the definition
of βT . We refrain from this convention here in order to facilitate the comparison to our previous results.
3Actually, Moore outlines two algorithms to accomplish the removal of constraint violations in [116]. The
algorithm applied here is the one presented first in that paper.
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with a routine that enforces the Gauss constraint a possible procedure to sample thermal gauge
field configurations can be summarised as follows [116]:
0. Set all spatial links variables to 1 (“cold start”).
1. Bring the electric fields into contact with a heat bath of the desired temperature βT = 1/T .
This amounts to sample their values from a Gaussian distribution, as can be inferred from
Eqns. (D.1) and (D.2).
2. Enforce the Gauss constraint.
3. Allow the electric fields to share energy with the magnetic degrees of freedom by running
the real-time evolution for a period of order βT .
4. Repeat steps 1 - 3 about ten times.
It is claimed in [116] that this algorithm is more efficient than the one presented in [97]. The
authors of [99] suggest to carry out heat-bath sweeps over the spatial plaquettes before com-
mencing the above procedure. They report that this renders the thermalisation algorithm even
faster, but we have not made use of this here. For the results presented in this Section we have
chosen to run the real-time evolution in step 3 for a time of 10 βT thus ensuring that the electric
and magnetic fields have sufficient time to share energy.
Having described how equilibrium configurations can be sampled we turn to the presentation
of a few numerical results employing thermal initial conditions.
In Fig. D we have plotted the average energy density per lattice site as a function of the
temperature T . The straight line shows T nd.o.f./2 with nd.o.f. = 12 (Four degrees of freedom for
each of the three adjoint colours of SU(2) per lattice site.). One observes very good agreement.
Deviations seem to occur only at the highest temperatures. This expected because the compact-
ness of the gauge group does not allows for the deposition of arbitrarily high energies in the link
variables.
Next we present a few plots serving to benchmark calculations in Chapter 3. In particular,
we are interested in the ratios of Fourier coefficients introduced in Eqns. (3.15) and (3.16). It has
been asserted in the context of those equations that these ratios are equal to one in an isotropic
state such as thermal equilibrium. Although this is intuitively clear it is interesting to check this
claim by numerical means.
In Fig. D.2 we compare the ratio from Eq. (3.15) as obtained from simulations in and out
of thermal equilibrium. The individual panels show the data for the ratio (3.15) for a selection
of four different momenta representing low, intermediate and high lattice momenta. The out-of-
equilibrium data was computed from an ensemble of initial conditions as defined Eq. (3.2) with
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(d) |p| = 3.5 1/4
Figure D.2: The ratio (3.15) computed for anisotropic non-equilibrium initial conditions (3.2)
(lower, red lines) and for equilibrium initial conditions (upper, blue lines). In both simulations
the average lattice energy density was adjusted to ˆ = 0.05 within a few per cent. The size of the
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| p | =  1.0 ε1/4
equilibrium init. cond.
anisotropic init. cond.
(b) |p| = 1.0 1/4
Figure D.3: Similar to Fig. D.2 but showing the ratio (3.16) of Fourier coefficients of the local
energy density (2.46). The data stems from the same simulations as in Fig. D.2. Red lines:
anisotropic nonequilibrium initial conditions (3.2). Blue, approximately constant lines: thermal
equilibrium initial conditions.
identical parameters4 as for Fig. 3.7. The thermal ensemble employed to compute the equilibrium
curves encompassed fifty configurations while the out-of-equilibrium had one hundred members.
The inverse temperature of the thermal ensemble was adjusted to yield the same average energy
density as in the out-of-equilibrium with a small margin of error. It is immediately apparent from
Fig. D.2 that the equilibrium value of the ratios (3.15) is indeed one and that the deviations from
the average value caused by the finiteness of the ensemble are tiny. As discussed in detail in
Section 3.2, the non-equilibrium instabilities drive the system towards an isotropic state. While
the IR modes do become isotropic quickly, a sizable anisotropy remains in the UV as can be seen
by comparing the panels (a) and (b) with panels (c) and (d) in Fig. D.2.
In Fig. D.3 we show analogous results based on the Fourier spectrum of the energy (cf.
Eq. (3.16)) as for the pressure in Fig. D.2. Basically, all comments made on the latter also apply
here. It is interesting to observe that the plasma instabilities seem to slightly overpopulate the
low-momentum modes, which can be observed in Fig. D.3.
Having benchmarked some calculations from Chapter 3, we now turn to compare some re-
sults from Section 4.1 to their equilibrium counterparts. Doing so we will gain some insights into
(i) the gauge dependence of the statistical propagator (2.22) and (ii) the possible precision of the
determination of the spectral index κ which has been the central quantity of interest in Chapter 4.
It was mentioned in Section 4.1 that the spectra Aaj(t,p) exhibit strong gauge dependencies.
4The data underlying Figs. D.2 and D.3 has a been acquired from a new calculation with a more frequent compu-
tation of physical observables than most of the data in Chapter 3, as a closer look will reveal. The initial conditions
were identical however.
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Figure D.4: Equal-time correlation function of the gauge field as a function of momentum for
two different temperatures in both temporal axial gauge (squares) and Coulomb gauge (circles).
Blue data points give the results for the cooler ensemble (βT = 64as), red data points for the
warmer one (βT = 8as). The straight lines represent the respective T/p2. The data shown here
stem from a small ensemble (five configurations) of 323 lattices and should hence be regarded as
illustrative only.
In particular, scaling behaviour according to Eq. (4.12) could only be found in Coulomb but
not in temporal axial gauge. We would like to check if the expected scaling in the particle
number n(p) ∝ T/ω(p) ' T/|p| can be found in (classical) thermal equilibrium, at least at
high momentum. By the argumentation of Chapter 4 such a functional shape of n(p) would
manifest itself in the equal-time gauge field correlation function (4.14) by scaling of the kind
F(t,p) ∼ T/p2 (That is, κ = 1 in Eqns. (4.12) and (4.15).
Fig. D.4 shows the outcome of an exploratory study5 comparing spectra in Coulomb and
temporal axial gauge6 at two different temperatures. Also included is the expected, classical
thermal scaling behaviour for both temperatures by straight lines. All data for the lower tem-
perature (βT = 64as) are printed in blue, while the data for the higher temperature (βT = 8as)
is plotted in red. Coulomb gauge spectra are represented by circles while the squares give the
results for temporal axial gauge. The result is quite striking. In spite of the rather large error bars
(We will consider data with better statistics further below) one can immediately learn that only
the Coulomb gauge correlation functions have a chance to reproduce the expected scaling be-
haviour. This finding confirms that it is advantageous to use Coulomb gauge in the investigation
5These data were gathered on ensembles of only five 323 lattices.
6The temporal axial gauge condition (2.14) still permits time independent gauge transformations. In the data
presented here we have not fixed this remaining gauge freedom. A possible way to accomplish this would be to
require the Coulomb gauge condition (2.15) be fulfilled at a certain instant of time, e.g. at t = 0. Of course, the two
gauges would then yield identical results at t = 0. It would be interesting to study if the time evolution causes the
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Figure D.5: Gauge field spectra in Coulomb gauge in thermal equilibrium. (a): Gauge-field
spectra for three different temperatures on relatively small lattices (323) but with good statistics
(100 runs). (b): Spectrum for βT = 64as together with T/p2 obtained on a large lattice (643) from
twenty configurations. The straight lines give the corresponding T/p2 in both subfigures.
of scaling behaviour as mentioned in Chapter 4.
Figs. D.5(a) and (b) ought to be compared with Fig. 4.2 in Section 4.1. They serve to provide
further evidence for the nonthermal nature of the fixed point presented there. All data here
stem from configurations that were fixed to Coulomb gauge. Panel (a) displays the equal-time
correlation function of the gauge field as a function of |p | for various temperatures together with
the corresponding curve T/p2, which is expected from the high-temperature limit of the Bose-
Einstein distribution. The agreement is remarkably good. The underlying data were produced on
rather small lattices of 323 sites, however with good statistics (100 configurations each). Panel (b)
contains a plot of the gauge field correlation function obtained at βT = 64as, this time computed
on a 643- lattice (20 runs). Again, the agreement with the theoretically expected curve is very
good.
From fitting a power-law function (4.15) to the thermal spectra in Fig. D.5 we can gain some
insights into the reliability of the numerical result quoted in Eq. 4.21 for κ at the nonthermal
fixed point. In Figs. D.6(a) and (b) the fit results are plotted for fitting the occupation number
exponent κ. This is similar to Figs. 4.3 and 4.4 from Section 4.1. Here however, κ is not plotted
as a function of time because the system is in equilibrium and thus stationary. The numbers on
the abscissa refer to fits to different ensemble members. The fits underlying Fig. D.6(a) were
carried out on the same part of the spectrum as used for the transverse spectra in Section 4.1.
The exponents in panel (b) however were fitted to the entire available data. Averaging the results
yields
κ = 0.997 ± 0.013 , | p | · as ∈ [0.3, 1.5] (D.3)
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Figure D.6: Results for the spectral index κ. (a): Fit results for the occupation number exponent
κ obtained from the same simulation as the data in Fig. D.5(a) fitted on the same momentum
interval as used in Section 4.1. (b): Fit results for κ exploiting the entire set of data.
in the case of the restricted fit interval (data in Fig. D.6(a)) and
κ = 1.009 ± 0.004 , | p | · as ∈ ]0.0, 2.0] (D.4)
for the data in Fig. D.6(b). Note that the distribution of lattice momenta in the interval [0.0, 2.0]
along a coordinate axis is not homogeneous as can be inferred from Eq. (3.1). On the contrary,
there is an accumulation of modes with momenta close to the maximum so that the number of
data points taken into account in (D.4) is much bigger than suggested by the size of the respective
momentum domains.
Several important conclusions can be drawn from these results. First, both values are in
excellent agreement with the κ = 1 which is expected for classical thermal equilibrium. Second,
the error bars of either result ( (D.3) or (D.4)) are so small that the estimates for the thermal κ are
certainly incompatible with the non-equilibrium value (4.21) obtained in Section 4.1. This rules
out the possibility that the results of Section 4.1 represent an unlucky fit to an actually thermal
spectrum. Therefore, the results in Eqns. (D.3) and (D.4) indirectly prove the nonthermal nature
of the quasi-stationary state encountered the out-of-equilibrium simulations of Chapter 4.
Finally, we can use the results of this Section to check the reliability of the statistical error
estimate in Eq. (4.21). Recall that the latter was computed as an average of eight estimates for
κ displayed in Fig. 4.4. We have employed subsamples of eight data points from Fig. D.5(a) to
re-compute the result in Eq. D.3 and its error estimate. This yields statistical errors for κ in the
range 0.01 to 0.03, which is compatible with the statistical error of the nonthermal κ in Eq. (4.21).
This confirms the accuracy of the error estimate in the latter equation.
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