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Abstract
A new class of image processing 2lters is introduced and analyzed in this paper. The new
2lters utilize fuzzy measures applied to image pixels connected by digital paths. The performance
of the proposed 2lters is compared to the performance of commonly used 2lters, such as the
vector median, under a variety of performance criteria. It is shown that the proposed 2lters are
better able to suppress impulsive and Gaussian noise than the existing techniques. Also, they are
robust to inaccuracies in parameter settings.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Image noise reduction without structure degradation is perhaps the most important
low-level image processing task. Numerous noise 2ltering techniques have been pro-
posed for multichannel image processing [11,13]. The nonlinear 2lters applied to images
are required to preserve edges, corners and other image details, and to remove di?erent
types of noise. One of the most important families of nonlinear 2lters is based on order
statistics.
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A number of di?erent nonlinear 2lters has been developed. One of the most important
groups consists of vector processing 2lters based on order statistics. The output of these
2lters is de2ned as the lowest ranked vector according to a speci2c vector ordering
technique.
Let F(x) represents a multichannel image and let W be a window of 2nite size
n (2lter length). The noisy image vectors inside the 2ltering window W are denoted
as Fj; j = 0; 1; : : : ; n − 1. If the distance between two vectors Fi ;Fj is denoted as
(Fi ;Fj) then the scalar quantity Ri=
∑n−1
j=0 (Fi ;Fj); is the distance associated with the
noisy vector Fi. The ordering of the Ri’s: R(0)6R(1)6 · · ·6R(n−1); implies the same
ordering to the corresponding vectors Fi: F(0);F(1); : : : ;F(n−1): Nonlinear ranked-type
multichannel estimators de2ne the vector F(0) as the 2lter output.
The best-known order statistics 2lter is the so-called vector median 6lter (VMF).
The de2nition of the multichannel median is a direct extension of the single-channel
median de2nition [1]. VMF uses the L1 or L2 norm to order vectors according to their
relative magnitude di?erences.
The orientation di?erence between vectors can also be used to remove vectors with
atypical directions. The basic vector directional 6lter (BVDF) is a ranked-order 2lter
which parallelizes the VMF operation. However, it employs the angle between two
color vectors as a distance criterion. The BVDF uses only information about vector
directions and as a result is not able to remove achromatic noisy pixels from the image.
To overcome the de2ciencies of the BVDF, another directional 2lter was proposed—
directional distance 6lter (DDF) [20], which utilizes both distance and directional
information.
Another eLcient rank-ordered technique called hybrid directional 6lter (HDF) was
presented in [5]. This 2lter operates on the direction and the magnitude of the color
vectors independently and then combines them to produce a unique 2nal output. An-
other more complex hybrid 2lter, which involves the utilization of an arithmetic mean
6lter (AMF), has also been proposed [5].
All standard nonlinear 2lters operate on local window surrounding the center pixel
under consideration. Operation on the window involves examining connections with
other pixels.
One of the ways of exploring the pixel neighborhood is to form digital paths on
the image lattice. This approach helps preserve 2ne image structures like lines, corners
and texture.
The paper is organized as follows. Section 2 introduces a general concept of digital
paths and its application to noise suppression in color images. In Section 3, the new
2lter design is presented, including di?erent models of paths presented in Section 3.1
and iterative smoothing algorithm with its adaptive version in Section 3.2. Simulation
results are presented in Section 4. Finally, Section 5 summarizes the paper.
2. Digital paths approach
Let us assume, that R2 is the Euclidean space, W is a planar subset of R2 and x; y
are points of the set W . A path from x to y is a continuous mapping M : [a; b]→ W ,
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Fig. 1. (a) Continuous path M leading from the x to y, and (b) increasing polygonal line on the path M.
such that M(a) = x and M(b) = y (Fig. 1a). The point x is considered as starting point
while y is the ending point on the path M [2].
An increasing polygonal line P on the path M is an polygonal line P={M(i)}ni=0; a=
0 ¡ · · ·¡n=b. The length of the polygonal line P is the total sum of its constitutive
line segments L(P)=
∑n
i=1 (M(i−1);M(i)) where (x; y) is the distance between the
points x and y, when a speci2c metric is adopted. If M is a path from x to y then it
is called recti2able, if and only if L(P), where P is an increasing polygonal line, is
bounded. Its upper bound is called the length of the path M (Fig. 1b).
The geodesic distance W (x; y) between points x and y is the lower bound of the
length of all paths leading from x to y, totally included in W . If such paths do not
exist, then the value of the geodesic distance is set to ∞. The geodesic distance veri2es
W (x; y)¿ (x; y) and in the case when W is a convex set then W (x; y) = (x; y).
The notion of the path can be extended to a lattice, which is a set of discrete points,
in our case image pixels. Let a digital lattice H = (F;N) be de2ned by F, which
is the set of all points of the plane (pixels of a color image) and the neighborhood
relation N between the lattice points [15].
A digital path P = {pi}ni=0 on the lattice H is a sequence of neighboring points
(pi−1; pi)∈N. The length L(P) of a digital path P{pi}ni=0 is simply
∑n
i=1 
H(pi−1; pi),
where H denotes the distance between two neighboring points on the lattice H.
Constraining the paths to be totally included in a prede2ned set W ∈F yields the
digital geodesic distance W . In this paper, we will assign to the distance of neighboring
points the value 1 and will be working with the 8-neighborhood system. However,
di?erent distance values could be used for neighboring points in particular directions
(e.g. Euclidean distance).
Let the pixels (i; j) and (k; l) be called connected (denoted as (i; j)⇔ (k; l)), if there
exists a geodesicdigital path PW{(i; j); (k; l)} contained in the set W starting from (i; j)
and ending at (k; l).
If two pixels (x0; y0) and (xn; yn) are connected by a digital path PWm {(x0; y0);
(x1; y1); : : : ; (xn; yn)} of length n then let W;nm de2ne a distance function
W;nm {(x0; y0); (xn; yn)}=
n−1∑
k=0
‖F(xk+1; yk+1)− F(xk ; yk)‖; (1)
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Fig. 2. There are four digital paths of length 2 connecting two neighboring points contained in the speci2c
window W when the 8-neighborhood system is applied.
Fig. 3. There are six paths of length 4 connecting point x and y when the 4-neighborhood system is used.
which plays the role of a measure of dissimilarity between pixels (x0; y0) and (xn; yn),
along a speci2c digital path PWm joining (x0; y0) and (xn; yn), where m is the path index
and ‖ · ‖ denotes the vector norm [3,18].
If a path joining two distinct points x and y, with F(x) = F(y) consists of lattice
points of the same values, then W;n(x; y) = 0 otherwise W;n(x; y)¿ 0.
Let us now de2ne a fuzzy similarity function between two pixels connected along
all digital paths leading from (i; j) to (k; l) (Figs. 2 and 3)
W;n{(i; j); (k; l)}=
!∑
m=1
exp[−  · W;nm {(i; j); (k; l)}]; (2)
where ! is the number of all paths connecting (i; j) and (k; l);  is a design parameter
and W;nm {(i; j); (k; l)} is a total distance function along a speci2c path from a set of
all ! possible paths joining (i; j) and (k; l). In this way W;n{(i; j); (k; l)} is a value,
calculated over all routes linking the starting point (i; j) and the endpoint (k; l).
For n= 1 and W a square mask of the size 3× 3 (Fig. 2), we have
W;1{(i; j); (k; l)}= exp{−‖F(i; j)− F(k; l)‖} (3)
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Fig. 4. For n = 2, points (i; j) and (k; l) are connected by two digital paths P1; P2.
and when F(i; j)=F(k; l) then W;n{(i; j); (k; l)}=0; {(i; j); (k; l)}=1, and for ‖F(i; j)−
F(k; l)‖ → ∞ then → 0 [12].
The normalized similarity function takes the form
 W;n{(i; j); (k; l)}= 
W;n{(i; j); (k; l)}∑
(l;m)⇔(i; j) W;n{(i; j); (l; m)}
(4)
and has the property that∑
(k;l)⇔(i; j)
 W;n{(i; j); (k; l)}= 1: (5)
Now we are in a position to de2ne a smoothing transformation Fˆ
Fˆ(i; j) =
∑
(k;l)⇔(i; j)
 W;n{(i; j); (k; l)} · F(k; l); (6)
where (k; l) are points which are connected with (i; j) by digital paths of length n
included in W . As could be easily noticed, Fˆ is the weighted average of all points
connected by digital paths with central pixel (i; j).
Fig. 4 illustrates how to calculate the similarity function between points connected
by two digital paths of length n= 2, in this case we have
W;21 {(i; j); (k; l)}= d11 + d21; W;22 {(i; j); (k; l)}= d12 + d22; (7)
where d11; d
2
1 are distance functions de2ned by (1) between neighboring points on the
path P1 and d12; d
2
2 on P2, and then the total distance function takes the form
W;2 = exp(− · W;21 ) + exp(− · W;22 ): (8)
After normalization this value is used as a weight for point (k; l) in (6).
3. New lter design
3.1. Models of digital paths
The features of the new 2lter strongly depend on the type of digital paths cho-
sen. Numerous models of paths generate speci2c 2lters with the ability to suppress
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Fig. 5. Di?erent types of digital paths: (a) non-reversing path (NRP); (b) self-avoiding path (SAP); (c)
escaping path (EPM) with L2 metric.
Fig. 6. Three examples of self-avoiding digital paths of length n = 3 starting from x. Paths shown in (a)
and (b) are also escaping, while for the path in (c) distance from the starting point x was decreased in the
last step.
certain kinds of noise. In this paper, three types of random paths are introduced:
non-reversing path model (NRP), self-avoiding path (SAP) and escaping path model
(EPM) (Fig. 5).
Non-reversing path (NRP) is a special trajectory along the image lattice in which
adjacent pairs of edges in the sequence share a common vertex of the lattice, but no
vertex can be revisited in one step (Fig. 5a).
Self-avoiding path (SAP) is a special kind of path taken along the image lattice in
which no vertex is visited more than once. It results in a trajectory that never intersects
itself. In other words, SAP is a path on a lattice that does not pass through the same
point twice (Fig. 5b).
The escaping path model (EPM) is a model of random walk in which the topological
distance from the starting point cannot be decreased in subsequent steps (Fig. 5c).
Fig. 6 presents examples of the Self-avoiding paths (a) and (b) are escaping.
On the two-dimensional lattice, digital path is a 2nite sequence of distinct lattice
points (x0; y0); (x1; y1); : : : ; (xn; yn), which are in neighborhood relation. Applying some
constrains results in di?erent path models
∀
i
(xi; yi) = (xi−2; yi−2)⇒ NRP; (9)
∀
i =j
(xi; yi) = (xj; yj)⇒ SAP; (10)
∀
i¡j
((x0; y0); (xi; yi))6 ((x0; y0); (xj; yj))⇒ EPM; (11)
where (·) denotes speci2c distance measure (in our case L2 metric).
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When a 4-neighborhood system is considered, and for a two step-path (n=2) all of
the digital paths considered here are identical. Moreover, SAP and NRP are identical
for 8-neighborhood and n= 2 con2guration.
3.2. Iterative nature of the new class of 6lters
The smoothing operator Fˆ in (6) can be applied in an iterative way. Starting with low
value of  enables the smoothing of the image noise components. At each iteration
step the parameter  has to be increased, like in simulated annealing, so we have
used [7,8]
(k) = (k − 1) · !; k = 1; : : : ; m; (12)
where k is iteration number and ! is a parameter (!¿ 1). However, in this case two
parameters ! and  are needed to de2ne the 2lter. In order to make the new 2lter less
dependent on the initial parameter values, adaptive version of our 2lter was introduced.
Estimation of  parameter is based on the assumption that in the noisy image sample
pixels values are varying heavily. Then some measure of dispersion of the pixel values
could be used for the calculation of .
In this paper, parameter  in (2) is obtained from the data in the 2xed 2lter pro-
cessing window W and it is inversely proportional to the standard deviation of samples
in W ,
ˆ = " ·

 1
N · L
∑
i; j∈W
L∑
k=1
(Fk(i; j)− PFk)2


−1=2
; (13)
where N is the number of pixels in the processing window W , L is the number of
channels of the image (in the RGB color space L= 3), PFk denotes the average value
of the kth vector component in W and " is a parameter. Using adaptive version of our
2lter, there is no need to use parameter ! from (12) and in this way there remains only
one design parameter ". This parameter gives us the possibility to control the 2ltering
result—using small " values we obtain Rat, more homogeneous regions and increasing
this value produces sharp edges and enhanced 2ne details.
As shown in Tables 2–5 the adaptive version of 2lter yields better results of noise
suppression especially for heavily distorted images.
4. Results
4.1. Noise suppression
The noise attenuation properties of the di?erent 2lters are examined by utilizing the
color images LENA and PEPPERS. The test images have been contaminated using
Gaussian and mixed Gaussian and impulsive noise models.
In many practical applications transmitted images are corrupted by noise. Trans-
mission noise, also known as salt-and-pepper noise in grey-scale imaging, is modeled
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by long-tailed distribution. However, the lack of a multivariate impulsive noise model
causes problems in the study of the e?ect of noise in image acquisition process. A
number of simpli2ed models has been introduced recently, to assist in the performance
evaluation of the di?erent color image 2lters. The impulsive noise model considered
here is de2ned by [13,21]
xI =


(x1; x2; x3)T with probability (1− p);
(d; x2; x3)T with probability p1 · p;
(x1; d; x3)T with probability p2 · p;
(x1; x2; d)T with probability p3 · p;
(d; d; d)T with probability p4 · p
(14)
with xI is the noisy signal, x = (x1; x2; x3)T is the noise-free color vector, d is the
impulse value and
∑4
i=1 pi = 1.
Impulse d can have either positive or negative values. We further assume that d
x1; x2; x3 and that the delta functions are situated at (+255;−255). In this way, when
an impulse is added moving the pixel value outside of the [0; 255] range, clipping is
applied to force the corrupted pixels value into the integer range speci2ed by the 8-bit
arithmetic.
In many practical situations, an image is often corrupted by both additive Gaussian
noise due to faulty sensors (thermo-noise) and impulsive transmission noise introduced
by environmental interference or faulty communication channels. An image can there-
fore be thought of as being corrupted by mixed noise according to the following model:
xM =
{
x + xG with probability (1− pI);
xI otherwise;
(15)
where x is the noise-free color signal with the additive noise xG modeled as zero
mean white Gaussian noise and xI transmission noise is modeled as multivariate im-
pulsive noise with pI = (p;p1; p2; p3) de2ning the degree of impulsive noise contami-
nation [13].
The color test images LENA and PEPPERS have been contaminated by a zero mean
Gaussian noise of %=30 and mixed Gaussian and impulsive noise with p=0:12; p1=
p2 = p3 = 0:3 and % = 30.
The root of the mean squared error (RMSE), signal-to-noise ratio (SNR), peak
signal-to-noise ratio (PSNR), normalized mean square error (NMSE) and normalized
color di?erence (NCD) [13] were used for the analysis. All those objective quality
measures could be de2ned using following formulas:
RMSE =
√√√√ 1
NML
N−1∑
i=0
M−1∑
j=0
L∑
l=1
(yl(i; j)− yˆ l(i; j))2; (16)
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Table 1
Filters taken for comparison with the proposed noise reduction technique
Notation Method Ref.
AMF Arithmetic mean 2lter [13]
VMF Vector median 2lter [1]
BVDF Basic vector directional 2lter [20]
GVDF Generalized vector directional 2lter [19]
DDF Directional-distance 2lter [6]
HDF Hybrid directional 2lter [5]
AHDF Adaptive hybrid directional 2lter [5]
FVDF Fuzzy vector directional 2lter [12]
ANNF Adaptive nearest neighbor 2lter [13]
ANP-EF Adaptive non-parametric (exponential) 2lter [13]
ANP-GF Adaptive non-parametric (Gaussian) 2lter [13]
ANP-DF Adaptive non-parametric (directional) 2lter [13]
VBAMMF Vector Bayesian adaptive median/mean 2lter [13]
NMSE =
∑N−1
i=0
∑M−1
j=0
∑L
l=1(y
l(i; j)− yˆ l(i; j))2∑N−1
i=0
∑M−1
j=0
∑L
l=1 y
l(i; j)2
; (17)
SNR= 10 log
[ ∑N−1
i=0
∑M−1
j=0
∑L
l=1 y
l(i; j)2∑N−1
i=0
∑M−1
j=0
∑L
l=1(y
l(i; j)− yˆ l(i; j))2
]
; (18)
PSNR= 20 log
(
255
RMSE
)
; (19)
where M; N are the image dimensions, and yl(i; j) and yˆ l(i; j) denote the lth com-
ponent of the original image vector and its estimation at pixel (i; j), respectively.
For the NCD calculation, two perceptually uniform color spaces L∗a∗b∗ and L∗u∗v∗
were used. The NCDlab is de2ned as follows:
NCDlab =
∑N−1
i=0
∑M−1
j=0 SELab∑N−1
i=0
∑M−1
j=0 E
∗
Lab
; (20)
where SELab=[(SL∗)2 + (Sa∗)2 + (Sb∗)2]1=2 is the perceptual color error and E∗Lab=
[(L∗)2 + (a∗)2 + (b∗)2]1=2 is the norm or magnitude of the uncorrupted original image
pixel vector in the L∗a∗b∗ space. The NCDluv is then de2ned using color di?erences
in the L∗u∗v∗ space
NCDluv =
∑N−1
i=0
∑M−1
j=0 SELuv∑N−1
i=0
∑M−1
j=0 E
∗
Luv
; (21)
where SELuv = [(SL∗)2 + (Su∗)2 + (Sv∗)2]1=2 and E∗Luv = [(L
∗)2 + (u∗)2 + (v∗)2]1=2.
The performance of the new 2lter class is compared with the standard image pro-
cessing 2lters listed in Table 1.
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Table 2
Comparison of the new algorithms with the standard techniques (Table 1) using the LENA standard image
corrupted by Gaussian noise % = 30
MethodN NMSE (10−3) RMSE SNR (dB) PSNR (dB) NCDluv (10−4) NCDlab (10−4)
NONE 420.550 29.075 13.762 18.860 250.090 206.330
AMF2 60.063 10.988 22.214 27.313 79.387 65.809
VMF5 87.314 13.248 20.589 25.688 117.170 95.483
BVDF2 279.540 23.705 15.536 20.634 123.700 105.630
GVDF4 76.093 12.368 21.187 26.285 86.674 72.142
DDF5 100.500 14.213 19.979 25.077 108.960 89.784
HDF5 66.584 11.569 21.766 26.865 92.769 76.026
AHDF5 60.166 10.997 22.206 27.305 91.369 74.664
FVDF3 57.466 10.748 22.406 27.504 77.111 64.255
ANNF3 63.341 11.284 21.983 27.082 82.587 68.568
ANP-E2 55.829 10.594 22.531 27.63 80.093 66.275
ANP-G2 55.848 10.595 22.530 27.628 80.076 66.265
ANP-D3 58.389 10.834 22.337 27.435 78.486 65.32
SAP-22 45.043 9.515 23.464 28.562 69.26 57.502
SAP-31 50.890 10.114 22.934 28.032 74.522 61.616
SAP-AD2 45.540 9.568 23.416 28.515 68.912 57.019
EPM1 51.505 10.175 22.881 27.980 74.154 61.411
Subscripts denote iteration number.
Tables 2–5 summarize the results obtained using the new 2lters as well as those
from Table 1.
In the tables included in this paper following notations are used: SAP-2,-3 denote
the self-avoiding path 2lter with two and three steps, respectively, SAP-AD denotes
the adaptive version of SAP-2 (n=2) while EPM denotes a 2lter utilizing an escaping
path of length 3 (n = 3). To simplify the tables, only the iteration which yields the
best result is shown and the subscripts denote the iteration number.
In all test images prede2ned parameter values were used. Namely, the parameter
values  = 13; ! = 1:2 were used in SAP-2, SAP-3, while  = 15 and ! = 1:2 were
utilized in EPM 2lter. For the SAP-AD 2lter "= 6 was used.
Since the optimal values of the parameters !;  are not known in practice, the
sensitivity of the algorithms to the parameter values settings was examined.
In Figs. 7 and 8, plots of PSNR and NCD changes in subsequent iterations of
various 2lters are presented. They reveal that the new 2ltering techniques give best
results in the second iteration while for other 2lters, such as VMF and AMF much more
iterations are necessary to obtain optimal results. Moreover, the new 2ltering schemes
give better quantitative results than the standard ones to 2lter out either Gaussian or
mixed Gaussian with impulsive noise.
Figs. 9 and 10 depict the peak signal-to-noise ratio (PSNR) and normalized color
distance (NCD), respectively, for the LENA standard image corrupted by 12% impulse
(p = 0:12; p1 = p2 = p3 = 0:3) mixed with Gaussian noise (% = 30), with varying
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Table 3
Comparison of new algorithms with standard techniques using LENA image corrupted by 12% impulse and
Gaussian noise % = 30
MethodN NMSE (10−3) RMSE SNR (dB) PSNR (dB) NCDluv (10−4) NCDlab (10−4)
NONE 905.930 42.674 10.429 15.528 305.550 256.180
AMF2 96.247 13.909 20.166 25.265 101.320 83.982
VMF5 96.464 13.925 20.156 25.255 121.790 99.17
BVDF3 336.460 26.006 14.731 19.829 123.930 106.530
GVDF5 91.118 13.534 20.404 25.503 89.277 74.484
DDF5 110.620 14.912 19.561 24.660 113.390 93.303
HDF5 74.487 12.236 21.279 26.378 97.596 79.748
AHDF5 68.563 11.740 21.639 26.738 96.327 78.551
FVDF3 73.796 12.179 21.320 26.418 83.629 69.799
ANNF4 75.459 12.316 21.223 26.321 84.218 70.447
ANP-E3 90.509 13.488 20.433 25.532 97.621 81.242
ANP-G3 90.523 13.489 20.432 25.531 97.603 81.229
ANP-D3 74.203 12.213 21.296 26.394 85.026 70.725
SAP-22 50.048 10.030 23.006 28.105 72.783 60.341
SAP-32 54.580 10.474 22.630 27.728 71.575 59.755
SAP-AD2 50.575 10.083 22.961 28.059 72.615 59.964
EPM2 66.541 11.565 21.769 26.868 74.142 62.385
Subscripts denote iteration number.
Table 4
Comparison of the new algorithm with the standard techniques using the PEPPERS standard image corrupted
by Gaussian noise % = 30
MethodN NMSE (10−3) RMSE SNR (dB) PSNR (dB) NCDluv (10−4) NCDlab (10−4)
NONE 502.410 28.683 12.989 18.978 244.190 226.620
AMF3 79.152 11.385 21.015 27.004 101.280 90.684
VMF5 105.180 13.124 19.781 25.770 123.390 112.930
BVDF3 363.390 24.394 14.396 20.385 129.040 120.520
GVDF4 98.944 12.729 20.046 26.035 94.240 87.045
DDF5 118.820 13.949 19.251 25.240 114.400 104.800
HDF5 79.698 11.424 20.986 26.975 101.140 91.878
AHDF5 72.331 10.883 21.407 27.396 99.673 90.533
FVDF3 72.888 10.925 21.373 27.362 89.743 82.300
ANNF3 80.934 11.512 20.919 26.908 96.789 88.765
ANP-E2 75.058 11.086 21.246 27.235 102.850 91.882
ANP-G2 75.055 11.086 21.246 27.235 102.850 91.878
ANP-D3 73.211 10.949 21.354 27.343 89.078 81.173
SAP-22 54.659 9.461 22.623 28.612 91.343 81.445
SAP-32 59.335 9.857 22.267 28.256 91.650 81.364
SAP-AD4 55.918 9.569 22.524 28.514 87.036 78.087
EPM2 72.748 10.914 21.382 27.371 95.124 84.180
Subscripts denote iteration number.
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Table 5
Comparison of new algorithms with standard techniques using PEPPERS image corrupted by 12% impulse
and Gaussian noise % = 30
MethodN NMSE (10−3) RMSE SNR (dB) PSNR (dB) NCDluv (10−4) NCDlab (10−4)
NONE 1052.000 41.505 9.780 15.769 191.590 183.290
AMF2 125.350 14.327 19.019 25.008 119.170 104.530
VMF5 84.436 11.758 20.735 26.724 85.847 78.785
BVDF5 193.870 17.817 17.125 23.114 88.756 83.287
GVDF3 112.240 13.557 19.498 25.487 83.151 77.441
DDF5 88.961 12.069 20.508 26.497 82.072 75.897
HDF5 77.452 11.262 21.110 27.099 81.870 74.949
AHDF5 73.811 10.994 21.319 27.308 81.235 74.313
FVDF4 86.561 11.906 20.627 26.616 87.823 79.993
ANNF4 96.543 12.573 20.153 26.142 91.315 83.512
ANP-E3 120.470 14.045 19.191 25.180 120.610 105.120
ANP-G3 120.450 14.044 19.192 25.181 120.590 104.960
ANP-D3 88.051 12.008 20.553 26.542 88.486 80.395
SAP-22 64.295 10.261 21.918 27.907 90.158 79.779
SAP-32 66.369 10.425 21.780 27.769 90.512 80.003
SAP-AD3 64.498 10.277 21.905 27.894 87.301 77.120
EPM2 77.715 11.281 21.095 27.084 93.176 82.083
Subscripts denote iteration number.
Fig. 7. ELciency of the new 2lters in successive iterations compared with the standard techniques using
Lena image corrupted with Gaussian noise (% = 30) in terms of (a) PSNR and (b) NCD.
! and  parameters. As can be easily observed the extrema of PSNR and NCD are
rather Rat and in this way the new 2lter is robust to improper settings of the 2lter
parameters.
Results obtained with the adaptive version of our 2lter using LENA image contam-
inated with mixed noise are presented in Fig. 11. Fig. 12 shows the dependance of
the adaptive 2lter eLciency on " for LENA and PEPPERS images corrupted by mixed
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Fig. 8. ELciency of the new 2lters in successive iterations compared with the standard techniques using
Lena image corrupted with mixed Gaussian and impulsive noise (%= 30; p= 0:12; p1 =p2 =p3 = 0:3) in
terms of (a) PSNR and (b) NCD.
Fig. 9. ELciency of the new 2lter in terms of PSNR and its dependence on the ! and  values for the
LENA standard image corrupted by 12% impulse and Gaussian noise (% = 30) (SAP n = 3, 2 iterations).
noise. It is easy to notice that extrema of PSNR and NCD obtained for adaptive ver-
sion of our 2lter are very close for both test images. Additionally, it is worth to point
out the existence of di?erences in optimal values of parameters when di?erent quality
measures are used.
Noise intensity 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Gaussian % 5 10 15 20 25 30 35 40 45 50 55 60 65 70
Impulsive [%] 1 2 3 4 5 6 7 8 9 10 11 12 13 14
The comparison of the new 2lters eLciency with some standard noise suppression
techniques is presented in Fig. 13, where the PSNR and NCD dependency on the
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Fig. 10. ELciency of the new 2lter in terms of NCD and its dependence on the ! and  values for LENA
standard image corrupted by 12% impulse and Gaussian noise (% = 30) (SAP n = 3, 2 iterations).
Fig. 11. Dependance of the new adaptive 2lter on " in terms of PSNR, SNR, NCD and NMSE for LENA
standard image corrupted by 12% impulse and Gaussian noise (% = 30) (n = 2, 2 iterations).
amount of mixed impulsive and Gaussian noise is shown. It should be pointed out
that in the case of images slightly corrupted by Gaussian or mixed Gaussian and
impulsive noise, the AMF gives the best quantitative results of all 2lters. However,
visual inspection reveals that results obtained with our methods look visually more
pleasant. As the intensity of the noise increases, the quantitative results obtained using
the new 2lters become signi2cantly better than those obtained by any other 2lter from
Table 1 (see Fig. 3). The analysis presented in Fig. 13 shows another important feature
of the new 2lters: the EPM scheme which introduces much more smoothing then the
SAP 2lter, seems to be the best solution for denoising of highly corrupted images.
For the calculation of the similarity function, we used the L2 metric and an expo-
nential function; however, we have obtained good results using other convex functions
and di?erent vector metrics.
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Fig. 12. Dependance of the new adaptive 2lter on " for LENA and PEPPERS images in terms of NCD and
PSNR. Both images are contaminated by 12% impulse and Gaussian noise (% = 30) (n = 2, 2 iterations).
Fig. 13. Comparison of standard 2lters eLciency with the new techniques in terms of (a) PSNR and (b)
NCD with the new 2lter class for di?erent amounts of noise (mixed Gaussian and impulsive noise intensities
are shown in (c)).
The eLciency of the new algorithm as compared with the vector median 2lter is
shown in Figs. 14 and 15. After the application of the new 2lter, the impulse pixels
introduced by the noise process are removed, the contrast is improved, the image is
smoothed and what is important the edges are well preserved.
Figs. 16 and 17 depict the illustrative example of the eLciency of the new 2lter class
for LENA and PEPPERS images. The results show that the 2lter outputs are in some
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Fig. 14. Comparison of the eLciency of the vector median with the new 2lter proposed in this paper: (a)
test image (part of a scanned map); (b) result of the standard vector median 2ltering (3 × 3 mask); (c)
result obtained with the new 2lter using SAP 2lter ( = 20; ! = 1:25; n = 2, 3 iterations).
way similar to those obtained using anisotropic di?usion schemes. However, our 2lter
is robust to the impulse noise, which is a main obstacle, when using the anisotropic
di?usion approach to smooth noisy images [10].
4.2. Image compression
The proposed 2ltering scheme improves the compression ratios for both lossy and
lossless techniques. Filters presented in this paper smooth the images and reduce the
amount of data which is to be compressed. Although this process is of course lossy,
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Fig. 15. Comparison of the eLciency of the vector median with the proposed noise reduction technique when
escaping path model is used: (a) test images (parts of an old manuscript and a poster); (b) result of the
standard vector median 2ltering (3×3 mask, 5 iterations); (c) result of the EPM 2ltering (=20; !=1:2; n=3,
5 iterations).
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Fig. 16. Comparison of the eLciency of the vector median with the proposed noise reduction technique for
LENA and PEPPERS test images: (a) test images corrupted by Gaussian noise % = 30; (b) result of the
standard vector median 2lter (3×3 mask, 5 iterations); (c) result of the adaptive SAP 2ltering ("=6; n=2,
5 iterations).
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Fig. 17. Comparison of the eLciency of the vector median with the proposed noise reduction technique for
LENA and PEPPERS test images: (a) test images corrupted by 12% impulse and Gaussian noise % = 30;
(b) result of the standard vector median 2ltering (3 × 3 mask, 2ve iterations); (c) result of the adaptive
SAP 2ltering (" = 6; n = 2, 5 iterations).
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Fig. 18. Test images used in the ‘compression’ experiment (a) atlas; (b) baboon; (c) poster; (d) psalm.
Fig. 19. Compression eLciency after preliminary 2ltering of the images (a) JPEG compression with quality
factor 50%, (b) PNG compression.
usually the lost information is not of importance, with meaningful features being pre-
served (see Figs. 14, 15).
Comparison of the compression eLciency is presented in Fig. 19. For this experiment
four test images of size 768 KB were used, namely: ‘atlas’, ‘baboon, ‘poster’ and
‘psalm’ (shown in Fig. 18).
The test were 2ltered using the SAP 2lter (with  = 20; ! = 1:2; n = 2), EPM-2,
EPM-3 (with = 20; != 1:2; n= 2 and n= 3) and with the standard vector median
VMF.
Filtered images were then compressed using the lossless PNG and JPEG with qual-
ity=50% and 4/1/1 subsampling.
The obtained results reveal that the new 2ltering techniques can e?ectively decrease
size of the compressed images without loss of important image features. In some cases
the VMF gives better results when using lossless or lossy compression techniques,
however this is caused by extensive oversmoothing introduced by the VMF, which
results in the loss of 2ne image details like lines, corners and textural features (see
Fig. 14).
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Fig. 20. New 2ltering technique as the pre-processing tool for segmentation, (a) original cDNA microarray
image sample, (b) result of region growing segmentation with the small region removal [9], (c) the EPM
2ltering (=50; !=1:2, 2fth iteration) (d) segmentation of test image (a) 2ltered with the new technique.
4.3. Image segmentation
The proposed 2ltering structure can also be used to improve eLciency of the segmen-
tation techniques. When the 2ltering with low starting value of parameter  is applied,
the 2ltered images consist of Rat homogenous regions with sharp edges. This 2ltering
process simpli2es segmentation and reduces the e?ect of over-segmentation [9,16].
Results of region growing segmentation of the test cDNA microarray image, using
the technique presented in [9], are depicted in Fig. 20 [4,14,17]. The 2ltering process
signi2cantly improves the segmentation results (Fig. 20).
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Table 6
Number of regions obtained from region growing segmentation
Original image EPM 2lter
Without small region removal 1830 77
With small region removal 223 76
Segmentation quality can be compared quantitatively in terms of the regions ob-
tained using this algorithm, the reduction of the over-segmentation e?ect is presented in
Table 6.
5. Conclusions
In this paper, a new class of 2lters for noise reduction in color images has been
presented. Experimental results indicate that the new 2ltering technique outperforms
in terms of objective quality measures such as the PSNR and NCD the standard
procedures used to reduce Gaussian as well as mixed impulsive and Gaussian noise
in color images. The performance of the proposed 2lters was found to be more robust
and superior to the performance of many widely used 2lters for color image 2ltering.
The proposed 2ltering structures can also be used to improve eLciency of the existing
compression and segmentation techniques.
References
[1] J. Astola, P. Haavisto, Y. Neuovo. Vector median 2lters, in: IEEE Proceedings, Vol. 78, 1990, pp.
678–689.
[2] G. Borgefors, Distance transformations in digital images, Comput. Vision Graphics Image Process. 34
(1986) 344–371.
[3] O. Cuisenaire, Distance transformations: fast algorithms and applications to medical image processing,
Ph.D. Thesis, Universite Catholique de Louvain, October 1999.
[4] M.B. Eisen, P.O. Brown, DNA arrays for analysis of gene expression, Methods Enzymol. 303 (1999)
179–205.
[5] M. Gabbouj, F.A. Cheickh, Vector median—vector directional hybrid 2lter for colour image restoration,
in: Proceedings of EUSIPCO, 1996, pp. 879–881.
[6] D. Karakos, P.E. Trahanias, Generalized multichannel image 2ltering structures, IEEE Trans. Image
Process. 6 (7) (1997) 1038–1045.
[7] S. Kirkpatrick, C.D. Gelatt, M.P. Vecchi, Optimization by simulated annealing, Science 220 (1983)
671–680.
[8] R.W. Klein, R.C. Dubes, Experiments in projection and clustering by simulated annealing, Pattern
Recognition 22 (1989) 213–220.
[9] H. Palus, D. Bereska, Region-based colour image segmentation, in: Proceedings of the Fifth Workshop
on Color Image Processing, Ilmenau, Germany, 1999, pp. 67–74.
[10] P. Perona, J. Malik, Scale-space and edge detection using anisotropic di?usion, IEEE Trans. Pattern
Anal. Mach. Intell. 12 (1990) 629–639.
[11] I. Pitas, A.N. Venetsanopoulos, Nonlinear Digital Filters: Principles and Applications, Kluwer Academic
Publishers, Boston, MA, 1990.
M. Szczepanski et al. / Discrete Applied Mathematics 139 (2004) 283–305 305
[12] K.N. Plataniotis, D. Androutsos, A.N. Venetsanopoulos, Fuzzy adaptive 2lters for multichannel image
processing, Signal Process. J. 55 (1) (1996) 93–106.
[13] K.N. Plataniotis, A.N. Venetsanopoulos, Color Image Processing and Applications, Vol. August,
Springer, Berlin, 2000.
[14] M. Schena, D. Shalon, R.W. Davis, P. Brown, Quantitative monitoring of gene expression patterns with
a complimentary DNA microarray, Science 270 (1995) 467–470.
[15] M. Schmitt, Lecture notes on geodesy and morphological measurements, in: Proceedings of the Summer
School on Morphological Image and Signal Processing, Zakopane, Poland, 1995, pp. 36–91.
[16] B. Smolka, H. Palus, D. Bereska, Application of the self-avoiding random walk noise reduction algorithm
in the colour image segmentation, in: Proceedings of the Sixth Workshop Color Image Processing,
Berlin, 2000, pp. 21–26.
[17] M.K. Szczepanski, B. Smolka, K.N. Plataniotis, A.N. Venetsanopoulos, Enhancement of the DNA
microarray chip images, in: A.N. Skodras, A.G. Constantinides (Eds.), Proceedings of Digital Signal
Processing DSP2002, Vol. 1, Santorini, Greece, July 2002, pp. 403–406.
[18] P.J. Toivanen, New geodesic distance transforms for gray scale images, Pattern Recognition Lett. 17
(1996) 437–450.
[19] P.E. Trahanias, D. Karakos, A.N. Venetsanopoulos, Directional processing of color images: theory and
experimental results, IEEE Trans. Image Process. 5 (6) (1996) 868–880.
[20] P.E. Trahanias, A.N. Venetsanopoulos, Vector directional 2lters: a new class of multichannel image
processing 2lters, IEEE Trans. Image Process. 2 (4) (1993) 528–534.
[21] T. Viero, K. Oistamo, Y. Neuvo, Three-dimensional median-related 2lters for color image sequence
2ltering, IEEE Trans. Circuits Systems Video Technol. 4 (2) (1994) 129–142.
