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1. INTR~DuCTI~N 
In the theory of differential equations, a great effort has been devoted in 
recent times to the study of control systems. These are commonly systems 
of differential equations (although more general functional equations were 
also considered) in which one or more arbitrary functions subjected to some 
restrictions (“control variables”) appear. Generally speaking, the interest 
lies in the relation between the different control functions which may be 
chosen, and the properties of the corresponding solutions. Most of the time 
specific control functions are involved in the analysis, as in the case of 
“optimal control” (see [4, 6, 7, II, 26, 17, 231). In some cases, more general 
properties are studied, which are independent of the functional representa- 
tion of the control action by variables, for example the concepts of control- 
lability and observability [12,13] and the concept of the “attainable set,” i.e., 
the set of points which are reachable from a given one when the control 
functions take all admissible values [9, 24, 2.5, 26, 281. 
The same subject appeared almost 30 years ago in relation with the 
so-called “contingent equations” [Z8, 19, 311, but at that time the field of 
application was not sufficiently developed to stimulate more research in this 
direction. Nowadays those researches are continued by the Polish school [28, 
291, but the same ideas were used also in the U.S.A. [14]. 
In the present paper an axiomatic approach to the theory of control 
systems will be formulated, which is quite similar to one given by 
Barbashin [3]. It is a generalization of the theory of dynamical systems, as it 
was developed by Birkhoff [.5] and abstractly formulated by Gottschalk 
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Air Force Office of Scientific Research, Office of Aerospace Research, under Contract 
No. AF 49(638)-1242, in part by the National Aeronautics and Space Administration 
under Contract No. NASw-845 and in part by the Office of Naval Research under 
Contract No. Nonr-3693(00). 
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and Hedlund [IO]. Instead of considering (as in that theory) a function 
x = F(x, , t, , t) which gives the position of a moving point in time, one has 
to start with the “attainability function” F(x, , t,, , t), which is a point set 
and has the meaning of the set of those points x which are reachable at the 
time t, starting at time t,, at the point x ,, , by all possible choices of the control 
action. 
The main results are related to those of Barbashin [3] and Zubov [32]. 
In the author’s opinion, the most important ideas introduced in the present 
paper are the weak type of stability (as opposed to the strong type already 
used by Zubov) and the corresponding generalized Liapunov functions. 
Finally, another abstract formulation of control systems by Bushaw [S] 
is to be mentioned. There the basic “element” of an abstract space has the 
meaning of a single trajectory of the system. That formulation has few points 
in common with the present paper. 
2. NOTATION 
Let X = (x} denote a complete locally compact metric space; its points 
represent the “states” of a given system. The independent variable t E R 
will be called time. Point sets in X-space will be denoted by capital letters 
A, B, . . . . collections of such sets by script capitals &, a, ... . 
In order to avoid infinite distances between sets we may replace the given 
metric d(a, b) by 
d(a, b) 
p(a’ b, = 1 + d(u, b) ’ 
Furthermore, we define the distance between points and sets, and between 
sets, by: 
p(a, B) = p(B, a) = inf {p(a, b); b E B} 
p*(A, B) = sup (p(u, B); a E A}. 
14% B) = P(& A) = ma (p*(A, B), p*(B, 4). 
Accordingly we define an E-neigboring set of a given set A,, as 




Notations which also will be used are the following: 
d(X) = the collection of all nonempty subsets of X. 
S?(X) = the collection of all nonempty totally bounded subsets of X. 
.X(X) = the collection of all nonempty closed subsets of X. 
W(X) = the collection of all nonempty compact substets of X. 
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It is well known that (2.4) defines a pseudometric in the set of all nonvoid 
subsets of X (p(A, B) = 0 if and only if A = B, A denoting the closure 
of A). Restricting the attention to closed subsets, (2.4) defines a true metric 
(called the Hausdorff metric). For further details about the topology of 
spaces of subsets of X, the reader is referred to [15, 211. 
3. THE ATTAINABILITY FUNCTION 
A generalized control system (g.c.s.) will be given -by a function which we 
call “attainability function” and has the following intuitive meaning. The 
evolution of a g.c.s. is determined by its initial state x, the time t and some 
control action. Therefore, a given starting point x,, , t,, and a time t, > t,, 
determine a whole set of possible end states x(tJ, corresponding to all pos- 
sible choices of the control action, This “attainable set from x0 , t, at time 
ti” will be denoted by F(x, , to , tr). 
The following axioms will be assumed: 
1. wo, 0, t t) is a closed nonempty subset of X, defined for every 
x E X; t, to E R; t, < t. 
II. Initial condition: F(xs , to, to) = {x0} for every x0 , to . 
III. Semigroup property: for to < t, < t, 
IV. Given x1 , t, , to < t, , there exists an x,, such that 
V. F( x0 , to , t) is continuous in t: given x0 , to < t, , E > 0, there is a 
8 > 0 such that p(F(xo , to, t), F(xo , to, tl)) < E for 1 t - t, 1 < 6. 
VI. F(x s , to , t) is upper semicontinuous in (x0, to), uniformly in any 
finite interval t E T = [tl , t.J: given x0 , to , t, , t, and E > 0, there 
is a 6 > 0 such that 
~*(F(xo’, to’, t),F(xo , to , 9) < c 
for all x0’, to’, t satisfying 
P(Xo’, x0) -=c 6, I to - to’ I < 6, t, < t < t, ; to ) to’ < t. 
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4. PROPRRTIES OF THE ATTAINABILITY FUNCTION 
LEMMA 4.1. The attainability function F(x, t, , t) is upper semicontinuous 
in the triple (x, to , t). 
This follows directly from the inequality 
p*Wo’, to’, 0, F(xo 9 to 3 t)> 
< P*(&,‘, to’, t’>, F(xo , to , 0) + p(JTxo 9 to 9 0 F&o 3 to 3 t>) 
and axioms V and VI. With axioms I-V, this property is equivalent to 
axiom VI. 
LEMMA 4.2. If X and Y are complete locally compact metric spaces, and if 
the function F : X -+ JZ?( Y) is upper semicontinuous in the sense that given 
x0 E X, E > 0, there is a 6 > 0 such that p(x, x0) < 6 implies p*(F(x), F(x,)) < E, 
then the function F : d(X) + J&‘(Y) de$ned by 
F(A) = u F(x) (ACX;A #4> 
XEA 
is upper semicontinuous for compact sets; more exactly, if A, C X k compact 
(and nonempty), then for any E > 0 there is a 6 > 0 such that p*(A, A,) < 6 
implies p*(F(A), F(A,)) < 6. 
Proof. The conditions for upper semicontinuity can be written 
WdxoN C WTxo)) 
respectively 
W,(Ao)) C W(Ao)). 
Each point x E A, has a neighborhood V(x) such that 
The set 
F(W)) C WW C W’(Ao))~ 
vo = u w4 
XGA” 
is open and contains the compact set A,, therefore there is a 6 > 0 such that 
&(A,) C V, . Hence 
%%(A,)) C F( vo) = u Fl W)) C VXAoN. 
XEAA, 
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THEOREM 4.1. If A,, C X, T, C R, TI C R are compact nonempty sets 
andfor any pair t,, E T, , t, E T, the relation t,, < t, holds, then the attainability 
function 
is upper semicontinuous at (A,, , T, , T,); more exactly, given A,, , T, , TI and 
E > 0 there is a 6 > 0 such that 
P*(A, 4,) < 8, p*(To’, To) < 4 p*(T;, TI) < 6 
imply 
P*(&% To’, T,‘),&% , To, T,)) -c f. 
This is an immediate consequence of Lemma 4.2. It obviously can be 
formulated in a little more general way, taking in the (t,, , t,)-plane, instead 
of the rectangle T, x T, , any domain D such that for any pair (to, tl) E D 
the relation to < t, holds. 
LEMMA 4.3. If A C X is compact, there is an E > 0 such that the closure of 
S,(A) U compact. 
Proof. X being locally compact, each x E A has a neighborhood V(x) 
with compact closure. From U,, V(x) it is possible to select a finite covering 
of A C Uz, V(x,). Then I’, = Ui,r V(x,) is an open set with compact 
closure. There is an +neighborhood of A contained in V, and S,(A), being 
a closed subset of the compact set PO , is also compact. 
LEMMA 4.4. If A C X is not totally bounded, then there is an E > 0 such 
that ifp*(A, B) < E, then B is also not totally bounded. (A set is called totally 
bounded iffor any E > 0 it can be covered by a$nite number of sets of diameter 
less than E.) 
Proof. Assuming p*(A, B) < E and B totally bounded, it is possible to 
cover B with a finite number of balls of diameter E: 
B C b S,(xi). 
d-1 
Each point of A is at distance less than E from some ball S,(xi) and therefore 
at distance less than 2e from xi . In consequence 
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If, for every c > 0 there is some B with these properties, then this can be 
done with any E > 0. Therefore A is totally bounded, contrary to the 
hypothesis. 
THEORRM 4.2. If x E X, t, 3 t,, , and F is the attainability function of a 
generalized control system, then F(x, t, , tI) is compact. 
Proof. F(x, t, , tl) is closed by axiom I, so that it has to be proved that it 
is totally bounded. The set of values of t E [to, tl] for which F(x, to, t) is 
not totally bounded (assuming it is nonempty) has a greatest lower bound t*. 
In any neighborhood of t *, there are values t’, t” such that F(x, to, t’) is 
totally bounded and F(x, to , t”) is not. By continuity of F(x, to, t) with 
respect to t and for any given E > 0, the neighborhood of t* can be chosen 
so that for any value t of it, p(F(x, t,, t*), F(x, t,, , t)) < E. Assuming 
F(x, to , t*) totally bounded and therefore compact, this contradicts Lemma 
4.3. Assuming F(x, t, , t*) not totally bounded, it contradicts Lemma 4.4. 
Therefore t* does not exist and as F(x, t,, , t) is compact for t = to , it is also 
compact for all t > to . 
THEOREM 4.3. If A C X is compact and t > t, , then F(A, t,, , t) is compact. 
Proof. The set F(x, to , t) is compact for each x E A and by Lemma 4.3 
there is a neighborhood W(F(x, to , t)) with compact closure. By the upper 
semicontinuity of the attainability function (axiom VI) there is a neighborhood 
V(x) such that F( V(x), to , t) C W(F(x, to, t)). As A is compact there is a 
finite set x1 E A, (i = 1,2, -0.) n) such that 
V, = (j V(xi) 3 A. 
i-l 
Therefore 
Wo , to , t) = ij F( Q4, to , t) 3 F(A to , t) 
i=l 
and the set F(A, to, t) is contained in the compact set 
(j WV, , to 9 9) 
i=l 
and is totally bounded. The proof will be complete by showing that it is also 
ClOSd 
If yt’ EF(A, to, t), (i = 1,2, 3, . ..). and lirq+, yi = y. , there are points 
x, E A (i = 1,2, 3, a--) such thaty, EF(x~ , to, t). By compactness of A, some 
subsequence xt converges to some x0 E A; from the upper semicontinuity 
and closedness of F(x, to , t), the result y. E F(x, , to , t) is easily obtained. 
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COROLLARY 4.1. If A is totally bounded, so is F(A, to , t). Indeed, A is 
compact and F(A, to , t) is a subset of the compact set F(A, to , t). 
COROLLARY 4.2. I f  A C X is compact, T,, C R is compact and T C R is 
compact and such that t, < t for any pair t,, E To , t E T, then F(A, T,, , T) is 
also compact. 
The proof is easily obtained replacing “x E X” by “(x, t,, , t) E X x R2” 
in the proof of Theorem 4.3. It can even be generalized to the case 
(to, t) E VC R2 such that if (to, t) E V, then t,, < t, and Y is compact. 
THEOREM 4.4. If A C X and T, C R are compact sets, then the attuin- 
ability function F(A, T,, , T) is continuous in 7, where it is defined (i.e., for 
r>allt,~T,). 
Proof. From Theorem 4.1 it follows that, given T,, > all to E T, and given 
E > 0, there exists 6 > 0 such that for 1 T - T,, 1 < 6 and T 3 all t, E T, , 
P*(W, To ,4, F(A, To ,4 < 6, 
so it remains only to prove the opposite relation, 
P*(FM T, ,  , To),%% To , T)) < l . 
For any point x,, E F(A, T, , ,, T ) there is some 6(x,) such that for 
1 7 - To 1 < 8(x,) and 7 > all to E T, , 
P(XO ,F(A, Tt, , T)) -=c E. 
Indeed, to prove this it suffices to take x EF(A, T, , T) in the following way: 
(i) if 7 > T,, , take x EF(x,, , TV, T) CF(A, To, T); 
(ii) if 7 < TV , take x E F(A, T, , T) and such that x,, E: F(x, 7, TV), which 
is possible by axiom III; 
(iii) if 7 = 70 , take x = x0 . 
In all three cases, T --t To implies x -+ x,-,;l this proves that p(x, x,,) + 0 and 
ki$ P(XO ,FM To 37)) = 0. ” 
Now suppose that lim,,O p *(F(A, T, , To), F(A, T, , T)) = 0 is false. 
Then there are sequences Tf -+ To and xi EF(A, T, , To), (i = 1, 2, 3, a*-) 
such that p(xi , F(A, T, , TJ > a > 0. By compactness, the sequence xf 
* In the second case p*(F(x, 7, TV), F(x, 7,, , TV)) = p(F(x, 7, TV), .v) + 0 for 7 + r0 . 
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has a limit point and some subsequence ~$3 -+ x0 EF(A, T,, ,~a). But then 
there is some n such that for 
i’ > n, p(xo ,F(A, To, pi’)) < : 
in contradiction with p(xi, ,F(A, TO , TV’)) > a. 
LEMMA 4.5. If the function F : [to , t,J -+ G?(X) is continuous and F(t,,) 
is connected, then F([t, , tl]) is a continuum (compact and connected). 
Proof. To show that it is compact, consider a sequence xi E F([to , tJ) 
(i = 1, 2, 3, e-e). Ob viously xI E F(T~), T( E [to , tl] and in order to prove that 
the sequence xi has a limit point one may assume 7i + T,, for i -+ co. Now 
P(X, > %o)) G P(% 3 %>> + P(%) , F(To)); 
the first term of which is zero and the second tends to zero by continuity. 
Hence 
;;c P@I , Wo)) = 0. 
As F(To) E g(x) is compact, almost every xi belongs to some compact neigh- 
borhood ,!?,(F(T,)), which proves the existence of a limit point 
xo EFbo) CNto > tdl- 
In order to prove that it is connected, assume that 
Wo 3 td =FI uF, 
is a separation (i.e. Fl and F, are nonempty, closed, and disjoint). Consider 
F([to , t]) as a function of t: for t = to it is connected, for every t E [to , tJ 
it is compact and it is continuous in t (which follows easily from the con- 
tinuity of F(t)). Moreover, it is nondecreasing: if to < t’ < t” then 
F([to , t’]) CF([t, , t”]). Therefore F(t,) CF, U F, and as F(t,) is connected 
one may suppose that F(t,) C Fl . 
Divide the interval [to, tl] in two sets: those values of t for which 
F([to , t]) CFl and those values for which F([to , t]) n Fz # 4. It is easy 
to see that because both sets are closed and supposedly nonempty, they 
define a separation of the interval [to , tJ which is absurd because [to , tJ 
is connected. 
An immediate consequence of this lemma is the following theorem. 
THEOREM 4.5. If A C X is a continuum, to < t, and F(x, to, t) the 
attuin&Zity function, the-n F(A, to , [to , tl]) is a continuum. 
Remad. 
point, this 
is given to 
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It is interesting to note that if A is a continuum, or even a 
does not imply that F(A, t, , t) is connected. A counterexample 
show this. 




for I x I G I Y I> Y # 0, 1; x fign y  
for x=y=O I 
R=O 
j = f 1 (both values). 
The resulting trajectories are shown in Fig. 1 and, for x0 = y0 = 0 and any 
t,, , F(x,, , yO, to , t) = (0, f t} is the set of two points and therefore discon- 
nected (t is assumed > t,). 
Y 
FIG. 1 
5. THE ATTAINABILITY FUNCTION FOR t <to 
The domain of definition of the attainability function F(x, to, t) can be 
extended in a natural way for the values t < t, . Almost all basic properties 
are maintained; the only exception being the continuity condition which is 
not satisfied in the strong form of axiom V. 
In order to distinguish between the function already defined and the exten- 
sion to be defined now, the notation G(x, t, , t) will be used for the extension. 
DEFINITION. The function G(x, to, t): 
{xEX;t,ER;tER;t<to)+d(X) 
is defined by 
y E G(x, to , t) 0 x gF(y, t, to). 
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Note that the relation between F and G is reciprocal, but they are not 
“inverse” functions of each other. 
PROPOSITION 5.1. If x E X and t, > t, then G(x, t,, , t) is a closed non- 
empty subset of X. 
Proof. Suppose yt E G(x, to , t) (i = 1,2, 3, a**) and limb, yi = y. 
Then x EF(~~ , t, t,,) and 
,+,F(Y, t, to)) < p(x,F(yi , t, to)) + p*(F(yi , 6 t,J,F(y, t, to))- 
Now, p(x, F(y, , t, t,)) = 0 and lim,,, p*(F(yi , t, to), F(y, t, t,)) = 0, there- 
fore p(x, F(y, t, to)) = 0. As F(y, t, t,,) is closed, x E F(y, t, to) and 
y E G(x, t,, , t). This proves that G(x, t, , t) is closed. That is nonempty 
follows from axiom IV. 
PROPOSITION 5.2. G(x, t,, to) = {x}. 
PROPOSITION 5.3. If x,, E X and to > t, > tz , then 
‘3x, , to , tz> = U WI > tl, tz). 
x@ (so ~0, ~1) 
PROPOSITION 5.4. Given x E X, to > t, , there exists a y E X such that 
x E G(Y, 4,) tl). 
The proofs of these propositions are straightforward. 
The function G(x, t,, , t) is not, in general, continuous in t. A counter- 
example follows, in which the set G(x, to , t) becomes unbounded, not being, 
therefore, continuous in t. 
Example 5.1. 
F(x, to , 4 = 
I 
[ 1++& sx 1 **’ 
x . . . 
for x,0 
for x sg 0. 
Then (see Fig. 2) 
G(Y9 t, to I= 
t 
[ y9 1 -y;l-to) .** 1 for 
Iy, co) ... for 
Y . . . for 
Y > 0, r(t - to) < 1 
y > 0, y(t - to) > 1 
y GO. 








is Q continuum, i.e., compact and connected. 
Proof. Consider the set 
A(T) = @o , to 3 4 n Go’0 , tl> 4 
for to < T < t, (Fig. 3). It is nonempty by virtue of axiom III. It is compact 
FIG. 3 
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because it is the intersection of a compact and a closed set. It will be proved 
that it is continuous in 7, i.e. 
f(&), 4~~)) = max {f*(44 4~~)), P *Woh 4d)l+ 0 
for 7 --+3-s . 
If, for i= 1,2,3, *.*, xi-+x,,, ~~47~; To, TjE[to,tJ and 2iEA(~t), 
then by continuity of the attainability function 
20 c@o , to 9 70). 
Besides, 
zi E WY, , t, , Ti) 
is equivalent to 
J’IJ E&Q , Ti , h) 
and by semicontinuity and closedness of F, 
~0 ~F(zo 9 ~0 9 h) 
or 
so that 
This proves that 
20 E&o)* 
To prove that also 
lim p*(A(T), A(To)) = 0. 
7-w. 
lim p*(A(T,), A(T)) = 0 
7+7!) 
it is sufficient to show that given z, E A(T,) and T~--+T~ (i = 1, 2, 3, .**, 
Tj > to) there exist zi E A(Tj) such that zi + 2, . The cases 7t > 7. and 
Tj < To will be treated separately and the general case follows as a combina- 
tion of both. 
Suppose Tj > To . The set 
is a subset of A(T,); it is nonempty because y. EF(z~ , To , tl). Taking as Z~ 
any point of it, 
lim zi E lim F(zo , To , TV) = {x0} 
i-m km 
follows. 
STABILITY IN GENERAL CONTROL SYSTEMS 127 
Suppose now ri < 7. and take 
xi E G(xo , r. ,4 n F(xo , to ,d, 
which is a nonempty subset of A. As zi EF(x~ , to , [to , tJ] and this set is 
compact, the sequence Xi has some limit point and it may be assumed zi -+ 5. 
It will be proved that 5 = z, . Indeed, 
zOEF(2i9 Ti9 T0) 
and from the semicontinuity of the attainability function, 
*o EW, To 9 To) = g-1 
follows. 
Having proved that A(T) is continuous, the desired result follows from 
Lemma 4.5. 
THEOREM 5.1. If to > 7. and G(xo , to , TV) is compact, the function 
G(x, t, r) is upper semicontinuous at (x0, to , TV), i.e., given E > 0 there is a 
S>Omchthatforp(x,xo)<6,~t-to~<6and~~-~o~<S. 
p*(G(x, t, 4, G(xo > to, 70)) < E. 
Proof. If the theorem were false, it would be possible to determine sequen- 
CeS 
xi + x0 ( ti 3 to , Ti ---f To , tt 2 ri 9 YiEG(xi,tf,Tf), (i=1,2,3;..) 
such that the sequence yi has no limit point belonging to G(xo , to , TV); it 
will be proved that this assumption leads to a contradiction. 
Consider first the. case when the sequence yc has some limit point y. , 
Taking a subsequence one may write yi + y. and it will be proved that 
y. E G(xo , to, TV). Indeed, 
Yi e G(xi ,ti 9 ~3 
implies 
xi EF(Yi 9 Ti r h) 
and by the upper semicontinuity and closedness of F(yo , 7. , to), 
x0 WY0 3 To , to)- 
Now the case of yc not having any limit point has to be ruled out. The set 
Go = G(xo v o , o t 7 ) is compact by hypothesis, so that the set 
H = F(Go 3 70 9 bo , toI) 
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is also compact and x,, E H (Fig. 4). Therefore there is some sphere ,Z(u, I) 
of center a and radius r containing H in its interior. As xi---f x,, it may be 
assumed that xi is also interior to Z(a, r). 
FIG. 4 
Suppose the squence yi has no limit point. Then, disregarding a finite 
number of terms, yi is exterior to Z(A, Y). Now, the set 
_[ut4]F(yi ’ T* ’ 7) n G(xi , 4 , T) 
is a continuum joining yi and xi (Lemma 5.1); therefore it meets Z(a, I) 
in some point zi and 
z, E G(x$ , ti , TV’) 
for some T$’ E [TV , ti]. But zt belongs to the compact set Z(a, Y), so that for 
some subsequence z, -+ z, and TV’ -+ To’ E [To , t,]. Now 
implies, as before, 
and 
Xi EF(+ , Ti’, ti) 
X0 E%% , To’, to) 
z, E G(xo , to , To’) = Go’. 
Applying the elementary properties of the function G, one sees that 
Go’ C~(G(G’, To’, To>, TO , [To , to]) = W(xo > to > To), To , [To , to]) = H. 
This last set is contained in the interior of Z(a, r) and so must be z. , but 
on the other hand zd E Z(u, r) implies that a,, lies on the (boundary of that) 
sphere, which gives the desired contradiction. 
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Remark. If TV < t, and A C X and G(A, t, , T,,) are compact, then 
G(A, to , T) is compact for all T,, < 7 < t, . Indeed 
W, to , T) c WW, to , To), To , T), 
which is compact. G(A, to , T) is therefore totally bounded, and as it is closed, 
it is compact. 
COROLLARY 5.1. G(x, , to , TV) is continuous at to = To . kbdin&’ to 
the preceding theorem 
dG(x> t, + ‘3x,, to , to)) = p(G(x, t, T), x0) 
= p*(G(x, t, 7)~ G(xo , to , to)) -+ 0 
f Ot.x--t$, t+to,T+tO, 7 < t. 
THEOREM 5.2. If G(x, , to, TV) is compact, to > TV, then the futxtion 
G(x,, t,,T) is COdWOZU i?Z 7 Ut 7 = To. 
Proof. If To = to this result is included in the preceding corollary, so that 
7. < to may be assumed. For 7 -+ To , 
~*(G(xo , to 9 T), G(xo , to , To)) -+ 0 
is a consequence of Theorem 5.1, and only 
p*(G(xo , to , To), G(xo , to , 7)) --+ 0 
remains to be proved. As G(x o, t o, To) is compact, this is equivalent to the 
condition: given any y. c G(x, , to , To) and any sequence Ti + To , (Ti < To , 
FIG. 5 
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i = 1,2, 3, . ..). there is a sequence yi E G(x, , to, TV) such that yi +ys 
for i-t 00. This sequence yi is easily constructed in the following way: 
(i) I f  ri < 70 , take yi E G(y,, , T,, , TJ C G(x, , to ,T~). 
(ii) I f  7i > 70 , take Yi E (3x0 , to , I) n F(yo , To , Ti). 
(iii) I f  Ti = To , t&e yi = y. E G(x, , to , ~0’0). 
In all three cases, for i -+ 00, T$ + To and by continuity of F(x, t, T) or 
G(x, t, T) (at t = T  in this last case), the resulty, -+ y. is obtained (see Fig. 5). 
THEOREM 5.3. If A, C X and G(A, , to , TV) are compact, TO < to and 
E > 0, then there is 6 > 0 such that 
p*(G(A, t, T), (34, , to, T)) -=c E 
for all ACX, t>T,  such that p*(A,Ao)<6, It-to1 (6, TE[To,t,,]. 
Briefly speaking, as long as G(A, t, T) is compact, it is upper semicontinuous 
in (A, t) uniformly in any finite T-interval. 
Proof. Assuming the theorem to be false, there are some sequences 
At C x, ti -+ to, Ti E [To, to], Ti < ti such that p*(Ai , A,) + 0 and 
p*(G(Ai , ti , Ti), G(Ao , to, 5)) > a > 0 (i = 1, 2, 3, mm*). 
This means that there are points xi E A, (i = 1,2, 3, e-e) such that 
As p*(Ad , A,) --f 0, one may assume that all Ai (i = 1,2, 3, .*.) are con- 
tained in some compact set B. Therefore some subsequence xi -+ x0 , where 
x0 E A, . Taking subsequences, one may write also 7i -+ T’ E [To , to]. 
By Theorem 5.1, therefore 
lim p*(G(q , ti , Ti), G(xo , to , 7’)) = 0. 
i+c.o 
But as x0 E A,, also 
lim p*(G(q , ti , Ti), G(A, , to , 7’)) = 0. 
i-w 
By Theorem 5.2, 
lim p*(G(xi , ta , Ti), G(A, , to , pi)) = 0 
km 
in contradiction with the assumption. 
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Comparison of the F- and G-Functions 
Propositions 5.1, 5.2, 5.3, and 5.4 and Theorems 5.2 and 5.3 show that, 
as long as G(x, to , t) remains totally bounded, it satisfies all the axioms of the 
function F(x, to , t), but G(x, to , t) may become totally unbounded (Example 
5.1), thus violating the continuity in t. 
Even disregarding this difference, it is confusing to treat F and G as the 
same function, because the axiom III (semigroup property), satisfied separa- 
tely by F and G, give rise to the following weaker relations when combining 
both functions: 
WV, to , td, t, , td 1 F(x, to , tl> 
GW, t, > b), t, 3 to> 3 G(x, t, , to> t < t < t 
F(G(x, t, , to), to , td 1 G(x, t, , tl) ’ ’ ’ ’ * 
F(G@, t > to), to , tz) 3 F(x, t, , tz) 
where the inclusion sign cannot, in general, be replaced by the equality sign. 






LEMMA 6.1. Let F(x, t, T) and G( x, T, t) be the attainability functions of a 
generalized control system, and p: [t,, , tJ -+ X a not necessarily continuous 
mapping such that to < t, < t, < t, imply v(tb) EF(v(t,), t, , tb). Then 
x = p(t) is continuous. 
Proof. Suppose t, fixed and t -+ t, , (t, t, E [t, , t& Then: 
(i) if t > t, , p(t) EF(v(t,), t, , t) and v(t)-p(k) by axiom V; 
(ii) if t < t, , y(t) E G(P)(&), t, , t) and q(t) + q(t,) by Theorem 5.2. 
DEFINITIONS. A trajectory of a g.c.s. is a mapping qz [to, tJ + X such 
that 
to < t, < tb < h - &b) EF(dt,), h, 6). 
A trajectory q+ : [t. , b t ] is a prolongation of the trajectory vs: [tc , td] if 
[tc , 4 C Lt. , tbl and dt) = dt> on [tc p 4. 
Sometimes it is convenient to consider a trajectory in the statetime space +: 
[to , tr] - X x R, defining (Cl(t) = (p)(t), t). In the state-time space a trajectory 
is a Jordan arc. Indeed, it is continuous and without multiple points. 
As usual in dynamical systems theory, positive (and negative) half tra- 
jectories starting at some (x0, s t ) will be considered sometimes. 
THEOREMS 6.1. If, for a certaing.c.s., xl EF(~, to, tl), then there exists a 
trajectory cp(t) defined in [t, , tl] such that T(t,) = x0, F(tl) = ~1 . 
Proof. Assuming, for simplicity, t, = 0, t, = 1, a trajectory satisfying 
the desired boundary conditions can be constructed in the following way: 
Fort=& a 2 g g 3 
cessively sulh ihat 
, , “‘9 P/2q, ... the values of q.(t) can be chosen suc- 
defining p)(t) for all binary fractions and obviously satisfying the definition 
of a trajectory. For the remaining values of t, 
n [I+(f), t', t) n G(&"), t", t)] = fW> 
t’, #” binary fractions 
?‘<C<C” 
is not void because K(t) is the intersection of compact sets with the finite 
intersection property. It is easy to see that K(t) is a single point, but taking 
anyway rp(t) E K(t), this satisfies the relation defining a trajectory. Indeed, if 
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for example t, < t, E [0, I] are not binary fractions, there is a binary fraction 
t, , such that t, < t, < t, . Therefore 
&a> E K(h) c W&J, tb 3 ta), 
&) E %) cF(dtb)> tb , h), 
from which it follows that 
9J(tc) EJwa), ta 9 Q. 
THEOREM 6.2 (Barbashin). If vi(t), (i = 1,2, 3, se*) are trajectories of a 
certain g.c.s., which are defined in the interval T,, < t < T, , and if 
tpi( T,,) = xI + x0 for i -+ CO, then there is some subsequence vi,(t) converging 
to a trajectory TO(t): 
and the convergence is uniform in the interval [T,, , TJ. 
Proof. As xd -+ x0 it may be assumed that all xs E S C X where S is 
compact, and hence q+(t) E S, where S, =F(S, TO , t) is also compact for 
my tE[To, TJ. 
Taking any countable dense subset {ti} of the interval [TO , TJ, for exam- 
ple, 4, = To , tl = Tl , t, = (To + T42, tn = T,, + CpP) ( Tl - To), *-a 
for any value tn it is possible to choose a subsequence vi, 11 such that q+, .(t,J 
converges. Furthermore vi, .(h) can be chosen to be a ‘subsequence o’f the 
one corresponding to tndl : Then, according to the well known classical 
procedure, the diagonal sequence vpi, , converges on the whole dense set {t,J, 
to values which will be denoted by &(t,J . 
Consider two values t, < t, . It will be shown that p,,(t,) EF(&t,), t, , tJ. 
Take vi(t) to be the diagonal sequence defined above which converges 
pointwise to To(t) on the dense subset {tn>. Given any E > 0, there is ItI such 
that f(~~i(tJ, y-dt,)) < 4 for d i 3 nl . A value 6 > 0 can also be determined 
such that p*(F(x, t, , t,), F(q+,(t,.), t, , tJ < 42 for p(x, &t7)) < 6. Corres- 




At the remaining values of t, va(t) can be defined by the same procedure 
used in Theorem 6.1, obtaining thus the trajectory &t) defined in the whole 
interval [TO , TL]. 
It remains to prove that 9)$(t) + ye(t) uniformly (until now the conver- 
gence has been proven only for the dense subset mentioned above). Assuming 
the contrary, there is some subsequence yij and corresponding values 
tj E [T,, , TJ (i = 1,2, 3, ...) such that tj-+ to and vt,(ti) -+y # &o(t,,) 
forj+ co. 
If to < T, , take any fixed value r, to < T < T,; if to = T, take 7 = Tl . 
Disregarding a finite number of terms, it may be assumed that t, < 7. 
Hence, pus eF(pi,(tj), tj , T), and by upper semicontinuity, 
Therefore 
‘PO(~) E Fb’, to P 7). 
which contradicts the assumption. 
THEOREM 6.3. If&t) (i = 1,2, 3, **a) are trajectories of a certain g.c.s. 
which are defined in To < t < T, , and if IJQ(T,) -+ x1 for i+ 03, and in 
addition G(x, , Tl , To) is compact, then there is some subsequence ‘pii converging 
uniformly to a trajectory vo( t ) . 
The proof is the same as for the previous theorem. 
THEOREM 6.4. If pi(t) are trajectories defined fbr t E [To , + 03), and if 
I& To) -+ x0 for i + CO, then there is a subsequence onverging to some trujectory 
qo(t) (t > To), and the convergence is uniform in any$nite time interval. 
THEOREM 6.5. If pi(t) are trajectories dejked for t E (- CO, T;], and if 
~JJ~(T~) + x0 for i -+ CO, and if G(xo , To, t) is compact for all t < T,, then 
there is a subsequence converging to some trajectory vo(t) (t > to), and the 
convmgence is uniform in any Jinite time interval. 
THEOREM 6.6. If x0 E X and fm a certain g.c.s., G(x, , to, T) is compact 
for every 7, tl < 7 < to but not for 7 = tl , then there is a trajectory y(T) 
defined in (tl , ta] passing through x0 , to which is unbounded for 7 + t, , (v(T) 
has no limit point for T + tl). 
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Indeed, it is sufficient to take a sequence xi E G(x, , t, , tl) without limit 
point (this is possible because G(xs , t, , tl) is not totally bounded) and a 
corresponding sequence of trajectories qi(t) joining vi,(t) which converges 
for every t E (t r , to] defining a limit trajectory v,,(t), (tl < t < t,,), but 
obviously for t = t, there is no limit point. 
7. INVARIANT SETS. DEFINITIONS 
In all the following definitions, a certain g.c.s. is supposed to be given by 
its attainability functions, F(x, to , t) and G(x, t, to). 
DEFINITION 7.1. The set A C X is called strongly invariant, if for all 
t, > t,, , F(A, t, , tl) CA and G(A, t, , t,,) C A. 
DEFINITION 7.2. The set A C X is called positively strongly invuriunt, 
if for all t, > t, , F(A, to, tl) CA. 
DEFINITION 7.3. The set A C X is called negatively strongly invuriunt, 
if for all t, > to, G(A, t, , t,,) CA. 
Definition 7.1 is also equivalent to: 
F(A, t, , tl) = G(A, t, , to) = A. 
Indeed, A C G(F(A, to, tI), t, , t,,) C G(A, t, , t,,) CA gives A = G(A, t, , t,,) 
and similarly for F(A, t,, , tl). 
DEFINITION 7.4. The set A C X is called weakly invariant, if for all 
t, > t,, and all x E A, F(x, to, tl) n A # 4 and G(x, t, , to) r\ A # $. 
DEFINITION 7.5. The set A C X is called positively weakly invariant, if 
for all t, > to and all x E A, F(x, t, , tI) n A # +. 
DEFINITION 7.6. The set A C X is called negatively weakly invariant, if 
for all t, > to and all x E A, G(x, t, , t,,) f7 A # $. 
Remarks. It is easy to see also Definitions 7.1, 7.2, and 7.3 can be given 
in the following equivalent way: for every x E A, F(x, t, , t) C A, and so on. 
All six definitions extend in an obvious way to the case when A is a set in 
X x R-space. 
THEOREM 7.1 (Barbashin). A necessary and suficient condition for a closed 
set A to be positively weakly invariant, is that for any x E A and any to , there 
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exists a trajectory q+,(t) defined for t E [t,, , a), starting at q,,(t,,) = x,, and 
totally contained in A. 
The sufficiency is obvious; to prove the necessity, suppose to = 0. Assum- 
ing A is positively weakly invariant, a trajectory through x,, will be construc- 
ted, which is contained in A for all t 3 t,, = 0, according to the following 
lemma. 
LEMMA 7.1. Given a closed set A C X, an interval [to , tl], and a point 
x0 E A such that for every t, 7 belonging to the interval to < t < T < t, , and 
every x E F(xO , to , t) n A, the property 
F(x, t, 4 n A # 4 
hoI& then there exists an urc of trajectory q(t) definedfor t,, < t < t, such that 
p)(t,,) = x,, and p)(t) E A for all to < t ,< t, . 
For proof, suppose t,, = 0, t, = 1. As F(xO , 0, 1) n A # 4, there exists 
a point xrr EF(x, , 0, 1) A A and a trajectory q+(t) such that ~~(0) = x,, , 
9-d) =x11 * 
Similarly it is possible to determine 
xsl EF(x,, , 0, 4) n A and xzz ~F(xzl, +, 1) n A, 
and a trajectory &t) such that ~~(0) = x0, ~)a(*) = xal , v,(l) = xaa . 
In the same way we determine p)n+l(t) such that w+r(O) = x,, and for 
t =p/2” (p = 1,2, ..*, 2”), cpn+l(t) belongs to A. 
According to Theorem 6.2 some subsequence of the pi converge and define 
q,,(t) in the interval [0, I]. By construction, v&t) belongs to the closed set A 
for all values of t which are binary fractions, and therefore for all t E [0, I]. 
This proves the lemma. 
The same procedure can be used to define q,,(t) in the interval [I, 21, and 
so on, on the whole real halfline [0, co). This proves the theorem. 
THEOREM 7.2. A necessury and su@ient condition for a compact set A to 
be negatively weakly invariant is that for any x0 E A and any to , there exists a 
trajectory p),,(t) defined for t E (- 00, tJ, ending at q&t,) = x,, and totally 
contained in A. 
The proof is the same as in the previous theorem, with the exception of 
the construction of the trajectory To(t) in each finite interval, for example 
[- 1, 01; this is due to the fact that the Theorem 6.3 cannot be applied directly 
to prove the convergence of a subsequence of the am, because G(x, , t,, , t) 
is not necessarily compact. This difficulty can be overcome by taking into 
account that all the W(t), (t E [- l,O]), belong to the compact set 
F(A n G(x, , 0, - l), - 1, [- 1, 01). This insures the convergence to some 
limit trajectory q+(t). 
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THEOREM 7.3. If the set A C X is positively weakly invariant, so is its 
closure A-. 
Proof. Assume x,, E A, xi E A (i = 1,2,3, es.), and xi + x,, . Then, for 
any t, , there exist positive half trajectories vi(t), (t > t,,), such that vi(t,,) = xi 
and vi(t) E A. By Theorem 6.4 there is a limit trajectory vo(t); therefore 
vo(t,,) = x0 , q+,(t) E A and by Theorem 7.1 A is positively weakly invariant. 
Remark. This theorem is not true any more if we replace “weakly 
invatiant” by “strongly invariant.” 
8. GENERALIZED LIAPUNOV FUNCTIONS 
DEFINITION 8.1. Given a scalar function v(x, t) defined in G C X x R, 
and a closed set A C X, the function v(x, t) will be called positive dej%te with 
respect to the set A (written: “positive definite (A)“), if: 
(i) v(x, t) is defined in G C S,(A) x R for some 7 > 0; 
(ii) v(x, t) Q 0 for x E A, t E R; 
(iii) given t,, E R and E > 0, there is a 6 = a(~, to) > 0 such that 
Ph 9 A) < 6 implies a(~,, , to) < E, p being the distance in x; 
(iv) there is a strictly increasing and continuous function vi(~) of the real 
variable r > 0, such that vi(O) = 0 and x 4 A implies v(x, t) > v&(x, A)), 
p being the distance in x. 
Remark. In most cases the behavior of v(x, t) in A is of no importance 
and v(x, t) = 0 for (x, t) E A x R.may be assumed. This will be done in the 
following. 
DEFINITION 8.2. The function v(x, t), positive definite with respect to 
the closed set A C X, is said to have an injinitesimal upper bound if there is a 
continuous function ~(1) of the real variable Y > 0, such that v,(O) = 0 
and x $ A implies v(x, t) < va(~), where I = p(x, A), p being the distance 
in x. 
Remarks. (i) The function va(r) might be assumed to be strictly increasing, 
and this will be done always in what follows. (ii) Assuming, as pointed out 
above, v(x, t) = 0 for x E A, the additional condition assures that the con- 
tinuity of v(x, t) in x at the points x E A is uniform in t E R. (iii) Sometimes 
it is convenient to consider only the values t E R+ = [0, + m); in that case 
the above definitions carry over in an obvious way. 
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Generalized Derivatives 
DEFINITIONS 8.3. In the following the classical notation D%(t), D-v(t), 
D+v(t), D-v(t) will be used for the right and left, upper and lower derivative 
of v(t), v and t being real variables. Also: 
D*v(t) = max (D+v(t), D-v(t)), 
D,v(t) = min (D+v(t), D-v(t)). 
Now, v(x, t) being a real function of x E X, t E R, the upper and lower, 
right and left derivatives of v(x, t) with respect to the g.c.s. F(x, , t, , t) will 
be defined as: 
D+v(x, t) = s+ sup 
! 
v(F(x, t, T), 7) - v(.% t) 
r-t 
D-v@, t) = i$ sup 
I 
v(G(x, t, T), T) - v(x, t) 
7-t I 
9 
D+v(x, t) = lim inf gqx, 4 4, 7) - 4% t) , -- 7+t+ I r-t I 
D-v(x, t) = & inf 
I 
4% t, 44 - 4x, t) 
T-t t- 7-t 
D*v(x, t) = max (D+v(x, t), D-v(x, t)), 
D.&x, t) = min (D+w(x, t), D-v(x, t)). 
9. STABILITY 
Many different kinds of stability are known from the theory of dynamical 
systems (see, for example, 2,20,22, JO]; a good summary in [I, 271). In this 
paper only a few types of stability will be considered. All the definitions refer 
to a g.c.s. defined in t E R by its attainability functionsF(x, t, r) and G(x, T, t). 
The case when the g.c.s. is defined only in R+ = [0, + co) can be developed 
similarly. 
DEFINITION 9.1. The set A C X is said to be strongly stable if for every 
t,, E R and E > 0 there is a 6 = a(~, to) > 0 such that F(SB(A), to , t) C S,(A) 
for all t > to . 
Remark. If A is strongly stable, then A is strongly positively invariant 
and strongly stable. 
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LEMMA 9.1. If A C X is compact and strongly stable, given ajinite interval 
[tl, t,] and B > 0, there is a 6 = S(c, t, , tz) > 0 such that p(x, A) < 6, 
t1 < t < t, , imply F(x, t, T) C S,(A) for all T > t. 
Proof. Let 6, be such that p(x, A) < 6, implies F(x, t, , 7) C S,(A) for 
all T > t, . For every t in the interval [tl , tz], there is a &neighborhood 
(considered in X x R space) of the set A x t, such that if x E &(A), 
It--l<<, 
F(x, 7, 7’) c &J-4 for all 7 < 7’ < t, 
(Theorem 4.1) and therefore 
F(x, 7~7’) c S,(A) for all 7 <T’. 
The compact set A x [tl, ta] can be covered with a finite number of those 
neighborhoods, so that the minimum of the corresponding &values satisfies 
the wanted condition. 
DEFINITION 9.2. The set A C X is said to be weakly stable, if for every 
t,, E R and E > 0, there is a 6 = a(~, t,,) > 0 such that if p(x,, , A) < S, there 
exists a trajectory q(t) through (xa , to) (i.e., v(t,) = x0) satisfying 
p(y(t), A) < c for all t >, t, . 
Remark 1. If A is weakly stable, then A is positively weakly invariant 
and weakly stable. 
Remark 2. The weak stability does not imply uniformity in any finite 
interval of time (the analog of Lemma 9.1). A counterexample follows. 
Example 9.1. Define the g.c.s. for x(t), y(t) in the following way: 
For x < 0: *=j=(). 
For x > 0, t = 0: k=J?=O. 
For t > 0, x > t: k = 1, j =o. 
For t>O, O<x<t, lyI>t-xx: *=l, j = sign y. 
For t>O, O<x<t, \yl (t-x: 
I 
y>o: *=1, j = LO, 11, 
y<o: R=l, j = [- 1, o-j. 
At the remaining points, detine the cone of derivatives as the convex hull 
of the cones of nearby points, in order to satisfy the upper continuity of 
the g.c.s. (see Fig. 7). In this way, the line y = 0 is weakly invariant and is 
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weakly stable according to the definition. In spite of ,this, in the “corner” 
0 < x < t, j y ] > t - x, there are points infinitely near x = y = 0, with 
no trajectories remaining near the set y = 0. 
FIG. 7 
DEFINITION 9.3. If, in the above definitions, the value S(E, ts) can be 
chosen independently of t,, , then the (strong or weak) stability is said to be 
unifwm . 
The following lemmas concerning functions of a real variable will be 
needed. 
LEMMA 9.2. If the real function of the real variable u(t) is dejned in the 
interval [0, T] and at every point of it, D*u(t) < 0, then u(O) > u(T). 
Proof. Suppose u(T) > U(O) + E with E > 0. Then, defining 
v(t) = u(t) - $, 
v(T) > v(0) follows. Taking 
7 = inf(t; v(t) > v(O), 0 < t < T), 
if v(7) > v(O), D-V(T) > 0 follows, and if v(r) < v(O), D+v(T) > 0 follows. 
Therefore in every case, D*v(T) > 0, and 
D*U(T) = D*V(T) + ; > 0, 
contradicting the hypothesis. This proves the lemma. 
STABILITY IN GENERAL CONTROL SYSTEMS 141 
LEMMA 9.3. If the real function of the real variable u(t), defined in the 
interval [0, T], is lower semicontinuous, and at every point of that interval 
then u(T) < u(0). 
Proof. Suppose u(0) = 0; it will be proved that for any given E > 0, 
u(T) Q l . 
Indeed, there is some value t, such that 0 < t, < T and 
This follows from the fact that &I,,,+ u(t)/t < 0. There is also a value t, 
such that t, < t, < T and 
@2> - 4t1> < 5 
t2 - t1 T’ 
In this way a sequence t, , t, , t, , ... can be obtained, such that 
u(tJ = u&J - u(t+1) + u(tn-1) - u(tn-2) + -** + u(h) 
- u(h) + u(h) - 40) 
<~(tn-tn-1+tn-1-tn-2+...+tl-o)=~tn. 
If by this procedure the value t = T can be indefinitely approached, i.e., 
tn + T, then by the lower semicontinuity 
u(T) < lim u( t,J < G lim t, = E. - 
In case T cannot be approached indefinitely, there is a g.1.b. of those values 
of t which cannot be passed by any such sequence tn . Call 7 this g.1.b. Then 
there is a sequence t,, + 7 and 
But D+u(T) < 0 and therefore some T’ exists, such that T < T’ < T and 
47’) - 47) < _f_ 
7’ - 7 T’ 
so that the sequence can be extended farther then r, against our assumption. 
Therefore it can be extended approaching T indefinitely. 
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COROLLARY. If u(t) is lower semicontinuous in [0, TJ, and D+u(t) < 0, 
then u(T) < u(0). 
LEMMA 9.4. If w(x) is a real, lower semicontinuous function defined on the 
space X, and if with respect o a g.c.s. D+v(x) < 0, then the set 
supposedly nonempty, is a closed positively strongly invariant set. 
Proof. A(h) is closed because v(x) is lower semicontinuous. Assume 
x E A(h), but for some to < t, , y EF(x, to, tJ does not belong to A(h). Then 
there exists a trajectory y(t) from x = a)(&) toy = q(t,). Along p)(t) 
Dfo(&)) = z+ ‘(dt + “{ - ‘(&)) < D+w(x) < 0. 
Besides, o(p)(t)) is lower semicontinuous, so by the corollary of Lemma 9.3, 
v(y) < v(x) < h contradicting the assumption. This proves that for any 
x E A(h) and to < t, F(x, to , t) CA(X). 
The same proof applies to the following. 
LEMMA 9.5. If v(x, t) is a real, lower semicontinuous function dejned on 
the space X x R and ;f D+v(x, t) < 0, then the set A(h) = {(x, t); v(x, t) < h), 
supposed nonempty, is a closed positively strongly invariant set. 
Remark. The lower continuity condition of v(x, t) is not necessarily 
required in Lemmas 9.4 and 9.5, if D*o(x, t) < 0. 
LEMMA 9.6. If v(x) is a real lower semicontinuous function &+ed an the 
space X, and if D+w(x) < 0, then the set A(X) = {x : v(x) < h}, supposed non- 
empty, is a closed positively weakly invariant set. 
Proof. Suppose h = 0, A(0) = A = {x; v(x) GO}. Taking any fixed 
x0 E A and t,, , the function 
u(t) = inf {v(x); x EF(xs , to , t)} 
is lower semicontinuous in t. Indeed, as F(x, , t, , t) is compact, the inf is 
really the minimum of V(X). As v(x) is lower semicontinuous in x, given 
E > 0, for each x there is a S(E, x) > 0 such that for p(x, x’) < 8, 
s(x’) z v(x) - 6. 
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F(x, , to , t) can be covered by a finite number of such neighborhoods, there- 
fore there is an V(E) such that for p(x’, F(x, , t, , t)) < 7, 
a(~‘) 3 min e(x) - B = u(t) - c. 
As F(x, , t,, , t) is continuous in t, the lower semicontinuity of u(t) follows. 
In order to evaluate the right lower derivative of u(t) at the point t, , 
suppose that n(x) attains at the point x1 its minimum in F(x,, , to , t,): 
u(tl) = v(xl) = min {o(x); x E F(x,, , t,, , t,)}. 
As D+v(x,) < 0, there are sequences 7i and y(, (i = 1,2,3, *mm) such that 
and 
Therefore 
Ti + t:, yi @(XI 9 t, ,4 
lim ‘(Yd) - D(xl) 
i-m T# - t, 
= a = D+v(xl) < 0. 
D+u(tl) = g+ inf ] 4’) - u(h) 
7 - t, I 
< lirn I - ‘(tl> 1. ,+a Ti - t, 
proving that D+u(t) < 0. Hence, Lemma 9.2 can be applied and for all 
t > to, 
u(t) = min {o(x); x EF(~, , t, , t)} < u(tJ. 
Therefore F(xO , t,, , t) n A # 4, proving the lemma. 
Taking the space X x R as phase-space, the following lemma is obtained. 
LEMMA 9.7. If w(x, t) is a real, lower semicontinuous function defined on 
X x R, and if D+a(x, t) < 0, then the set A(h) = ((x, t); v(x, t) < h}, sup- 
posed nonempty, is a closed positively weakly invariant set. 
Remark. In the preceding lemmas, the function w(x) (respect. o(x, t)) 
does not need to be defined on the whole space X (respect. X x R) but on a 
domain G such that A(X) belongs to the interior of G. 
LEMMA 9.8. If w(x, t) is a real, lower semicontinuous function defined on a 
closed set B C X x R, if D+v(x, t) < 0 and if A = {(x, t); w(x, t) < h} is a 
nonempty subset of B, then for each (x0, t,) E A tkere is a trajectory 
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i)(t) = (p)(t), t) such that y(t,) = x0 and one of the folIowing two possibzlities 
holds :
(i) t/(t) E A for every t 3 t,, , OY 
(ii) 9(t) leaves A at a point belonging to the boundary of B. 
Proof. The set A is closed because v(x, t) is lower semicontinuous; 
therefore its intersection with any closed arc of trajectory is also closed (it 
may be a point). Suppose t,b(t) is a trajectory such that $(t,,) = (x,, , to) and 
t+(t) E A for all to < t < t, . It will be shown that, if z,b(tl) does not belong 
to the boundary of B, #(t) can be continued inside A beyond t, . In other 
words, given (xi , tl) E A not on the boundary of B, there is a trajectory 
t)(t) E A for some nonzero interval [tl , t2], with t,b(tl) = (xi , tl). 
Indeed, as (xi , tl) is an interior point of B,F(x, , t, , T) E B for all 7 E [tl , ta] 
if t, - t, > 0 is sufficiently small. If no trajectory t/(t) starting at (xi , tl) 
would remain in A for t, < t < t, , Lemma 7.1 could be applied asserting 
that there exist x’, t’, t” such that t, < t’ < t” < t, , x’ EF(~, , t, , t’) I? A 
and F(x’, t’, t”) n A = 4. But then the scalar function 
u(t) = inf p*(F(x’, t’, t), A) 
is defined for every t > t’ and u(t’) = 0, u(t”) = a > 0. 
On the other hand, at any t E [t’, t”], D+u(t) < 0 by the same reasons as 
in Lemma 9.5, which gives the contradiction u(t”) ,< u(t’). This proves that 
there is some $(t) through (xi , tl) remaining in A for t E [tl , tz]. 
DEFINITION 9.4. A real function v(x, t) defined in an open region 
Q C X x R is said to be strongly nonincreasing in Q with respect to the g.c.s. 
F(x, t, T), if for every trajectory p(t) of this g.c.s. and every t, < tz such that 
C&d , tl), Mtz) > tz) cz Q, 
VWl), t1> 3 vb(tz>, tz>* 
Remark. An equivalent condition is: (x, tl) E Q, fi < t, and 
F(x, t, , tz) n Q f 4, 
then 
SUP @'(x, t,, h)) G v(x, td 
DEFINITION 9.5. A real function v(x, t) defined in an open region 
Q C X x R is said to be weakly nonincreasing in Q with respect to the g.c.s. 
F(x, t, T), if for every (x0 , to) EQ there is some trajectory p(t) such that: 
(9 94to) = x0 , and (ii) to < t, < t2 , p(tl) = x1 EQ, v(tJ = x2 EQ implies 
v(xi , tl) 2 v&s, tz) (i.e., v(x, t) is nonincreasing along v(t)). 
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THEOREM 9.1 (Zubov). A necessary and su@ient condition for the closed 
set A C X to be strongly stable, is the existence of a function w(x, t), de$ned in 
S,,(A) x R for some 7 > 0, which is positive dejkite (A) and strongly non- 
increasing in S,,(A) x R. 
Proof. (1) Necessity. Assuming A to be strongly stable, the function 
+q,, t,,) = min (1, sup p*(F(x, , to , t), A)) 
t, ql 
is: 
= min (1, SUP P*(%, , t, , [to , + co)), A x R)) 
(i) Defined and finite for all x0 E X, t,, E R. 
(ii) 9(x, t) = 0 for x E A, this set being strongly invariant. 
(iii) o(x, t) + 0 uniformly with p(x, A) + 0, for fixed t, according to the 
definition of strong stability. 
(iv) 4~ t) 3 en (1, P(X, A)). 
(v) o(x, t) is strongly nonincreasing, because x1 EF(x, , t,, , tl) implies 
F(x,, h, [fl 9 + co)) c%l, to, [to, + 00)). 
Therefore ZJ(X, t) satisfies all the needed conditions. 
(2) Sufficiency. Assuming the existence of o(x, t) with the prescribed 
properties, let to E R and E > 0 be given. One may suppose E < 7, w(x, t) 
being defined for all p(x, A) < 7, t E R. There is X > 0 such that p(x, A) > e 
implies o(x, t) > X. There is also 6 > 0 such that w(xa , t,,) < h for 
p(xa , A) < 8. Therefore p(xa , A) < 6 implies o(x, t) < h for all 
x cF(x,, 4, , t>, (t b 4,) and p*(O, , to, t), A) < E. 
THEOREM 9.2. A necessary and su@ient condition for the closed set 
A C X to be strongly stable, is the existence of a function w(x, t) defined in 
S,(A) x R for some 11 > 0, positive de$nite (A) and such that D*v(x, t) < 0 
in S,(A) x R. 
The necessity is proved as before, taking into account that if o(x, t) is 
strongly nonincreasing, D*o(x, t) < 0. 
For the sufficiency the proof is also as before, adding the remark that as 
long as a trajectory q(t) remains in S,(A) x R, D*w(v(t), t) < 0 and o(p)(t), t) 
is nonincreasing (Lemma 9.2); therefore if v(q(t,,), t,,) < X then v(p)(t), t) < h 
for t > t,, and p)(t) cannot leave S,(A) because it cannot reach the boundary 
(compare the previous theorem for the relation between h and 7). 
THEOREM 9.3. A necessary and su.cient condition for the closed set 
A C X to be uniformly strongly stable, is the existence of a function v(x, t), 
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de$ned in S,(A) x R for some r) > 0, positive definite (A), which has an 
infinitesimal upper bound and is strongly nonincreasing. 
The proof follows the same line as in the next theorem. 
THEOREM 9.4. A necessary and su.cient condition for the closed set 
A C X to be uniformly strongly stable is the existence of a function v(x, t), 
defined in S,(A) x R for some 17 > 0, positive definite (A), which has an 
infinitesimal upper bound and such that in S,(A) x R, D*v(x, t) ,< 0. 
Proof. The necessity is proved easily by considering the function v(x, t) 
constructed in Theorem 9.1. 
The sufficiency follows from the fact that there are two strictly increasing 
functions q(r), v2(r), v,(O) = “a(O) = 0, r > 0, such that for p(x, A) > 0 
and any t E R, 
vddx, 4) < v(x, t) < vzb(x> 4. 
Given E > 0 (C < 7) and taking 6 = S(E) such that 
VIG) = “2(% 
(Fig. 8) the relation 
. F&o 3 to, t> C S<(A) 
holds for all t > to, p(xo , A) < 6; indeed, for any trajectory p)(t) starting 
in S,(A), v(x, t) is nonincreasing by virtue of Lemma 9.1 as long as q(t) 
is in S,(A), but since E < 7, v(t) cannot reach the boundary of S,(A) in 









THEOREM 9.5. A necessary and sujicient condition for the closed set 
A C X to be weakly stable, is the existence of a lower sem&ntinuolcs function 
v(x, t), defined in S,,(A) x R for some r) > 0, which is positive de$nite (A) 
and weakly nonincreasing in S,(A) x R. 
Proof. (1) Necessity. Assuming A to be weakly stable, consider the 
function 
$x0, to) = min (1, $fxn ;;y d9w A)), 
00 
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where the sup is to be taken on the whole half-trajectory p)(t), and the inf is 
to be taken over the set of all half-trajectories starting at (x0 , t,). Then 
(i) w(x, t) is defined and finite for all x E X, t,, E R. 
(ii) o(x, t) = 0 for x E A, this set being weakly invariant. 
(iii) o(x, t) + 0 for tied t, uniformly in p(x, A) -+ 0, according to the 
definition of weak stability. 
(3 4x, t) 2 tin { 1, f(x, A)}. 
(v) w(x, t) is lower semicontinuous. Let us first prove that the infimum 
of the definition of v(xO, t,) is actually attained for some trajectory ~~+,(‘o(t). 
Indeed, assuming 
inf sup p(p)(t), A) = a finite, 
(P(tcJ=x#J t> to 




There exists a limit trajectory: cp,(t) + v,,(t), and qo(t) E S,(A) for t > t, . 
Therefore 
a = yy4%(t)~ 4 
(Notice that a > sup p(tp&t), A) is ruled out by definition of i&mum.) 
Now, if xi + x,, , ti -+ to for i = 1, 2, 3, **a, (xc, , t,), (xi , ti) E &j(A) x R 
and w&, ti) < K, it will be proved that w(zO, to) < K and lower semi- 
continuity follows. As seen, there are half-trajectories q*(t) such that 
&ti) = xi and, assuming K < 1, 
W(% , ti) = sup p(cp&>, 4 G k. 
t> t* 
Therefore, for t > ti , vi(t) E S,(A). Th ere is a limit trajectory q+,(t), such 
that cpo(to) = x,, and for t > t, , q+,(t) E S,(A). Therefore 
(vi) w(x, t) is weakly nonincreasing. Indeed, if w(xO, t,,) = a, there is a 
half-trajectory q+,(t) such that suptat, p(y,,(t), A) = a. Along c&t), for in- 
creasing t. w(x, t) is non-increasing, so that v(x, t) satisfies Definition 9.5. 
3 
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(2) Sufficiency. Assuming the existence of z1(x, t) with the prescribed 
properties, it is easily seen that D+v(x, t) < 0 in the open set S,(A) x R. 
Given E > 0, E < 7, there is by positive definiteness a function q(y), con- 
tinuous and strictly increasing, q(O) = 0, such that V(X, t) > v,(e) for all x 
with p(x, A) > c. Therefore ZI(X, t) < q(e) implies p(x, A) < E. 
Given any t,, E R, there is 6 > 0 such that ~(xa , t,) < q(e) for p(q,, A) < 6. 
Now, the set 
B = {(x, 2); 4% t) B %(E)l 
is a closed weakly invariant set belonging to S,(A) x R C S,(A) x R, 
by virtue of Lemmas 9.7 and 9.8. Therefore if p(x,, , A) < 6, there is some 
half-trajectory starting at (x,, , ta) which remains, for all t > to, in 
B C S,(A) x R. So the weak stability of A is proved. 
This proof also, with obvious minor changes, to the following. 
THEOREM 9.6. A necessary and sz@cient condition for the closed set 
A C X to be weakly stable, is the existence of a lower semi2ontinuous function 
v(x, t), defined in S,,(A) x R for some 77 > 0, positive dejnite (A), such that 
D+o(x, t) < 0 in S,(A) x R. 
For the uniform weak stability, the following two theorems can be proved 
in a similar way to Theorems 9.5 and 9.6. 
THEOREM 9.7. A necessary and su$Zent condition fm the closed set 
A C X to be uniformly weakly stable, is the etitence of a lower semicontinuous 
function v(x, t), defined in S,,(A) x R for some 11 > 0, positive definite (A), 
which has an infinitesimal upper bound and is weakly non&teasing in S,,(A) x R. 
THEOREM 9.8. A necessary and suficient condition fm the closed set 
A C X to be uniformly weakly stable, is the existence of a lower semicontinuous 
function v(x, t), dejined in S,,(A) x R fw some 7 > 0, positive definite (A), 
which has a in$nitesimal upper bound, such that D,v(x, t) < 0 in S,,(A) x R. 
Attention is called on the fact that for strong stability, the corresponding 
Liapunov function may be discontinuous, while in the case of weak stability 
it is always semicontinuous. For the relation between continuity of the 
Liapunov function and the kind of stability, see also [2]. 
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