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The necessary and sufficient conditions in
the Marchenko-Pastur theorem.
Pavel Yaskov1
Abstract
We show that a weak concentration property for quadratic forms of isotropic
random vectors x is necessary and sufficient for the validity of the Marchenko-
Pastur theorem for sample covariance matrices of random vectors having the
form Cx, where C is any rectangular matrix with orthonormal rows. We also
obtain some general conditions guaranteeing the weak concentration property.
Keywords: random matrices; covariance matrices; the Marchenko-Pastur theorem.
1 Introduction
The Marchenko-Pastur (MP) theorem [12] is one of the key results in the random
matrix theory. It states that, with probability one, the empirical spectral distribution
of a sample covariance matrix
Σ̂n =
1
n
n∑
k=1
xpkx
⊤
pk (1)
weakly converges to the MP law with parameter ρ > 0 as n→∞ if p = p(n) satisfies
p/n→ ρ and, for each p, {xpk}nk=1 are i.i.d. copies of an isotropic Rp-valued random
vector xp satisfying certain assumptions (for definitions, see Section 2).
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In the classical case, entries of xp are assumed to be i.i.d. copies of some random
variable with mean zero and unit variance (e.g., see Theorem 3.6 in [2]). In general,
entries of xp = (Xp1, . . . , Xpp) can be any independent random variables that have
mean zero and unit variance and satisfy the Lindeberg condition
Lp(ε) =
1
p
p∑
k=1
EX2pkI(|Xpk| > ε
√
p)→ 0 for all ε > 0 as p→∞ (2)
(see [18]). The independence assumption can be relaxed in a number of ways. E.g.,
in [17], the MP theorem is proven for isotropic random vectors xp with a centred
log-concave distribution.
All mentioned assumptions imply that quadratic forms x⊤p Apxp concentrate near
their expectations up to an error term o(p) with probability 1− o(1) when Ap is any
p × p real matrix with the spectral norm ‖Ap‖ = O(1). In fact, this condition is
sufficient for the Marchenko-Pastur theorem (see [3], [8], [17], Theorem 19.1.8 in [19],
and [21]). Recently, it was also proved in [6] that extreme eigenvalues of Σ̂n converge
in probability to the edges of the support of the limiting Marchenko-Pastur law if a
form of the concentration property for quadratic forms holds (for details, see [6]).
However, as noted in [1], the above concentration property for quadratic forms is
not necessary in general. Namely, take p = 2q for q = q(n) and consider
xp =
√
2(zqξ, zq(1− ξ)),
where zq is a standard normal vector in R
q, ξ is a random variable independent of
zq, and P(ξ = 0) = P(ξ = 1) = 1/2. Then Σ̂n is a 2-block-diagonal matrix such
that each block satisfies the MP theorem. It can be directly checked that (Σ̂n)
∞
n=1
also satisfy the MP theorem and each xp is an isotropic random vector for which the
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above concentration property doesn’t hold.
There are many results related to the MP theorem, where some other dependence
assumptions are considered. E.g., see [1], [4], [5], [9], [13], [14], [15], [16], [21].
In the present paper we consider the case when not only xp but also Cqxp satisfies
the MP theorem for each sequence (Cq)
∞
p=1, where q = q(p) 6 p and Cq is a q × p
matrix with CqC
⊤
q = Iq for the q × q identity matrix Iq. We prove that the weak
concentration property for quadratic forms is a necessary and sufficient assumption
in this case. In addition, we derive this property under quite general assumptions
recently studied in [13]. We also show that this property implies some other results
in the random matrix theory beyond the MP theorem.
The paper is structured as follows. Section 2 contains some preliminaries, main
assumptions, and notation. Main results are presented in Section 3. Section 4 deals
with proofs. Some additional results are given in Appendices.
2 Preliminaries and notation
We now introduce assumptions and notation that will be used throughout the paper.
For each p > 1, let xp be a random vector in R
p. We call xp isotropic if Expx
⊤
p = Ip
for the p×p identity matrix Ip. Let also Xpn be a p×n matrix with columns {xpk}nk=1
that are i.i.d. copies of xp, unless otherwise stated. Then, for Σn given in (1),
Σ̂n =
1
n
XpnX
⊤
pn.
Define also the MP law µρ with parameter ρ > 0 by
dµρ = max{1− 1/ρ, 0} dδ0 +
√
(b− x)(x− a)
2pixρ
I(x ∈ [a, b]) dx,
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where δc is a Dirac function with mass at c, a = (1 −√ρ)2, and b = (1 +√ρ)2. Set
also C+ = {z ∈ C : Im(z) > 0}.
For a real symmetric p × p matrix A with eigenvalues λ1, . . . , λp, its empirical
spectral distribution is defined by
µA =
1
p
p∑
k=1
δλk .
If, in addition, A is positive semi-definite, then A1/2 will be the principal square root
of A. If A is a complex rectangular matrix, then ‖A‖ will be the spectral norm of A,
i.e. ‖A‖ = (λmax(A∗A))1/2, where A∗ = A⊤ and λmax denotes the maximal eigenvalue.
All matrices below will be real, unless otherwise stated. Let also ‖v‖ be the Euclidean
norm of v = (v1, . . . , vp) ∈ Cp, i.e. ‖v‖ =
(∑p
i=1 |vi|2
)1/2
.
Consider the following assumptions.
(A0) p = p(n) satisfies p/n→ ρ for some ρ > 0 as n→∞.
(A1) (x⊤p Apxp − tr(Ap))/p p→ 0 as p → ∞ for all sequences of real symmetric
positive semi-definite p×p matrices Ap with uniformly bounded spectral norms ‖Ap‖.
Assumption (A1) is a form of the weak law of large numbers for quadratic forms.
Stronger forms of (A1) (with convergence in L2 instead of convergence in probability)
studied in the papers [3], [17], and in the book of [19] (see Chapter 19). In the special
case of isotropic xp, E(x
⊤
p Apxp) = tr(Ap) and (A1) states that x
⊤
p Apxp concentrates
near its expectation up to a term o(p) with probability 1 − o(1) when ‖Ap‖ = O(1).
It is proved in [22] (see also Lemma 4.3 in Section 4) that
if each xp has independent entries with mean zero and unit variance,
then (A1) is equivalent to the Lindeberg condition (2). (3)
4
For general isotropic xp, we can equivalently reformulate (A1) as follows (for a proof,
see Appendix A).
Proposition 2.1. If xp, p > 1, are isotropic, then (A1) holds iff (A1
∗) holds, where
(A1∗) (x⊤p Πpxp − tr(Πp))/p p→ 0 as p → ∞ for all sequences of p × p
orthogonal projection matrices matrices Πp.
We will also need a more general form of (A1) designed for non-isotropic xp
(namely, when E(xpx
⊤
p ) = Σp 6= Ip). For each p > 1, let Σp be a p × p symmet-
ric positive semi-definite matrix Σp. Consider the following assumptions.
(A2) (x⊤p Apxp − tr(ΣpAp))/p p→ 0 as p → ∞ for all sequences of real symmetric
positive semi-definite p×p matrices Ap with uniformly bounded spectral norms ‖Ap‖.
(A3) tr(Σ2p)/p
2 → 0 as p→∞.
The next proposition shows that (A2) and (A3) are equivalent in the Gaussian case
(for a proof, see Appendix A).
Proposition 2.2. For each p > 1, let xp be a Gaussian vector with mean zero and
variance Σp. Then (A2) holds if and only if (A3) holds.
We now give a particular and quite general example of xp, p > 1, satisfying (A2).
Proposition 2.3. For each p > 1, let xp = (Xp1, . . . , Xpp) be a random vector with
mean zero and variance Σp. Suppose there is a nonincreasing sequence {Γj}∞j=0 such
that Γj → 0, j →∞,
E|E(Xpk|Fpk−j)|2 6 Γj and E|E(XpkXpl|Fpk−j)− E(XpkXpl)| 6 Γj
for all 1 6 k 6 l 6 p and j = 0, . . . , k, where Fpl = σ(Xpk, k 6 l), l > 1, and Fp0 is
the trivial σ-algebra. If (2) holds, then (A2) holds.
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Proposition 2.3 is closely related to Theorem 5 in [13], where the same dependence
conditions are considered, but another result is proven. We will prove Proposition 2.3
using Lindeberg’s method and Bernstein’s block technique as in the proof of Theorem
5 in [13] (see Appendix A).
Let us also give other versions of (A2) and (A3) allowing some dependence and
heterogeneity in xpk over k. For R
p-valued random vectors {xpk}nk=1, let Fp0 be the
trivial σ-algebra and Fpk = σ(xpl, 1 6 l 6 k). For given symmetric positive semi-
definite p× p matrices {Σpk}nk=1, introduce the following assumption.
(A2∗) For all ε > 0 and every stochastic array {Apk, p > k > 1} with symmetric
positive semi-definite symmetric Fpk−1-measurable random p× p matrices Apk having
‖Apk‖ 6 1 a.s.,
1
n
n∑
k=1
P
(|x⊤pkApkxpk − tr(ΣpkApk)| > εp)→ 0.
(A3∗) (np2)−1
∑n
k=1 tr(Σ
2
pk)→ 0 as p, n→∞.
In fact, (A2∗) and (A3∗) are average versions of (A2) and (A3), respectively. In
particular, if xpk has independent centred entries and variance Σpk for all p, k, then
(A2∗) follows from (A3∗) and the (second) Lindeberg condition
1
np
n∑
k=1
p∑
j=1
EX2kjI(|Xkj| > ε
√
p)→ 0 for all ε > 0
as p, n→∞, where Xkj = Xkj(p), j = 1, . . . , p, are entries of xpk. The latter can be
checked directly as in the proof of Proposition 2.1 in [22].
Finally, we introduce the key limit property for a sequence of random matrices.
Let p = p(n) be such that p/n → ρ > 0 and, for each n, let Mn be a symmetric
positive semi-definite p× p matrix. We say that (Mn)∞n=1 satisfies (MP) if,
with probability one, µCqMnC⊤q weakly converges to µρ1 as n → ∞ for all
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ρ1 ∈ (0, ρ] when q = q(n) 6 p(n) satisfies q/n → ρ1 and (Cq)∞n=1 is any
sequence of matrices such that the size of Cq is q × p and CqC⊤q = Iq.
3 Main results
First, we derive necessary and sufficient conditions in the classical setting.
Theorem 3.1. For each p > 1, let xp be isotropic and have centred independent
entries. If p = p(n) satisfies (A0), then µΣ̂n weakly converges to µρ almost surely as
n→∞ iff (2) holds for given p = p(n).
This result is not new. As far as we know, it was initially established by Girko via
a different and less transparent method (e.g., see Theorem 4.1 in [7]). In our proof of
Theorem 3.1, the necessity part follows from the lemma below.
Lemma 3.2. Let (A0) hold and xp be isotropic for all p = p(n). If, with probability
one, µΣ̂n weakly converges to µρ as n→∞, then, for given p = p(n),
x⊤p xp − 1
p
p→ 0, n→∞. (4)
The classical independence setting differs a lot from the general case of isotropic
distributions. Namely, when entries of each xp are independent and orthonormal, (4)
is equivalent to (A1) (see the proof of Theorem 3.1). In general, (4) doesn’t imply
(A1) as in the counterexample from the Introduction. To get (A1), we need more
than convergence of µΣ̂n , e.g., (MP).
We now state the main result of this paper.
Theorem 3.3. Let (A0) hold and Σ̂n, n > 1, be as in (1). If (A1) holds, then (Σ̂n)
∞
n=1
satisfies (MP). Conversely, if the latter holds and xp is isotropic for all p = p(n),
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then (A1) holds for given p = p(n).
The proof of the necessity part in Theorem 3.3 follows from Lemma 3.2. The
sufficiency part can be proved directly as in [21], but we prefer to derive it from a
more general result.
Lemma 3.4. Let (A2) and (A3) hold for some Σp, p > 1. If (A0) holds for some
p = p(n), then, for all z ∈ C+,
lim
n→∞
1
p
[
tr
(
n−1X̂pnX̂
⊤
pn +Bp − zIp
)−1 − tr(n−1ẐpnẐ⊤pn +Bp − zIp)−1] = 0 (5)
with probability one, where, for each n > 1,
X̂pn = Xpn + Cpn and Ẑpn = Zpn + Cpn,
Zpn is a p× n matrix with i.i.d. centred Gaussian columns having variance Σp,
Bp is a p× p nonrandom matrix with ‖Bp‖ = O(1),
Cpn is a p× n nonrandom matrix such that ‖n−1CpnC⊤pn‖ = O(1).
Remark 3.5. By the definition of µA,
∫ ∞
−∞
µA(dλ)
λ− z =
1
p
tr
(
A− zIp)−1, z ∈ C+,
where A is a symmetric p× p matrix. Therefore, by the Stieltjes continuity theorem
(e.g., see Exercise 2.4.10 in [20]), (5) implies that if µΣ̂n with Σ̂n = n
−1ẐpnẐ
⊤
pn + Bp
weakly converges to some measure µ a.s., then µΣn with Σn = n
−1X̂pnX̂
⊤
pn+Bp weakly
converges to the same measure µ a.s.
We now consider a generalization of Lemma 3.4 allowing some dependence and
heterogeneity in xpk over k. LetXpn be a p×n random matrix with columns {xpk}nk=1.
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Let also {Σpk}nk=1 be symmetric positive semi-definite p × p matrices and Zpn be a
p × n Gaussian random matrix whose k-th column zpk, k = 1, . . . , n, has mean zero
and variance Σpk. Assume also that Zpn and Xpn are independent.
Lemma 3.6. Let (A2∗), (A3∗), and (A0) hold for some p = p(n). Then, for all
z ∈ C+, (5) with convergence in probability holds, where Bp, Cpn, X̂pn, and Ẑpn are
as in Lemma 3.4.
4 Proofs
Proof of Theorem 3.1. By (3), the Lindeberg method (2) is equivalent to (A1) (see
also Lemma 4.3 below). However, the proof of this proposition is still valid without
the assumption that xp has mean zero. Now, if (A1) holds, then µΣ̂n weakly converges
to µρ almost surely as n→∞ by Theorem 3.3.
Suppose µΣ̂n weakly converges to µρ a.s. We need to prove (2). By Lemma 3.2, (4)
holds. By the Gnedenko-Kolmogorov necessary and sufficient conditions for relative
stability (see (A) and (B) in [10]), (2) is equivalent to (4). This finishes the proof of
the theorem. Q.e.d.
Proof of Lemma 3.2. We will proceed as in [22]. Let xp = xp,n+1 be independent
of the matrix Xpn and distributed as its columns {xpk}nk=1. Define also
An = nΣ̂n = XpnX
⊤
pn =
n∑
k=1
xpkx
⊤
pk and Bn = An + xpx
⊤
p =
n+1∑
k=1
xpkx
⊤
pk.
Fix ε > 0. The matrix Bn + εnIp is non-degenerate and
p = tr
(
(Bn + εnIp)(Bn + εnIp)
−1
)
=
n+1∑
k=1
x⊤pk(Bn + εnIp)
−1xpk + εn tr(Bn + εnIp)
−1.
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Taking expectations and using the exchangeability of {xpk}n+1k=1,
p =(n + 1)Ex⊤p (Bn + εnIp)
−1xp + εnEtr(Bn + εnIp)
−1. (6)
Define fn(ε) = tr(An + εnIp)
−1. By Facts 5 and 7 in Appendix C,
Etr(Bn + εnIp)
−1 = Efn(ε) + o(1) and Ex
⊤
p (Bn + εnIp)
−1xp = O(1).
Thus,
p/n = Ex⊤p (Bn + εnIp)
−1xp + εEtr(An + εnIp)
−1 + o(1). (7)
Let now Zpn be a p × n matrix with i.i.d. N (0, 1) entries. By the MP theorem,
µΣ˜n weakly converges to µρ a.s., where Σ˜n = n
−1Cn and Cn = ZpnZ
⊤
pn. Therefore, by
the Stieltjes continuity theorem (see Theorem B.9 in [2]),
P(Sn(z)− sn(z)→ 0 for all z ∈ C+) = 1,
where Sn(z) and sn(z) are the Stieltjes transforms defined by
Sn(z) =
∫ ∞
−∞
µΣ̂n(dλ)
λ− z = p
−1tr
(
Σ̂n − zIp
)−1
= p−1tr
(
n−1An − zIp
)−1
,
sn(z) =
∫ ∞
−∞
µΣ˜n(dλ)
λ− z = p
−1tr
(
Σ˜n − zIp
)−1
= p−1tr
(
n−1Cn − zIp
)−1
.
By Fact 8 in Appendix C and p/n→ ρ > 0, the latter implies that
P(tr(An + εnIp)
−1 − tr(Cn + εnIp)−1 → 0 for all ε > 0) = 1. (8)
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Therefore, by the dominated convergence theorem,
Etr(An + εnIp)
−1 = Etr(Cn + εnIp)
−1 + o(1) for all ε > 0.
In addition, arguing as above, we derive
p/n = Ez⊤p (Dn + εnIp)
−1zp + εEtr(Cn + εnIp)
−1 + o(1), (9)
where Dn = Cn + zpz
⊤
p and zp is a R
p-valued standard normal vector independent of
Cn. Subtracting (7) from (9), we get
Ex⊤p (Bn + εnIp)
−1xp = Ez
⊤
p (Dn + εnIp)
−1zp + o(1) for all ε > 0.
By Fact 7 in Appendix C and (30) (see Appendix B),
Ez⊤p (Dn + εnIp)
−1zp = E
Zn
1 + Zn
= E
E(Zn|Cn)
1 + E(Zn|Cn) −Rn,
where Zn = z
⊤
p (Cn + εnIp)
−1zp and
Rn = E
(Zn − E(Zn|Cn))2
(1 + Zn)(1 + E(Zn|Cn))2 6 E(Zn − E(Zn|Cn))
2 = EVar(Zn|Cn)
Since zp and Cn are independent, E(Zn|Cn) = tr(Cn + εnIp)−1, and
‖(Cn + εnIp)−1‖ 6 (εn)−1,
we have EVar(Zn|Cn) = o(1) by (19) (see Appendix A). Hence, Rn → 0.
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By (8) and the dominated convergence theorem,
E
E(Zn|Cn)
1 + E(Zn|Cn) = E
tr(An + εnIp)
−1
1 + tr(An + εnIp)−1
+ o(1).
Combining the above relations with Fact 7 in Appendix C yields
Ex⊤p (Bn + εnIp)
−1xp = E
x⊤p (An + εnIp)
−1xp
1 + x⊤p (An + εnIp)
−1xp
= E
tr(An + εnIp)
−1
1 + tr(An + εnIp)−1
+ o(1).
Additionally, E(x⊤p (An + εnIp)
−1xp|An) = tr(An + εnIp)−1 a.s. by the independence
of xp and An.
Lemma 4.1. For each n > 1, let Zn be a random variable such that Zn > 0 a.s. and
EZn is bounded over n. If Yn, n > 1, are such random elements that
E
Zn
1 + Zn
− E E(Zn|Yn)
1 + E(Zn|Yn) → 0, n→∞,
then Zn − E(Zn|Yn) p→ 0.
The proof of Lemma 4.1 is given in Appendix B. Using Lemma 4.1, we conclude
that x⊤p (An+ εnIp)
−1xp− tr(An+ εnIp)−1 p→ 0. Multiplying by ε and n/p, we finally
arrive at
p−1(x⊤p (ε
−1Σ̂n + Ip)
−1xp − tr(ε−1Σ̂n + Ip)−1) p→ 0 for all ε > 0,
where Σ̂n = An/n is independent of xp. Thus, we can find εn that slowly tend to
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infinity and are such that
Jn = p
−1(x⊤p (ε
−1
n Σ̂n + Ip)
−1xp − tr(ε−1n Σ̂n + Ip)−1) p→ 0.
We know that µΣ̂n weakly converges to µρ a.s. The support of µρ is bounded.
Hence, writing ε−1n Σ̂n =
∑p
k=1 λkeke
⊤
k for some λk = λk(n) > 0 and orthonormal
vectors ek = ek(n) ∈ Rp, k = 1, . . . , p, we conclude that
1
p
p∑
k=1
I(λk > δn)
p→ 0
when δn = Kε
−1
n → 0 and K > 0 is large enough. In addition,
Jn −
x⊤p xp − 1
p
= Un + Vn,
where
Un =
1
p
∑
k:λk6δn
((xp, ek)
2 − 1)
(
1
λk + 1
− 1
)
,
Vn =
1
p
∑
k:λk>δn
((xp, ek)
2 − 1)
(
1
λk + 1
− 1
)
.
We finish the proof by showing that Un
p→ 0 and Vn p→ 0. By the independence of Σ̂n
and xp, we have E((xp, ek)
2|Σ̂n) = e⊤k ek = 1. In addition,
E|Un| = E[E(|Un||Σ̂n)] 6 2
p
E
∑
k:λk6δn
λk
λk + 1
6 2δn = o(1),
E|Vn| = E[E(|Vn||Σ̂n)] 6 2
p
E
p∑
k=1
I(λk > δn) = o(1).
Finally, we conclude that (x⊤p xp − 1)/p = Jn − (Un + Vn) p→ 0. Q.e.d.
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Proof of Theorem 3.3. Let (A1) hold. Fix some q = q(n) such that q 6 p and
q/n → ρ1 > 0. For each q, let Cq be a q × p matrix with CqC⊤q = Iq. For such Cq,
(A1) implies that (A2) holds for (xp,Σp, p) replaced by (Cqxp, Iq, q). By Lemma 3.4
(without Bp and Cpn) and Remark 3.5, µCqΣ̂nC⊤q and µΣ˜n weakly converge to the same
limit a.s., where Σ˜n = n
−1ZqnZ
⊤
qn and Zqn is a q×n random matrix with i.i.d. N (0, 1)
entries. By the MP theorem, µΣ˜n weakly converges to µρ1 a.s. Thus, (Σ̂n)
∞
n=1 satisfies
(MP).
Let now (Σ̂n)
∞
n=1 satisfies (MP) and let xp be isotropic for each p = p(n). We need
to show that (A1) holds for given p = p(n). By Proposition 2.1, (A1) is equivalent to
(A1∗). Let us verify (A1∗). Fix any sequence of orthogonal projectors Πp, p = p(n),
such that the size of Πp is p× p. We need to show that
1
p
(
x⊤p Πpxp − tr(Πp)
) p→ 0.
The latter is equivalent to the fact that
1
pk
(
x⊤pkΠpkxpk − tr(Πpk)
) p→ 0
for any subsequence Πpk such that tr(Πpk)/pk has a limit as k → ∞. If this limit is
zero, then, obviously, the above convergence holds.
Assume further w.l.o.g. that q/n (or, equivalently, q/p) has a positive limit, where
q = tr(Πp). Namely, let q/n → ρ1 > 0 (and q/p → ρ1/ρ). Write Πp = C⊤p DpCp,
where Cp is a p × p orthogonal matrix and Dp is a diagonal matrix whose diagonal
entries are 1, . . . , 1, 0, . . . , 0 with q (= tr(Πp)) ones. Let Cqp is the q × p upper block
of Cp. Then x
⊤
p Πpxp = (Cqpxp)
⊤Cqpxp. By (MP), µCqpΣnC⊤qp weakly converges to µρ1
a.s. In addition, Cqpxp is isotropic, since ECqpxp(Cqpxp)
⊤ = CqpC
⊤
qp = Iq. Hence, by
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Lemma 3.2, we get
1
q
(
(Cqpxp)
⊤Cqpxp − q
)
= (ρ/ρ1 + o(1))
1
p
(
x⊤p Πpxp − tr(Πp)
) p→ 0.
This proves that (A1∗) holds. Q.e.d.
Proof of Lemma 3.4. Fix z ∈ C+. Assume w.l.o.g. that Bp is positive semi-
definite (we can always replace Bp by Bp +mIp for m = supp ‖Bp‖ and change z to
z +m). First we proceed as in Step 1 of the proof of Theorem 1.1 in [3] (see also the
proof of (4.5.6) on page 83 in [2]) to show that Sn(z) − ESn(z) → 0 a.s. as n → ∞,
where
Sn(z) = p
−1tr
(
n−1X̂pnX̂
⊤
pn +Bp − zIp
)−1
.
Similar arguments yield that sn(z)− Esn(z)→ 0 a.s. as n→∞, where
sn(z) = p
−1tr
(
n−1ẐpnẐ
⊤
pn +Bp − zIp
)−1
.
Hence, we only need to show that ESn(z)− Esn(z)→ 0.
First, we consider the case when all entries of Cpn are zeros, i.e. X̂pn = Xpn.
Let Xpn and Zpn be independent. We will use Lindeberg’s method as in the proof of
Theorem 6.1 in [8]. Recall that
XpnX
⊤
pn =
n∑
k=1
xpkx
⊤
pk and ZpnZ
⊤
pn =
n∑
k=1
zpkz
⊤
pk,
where {xpk}nk=1 and {zpk}nk=1 are columns of Xpn and Zpn, respectively. If zp is a
centred Gaussian vector with variance Σp that is independent of xp, then {(xk, zk)}nk=1
are i.i.d. copies of (xp, zp). In what follows, we omit the index p and, for example,
write (xk, zk) instead of (xpk, zpk).
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Let us now prove that
E|Sn(z)− sn(z)| → 0. (10)
Using this representation, we derive that
Sn(z) =
1
p
tr
(
n−1
n∑
k=1
xkx
⊤
k +Bp − zIp
)−1
,
sn(z) =
1
p
tr
(
n−1
n∑
k=1
zkz
⊤
k +Bp − zIp
)−1
,
and |Sn(z)− sn(z)| 6
∑n
k=1 |∆k|/p, where
∆k = tr
(
Ck +
xkx
⊤
k
n
+Bp − zIp
)−1
− tr
(
Ck +
zkz
⊤
k
n
+ Bp − zIp
)−1
for C1 =
∑n
i=2 ziz
⊤
i /n, Cn =
∑n−1
i=1 xix
⊤
i /n, and
Ck =
1
n
k−1∑
i=1
xix
⊤
i +
1
n
n∑
i=k+1
ziz
⊤
i , 1 < k < n. (11)
By Fact 7 in Appendix C,
tr(C + ww⊤ − zIp)−1 − tr(C − zIp)−1 = − w
⊤(C − zIp)−2w
1 + w⊤(C − zIp)−1w
for any real p× p matrix C and w ∈ Rp. Adding and subtracting tr(Ck+Bp− zIp)−1
yield
∆k = − x
⊤
k A
2
kxk/n
1 + x⊤k Akxk/n
+
z⊤k A
2
kzk/n
1 + z⊤k Akzk/n
,
where we set Ak = Ak(z) = (Ck +Bp − zIp)−1, 1 6 k 6 n.
Let us show that
1
p
n∑
k=1
E|∆k| → 0.
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The latter implies that E|Sn(z)− sn(z)| → 0.
Fix some k ∈ {1, . . . , n}. For notational simplicity, we will further write
xp, zp, A,∆, C instead of xk, zk, Ak,∆k, Ck
and use the following properties: C + Bp is a real symmetric positive semi-definite
p× p random matrix, (xp, zp) is independent of A = (C +Bp − zIp)−1.
Fix any ε > 0 and let further v = Im(z) (> 0). Take
D =
2⋂
j=1
{|x⊤p Ajxp − z⊤p Ajzp| 6 εp}
and derive that E|∆| 6 E|∆|I(D)+2P(D)/v, where |∆| 6 2/v by Fact 5 in Appendix
C.
By the law of iterated mathematical expectations and Fact 4 in Appendix C,
P
(
D
)
= E
[
P
(
D|A)] 6 2 sup
Ap
P(|x⊤p Apxp − z⊤p Apzp| > εp),
where Ap is any p× p complex symmetric matrix with ‖Ap‖ 6 M := max{v−1, v−2}.
To estimate E|∆|I(D) we need the following technical lemma that is proved in
Appendix B.
Lemma 4.2. Let z1, z2, w1, w2 ∈ C. If |z1 − z2| 6 γ, |w1 − w2| 6 γ,
|z1|
|1 + w1| 6 M,
17
and |1+w2| > δ for some δ,M > 0 and γ ∈ (0, δ/2), then, for some C = C(δ,M) > 0,
∣∣∣ z1
1 + w1
− z2
1 + w2
∣∣∣ 6 Cγ.
Since z⊤p Azp/n = tr((zpz
⊤
p /n)A), Fact 6 in Appendix C implies that
|1 + z⊤p Azp/n| > δ :=
v
|z| . (12)
Take γ = εp/n,
(z1, w1) = (x
⊤
p A
2xp,x
⊤
p Axp)/n, (z2, w2) = (z
⊤
p A
2zp, z
⊤
p Azp)/n
in Lemma 4.2. By Fact 5 in Appendix C, |z1|/|1 + w1| 6 1/v. By (12),
|1 + w2| > δ > 2εp
n
= 2γ
for small enough ε > 0 and large enough p (since p/n→ ρ > 0).
Using Lemma 4.2, we derive
E|∆|I(D) 6 C(δ, 1/v) εp
n
.
Combining all above estimates together yields
E|∆k| 6 C(δ, 1/v)εp
n
+
4
v
sup
Ap
P(|x⊤p Apxp − z⊤p Apzp| > εp)
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for each k = 1, . . . , n and
1
p
n∑
k=1
E|∆k| 6 C(δ, 1/v)ε+ 4n
vp
sup
Ap
P(|x⊤p Apxp − z⊤p Apzp| > εp). (13)
Note also that
P(|x⊤p Apxp − z⊤p Apzp| > εp) 6P(|x⊤p Apxp − tr(ΣpAp)| > εp/2)+
+ P(|z⊤p Apzp − tr(ΣpAp)| > εp/2). (14)
Taking ε small enough and then p large enough, we can make the right-hand side of
(13) arbitrarily small by the following lemma (that also holds for zp instead of xp by
(A3) and Proposition 2.2).
Lemma 4.3. Let (A2) holds. Then, for each ε,M > 0,
lim
p→∞
sup
Ap
P(|x⊤p Apxp − tr(ΣpAp)| > εp) = 0, (15)
where the supremum is taken over all complex p× p matrices Ap with ‖Ap‖ 6 M.
The proof of Lemma 4.3 can be found in Appendix B. Finally, we conclude that
lim
n→∞
1
p
n∑
k=1
E|∆k| = 0.
This finishes the proof in the case when all entries of Cpn are zeros.
Consider now the case with nonzero Cpn. Let ck = ck(n), 1 6 k 6 n, be columns
of Cpn. Since ‖n−1CpnC⊤pn‖ = ‖n−1C⊤pnCpn‖ = O(1) and p/n → ρ > 0, we have
max16k6n(c
⊤
k ck) = O(p), where c
⊤
k ck are diagonal entries of n
−1C⊤pnCpn.
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We also have
X̂pnX̂
⊤
pn =
n∑
k=1
x̂kx̂
⊤
k and ẐpnẐ
⊤
pn =
n∑
k=1
ẑkẑ
⊤
k ,
where x̂k = xk + ck and ẑk = zk + ck (here {(xk, zk)}pk=1 are i.i.d. copies of (xp, zp)).
Arguing as above, we conclude that (13) holds with
sup
Ap
P(|x⊤p Apxp − z⊤p Apzp| > εp)
replaced by
1
n
n∑
k=1
sup
Ap
P(|(xp + ck)⊤Ap(xp + ck)− (zp + ck)⊤Ap(zp + ck)| > εp).
Recalling that Ap is symmetric, we derive
|(xp + ck)⊤Ap(xp + ck)− (zp + ck)⊤Ap(zp + ck)| 6
6 |x⊤p Apxp − z⊤p Apzp|+ 2|c⊤k Apxp|+ 2|c⊤k Apzp|.
In addition,
|c⊤kApxp|2/p2 6 |x⊤pMkxp − tr(Mk)|/p+ |tr(Mk)|/p
and the same inequality holds for zp instead of xp, where Mk = p
−1A∗pckc
⊤
k Ap. Note
also that, uniformly in Ap with ‖Ap‖ 6 M,
‖Mk‖ 6 ‖Ap‖
2
p
max
16k6n
(c⊤k ck) = O(1)
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as well as
|tr(Mk)|
p
=
|c⊤k ApA∗pck|
p2
6
‖Ap‖2
p2
max
16k6n
(c⊤k ck) = o(1).
Combining these estimates, Lemma 4.3, (A2), (A3), and Proposition 2.2, we get
1
n
n∑
k=1
sup
Ap
P(|(xp + ck)⊤Ap(xp + ck)− (zp + ck)⊤Ap(zp + ck)| > εp)→ 0
for all fixed ε > 0. Now, we can finish the proof as in the case with zero Cpn. Q.e.d.
Proof of Lemma 3.6. As in the proof of Lemma 3.4, we can assume that Bp is
positive definite and, first, consider the case with null Cpn. Write further xk and zk
instead of xpk and zpk and note that (A2
∗) implies that, for all ε,M > 0,
1
n
n∑
k=1
E sup
Apk
P(|x⊤k Apkxk − tr(ΣpkApk)| > εp|Fpk−1)→ 0, (16)
where the k-th supremum is taken over all Fpk−1-measurable symmetric positive semi-
definite random p × p matrices Apk with ‖Apk‖ 6 M a.s. Recall also that Fpk−1 =
σ(xl, l 6 k − 1). Arguing in the same way as in the proof of Lemma 4.3, it can be
shown that (16) holds even when the k-th supremum is taken over all Fpk−1-measurable
complex random p× p matrices Apk with ‖Apk‖ 6 M a.s. Due to (A3∗) and (18) (see
Appendix A), the same relation holds for xk replaced by zk (here zk is independent
of Fpk−1).
Now, using the same arguments as in the proof of Lemma 3.4 after (10), we
conclude that (13) holds with
sup
Ap
P(|x⊤p Apxp − z⊤p Apzp| > εp)
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replaced by
Vn(ε) :=
1
n
n∑
k=1
[P(|x⊤k Akxk − z⊤k Akzk| > εp) + P(|x⊤k A2kxk − z⊤k A2kzk| > εp)],
where Ak = (Ck + Bp − zIp)−1 has ‖Ak‖ 6 M = max{1/ Im(z), 1/| Im(z)|2} a.s. and
Ck is defined (11).
Each Ck can be written as the sum of two matrices Ck1 and Ck2 such that Ck1 is
Fpk−1-measurable and Ck2 is a function of zl, l > k + 1. Since {zk}nk=1 are mutually
independent and independent from everything else,
Vn(ε) 6
2
n
n∑
k=1
E sup
Apk
P(|x⊤k Apkxk − z⊤k Apkzk| > εp|Fpk−1), (17)
where the k-th supremum is taken over all Fpk−1-measurable complex p × p random
matrices Apk having ‖Apk‖ 6 M a.s. Thus, it follows from (14), (16), and the same
relation with xk replaced by zk that
Vn(ε)→ 0 for all ε > 0.
Now, we can finish the proof as in the proof of Lemma 3.4 after (14). Q.e.d.
Appendix A
Proof of Proposition 2.1. By definition, (A1∗) follows from (A1). Suppose (A1∗)
holds. Let us show that (A1) holds. Note that if Πp, p > 1, are orthogonal projectors,
then Zp
p→ 1 and EZp = 1 as p → ∞, where Zp = 1 + (x⊤p Πpxp − tr(Πp))/p > 0 a.s.
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Therefore, Zp → 1 in L1 for any sequence of orthogonal projectors Πp, p > 1. Thus,
sup
Πp
E|x⊤p Πpxp − tr(Πp)| = o(p),
where the supremum is taken over all p × p orthogonal projectors Πp. Any p × p
diagonal matrix D with diagonal entries λ1 > . . . > λp > 0 (λ1 > 0) can be written
as
D
λ1
=
p∑
k=1
wkDk,
where λp+1 = 0, wk = (λk − λk+1)/λ1 > 0 are such that
∑p
k=1wk = 1, and each
Dk is a diagonal matrix with diagonal entries in 1, . . . , 1, 0, . . . , 0 (k ones). Hence,
any symmetric positive semi-definite matrix Ap with ‖Ap‖ = 1 can be written as a
convex combination of some orthogonal projectors. As a result, by the convexity of
the L1-norm,
sup
Ap
E|x⊤p Apxp − tr(Ap)| 6 sup
Πp
E|x⊤p Πpxp − tr(Πp)| = o(p),
where Ap as above. We conclude that (A1) holds. Q.e.d.
Proof of Proposition 2.2. Suppose (A3) holds. Let us show that (A2) holds. The
latter will follow from the inequality
I := P(|x⊤p Apxp − tr(ΣpAp)| > εp) 6
2‖Ap‖2tr(Σ2p)
(εp)2
(18)
valid for any ε > 0 and any p × p symmetric positive semi-definite matrix Ap. By
Chebyshev’s inequality, I 6 Var(x⊤p Apxp)(εp)
−2, since E(x⊤p Apxp) = tr(ΣpAp). As a
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result, we need to verify that
Var(x⊤p Apxp) 6 2‖Ap‖2tr(Σ2p). (19)
We have x⊤p Apxp = z
⊤
pDpzp, where zp is a standard normal vector and Dp is a
diagonal matrix whose diagonal entries {λk}pk=1 are eigenvalues of Bp = Σ1/2p ApΣ1/2p .
By a direct calculation, Var(z⊤pDpzp) = 2 tr(D
2
p) = 2 tr(B
2
p). By Fact 1 in Appendix
C and the identity tr(AB) = tr(BA), tr(B2p) = tr(ApΣpApΣp) 6 ‖Ap‖2tr(Σ2p). Thus,
we get (18).
Assume now that (A2) holds. Let us show that (A3) holds. Take Ap = Ip. Hence,
x⊤p xp − tr(Σp)
p
=
z⊤pDpzp − tr(Dp)
p
p→ 0, p→∞,
where zp is as above and Dp is a diagonal matrix whose diagonal entries {λk}pk=1 are
Σp’s eigenvalues arranged in descending order, i.e. ‖Σp‖ = λ1 > . . . > λp > 0 and
λk = λk(p), 1 6 k 6 p.
Let yp = (Y1, . . . , Yp) be an independent copy of zp = (Z1, . . . , Zp). Therefore,
(z⊤pDpzp − y⊤p Dpyp)/p p→ 0 and
E exp{i(z⊤pDpzp − y⊤p Dpyp)/p} =
p∏
k=1
E exp{iλk(Z2k − Y 2k )/p} =
p∏
k=1
|ϕ(λk/p)|2 → 1
as p→∞, where ϕ(t) = E exp{itZ21}, t ∈ R. Hence,
|ϕ(‖Σp‖/p)|2 = 1|1− 2i‖Σp‖/p| =
1√
1 + 4‖Σp‖2/p2
→ 1
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and ‖Σp‖/p→ 0. As a result,
p∏
k=1
|ϕ(λk/p)|2 =
p∏
k=1
1√
1 + 4λ2k/p
2
= exp
{
(−2 + εp)
p∑
k=1
λ2k/p
2
}
→ 1
for some εp = o(1). Thus, tr(Σ
2
p)/p
2 → 0, i.e. (A3) holds. Q.e.d.
Proof of Proposition 2.3. For each p > 1, let Ap be a positive semi-definite
symmetric p× p matrix with ‖Ap‖ = O(1) as p→∞. We need to show that
1
p
(x⊤p Apxp − tr(ΣpAp)) p→ 0, (20)
Let further yp = (Yp1, . . . , Ypp) and zp = (Zp1, . . . , Zpp) be centred Gaussian random
vectors in Rp with variances Ap and Σp, respectively. Suppose also xp, yp, and zp are
mutually independent.
We have |EXpkXpl| 6 |EXpkE[Xpl|Fpk ]| 6
√
Γ0Γl−k for k 6 l and
tr(Σ2p)
p2
=
1
p2
p∑
k,l=1
|EXpkXpl|2 6 1
p2
p∑
k,l=1
√
Γ0Γ|l−k| 6
2
p
p∑
j=0
√
Γ0Γj = o(1)
(recall that Γj → 0, j →∞). Thus, (A3) holds and, by Proposition 2.2,
1
p
(z⊤p Apzp − tr(ΣpAp)) p→ 0. (21)
We need a technical lemma proved in Appendix B.
Lemma 4.4. For each n > 1, let Zn be a random variable such that Zn > 0 a.s. If
EZn = O(1) as n→∞, then Zn − EZn p→ 0 iff E exp{−Zn} − exp{−EZn} → 0.
Note that tr(Σp)/p 6 Γ0 and, by Fact 1 in Appendix C, tr(ΣpAp)/p = O(1). Thus,
by tr(ΣpAp) = E(x
⊤
p Apxp) = E(z
⊤
p Apzp), Lemma 4.4, and (21), we can prove (20) by
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showing that
∆p = E exp{−x⊤p Apxp/(2p)} − E exp{−z⊤p Apzp/(2p)} → 0.
It follows from the independence yp and (xp, zp) that
∆p = E exp{i(x⊤p yp)/
√
p} − E exp{i(z⊤p yp)/
√
p},
where we have used that E((x⊤p yp)
2|xp) = x⊤p Apxp and E((z⊤p yp)2|zp) = z⊤p Apzp a.s.
Now, we will proceed in the same way as in the proof of Theorem 5 in [13]. Fix
some q, j ∈ N and assume w.l.o.g. that m = p/(q + j) is integer (we can always add
no more than q + j zeros to xp,yp, zp). Let
x˜p = (X˜1, 0j, X˜2, 0j , . . . , X˜m, 0j)
for the null vector 0j in R
j , where entries of X˜r (1 6 r 6 m) are Xpl for
l = lr−1 + 1, . . . , lr−1 + q and lr−1 = (r − 1)(q + j).
Put also ∆xp = (0q,∆X1, . . . , 0q,∆Xm), where entries of ∆Xr are Xpl for
l = lr−1 + q + 1, . . . , lr.
Define y˜p, z˜p, ∆yp, and ∆zp (with Y˜r, Z˜r,∆Yr,∆Zr) similarly.
Since x⊤p yp = x˜
⊤
p y˜p + (∆xp)
⊤∆yp and | exp{ia} − exp{ib}| 6 |b− a| for a, b ∈ R,
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we have
|E exp{i(x⊤p yp)/
√
p} − E exp{i(x˜⊤p y˜p)/
√
p}| 6 E|(∆xp)
⊤∆yp|√
p
6
√
E|(∆xp)⊤∆yp|2√
p
and, by the independence of ∆xp and ∆yp,
E|(∆xp)⊤∆yp|2 6 E((∆xp)⊤Vp(∆xp)) 6 ‖Vp‖E(∆xp)⊤(∆xp) 6 ‖Ap‖mj, (22)
where Vp = Var(∆yp) and, obviously, ‖Vp‖ 6 ‖Var(yp)‖ = ‖Ap‖. We can bound
E exp{i(z⊤p yp)/
√
p}−E exp{i(z˜⊤p y˜p)/
√
p} in the same way. Combining these estimates
with m/p 6 1/q, we arrive at
∆p = E exp{i(x˜⊤p y˜p)/
√
p} − E exp{i(z˜⊤p y˜p)/
√
p}+O(1)
√
j/q.
Fix some ε > 0 and set x̂p = (X̂1, 0j , . . . , X̂m, 0j) for X̂r having entries
X̂pl = XplI(|Xpl| 6 ε√p)− Elr−1−j(XplI(|Xpl| 6 ε
√
p)), l = lr−1 + 1, . . . , lr−1 + q,
hereinafter El = E
( · |Fpmax{l,0}), l 6 p. Analogously, let ẑp = (Ẑ1, 0j, . . . , Ẑm, 0j),
where entries of Ẑr are
Ẑpl = Zpl − E∗lr−1−jZpl, l = lr−1 + 1, . . . , lr−1 + q.
Here E∗l = E
∗
l (·|Gpmax{l,0}) for Gpl = σ(Zpk, 1 6 k 6 l), l > 1, and the trivial σ-algebra
Gp0 . Obviously, E∗lZpk is a linear function in Zps, s 6 l (because zp is a Gaussian
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vector) and, as a result, ẑp is a Gaussian vector. Also,
EẐpsẐpt = E(E
∗
lr−1−jẐpsẐpt) = EZpsZpt − E(E∗lr−1−jZps)(E∗lr−1−jZpt)
for s, t = lr−1 + 1, . . . , lr−1 + q, and, as a result,
Var(Z˜r)−Var(Ẑr) = EErE⊤r , r = 1, . . . , m, (23)
with Er is a vector with entries E
∗
lr−1−j
Zpl, l = lr−1 + 1, . . . , lr−1 + q.
We have
|E exp{i(x˜⊤p y˜p)/
√
p} − E exp{i(z˜⊤p y˜p)/
√
p}| 6
6 |E exp{i(x˜⊤p y˜p)/
√
p} − E exp{i(x̂⊤p y˜p)/
√
p}|+
+ |E exp{i(z˜⊤p y˜p)/
√
p} − E exp{i(ẑ⊤p y˜p)/
√
p}|
+ |E exp{i(x̂⊤p y˜p)/
√
p} − E exp{i(ẑ⊤p y˜p)/
√
p}|.
Let us estimate the first term in the right-hand side of the last inequality. Arguing
as in (22), we infer that, for Up = Var(y˜p) (having ‖Up‖ 6 ‖Var(yp)‖ = ‖Ap‖),
|E exp{i(x˜⊤p y˜p)/
√
p} − E exp{i(x̂⊤p y˜p)/
√
p}| 6 1√
p
E|(x˜p − x̂p)⊤y˜p| 6
6
1√
p
(
E(x˜p − x̂p)⊤Up(x˜p − x̂p)
)1/2
6
√‖Ap‖√
p
(E‖x˜p − x̂p‖2)1/2.
Additionally, by (a + b+ c)2 6 3(a2 + b2 + c2), a, b, c ∈ R,
1
p
E‖x˜p − x̂p‖2 6 3(δ1 + δ2 + δ3),
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where, by (2), EXpl = 0 for all (p, l),
Xpl − X̂pl = XplI(|Xpl| > ε√p) + Elr−1−jXpl − Elr−1−j(XplI(|Xpl| > ε
√
p)),
and Jensen’s inequality, we have
δ1 = p
−1
∑
EX2plI(|Xpl| > ε
√
p) 6 Lp(ε) = o(1),
δ2 = p
−1
∑
E
∣∣Elr−1−j(XplI(|Xpl| > ε√p))∣∣2 6 δ1 = o(1),
δ3 = p
−1
∑
E
∣∣Elr−1−jXpl∣∣2 6 Γj
and
the sum
∑
=
m∑
r=1
lr−1+q∑
l=lr−1+1
has no more than p terms. (24)
Hence,
1
p
E‖x˜p − x̂p‖2 6 3Γj + o(1). (25)
and E exp{i(x˜⊤p y˜p)/
√
p} − E exp{i(x̂⊤p y˜p)/
√
p} = O(1)√Γj + o(1).
Using similar arguments, we see that
|E exp{i(z˜⊤p y˜p)/
√
p} − E exp{i(ẑ⊤p y˜p)/
√
p}|2 6 ‖Ap‖
p
E‖z˜p − ẑp‖2
=
‖Ap‖
p
∑
E
∣∣E∗lr−1−jZpl∣∣2
with
∑
as in (24). Since xp and zp have the same covariance structure and zp is
Gaussian, then
E|E∗lr−1−jZpl
∣∣2 6 E∣∣Elr−1−jXpl∣∣2 6 Γj (26)
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(see Lemma 14 in [13]). Thus, p−1
∑
E
∣∣E∗lr−1−jZpl∣∣2 6 Γj for ∑ from (24).
Combining these estimates, we deduce that
|∆p| 6 |E exp{i(x̂⊤p y˜p)/
√
p} − E exp{i(ẑ⊤p y˜p)/
√
p}|+O(1)(
√
j/q +
√
Γj).
Now,
|E exp{i(x̂⊤p y˜p)/
√
p} − E exp{i(ẑ⊤p y˜p)/
√
p}| 6
6
m∑
r=1
|E exp{i(Cr + X̂⊤r Y˜r/
√
p)} − E exp{i(Cr + Ẑ⊤r Y˜r/
√
p)}|,
where, for r = 1, . . . , m,
Cr = p
−1/2
∑
j<r
X̂⊤j Y˜j + p
−1/2
∑
j>r
Ẑ⊤j Y˜j
and the sum over the empty set is zero.
Expanding exp{i(Cr + x)} in Taylor’s series around x = 0, we derive
exp{i(Cr + x)} = exp{iCr}(1 + ix− x2/2 + θ(x)) for |θ(x)| 6 |x|3/6
and |E exp{i(Cr + X̂⊤r Y˜r/
√
p)} − E exp{i(Cr + Ẑ⊤r Y˜r/
√
p)}| 6 |Rr1| + |Rr2| + |Rr3|,
where
Rr1 =
1√
p
E exp{iCr}(X̂⊤r Y˜r − Ẑ⊤r Y˜r),
Rr2 =
1
p
E exp{iCr}((X̂⊤r Y˜r)2 − (Ẑ⊤r Y˜r)2),
Rr3 =
1
p
√
p
E(|X̂⊤r Y˜r|3 + |Ẑ⊤r Y˜r|3).
30
Putting Rk =
∑m
r=1Rrk, k = 1, 2, 3, we see that
|∆p| 6 R1 +R2 +R3 +O(1)(
√
j/q +
√
Γj). (27)
First, we will show that R1 = 0. Note that, by the definition of x̂p, EX̂1 = 0q and,
for r > 1, E[X̂r|X̂r−1, . . . , X̂1] = 0q a.s. In addition, by the definition of ẑp, Ẑr and Ẑs
are uncorrelated when r 6= s. Thus, Ẑ1, . . . , Ẑm are mutually independent Gaussian
vectors with mean zero. Since x̂p, y˜p, ẑp are also mutually independent, then, with
probability one,
E[X̂r|y˜p, (X̂l)l<r, (Ẑl)l>r] = E[X̂r|(X̂l)l<r] = 0q,
E[Ẑr|y˜p, (X̂l)l<r, (Ẑl)l>r] = EẐr = 0q,
where r = 1, . . . , m and Ẑm+1 = X̂0 = 0q. As a result, R1 = 0.
Let us prove that R3 = o(1) + O(1)ε
√
q. Since X̂⊤r Y˜r|X̂r ∼ N (0, X̂⊤r V˜rX̂r) for
V˜r = Var(Y˜r) (obviously, ‖V˜r‖ 6 ‖Var(yp)‖ = ‖Ap‖), we have
E|X̂⊤r Y˜r|3 = C0E|X̂⊤r V˜rX̂r|3/2 6 C0‖Ap‖3/2E‖X̂r‖3
for an absolute constant C0 > 0 and each r = 1, . . . , m. Using the fact that entries of
X̂r are bounded by 2ε
√
p and the estimate
E‖X̂r‖2 6
lr−1+q∑
l=lr−1+1
EX2plI(|Xpl| 6 ε
√
p) 6 qΓ0, (28)
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and recalling that mq 6 p, we obtain
1
p
√
p
m∑
r=1
E|X̂⊤r Y˜r|3 6 C0‖Ap‖3/2
m(qΓ0)(4ε
2pq)1/2
p
√
p
6 2C0Γ0‖Ap‖3/2ε√q.
In addition, as Ẑr is a centred Gaussian vector whose entries have variance not
greater than Γ0 and
(∑q
i=1 |ai|/q
)3/2
6
∑q
i=1 |ai|3/2/q for any ai ∈ R,
E‖Ẑr‖3 = E
∣∣∣ lr−1+q∑
l=lr−1+1
Ẑ2pl
∣∣∣3/2 6 q1/2 lr−1+q∑
l=lr−1+1
E|Ẑpl|3 = C0q3/2Γ3/20
for C0 > 0 as above. Hence, arguing as above, we infer
1
p
√
p
m∑
r=1
E|Ẑ⊤r Y˜r|3 6 C0‖Ap‖3/2
m(C0q
3/2Γ
3/2
0 )
p
√
p
6 C20Γ
3/2
0 ‖Ap‖3/2
√
q/p = o(1).
This proves that R3 = o(1) +O(1)ε
√
q.
To finish the proof, we need a good bound on R2 =
∑m
r=1Rr2. First, note that,
by the independence of Ẑr from everything else,
Rr2 =
1
p
E exp{iCr}((X̂⊤r Y˜r)2 − Y˜ ⊤r Var(Ẑr)Y˜r).
In addition, by (23), Fact 1 in Appendix C, and (26),
|E exp{iCr}(Y˜ ⊤r Var(Z˜r)Y˜r − Y˜ ⊤r Var(Ẑr)Y˜r)| 6 E(Y˜ ⊤r (EErE⊤r )Y˜r) 6
6 tr(Var(Y˜r)EErE
⊤
r ) 6 ‖Var(Y˜r)‖tr(EErE⊤r ) 6 ‖Ap‖E‖Er‖2 = ‖Ap‖qΓj .
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Hence, recalling that mq 6 p and Var(Z˜r) = Var(X˜r), we get
R2 =
1
p
m∑
r=1
E exp{iCr}((X̂⊤r Y˜r)2 − Y˜ ⊤r Var(X˜r)Y˜r) +O(1)Γj.
Fix some integer a > 1 and let
C−ar = p
−1/2
∑
j6r−a
X̂⊤j Y˜j + p
−1/2
∑
j>r
Ẑ⊤j Y˜j, r = 1, . . . , m,
where the sum over the empty set is zero. Since all entries of X̂j , j > 1, are bounded
by 2ε
√
p, we have
|E(exp{iCr} − exp{iC−ar })((X̂⊤r Y˜r)2 − Y˜ ⊤r Var(X˜r)Y˜r)| 6
6
1√
p
∑
r−a<j<r
E|X̂⊤j Y˜j| |(X̂⊤r Y˜r)2 − Y˜ ⊤r Var(X˜r)Y˜r)|
6
2ε
√
p√
p
∑
r−a<j<r
E‖Y˜j‖1|(X̂⊤r Y˜r)2 − Y˜ ⊤r Var(X˜r)Y˜r)|
6 2εaq3 sup(E|X̂psX̂pt|+ E|XpsXpt|)E|YpkYpsYpt|
6 4εaq3Γ0 supE|Ypk|3
6 C1εaq
3Γ0‖Ap‖3/2, (29)
where C1 > 0 is an absolute constant, ‖x‖1 = |x1| + . . . + |xq| for x = (x1, . . . , xq),
and the supremum is taken over all 1 6 k, s, t 6 p.
In addition, we have
|E exp{iC−ar }((X̂⊤r Y˜r)2 − (X˜⊤r Y˜r)2)| 6 E|(X̂⊤r Y˜r)2 − (X˜⊤r Y˜r)2)|
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and, by the Cauchy-Schwartz inequality and the independence of (X̂r, X˜r) and Y˜r,
E|(X̂⊤r Y˜r)2 − (X˜⊤r Y˜r)2)| 6
(
E((X̂r − X˜r)⊤Y˜r)2
)1/2(
E((X˜r + X̂r)
⊤Y˜r)
2
)1/2
=
(
E‖V˜ 1/2r (X̂r − X˜r)‖2
)1/2(
E‖V˜ 1/2r (X˜r + X̂r)⊤‖2
)1/2
6 ‖Ap‖
(
E‖X̂r − X˜r‖2
)1/2(
2E‖X˜r‖2 + 2E‖X̂r‖2
)1/2
where V˜r = Var(Y˜r) has ‖V˜r‖ 6 ‖Var(yp)‖ 6 ‖Ap‖. Summing over r and using (25)
(as well as (28)), we arrive at
1
p
m∑
r=1
(
E‖X̂r − X˜r‖2
)1/2(
2E‖X˜r‖2 + 2E‖X̂r‖2
)1/2
6
6
(1
p
m∑
r=1
E‖X̂r − X˜r‖2
)1/2(2
p
m∑
r=1
(E‖X˜r‖2 + E‖X̂r‖2)
)1/2
=
(1
p
E‖x̂p − x˜p‖2
)1/2(2
p
(E‖x˜p‖2 + E‖x̂p‖2)
)1/2
6
(
3Γj + o(1)
)1/2
(2Γ0)
1/2.
Combining bounds after (29) (and using mq 6 p), we conclude that
|R2| 6 1
p
m∑
r=1
|Dr|+O(1)(Γj + εaq2) +O(1)
√
Γj + o(1)
for Dr = E exp{iC−ar }((X˜⊤r Y˜r)2− Y˜ ⊤r Var(X˜r)Y˜r). Again, the mutual independence of
xp, y˜p, ẑp implies that
E
(
(X˜⊤r Y˜r)
2
∣∣y˜p, (Xpl)l6(lr−a−j)+, (Ẑj)j>r) = Y˜ ⊤r Elr−a−j(X˜rX˜⊤r )Y˜r a.s.
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and Dr = Ee
iC−ar (Y˜ ⊤r [Elr−a−j(X˜rX˜
⊤
r )− Var(X˜r)]Y˜r). Hence, as
lr−1 + 1− (lr−a − j) = j + 1 + (a− 1)(q + j) > aj,
we conclude that
|Dr| 6 E|Y˜ ⊤r (Elr−a−j(X˜rX˜⊤r )− E(X˜rX˜⊤r ))Y˜r)|
6
lr−1+q∑
s,t=lr−1+1
E|YpsYpt|E|Elr−a−j(XpsXqt)− E(XpsXpt)|
6 q2‖Ap‖Γaj .
The latter (with mq 6 p) implies that
|R2| 6 O(1)
√
o(1) + Γj +O(1)(Γj + εaq
2) + qΓaj.
It follows follows from (27) and obtained bounds on R1, R2, R3 that, for a sufficiently
large constant C > 0,
lim
p→∞
∆p 6 C
(√
j/q +
√
Γj + Γj + εaq
2 + qΓaj + ε
√
q
)
= ∆.
Tending ε → 0, we see that ∆ → ∆′ = C(√j/q +√Γj + Γj + qΓaj). Then, taking
a →∞ yields ∆′ → ∆′′ = C(√j/q +√Γj). Finally, taking q, j → ∞ and j/q → 0,
we get ∆′′ → 0. This finishes the proof of the proposition. Q.e.d.
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Appendix B
Proof of Lemma 4.1. We have
E
Zn
1 + Zn
− E E(Zn|Yn)
1 + E(Zn|Yn) = E
Zn − E(Zn|Yn)
(1 + Zn)(1 + E(Zn|Yn))
= E
Zn − E(Zn|Yn)
(1 + E(Zn|Yn))2 − E
(Zn − E(Zn|Yn))2
(1 + Zn)(1 + E(Zn|Yn))2
= −E (Zn − E(Zn|Yn))
2
(1 + Zn)(1 + E(Zn|Yn))2 . (30)
As a result, we see that
(Zn − E(Zn|Yn))2
(1 + Zn)(1 + E(Zn|Yn))2
p→ 0.
Since EZn is bounded and Zn > 0 a.s., we conclude that Zn and E(Zn|Yn) are bounded
asymptotically in probability and Zn − E(Zn|Yn) p→ 0. Q.e.d.
Proof of Lemma 4.2. We have
I =
z1
1 + w1
− z2
1 + w2
=
z1(1 + w2)− z2(1 + w1)− z1w1 + w1z1
(1 + w1)(1 + w2)
=
(z1 − z2) + z1(w2 − w1) + w1(z1 − z2)
(1 + w1)(1 + w2)
.
It follows from |z1 − z2| 6 γ, |w1 − w2| 6 γ, and |z1|/|1 + w1| 6 M that
|I| 6 γ(1 + |z1|+ |w1|)|1 + w1||1 + w2| 6
γ
|1 + w2||1 + w1| +
γM
|1 + w2| +
γ
|1 + w2|
|w1|
|1 + w1| .
In addition, we have |1 + w2| > δ,
|1 + w1| = |1 + w2 + (w1 − w2)| > δ − γ > δ/2,
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|w1|
|1 + w1| =
2
|1 + w1|I(|w1| 6 2) +
|w1|
|w1| − 1 I(|w1| > 2) 6


4/δ, |w1| 6 2,
2, |w1| > 2.
Finally, we conclude that |I| 6 γ(2/δ2 +M/δ + 4/min{δ2, 2δ}). Q.e.d.
Proof of Lemma 4.3. For any given ε,M > 0, set
I0(ε,M) = lim
p→∞
sup
Ap
P(|y⊤p Apyp − tr(ΣpAp)| > εp), (31)
where the supremum is taken over all real symmetric p×pmatrices Ap with ‖Ap‖ 6 M.
By this definition, there are pj →∞ and Apj with ‖Apj‖ 6 M such that
I0(ε,M) = lim
j→∞
P(|y⊤pjApjypj − tr(ΣpjApj )| > εpj).
Every real symmetric matrix Ap can be written as Ap = Ap1−Ap2 for real symmetric
positive semi-definite p× p matrices Apk, k = 1, 2, with ‖Apk‖ 6 ‖Ap‖. Moreover, for
any ε > 0 and p > 1,
P(|y⊤p Apyp − tr(ΣpAp)| > εp) 6
2∑
k=1
P(|y⊤p Apkyp − tr(ΣpApk)| > εp/2). (32)
Hence, it follows from (A2) that I0(ε,M) = 0 for any ε,M > 0.
If Ap is any real p × p matrix and Bp = (A⊤p + Ap)/2, then y⊤p Apyp = y⊤p Bpyp
and, by Fact 2 in Appendix C, ‖Bp‖ 6 ‖Ap‖. In addition, tr(ΣpAp) = tr(ApΣp) =
tr((ApΣp)
⊤) = tr(ΣpA
⊤
p ) = tr(ΣpBp). Thus, if I1(ε,M) is defined as I0(ε,M) in (31)
with the supremum taken over all real p× p matrices Ap with ‖Ap‖ 6 M , then
I1(ε,M) = I0(ε,M) = 0 for any ε,M > 0. (33)
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Define now I2(ε,M) similarly to I0(ε,M) in (31) with the supremum taken over
all complex p × p matrices Ap with ‖Ap‖ 6 M . Every such Ap can be written as
Ap = Ap1 + iAp2 for real p × p matrices Apk, k = 1, 2. By Fact 3 in Appendix C,
‖Apk‖ 6 ‖Ap‖, k = 1, 2. Thus, (32) and (33) yield I2(ε,M) = 0 for any ε,M > 0.
Q.e.d.
Proof of Lemma 4.4. If Zn − EZn p→ 0 as n → ∞, then eEZn−Zn − 1 → 0. Since
EZn > 0, e
−EZn 6 1 and e−EZn(eEZn−Zn − 1) = e−Zn − e−EZn → 0. By the dominated
convergence theorem, E(e−Zn − e−EZn)→ 0.
Suppose now Ee−Zn − e−EZn → 0. By Jensen’s inequality,
e−EZn + o(1) = Ee−Zn > (Ee−Zn/2)2 > (e−EZn/2)2 = e−EZn .
Note also that EZn is bounded. Therefore, there is c > 0 such that e
−EZn/2 > c+o(1),
n → ∞. Hence, Var(e−Zn/2) → 0 as n → ∞ and Ee−Zn/2 − e−EZn/2 → 0. Combing
these facts yields e−Zn/2 − e−EZn/2 = e−EZn/2(e(EZn−Zn)/2 − 1) p→ 0. This shows that
e(EZn−Zn)/2
p→ 1 or Zn − EZn p→ 0. Q.e.d.
Appendix C
In this section we list a few useful well-known facts from linear algebra. Write A1 ≻ A2
for real p× p matrices A1, A2 if A1 − A2 is positive semi-definite.
Let B and C be real p× p matrices, A be a complex p× p matrix, and z ∈ C+.
Fact 1. tr(BC) 6 ‖B‖tr(C) and tr((BC)2) 6 ‖B‖2tr(C2) if B,C are symmetric and
positive semi-definite.
Fact 2. If C = (B⊤ +B)/2, then ‖C‖ 6 ‖B‖.
Fact 3. If A = B + iC, then ‖B‖ 6 ‖A‖ and ‖C‖ 6 ‖A‖.
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Fact 4. If C is symmetric, then ‖(C − zIp)−1‖ 6 1/ Im(z).
Fact 5. If w ∈ Rp and C is symmetric, then
|w⊤(C − zIp)−2w|
|1 + w⊤(C − zIp)−1w| 6
1
Im(z)
.
If, in addition, C is positive definite, then
0 6
w⊤C−2w
1 + w⊤C−1w
6 ‖C−1‖ w
⊤C−1w
1 + w⊤C−1w
6 ‖C−1‖.
Fact 6. If B and C are symmetric and positive semi-definite, then
|1 + tr(B(C − zIp)−1)| > Im(z)|z| .
Fact 7. If A is invertible and w ∈ Cp satisfy 1 + w⊤A−1w 6= 0, then
tr(A+ww⊤)−1 = tr(A−1)− w
⊤A−2w
1 + w⊤A−1w
and w⊤(A+ww⊤)−1w =
w⊤A−1w
1 + w⊤A−1w
.
Fact 8. If C is symmetric and positive semi-definite and ε, v > 0, then
|tr(C − (−ε+ iv)Ip)−1 − tr(C + εIp)−1| 6 pv
ε2
.
Proof of Fact 1. Since ‖B‖Ip ≻ B,
‖B‖C = C1/2(‖B‖Ip)C1/2 ≻ C1/2BC1/2
and ‖B‖2C2 ≻ (C1/2BC1/2)2. Thus, tr(BC) = tr(C1/2BC1/2) 6 ‖B‖tr(C) and
tr(BCBC) = tr((C1/2BC1/2)2) 6 ‖B‖2tr(C2).
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Proof of Fact 2. We have
‖B‖ =
√
λmax(B⊤B) =
√
λmax(BB⊤) = ‖B⊤‖ and ‖C‖ 6 ‖B‖+ ‖B
⊤‖
2
= ‖B‖.
Proof of Fact 3. If A = B + iC, then
‖A‖ = sup
y∈Cp: ‖y‖=1
‖Ay‖ > sup
x∈Rp: ‖x‖=1
‖Ax‖ > sup
x∈Rp: ‖x‖=1
‖Bx‖ = ‖B‖,
where we have used the fact that ‖Ax‖2 = ‖Bx‖2 + ‖Cx‖2, x ∈ Rp, and, for some
nonzero x0 ∈ Rp, B⊤Bx0 = ‖B‖2x0 and ‖Bx0‖ = ‖B‖‖x0‖. Similarly, we get that
‖A‖ > ‖C‖. Q.e.d.
Proof of Fact 4. The spectral norm of A = (C − zIp)−1 is the square root of
λmax(A
∗A), where A∗ = A⊤ = (C−zIp)−1. If z = u+iv for u ∈ R and v = Im(z) > 0,
then
A∗A = (C − zIp)−1(C − zIp)−1 = ((C − uIp)2 + v2Ip)−1.
Hence, λmax(A
∗A) 6 1/v2 and ‖A‖ 6 1/v. Q.e.d.
Proof of Fact 5. Write C =
∑p
k=1 λkeke
⊤
k for some λk ∈ R and orthonormal vectors
ek ∈ Rp, 1 6 k 6 p. Then the result follows from the inequalities
|1+w⊤(C − zIp)−1w| > Im(w⊤(C − zIp)−1w) = Im
( p∑
k=1
(w⊤ek)
2
λk − z
)
=
= Im(z)
p∑
k=1
(w⊤ek)
2
|λk − z|2 > Im(z)
∣∣∣ p∑
k=1
(w⊤ek)
2
(λk − z)2
∣∣∣ = Im(z)|w⊤(C − zIp)−2w|.
Now, if C is positive definite, then C−k, k = 1, 2, are also positive definite and
w⊤C−2w = (C−1/2w)⊤C−1(C−1/2w) 6 ‖C−1‖‖C−1/2w‖2 = ‖C−1‖(w⊤C−1w).
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The latter implies desired bounds. Q.e.d.
Proof of Fact 6. Write z = u+ iv for u ∈ R and v > 0. We need to prove that
|z||1 + tr(B(C − zIp)−1)| = |z + tr(B(C/z − Ip)−1)| > v.
Since
|z + tr(B(C/z − Ip)−1)| > Im(z + tr(B(C/z − Ip)−1)) = v + Im(tr(B(C/z − Ip)−1)),
we only need to check that Im
(
tr(B(C/z − Ip)−1)
)
> 0. Let
S =
( u
|z|2C − Ip
)2
+
v2
|z|4C
2. (34)
Such S is invertible, symmetric, and positive definite, since
S = (C/z − Ip)(C/z − Ip)∗ = (C/z − Ip)∗(C/z − Ip) =
= (C/z − Ip)(C/z − Ip) = 1|z|2C
2 − 2u|z|2C + Ip
and C/z − Ip = (C − zIp)/z is invertible, where A∗ = A⊤. Additionally,
(C/z − Ip)−1 = (C/z − Ip)S−1 =
( u
|z|2C − Ip +
iv
|z|2C
)
S−1.
Therefore,
Im
(
tr(B(C/z − Ip)−1)
)
=
v
|z|2 tr(BCS
−1).
By the definition of S, C1/2 and S−1 commute, CS−1 = C1/2S−1C1/2, and
tr(BCS−1) = tr(BC1/2S−1C1/2) = tr(B1/2C1/2S−1C1/2B1/2).
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As it is shown above, S is symmetric and positive definite. Hence, S−1 is symmetric
positive definite and QS−1Q⊤ is symmetric positive semi-definite for any p×p matrix
Q. Taking Q = B1/2C1/2 yields
tr(BCS−1) = tr(QS−1Q⊤) > 0.
This proves the desired bound. Q.e.d.
Proof of Fact 7. The Sherman-Morrison formula states that
(A+ ww⊤)−1 = A−1 − A
−1ww⊤A−1
1 + w⊤A−1w
when 1 + w⊤A−1w 6= 0.
Taking traces we get the first identity. Multiplying by w and w⊤, we arrive at
w⊤(A+ ww⊤)−1w = w⊤A−1w − (w
⊤A−1w)2
1 + w⊤A−1w
=
w⊤A−1w
1 + w⊤A−1w
.
Q.e.d.
Proof of Fact 8. We have
(C − (−ε + iv)Ip)−1 − (C + εIp)−1 = iv(C − (−ε+ iv)Ip)−1(C + εIp)−1.
Arguing as in the proof of Fact 4, we see that
‖(C − (−ε+ iv)Ip)−1(C + εIp)−1‖ 6 ‖(C − (−ε+ iv)Ip)−1‖ ‖(C + εIp)−1‖ 6 ε−2.
Combining these relations and using the inequality |tr(A)| 6 p‖A‖, we get the desired
bound. Q.e.d.
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