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Abstract
A combination of secret sharing and multiparty computation (MPC) is a
potentially excellent approach to using sensitive information while protecting
it. However, such a combination is not yet practical because MPC is ineﬃcient
due to its large communication cost and because such a combination cannot be
eﬀectively used in heterogeneous environments that include users with diﬀerent
attributes. The objectives of our research are to reduce the communication
cost of MPC and to improve the practicality of secret sharing and MPC for use
in heterogeneous environments, thus resolving bottlenecks toward real-world
applications.
The communication cost of MPC is reduced in basic protocols and in pro-
grams of processing a large amount of data. To reduce the communication cost
of the basic protocols, we focus on the fact that the communication cost is pro-
portional to the size of the prime number used in secret sharing, i.e., the upper
bound of the values used in the protocol. We found that many basic protocols
of MPC (e.g. those for comparison and equality testing) have the following
pattern.
(1) Share a random number and its constituent bits. (2) Mask secret value
for the operation by using the random number and reveal the masked value that
consists of the secret value and the random number. (3) Decompose the revealed
value into bits. (4) Execute the required operation on bits of the random number
and those of the masked value with canceling the eﬀect of the random number.
Because most internal operations of this pattern are on bits, which take
only small values, the prime number can be reduced. The lower bound of the
size of the prime number is derived such that the functionality of the original
protocol is maintained. Because this lower bound is independent of the secret
input, using this bound does not reveal the secret. Communication cost of the
proposed methods was evaluated by applying the methods to random number
generation, least-significant bit extraction, comparison, equality testing, and bit
decomposition.
To reduce the cost of communication in processing a large amount of data,
we use the diﬀerence between two orders of magnitude of communication costs.
Amount N of data should be converted into a form that can be processed more
eﬃciently if the MPC required for these data needs a communication cost of
more than O(N). This conversion reduces the total communication cost because
it requires additional O(N) communication cost for the conversion while ac-
celerating the required MPC that consumes more than O(N) communication
costs. Many MPC operations are more eﬀective when data are decomposed
into bits. The smaller the prime number used in secret sharing, the more eﬃ-
cient the MPC. The proposed method can therefore be implemented by using a
combination of bit decomposition and modulus conversion (prime number con-
version). An eﬃcient protocol is proposed that accelerates this combination by
amalgamating bit decomposition and modulus conversion and applying mod-
ulus conversion recursively to the amalgamated process. Communication cost
of the proposed methods was evaluated by applying the methods to sorting se-
cret data, finding the longest common parts of two secret character strings, and
finding the longest similar parts of two signals.
In heterogeneous environments, data managers in diﬀerent organizations use
diﬀerent prime numbers for secret-sharing data. Because MPC works only
with one prime number used in secret-sharingt and the modulus conversion
works only on bit information, the prime numbers must be converted into the
same number by using bit decomposition and modulus conversion, resulting in
tremendous communication costs. Our proposed protocol for bit decomposi-
tion and modulus conversion is used to reduce the communication cost of prime
number unification. We also propose a modulus conversion protocol that can be
directly used for multi-bit information, making bit decomposition unnecessary,
and apply modulus conversion recursively in this multi-bit modulus conversion
to further accelerating it. The two methods (bit-wise and multi-bit methods)
can be used to reduce communication costs depending on whether the required
MPC is eﬀective for bit-decomposed data or multi-bit data.
We expect our research to form an important step toward the practical use
of secret sharing and MPC.
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概 要
情報の活用と保護の両立を可能にする技術として，秘密分散とマルチパーティ計算の組合せ
が期待されているが，マルチパーティ計算における参加者間の通信コストが大きいため非効率
であることに加え，異なる組織や管理者が混在する現実的なヘテロジニアス環境を考慮してい
ないため，実用化が進んでいない．そこで，本研究は，マルチパーティ計算の通信コストの削
減およびヘテロジニアス環境への対応を目的とし，実用化へのボトルネックの解消を狙う．
通信コストの削減は，基本プロトコルと大量データ処理の２つの面から検討する．基本プロ
トコルの通信コスト削減については，通信コストが対象データのビット数に比例すること，デー
タのビット数は秘密分散における法のビット数に等しいことに着目する．そして，計算の正確
性と情報の秘匿性を維持しながら，法のビット数を削減することを考える．この方針を具体化
するために，まず，大小比較や等号判定などのマルチパーティ計算の多くの基本演算は，任意
の秘密値に対して直接実行することは困難あるいは非効率であり，秘密値をビット分解して初
めて効率的に実行できることを明らかにする．この知見に基づき，多くの基本プロトコルは以
下の共通構造を有することを見出す．
1. 乱数とその各ビットを共有する．
2. 共有した乱数を用いて，演算の対象となる秘密の値をマスクし，マスクされた値（すなわ
ち演算対象と乱数から合成された値）を公開する．
3. 上記公開値をビットに分解する．
4. 乱数の各ビットと，公開値の各ビットを用いて，大小比較などの演算をビット分解状態で
実行すると共に，乱数の影響を除く．
上記の構造では，扱われる情報の大部分がビット情報であり，その取りうる値が小さいため，
データのビット数すなわち法のビット数を削減することが可能である．以上の分析に基づき，元
のプロトコルの機能を維持しながら，法のビット数をどこまで削減できるかの下限を導出する．
この下限は秘密の値とは独立に決めることができるため，法のビット数の削減に伴って秘密が
漏洩することはない．大小比較，等号判定，区間判定，ビット分解，最下位ビット抽出，乱数
生成に提案手法を適用し，これらのプロトコルの通信コストを従来方式に比べて 60% ∼ 80%削
減できることを明らかにする．
大量データ処理については，データ数に対する通信コストのオーダーの差に着目する．N 個
のデータに対するマルチパーティ計算の通信コストが 0(N)より大きい場合に，前処理のマル
チパーティ計算を用いて各データをより効率的な計算が可能な形式に変換した後，所期のマル
チパーティ計算を実行する．変換用マルチパーティ計算の通信コストは 0(N)であり，所期の
MPCの通信コストは 0(N)より大きいので，全体として効率が向上する．マルチパーティ計算
の多くの演算は，ビット分解された状態で効率的に実行可能であり，秘密分散の法が小さいほ
ど効率的であることから，ビット分解と法変換を用いた変換処理により提案手法を具体化する．
また，ビット分解と法変換を融合した上で，上記提案した基本プロトコルの効率化手法を適用
し，データ変換を効率的に行うプロトコルを提案する．秘匿データのソート，２つの秘匿文字
列の最長共通部分検出，２つの秘匿信号の最長類似部分検出に提案手法を適用し，秘匿データ
ソートの場合は従来方式，最長共通部分検知および最長類似信号検知の場合はナイーブな方式
に比べて，通信コストを 90% ∼ 99%削減できることを明らかにする．
ヘテロジニアス環境では，異なる組織や管理者が，複数のデータを異なる法を用いて秘密分
散する状況が想定される．マルチパーティ計算は同じ法の秘密分散データの間でのみ実行可能
であり，法変換はビット状態でのみ実行可能であるため，ビット分解と法変換を用いた前処理
により法を一致させる必要があるが，その通信コストは膨大である．そこで，上記提案したビッ
ト分解とビット法変換の効率的なプロトコルを用いて前処理を効率化する第一の手法を提案す
る．また，ビット分解を行わず，多ビットのままで法変換を行い，その過程で上記提案した基本
プロトコルの効率化手法を用いる効率的な多ビット法変換プロトコルを提案した．この多ビッ
ト法変換プロトコルは，従来のビット分解を伴う方式に比べて，通信量を 80% ∼ 85%削減する
ことができる．複数データ間で行うマルチパーティ計算がビット状態で効率的である場合は第
一の手法，ビット状態では非効率の場合は第二の手法により，いずれも効率化が可能となる．
以上の研究を通じて，マルチパーティ計算の基本プロトコル，大量データの処理，ヘテロジ
ニアス環境への適用における通信コストの削減手法として，法変換によるビット数の削減およ
び法変換とビット分解の融合の有効性を明らかにした．
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1 序論
個人情報の集積と活用によって，オンラインビジネス，電子行政，医療などの様々な分野のサービスの
高度化が進んでいる．また，多量の個人情報を含むビッグデータの活用も期待されている（文献 [24]）．し
かし，これらの個人情報の活用にあたっては，個人情報の保護が大きな問題になっている（文献 [45, 43]）．
また，クラウドコンピューティングによって，情報装置を集約し，コストを削減することが多くの企業や官
公庁で進んでいる．しかし，クラウドコンピューティングの活用にあたっては，遠隔サーバに預けた機密情
報の保護が問題になっている（文献 [16]）．このような状況下で，情報の活用と保護の両立が，情報処理の
重要な課題になってきた．
情報の活用と保護の両立に向けた技術として，情報を秘匿した状態で計算を行う秘密計算が期待されて
いる．秘密計算では，m組の情報 I1, I2, · · · , Im を秘匿した状態で入力し，その関数値 f(I1, I2, · · · , Im)を
秘匿した状態で出力する．計算の全ての過程において情報を秘匿しているので，外部からの攻撃だけでな
く内部からの攻撃（例えば当該計算を行うサーバの管理者の不正）に対しても安全性を向上することがで
きる．また，f に関して制限がない方式，すなわち，平文情報に対して計算可能な任意の関数を秘匿情報に
対して計算可能とする方式がいくつか提案されており，情報の多様な活用も可能である．
本研究では，秘密計算の一つの手法として，秘密分散とマルチパーティ計算（Multi-party Computation
: MPC）を用いる方法を取り上げる．この方法では，m組の情報 I1, I2, · · · , Imの各々を秘密分散によって
複数の参加者に分散することで秘匿する．この秘匿した情報を復号することなく，参加者間で通信を行い，
MPCによって関数値 f(I1, I2, · · · , Im)の分散値を算出する．秘密分散の方式として，Shamir(k, n)閾値秘
密分散法（文献 [32]）などの閾値の方法を用いれば，一度に閾値以上の計算機が侵入されない限り，外部か
らの攻撃に対して安全である．また，個々の計算機を異なる管理者が管理する場合には，閾値以上の管理者
が結託しない限り，内部からの攻撃に対しても安全である．また，MPCは，平文に対して計算可能な任意
の関数 f を秘密分散された情報に対して計算可能であるため，情報処理の範囲が制限されることはない．こ
のように，秘密分散とMPCを用いる秘密計算方式は有望と考えられており，電子投票やアンケート集計，
データベースなどに幅広く応用が検討されている（文献 [5, 37, 44, 46, 50]）．しかしながら，この方式は，
MPCの処理効率が低いこと，および，現実的な運用を考慮していないため，未だ試適用の段階にあり，実
用化には至っていない．そこで，本研究では，MPCの処理効率の向上および，秘密分散とMPCの運用に
関わる問題の解決を目的とする．本研究のフェーズは，基礎研究と実用化研究の中間に位置する．現状の
MPCに本研究の成果を加えても直ちに実用化につながるとは言えないが，実用化へのボトルネックの一部
を緩和することは可能である．
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1.1 マルパーティ計算の効率化
マルチパーティ計算の効率が低い理由として以下の 2つがあげられる．
(1) 基本演算の効率が低い．
全てのMPCは，和（足し算）と積（掛け算）の組合せによって実行されるので，積は極めて使用頻度
の高い演算である．しかし，通常計算の積が機械語 1命令であるのに対して，MPCの積は参加者間
の通信を必要とするので効率が低い．大小比較（a > b）や等号判定（a = b）は，通常計算では機械
語 1命令である．しかし，MPCでは，複数の和と積から構成される．たとえば，等号判定は，文献
[26]の場合，81ℓ回の積を含み，各々の積が前述のように参加者間の通信を必要とする．ここで，ℓは
比較の対象となるデータのビット数である．同じ文献によると，大小比較は 279ℓ+ 5回の積を含む．
(2) 通常計算のための効率化手法が利用できない．
通常計算の分野では，大規模データの計算を効率化するために様々な手法が確立しているが，それら
の手法の多くは情報漏洩を伴う．MPCは元々情報を秘匿しながら計算することを目的としているの
で，情報漏洩を伴う従来の効率化手法を利用できない．たとえば，N 個の個人データ d[i](1 ≤ i ≤ N)
の中から，値が dであるデータを探索することを考える．通常計算では，次のようなインデックス
e[i](1 ≤ i ≤ N)を設けることが多い．すなわち，e[i]は，{e[1], e[2], · · · , e[n]} = {1, 2, · · · , n}かつ
d[e[j]] ≤ d[e[j + 1]]を満たすデータである（1 ≤ j ≤ n− 1）．このインデックス e[i]を用いた 2分探
索によって，0(logN)のコストの検索が可能である．しかし，e[i]からは，d[i]のうち d[e[1]]が最小
であり，d[e[N ]]最大であることや，d[e[j]]と d[e[j +1]]は等しいか近い値であることの情報漏洩が生
じる．したがって，このような従来の効率化手法を用いることはできず，特別の工夫をしない限り，
検索コストは 0(N)となる．
MPCの処理効率を向上するために従来は以下の研究が行われてきた．
(1) 基本演算の効率化
この方向のほとんどの研究は，大小比較や等号判定などの基本演算に含まれる積の回数を減らすこと，およ
び，より多くの積を並列に実行できるようにすることを追求してきた（文献 [5, 12, 26, 30, 34, 2, 19, 21]）．
(2) データが多い場合の効率化
通常計算における効率化，あるいはそれに相当する効率化手法であって，情報漏洩のない手法が検討
されている．たとえば，Laur, 濱田らは，N 個のデータの並びをランダムかつ秘密に並び替えるMPC
のプロトコルを提案している（文献 [31, 51]）．このランダム置換プロトコルを用いてN 個の個人デー
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タ d[i](1 ≤ i ≤ N)の並びを d′[i](1 ≤ i ≤ N)に並び替えた後に，上述した索引 e[i](1 ≤ i ≤ N)を生
成・利用する．その場合，d′[e[1]]が最小であり，d′[e[N ]]が最大であることや，d′[e[j]]と d′[e[j + 1]]
は等しいか近い値であることが漏洩したとしても，それらと元の d[i]との対応が分からないので，d[i]
に関しての情報漏洩は生じない．その結果，情報漏洩を生じることなく，0(logN)のコストの検索が
可能となる（文献 [52]）．同様の手法で，データベースの結合演算を効率化する手法も提案されている
（文献 [49]）．
(3) 複数の基本演算の一括処理
内積演算
∑N
i=1 aibiはN 回のMPCの積を含んでいるが，これを 1回の積に一括化できることが知ら
れている（文献 [30]）．また (a1 = b1) ∧ (a1 = b1) ∧ · · · ∧ (aN = bN )はN 回の等号判定を含み，1回
の等号判定が 91ℓ回の積を含むので，合計で 91ℓN 回の積を含むが，これを 91(ℓ+N)回の積に一括
化できることが知られている（文献 [18, 20]）．
(4) プログラムレベルの効率化
Kerschbaumらは，MPCを含んだプログラムを解析し，安全性を維持しながら，MPC部分を最小化
することでプログラムの効率を向上する手法（文献 [17]）および，プログラムの抽象的な記述を入力
し，その部分毎に最適なMPCプロトコルを選択する手法（文献 [22]）を提案している. Urmoneitら
は，MPC部分を最小化する最適化コンパイラの処理効率を向上した（文献 [35]）.
本研究では，上記 (1)基本演算の効率化および (2)データが多い場合の効率化を，法変換を用いた新しい
アプローチにより検討した．(2)では，法変換をビット分解と組み合わせて用いるが，(3)複数の基本演算
の一括処理の観点から，この 2つを一括して処理し，さらに効率を高めている．法変換とビット分解の一
括化処理は他の応用にも適用可能であり，単独でも有用である．
最初にMPCの性能と法の大きさの関係および法変換の機能について説明する．m組の情報 Ii(1 <= i <=
m)を秘密分散する際には，素数 pを用い，各々 0以上 p未満の値として分散する．すなわち，参加者を n
人とすると，Iiを 0以上 p未満の n個の分散値 [Ii]jp(1 ≤ i ≤ m, 1 ≤ j ≤ n)に分散する．秘密分散の後，n
人の参加者の間でMPCにより，[f(I1, I2, · · · , Im)]j(1 ≤ j ≤ n)を算出する．この計算の途中に算出される
値は全て素数 pを用いて秘密分散される．MPCでは，これらの分散値を参加者間で通信するので，MPC
の通信コストは，分散値のビット数すなわち pのビット数 ℓp に比例する．
従来手法では，pは，Ii(1 ≤ i ≤ m), f(I1, I2, · · · , Im)および途中の分散値の取りうる最大値（すなわち当
該計算における最大値）を表現可能なビット数 ℓpに設定していた．なぜならば，pのビット数 ℓpが最大値
のビット数以下である場合には，桁溢れにより，計算の値が変わってしまうからである．法変換は sの分
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散値 [si]jp(1 ≤ i ≤ m, 1 ≤ j ≤ n)を，異なる素数 p′を用いた分散値 [si]jp′ に変換する処理である．本研究で
は，この法変換を利用する．
(1) 基本演算の効率化
基本的な着眼点として，従来のように積プロトコルの回数の低減や並列度の増加を目指すのではなく，
積プロトコルにおける通信データ量の削減を目指す．大小比較や等号判定などのMPCの基本プロト
コルは，ビットの状態の演算（ビット演算）を内部で多用している．そのためプロトコルの入出力の
最大値が大きくても，内部のビット演算における情報の最大値はそれよりも小さい．そこで，プロト
コル内部のビット演算の部分において，法 pの代わりに，より小さな法 p′を用いて秘密分散を行い，
ビット演算部分とそれ以外の部分を法変換によって接続する．これにより，法 pのビット数 ℓp に比
例したコストから，より小さい法 p′のビット数 ℓp′ に比例したコストに低減する．大小比較，等号判
定，区間判定，ビット分解，最下位ビット抽出，乱数生成において，提案方式を具体化し，通信量を
従来の 60% ∼ 80%程度に削減できることを明らかにする．
(2) データが多い場合の効率化
Ｎ個のデータに対する基本演算の実行回数の増加オーダーが 0(N)よりも大きい場合を対象として，
データをより効率的な処理が可能な形式に変換することで，全体の効率を向上する．データを一つず
つ変換する場合，変換処理のコストは 0(N)である．一方，変換後の処理は 0(N)より大きく，たと
えば 0(N2)である．したがって，データ変換に 0(N)のコストを費やしたとしても，その後の 0(N)
より大きい計算が効率化されるので，全体として，効率が向上する．1個のデータに対する変換前後
の処理コストの比を Rとすると，N が大きくなった時には，変換コストが無視できるようになるの
で，コスト低減効果は Rに収束する．このようなデータ変換を，法変換とビット分解により具体化
する．秘匿データのソート，秘匿文字列の最長共通部分検出，秘密信号列の最長類似部分検出に提案
方式を適用し，通信量の削減効果を明らかにする．また，上記のデータ変換における法変換とビット
分解を逐次的に実行するのではなく一括化し，さらに，その過程において上記 (1)で提案した法変換
に基づく効率化を適用した．その結果，データ変換の通信量を 80% ∼ 85%程度に削減することがで
きた．ここで提案した法変換とビット分解の効率的なプロトコル（Advance Bit Decomposition and
Prime Conversion: ABDPCプロトコル）は，後述するヘテロ環境での秘密分散とMPCの運用でも
有効活用できる．
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1.2 運用に関わる問題の解決
実環境において，秘密分散とマルチパーティ計算の組合せを運用する場合，異なる組織や管理者が，複数
のデータを異なる法を用いて秘密分散し，それらの秘密分散されたデータの間でMPCを実行する状況が
想定される．異なる法で分散されたデータの間でMPCを直接実行することはできないので，前処理によ
り法を揃える必要がある．情報の保護の観点から，前処理もMPCで実行する必要がある．この前処理の
MPCでは，最も大きな法で秘密分散されたデータを除く全てのデータについて，法変換を行い，最も大き
な法で秘密分散しなおす必要がある．従来の法変換プロトコルは，ビット単位でのみ実行可能であるため，
データをビット分解した後，各ビットについて法変換を行う必要があるが，このビット分解と法変換の通
信コストは極めて大きい．
このようなヘテロ環境における効率の問題に対して，本研究では，以下の２つの手法を検討した．
(1) ABDPCプロトコルの利用による効率化
上述した法変換とビット分解の効率的なプロトコルABDPCプロトコルにより，全てのデータをビッ
ト分解し，かつ同一の小さい法により秘密分散しなおす．その後，異なる法のデータの間で実行した
かったMPC（元々実行したかったMPC）と等価な演算を，小さい法のビット分解状態で実行する．
(2) 効率的な多ビット法変換
ビット分解を経ずに多ビット状態のままで法変換を行うプロトコルを提案し，さらに，そのプロトコ
ルに，上述した小さい法に基づく効率化を取り入れ，効率的な多ビット法変換プロトコル（Advanced
Multi-Bit Prime Conversion: AMBPCプロトコル）を提案する．AMBPCプロトコルを用いて，少
ない通信コストで法を揃えた後，元々実行したかったMPCを実行する．
本論文の構成は以下の通りである．2章では，秘密分散とMPCに関する先行研究を概観すると共に，代
表的なプロトコル特に法変換プロトコルについて詳述する．3章では，法変換を用いた基本演算の効率化に
ついて述べる．4章では，法変換とビット分解を用いた，データが多い場合の効率化について述べる．また，
法変換とビット分解の一括化および小さい法の適用によってさらに効率化した ABDPCプロトコルについ
て述べる．5章では，秘密分散とMPCを実運用する際に問題となるヘテロ環境における効率について，法
変換を用いた解決手法を述べる．6章では，結論と今後の課題について述べる．
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2 マルチパーティプロトコルと法変換
2.1 はじめに
マルチパーティプロトコルの方式は以下の 2種類に大別できる（表 2.1）．
(1) 平文情報を前提とする方式（文献 [4, 6, 1, 13]）
参加者が各々平文の秘密情報を持ち，参加者間の通信により秘密情報を外部に漏洩することなく，秘
密情報の関数値を計算する．たとえば，複数の企業が各々顧客の購買履歴を持ち，企業間の通信によ
り，企業間にまたがる顧客の購買行動を分析する．
(2) 秘密分散を前提とする方式（文献 [12, 26, 30, 8]）
参加者が各々秘密情報の分散値を持ち，参加者間の通信により分散値を外部に漏洩することなく，秘
密情報の関数値の分散値を計算する．たとえば，各顧客が各企業に対する購買履歴を保有しており，
その履歴情報を分散して，データマイニングを行いたい企業の複数のサーバに渡す．企業はサーバ間
の通信により，顧客の購買履歴を分析する．
上記２つの方式は表 2.1のような特定を持つ．
表 2.1: マルチパーティ方式の比較
方式 安全性 データ容量
外部の攻撃者に対して 内部の攻撃者に対して
平文前提方式 個々の参加者の計算機に侵
入されると当該参加者の持
つ情報が漏洩
個々の参加者（企業等）の
内部構成員は，当該参加者
の情報を漏洩させることが
容易
秘密情報の情報量に比例
秘密分散前提方式 閾値以上の計算機に侵入さ
れると全情報が漏洩
個々の計算機の管理者が異
なる場合には，閾値以上の
管理者が結託しない限り情
報漏洩はない．結託したら
全情報が漏洩
参加者数を nとすると，秘
密情報の情報量の n倍に比
例
秘密分散前提方式における敷居値を平文前提方式における参加者数に等しく設定しておけば，閾値以上
の計算機が侵入されるか閾値以上の内部構成員が結託する場合には，両方式共に全情報が漏洩し，閾値以
下の計算機が侵入されるか閾値以下の内部構成員が結託する場合には，平文前提方式は相当分の情報が漏
洩するが秘密分散前提方式は全く情報漏洩しない．一方，表 2.1に示すように，秘密分散前提方式はより大
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きなデータ容量を必要とする．したがって，秘密分散前提方式は安全性がより高く，メモリ効率がより低い
方式と言える．本研究では，秘密分散前提方式を取り上げる．
秘密分散には様々な方式があり（文献 [29, 38, 32]），秘密分散を前提とするマルチパーティ計算は，前提
となる秘密分散方式によって異なる．ここでは，代表的な秘密分散方式である Shamir(k, n)閾値秘密分散
法を前提とする．以下では，Shamir(k, n)閾値秘密分散法，それを前提とするマルチパーティ計算を概観す
ると共に，大小比較や等号判定などの基本プロトコルの具体例を詳述し，最後に，法変換プロトコルについ
て詳述する．
2.2 表記規則
• k : 秘密の復元に必要なシェアの個数．
• n : シェアの分散数．
• log x : 底が 2の対数であり，すなわち log2 x．
• p : ℓp ビットで表現される素数．なお，ℓp = ⌊log p⌋+ 1．
• s.i : iは添え字．s.1と s.2は区別される．
• sB : sB ∈ {0, 1}．
• si : sの iビット目（si ∈ {0, 1}）．s1が最下位ビットである．なお，(a+ b (mod p))iと記した場合，
GF (p)上で aと bを加算した結果の iビット目を示す．
• si∼j : sの iビット目から jビット目までのベクトル．すなわち，si∼j は (si, s(i+1), · · · , sj)と等しい．
• [s]p : sを素数 pで分散したシェア．
• [s] ：あるプロトコルで，素数 pで分散したシェアしか用いられていない場合，下付きの pを省略す
る．また，pのサイズは ℓとする．
• [a]p + [b]p : 秘密情報 a, b ∈ Zp の和のシェア [a+ b (mod p)]p を得るプロトコル．
• [a]p × [b]p : 秘密情報 a, b ∈ Zp の積のシェア [a× b (mod p)]p を得るプロトコル．
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2.3 Shamir(k, n)閾値秘密分散法
秘密情報 s ∈ Zp を定数とし，r.i ∈ Zp を乱数とする多項式
f(x) = s+ (r.1)x+ (r.2)x2 + · · ·+ (r.(k − 1))xk−1 (mod p) (1)
をつくる (文献 [32])．n人の参加者 Pdに，シェア f(d)を配布する（1 ≤ d ≤ n, dは整数）．シェア f(d)を
k個以上集めると k− 1次の多項式が一意に定めるため，秘密情報 sが求まる．k個未満のシェアからは，s
について全く情報を得ることが出来ない．
2.4 マルチパーティ計算（MPC）
2.4.1 概要
秘密情報を秘匿したまま，秘密分散法で分散されたシェアから，その関数値のシェアを求める手法であ
る．和プロトコル，積プロトコル，乱数生成プロトコル，秘密情報公開プロトコルが最も基礎的なMPCで
ある．また，それらの基礎的なMPCを組み合わせて構成された上位プロトコルとして，大小比較プロトコ
ルや，等号判定プロトコルなどがある．
2.4.2 和プロトコル
[a]および [b]から，[c] = [a+ b]を求める．[c]を得るには各参加者が独立に GF (p)上でシェア [a]と [b]
を足せばよい．GF (p)上の差 [a− b]についても同様にして求めることができる．和プロトコルでは，参加
者間の通信が不要であるため処理コストは無視できる．
2.4.3 積プロトコル
[a]および [b]から，[a · b]を求める（文献 [5, 14, 7]）．その処理コストは，参加者間の通信量として見積
もられる．1回の積プロトコルを実行するためには n人の参加者間で相互に通信するため，n(n − 1)回の
通信が必要となる．ただし，[a]と公開情報 eの積 [c] = [a · e]を得る場合，通信は不要である．
2.4.4 乱数生成プロトコル
（Joint Random Number Sharing(JRNS)プロトコル）
乱数のシェア [r]を出力する．下記のステップ 1で，参加者iはローカルな乱数生成処理を用いて乱数 r.i
を生成し，それを分散する（1 ≤ i ≤ n）．ステップ 2で各参加者からのシェアを足し合わせて [r]を求め，
ステップ 3で出力する．rは {0, · · · , p− 1}において一様に分布する乱数となることが知られている（文献
14
[3]）．本プロトコルは，ステップ 1において積プロトコル 1回と等価な通信コストを必要とする．なお，乱
数生成に用いる暗号計算としては，ストリーム暗号の乱数生成部分などがある．
Algorithm JRNSプロトコル
1: Playeri が乱数 [r.i]を分散する (1 ≤ i ≤ n)
2: [r]← [r.1] + · · ·+ [r.n]
3: [r]を出力
2.4.5 秘密情報公開プロトコル（Revealプロトコル）
Shamir(k, n)閾値秘密分散法と素数 pを用いて分散された秘密情報 sを，n人の参加者のうち k人以上に
公開する．秘密情報 sを知りたいm人（k ≤ m ≤ n）の参加者の各々が，自分の持つシェアを自分以外の
m− 1人の参加者に送る．その結果，m人の参加者は，各々 k個以上のシェアを持つ．各人は，これらの
シェアからラグランジュ補間を用いて，秘密情報 sを算出する．
提案方式の正確性に関わる点を，ここで述べておく．Revealプロトコルは，GF (p)上で秘密分散された
秘密を，GF (p)上で正しく復元することができる．すなわち，素数 pの値の大小に関わらず，秘密分散時
と復元時の pが等しければ，秘密情報の正しい復元が可能である（文献 [32]）．
2.4.6 通信量とラウンド数
MPCでは等号判定，大小比較，区間判定などの上位レベルプロトコルが知られている．これらのプロト
コルは主に和と積プロトコルで構成されるため，それらの処理コストは，必要な積プロトコルの回数で評
価される．処理コストの評価には二つの評価指標がある．一つは通信量であり，積プロトコルの回数で表さ
れる．もう一つは，ラウンド数と呼ばれる並列処理を考慮した積プロトコルの実行回数である（文献 [14]）．
ラウンド数の評価では，できる限り並列処理を行う．例えば，[a] · [b] · [c] · [d]という処理において，[a] · [b]
と [c] · [d]を並列に実行し，それぞれの結果を掛け合わせることで，通信量は 3，ラウンド数は 2となる．
2.5 上位プロトコル
2.5.1 Joint Random Bit Sharing(JRBS)プロトコル
1ビットの乱数のシェア [rB ]p を得る．通信量は 2，ラウンドは 2である（文献 [12]）．
JRNS（2.4.4節）を用いて乱数 [r]を生成する．ステップ 2,3では [r]の二乗を計算し，その結果を aとし
て公開する．ステップ 4で，その平方根を取る．素数 pを法とすると，aの平方根は 2つ存在する．ステッ
プ 5で，二つの平方根 r′.1と r′.2のうち小さい方を選び，r′とする．r′ ∈ {r, p− r}である．ステップ 6で
r′ から 1ビットの乱数 [rB ]を計算する．
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Algorithm JRBSプロトコル
1: [r]← JRNS
2: [a]← [r] · [r]
3: a← Reveal([a])
4: r′.1, r′.2← √a (mod p)
5: r′ ← min(r′.1, r′.2)
6: [rB ]← ([r]/r′ + 1)/2 (mod p)
7: [rB ]を出力
提案方式の安全性の説明に関わる点を，ここで述べておく．JRBSプロトコルの出力する乱数 rBは {0, 1}
において一様である．また，JRBSプロトコルの過程から rB の値を推定することはできない．これらの点
は，法 pの値に関わらず成立する（文献 [12]）．
2.5.2 Bitwise Less− Than(BLT)プロトコル
GF (p)の 2つの要素 aと bを，ビットに分解されたシェア [ai]と [bi](1 ≤ i ≤ ℓ)の形で入力し，[a < b]を
出力する（文献 [12, 26]）．すなわち，a < bならば [1], さもなければ [0]を出力する．本プロトコルの通信
量は 19ℓ，ラウンド数は 8である．実現方法の詳細は 3.3.2節にて説明する．なお，[ai]と [bi](1 ≤ i ≤ ℓ)の
うち一方が平文であってもよい．一方が平文の場合は，通信量は 17ℓ，ラウンド数は 7である（文献 [12]）．
2.5.3 Joint Random Number Bitwise− Sharing(JRNBS)プロトコル
乱数 r ∈ Zpのビット分解されたシェア [ri](1 ≤ i ≤ ℓ)を出力する．通信量は 76ℓ，7ラウンドである（文
献 [26]）．JRNBSプロトコルの処理を下に示す．また，その構造を図 2.1に示す．
Algorithm JRNBSプロトコル
1: [r1∼ℓ]← JRBSを ℓ回
2: [vB ]← [r1∼ℓ] < p
3: vB ← Reveal([vB ])
4: もしも vB = 1（つまり，r < p）なら 5へ進む．
さもなければ最初からやり直す．
5: [r1∼ℓ]を出力
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図 2.1: JRNBSプロトコル階層
本プロトコルは，ステップ 1において，JRBSプロトコルを ℓ回実行して，[r]のビット表現 [r1∼ℓ]を生
成する．ステップ 2で，BLTプロトコルを用いて [r]のビットと素数 pを比較し，r < pを判定する．ス
テップ 3で判定結果の vB を公開する．vB は r < pの真偽を表す 1ビット情報である．r < pが真であれ
ばステップ 5で [r1∼ℓ]を出力，偽であれば，処理を最初からやり直す．このループの回数は生成される乱
数 rと素数 pに依存するが，文献 [26]によるとコストの見積もりにおいてはループの回数を 4回と考えて
よい．この 4回のループは，並列実行が可能であり，ラウンド数 7は並列実行を前提としている．全体の
通信量（76ℓ）のうち，BLTプロトコル 4回分の通信量は 68ℓである．
2.5.4 大小比較プロトコル
[a]および [b]が与えられているとき，[a > b]を出力する．すなわち，a > bの真偽によって [1]または [0]
を出力する．
大小比較プロトコルは様々な方式文献 [12, 26, 30]が提案されているが，通信量，ラウンド数共に文献 [26]
が最も小さいため，本研究ではこれを取り上げる．文献 [26]の通信量は 279ℓ + 5であり，15ラウンドで
ある．
大小比較プロトコルは a > p2 と b >
p
2 と (b − a (mod p)) > p2 を計算する．a > p2 かつ b < p2 のとき，
a > bである．また a > p2 かつ b >
p
2 かつ (b− a (mod p)) > p2 のとき，a > bである．詳細は省略するが，
このように a > bを別の条件判定の組合せに置き換えることで，[a > b]を得る．Least Significant Bit(LSB)
プロトコルを用いて，[a > p/2]と [b > p/2]と [(b－ a) > p/2]を計算し，その結果から，積プロトコルを
用いて，[a < b]を計算する．
以下では，LSBプロトコルによる [a > p/2]と [b > p/2]と [(b－ a) > p/2]の計算について，[a > p/2]
を例として説明する．LSBプロトコルは，与えられたシェアの最下位ビットを求めるプロトコルである．
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2a (mod p)の最下位ビットが 1のとき，2a > pすなわち a > p/2であり，2a (mod p)の最下位ビットが
0とき， a < p/2である．したがって，LSBプロトコルを用いて，[2a]の最下位ビットを求めることで，
[a > p/2]を求めることができる．
LSBプロトコルの流れを以下に示す．また，以下では c = 2aとし，cの最下位ビットを求めるものとする．
Algorithm LSBプロトコル
Input: [c]
1: [r1∼ℓ]← JRNBS
2: [r]← [r1∼ℓ]
3: [v]← [c] + [r]
4: v ← Reveal([v])
5: [uB ]← v < [r1∼ℓ]
6: [dB ]← v1 ⊕ [r1]
7: [tB ]← [uB ] · (1− [dB ]) + (1− [uB ])× [dB ]
8: [tB ]を出力
LSBプロトコルは，上記のステップ 1，2において，JRNBSプロトコルを用いて乱数 [r]およびそのビッ
ト表現 [ri](1 ≤ i ≤ ℓ)を参加者間で共有する．次にステップ 3および 4において，c+ r (mod p)を vとし
て公開する．ステップ 5において，BLTプロトコルを用いて，c+ r < r（すなわち c+ r > p）の判定を行
い，結果を [uB ]とする．uB は c+ r > pの真偽を表す 1ビットの情報である．uB = 0すなわち c+ r < p
のとき，v1 = c1 ⊕ r1 であり，v1 と [r1]が参加者間で共有されているため，[c1] = v1 ⊕ [r1]を計算するこ
とができる（ステップ 6）．なお，ステップ 6の dB は，uB = 0のときの c1 を表す 1ビット情報である．
uB = 1すなわち c + r > pのときは，(c + r (mod p))1 = ¬(c1 ⊕ r1)＝ (1―dB)となるので，ステップ 7
により，uB = 1および 0の両方の場合について，[c1]を算出する．
上記のステップ 1の JRNBSプロトコルのなかでBLTプロトコルを 4回用いる．また，ステップ 5でBLT
プロトコルを用いるので，[a > p/2]の計算にBLTプロトコルを合計 5回用いる．[b > p/2]と [(b－ a) > p/2]
の計算も同様であるため，大小比較プロトコル中で BLTプロトコルを 15回用いることになり，BLTプロ
トコルの通信量は，255ℓ = 15× 17ℓとなる．
2.5.5 等号判定プロトコル
[a]および [b]が与えられているとき，[a = b]を得る．すなわち，a = bの真偽によって [1]または [0]を
出力する．
文献 [10]では，フェルマーの小定理を利用して等号判定プロトコルが可能であることを示している．この
手法は文献 [9]で実装されている．しかし，この手法はラウンド数が ℓに比例する．文献 [12]ではビット分
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解プロトコルを用いて 98ℓ + 94ℓ log ℓ回，39ラウンドの等号判定プロトコルが提案された．この手法はラ
ウンド数が ℓに比例しない．さらに文献 [26]では，処理コストが 81ℓ回，8ラウンドの手法が提案された．
本研究ではこれらのプロトコルの内で，定数ラウンドかつ最も通信量が小さい文献 [26]の等号判定プロ
トコルを用いる．
Algorithm 等号判定プロトコル
Input: [a], [b]
1: [r1∼ℓ]p ← JRNBS
2: [r]p ← [r1∼ℓ]p
3: [v]← [a]− [b] + [r]
4: v ← Reveal([v])
5: for i := 1 ∼ ℓ do
6: if vi = 0 then
7: [ci]← 1− [ri]
8: else
9: [ci]← [ri]
10: end if
11: end for
12: [tB ]← UnboundedFanInAnd([c1∼ℓ])
13: [tB ]を出力
等号判定プロトコルは，ステップ 1，2において，JRNBSプロトコルを用い，参加者間で乱数 [r]およびそ
のビット表現 [ri](1 ≤ i ≤ ℓ)を共有する．ステップ 3，4において，[a− b]に乱数を加算して，v = (a－ b+ r
(mod p))を公開する．v = rと a = bは等価である．したがって，ステップ 5から 12において，v = rすなわ
ち vi = ri(1 ≤ i ≤ ℓ)の判定を行う．詳細は省略するが，[ci] = [vi = ri]であり，Unbounded Fan− In And
プロトコルを用いて，[c1∼ℓ]の論理積を計算することで，[a = b]を求めることができる．なお，[tB ]は [a = b]
を表す 1ビットのシェアである．等号判定プロトコルでは，JRNBSプロトコルが用いられるので，BLTプ
ロトコルが 4 回用いられる．その通信量は 68ℓ = 4 · 17ℓである．
2.5.6 区間判定プロトコル
[a]および公開値 b，cが与えられているとき，[b < a < c]を得る．すなわち，b < a < cの真偽によって
[1]または [0]を出力する．
区間判定プロトコルは様々な方式（文献 [12, 26, 27]）が提案されているが，通信量，ラウンド数共に文
献 [26]が最も小さいため，本研究ではこれを取り上げる．文献 [26]の方式の通信量は 110ℓ+ 1であり，13
ラウンドである．このプロトコルの詳細を以下に記す．
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Algorithm 区間判定プロトコル
Input: [a], b, c
1: [r1∼ℓ]← JRNBS
2: [r]← [r1∼ℓ]
3: [v]← [a] + [r]
4: v ← Reveal([v])
5: if c ≤ v then
6: d.1 = v − b
7: d.2 = v − c
8: end if
9: if v ≤ b then
10: d.1 = v + p− c
11: d.2 = v + p− b
12: end if
13: if b < v < c then
14: d.1 = v − b− 1
15: d.2 = v + p− c− 1
16: end if
17: [uB .1]← [r1∼ℓ] < d.1
18: [uB .2]← [r1∼ℓ] < d.2
19: if v ≤ b or c ≤ v then
20: [uB ]← [uB .1] · [uB .2]
21: end if
22: if b < v < c then
23: [uB ]← 1− [uB .1] · [uB .2]
24: end if
25: [uB ]を出力
区間判定プロトコルは，上記のステップ 1から 4に示すように，JRNBSプロトコルを用いて乱数 [r]お
よびそのビット表現 [ri](1 ≤ i ≤ ℓ)を参加者間で共有し，[a]に乱数を加算して，v = a + r を公開する．
c ≤ v と b < v < c と v ≤ b のそれぞれについて異なる処理を行う．ここでは，c ≤ v の場合について
説明する．このとき，詳細は省略するが，b < a < cと (a + r − c (mod p)) < r < (a + r − b (mod p))
は等価である．v = (a + r (mod p))と bと cが公開されているので，(a + r − c (mod p))と (a + r − b
(mod p))を計算することができる．[ri]は共有されているので，BLTプロトコルを 2 回用いて，(a+ r− c
(mod p)) < r < (a+ r − b (mod p))の条件判定ができる．
b < v < cや v ≤ bについても同様に，b < a < cと等価な条件判定が存在する．ステップ 17から 23は，
これら三つの条件判定をまとめて行っている．なお，uB は，b < a < cの真偽を表す 1ビット情報である．
区間判定では，JRNBSプロトコルに加え，BLTプロトコルが 2 回用いられているため，BLTプロトコル
が合計 6回用いられる．その通信量は 102ℓ = 6 · 17ℓである．
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2.5.7 ビット分解プロトコル
あるシェア [s] に対して，そのビット表現 [s1∼ℓ] を求めるプロトコルである．[s (mod 2i)] および [s
(mod 2i−1)]を求め，式 2を計算することで，そのビット各位 [si]を求める (1 < i ≤ ℓ)．
[si]←
⎧⎨⎩[s (mod 2)] (i = 1)[s (mod 2i)]−[s (mod 2i−1)]
2i−1 (i > 1)
(2)
具体的な方法を以下に示す．
Algorithm ビット分解プロトコル
Input: [s]
1: [r1∼ℓ]← JRNBS
2: [r]← [r1∼ℓ]
3: [c]← [s] + [r]
4: c← Reveal([c])
5: c′ ← c+ p
6: [f ]← [r1∼ℓ] > c
7: for i := 1 ∼ ℓ do
8: [c˜i]← [f ] · (c′i − ci) + ci
9: end for
10: [s (mod 2ℓ)]← [s]
11: for i := (ℓ− 1) ∼ 1 do
12: [ui]← [r1∼i] > [c˜1∼i]
13: [c˜ (mod 2i)]← [c˜1∼i]
14: [r (mod 2i)]← [r1∼i]
15: [s (mod 2i)]← [c˜ (mod 2i)]− [r (mod 2i)] + 2i[ui]
16: [si+1]← [s (mod 2
i+1)]−[s (mod 2i)]
2i
17: end for
18: [s1]← [s (mod 2)]
19: [s1∼ℓ]を出力
シェア [s]に乱数 [r]を加算して，公開する (ステップ 1～4)．s+ r > pの判定1を行い，真の時は [c˜i] = c′i，
偽の時は [c˜i] = ciとする (ステップ 5～9)．[s (mod 2i)]を計算する (ステップ 10～15)．[s (mod 2i)]およ
び [s (mod 2i+1)]から [si]を計算し，出力する (ステップ 16～19)．
このプロトコルにおいて通信量を最も要するのは，ℓ − 1回行われる，ビット同士の比較判定である (ス
テップ 12)．文献 [33, 34]ではこの点に着目し，通信量を削減している．従来方式と文献 [34]の方式ではス
テップ 10以降が異なる．以下に文献 [34]の方式のステップ 10以降を記す．
TreeCompプロトコルは [u1∼ℓ]を従来方式より少ない通信量で求めるプロトコルである (ステップ 10)．
TreeCompプロトコルは内部で Compareプロトコルを用いる．Compareプロトコルは，二つのシェアの
1s+ r > p は r > (s+ r (mod p)) と等価である (ステップ 6)
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Algorithm 文献 [34]方式
10: [u1∼ℓ]← TreeComp([r1∼ℓ], [c˜1∼ℓ])
11: [s (mod 2ℓ)]← [s]
12: for i := (ℓ− 1) ∼ 1 do
13: [ui]← [r1∼i] > [c˜1∼i]
14: [c˜ (mod 2i)]← [c˜1∼i]
15: [r (mod 2i)]← [r1∼i]
16: [s (mod 2i)]← [c˜ (mod 2i)]− [r (mod 2i)] + 2i[ui]
17: [si+1]← [s (mod 2
i+1)]−[s (mod 2i)]
2i
18: end for
19: [s1]← [s (mod 2)]
20: [s1∼ℓ]を出力
ビット表現 [a1∼ℓ]と [b1∼ℓ]を比較し，もしも a = bが真ならば ([0], [0])，a > bが真ならば ([1], [0])，a < b
が真ならば ([0], [1])を出力する．
comp
( [a1∼ℓ]
[b1∼ℓ]
)
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
( [1]
[0]
)
(a > b)( [0]
[0]
)
(a = b)( [0]
[1]
)
(a < b)
(3)
Compareプロトコルは，比較プロトコル (BLTプロトコル)を用いて構成される．
Algorithm Compareプロトコル
Input: [a1∼ℓ], [b1∼ℓ]
1: [c.1]← [a1∼ℓ] > [b1∼ℓ]
2: [c.2]← [a1∼ℓ] < [b1∼ℓ]
3:
( [c.1]
[c.2]
)
を出力
この Compareプロトコルについて式 4が成り立つ．
( [a], [c]
[b], [d]
)
=
( [a]
[b]
)
||
( [c]
[d]
)
comp
( [r1∼ℓ]
[c˜1∼ℓ]
)
= comp
(
comp
( [r1∼i]
[c˜1∼i]
)
||comp
( [r(i+1)∼ℓ]
[c˜(i+1)∼ℓ]
))
(4)
式 4により，[uℓ]を求める際に2，[ui]の途中計算結果3を再利用することで，通信量を削減することが出
来る．また [ui]についても [uℓ]の時と同様に，再利用によって通信量の削減が可能である．この特性を利
用して，TreeCompプロトコルは構成される．なお，途中計算結果は高さ log∗ ℓの木構造の各ノード4に保
2すなわち comp
(
[r1∼ℓ]
[c˜1∼ℓ]
)
を求める際に
3comp
(
[r1∼i]
[c˜1∼i]
)
4log∗ ℓ :=
{
0 if ℓ ≤ 1
1 + log∗(log ℓ) if ℓ > 1
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存される．文献 [34]の手法では，33ラウンド，57ℓ log∗(ℓ) + 71ℓ+ 14
√
ℓ log∗ ℓ+ 30
√
ℓ通信量である．
2.6 ビット法変換プロトコル
GF (p)の任意の元のシェアを直接対象とした法変換プロトコルは知られておらず，ビットのシェアを対
象とした法変換プロトコル（ビット法変換プロトコル）が知られている．GF (p)の任意の元のシェアを法
変換する場合には，上述したビット分解プロトコルによってシェアをビットに分解した後，各ビットに対
してビット法変換プロトコルを適用する．
Shamir(k, n)閾値秘密分散法によるビット情報のシェアに対して法変換を行うマルチパーティプロトコ
ルのうち汎用的なものとしては，文献 [36]に示される Conversion Between Bit Shares(CBBS)プロトコル
が知られている．CBBSプロトコルでは p > nかつ p′ > nのとき，法 pと p′ の間で，法変換が可能であ
り，1ビットの秘密情報 [sB ]pを入力して，1ビットの秘密情報 [sB ]p′ を出力する．[sB ]pと [sB ]p′ は同じ秘
密の値を，異なる法 pと p′ によって秘密分散したシェアである．
Algorithm CBBSプロトコル
Input: [sB ]p
1: Playeri は乱数 rB .iを生成し，[rB .i]p および [rB .i]p′ を分散する（1 ≤ i ≤ k）．
2: [rB ]p ← [rB .1]p ⊕ · · ·⊕ [rB .k]p
3: [rB ]p′ ← [rB .1]p′ ⊕ · · ·⊕ [rB .k]p′
4: [tB ]p ← [sB ]p ⊕ [rB ]p
5: tB ← Reveal([tB ]p)
6: [sB ]p′ ← [rB ]p′ ⊕ tB
7: [sB ]p′ を出力
文献 [32]に示される乱数生成の方式を用いて，ステップ 1から 3 を計算し，1ビットの乱数 rB を共有す
る．ステップ 4，5では，[sB ]p と [rB ]p の排他的論理和の結果 tB（1ビットの中間秘密情報）を公開する．
ステップ 6において，tB と [rB ]p′ の排他的論理和から [sB ]p′ を求める．通信量はGF (p)において 5k + 2，
GF (p′)において 5k + 1である．ラウンド数は 4である．
本プロトコルの安全性は，文献 [36, 32]に示されているが，本論文の提案手法の安全性に深く関係するた
め，以下で説明する．ステップ 5において公開される tB から，秘密情報 sB に関する情報が漏洩しなけれ
ば，CBBSプロトコルの安全性は保証される．tB は乱数 rB と sB の排他的論理和の結果である．したがっ
て，rB が {0, 1}において一様な分布を持つ 1ビット乱数であれば，sB に関する情報は漏洩しない．乱数 rB
は各参加者（1 ≤ i ≤ k）が生成する乱数 rB .iの排他的論理和の結果である．一般にMPCは k人以上の不
正者が存在しないことを前提としているため ，k個の 1ビット乱数 (rB .1 ∼ k)のうちの 1個以上は {0, 1}
において一様な分布を持つ 1ビット乱数である．したがってその排他的論理和である rB は {0, 1}において
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一様な分布を持つ 1ビット乱数である．
2.7 通信コストの問題
以上述べたように，MPCでは，基本演算である積が参加者間の通信を必要とし，機械語 1命令である通
常演算の積に比べて極めて効率が低い．また，大小比較や等号判定は，複数の積を含むので，機械語 1命
令である通常演算に比べて，さらに効率が低い．
2.8 従来の効率化手法
1章で述べたように，(1)基本演算の通信コスト削減，(2)データの個数が大きくなる場合の計算量の増
加の抑制，(3)複数の演算の一括化，の 3種類の研究が進められている．(1)の基本演算の通信コスト削減
は，プロトコル内の積の回数を低減すると共に，複数の積の並列度を増加にしてラウンド数を低減してき
た．たとえば，等号判定の場合，表 2.2のように進化してきた．しかし，現在最も効率の良い文献 [26]の方
法でも，(k,n)=(3,5)，の場合に，積プロトコル 31104回分の通信量と 8ラウンドを要する．通信量につい
ては，800kByteに及ぶ．(2)のデータ数の増加に対する計算量の増加の抑制は，ソートなどの限られた演
算でのみ実現されている．(3)も，内積演算や，複数の論理式の AND/OR結合などの限られた場合でのみ
実現されている．以上から，従来とは異なる視点の効率化が必要である．
表 2.2: 等号判定プロトコルの効率化の歴史
プロトコル 通信量 ラウンド数
Cramer & Dangard 2001 ℓ ℓ
Damgard et. al. 2006 98ℓ+ 94ℓ log2 ℓ 39
Nishide & Ohta 2007 81ℓ 8
本研究では，(1)の基本演算の通信コスト削減において，積の回数やラウンド数を低減するのではなく，
計算の対象となる秘密（シェア）のビット数を削減することにより，積に伴う通信量を削減する．また，(2)
のデータ数の増加に対する計算量の増加の抑制において，データをより処理効率の高い形式に変換した後，
所期の処理を実行する．以上の 2つのアプローチを法変換プロトコルの活用により実現する．
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3 法変換を用いた基本プロトコルの効率化
3.1 はじめに
MPCには大量の通信を必要とするという問題点がある．積プロトコルでは，n人の参加者が相互に通信
するため n(n− 1)回の通信が必要となる．等号判定や大小比較プロトコルの処理コストは積プロトコルに
換算した通信量と並列化を考慮したラウンド数で評価される．例えば，文献 [26]の等号判定プロトコルで
は，32ビットの秘密情報 aと bに対する等号判定の場合，2592回もの積プロトコルが必要になり，参加者
が 5人のときの通信量は 6480バイトにも及ぶ．
等号判定や大小比較，区間判定などのMPCの代表的なプロトコルは，秘密の情報をシェアの形で入力
し，秘密の情報をシェアの形で出力する．これらのプロトコルでは，入力秘密情報から出力秘密情報が直接
算出されるのではなく，数段階の処理を経る．これらの数段階の処理では，入力情報からの計算により，秘
密情報がシェアの形で算出され，これらの秘密情報から最終的な出力情報が算出される．プロトコルにおい
て算出される秘密情報のうち最終的な出力情報以外のものを，本論文では中間秘密情報と呼ぶことにする．
MPCの通信量は，シェアのビット数，つまり秘密分散の法 pのビット数 ℓpに比例する．また，ℓpはプロ
トコルの入出力となる秘密情報を正しく表現するために，秘密情報のサイズより大きく設定される．しか
し，プロトコルの入出力が ℓpビットであっても，プロトコルの中間秘密情報のサイズは ℓpより小さい場合
がある．そこで，本論文ではサイズの小さな中間秘密情報の表現に ℓpより小さなビット数を用いる．つま
り初期の秘密分散時に用いた素数 pより小さな素数 p′ を用いて秘密分散をやり直すことで通信量を削減す
る手法を提案する（文献 [41, 42]）．しかしながら，この手法の実現には以下の解決すべき問題が存在する．
• 中間秘密情報は秘匿されているので，一般には，そのサイズは未知であり，p′ を定めることが出来
ない．
• 秘密分散時には法が公開される．そのため仮に p′を決めることができたとしても，その公開は中間秘
密情報のサイズを公開することになり，秘密漏洩につながる．
• 素数 pによる秘密分散を p′による秘密分散に変換する処理に通信量が必要となり，通信量の低減につ
ながるとは限らない．
本研究では，等号判定や大小比較，区間判定などの多くの基本的なプロトコルはビットの状態の演算（ビッ
ト演算）を内部で多用している点に着目する．そしてこれらのビット演算を p′ > max(T ′, ⌈√ℓp⌉+ 1, n)と
なるような法 p′で実行する手法を提案する．ただし，T ′はビット演算における中間秘密情報の値の上限で
あり，nはMPCにおける参加者数である．提案手法が上記の問題を解決し，元のプロトコルの機能と安全
性を維持していることを示す．
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3.2 提案方式
3.2.1 基本方針と課題
3.1節で述べたように，MPCの代表的なプロトコルは，秘密の情報をシェアの形で入力し，秘密の情報
をシェアの形で出力する．ここで，入力となる秘密情報を入力秘密情報，出力となる秘密情報を出力秘密情
報と呼ぶことにする．また，ある情報 Aから別の情報 B を算出する場合に，情報 Aを参照して情報 B を
算出すると呼ぶことにする．一般にMPCのプロトコルでは，入力秘密情報から出力秘密情報が直接算出さ
れる場合は少なく，数段階の処理を経る．この処理には，以下の 4種類がある．
1. 入力秘密情報を参照して，別の秘密情報または平文情報を算出する．
2. 入力秘密情報とは無関係に秘密情報を算出する．
3. 秘密情報を公開する．すなわち参加者間で秘密情報のシェアを交換する．
4. 入力秘密情報，上記の (1)と (2)で算出された秘密情報および平文情報，(3)で公開された平文情報の
全てあるいは一部を参照して，別の秘密情報または平文情報を算出する．
以上の処理で算出される秘密情報のうち出力秘密情報以外のものを，中間秘密情報と呼ぶことにする．中
間秘密情報は，出力秘密情報を算出するために，プロトコルのある処理で算出され，以降の処理で参照され
る秘密情報である．なお，MPCのプロトコルの中には，入力秘密情報を持たず，出力秘密情報だけをもつ
ものもある．たとえば 2.5節で述べたプロトコルのうち大小比較，等号判定，区間判定は入出力の両者を持
ち，JRBSプロトコル，JRNBSプロトコルは出力のみを持つ．入力秘密情報を持たないプロトコルの場合
は，上記の処理のうち (1)を含まない．
[c]p ← [a]p · [b]p と [c]q ← [a]q · [b]q は両者とも積プロトコル 1回であるが，通信量は異なる．なぜなら，
素数 pで分散されたシェアのサイズは ℓpビットであり，素数 qで分散されたシェアのサイズは ℓq ビットで
あるためである．積プロトコルでは参加者間で，シェアを相互に通信するため，通信量はシェアのサイズに
比例する．
この点に着目し，プロトコルの中間秘密情報の分散に，出来るだけ小さな素数 p′ を用いることで，通信
量を削減する手法を考える．
しかし，このアプローチの実践には以下の課題を解決する必要がある．
課題 1：正確性の維持
中間秘密情報を s′とする．もし s′ ≥ p′ となると，GF (p)上の演算により s′ の値が変わってしまい，
改良前のプロトコルの機能を維持することができない．つまり正確性が失われる．そのため，p′ > s′
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が必要条件であり，その条件下で最小の素数であることが望ましい．しかし，s′は一般には秘匿され
た値である（各参加者は自分のシェア [s′]p だけを知っている）ため，正確性を維持可能な p′ の値を
確定することができない．したがって，正確性を維持しながら p′の値を確定できる場合とその確定の
方法を見出す必要がある．
課題 2：安全性の維持
pから p′への法変換時には，p′の値が公開される．そのため，課題 1を解決できたとしても，p′の公
開により，中間秘密情報 s′ が p′ より小さいことが公開される．したがって，p′ の公開が安全性の低
下にならない方法を見出す必要がある．
課題 3：全体としての通信量の削減
pから p′へ法変換を行うための処理が必要であり，そこで通信量が発生する．そのため，この通信量
の増加を上回る通信量の削減効果が必要である．
3.2.2 上位プロトコルの共通パターン
本節では，基本的な上位プロトコルに共通するパターンを明らかにし，そのパターンが前節で述べた小さ
い素数 p′ の利用に適していることを示す．
MPCの多くの基本演算は，GF (p)の任意の元（のシェア）に対して直接実行することは困難あるいは
非効率であるが，GF (p)の元をビット分解した状態では効率的に実行することができる．この点について
大小比較と等号判定を例として説明する．GF (p) の任意の元 a，b（のシェア）に対して直接大小比較を
行うMPCプロトコルは知られていない．そこで，2.5.4節で述べたように，[a > b]の演算を，[a > p/2],
[b > p/2], [(a− b) > p/2]の演算の組み合せに分解する．たとえば，[a > p/2]が真であり，[b > p/2]が偽な
らば，a > bが成立する．ここで仮に [a > p/2]に着目すると，これは [s] = [2a (mod p)]の最下位ビットを
求めることに等しい5．最下位ビットは，[s]をビット分解することで求めることが出来る．また [b > p/2],
[(a− b) > p/2]も同様の方法で計算が可能である．
またGF (p)の任意の元 a，bに対して等号判定を行うMPCプロトコルとしてはフェルマーの小定理を用
いた手法すなわち 1− (b− a)p−1 の計算が知られている．しかし，このプロトコルのラウンド数は ⌈log p⌉
となる．GF (p)の任意の元 a，bに対する定数ラウンドの等号判定プロトコルは知られていない．そこで，
[a = b]の等号判定を [(a − b) = 0]の判定に帰着させる．これは，[s] = [a − b]をビット分解した状態なら
ば，
∏
i=1,ℓp
(1− [si])により効率的に計算できる．ただし，[si]は [s]の i番目のビットである．
5a < p/2 ならば 2a < p となり，法 p の影響を受けないので，s は偶数，すなわち最下位ビットは 0 となる．a > p/2 ならば，
2a > p となり，法 p の影響で s の最下位ビットは 1 となる．
27
以上のように，MPCの多くの基本演算は，GF (p)の元をビット分解した状態で効率的に実行可能とな
る．ところが，GF (p)の任意の元 [s]をシェアの形のままでビット分解するプロトコルは知られていない．
そのため，乱数 rを用いて sを秘匿し，その値 vを公開する．vは公開値なので，容易にビット分解するこ
とができる．しかし，vの各ビットは，sの各ビットとは異なるため，以後の計算において乱数 rの影響を
除く必要がある．たとえば，大小比較の場合，v = s+ rを公開してビット分解するが，vi(1 ≤ i ≤ ℓp)のみ
から sの最下位ビット s1は得られない．しかし，乱数 rのビット列 ri(1 ≤ i ≤ ℓp)を用いて，viから riの
影響を取り除くことで s1 を得ることが可能になる．また等号判定も同様に，v = s + rとしてビット分解
するが，vi のみからは s = 0は判定できず，vi と ri の両方を用いることで可能になる．
以上のように，ビット分解状態で元々計算したかった関数を f([s1], · · · , [sℓp ])とすると，乱数の影響を除
く機能を f に追加した F(v1, · · · , vℓp , [r1], · · · , [rℓp ])によって，所期の計算結果を求めることが出来る．こ
こで，[ri](1 ≤ i ≤ ℓp)は乱数 r ∈ Zp の各ビットのシェアであり，すなわち r =
∑
i=1,ℓp
2i−1ri である．
乱数 r は，2.5.3節の Joint Random Number Bitwise− Sharing(JRNBS)プロトコルによって共有する
ことができる．以上から，大小比較や等号判定，区間判定などの多くのプロトコルは，下記のようなパター
ンを有する．以下では，このパターンを JRNBS利用パターンと呼ぶことにする．なお，2.5.7節で述べた
ビット分解プロトコルは，JRNBS利用パターンにおいて，Fが乱数 rの影響を除くだけの関数である場合
に相当する．
Algorithm JRNBS利用パターン
Input: [s]
1: [r1∼ℓ]← JRNBS
2: [r]← [r1∼ℓ]
3: [r]を用いて sを秘匿した値 [v]を計算．
4: v ← Reveal([v])
5: [uB ]← F(v1∼ℓ, [r1∼ℓ])
6: [uB ]を出力
JRNBS利用パターンのうち F(v1, · · · , vℓp , [r1], · · · , [rℓp ])はビット情報の間の演算（ビット演算）であ
る．ビットの値は 0または 1であるため，小さい法 p′によって分散することが可能である．また，JRNBS
プロトコル（2.5.3節）のステップ 2を見ると，pは公開値であるため，ビット分解することが可能であり，
G(v1, · · · , vℓp , [r1], · · · , [rℓp ])の形となる．Gは Fと同様にビット演算であるため，そこにも，小さい法 p′
を適用することが可能である．
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3.2.3 既存プロトコルにおける通信量の分析
3.2.2節の分析を踏まえて，JRNBSプロトコル，大小比較，等号判定を分析した結果，予想通り，それ
らの通信量の大部分はビット演算によることが分かった．例えば，2.5.4節で述べた大小比較プロトコルの
場合，積プロトコルと JRBSプロトコルを除いた全ての演算が，ビット演算（BLTプロトコル）である．
これは，大小比較プロトコル全体の通信量の 90%にのぼる．また等号判定プロトコルについても同様で，
JRBSプロトコル以外のプロトコルはすべてビット演算（BLTプロトコルおよびビット毎の等号判定）で
ある．等号判定プロトコルの通信量におけるビット演算の占める割合は 90%である．
3.2.4 通信量削減の基本方針
上記 3.2.3節で述べたように，MPCの多くの基本プロトコルは，JRNBS利用パターンを内包している．
JRNBS利用パターンのうち JRNBSプロトコルおよび関数 Fはビット演算であり，そこで扱われる情報の
値は小さい．しかし，既存プロトコルでは法を固定しているので，プロトコルで扱われる値の上限より大き
な pが一貫して用いられる．そこで，既存プロトコル中の JRNBS利用パターンに着目し，JRNBSプロト
コルおよび関数 Fの部分で小さい法 p′ を用いる．必要に応じて，JRNBS利用パターンの前または後（あ
るいは両方）で法変換を実行する．小さい法 p′ の利用による通信量の削減が法変換の通信量よりも大きい
場合に全体として通信量を削減することができる．以下に，JRNBS利用パターンおよび，そのステップ１
である JRNBSプロトコルを再掲する．
Algorithm JRNBS利用パターン
Input: [s]
1: [r1∼ℓ]← JRNBS
2: [r]← [r1∼ℓ]
3: [r]を用いて sを秘匿した値 [v]を計算．
4: v ← Reveal([v])
5: [uB ]← F(v1∼ℓ, [r1∼ℓ])
6: [uB ]を出力
Algorithm JRNBSプロトコル
1: [r1∼ℓ]← JRBSを ℓ回
2: [vB ]← [r1∼ℓ] < p
3: vB ← Reveal([vB ])
4: もしも vB = 1（つまり，r < p）なら 5へ進む．
さもなければ最初からやり直す．
5: [r1∼ℓ]を出力
なお，大小比較プロトコルのように，出力秘密情報が 1ビットであるプロトコルも存在する．この出力
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秘密情報を小さい法 p′で分散しても，出力値（a > bか否か）は影響を受けない．しかし，入力秘密情報と
出力秘密情報を共に法 pで分散していたプロトコルが，入力秘密情報は p，出力秘密情報は p′ で分散する
ようになり，プロトコルの入出力の関係が変化してしまう．本論文では，従来のプロトコルの入出力を維持
しながら通信量の削減を目指すので，出力秘密情報が 1ビットの場合でも，これを p′ で分散することはせ
ず，中間秘密情報だけを p′ で分散することとする．
3.2.5 正確性と安全性に関する考察
上記 3.2.1節の課題 1で述べたように，ビット演算部分で算出および参照される中間秘密情報 s′の値が p′
以上であると，GF (p′)上の演算の影響で s′ の値が変わってしまい，正確性が失われる．そこで s′ の値は
p′未満である必要がある．しかし，乱数加算あるいは積算によって秘密の値を秘匿して公開する場合には，
加算あるいは積算後の値は p′ を超えたとしても構わない．
例えば，[v]p′ = [s′]p′ + [r]p′ によって s′ に乱数 rを加算したのち，vを公開する場合，vは GF (p′)上で
一様な乱数にならなければならない．そのような v を作るためには，(s′ + r)と p′ の大小関係が固定され
ていてはならない．
また，2.4.5節で述べたように，Revealプロトコルは，素数 pの値の大小に関わらず，秘密分散時と復元時
の pが等しければ，秘密情報を正しく復元することができる．これを小さい法 p′にあてはめると，Reveal
プロトコルは，p′の値に関わらず，正しく動作する．したがって，p′の決定において Revealプロトコルを
考慮する必要はない．以上から，正確性を維持するために，小さい法 p′ を下記の手順で決める．
1. 3.2.2節の JRNBS利用パターンのうち，乱数の和積によって値を秘匿する部分（ステップ 2,3）およ
び Reveal プロトコル部分（ステップ 4）以外に着目する．すなわち，JRNBS プロトコル（ステッ
プ 1）と関数 F（ステップ 5）に着目する．当該着目部分における中間秘密情報の上限を T とする．
T の値は，具体的なビット演算に依存して決まる．たとえば，3.3 章に示すように，ビット演算が
Bitwise Less− Than(BLT)プロトコルの場合には，T = ⌈√ℓp⌉+1となる．また，付録A.1に示すよ
うに ℓp個のビットのシェアに対しUnbounded Fan− In Andプロトコルを用いる場合は，T = ℓp+1
となる．
2. max(T, x1, · · · , xn)を超える最小の素数を p′ とする．ただし，xi(1 ≤ i ≤ n)は，秘密情報の分散に
用いる多項式（式 1）の入力値であり，n人の参加者それぞれが異なる xiを持つ．xiの値によって安
全性が低下することがないため，xi = iとしてよい（1 ≤ i ≤ n）．このとき，p′はmax(T, n)を超え
る最小の素数である．
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上記のように p′を設定すれば，JRNBS利用パターンの内部で中間秘密情報 s′が p′を超えることはない
ので，正確性を維持することができる．p′ は入力となる秘密情報 sおよび中間秘密情報 s′ に依存せずに，
プロトコルの構造だけに依存して設定され，プロトコルの構造は公開されているので，p′ によって sある
いは s′に関する情報が漏洩することはない．したがって，pの代わりに p′ を用いることで安全性への影響
はなく，既存プロトコルの安全性を維持することができる．
3.2.6 ビット法変換プロトコル
提案スキームでは法変換のために 2.6節で述べたビット法変換 Conversion Between Bit Shares(CBBS)
プロトコルを用いる．CBBSプロトコルを下記に掲載する．
Algorithm CBBSプロトコル
Input: [sB ]p
1: Playeri は乱数 rB .iを生成し，[rB .i]p および [rB .i]p′ を分散する（1 ≤ i ≤ k）．
2: [rB ]p ← [rB .1]p ⊕ · · ·⊕ [rB .k]p
3: [rB ]p′ ← [rB .1]p′ ⊕ · · ·⊕ [rB .k]p′
4: [tB ]p ← [sB ]p ⊕ [rB ]p
5: tB ← Reveal([tB ]p)
6: [sB ]p′ ← [rB ]p′ ⊕ tB
7: [sB ]p′ を出力
3.2.7 通信量の新しい指標
一般的にMPCでは，あるプロトコルの通信量は，そのプロトコルの内部で積プロトコルが何回用いられ
たかで，見積もられる．例えば，前述の大小比較プロトコルの通信量は 279ℓ+5だが，これは大小比較プロ
トコルの内部で，積プロトコルが 279ℓ+ 5回相当用いられていることを意味していた．しかし，前述した
とおり，積プロトコルの回数が同じでも，素数のサイズ（すなわち参加者間で通信するシェアのビット数）
に比例して，通信量は大きくなる．そこで素数のサイズの影響を明示するために，従来の通信量の指標を拡
張する．
本指標では，プロトコルの通信量を，プロトコル内部で用いられる積プロトコルの回数と秘密分散時の素
数のビット数との積で見積もる．すなわち，通信量 =積プロトコルの回数 ·素数のビット数，とする．たと
えば，秘密分散時の素数を pとすると，積プロトコル ([c]p ← [a]p · [b]p)は，参加者間で ℓpビットのシェア
を通信する．そのため，従来の指標による積プロトコル 1回の通信量は 1であるが，本指標では 1 · ℓpとな
る．同様に秘密分散時の素数を qとすると，積プロトコル ([c]q ← [a]q · [b]q)の通信量は，本指標では 1 · ℓq
となる．本指標を用いて，改めて大小比較プロトコルの通信量を見積もる．大小比較プロトコルでは，秘密
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分散時の素数を pとすると，積プロトコルが 279ℓp + 5回相当用いられる．また，個々の積プロトコルの通
信量は ℓpである．そのため，大小比較プロトコルの通信量は (279ℓp+5)ℓpとなる．同様に等号判定プロト
コルの通信量は 81ℓ2p となる．CBBSプロトコルの通信量は，(5k + 2)ℓp + (5k + 1)ℓp′ となる．
3.3 JRNBSプロトコルの効率化
3.3.1 AJRNBSプロトコル
小さい法 p′ を用いて，2.5.3節に示した JRNBSプロトコルを効率化する．JRNBSプロトコルを下記に
再掲する．なお，ここでは法 pとそのビット数 ℓp を明示しておく．
Algorithm JRNBSプロトコル
1: [r1∼ℓp ]p ← JRBSを ℓp回
2: [vB ]p ← [r1∼ℓp ]p < p
3: vB ← Reveal([vB ]p)
4: もしも vB = 1（つまり，r < p）なら 5へ進む．
さもなければ最初からやり直す．
5: [r1∼ℓp ]p を出力
まず，2.5.3節で示した JRNBSプロトコルを下記のModified− JRNBS(MJRNBS)プロトコルに等価変
形する．
Algorithm Modified− JRNBS(MJRNBS)プロトコル
1: [r1∼ℓp ]p ← JRBSを ℓp回
2: [vB ]p ← [r1∼ℓp ]p < p
3: vB ← Reveal([vB ]p)
4: もしも vB = 1（つまり，r < p）なら 5へ進む．
さもなければ最初からやり直す．
5: [r1∼ℓp ]p を [u1∼ℓp ]p にリネーム
6: [u1∼ℓp ]p を出力
MJRNBSプロトコルを JRNBSプロトコルと比べると，ステップ 5において，秘密情報の名前 ri(1 ≤ i ≤ ℓp)
を ui に変更し，ステップ 6において，ui および uを出力しているだけである．したがって，MJRNBSプ
ロトコルと JRNBSプロトコルは，同じ値の範囲で同じ一様性を有する乱数を同じ個数出力する．また，両
者の安全性も等しい．
次に，MJRNBSプロトコルに小さい法 p′を取り入れ，Advanced− JRNBS(AJRNBS)プロトコルを構成
する．MJRNBSプロトコルには入力秘密情報はなく，出力秘密情報はステップ 5,6における [u1∼ℓp ]pである．
中間秘密情報は，ステップ 1から 3における全ての秘密情報である．そこで，ステップ 1から 3における中間
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秘密情報を小さい法 p′によって秘密分散する．AJRNBSプロトコルの通信量は，(5k+1)ℓ2p+(5k+78)ℓpℓp′，
ラウンド数は 8である．以下に，AJRNBSプロトコルを示す．
Algorithm Advanced− JRNBS(AJRNBS)プロトコル
1: [r1∼ℓp ]p′ ← JRBSを ℓp回 ◃ 2ℓpℓp′
2: [vB ]p′ ← [r1∼ℓp ]p′ < p ◃ 17ℓpℓp′
3: vB ← Reveal([vB ]p′)
4: もしも vB = 1（つまり，r < p）なら 5へ進む．
さもなければ最初からやり直す．
5: [ri]p ← CBBS([ri]p′)を ℓp 回 ◃ (5k + 1)ℓ2p + (5k + 2)ℓpℓp′
6: [r1∼ℓp ]p を [u1∼ℓp ]p にリネーム
[r1∼ℓp ]p′ を [u1∼ℓp ]p′ にリネーム
7: [u1∼ℓp ]p, [u1∼ℓp ]p′ を出力
3.3.2 法 p′ の決定
AJRNBSプロトコルにおいて法 p′を用いるビット演算は，ステップ 1（JRBSプロトコル），2（BLTプ
ロトコル）3（Revealプロトコル）である．これらのステップに着目し，p′ の値を決定する．
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図 3.1: BLTプロトコル概要
JRBSプロトコル
2.5.1節を GF (p′)上で実行する場合を考える．JRBSプロトコルでは，乱数 [r]p′ を生成し，r2 を公
開する．r2 から
√
r2 (mod p′)を計算し，[( r√
r2
+ 1)/2]p′ を求める．
JRNBSプロトコルでは r2が pを超えてしまう可能性が存在する．ただし，これは rの値を秘匿する
ための演算であり，p′ の決定には影響しない．
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BLTプロトコル
BLTプロトコルは [ai]p′および [bi]p′(1 ≤ i ≤ ℓp)が与えられているとき，[a > b]p′を得る．ci = ai⊕biと
すると，(cj , · · · , cℓp) = (1, 0, · · · , 0)となるような最上位の 1のビット cj(1 ≤ j ≤ ℓp)を Prefix−Or
プロトコルを用いて計算する．aj が 1 なら a > b であり，bj が 1 なら a < b である．p′ の値は
Prefix−Orプロトコルに依存する．
Prefix−Orプロトコル
Prefix−Orプロトコルは [ci]p′(1 ≤ i ≤ ℓp)が与えられているとき，[∨ℓpj=icj ]p′(1 ≤ i ≤ ℓp)を得る．
なお，∨は 1ビット情報 cj を真理値とみなした時の論理和を表す．その方法として，[ci]p′ を ⌈
√
ℓp⌉
個ごとのブロックに区切って，それぞれのブロックに対して Unbounded Fan− In Orプロトコルを
用いることで，再計算を避けつつ，定数ラウンドを実現する．p′ の値は Unbounded Fan− In Orプ
ロトコルに依存する．後述する Unbounded Fan− In Orプロトコルでは，[ci]p′(1 ≤ i ≤ ⌈
√
ℓp⌉)の
ブロックを対象にして説明する．
Unbounded Fan− In Orプロトコル（文献 [26]）
Unbounded Fan− In Or プロトコルは [ci]p′(1 ≤ i ≤ ⌈
√
ℓp⌉) が与えられているとき，[∨⌈
√
ℓp⌉
j=1 cj ]p′
を得る．f(1) = 0 かつ f(2) = f(3) = · · · = f(⌈√ℓp⌉ + 1) = 1 となるような多項式 f を用意する．
d = (
∑⌈√ℓp⌉
j=1 cj) + 1として，[f(d)]p′ を計算する．なお，[f(d)]p′ の計算には積プロトコルを用いる．
このとき，dは 1 ≤ d ≤ ⌈√ℓp⌉+ 1の大小関係を持つ．
dの上限である ⌈√ℓp⌉+ 1が，Unbounded Fan− In Orプロトコルひいては BLTプロトコルにおけ
る中間秘密情報の上限である．
Revealプロトコル
3.2.5節で述べたように，p′ の決定において，Revealプロトコルは考慮する必要がない．
以上より，法 p′を用いるステップ 1から 3のなかで，乱数の和積による値の秘匿および Revealプロトコ
ルを除いた部分に着目すると，BLTプロトコルにおける中間秘密情報の上限 ⌈√ℓp⌉+ 1が最も大きい．そ
こで，AJRNBSプロトコルにおいて，p′がmax(T, n) = max(⌈√ℓp⌉+ 1, n)を超えるときに，正確性と安
全性が維持される．この条件を ℓp の観点から書き換えると，ℓp′ > ⌊log(max(⌈
√
ℓp⌉+ 1, n))⌋+ 1となる．
なお，通信量の削減のため，p′ は条件を満たす最も小さい素数に設定される．
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3.3.3 通信量の削減効果
小さい法を用いることで，JRNBSプロトコルのステップ 1における通信量が削減される一方，CBBSプ
ロトコルの通信量が加わる．いくつかの ℓpおよび kに対する p′と ℓp′ の値，そのときの JRNBSプロトコ
ルに対するAJRNBSプロトコルの通信量を表 3.1に示す．なお，JRNBSプロトコルに対するAJRNBSプ
ロトコルの削減率を表 3.1の括弧内に示す．
表 3.1: JRNBSプロトコルの削減効果
ℓp, ℓp′ k JRNBS AJRNBS
ℓp = 32, ℓp′ = 4 2 77824 22528(72%)
ℓp = 32, ℓp′ = 4 3 77824 28288(64%)
ℓp = 64, ℓp′ = 5 2 311296 73216(77%)
ℓp = 64, ℓp′ = 5 3 311296 95296(69 %)
3.3.4 ラウンド数
AJRNBSプロトコルは JRNBSプロトコルと比べると，CBBSプロトコルが必要になる分，ラウンドが
増大する．ただし，CBBSプロトコルのステップ 1から 3は 1ビットの乱数 [rB ]pおよび [rB ]p′ を生成する
ための処理であり，他の処理とは独立である．よって CBBSプロトコルのステップ 1から 3はAJRNBSプ
ロトコルのステップ 1から 2までと並列に実行出来る．一方，CBBSプロトコルのステップ 4は，AJRNBS
プロトコルのステップ 5の結果 vを必要とする．したがって，CBBSプロトコル全体（4ラウンド）の内，
3ラウンドは並列化が可能な処理で，残る 1ラウンドが並列化が出来ない処理となるため，AJRNBSプロ
トコルは JRNBSプロトコルと比べて，ラウンドが 1増加し，8ラウンドとなる．
3.3.5 計算量の増加
AJRNBSプロトコルは，JRNBSプロトコルに比べて法変換プロトコル（CBBSプロトコル）ℓp 回分の
計算量が増加し，それに伴う計算時間が加わる．本節では，CBBSプロトコルによる計算量の増加を見積
もる．計算時間については，実装方法に依存するので，3.6節にて実装を考慮した見積もりを行う．
以下では，2.6節で示したステップに沿って，参加者 1の計算機の立場から，CBBSプロトコルの計算量
を見積もる．説明の都合上，ステップ 1，5，4，2，3，6の順に分析する．
CBBSプロトコルのステップ 1において，参加者 1の計算機は，1ビットの乱数 rB .1を算出する．この
乱数および本節の以下の部分で述べる乱数は，暗号学的に安全な乱数である必要がある．
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次に，参加者 1の計算機は，生成した 1ビット乱数 rB .1を，素数 pと Shamir(k, n)閾値秘密分散法によ
り分散する．秘密分散は，2.3節で述べたように，多項式 f(x)を生成し，参加者i に対して f(i)(1 ≤ i ≤ n)
を算出する．f(x)の生成では，係数となる乱数を (k − 1)個生成する．この乱数は ℓp ビットである．
f(i)の計算では，ij の計算 (1 ≤ i ≤ n, 1 ≤ j ≤ k − 1)を行った後，ij と係数との積を (k − 1)回，積
の結果および sの間の和を (k − 1)回計算する．なお，ij の計算は，複数回の CBBSプロトコルさらには
AJRNBSプロトコルの他の秘密分散にも再利用できるので，1回行えばよく，この計算量は無視してもい
い．f(i)の計算を参加者i(1 ≤ i ≤ n)について行うので，合計で (k − 1)n回の積，(k − 1)n回の和を実行
する．なお，ここでの積および和は，積プロトコルおよび和プロトコルではなく，GF (p)上の積および和
である．これらの計算を以下では，単に積および和と呼ぶことにする．
参加者 1の計算機は，素数 p′ を用いた秘密分散も行うので，1ビットの乱数 1個の生成，GF (p)上の積
(k − 1)n回および和 (k − 1)n回がさらに必要である．
ステップ 5では，Revealプロトコルにより，1ビットの値 tB を復元する．Revealプロトコルでは，k個
のシェアを引数とするラグランジュ補間を行う．ラグランジュ補間の計算の一部は，複数回の CBBSプロ
トコル，さらには，AJRNBSプロトコルの他の部分でも再利用できるので，1回だけ計算すればよく，こ
の計算量は無視できる．ラグランジュ補間のうち再利用できない部分の計算は，積 k回，和 (k− 1)回から
構成される．
ステップ 4は，素数 pで分散された 2個のシェアの間で排他的論理和を計算する．この排他的論理和の
計算は，積プロトコルに帰着する．積プロトコルの計算を以下に示す．
1. 自己の持つ 2つのシェア [a]p と [b]p について，GF (p)上の積を行う．結果を cとする．
2. 値 cに Shamir(k, n)閾値秘密分散法を適用し，n個のシェアを生成する．（生成したシェアを自分以
外の (n− 1)人の参加者の計算機に送る．一方，(n− 1)人の参加者の計算機から，同様に生成された
シェアを受け取る．）
3. 生成したシェアと受け取ったシェアのうち (2k − 1)個を用いて，ラグランジュ補間により [a · b]p を
算出する．
このうち (2) における秘密分散の計算内容は前述のとおりである．(3) におけるラグランジュ補間は，
(2k− 1)個のシェアを引数とするので積 (2k− 1)回，和 (2k− 2)回となる．(1)から (3)の合計では，GF (p)
上の積 1 + (k − 1)n+ (2k − 1)回，和 (k − 1)n+ (2k − 2)回，乱数生成 (k − 1)回となる．
ステップ 2では，素数 pで分散された k個のシェアの間で排他的論理和を計算する．詳細は省略するが，
この処理はUnbounded Fan− In Xorプロトコル（文献 [26]）を用いてラウンド数を削減している．その際
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の計算量はGF (p)上の積 4k2n− 5kn+ n+ 6k2 + 2k− 1回，和 4k2n− 3kn+ n+ 6k2 − k− 2回，乱数生
成 4k2 − 3ℓp + 1回となる．同様に，ステップ 3は GF (p′)上の積 4k2n − 5kn + n + 6k2 + 2k − 1回，和
4k2n− 3kn+ n+ 6k2 − k − 2回，乱数生成 4k2 − 3ℓp + 1回となる．
ステップ 6では，素数 pで分散されたシェアと平文の間で排他的論理和を計算する．GF (p′)上の積 2回，
和 2回を必要とする．
CBBSプロトコルにおける乱数の総数は，1ビット乱数 1個，および ℓp ビット乱数 4k2 − k − 1個と ℓp′
ビット乱数が 4k2 − 2k個である．そのうちの ℓpビット乱数は，秘密分散に用いるので，素数 p未満でなけ
ればならない．そのため，生成した乱数と素数 pとの大小比較を行い，条件を満たさない場合は乱数を棄
却する．条件を満たす乱数を N 個生成するには，αN 回の乱数生成処理を実行する必要がある（α > 1）．
（α = 発生確率 p/(2
ℓp−1) の事象が N 回発生するまでの試行回数
N ）であり，その期待値は pおよび N に依存して決まる．
同様に，条件を満たす ℓp′ ビットの乱数を N ′ 個生成するには，α′N ′ 回の乱数生成処理を実行する必要が
ある．
以上のCBBSプロトコルの計算量を表 3.2にまとめる．AJRNBSプロトコルにおいてCBBSプロトコル
は ℓp 回実行される．
表 3.2: CBBSプロトコルの計算量
処理 回数
1ビット乱数生成 1回
ℓp ビット乱数生成 α(4k2 − k − 1)回
ℓp′ ビット乱数生成 α′(4k2 − 2k)回
GF (p)上の積 4k2n− 3kn− n+ 6k2 + 4k − 1回
GF (p′)上の積 4k2n− 3kn− n+ 6k2 + 3k − 1回
GF (p)上の和 4k2n− 1kn− n+ 6k2 + 2k − 4回
GF (p′)上の和 4k2n− 1kn− n+ 6k2 + k − 4回
乱数生成は，暗号学的に安全な乱数を生成する必要がある．そのため，ストリーム暗号の乱数生成やブ
ロック暗号AESのカウンターモードによる乱数生成を用いる必要があり，積および和に比べて，1回の計算
量は極めて大きい．現在MPCの実用化が進められている分野は，データベースの秘密分散やクラウドサー
バにおける顧客情報ファイルの秘密分散であり，これらの分野では膨大な通信を避けるために，(k, n)を小
さく取る場合，たとえば (k, n)＝ (2, 3)または (3, 5)の場合が多い（文献 [48]）．そこで，実用的なMPCを
想定すると，たとえば，(k, n) = (2, 3)の場合には，乱数生成は，ℓpビット 13回，ℓp′ ビット 8回，1ビット
1回であり，積は，GF (p)上で 58回，GF (p′)上で 56回，和はGF (p)上で 63回，GF (p′)上で 61回であ
り，回数に大きな差はない．以上から，CBBSプロトコルの計算のうち暗号学的乱数生成が支配的である．
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3.3.6 AJRNBSプロトコルの正確性
3.3.1節で述べたように，MJRNBSプロトコルと JRNBSプロトコルは，MJRNBSプロトコルのステップ
５（リネーム）を除いて等価である．そこで，MJRNBSプロトコルとAJRNBSプロトコルの等価性を示す
ことで，JRNBSプロトコルとAJRNBSプロトコルの等価性を示す．MJRNBSプロトコルおよびAJRNBS
プロトコルは，乱数のシェアを出力するプロトコルである．したがって，MJRNBSプロトコル とAJRNBS
プロトコルの等価性とは，同じ値の乱数を出力することではなく，同じ性質すなわち，同じ値の範囲で同
じ一様性を有する乱数を同じ個数生成することである．したがって，この観点から，MJRNBSプロトコル
とAJRNBSプロトコルの等価性を示す．なお，JRNBSプロトコルは三つのステップからなる．(1)ランダ
ムなビット [ri]pを ℓp個（すなわち [r1∼ℓp ]p）生成する．[r1∼ℓp ]pを二進数表現とみなした場合，rは 0から
2ℓpー 1において一様な乱数である．(2)[r1∼ℓp ]p を二進数表現とみなして r < pを判定する．(3)r < pが偽
であれば，[r1∼ℓp ]pは捨てられ，プロトコルが再試行される．r < pが真であれば，[r1∼ℓp ]pがそのまま出力
される．r < pが真の場合において rは {0, 1, · · · , p− 1}において一様にランダムである．ただし，riはラ
ンダムなビットとは限らない．例えば p = 17の場合は rの最上位ビットで 0である可能性が高い．[r1∼ℓp ]p
は何らかの秘密情報 s ∈ Zp を秘匿するために用いられるため，rは 0から p− 1において一様にランダム
である必要があるが，ri がランダムなビットである必要はない（例えば [t]p = [s]p + [r]p を計算し，tを公
開する場合，tから sが類推されないために，tひいては rが 0から p− 1において一様にランダムである
必要がある．ri がランダムなビットである必要はない ）．以上をふまえた上で，AJRNBSプロトコルにお
いて生成される乱数が同様の性質を持てばよい．
以下では，ステップ毎に分析する．ステップ 1では，MJRNBSプロトコルも AJRNBSプロトコルも，
JRBSプロトコルを ℓp回実行している．2.5.1節で述べたように，JRBSプロトコルは，法に依存せず，{0, 1}
上で一様な 1ビット乱数のシェアを生成する．したがって，MJRNBSプロトコルも AJRNBSプロトコル
も，ステップ１において，{0, 1}上で一様な 1ビット乱数のシェアを ℓp 個生成する．相違点は，シェアの
法だけである．
MJRNBSプロトコルのステップ２は，[r1∼ℓp ]pを ℓpビットの 2進数とみなし，これが pより小さいかを
判定する．この判定の大小比較には BLTプロトコルが用いられる．AJRNBSプロトコルのステップ２も
同様の処理を行う．相違点は，MJRNBSプロトコルは法 p，AJRNBSプロトコルは法 p′ を用いることで
ある．しかし，3.3.2節の Unbounded Fan− In Orプロトコルの説明で述べたように，BLTプロトコルに
おける中間秘密情報の上限は，U = ⌈√ℓp⌉+ 1であり，p′は U よりも大きな値（max(U, n)を超える素数）
に設定される．そのため，BLTプロトコルの中間秘密情報の値が，GF (p′)の演算の影響を受けることはな
い．したがって，MJRNBSプロトコルのステップ 2と AJRNBSプロトコルのステップ 2は，同じ値の秘
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密を入力すると，同じ値の秘密を出力する．すなわち，MJRNBSプロトコルもAJRNBSプロトコルも，ス
テップ 2において，r < pの真偽を 1ビットの値 vB として出力し，秘密分散の法だけが異なる．
ステップ 3と 4を経て，ステップ 5に進んだ時点で，MJRNBSプロトコルも AJRNBSプロトコルも，
{0, 1, · · · , p − 1}において一様な乱数 rのビット毎のシェアを持っている．より厳密には，各ビット ri は
{0, 1}において一様な乱数ではないが，ri を ℓp ビットの 2進数とみなした時に rは {0, 1, · · · , p− 1}にお
いて一様な乱数である．相違点は，秘密分散の法だけである．
MJRNBSプロトコル のステップ 5では，[r1∼ℓp ]pを [v1∼ℓp ]pにリネームするだけであり値は変わらない．
AJRNBSプロトコルのステップ 5では，CBBSプロトコルを用いて，法を p′から pに変える．CBBSプロ
トコルは，秘密の値（シェアを復号した時の値）を変えずに，法だけを変える．そこで，AJRNBSプロトコ
ルのステップ 5を経た時に，MJRNBSプロトコルも AJRNBSプロトコルも，{0, 1}上で一様な 1ビット
乱数のシェア ℓp個から成るベクトルであって，ℓpビットの 2進数とみなした時に pより小さいベクトルを
持っており，その法も等しい．すなわちMJRNBSプロトコルとAJRNBSプロトコルは等価な乱数を持つ．
MJRNBSプロトコルのステップ６は，上記の乱数をそのまま出力する．AJRNBSプロトコルのステップ
6は，上記の乱数 [r1∼ℓp ]p を [u1∼ℓp ]p にリネームし，ステップ７で出力する．以上から，MJRNBSプロト
コルが出力する乱数 [u1∼ℓp ]p と AJRNBSプロトコルが出力する乱数 [u1∼ℓp ]p は等価であり，法も等しい．
なお，AJRNBSプロトコルは，法変換する前の乱数 [r1∼ℓp ]p′ もリネームし，[u1∼ℓp ]p′ として出力する．こ
れは，[u1∼ℓp ]p と値が等価で法だけが異なる．
3.3.7 AJRNBSプロトコルの安全性
AJRNBSプロトコルが JRNBSプロトコルの安全性を維持しているかを考察する．ここで考察するべき
安全性は 2種類である．1つ目は，JRNBSプロトコルで漏洩しなかった秘密情報が AJRNBSプロトコル
でも漏洩しないことである．2つ目は，JRNBSプロトコルは乱数共有プロトコルであるから，JRNBSプロ
トコルの出力する乱数の性質が，AJRNBSプロトコルの出力する乱数でも維持されていることである．こ
のうち 2つ目については，上記の 3.3.6節で述べたので，以下では情報漏洩がないことを示す．
JRNBSプロトコルとMJRNBSプロトコルの安全性は等しいので，MJRNBSプロトコルで漏洩しなかっ
た秘密情報が AJRNBSプロトコルでも漏洩しないことを示す．AJRNBSプロトコルがMJRNBSプロト
コルと異なる点は，ステップ 1から 3の秘密情報を小さい法 p′ によって秘密分散している点と，ステップ
5において CBBSプロトコルを用いる点である．
以下では，ステップ毎に分析する．ステップ 1では，MJRNBSプロトコルも AJRNBSプロトコルも，
JRBSプロトコルを ℓp回実行している．2.5.1節で述べたように，JRBSプロトコルの安全性（秘密が漏洩
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しないこと）は，法には依存しない．したがって，MRNBSプロトコルと AJRNBSプロトコルのステップ
1の安全性は同等である．
ステップ２では，MJRNBSプロトコルも AJRNBSプロトコルも，BLTプロトコルを実行する点は同
じであるが，MJRNBS プロトコルは法 p，AJRNBS プロトコルは法 p′ を用いる点が異なる．法が p で
あることは，秘密情報が 0以上 p − 1以下であることを示す．小さい法 p′ の利用は，秘密情報が 0 以上
p′ − 1以下であることを示すので，秘密情報の範囲がより狭く推定される可能性がある．しかし，3.3.2節
のUnbounded Fan− In Orプロトコルの説明で述べたように，BLTプロトコルにおける中間秘密情報の上
限は，U = ⌈√ℓp⌉+ 1である．この上限の式は，BLTプロトコルの仕様に基づき，3.3.2節の分析によって
求めたものである．この分析では，BLTプロトコルのプロトコル仕様だけを用い，AJRNBSプロトコルの
個々の実行における秘密情報は用いていない．BLTプロトコルのプロコル仕様は公開情報である．上限 U
は，ℓpだけから算出可能であり，ℓpはMJRNBSプロトコルにおける公開情報である．そこで，攻撃者は，
MJRNBSプロトコルにおいて，公開された情報だけを用いて，BLTプロトコルにおける中間秘密情報の上
限 U を求めることができ，中間秘密情報の範囲が 0以上 U 以下であることを知りうる．
以上をまとめると，攻撃者は，MJRNBSプロトコルにおいて，中間秘密情報の範囲が 0以上 U 以下で
あることを知りうる．AJRNBSプロトコルにおいて，0以上 p′ − 1以下であることを知りうる．p′ は U
よりも大きな値（max(U, n)を超える素数）に設定されるので，攻撃者は AJRNBSプロトコルにおいて，
MJRNBSプロトコルで知り得た以上の情報を知ることはできない．また，BLTプロトコルの出力である v
は，０または１であるので，小さい法 p′ で分散しても，値を推定することはできない．
ステップ 3 における Reveal プロトコルの引数 [v]p の安全性については，上記の通りである．最後に，
AJRNBSプロトコルのステップ 5において CBBSプロトコルを用いる点について述べる．2.6節で述べた
ように，CBBSプロトコルは秘密情報を漏洩しないので，ステップ 5において秘密情報は漏洩しない．
以上から，MJRNBSプロトコルで漏洩しなかった秘密情報は AJRNBSプロトコルでも漏洩しない．
3.4 JRNBS利用パターンの効率化
3.4.1 AJRNBS利用パターン
JRNBS利用パターンのうちステップ１の JRNBSプロトコルについては，3.3.1節にて小さい法 p′を用い
て効率化した．本節では，JRNBS利用パターン全体に小さい法 p′を適用し効率化する．まず，JRNBS利用
パターンを下記のModified− JRNBS利用パターン（MJRNBS利用パターン）に等価変形する．MJRNBS
利用パターンは，出力秘密情報の名前が uB から tB に変わっている以外，JRNBS利用パターンと同じで
ある．したがって，MJRNBS利用パターンと JRNBS利用パターンは，同じ入力秘密情報に対して同じ出
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力秘密情報を算出し，安全性も等しい．
Algorithm MJRNBS利用パターン
Input: [s]p
1: [r1∼ℓp ]p ← JRNBS
2: [r]p ← [r1∼ℓp ]p
3: [r]p を用いて sを秘匿した値 [v]p を計算．
4: v ← Revea([v]p)
5: [uB ]p ← F(v, [r1∼ℓp ]p)
6: [uB ]p を [tB ]p にリネーム
7: [tB ]p を出力
次に，MJRNBS利用パターンに小さい法 p′を取り入れ，AJRNBS利用パターンを構成する．MJRNBS
利用パターンの入力秘密情報は [s]pであり，出力秘密情報は [tB ]pである．中間秘密情報は，ステップ 1か
ら 2，およびステップ 4から 5の秘密情報である．ここでは，ステップ 5における中間秘密情報を小さい法
p′ によって秘密分散する．また，ステップ 1においては，JRNBSプロトコルの代わりに，AJRNBSプロ
トコルを用いる．以下に，AJRNBS利用パターンを示す．
Algorithm AJRNBS利用パターン
Input: [s]p
1: [r1∼ℓp ]p, [r1∼ℓp ]p′ ← AJRNBS
2: [r]p ← [r1∼ℓp ]p
3: [r]p を用いて sを秘匿した値 [v]p を計算．
4: v ← Reveal([v]p)
5: [uB ]p′ ← F(v, [r1∼ℓp ]p′)
6: [uB ]p ← CBBS([uB ]p′)
7: [uB ]p を [tB ]p にリネーム
8: [tB ]p を出力
AJRNBS利用パターンのステップ 1における AJRNBSプロトコルは，3.3.1節で述べた AJRNBSプロ
トコルの出力秘密情報 [r1∼ℓp ]p以外に，この出力秘密情報の法変換前の秘密情報である [r1∼ℓp ]p′（ステップ
5）を出力する（AJRNBS利用パターンステップ 5）．この [r1∼ℓp ]p′ を Fの入力として用いる．
3.4.2 法 p′ の決定
AJRNBS利用パターンの法 p′を用いるビット演算は，ステップ 1（AJRNBSプロトコル），4（ビット演算F）
である．3.3.2節で述べたように，AJRNBSプロトコルにおける秘密の中間値の上限は ⌈√ℓp⌉+1である．した
がって，AJRNBS利用パターンの法 p′を用いるビット演算において，秘密値の上限は，max(TF, ⌈
√
ℓp⌉+1, n)
となる．ただし，TF はビット演算 Fにおける秘密値の上限である．以上から，AJRNBS利用パターンに
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おいて，p′ > max(TF, ⌈
√
ℓp⌉ + 1, n)を満たすとき，正確性と安全性が維持される．通信量の削減のため，
p′は条件を満たす最も小さい素数に設定される．Fは個々のプロトコルで異なるため，TFは人手で個々に
検討する必要がある．しかし TFを除く部分においては先述の式を用いればよいため，法 p′を決定するため
にプロトコル全体を検討する必要はない．代表的なプロトコルの Fおよび，秘密値の上限を 3.5節に示す．
3.4.3 通信量の削減効果
小さい法を用いることで，AJRNBS利用パターンのステップ 1と 4における通信量が削減される一方，
CBBSプロトコルの通信量が加わる．具体的な通信量削減効果については，個々の具体的なビット演算 F
に依存するため，3.5節の AJRNBS利用パターンの適用で明らかにする．
3.4.4 ラウンド数
AJRNBS利用パターンと JRNBS利用パターンの違いは，以下の二点である．この二点に着目し，二つ
のパターンのラウンド数の違いを考える．
相違点 1:
AJRNBS利用パターンは，ステップ 1に JRNBSプロトコルではなく AJRNBSプロトコルを用いて
いる．JRNBSプロトコルに比べ，AJRNBSプロトコルは 1ラウンド増大する．
相違点 2:
AJRNBS利用パターンは，ステップ 5（CBBSプロトコル）の処理が追加されている．ただし，CBBS
プロトコル（4ラウンド）の内，3ラウンドは他とは独立した処理であり，ステップ 1（AJRNBSプ
ロトコル）の中の CBBSプロトコルと並列して実行が可能である．したがって，ステップ 5では 1ラ
ウンド増大する．
相違点により，AJRNBS利用パターンは JRNBS利用パターンと比べて，2ラウンド増大する．
3.4.5 計算量の増加
AJRNBS利用パターンは，JRNBS利用パターンに比べて法変換（CBBSプロトコル）の (ℓp + 1)回分
の計算量が増加する．その計算量の内訳は，3.3.5節で述べたとおりである．
3.4.6 AJRNBS利用パターンの正確性
3.4.1節で述べたように，JRNBS利用パターンとMJRNBS利用パターンは．同じ入力秘密情報に対して，
同じ出力秘密情報を算出する．そこで，MJRNBS利用パターンと AJRNBS利用パターンの等価性（同じ
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入力秘密情報に対して同じ出力秘密情報を算出すること）を示すことで，JRNBS利用パターンとAJRNBS
利用パターンの等価性を示す．
以下では，ステップ毎に分析する．AJRNBS利用パターンのステップ 1とMJRNBS利用パターンのス
テップ 1を比べると，AJRNBS利用パターンでは，JRNBSプロトコルの代わりにAJRNBSプロトコルを用
いている．AJRNBSプロトコルの出力秘密情報は [r1∼ℓp ]pであり，これは，3.3.6節で述べたように，JRNBS
プロトコルの出力秘密情報 [r1∼ℓp ]pと等価である．AJRNBS利用パターンのステップ 1では，[r1∼ℓp ]pだけ
でなく，その法変換前の中間情報 [r1∼ℓp ]p′ も出力している．AJRNBSプロトコルの [r1∼ℓp ]p′ とMJRNBS
プロトコルの [r1∼ℓp ]p が等価であることも，3.3.6節で説明した．なお，ここでの等価性とは，{0, 1}上で
一様な 1ビット乱数のシェア ℓp個から成るベクトルであって，ℓpビットの 2進数とみなした時に pより小
さいベクトルという点において同じであることを意味する．
ステップ２では，AJRNBS利用パターンもMJRNBS利用パターンも，1ビットの乱数のシェア [ri]p(1 ≤
i ≤ ℓp)個から，ℓp ビットの乱数 [r]p を求める．AJRNBS利用パターンの [ri]p とMJRNBS利用パターン
の [ri]p(1 ≤ i ≤ ℓp)が等価であるため，AJRNBS利用パターンの [r]p とMJRNBS利用パターンの [r]p は
等価であり，どちらも，0以上 p− 1以下の一様な乱数を法 pで分散したものである．そのため，AJRNBS
利用パターンとMJRNBS利用パターンは，ステップ３，４において等価である．
AJRNBS利用パターンのステップ５とMJRNBS利用パターンのステップ５を比べると，AJRNBSプロ
トコルが小さい法 p′を用いる点だけが異なり，他は同じである．3.4.2節で述べたように，法 p′は，ビット
演算 Fにおける中間秘密情報の上限値 TFより大きく設定される．そこで，GF (p)上の演算によって，ビッ
ト演算 Fの中間秘密情報の値が影響を受けることはない．また，3.3.7節で述べたように，Fの出力 [uB ]p
の値（復元した時の uB の値）は，乱数の値に関わらず，入力秘密情報の値だけに依存して決まる．以上か
ら，入力秘密情報が等しければ，AJRNBS利用パターンのステップ５の出力とMJRNBS利用パターンの
ステップ５の出力は，同じ値のシェアであり，法が異なるだけである．
AJRNBSプロトコルのステップ６は，uB の値を変えずに，秘密分散の法だけを p′ から pに変える．そ
の結果，AJRNBSプロトコルのステップ６の出力は，MJRNBSプロトコルのステップ５の出力に比べて，
値も法も等しい．AJRNBSプロトコルのステップ７，８とMJRNBSプロトコルのステップ６，７は等価
である．
以上から，AJRNBSプロトコルとMJRNBSプロトコルは等価であり，同じ入力秘密情報に対して同じ
出力秘密情報を出力する．
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3.4.7 AJRNBS利用パターンの安全性
MJRNBS利用パターンで漏洩しなかった秘密情報がAJRNBS利用パターンでも漏洩しないことを示す．
以下では，ステップ毎に分析する．AJRNBS利用パターンのステップ１とMJRNBS利用パターンのステッ
プ１を比べると，AJRNBS利用パターンでは，JRNBSプロトコルの代わりに AJRNBSプロトコルを用い
ている．3.3.7節で示したように，AJRNBSプロトコルの安全性 (情報漏洩がないこと)は JRNBSプロト
コルに等しい．また，3.3.6節で示したように，AJRNBSプロトコルの出力する乱数 [r1∼ℓp ]pは，MJRNBS
プロトコルの出力する乱数 [r1∼ℓp ]p と等価である．
ステップ２では，AJRNBS利用パターンもMJRNBS利用パターンも，1ビットの乱数のシェア [ri]p(1 ≤
i ≤ ℓp)個から，ℓp ビットの乱数 [r]p を求める．AJRNBS利用パターンの [ri]p とMJRNBS利用パターン
の [ri]p(1 ≤ i ≤ ℓp)が等価であるため，AJRNBS利用パターンの [r]p とMJRNBS利用パターンの [r]p は
等価であり，どちらも，0以上 p− 1以下の一様な乱数を法 pで分散したものである．したがって，ステッ
プ３，４において，AJRNBS利用パターンとMJRNBS利用パターンの安全性は等しい．
AJRNBS利用パターンのステップ５とMJRNBS利用パターンのステップ５を比べると，AJRNBSプロ
トコルが小さい法 p′を用いる点だけが異なり，他は同じである．小さい法 p′の利用は，秘密情報が 0以上
p′ − 1以下であることを示すので，秘密情報の範囲がより狭く推定される可能性がある．しかし，法 p′は，
ビット演算 Fにおける中間秘密情報の上限値 TFより大きく設定される．攻撃者は，MJRNBS利用パター
ンにおいて，中間秘密情報の範囲が 0以上 TF以下であることを知りうる．AJRNBSプロトコルにおいて，
0以上 p′ − 1以下であることを知りうる．p′ は TF よりも大きな値，すなわちmax(TF , ⌈
√
ℓp⌉+ 1, n)を超
える素数に設定されるので，攻撃者は AJRNBS利用パターンにおいて，JRNBS利用パターンで知り得た
以上の情報を知ることはできない．
AJRNBS利用パターンのステップ６では，CBBSプロトコルを用いるが，2.6節で述べたように，CBBS
プロトコルは秘密情報を漏洩しない．
以上から，MJRNBS利用パターンで漏洩しなかった秘密情報はAJRNBS利用パターンでも漏洩しない．
3.5 AJRNBS利用パターンの適用
3.5.1 大小比較プロトコルへの適用
2.5.4節で述べたように，大小比較プロトコルは，LSBプロトコルと積プロトコルから成り，全体の通信
量は 279ℓ2p + 5ℓp，ラウンド数は 15である（文献 [26]）．ここでは，大小比較プロトコルのうち LSBプロト
コルの部分に提案方式を適用する．LSBプロトコルの通信量は 93ℓ2p + ℓpであり，大小比較プロトコル内で
3回実行されるため，その通信量は 279ℓ2p + 5ℓp である．LSBプロトコルのラウンド数は 13である．LSB
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プロトコルの詳細を下記に示す．2.5.4節では，LSBプロトコルを用いて cの最下位ビットを算出する場合
を説明したので，入力を [c]pとしていたが，ここでは一般形を示すため，入力を [s]pとする．なお，◃以降
は当該ステップの通信量を示す．
Algorithm LSBプロトコル
Input: [s]p
1: [r1∼ℓp ]p ← JRNBS ◃ 76ℓ2p
2: [r]p ← [r1∼ℓp ]p
3: [v]p ← [s]p + [r]p
4: v ← Reveal([v]p)
5: [uB ]p ← v < [r1∼ℓp ]p ◃ 17ℓ2p
6: [cB ]p ← v1 ⊕ [r1]p
7: [s1]p ← [uB ]p · (1− [cB ]p) + (1− [uB ]p) · [cB ]p ◃ ℓp
8: [s1]p を出力
LSBプロトコルを等価変形したModified− LSB(MLSB)プロトコルを以下に示す．MLSBプロトコル
は，ステップ 8において，出力秘密情報をリネームする以外は，LSBプロトコルと 同じである．そこで，
LSBプロトコルとMLSBプロトコルは同じ入力秘密情報に対して同じ出力秘密情報を算出し，その安全性
は等しい．
Algorithm Modified− LSB(MLSB)プロトコル
Input: [s]p
1: [r1∼ℓp ]p ← JRNBS ◃ 76ℓ2p
2: [r]p ← [r1∼ℓp ]p
3: [v]p ← [s]p + [r]p
4: v ← Reveal([v]p)
5: [uB ]p ← v < [r1∼ℓp ]p ◃ 17ℓ2p
6: [cB ]p ← v1 ⊕ [r1]p
7: [s1]p ← [uB ]p · (1− [cB ]p) + (1− [uB ]p) · [cB ]p ◃ ℓp
8: [s1]p を [tB ]p にリネーム
9: [tB ]p を出力
MLSBプロトコルのステップ 1，2，3，4が，JRNBS利用パターン（3.2.4節）におけるステップ 1，2，
3，4に各々相当する．MLSBプロトコルのステップ 5から 7が，JRNBS利用パターンのステップ 5（ビッ
ト演算 F）に相当する．すなわち，ここでの Fは，vと [rrange1ℓp]pを入力し，[s1]pを出力する．AJRNBS
利用パターンを用いれば，LSBプロトコルのステップ 5から 7を GF (p′)上で実行できる．AJRNBS利用
パターンを LSBプロトコルに対して適用した Advanced LSB(ALSB)プロトコルを下に記す．上記の LSB
プロトコルにおける各ステップの通信量が，下記の ALSBプロトコルにおける各ステップの通信量へと改
善される一方，法変換（ステップ 8）の通信量が加わる．ALSBプロトコルの通信量は，下記のALSBプロ
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トコルの各ステップの通信量の合計であるため，(5k + 1)ℓ2p + (5k + 95)ℓpℓp′ + (5k + 1)ℓp + (5k + 3)ℓp′ で
ある．ラウンド数は 3.4.4節で述べたように 2増加し，15である．ALSBプロトコルを利用した大小判定プ
ロトコルの通信量は (15k+ 3)ℓ2p + (15k+ 285)ℓpℓp′ + (5k+ 1)ℓp + (5k+ 7)ℓp′ であり，ラウンド数は 17で
ある．
Algorithm Advanced LSB(ALSB)プロトコル
Input: [s]p
1: [r1∼ℓp ]p, [r1∼ℓp ]p′ ← AJRNBS ◃ (5k + 1)ℓ2p + (5k + 78)ℓpℓp′
2: [r]p ← [r1∼ℓp ]p
3: [v]p ← [s]p + [r]p
4: v ← Reveal([v]p)
5: [uB ]p′ ← v < [r1∼ℓp ]p′ ◃ 17ℓpℓp′
6: [cB ]p′ ← v1 ⊕ [r1]p′
7: [tB ]p′ ← (1− [cB ]p′) · [uB ]p′ + (1− [uB ]p′) · [cB ]p′ ◃ ℓp′
8: [tB ]p ← CBBS([tB ]p′) ◃ (5k + 1)ℓp + (5k + 2)ℓp′
9: [tB ]p を出力
p′ の大きさを，3.4.2節で示した中間秘密情報の上限を表す式 U = max(TF, ⌈
√
ℓp⌉+ 1, n)を用いて考え
る．ビット演算 Fに相当する箇所は，ステップ 5から 7 である．3.3.2節で述べたように，ステップ 5（BLT
プロトコル）の中間秘密情報の上限は max(⌈√ℓp⌉ + 1, n)である．ステップ 6 と 7 は，1 ビットの秘密同
士の演算であるため，中間秘密情報の上限は n = max(1, n)である．ここから，Fにおける中間秘密情報
の上限は TF = max(⌈
√
ℓp⌉ + 1, n)となる．p′ は，max(⌈
√
ℓp⌉ + 1, n)を超える最小の素数に設定すること
ができる．なお，計算量については，大小比較プロトコルは LSBプロトコルを 3回実行し，LSBプロトコ
ルの AJRNBS利用パターンは CBBSプロトコルを (ℓp + 1)回実行するので，合計で CBBSプロトコルの
3(ℓp + 1)回の計算量が増加となる．CBBSプロトコル 1回分の計算量については，3.3.5節で述べたとおり
である．通信量の削減効果を表 3.3に記す．
表 3.3: 大小比較プロトコルの削減効果
ℓp, ℓp′ k 従来方式 提案方式
ℓp = 32, ℓp′ = 4 2 285856 74532(74%)
ℓp = 32, ℓp′ = 4 3 285856 91992(68%)
ℓp = 64, ℓp′ = 5 2 1143104 236757(79%)
ℓp = 64, ℓp′ = 5 3 1143104 303342(73%)
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3.5.2 ビット分解プロトコルへの適用
AJRNBSプロトコル，AJRNBS利用パターンおよびALSBプロトコルの場合は，MJRNBSプロトコル，
MJRNBS利用パターンおよびMLSBプロトコルを経由して間接的に導出したが，同様の間接的な導出を
行うと，説明が長大になるため，直接的な導出を行う．2.5.7節で述べたように，ビット分解プロトコル (文
献 [34])の通信量は 57ℓ2 log∗(ℓ) + 71ℓ2 + 14ℓ
√
ℓ log∗ ℓ+ 30ℓ
√
ℓ，ラウンド数は 33である．
Algorithm ビット分解プロトコル
Input: [s]
1: [r1∼ℓ]← JRNBS
2: [r]← [r1∼ℓ]
3: [c]← [s] + [r]
4: c← Reveal([c])
5: c′ ← c+ p
6: [f ]← [r1∼ℓ] > c
7: for i := 1 ∼ ℓ do
8: [c˜i]← [f ] · (c′i − ci) + ci
9: end for
10: [u1∼ℓ]← TreeComp([r1∼ℓ], [c˜1∼ℓ])
11: [s (mod 2ℓ)]← [s]
12: for i := (ℓ− 1) ∼ 1 do
13: [ui]← [r1∼i] > [c˜1∼i]
14: [c˜ (mod 2i)]← [c˜1∼i]
15: [r (mod 2i)]← [r1∼i]
16: [s (mod 2i)]← [c˜ (mod 2i)]− [r (mod 2i)] + 2i[ui]
17: [si+1]← [s (mod 2
i+1)]−[s (mod 2i)]
2i
18: end for
19: [s1]← [s (mod 2)]
20: [s1∼ℓ]を出力
ビット分解プロトコルのステップ 1から 4が，JRNBS利用パターンにおけるステップ 1から 4に各々相
当する．ビット分解プロトコルのステップ 5から 19が，JRNBS利用パターンのステップ 5（ビット演算
F）に相当する．すなわち，Fはビット分解プロトコルのステップ 7で c′ を入力し，ステップ 6で [r1∼ℓp ]
を入力して，ステップ 20で [s1∼ℓ]を出力する．AJRNBS利用パターンを用いれば，ビット分解プロトコル
のステップ 5から 20をGF (p′)上で実行できる．AJRNBS利用パターンをビット分解プロトコルに対して
適用したAdvanced Bit Decomposition(ABD)プロトコルを下記に示す．上記のビット分解プロトコルにお
ける各ステップの通信量が，下記の ABDプロトコルにおける各ステップの通信量へと改善される一方，法
変換（ステップ 23）の通信量が加わる．ABDプロトコルの通信量は，下記の ABDプロトコルの各ステッ
プの通信量の合計であるため，(10k+ 2)ℓ2p + (10k+ 105+ 57 log
∗ ℓp)ℓpℓp′ + 14ℓp′
√
ℓp log
∗ ℓpである．ラウ
47
ンド数は 3.4.4節で述べたように 2増加し，35である．
Algorithm ABDプロトコル
Input: [s]p
1: [r1∼ℓp ]p, [r1∼ℓp ]p′ ← AJRNBS ◃ (5k + 1)ℓ2p + (5k + 78)ℓpℓp′
2: [r]p ← [r1∼ℓp ]p
3: [c]p ← [s]p + [r]p
4: c← Reveal([c]p)
5: c′ ← c+ p
6: [f ]p′ ← [r1∼ℓp ]p′ > c ◃ 17ℓpℓp′
7: for i := 1 ∼ ℓp do
8: [c˜i]p′ ← [f ]p′ · (c′i − ci) + ci
9: end for
10: [r]p′ ← [r1∼ℓp ]p′
11: [s]p′ ← c− [r]p′ − p · [f ]p′
12: [u1∼ℓp ]p′ ← TreeComp([r1∼ℓp ]p′ , [c˜1∼ℓp ]p′) ◃ 57ℓpℓp′ log∗ ℓp + 8ℓpℓp′ + 14ℓp′
√
ℓp log
∗ ℓp
13: [s (mod 2ℓp)]p′ ← [s]p′
14: for i := (ℓp − 1) ∼ 1 do
15: [ui]p′ ← [r1∼i]p′ > [c˜1∼i]p′
16: [c˜ (mod 2i)]p′ ← [c˜1∼i]p′
17: [r (mod 2i)]p′ ← [r1∼i]p′
18: [s (mod 2i)]p′ ← [c˜ (mod 2i)]p′ − [r (mod 2i)]p′ + 2i[ui]p′
19: [si+1]p′ ← [s (mod 2
i+1)]p′−[s (mod 2i)]p′
2i
20: end for
21: [s1]p′ ← [s (mod 2)]p′
22: for i := 1 ∼ ℓp do
23: [si]p ← CBBS([si]p′) ◃ ℓp((5k + 1)ℓp + (5k + 2)ℓp′)
24: end for
25: [s1∼ℓp ]p を出力
p′の大きさを，3.3.2節で中間秘密情報の上限を表す式max(TF, ⌈
√
ℓp⌉+1, n)を用いて考える．ビット演
算 Fに相当する箇所は，ステップ 5から 21である．そのうち，ステップ 5から 11は 1ビットの秘密同士
の演算であり，上限は n = max(1, n)である．ステップ 12の TreeCompは BLTプロトコルによって構成
されているため，上限は BLTプロトコルに等しくなる．したがって，max(⌈√ℓp⌉ + 1, n)である．ステッ
プ 13～18は 1ビットの秘密同士の演算であり，上限は n = max(1, n)である．ステップ 18の c˜ (mod 2i)
および r (mod 2i)は p′ を上回る可能性があるが，上回ったとしても，ステップ 19の出力 si+1 は {0, 1}，
すなわちビットとなる．したがって，18と 19を一つのビット演算とみなせる．ステップ 18と 19の上限
は n = max(1, n)である．ここから，Fにおける中間秘密情報の上限はmax(⌈√ℓp⌉+ 1, n)となる．p′ は，
max(⌈√ℓp⌉+ 1, n)を超える最小の素数に設定することができる．通信量の削減効果を表 3.4に記す．
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表 3.4: ABDプロトコルの比較
ℓp, ℓp′ k 従来方式 提案方式
ℓp = 32, ℓp′ = 4 2 214272 53792(75 %)
ℓp = 32, ℓp′ = 4 3 220032 65312(70 %)
ℓp = 64, ℓp′ = 5 2 840128 167712(80 %)
ℓp = 64, ℓp′ = 5 3 862208 189792(78 %)
3.5.3 その他のプロトコルへの適用
等号判定プロトコルおよび区間判定プロトコルへの適用について述べる．ここでは，概略を述べ，詳細は
付録 A.1および付録 A.2にて述べる．
まず，等号判定プロトコル（2.5.5節）への適用について説明する．等号判定プロトコルのステップ 1か
ら 4が，JRNBS利用パターンのステップ 1から 4に各々相当する．等号判定プロトコルのステップ 5から
1０が，JRNBS利用パターンのステップ 5（ビット演算 F）に相当し，GF (p′)上の実行により，通信量を
削減することができる．一方，法変換の通信量が増加分となる．通信量の削減効果を表 3.5に記す．なお，
計算量については，CBBSプロトコルの (ℓp + 1)回分の計算量が増加となる．
表 3.5: 等号判定プロトコルの削減効果
ℓp, ℓp′ k 従来方式 提案方式
ℓp = 32, ℓp′ = 7 2 82944 32532(60%)
ℓp = 32, ℓp′ = 7 3 82944 38967(53%)
ℓp = 64, ℓp′ = 8 2 331776 93472(72%)
ℓp = 64, ℓp′ = 8 3 331776 116872(65%)
次に，区間判定プロトコル（2.5.6節）への適用について述べる．区間判定プロトコルのステップ 1から
4が，JRNBS利用パターンにおけるステップ 1から 4に各々相当する．区間判定プロトコルのステップ 17
から 23が，JRNBS利用パターンのステップ 5（ビット演算 F）に相当し，GF (p′)上の実行により，通信
量を削減できる．一方，法変換の通信量が増加分となる．通信量の削減効果を表 3.6に記す．なお，計算量
については，CBBSプロトコルの (ℓp + 1)回分の計算量が増加となる．
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表 3.6: 区間判定プロトコルの削減効果
ℓp, ℓp′ k 従来方式 提案方式
ℓp = 32, ℓp′ = 4 2 112672 27284(76%)
ℓp = 32, ℓp′ = 4 3 112672 33224(71%)
ℓp = 64, ℓp′ = 5 2 450592 84865(81%)
ℓp = 64, ℓp′ = 5 3 450592 107290(76%)
3.6 実装時の効率に関する考察
3.6.1 概要
本節では，従来方式と提案方式の実装時の効率を，計算，記憶，通信の面から考察する．提案方式の基本
は，JRNBSプロトコルの効率化であることから，従来プロトコルとして JRNBSプロトコル，提案プロト
コルとして AJRNBSプロトコルを取り上げる．
なお，2.4節で述べたように，MPCの基本プロトコルは，積プロトコル，和プロトコル，乱数生成プロ
トコル，Revealプロトコルの 4つであり，JRNBSプロトコルなどの他のプロトコルは，4つの基本プロト
コルから構成される
3.6.2 計算量および計算時間の考察
本節では，JRNBSプロトコルおよび AJRNBSプロトコルの計算量を見積もり，ローカルな計算量の支
配的な要因（全体の大部分を占める計算）が乱数生成であることを明らかにする．次に，ローカルな計算時
間について考察する．ローカルな計算時間は，下記の理由により，計算量に比例しない可能性がある．
1. ソフトウェアとして実装する場合には，プログラミングによっては，無駄が発生する．たとえば，C
言語で実装する場合，5ビットデータの処理に 8ビットの文字型変数を用いれば，8ビットデータの
処理と同じ計算時間になる．アセンブラプログラミングなどにより，この無駄をなくせる可能性はあ
るが，プログラミングの生産性および保守性が大きく損なわれる．そのため，一般的なプログラム言
語を用い，処理効率と生産性・保守性のバランスを考慮しながらプログラミングを行うことが多い．
2. レジスタなどが 32ビット，64ビット単位でしか処理できないことから，データが小さくなっても計
算時間は変わらない可能性がある．たとえば，レジスタ長が 32ビットの場合，データが 32ビットで
も 5ビットでも，1回の演算におけるレジスタの使用回数は等しい．
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そこで，支配的な計算（乱数生成）を取り上げ，上記の (1)について，実際のプログラミングを想定して
考察する．最後に，乱数生成を実装し，処理時間を測定することで，上記 (2)の影響を含めた JRNBSプロ
トコルと AJRNBSプロトコルの処理時間の比較を行う．
まず，JRNBSプロトコルの計算量を見積もる．JRNBSプロトコル（2.5.3節）は，JRBSプロトコル，
BLTプロトコル，Revealプロトコルから成る．JRBSプロトコル（2.5.1節）は乱数生成プロトコル JRNS
プロトコル（2.4.4節）を含む．これらのプロトコル内の基本プロトコルの回数を合計すると，JRNBSプ
ロトコルは 48ℓp 回の積プロトコル，20ℓp 回の和プロトコル，28ℓp + 4回の Revealプロトコル，28ℓp 回の
乱数生成プロトコルを含む．
積プロトコル1回分の計算の内訳は，3.3.5節で述べたように，積1+(k−1)n+(2k−1)回，和 (k−1)n+(2k−2)
回，乱数生成 (k− 1)回である．なお，ここでの積および和は，積プロトコルおよび和プロトコルではなく，
GF (p)上の積および和である．また，乱数は，暗号学的に安全な乱数である必要がある．
和プロトコル 1回の計算の内訳は，GF (p)上の和 1回である．Revealプロトコルの計算の内訳はラグラ
ンジュ補間であり，ラグランジュ補間の内訳は，3.3.5節で述べたように，GF (p)上の積 k回，和 (k − 1)
回である．乱数生成プロトコルの計算の内訳は，積 n(k − 1)回，和 n(k − 1)回，乱数生成 k回である．
以上述べた 4つの基本プロトコルの回数および，基本プロトコルの内訳に基づき，JRNBSプロトコルに
おける乱数生成，積，和の回数を表 3.7にまとめる．なお，積プロトコルの中で生成する乱数は，p未満で
なければならないので，β(k − 1)個の乱数生成が必要である（β > 1）．
表 3.7: JRNBSプロトコルの計算量
処理 回数
ℓp ビット乱数生成 β(76ℓpk − 48ℓp)回
GF (p)上の積 ℓp(76kn− 76n+ 124k) + 4k回
GF (p)上の和 ℓp(76kn− 76n+ 124k − 104) + 4k − 4回
3.3.5節で述べたように，乱数生成は暗号処理を必要とし，他の計算に比べて極めて計算量が大きい．ま
た，現在MPCの実用化が検討されている分野では，(k, n)を小さく取る場合，たとえば (k, n) = (2, 3)ま
たは (3, 5)の場合が多い（文献 [48]）．そこで，実用的なMPCを想定すると，たとえば，(k, n) = (2, 3)か
つ ℓp = 32の場合には，乱数生成は 3328回，積は 15240回，和 11908回であり，回数に大きな差はない．
以上から，全体の計算量のうち乱数生成が支配的である．
AJRNBSプロトコルについても，同様の分析を行った．AJRNBSプロトコルは，法変換プロトコル（CBBS
プロトコル）を ℓp回実行する点が，JRNBSプロトコルからの増加分となる．しかし，3.3.5節で述べたよ
うに，CBBSプロトコルでも乱数生成が支配的である．そこで，AJRNBSプロトコルでも，JRNBSプロ
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トコルと同様に，乱数生成が支配的である．
AJRNBSプロトコルの CBBSプロトコル以外の部分は，JRNBSプロトコルと同じ計算であり，相違点
は，和と積が GF (p′)上である点，および乱数が ℓp′ ビット乱数である点にある．CBBSプロトコル 1回
の乱数生成は，1ビット乱数 1個，ℓp ビット乱数 α(4k2 − k − 1)個，ℓp′ ビット乱数 α′(4k2 − 2k)個であ
り，CBBSプロトコルは ℓp 回実行される．したがって，CBBSプロトコルを含めた AJRNBSプロトコル
の乱数生成は，1ビット乱数生成が 1回，ℓpビット乱数生成が γ(4k2ℓp + 75ℓpk− 49ℓp)回，ℓp′ ビット乱数
γ′(4k2ℓp + 74lℓp − 48ℓp)個（γ > 1, γ′ > 1）となる．
次に乱数生成のプログラミングについて考察する．乱数生成には，Open SSL（文献 [28]）で提供されて
いる AESをカウンターモードで用いることにした．カウンターモードの AESは暗号学的に安全な乱数を
生成することが知られている（文献 [23]）．JRNBSプロトコル（あるいは AJRNBSプロトコル）で必要な
全ての乱数を一括して生成することにした．JRNBSプロトコルおよび AJRNBSプロトコルで必要な乱数
の個数およびビット数は，上記の通りである．AESは 128ビット単位で乱数を生成するので，基本的に，
AESを ⌈必要な乱数のビット数の合計/128⌉回実行する．
AES以外はC言語を用いて実装することにした．ℓp = 32, 64の場合は，AESの生成した乱数から ℓpビッ
ト毎切り出し，p未満であるかを判定する．ℓp′ = 4の場合には，文字列型（8ビット）単位で切り出し，4
ビットを上下 2個用いる．ℓp′ = 5の場合には，short int型（16ビット）単位で切り出し，5ビットを 3個
用いることにしたので，AESの生成する乱数は 16/15倍に増加することになった．ℓp および ℓp′ ビットの
乱数の切り出し，および素数 pとの比較を，p未満の乱数が必要な個数得られるまで繰り返すことにした．
以上の設計の通り，JRNBSプロトコルおよび AJRNBSプロトコルの乱数生成を実装し，3.4GHz，4コ
アのCPU，64ビットレジスタおよび 8GBの主記憶を有する計算機上で処理時間を測定した．JRNBSプロ
トコルの場合は，ℓp = 32, 64とし，AJRNBSプロトコルの場合は，(ℓp, ℓp′) = (32, 4)，(64, 5)とした．な
お，γ, γ′は，素数 p，p′が大きいほど小さくなり，素数が小さいほど大きくなる．そこで，各々の ℓpおよ
び ℓp′ について，最大の pおよび p′を用いた．具体的には，32ビット素数として 0xﬀﬀﬀfb，64ビット素数
として 0xﬀﬀﬀﬀﬀﬀﬀc5，4ビット素数として 13，5ビット素数として 31を用いた．(k, n) = (2, 3)とした．
以上の条件で，JRNBSプロトコルおよび AJRNBSプロトコルの乱数生成時間を測定した．測定結果を表
3.8に示す．表内の数値は各々 1000回測定した平均値である．
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表 3.8: 乱数生成の計算時間
JRNBSプロトコル AJRNBSプロトコル
ℓp 時間 (s) (ℓp, ℓp′) 時間 (s)
32 0.000120 (32, 4) 0.00004418
64 0.000119 (64,5) 0.000140
3.6.3 記憶容量の考察
一般にプログラム実行時には，プログラムを格納するための記憶容量と，変数や定数などのデータを格
納する記憶容量が必要となる．従来のプロトコルの扱うデータは ℓpビットであり，提案プロトコルの扱う
データは ℓp′ ビットであることから，提案方式の影響を受けるのはデータの記憶容量である．そこで，デー
タの記憶容量について分析する．原理的には，提案プロトコルの必要とする記憶容量は従来プロトコルに比
べて ℓp′/ℓpになる．しかし，計算量の考察でも述べたように，ソフトウェアとして実装する場合には，無駄
が発生する可能性があり，原理通りに記憶容量が削減できるとは限らない．さらに，提案プロトコルは，従
来プロトコルの用いなかった CBBSプロトコルを用いるため，CBBSプロトコルのための記憶容量も考慮
する必要がある．これらの点を踏まえて，従来プロトコル JRNBSプロトコルと提案プロトコル AJRNBS
プロトコルの記憶容量について考察する．
2つの ℓpビットの値の間でGF (p)上の演算を行う場合，処理の途中で最大 2ℓpビットの値が生じる．そ
のため，本節の分析では，MPCを法 ℓp（あるいは ℓp′）で実行する部分については，プログラムの変数およ
び定数について，各々 2ℓp(あるいは 2ℓp′)ビットの記憶容量を確保すると考える．より正確には，一般的な
プログラム言語の変数，定数として指定可能なビット数であって，2ℓpビット以上の最小の記憶容量を確保
する．この記憶容量をm(ℓp)で表すことにする．たとえば，C言語を用いる場合，m(32) = 64，m(5) = 16
となる．
JRNBSプロトコル（2.5.3節）のうち最も記憶容量を要する部分は，ステップ 1において，JRBSプロ
トコルを 4ℓp並列で実行するときであり，なかでも，JRBSプロトコル（2.5.1節）のステップ 2において，
[r]p · [r]pの積プロトコルを実行するときである．積プロトコルでは，秘密分散法により n個のシェアを生成
する．その時，k− 1個の乱数と n個のシェアおよび分散前の値 1個を記憶する必要がある．4ℓp並列の積プ
ロトコルでは，ℓpビットの値 4ℓp(k+n)個記憶する必要がある．さらに，3.6.2節で述べたように，JRNBS
プロトコルで必要とする乱数を一括生成する場合には，ℓpビットの乱数を β(76ℓpk− 48ℓp)個記憶する必要
がある．以上から，記憶容量は (76ℓpk − 48ℓp) · ℓp + (4ℓp(k + n)) ·m(ℓp)となる．
AJRNBS プロトコル（3.3.1 節）のうち，CBBS プロトコルを除く部分で，最も記憶容量を要するの
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は，JRNBSプロトコルと同じく AJRNBSプロトコルのステップ 1であり，記憶容量は (76ℓpk − 48ℓp) ·
ℓp′ + (4ℓp(k + n)) · m(ℓp′) となる．AJRNBS プロトコルでは，CBBS プロトコルを用いる．CBBS プ
ロトコルのうち最も記憶容量を要する部分は，ステップ 2 と 3 の並列実行において，k 個の ℓp ビット
乱数の排他的論理和と k 個の ℓp′ ビット乱数の排他的論理和を計算する部分である．3.3.5 節で述べたよ
うに，この計算は， Unbounded Fan− In Xorプロトコル（文献 [12, 26]）を用いて効率化することが可
能である．詳細は省略するが，この部分の記憶容量は (4k2－ 2k) · m(ℓp) + (4k2－ 2k) · m(ℓp′) という式
となる．AJRNBS プロトコルは，ℓp 回の CBBS プロトコルを並列実行するので，記憶容量は，ℓp((4k2
－ 2k) ·m(ℓp) + (4k2－ 2k) ·m(ℓp′)) + (76ℓpk − 48ℓp) · ℓp′ + (4ℓp(k + n)) ·m(ℓp′)となる．この CBBSプ
ロトコルのステップ 2，3の記憶容量は，上述した JRBSプロトコルのステップ 1の記憶容量より大きいの
で，これが Advanced− JRNBS(AJRNBS)プロトコルの記憶容量となる．
ℓp = 32と 64における JRNBSプロトコルの記憶容量，(ℓp, ℓp′) = (32, 4), (64, 5)におけるAJRNBSプロ
トコルの記憶容量を表 3.9に示す．k = 2，n = 3とした JRNBSプロトコルと AJRNBSプロトコルの記憶
容量を比較すると，JRNBSプロトコルの方が大きい．その理由は CBBSプロトコルを用いることで乱数に
おける記憶容量が削減できることにある．
表 3.9: AJRNBSの記憶容量
JRNBSプロトコル AJRNBSプロトコル
ℓp 記憶容量 (bit) (ℓp, ℓp′) 記憶容量 (bit)
32 147456 (32, 4) 81920
64 589824 (64,5) 304640
3.6.4 通信量および通信時間の考察
3.3.3節および 3.5節では，提案手法による通信量の削減効果の理論値を示した．しかし，以下の理由か
ら，実装時の通信時間は，理論値通りの削減にはならない．
1. ソフトウェアとして実装する場合，プログラミングによっては，通信量が増加する可能性がある．
2. 一般的に用いられる IPプロトコルの場合，通信データはパケットとして送受信される．個々のパケッ
トには，通信データ量とは無関係に一定長のヘッダーが付与される．
3. レジスタなどが 32ビット，64ビット単位でしか処理できないことから，データ長がレジスタ長の倍
数でない場合に，無駄な処理が発生する可能性がある．
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4. パケットの送受信では，送信側でのパケットの組み立て（通信データへのヘッダーの付与など）や受
信側でのシーケンス番号の確認のように，パケットのサイズとは無関係の処理時間が存在する．
5. OSの割り込みなどの外乱要因，およびネットワークカードなどの製品の特性の影響がある．
そこで，これらの点を踏まえて，従来プロトコル（JRNBSプロトコル）と提案プロトコル（AJRNBSプ
ロトコル）の通信時間について評価する．なお，ℓp として 32と 64，ℓp′ として 4と 5を取り上げる．
まず，(1)について考察する．JRNBSプロトコルは，4つの基本プロトコル（積プロトコル，和プロトコ
ル，乱数生成プロトコル，Revealプロトコル）の組合せになっている．JRNBSプロトコルは 7ラウンドか
らなり，各ラウンドにおいて，複数の基本プロトコルを並列で実行する．この並列実行されるプロトコル
の通信データは 1つの大きなデータにまとめて送受信することができる．たとえば，あるラウンドでN 回
の積プロトコルを並列実行し，各々の積プロトコルは ℓp = 32ビットのデータを通信する場合，32ビット
データN 個をまとめて，32N ビットのデータを 1回通信すればよい．そのとき，送信側では，32N ビット
の配列（たとえば C言語における長さN の整数型配列）を設け，N 個の積プロトコルが，配列の異なるア
ドレスに 32ビットのデータを書き込み，受信側では逆に 32ビットデータを読み出せばよい．したがって，
ℓp = 32, 64の場合には，通信量の無駄はなく，上記 (1)の問題は生じない．
ℓp′ = 4とし，4ビットデータN 個をまとめて送る場合を考える．この場合は，たとえば長さ ⌈N/2⌉の文
字型配列を用意し，2つの積プロトコルの通信データを，1つの文字型データの上位 4ビットと下位 4ビッ
トに書き込む．N が奇数の場合には，最後の文字型変数のうち 4ビットが無駄になるが，この無駄は小さ
いため無視してもよい．このような実装を行うと，データを 4ビットシフトするなどの計算が発生する．し
かし，本節で後述するように，MPCの処理時間においては，計算よりも通信の方が支配的であるため，計
算を増やして，通信量の増加を抑えることは不自然でない．5ビットデータ N 個すなわち 5N ビットをま
とめて送る場合には，たとえば，C言語における長さ ⌈N/3⌉の short int配列を設け，5ビットシフトによ
り，1つの short int変数に 3個のデータを書き込む．この場合，short int変数の 16ビットのうち 1ビット
は無駄になり，最後の変数については，1，6，11ビットのいずれかの無駄になるので，全体として，通信
量が 16⌈N/3⌉5N 倍になる．
表 3.10は，JRNBSプロトコルおよびAJRNBSプロトコルのラウンド毎の通信量の理論値（ビット数）を，
(ℓp, ℓp′) = (32, 4)および (64, 5)の場合に示す．例えば 32ビットのシェアを用いる JRNBSでは，1ラウンド
目で 28672ビットのデータを送信し，2ラウンド目で 16384ビットのデータを送信する．(ℓp, ℓp′) = (64, 5)
の場合の AJRNBSプロトコルでは，通信データの一部は 5ビットであるため，上記 (1)の要因により，通
信量が増加する．そこで，上記 (1)の要因を考慮した AJRNBSプロトコルの通信量を，表の右側の列に併
記した．
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表 3.10: 通信量の理論値
ラウンド JRNBSプロトコル AJRNBSプロトコル
ℓp bit (ℓp, ℓp′) bit
32 64 (32, 4) (64,5) (64,5)
1 28672 114688 10176 41636 41676
2 16384 65536 5376 23672 23692
3 8192 32768 9920 41236 41249
4 8192 32768 128 200 213
5 4096 16384 64 100 106
6 8192 32768 128 200 213
7 4096 16384 64 100 106
8 128 320 320
1Gビットの LANにおいて，表 3.10の通信時間を測定した結果を表 3.11に示す．使用した計算機は計
算時間の測定に用いたものと同じである．1000回の測定を 1セットとして，異なる時間帯で 3セット測定
し，3000で割って平均時間を求めた．表 3.11を見ると，JRNBSプロトコルと AJRNBSプロトコルの通
信時間にはほとんど差がなく，提案方式の効果は見られない．これは，上記の要因 (2)から (5)の影響であ
ると考えられる．なお，表 3.11の通信時間を，3.6.2節の表 3.8の計算時間と比べると，MPCにおいては，
通信時間が支配的であることが分かる．
表 3.11: 通信の計測時間
JRNBSプロトコル Advanced− JRNBS(AJRNBS)プロトコル
ℓp 時間 (ms) (ℓp, ℓp′) 記憶容量 (ms)
32 17.44 (32, 4) 17.95
64 35.51 (64,5) 26.80
MPCを実用化する場合には，同じあるいは異なる複数のプロトコルを並列実行する場面が多数考えられ
る．たとえば，文字列探索において，Doc=”This is a pen”という文字列が秘密分散されており，その中
から，Term=”is”という秘密分散された文字列を探索する場面を考える（実際には通信文からキーワード
を探索するなどの応用がある）．この場面では，Docの各部分すなわち，”Th”，“hi”，“is”，・・・”en”と
Term=”is”との等号判定プロトコルを並列で実行するので，12並列となる．一般には，（Docの文字数―
Termの文字数）の並列数となる．また，秘密分散された時系列データ ai と bi （1 ≤ i ≤ n, iは時刻 ti の
番号）の大小比較の場合，大小比較プロトコルの n並列となる．たとえば，aiが biより常に大きいかの判
定，ai が bi より大きい時刻を求めるなどの場合がある．たとえば，等号判定プロトコルは JRNBSプロト
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コルを用いるので，上記の文字列探索の場合は JRNBSプロトコルの 12並列となる．また，大小比較プロ
トコルは JRNBSプロトコルを 3並列で用いるので，上記の時系列データの比較の場合は，JRNBSプロト
コルの 3n並列となる．
JRNBSプロトコルおよび AJRNBSプロトコルの並列数をM とすると，表 3.12に示したラウンド毎の
通信データ量はM 倍になる．表 3.12は，並列数M = 10, 50, 100の場合の通信時間を示す．この表は，並
列数が大きくなると，AJRNBSプロトコルによる通信時間の低減効果が理論値に近づくことを示している．
表 3.12: 並列化した通信の計測時間
並列数 (M) JRNBSプロトコル Advanced− JRNBS(AJRNBS)プロトコル
ℓp bit (ℓp, ℓp′) bit
32 64 (32, 4) (64,5)
1 17.44 35.51 17.95(103%) 26.80(25%)
10 96.88 518.47 67.86(70%) 245.76(52%)
50 538.63 2665.48 253.81(47%) 813.47(69%)
100 1123.31 5156.85 411.93(27%) 1188.6(77%)
ℓp = 32ビットかつ ℓp′ = 4ビットのAJRNBSプロトコルを 1回並列すると，処理の終了まで 17.95msの
通信時間を要する．これは，同条件，同並列数の JRNBSプロトコルの通信時間 (17.44ms)のおよそ 103%の
通信時間である．しかし，並列数が増大するにつれて，JRNBSプロトコルとAJRNBSプロトコルの通信時
間の割合は逆転し，100並列では，JRNBSプロトコルの通信時間が 1123.31msであるのに対して，AJRNBS
プロトコルの通信時間は 411.93msとなる．100並列では AJRNBSプロトコルの通信時間は JRNBSプロ
トコルの通信時間の 27%である（通信時間の削減割合は 73%である）．これは表 3.1に示した削減効果の
理論値 (72%)と近い値である．
以上から，提案方式は，プロトコルを単独で実行する場合には通信時間削減の効果は小さいが，複数のプ
ロトコルを並列実行する場合には効果があり，並列数が大きくなるに従って，削減効果が理論値に近づく
と考えられる．
3.7 関連研究
五十嵐らは，我々と独立に小さい法を用いた通信量の削減方式を研究し，コンピュータセキュリティ 2013
において，我々と同時に成果を発表した（文献 [47]）．我々の方式は，3.2.2節で述べたように，多くのプロ
トコルに共通する必然的なパターンの発見に基づく汎用方式である．一方，五十嵐らの方式は，ビット分解
プロトコルと法変換プロトコルに特化している点が最も異なる．
以下では，3.5.2節で述べた我々のビット分解プロトコルと五十嵐らのビット分解プロトコルをより詳細に比
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較する．我々のビット分解プロトコルは，通信量が (5k+1)ℓ2p+(5k+103+57 log
∗ ℓp)ℓpℓp′+14ℓp′
√
ℓp log
∗ ℓp，
ラウンド数が 34である．五十嵐らのビット分解プロトコルは，文献 [47]によれば，秘密分散のパラメータ
(k, n)が (2, 3)の場合には，通信量は積プロトコル 1回相当，ラウンド数は 0(ℓ)である．ただしこれは，基
礎技術として用いている商転移6の法がメルセンヌ素数であることを前提とした見積りである．商転移の法
がメルセンヌ素数でない場合および (k, n)が (2, 3)でない場合の通信量は示されていない．
五十嵐らの法変換プロトコルは，多ビット情報のシェアに対するビット分解を必要としない手法である．
我々は 5章にて同様の方式を述べるので，5.4節にて，五十嵐らの法変換プロトコルと比較する．
3.8 まとめ
MPCの多くの基本的なプロトコルは，任意の値 sに対して直接実行することは困難あるいは非効率であ
り，sをビット分解して初めて効率的に実行できることを論じ，その結果，多くのプロトコルは，以下のよう
な共通パターンを必然的に有することを明らかにした．すなわち，(1)乱数 rとそのビットの共有，(2)rを用
いて sを秘匿した値 vの公開（たとえば v = s+ r），(3)vのビット分解，(4)vのビットと乱数のビットを用
いた所望の値の計算というパターンである．このパターンにおいては，扱われる情報の大部分がビット情報
であり，情報の取りうる値が小さいため，データのビット数すなわち法のビット数を法変換によって削減す
ることで，通信量を削減することができる．提案手法における法のサイズの下限が，max(T ′, ⌈√ℓp⌉+1, n)
であることを明らかにし，その下限以上の法を用いる限り，元のプロトコルの機能を維持できることを明
らかにした．p′ を決定するためには、T ′ のみを検討し、先述の式に当て嵌めればよいので、プロトコル全
体を検討する必要はない．ただし，T ′は (4)における秘密値の上限であり，nはMPCにおける参加者数で
ある．また，T ′ は，プロトコルの扱う秘密の値には依存せず，プロトコルの仕様と参加者数だけに依存し
て決めることができる．ℓp は公開値である．そのため，法の下限は秘密の値に依存せずに決まるので，下
限への法の変換によって秘密が漏洩することはない．
提案方式では，元のプロトコルの正確性と安全性を維持しながら，通信量を削減することが出来る．た
とえば，(2, 3)および (3, 5)閾値法で法 pが 32および 64ビットの場合，大小比較，等号判定，区間判定，
ビット分解，最下位ビット抽出，乱数生成の通信量を従来手法に比べて 60% ∼ 80%削減することができる．
6[s]p から [s (mod 2i)]p を高速に求める手法．ただし文献 [47] において p はメルセンヌ素数，i は任意の公開情報
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4 通信コストのオーダーの差を利用した効率化
4.1 はじめに
マルチパーティ計算（MPC）の対象となるデータが多数である場合を対象として効率化手法を検討する．
提案手法は，所与データを効率的な処理が可能なデータに等価変換した後に，所期の処理を行うことで全
体としての処理を効率化する．この手法は，等価変換のための処理コストを新たに必要とする．そのため，
この手法が有効であるためには，変換後の処理コストの削減が増加コストを上回る必要がある．
ここでは，データ数 N に対するコストの増加のオーダーに着目して，この課題の解決を図る．つまり，
N 個のデータを変換するコストは 0(N)で増加する．所期の処理のコストの増加が 0(N)より大きい場合に
は，N が大きくなると次第に変換コストが無視できるようになる．そこで，所期の処理のコストの増加が
0(N)より大きい場合には，変換によって所期の処理のコストを α倍（α < 1）に低減すれば，N が大きく
なるにしたがって，全体のコストも α倍に近づく．
まず，一般的なスキームを提案し，どのような条件で処理の効率化が可能となるかを明らかにする．次
に，法変換を用いて，提案スキームの具体化方法を示し，秘匿ソート，秘匿文書の最長共通部分の検知，秘
匿信号の最長類似部分の検知を例として，提案スキームの有効性を明らかにする．
本節の貢献は，以下の 3点である．
(1) コストのオーダーの差に着目した効率化のスキームを提案した．
(2) 法変換を利用し，提案スキームに基づく具体化なプロトコルを提案し，有効性を明らかにした．
(3) 上記のプロトコルの部分プロトコルとして，ビット分解と法変換を一括し，さらに，3章で提案した
小さい法による効率化を適用したプロトコルを提案した．この一括化したプロトコル（ABDPCプロ
トコル）は，本章のスキーム以外にも有効利用できる．たとえば，異なる組織が異なる法を用いて秘
密分散したデータの間でマルチパーティ計算を行う場合に利用できる．この別応用については，5章
で具体的に説明する．
4.2 一般スキーム
4.2.1 概要
要素数NhのデータセットDh(1 ≤ h ≤ m)を入力とするMPCを対象とする．Dhの各要素 dh,j(1 ≤ j ≤
Nh)は秘密分散によって秘匿されている．そのような計算の例を二つあげる．一つは，データを秘匿した
状態でのソートである．これは，m = 1の場合の例であり，N1 個の秘匿された要素 (d1,1, d1,2, · · · , d1,N1)
からなるデータセットを入力し，要素を値の順にソートする計算である．もう一つは，２つの文字列を秘匿
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した状態での，文字列間の最長共通部分の検出である．これは，m = 2の場合であり，長さN1の秘密の文
字列と長さN2 の秘密の文字列の最長共通部分を探索する計算である．このような処理は頻繁に現れる．
N1個 N2個 
個 N1N2
O(N1 ×N2)
Data-set D˜1 Data-set D˜2
d˜11 d˜12 d˜1N1 d˜21 d˜22 d˜2N2
Apply C˜ to (d˜1i, d˜2j)
(1 ≤ N1, 1 ≤ j ≤ N2)
v˜11 v˜12
v˜1N1N2
d11 d12 d1N1 d21 d22 d2N2
N1個 N2個 
Apply C to (d1i, d2j)
(i ≤ i ≤ N1, i ≤ j ≤ N2)
個 N1N2
v11 v12
Data-set D1 Data-set D2
O(N1 ×N2)
v1N1N2
（Cは何らかのMPC） （　はCと同機能のMPC） C˜
O(N1 +N2)
> O(N1 +N2) > O(N1 +N2)
(a) (b)
図 4.1: 提案スキーム
提案する一般スキームの構成を図 4.1に示す．これは，m = 2の場合である．図 4.1(a)は，効率化の対
象となる計算（オリジナル計算）である．データセットの要素あるいは要素の組合せに対して，マルチパー
ティ計算 C を，並列あるいは逐次的に実行する．図 4.1における要素の組合せは，D1の要素 d1,j とD2の
要素 d2,k の全ての組合せ (d1,j , d2,k)(1 ≤ j ≤ N1, 1 ≤ k ≤ N2)である．
図 4.1(b) は，オリジナル計算を変換して得られた計算（変換後計算）を示す．変換後計算では，オリ
ジナル計算の対象であった複数のデータセットのうち，一部または全部の Dh′(1 ≤ h′ ≤ m′ただし m′ ≤
mかつ {h′1, h′2, · · ·h′m′} ⊆ {1, 2, · · · ,m})を取り上げる．各 D′h の各要素 Dh′,j(1 ≤ j ≤ Nh′)について，
データ変換処理 Th′ を適用する．情報漏洩を防止するために，このデータ変換処理 Th′ は，マルチパーティ
計算によって実行する．また，Th′ はDh′ の各要素に対して並列に適用する．ここで，変換前後の要素のペ
ア (dh′,j ,Th′(dh′,j))を，対応する要素と呼ぶことにする．
次に，Dh′(1 ≤ h′ ≤ m′)の各要素あるいは要素の組合せに対してマルチパーティ計算 C˜ を実行する．こ
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こで，C˜ の入力となる要素（あるいはその組合せ）は，C の入力であった要素（あるいはその組み合わせ）
に対応している．C˜ の出力は，復号したときに C の出力と等しくなるような値である．
最後に，必要に応じて，オリジナル計算の結果と形式および法が等しくなるように計算結果を変換する．
この最後の変換処理の要否は，当該計算の結果が以降の計算でどのように用いられるかによる．たとえば，
計算結果を復号する場合には，この変換は必要がない．
4.2.2 コスト
2.4.6節で述べたように，マルチパーティ計算の通信コストは，通信量とラウンド数によって評価される．
最初に，通信量について述べる．オリジナル計算におけるマルチパーティ計算 C の通信量を Com(C)，計
算 C を各要素あるいはその組み合わせに適用するための実行回数を f(N1, N2, · · · , Nm)とすると，オリジ
ナル計算の通信量は下記の式 5で表される．
Com(C) · f(N1, N2, · · · , Nm) (5)
ここで，f(N1, N2, · · · , Nm)はN1, N2, · · · , Nmの単調増加関数である．なお，4.2.1節で述べた提案スキー
ムの最後の変換は必要とは限らないので，そのコストは無視している．無視しない場合には，その変換のコ
ストが加わる．
変換後計算の通信量は，変換処理の通信量と変換後データに対する C˜ の通信量の合計である．変換処
理 Th′ の通信量を Com(Th′)とすると，変換処理は個々の要素に 1回だけ適用されるので，そのコストは∑m′
h′=1 Com(Th′) ·Nh′ となる． C˜ の通信量を Com(C˜)とすると，変換後データの処理コストは Com(C˜) ·
f(N1, N2, · · · , Nm)であるから，提案方式の通信量は下記の式 6で表される．
m′∑
h′=1
Com(Th′) ·Nh′ +Com(C˜) · f(N1, N2, · · · , Nm) (6)
次にラウンド数について述べる．オリジナル計算における計算 C のラウンド数を Rad(C)とする．計算
Cを各要素あるいはその組み合わせに対して，できるだけ並列に適用した場合の計算Cの逐次実行の段数を
g(N1, N2, · · · , Nm)とすると，オリジナル計算のコストは下記の式 7で表される．ここで，g(N1, N2, · · · , Nm)
はN1, N2, · · · , Nmの単調増加関数または定数である．g(N1, N2, · · · , Nm)が定数の場合は，オリジナル計
算のラウンド数は問題のサイズN1, N2, · · · , Nm に依存しない．
Rad(C) · g(N1, N2, · · · , Nm) (7)
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変換後計算のラウンド数は，変換処理のラウンド数と変換後データに対する C˜ のラウンド数の和である．
変換処理 Th′ は Dh′ の各要素 dh,j に対して並列に適用される (1 ≤ h′ ≤ m′, 1 ≤ j ≤ Nh′)．そのため，変
換処理のラウンド数は，Th′ のラウンド数の 1 ≤ h′ ≤ m′ における最大値である．以上から，変換処理 Th′
のラウンド数を Rad(Th′)，C˜ のラウンド数を Rad(C˜)とすると，変換後計算のラウンド数は下記の式 8で
表される．
max
1≤h′≤m′
{Rad(Th′)}+Rad(C˜) · g(N1, N2, · · · , Nm) (8)
4.2.3 通信のコスト削減効果
通信量とラウンド数について各々考察する．提案スキームが通信量に関して有効となる条件は，下記の式
9で表される．
Com(C) · f(N1, N2, · · · , Nm) >
m′∑
h′=1
Com(Th′) ·Nh′ +Com(C˜) · f(N1, N2, · · · , Nm) (9)
提案スキームの通信量削減効果について下記が成立する．
(1) Com(C)に比べて Com(C˜)が小さいほど効果が大きい．
(2) Com(C) · f(N1, N2, · · · , Nm)に比べて
∑m′
i′=1 Com(Th′) ·Nh′ が小さいほど効果が大きい．
(3) Com(C)に比べて Com(C˜)が小さい場合には，N1, N2, · · · , Nm が大きいほど効果が大きい．なぜな
らば，不等式 9において，Com(C) · f(N1, N2, · · · , Nm)と Com(C˜) · f(N1, N2, · · · , Nm)が，変換処理
の通信量
∑m′
h′=1 Com(Th′) · Nh′ に対して支配的になり，変換処理の通信量が無視できるようになる
からである．f(N1, N2, · · · , Nm)の最高次数の項から係数を除いた式を f ′(N1, N2, · · · , Nm)とすると，
Com(C) · f(N1, N2, · · · , Nm)の増加のオーダーは，0(f ′(N1, N2, · · · , Nm))である．一方，変換処理の
通信量
∑m′
h′=1Com(Th′) ·Nh′ の増加のオーダーは，0(Nh1 +Nh2 + · · ·+Nhm′ )である．したがって，
0(f ′(N1, N2, · · · , Nm)) > 0(Nh1 +Nh2 + · · ·+Nhm′ )の場合には，N1, N2, · · · , Nmが大きくなると，
変換処理の通信量
∑m′
h′=1 Com(Th′) · Nh′ が無視できるようになる．その場合の効果の収束値は下記
の式 10で表される．
lim
N1,N2,··· ,Nm→∞
∑m′
h′=1Com(Th′) ·Nh′ +Com(C˜) · f(N1, N2, · · · , Nm)
Com(C) · f(N1, N2, · · · , Nm) =
Com(C˜)
Com(C)
(10)
提案スキームがラウンド数に関して有効となる条件は，下記の式 11で表される．
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Rad(C) · g(N1, N2, · · · , Nm) > max
1≤h≤m′
{Rad(Th′)}+Rad(C˜) · g(N1, N2, · · · , Nm) (11)
提案スキームのラウンド数削減効果について下記が成立する．
(4) Rad(C)に比べて Rad(C˜)が小さいほど効果が大きい．
(5) Rad(C) · g(N1, N2, · · · , Nm)に比べてmax1≤h′≤m′{Rad(Th′)}が小さいほど効果が大きい．
(6) Rad(C)に比べて Rad(C˜)が小さく，g(N1, N2, · · · , Nm)が定数でない場合には，N1, N2, · · · , Nm が
大きいほど効果が大きい．なぜならば，式 11 において，Rad(C) · g(N1, N2, · · · , Nm) と Rad(C˜) ·
g(N1, N2, · · · , Nm)が，変換処理のラウンド数max1≤h′≤m′{Rad(Th′)}に対して支配的になり，変換
処理のラウンド数が無視できるようになるからである．変換処理のラウンド数max1≤i′≤m′{Rad(Ti′)}
は N1, N2, · · · , Nm に関わらず一定である．そこで，g(N1, N2, · · · , Nm)が定数でない場合（単調増
加関数である場合）には，N1, N2, · · · , Nmが大きくなると，変換処理のラウンド数が無視できるよう
になる．その場合の効果の収束値は下記の式 12で表される．
lim
N1,N2,··· ,Nm→∞
max1≤h′≤m′{Rad(Th′)}+Rad(C˜) · g(N1, N2, · · · , Nm)
Rad(C) · g(N1, N2, · · · , Nm) =
Rad(C˜)
Rad(C)
(12)
4.3 提案スキームの具体化の方針
2章で述べたように，大小比較，等号判定，区間判定などの基本プロトコルは，GF (p)の元を入力とし，
大きなコストを伴うが，入力データがビット分解されている場合にはコストを低減することができる．
たとえば，大小比較プロトコルのコストは，通信量 (279ℓp + 5)ℓp，ラウンド数は 15である．ただし，ℓp
は pのビット数である．これに対し，入力となる２つの値がビット分解されている場合には，2.5.2節で述
べた Bitwise Less− Than(BLT)プロトコルによって大小比較を行うことができる．BLTプロトコルのコ
ストは，通信量は 19ℓ2p，ラウンド数は７である．さらに，3章で述べた小さい法 p′を用いる効率化により，
通信量を 19ℓpℓp′ に低減することができる．ここで ℓp′ は短い法 p′のビット数である．p′の大きさについて
は後述する．
また，等号判定および区間判定の場合も，入力データがビット分解されている場合には効率的なプロトコ
ルを構成することができる．具体的なプロトコルについては，4.5節，4.6節，4.7節で述べる．
以上から，提案スキームを具体化するにあたって，オリジナル計算におけるデータ要素をビット分解し，
短い法のシェアに変換した値を，変換後のデータ要素とする．これにより，C˜ のコストを小さくすること
ができ，4.2.3節の (1)および (4)で述べたコスト削減効果を高めることができる．
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この方針を採用する場合，提案スキームにおけるデータ要素の変換 Th′ は，ビット分解と法変換であり，
4.2.3節の (2)および (5)で述べたコスト削減を高めるためには，これらの変換の効率的な実現が必要であ
る．本研究では，ビット分解と法変換を融合し，さらに，3章で提案した小さい法を用いた通信量の削減を
適用することで，効率化を図る．その実現方式について，4.4節で述べる．
4.4 ビット分解と法変換の効率的な実現
4.4.1 ビット分解と法変換の逐次的な実現
ビット分解と法変換を従来手法で実現するには，2.5.7節で述べたビット分解プロトコルと 2.6節で述べた
ビット法変換プロトコル (Bit representationプロトコル)を逐次的に実行すればよい．すなわち，値（のシェ
ア）にビット分解プロトコルを適用してビットに分解し，各ビットにビット法変換プロトコルを適用して法
変換を行えばよい．ビット分解プロトコルの通信量は 57ℓ2p log
∗(ℓp)+71ℓ2p+14ℓp
√
ℓp log
∗ ℓp+30ℓp
√
ℓp，ラ
ウンド数は 33である．ビット法変換プロトコルの通信量は (5k+2)ℓp+(5k+1)ℓp′，ラウンド数は 4である
が，ℓp個のビットに適用されるので，通信量は ℓp倍になる．以上から，従来手法で実現する場合の合計の通
信量は 57ℓ2p log
∗(ℓp)+ (5k+73)ℓ2p+14ℓp
√
ℓp log
∗ ℓp+30ℓp
√
ℓp+(5k+1)ℓpℓp′ となる．ラウンド数は，ビッ
ト法変換プロトコルの内の 3ラウンドがビット分解プロトコルと並列化可能であるため，33 + 4 − 3 = 34
となる．以下に，ビット分解プロトコルと法変換プロトコルを再掲する．
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Algorithm ビット分解プロトコル
Input: [s]
1: [r1∼ℓ]← JRNBS
2: [r]← [r1∼ℓ]
3: [c]← [s] + [r]
4: c← Reveal([c])
5: c′ ← c+ p
6: [f ]← [r1∼ℓ] > c
7: for i := 1 ∼ ℓ do
8: [c˜i]← [f ] · (c′i − ci) + ci
9: end for
10: [u1∼ℓ]← TreeComp([r1∼ℓ], [c˜1∼ℓ])
11: [s (mod 2ℓ)]← [s]
12: for i := (ℓ− 1) ∼ 1 do
13: [ui]← [r1∼i] > [c˜1∼i]
14: [c˜ (mod 2i)]← [c˜1∼i]
15: [r (mod 2i)]← [r1∼i]
16: [s (mod 2i)]← [c˜ (mod 2i)]− [r (mod 2i)] + 2i[ui]
17: [si+1]← [s (mod 2
i+1)]−[s (mod 2i)]
2i
18: end for
19: [s1]← [s (mod 2)]
20: [s1∼ℓ]を出力
Algorithm CBBSプロトコル
Input: [sB ]p
1: Playeri は乱数 rB .iを生成し，[rB .i]p および [rB .i]p′ を分散する（1 ≤ i ≤ k）．
2: [rB ]p ← [rB .1]p ⊕ · · ·⊕ [rB .k]p
3: [rB ]p′ ← [rB .1]p′ ⊕ · · ·⊕ [rB .k]p′
4: [tB ]p ← [sB ]p ⊕ [rB ]p
5: tB ← Reveal([tB ]p)
6: [sB ]p′ ← [rB ]p′ ⊕ tB
7: [sB ]p′ を出力
4.4.2 Advanced Bit Decomposition & Prime Conversion(ABDPC)プロトコル
ビット分解と法変換を効率的に実現するために２つの工夫を行う．すなわち，(1)ビット分解とビット法変換
を一括化し，(2)小さな法を適用する．ビット分解とビット法変換を一括化したAdvanced Bit Decomposition
& Prime Conversion(ABDPC)プロトコルを以下に示す．なお，◃以降は当該ステップの通信量を示す．
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Algorithm ABDPCプロトコル
Input: [s]p
1: [r1∼ℓp ]p, [r1∼ℓp ]p′ ← AJRNBS ◃ (5k + 1)ℓ2p + (5k + 78)ℓpℓp′
2: [r]p ← [r1∼ℓp ]p
3: [c]p ← [s]p + [r]p
4: c← Reveal([c]p)
5: c′ ← c+ p
6: [f ]p′ ← [r1∼ℓp ]p′ > c ◃ 17ℓpℓp′
7: for i := 1 ∼ ℓp do
8: [c˜i]p′ ← [f ]p′ · (c′i − ci) + ci
9: end for
10: [r]p′ ← [r1∼ℓp ]p′
11: [s]p′ ← c− [r]p′ − p · [f ]p′
12: [u1∼ℓp ]p′ ← TreeComp([r1∼ℓp ]p′ , [c˜1∼ℓp ]p′) ◃ 57ℓpℓp′ log∗ ℓp + 8ℓpℓp′ + 14ℓp′
√
ℓp log
∗ ℓp
13: [s (mod 2ℓp)]p′ ← [s]p′
14: for i := (ℓp − 1) ∼ 1 do
15: [ui]p′ ← [r1∼i]p′ > [c˜1∼i]p′
16: [c˜ (mod 2i)]p′ ← [c˜1∼i]p′
17: [r (mod 2i)]p′ ← [r1∼i]p′
18: [s (mod 2i)]p′ ← [c˜ (mod 2i)]p′ − [r (mod 2i)]p′ + 2i[ui]p′
19: [si+1]p′ ← [s (mod 2
i+1)]p′−[s (mod 2i)]p′
2i
20: end for
21: [s1]p′ ← [s (mod 2)]p′
22: [s1∼ℓp ]p′ を出力
ABDPCプロトコルの動作について説明する．通常のビット分解プロトコルと同様に秘密 [s]pに対して，
AJRNBSプロトコルの出力結果である乱数 [r]pを加算し，cとして公開する (ステップ 1～4)．r > cの判定
を行い，もしも真であるならば [c˜1∼ℓ]p′ = [(c+ p)1∼ℓ]p′，偽であるならば [c˜1∼ℓ]p′ = [c1∼ℓ]p′ とする (ステッ
プ 5～9)．[s]pを [s]p′ に変換する (ステップ 10～11)．[s (mod 2i)]p′ および [s (mod 2i+1)]p′ を求め，その
差分から [si+1]p′ を求める (ステップ 12～20)．以上により，ABDPCプロトコルは，ビット分解とビット
法変換の逐次実行と等価の機能を持つ．
ABDPCプロトコルは，3.2.4節で述べた JRNBS利用パターンに適合する．以下では ABDPCプロトコ
ルの各ステップが，JRNBS利用パターンの各ステップとどのように対応するか説明する．ABDPCプロト
コルのステップ 1，2，3，4が，JRNBS利用パターン 3.2.4節におけるステップ 1，2，3，4に各々相当す
る．ABDPCプロトコルのステップ 5から 22が，JRNBS利用パターンのステップ 5（ビット演算 F）に
相当する．すなわち，ここでの Fは，cと [r1∼ℓ]p′ を入力し，[s1∼ℓ]p′ を出力する．ABDPCプロトコルが
JRNBS利用パターンに適合することから，3.4.2節で述べた方法により，短い法 p′ を決めれば，正確性と
安全性を維持することが可能である．
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4.4.3 小さい法 p′ のサイズ
p′ のサイズを決定するために，r と cの比較判定 (ステップ 6)および TreeCompプロトコル (ステップ
12)に着目する．rと cの比較判定はすなわち，BLTプロトコルの p′の大きさに依存する．TreeCompプロ
トコルは 2.5.7節に示したとおり Compプロトコルによって構成され，Compプロトコルは BLTプロトコ
ルによって構成されるため，これも同様に BLTプロトコルの p′の大きさに依存する．したがってABDPC
プロトコルの p′のサイズは BLTプロトコルの p′のサイズと等しい．ABDPCプロトコルの p′のサイズは
max(log⌈ℓp⌉+ 1, n)である．
4.4.4 ABDPCプロトコルの通信コスト削減効果
ABDPCプロトコルの内，AJRNBSプロトコルに (5k+1)ℓ2p+(5k+78)ℓpℓp′の通信量を要する（ステップ
1）．大小比較にはBLTプロトコルを用いる（ステップ 6）．BLTプロトコルの通信量は比較の一方が平文の
場合は 17ℓpℓp′ である（ステップ 6）．TreeCompプロトコルに 57ℓpℓp′ log∗ ℓp+8ℓpℓp′ +14ℓp′
√
ℓp log
∗ ℓの通
信量を要する（ステップ 12）．したがって，合計は (5k+1)ℓ2p+(5k+103+57 log
∗ ℓp)ℓpℓp′+14ℓp′
√
ℓp log
∗ ℓp
である．ビット分解とビット法変換を逐次実行する従来方式と，ABDPCプロトコルの通信量を表 4.1にて
比較する．なおラウンドは 34ラウンドであり，ビット分解とビット法変換の逐次実行に等しい．
表 4.1: ABDPCプロトコルの比較
ℓp, ℓp′ k 従来方式 提案方式
ℓp = 32, ℓp′ = 4 2 214272 40992(81 %)
ℓp = 32, ℓp′ = 4 3 220032 46752(79 %)
ℓp = 64, ℓp′ = 5 2 840128 118816(86 %)
ℓp = 64, ℓp′ = 5 3 862208 140896(84 %)
4.4.5 正確性と安全性
ABDPCプロトコルの正確性と安全性は，JRNBS利用パターンの安全性に帰着する．
4.5 秘匿ソートの効率化
4.5.1 方式
秘匿データに対してクイックソートを用いる場合を取り上げる．秘匿データに対するクイックソートは，
マルチパーティ計算の実用化に向けたプロジェクトでも取り上げられており，その効率化は有意義である
（文献 [52]）．
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オリジナル計算では，データセット数は 1である．データセットD1のN1個の要素はGF (p)の元である．
これらの要素を値の大きさの順に並べ変える．クリックソートであるから，N1個の要素を配列A1[0, N1−1]
に配置する．各要素を，要素 A1[⌊N12 ⌋]と比較し，より小さい値の要素とそれ以外の要素に分割する．より
小さい値の要素とそれ以外の要素を，各々配列 A11[0, ⌊N12 ⌋ − 1]と A12[0, ⌈N12 ⌉ − 1]に格納し，以上の計算
を配列の要素数が 1になるまで再帰的に適用する．再帰の深さは平均ケースでは ⌈logN1⌉，最悪ケースで
は N1 となる．
各要素 d1j は，GF (p)の元であり，法 pを用いて秘密分散により秘匿されている．要素間の比較には大
小比較プロトコルを用いる．すなわち計算 C は大小比較プロトコルである．大小比較プロトコルのコスト
は，2.5.4節で述べたように通信量 (279ℓp + 5)ℓp，ラウンド数は 15である．なお，大小比較以外に，配列
の生成，配列間での要素のコピー，配列のサイズが 1であることの判定が必要であるが，これらの処理は
通信を伴わないので，マルチパーティ計算の標準的な評価基準ではコストは 0と考えてよい．
大小比較プロトコルCの実行回数 f(N1)は平均的にはN1 · logN1であり，最悪ケースではN21 である．オ
リジナル計算の全体の通信量は平均ケースでは (279ℓp+5)ℓp ·N1 · logN1，最悪ケースでは (279ℓp+5)ℓp ·N21
である．オリジナル計算における大小比較プロトコルは，各レベルの再帰的計算のなかでは並列に実行さ
れるので，g(N1) = ⌈logN1⌉であり，全体のラウンド数は，平均ケースでは 8 + 7 · ⌈logN1⌉ ，最悪ケース
では 8 + 7 ·N1となる．しかし，大小比較プロトコルの 15ラウンドのうち乱数生成にあたる 7ラウンドは
再帰のレベルにまたがって並列実行が可能であるため，平均ケースのラウンド数を 8 + 7 · ⌈logN1⌉にする
ことは容易である．同様に，最悪ケースのラウンド数は 8 + 7 ·N1 である．
提案スキームでは，各要素をビット分解すると共に，小さな素数 p′によるシェアに変換する．つまり，変
換処理 T1はビット分解と法変換である．変換後の計算では，ビット分解された要素に対して，効率化され
た大小比較プロトコル C˜ を適用する．
4.5.2 データ変換
法 pで分散されたGF (p)の元 [d]pを，法 p′で分散されたGF (p)の元 [de]p′(1 ≤ e ≤ ℓp)に変換する．ただ
し，de(1 ≤ e ≤ ℓp)は dの第 eビットである．ここでは，データ変換処理として 4.4.2節で提案したABDPCプ
ロトコルを用いる．ABDPCプロトコルの通信量は (5k+1)ℓ2p+(5k+103+57 log
∗ ℓp)ℓpℓp′+14ℓp′
√
ℓp log
∗ ℓp，
ラウンド数は 34である．
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4.5.3 法 p′ のサイズ
提案スキームでは，データ変換プロトコル（ABDPCプロトコル）および大小比較プロトコル (BLTプ
ロトコル)を用いる．ABDPCプロトコルにおける p′ のサイズは max(log⌈ℓp⌉ + 1, n)である．BLTプロ
トコルにおける p′のサイズもまた，max(log⌈ℓp⌉+ 1, n)となるため，プロトコル全体での法 pのサイズは
max(log⌈ℓp⌉+ 1, n)となる．
4.5.4 通信コスト削減効果
提案スキームではN1個の要素に対してデータ変換をおこない，変換後の要素に対してクイックソートを
行う．クイックソートでは各要素を，要素 A1[⌊N12 ⌋]と大小比較するが，その要素同士の大小比較に用いる
プロトコルが，提案スキームとオリジナル計算では異なる．オリジナル計算が大小比較プロトコルを用い
るのに対し，提案スキームでは 2.5.2節で述べた BLTプロトコルを用いる．通信量は GF (p)上で 19ℓ2p で
あり，小さい法 p′を用いる場合の通信量は 19ℓpℓp′ である．これは，大小比較プロトコル（ラウンド数 15，
GF (p)上の通信量 (279ℓp + 5)ℓp）と比べ，ラウンド・通信量ともに軽量である．
提案スキームのN1個のデータ変換の通信量は ((5k+1)ℓ2p+(5k+103+57 log
∗ ℓp)ℓpℓp′+14ℓp′
√
ℓp log
∗ ℓp)·
N1である．またクイックソート部分における通信量は平均ケースでは (19ℓpℓp′) ·N1 · logN1，最悪ケースで
は (19ℓpℓp′) ·N21 である．したがって全体の通信量は平均ケースでは (19ℓpℓp′) ·N1 · logN1 + ((5k+ 1)ℓ2p +
(5k + 103 + 57 log∗ ℓp)ℓpℓp′ + 14ℓp′
√
ℓp log
∗ ℓp) ·N1，最悪ケースでは (19ℓpℓp′) ·N21 + ((5k + 1)ℓ2p + (5k +
103+ 57 log∗ ℓp)ℓpℓp′ +14ℓp′
√
ℓp log
∗ ℓp) ·N1である．つぎにラウンド数について述べる．BLTプロトコル
の 8ラウンドであるため，単純には，平均ケースで 34+8 · ⌈logN1⌉となる．しかし，BLTプロトコルの 8ラ
ウンドの内，Unbounded Fan− In Orプロトコルにおける乱数生成部分 2ラウンドは並列化が可能である
ため，34+ 6 · ⌈logN1⌉とすることができる．最悪ケースでは 34+ 6 ·N1となる．オリジナル計算との平均
ケースの比較を表 4.2に記す．なお，表 4.2に記すのは，(ℓp, ℓp′ , k) = (32, 4, 2)または (ℓp, ℓp′ , k) = (64, 5, 2)
のそれぞれのケースにおける n = 100, 1000, 10000の時の結果である．オリジナル計算は，大小比較プロト
コルを用いた従来のクイックソートである．
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表 4.2: SORTプロトコルの比較（平均ケース）
ℓp, ℓp′ N1 従来方式 提案方式
ℓp = 32, ℓp′ = 4 100 200099200 5801600(97.1 %)
ℓp = 32, ℓp′ = 4 1000 2858560000 65312000(97.7 %)
ℓp = 32, ℓp′ = 4 10000 40019840000 750400000(98.1 %)
ℓp = 64, ℓp′ = 5 100 800172800 13811200(98.3 %)
ℓp = 64, ℓp′ = 5 1000 11431040000 152704000(98.7 %)
ℓp = 64, ℓp′ = 5 10000 160034560000 1721600000(99.0 %)
4.5.5 正確性と安全性
提案スキームは，ABDPCプロトコルを用いて，各データをビットに分解し，ビット分解されたデータに
対してクイックソートを行う．ABDPCプロトコルの正確性と安全性は，4.4.2節に示した通りである．提
案スキームではオリジナル計算とは異なり，BLTプロトコルをクイックソートに用いる．しかし，2つの
データ a, bに対する大小比較プロトコルの出力（ブール値）とビット分解された a, bに対する BLTプロト
コルの出力は等しい．また，BLTプロトコルは大小比較プロトコルと semi− honestな状況下において同
等の安全性と正確性を持つ．以上から，提案スキームはオリジナル計算と同等の正確性と安全性を持つ．
4.6 秘匿文字列の最長共通部分の検出
本節では，2つの秘匿文字列の最長共通部分を見つけるMPCプロトコルを取り上げる．このプロトコル
の入力は，2つの文字列 sと t（のシェア）であり，出力は，最長共通部分の文字数，最長共通部分の sにお
ける開始位置，その tにおける開始位置（のシェア）である．まず最初に，ナイーブな実現法を CSTRプ
ロトコルとして示す．次に，CSTRプロトコルに提案法を適用した Advanced CSTR(ACSTR)プロトコル
を示し，提案法によるコスト削減効果を明らかにする．
4.6.1 ナイーブな実現法
2つの秘匿文字列の最長共通部分を見つける単純な方法として，CSTRプロトコルについて述べる．前提と
して，文字列は一文字ずつ秘密分散されているとする．例えば，secretという文字列は ([s], [e], [c], [r], [e], [t])
と分散されている．したがって，文字列の文字数は秘密ではない．最長共通部分の検出プロトコルとは，
例えば文字列 secretと文字列 lectureから，二つの文字列の最長の共通部分 ecを検出し，共通部分の長さ
（2）,と ecの先頭文字 eが現われる secret中のインデックスと，lecture中のインデックスを出力するアル
ゴリズムである．この場合だと secretの中に ecは 2文字目から現われ，lectureの中にも 2文字目から現
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われるため，出力は ((0, 0, 0), · · · , (2, 2, 2), · · · , (0, 0, 0))となる．なお，(0, 0, 0)は，共通部分がいくつ存在
したかを秘匿するための，ダミーの情報である．例えば文字列 secretと文字列 recordの二つの文字列に対
して最長共通部分検出プロトコルを実行する場合，検出される最長共通部分は ecと rtの二つが存在する．
ecと reの位置情報と長さ（すなわち (2, 2, 2および (2, 4, 1)）だけをシェアとして出力する場合，共通文字
列の個数（2個）が漏洩してしまう．そのために，ダミーの情報を混ぜることによって，共通部分の個数を
秘匿する．
最長共通部分の検出プロトコル（CSTRプロトコル）を以下に記す．CSTRプロトコルは，M 文字の文
字列 [s.1 ∼M ]と，N 文字の文字列 [t.1 ∼ N ]を入力として持ち，共通部分の長さ [len]および，文字列 [s]
における共通部分のインデックスのリスト [ixS]と，[t]における共通部分のインデックスのリスト [ixT ]を
出力する．サブプロトコルとして RCBSUMプロトコルと SMAXプロトコルを持つ．これらについては後
で説明する．また Flatten関数はリストを平坦化する関数であり，通信を要しないローカルな計算であるた
め説明しない．Flatten関数は例えば ((a, b), (c, d))という二重のリストの入力に対し，それを平坦化した
(a, b, c, d)を出力する．
Algorithm CSTRプロトコル
Input: [s.1 ∼M ], [t.1 ∼ N ]
1: for i := 1 ∼ (N +M − 1) do
2: for j := 1 ∼ N do
3: if 1 ≤ (i+ j −N) ≤M then
4: [(u.i)j ]← eq([s.(i+ j −N)], [t.j])
5: [v.i.j]← (i+ j −N)
6: [w.i.j]← j
7: else
8: [(u.i)j ]← 0
9: [v.i.j]← 0
10: [w.i.j]← 0
11: end if
12: end for
13: [x.i]← RCBSUM([u.i])
14: end for
15: [len], [ixS], [ixT ]← SMAX(Flatten([x]),Flatten([v]),Flatten([w]))
16: [len], [ixS], [ixT ]を出力
CSTRプロトコルの動作について説明する．文字列 s, tをずらしながら等号判定をしていき，その結果を
(u.i)j へ収める．また sの何番目のインデックスと tの何番目のインデックスの等号判定を取ったかを，そ
れぞれ v.i.jと w.i.jに収める．次に示すものは secretと lectureを比較した例である．まず初期状態では，
lと tを比較し，その比較の結果 0（偽）を (u.i)j .，sの 1番目の文字と，tの 6番目の文字列を比較したた
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め，v.i.jと w.i.jにそれぞれ 1と 6を代入する（図 4.2）．なお，比較対象がないものには (u.i)j , v.i.j, w.i.j
にそれぞれに 0を代入する．
図 4.2: CSTRの動作 (初期状態)
s l e c t u r e
t s e c r e t
u.1 0 0 0 0 0 0
v.1 0 0 0 0 0 1
w.1 0 0 0 0 0 6
x.1 0 0 0 0 0 0
この動作を lectureと secretの位置をずらしながら行う（図 4.3）．
図 4.3: CSTRの動作 (中間状態)
s l e c t u r e
t s e c r e t
u.6 0 1 1 0 0 0
v.6 1 2 3 4 5 6
w.6 1 2 3 4 5 6
x.6 0 2 1 0 0 0
RCBSUMプロトコルに，等号判定の結果 u.iを入力する（ステップ 13）．RCBSUMプロトコルは，1の
連続する区間のビットサムを計算する．図 4.3において，x.6.2は u.6.2と u.6.3のビットサムである．最後
に x, v, wを平坦化したものの中から，SMAXプロトコルを用いて最長の x.iおよび，その時の v.iと w.iを
出力する（ステップ 15～17）．
4.6.2 CSTRプロトコルのサブプロトコル
RCBSUMプロトコルについて説明する．RCBSUMプロトコルは uの 1の連続する区間 ui∼j から，ビッ
トサム (t.k =
∑j
l=k ul)(i ≤ k ≤ j)を求めるプロトコルである ．例えば入力値 u = (0, 1, 1, 0, 1, 1, 1, 0)な
らば，1の連続している区間は u.2 ∼ 3および u.5 ∼ 7である．RCBSUMプロトコルは u.2 ∼ 3について
t.2 =
∑3
l=2 ul，t.3 =
∑3
l=3 ul を計算し，同様に u.5 ∼ 7についても同様に t.5 =
∑7
l=5 ul，t.6 =
∑7
l=6 ul，
t.7 =
∑7
l=7 ul を計算する．t.2 ∼ 3および t.5 ∼ 7以外はすべて 0とする．結果 t = (0, 2, 1, 0, 3, 2, 1, 0)を
出力する．RCBSUMプロトコルのアルゴリズムを次に記述する．
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Algorithm RCBSUMプロトコル
Input: [s1∼N ]
1: [t.N ]← [sN ]
2: for i := (N − 1) ∼ 1 do
3: [t.i]← [si]([u.(i+ 1)] + [si])
4: end for
5: [t]を出力
RCBSUMプロトコルは入力のビット sに対して式 13を用いて tを計算する（ステップ 3）．ステップ 2
～4は並列化して計算が出来無いため，このプロトコルのラウンドは 0(N)である．
[t.i]←
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[sn] i = N
[t.(i+ 1)] + [si] si = 1
[0] si = 0
(13)
SMAXプロトコルのアルゴリズムについて説明する．MAXプロトコルによって，s.1 ∼ N の内から最大
値を取得し（ステップ 1），s.iが最大値と合致する時以外の t.iと u.iのをゼロクリアする（ステップ 2～6）．
Algorithm SMAXプロトコル
Input: [s.1 ∼ N ], [t.1 ∼ N ], [u.1 ∼ N ]
1: [v]← MAX([s.1 ∼ N ])
2: for i := 1 ∼ N do
3: [w]← eq([s.i], [v])
4: [x.i]← [w] · [t.i]
5: [y.i]← [w] · [u.i]
6: end for
7: [v], [x], [y]を出力
MAXプロトコルのアルゴリズムを次に記述する．入力値 sを s.1 ∼ ⌊N2 ⌋の区間と，s.(⌊N2 ⌋+ 1) ∼ N の
区間に分割し，それぞれに対して最大値を求める．結果を t, uとする（ステップ 4～5）．tと uを比較し，
u < tならば tを，それ以外の場合は uを出力する（ステップ 6～8）．
Algorithm MAXプロトコル
Input: [s.1 ∼ N ]
1: if N = 1 then
2: [s.N ]を出力
3: end if
4: [t]← Max([s.1 ∼ ⌊N2 ⌋])
5: [u]← Max([s.(⌊N2 ⌋+ 1) ∼ N ])
6: [v]← [u] < [t]
7: [w]← [v] · [t] + (1− [v]) · [u]
8: [w]を出力
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MAX プロトコルのラウンドは 0(logN) である．通信量は大小比較プロトコルが N logN 回である．
SMAXプロトコルのラウンドは，SMAXプロトコルと同様に 0(logN)であり，通信量は大小比較プロトコ
ルN logN 回に加え，等号判定プロトコルN 回である．
表 4.3: SMAXプロトコルとMAXプロトコルのコスト
ラウンド 通信量
大小比較 等号判定
RCBSUM 0(N) 0 0
SMAX 0(logN) N logN N
MAX 0(logN) N logN 0
4.6.3 CSTRプロトコルの通信コスト
CSTRプロトコルは，等号判定プロトコルN · (N +M − 1)回（ステップ 4），N 個の入力値に対しての
RCBSUMプロトコルが (N+M−1)回（ステップ 13），N ·M 個の入力値に対しての SMAXプロトコルが 1
回（ステップ 15）行われる．RCBSUMプロトコルは等号判定や大小比較を用いない．SMAXプロトコルは，
(N ·M)個の入力値に対しては (N ·M) log(N ·M)回の大小比較と (N ·M)回の等号判定を要する．したがっ
て，CSTRプロトコルは (N ·M) log(N ·M)回の大小比較（(279ℓp+5)ℓpの通信量）と，(N2+2N ·M −N)
回の等号判定（81ℓ2p）から構成される．通信量は (279ℓp+5)ℓp ·(N ·M) log(N ·M)+81ℓ2p ·(N2+2N ·M−N)
である．
ステップ 1～14にかけての変数 iのループおよび，ステップ 2～12にかけての変数 jのループは並列して
行うことが可能である．そのため，ステップ 1～14にかけてのラウンドはRCBSUMプロトコルのラウンド
と等しい．したがって，0(N)である．またステップ 15の，N ·M 個の入力に対する SMAXプロトコルの
ラウンドが 0(log(N ·M))である．したがって，プロトコル全体のラウンドは 0(N + log(N ·M))である．
4.6.4 CSTRプロトコルの安全性
CSTプロトコルにおいてすべての計算はMPC上で行われる．したがって，MPCの安全性に帰着する．
4.6.5 ACSTRプロトコル
提案法を用いて CSTプロトコルを効率化する．効率化した CSTプロトコルを以降では ACSTプロトコ
ルと呼ぶ．CSTプロトコルと ACSTプロトコルの違いは，入力値に対して ABDPCプロトコルが行われ，
その後の計算がすべて p′ 上で行われる点である．
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Algorithm ACSTRプロトコル
Input: [s.1 ∼M ]p, [t.1 ∼ N ]p
1: for i := 1 ∼M do
2: [(s˜.i)1∼ℓp ]p′ ← ABDPC([s.i]p)
3: end for
4: for i := 1 ∼ N do
5: [(t˜.i)1∼ℓp ]p′ ← ABDPC([t.i]p)
6: end for
7: for i := 1 ∼ (N +M − 1) do
8: for j := 1 ∼ N do
9: if 1 ≤ (i+ j −N) ≤M then
10: [(u.i)j ]p′ ← eq([s˜.(i+ j −N)]p′ , [t˜.j]p′)
11: [v.i.j]p′ ← (i+ j −N)
12: [w.i.j]p′ ← j
13: else
14: [(u.i)j ]p′ ← 0
15: [v.i.j]p′ ← 0
16: [w.i.j]p′ ← 0
17: end if
18: end for
19: [x.i]p′ ← RCBSUM([u.i]p′)
20: end for
21: [len]p′ , [ixS]p′ , [ixT ]p′ ← SMAX(Flatten([x]p′),Flatten([v]p′),Flatten([w]p′))
22: [len]p′ , [ixS]p′ , [ixT ]p′ を出力
p′ の値を決定するために，ACSTプロトコルの各ステップを説明する．なお，p′ の値の決定に関わらな
いステップは省略する．
ステップ 1～6
ABDPCプロトコルにおける p′ と等しい．すなわちmax(log⌈ℓp⌉+ 1, n)である．
ステップ 10
ビット同士の等号判定プロトコルはUnbounded Fan− In Andプロトコルで構成される．したがって
ステップ 6の p′は Unbounded Fan− In Andプロトコルにおけるものと等しい．ℓp 個の入力に対す
る Unbounded Fan− In Andプロトコルの p′ はmax(ℓp + 1, n)である．したがって，ステップ 6に
おける p′ はmax(ℓp + 1 + 1, n)であらわせる．
ステップ 11
v.i.j は 1 ≤ v.i.j ≤M を満たす．したがって p′ はmax(M,n)であらわせる．
ステップ 12
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w.i.j は 1 ≤ w.i.j ≤ N を満たす．したがって p′ はmax(N,n)であらわせる．
ステップ 19
RCBSUMプロトコルのステップ 3における t.iは 0 ≤ t.i ≤ N を満たす．したがって p′はmax(N,n)
であらわせる．
ステップ 21
RCBSUM プロトコルのステップ 1に MAX プロトコルが用いられる．また MAXプロトコルのス
テップ 5に比較プロトコルが用いられている．uおよび tはともに整数であり，したがってステップ
5の比較プロトコルには，整数同士の比較プロトコルが用いられる．p′ > nである限り，整数同士の
比較プロトコルの中間値が p′ を超えることはありえない．またステップ 3に等号判定プロトコルが
用いられている．この等号判定プロトコルも同様に，整数同士を比較したものであり，中間値が p′を
超えることはありえない．この二つの箇所を除いて，p′の決定に関わるステップは存在しない．用い
られているのが，二つのステップともに整数同士の比較プロトコルおよび，整数同士の等号判定プロ
トコルであるため，p′ は nである．
ACSTRプロトコルにおける p′ は，各ステップにおける p′ の最大として，max(ℓp + 1,M,N, n)となる．
4.6.6 ACSTRプロトコルの通信コスト削減効果
ACSTRプロトコルはステップ 1～6における，ABDPCプロトコル (N +M)回と，ステップ 10における
ビット同士の等号判定プロトコル7N ·(N+M−1)回，ステップ 21の SMAXプロトコルにおけるGF (p′)での
整数同士の等号判定プロトコル8(N ·M)回，GF (p′)での整数同士の大小比較プロトコル9(N ·M) log(N ·M)
回で構成される．したがって ACSTRプロトコル全体では，((5k + 1)ℓ2p + (5k + 103 + 57 log
∗ ℓp)ℓpℓp′ +
14ℓp′
√
ℓp log
∗ ℓp)(N +M) + 6ℓpℓp′(N · (N +M − 1)) + 81ℓ2p′(N ·M) + (279ℓp′ + 5)ℓp′(N ·M) log(N ·M)
である．ナイーブな方式 CSTRプロトコルと提案方式ACSTRプロトコルの通信量の比較を表 4.4に記す．
7ビット同士の等号判定プロトコルは，比較対象 [a.1 ∼ ℓ] および [b.1 ∼ ℓ] に対して，(a.1⊕ b.1)& · · ·&(a.ℓ⊕ b.ℓ) を計算する．
ℓ回の排他的論理和（排他的論理和一回は積一回の通信量と等しい．1ラウンド）と Unbounded Fan− In Andプロトコル（5ℓpℓp′
の通信量．3 ラウンド）を用いる．全体での通信量は 6ℓpℓp′，3 ラウンドである．
881ℓ2p′ の通信量
9(279ℓp′ + 5)ℓp′ の通信量
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表 4.4: ACSTRプロトコルの通信量削減効果（平均ケース）
ℓp, ℓp′ (N,M) ナイーブな方式 (CSTR) 提案方式 (ACSTR)
ℓp = 32, ℓp′ = 4 (10, 10) 224152960 158337200(30 %)
ℓp = 32, ℓp′ = 7 (100, 100) 42499865600 4697131600(89 %)
ℓp = 32, ℓp′ = 10 (1000, 1000) 5965869056000 609688960000(90 %)
ℓp = 64, ℓp′ = 4 (10, 10) 896387840 816250160(9 %)
ℓp = 64, ℓp′ = 7 (100, 100) 169954662400 16235035600(91 %)
ℓp = 64, ℓp′ = 10 (1000, 1000) 23857076224000 777975520000(96.8 %)
4.7 秘匿信号列の最長類似部分の検出
本節では，2つの秘匿信号列の最長類似部分を見つけるMPCプロトコルを取り上げる．このプロトコル
の入力は，2つの数列 sと t（のシェア）であり，出力は，最長類似部分の数字の個数，最長類似部分の s
における開始位置，その tにおける開始位置（のシェア）である．ここで，類似部分とは，sの数値と tの
数値の差が指定された閾値以内となる部分であり，最長類似部分とは，最も長く連続した類似部分である．
この問題は，前節で述べた秘匿文字列の最長共通部分の検出と基本的には同じである．主な相違点は，秘匿
文字列の最長共通部分の検出では，sの文字と tの文字の等号判定（s.i = t.j）であった部分が，sの数値と
tの数値の誤差判定（|s.i − t.j| ≤ Threshold）に代わる点である．まず最初に，ナイーブな実現法を CIT
プロトコルとして示す．次に，CITプロトコルに提案法を適用した Advanced CITR(ACIT)プロトコルを
示し，提案法によるコスト削減効果を明らかにする．
CITプロトコルは，前節で述べたCSTRプロトコルとステップ4～5が異なる．ステップ4のEXCHEANGE
プロトコルは s の 1 つの文字と t の一つの文字，すなわち [s.(i + j − n)] と [t.j] を入力として持ち，
[s.(i + j − n)] > [t.j] の時，[s′] = [s.(i + j − n)] および [t′] = [t.j] を出力する．また，それ以外の時
は，[s′] = [t.j]および [t′] = [s.(i + j − n)]を出力する．したがって，ステップ 5において [s′] − [t′]は，
[s.(i+ j − n)]− [t.j]の絶対値と等しい．s′と t′の差分の絶対値がある閾値 (Threshold)の範囲に収まるか
を判定する．
CITプロトコルは，大小比較プロトコル N · (N +M − 1)回（ステップ 5），N 個の入力値に対しての
RCBSUMプロトコルが (N +M − 1)回（ステップ 14），N ·M 個の入力値に対しての SMAXプロトコルが
1回（ステップ 16）行われる．RCBSUMプロトコルは等号判定や大小比較を用いない．SMAXプロトコ
ルは，(N ·M)個の入力値に対しては (N ·M) log(N ·M)回の大小比較と (N ·M)回の等号判定を要する．
したがって，CITプロトコルはN · (N +M − 1)+ (N ·M) log(N ·M)回の大小比較と，NM 回の等号判定
から構成される．通信量は (279ℓp + 5)ℓp · (N · (N +M − 1) + (N ·M) log(N ·M)) + 81ℓ2p ·NM である．
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Algorithm CITプロトコル
Input: [s.1 ∼M ], [t.1 ∼ N ], Threshold
1: for i := 1 ∼ (N +M − 1) do
2: for j := 1 ∼ N do
3: if 1 ≤ (i+ j −N) ≤M then
4: [s′], [t′]← EXCHANGE([s.(i+ j −N)], [t.j])
5: [(u.i)j ]← [s′]− [t′] < Threshold
6: [v.i.j]← (i+ j −N)
7: [w.i.j]← j
8: else
9: [(u.i)j ]← 0
10: [v.i.j]← 0
11: [w.i.j]← 0
12: end if
13: end for
14: [x.i]← RCBSUM([u.i])
15: end for
16: [len], [ixS], [ixT ]← SMAX(Flatten(x),Flatten(v),Flatten(w))
17: [len], [ixS], [ixT ]を出力
Algorithm EXCHANGEプロトコル
Input: [a], [b]
1: [c]← [a] < [b]
2: [d]← [b] · [c] + [a] · (1− [c])
3: [e]← [a] + [b]− [d]
4: [d], [e]を出力
ABDPCプロトコルを用いて CITプロトコルを効率化する．効率化した CITプロトコルを ACITプロ
トコルと呼ぶ．ACITプロトコルを説明するために，CITプロトコルのステップ 5の大小比較に着目する．
(s′ − t′) < Thresholdは式 14と等価である．
(s′ − t′) < Threshold =
⎧⎨⎩s′ < (Threshold+ t′ (mod p)) (Threshold+ t′) < p1 (Threshold+ t′) ≥ p (14)
したがって，c = ((Threshold+ t′) ≥ p)かつ tˆ′ = (Threshold+ t′) (mod p)とすると式 15が成り立つ．
(s′ − t′) < Threshold = (s′ < tˆ′) · (1− c) + c (15)
この判定は ACITプロトコルのステップ 15で用いられる．
ACITプロトコルの説明へ戻る．ACITプロトコルのステップ 1～5では，[s.1 ∼M ]pの変換および，[s.i]
に対して閾値 Threshold を加算したものの変換を求める．[(s˜′.i)1∼ℓp ]p′ < Threshold，すなわち (s.i +
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Threshold) ≥ pを判定する．同様のことを [t.1 ∼ N ]p に対して，ステップ 6～10で行う．ステップ 14に
て，SEXCHANGE プロトコルを行う．SEXCHANGE プロトコルは，[s˜.(i + j − N)]p′ > [t˜.j]p′ ならば
[sˆ]p′ = [s˜.(i + j − N)]p′，[tˆ′]p′ = [t˜′.j]p′，[c]p′ = [b.j]p′ を出力する．それ以外の場合は [sˆ]p′ = [t˜.j]p′，
[tˆ′]p′ = [s˜′.(i + j − N)]p′，[c]p′ = [a.(i + j − N)]p′ を出力する．式 15 の判定を用いてステップ 15 で
(s′ − t′) < Thresholdを求める．
Algorithm ACITプロトコル
Input: [s.1 ∼M ]p, [t.1 ∼ N ]p, Threshold
1: for i := 1 ∼M do
2: [(s˜.i)1∼ℓp ]p′ ← ABDPC([s.i]p)
3: [(s˜′.i)1∼ℓp ]p′ ← ABDPC([s.i]p + Threshold)
4: [a.i]p′ ← [(s˜′.i)1∼ℓp ]p′ < Threshold
5: end for
6: for i := 1 ∼ N do
7: [(t˜.i)1∼ℓp ]p′ ← ABDPC([t.i]p)
8: [(t˜′.i)1∼ℓp ]p′ ← ABDPC([t.i]p + Threshold)
9: [b.i]p′ ← [(t˜′.i)1∼ℓp ]p′ < Threshold
10: end for
11: for i := 1 ∼ (N +M − 1) do
12: for j := 1 ∼ N do
13: if 1 ≤ (i+ j −N) ≤M then
14: [sˆ]p′ , [tˆ′]p′ , [c]p′ ←
SEXCHANGE([s˜.(i+ j −N)]p′ , [t˜.j]p′ , [s˜′.(i+ j −N)]p′ , [t˜′.j]p′ , [a.(i+ j −N)]p′ , [b.j]p′)
15: [(u.i)j ]p′ ← ([sˆ]p′ < [tˆ′]p′) · (1− [c]p′) + [c]p′
16: [v.i.j]p′ ← (i+ j −N)
17: [w.i.j]p′ ← j
18: else
19: [(u.i)j ]p′ ← 0
20: [v.i.j]p′ ← 0
21: [w.i.j]p′ ← 0
22: end if
23: end for
24: [x.i]p′ ← RCBSUM([u.i]p′)
25: end for
26: [len]p′ , [ixS]p′ , [ixT ]p′ ← SMAX(Flatten(x),Flatten(v),Flatten(w))
27: [len]p′ , [ixS]p′ , [ixT ]p′ を出力
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Algorithm SEXCHANGEプロトコル
Input: [a1∼ℓp ]p′ , [b1∼ℓp ]p′ , [c1∼ℓp ]p′ , [d1∼ℓp ]p′ , [e]p′ , [f ]p′
1: [g]p′ ← [a1∼ℓp ]p′ < [b1∼ℓp ]p′
2: for i := 1 ∼ ℓp do
3: [a′i]p′ ← [ai]p′ · [g]p′ + [bi]p′ · (1− [g]p′)
4: [c′i]p′ ← [ci]p′ · (1− [g]p′) + [di]p′ · [g]p′
5: end for
6: [e′]p′ ← [e]p′ · (1− [g]p′) + [f ]p′ · [g]p′
7: [a′1∼ℓ]p′ , [c
′
1∼ℓ]p′ , [e
′]p′ を出力
p′ の値を決定するために，ACITプロトコルの各ステップを説明する．なお，p′ の値の決定に関わらな
いステップは省略する．
ステップ 1～10
ABDPCプロトコルと BLTプロトコルを用いる．したがって，max(log⌈ℓp⌉+ 1, n)である．
ステップ 14
SEXCHANGEプロトコルはビット演算であり，そのどの過程においても，中間秘密情報が，{0, 1}
以外の値で扱われることがない．したがって，p′ はmax(1, n)である．
ステップ 15
BLTプロトコルを用いる．したがって，max(log⌈ℓp⌉+ 1, n)である．
ステップ 16～27
4.6.5節に示したとおり，max(N,n)である．
ACITプロトコルにおける p′ は，各ステップを考慮し，max(log⌈ℓp⌉+ 1,M,N, n)である．
4.7.1 ACITプロトコルの通信コスト削減効果
ステップ 1から 10にかけて，ABDPCプロトコルが 4(N +M)回，BLTプロトコル10が 2(N +M)回行
われる．ステップ 15にて BLTプロトコル11が (N · (N +M − 1))回行われ，ステップ 26の SMAXプロ
トコルにて整数同士の大小比較プロトコルがNM log(NM)回，整数同士の等号判定プロトコルがNM 回
行われる．したがって合計では，((5k+1)ℓ2p + (5k+103+ 57 log
∗ ℓp)ℓpℓp′ +14ℓp′
√
ℓp log
∗ ℓp)4(N +M) +
17ℓpℓp′2(N +M) + 19ℓpℓp′(N · (N +M − 1)) + (279ℓp′ + 5)ℓp′NM log(NM) + 81ℓ2p′NM である．ACIT
プロトコルの通信量削減効果を表 4.5に示す．
10公開された値とビットのシェアの比較であるため，BLT プロトコル 1 回の通信量は 17ℓpℓp′
11ビットのシェア同士の比較であるため，BLT プロトコル 1 回の通信量は 19ℓpℓp′
表 4.5: ACITプロトコルの通信量削減効果（平均ケース）
ℓp, ℓp′ (N,M) ナイーブな手法 (CIT) 提案方式 (ACIT)
ℓp = 32, ℓp′ = 4 (10, 10) 262706240 7096880(97.3 %)
ℓp = 32, ℓp′ = 7 (100, 100) 46537814400 2095378000(96 %)
ℓp = 32, ℓp′ = 10 (1000, 1000) 6371490144000 —579960352000(91 %)
ℓp = 64, ℓp′ = 4 (10, 10) 1050540160 12691760(98.8 %)
ℓp = 64, ℓp′ = 7 (100, 100) 186100089600 12249621200(98.8 %)
ℓp = 64, ℓp′ = 10 (1000, 1000) 25478920896000 592991968000(97.7 %)
4.8 関連研究
本章の要点は，(1)0(N)の通信量を用いたMPCのデータ変換により 0(N)より大きな所期のMPCを効
率化する点，(2)ビット分解と法変換を融合した点にある．
上記のうち (1)に対する関連研究としては，Laurら（文献 [31]）および濱田ら（文献 [51]）の提案したラ
ンダム置換プロトコルがある．多くのMPCプロトコルはソートされたデータ列に対して効率的に実行で
きる．たとえば，データ数をN すると，MPCの検索プロトコルは，ソートされない状態ではN に比例し
た通信量を必要とするが，ソート状態では logN に比例した通信量でよい．しかし，ソートの安全性に関す
る問題点として，ソート前後のデータの対応関係が観察可能であることがあげられる．そのため，データ
が秘密分散によって秘匿されていても，データについて相対的な大きさが推定される．たとえば，ソート
前の 25番目のデータがソート後の 1番目のデータに対応することが観測されると，ソート前の 25番目の
データが全体で一番小さかったことが判明する．そのため，応用によってはソートを行えない場合があり，
その後の処理が非効率となっていた．Laurらおよび濱田らは，データ列におけるデータの順序を，ランダ
ムに並び替えるプロトコルを提案している．このランダム置換プロトコルでは，並び替え前後のデータの
対応関係が秘匿される．これにより，データ列にランダム置換プロトコルを適用した後，ソートプロトコ
ルを用いれば，上述した安全性の問題を避けることができるので，ソートを利用した効率化が常に可能と
なった．ランダム置換の通信量は，たとえが Laurらの方式では，0(2kn logn)である12．すなわち，ラン
ダム置換は，N 個のデータに対して，0(2kn log n)の通信量を用いたMPCのデータ変換を行うことで，所
期のMPC（たとえば検索）の通信量を 0(N)から 0(logN)に効率化している．これは，所期のMPCを１
回しか実行しない場合には，有効ではないが，何度も実行する場合には有効である．
これに対し，本章の提案方式は，0(N)の通信量を用いたMPCのデータ変換により 0(N)より大きな所期
のMPCを効率化するので，所望のMPCを 1回しか実行しない場合でも有効である．一方，所望のMPC
12Laurらは 3つの方式を提案している．第一の方式の通信量が 0(2kn logn)かつ 0(2k)ラウンド，第二の方式の通信量が 0(kn2)
かつ 0(k) ラウンド，第三の方式の通信量が 0(kn3) かつ 0(log k) ラウンドである
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の効率化効果は，0(N)を削減するのではなく，係数を削減するのみである．このように，ランダム置換を
用いる方式と提案方式は異なる長所を有しており，組み合わせて用いることが可能である．たとえば，提案
方式によるデータ変換の後でランダム置換とソートを行い，さらに検索を行うことが考えられる．その場
合，ソートにおいて大小比較プロトコルの代わりに，小さい法による Bitwise Less− Than(BLT)プロトコ
ルを用いることができるので通信量を削減できる．また，ソートの後の検索においては，0(N)の通信量を
0(logN)に削減できるだけでなく，0(logN)の比較を小さい法による Bitwise Less− Than(BLT)プロトコ
ルを用いて，さらに効率化することが可能である．
(1)に対する他の関連研究としては，KarschbaumによるMPCプログラムの最適化がある（文献 [17]）．
これは，MPCプログラム内の秘密情報のうち，入出力から推定可能な情報は秘匿する必要がないというア
イディアに基づき，秘匿の必要がない秘密情報を開示することで，通信コストを削減する．たとえば，条件
分岐に関わる真理値を開示することで，分岐の一方だけを計算すればよくなり，通信コストが削減される．
入出力から推定可能な情報は，認識様相論理（Epistemic Modal Logic）の演繹推論により求める．(2)の
ビット分解と法変換を融合については，我々の調査した範囲では，我々の研究が最初であり，類似研究は
ない．
4.9 まとめ
N 個のデータに対する処理コストのオーダーの差に着目した効率化手法を提案し，評価した．N 個のデー
タに対する処理コストが 0(N)より大きい場合に，各データをより効率的な処理が可能な形式に変換した
後，所期の処理を行う．変換コストは 0(N)であり，その後の 0(N)より大きい計算が効率化されるので，
全体として，効率が向上する．MPCの多くの基本演算は，ビット分解された状態で効率的に実行可能であ
り，さらに，各ビットを秘密分散する法が小さいほど効率的な実行が可能である．そこで，ビット分解と
ビット法変換から成るデータ変換を用いることで，提案方式を具体化した．データ変換自体の効率化とし
て，ビット分解とビット法変換の一括化した ABDPCプロトコルを提案し，両者を逐次実行する従来方式
に比べて，通信量を 80% ∼ 85%程度に削減できることを明らかにした．ABDPCプロトコルを用い，秘匿
データのソート，２つの秘匿文字列の最長共通部分検出，２つの秘匿信号の最長類似部分検出に提案手法
を適用し，通信コストを評価した．データ数N が 100 ∼ 10000において，秘匿ソートの場合は，従来方式
に比べて，通信量を 97% ∼ 99%削減可能であり，秘匿文字列の最長共通部分検出では，ナイーブな方式に
比べて 91% ∼ 99%削減可能，秘匿信号の最長類似部分の検出ではナイーブな方式に比べて 90% ∼ 99%削
減可能であることを明らかにした．
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5 ヘテロジニアス環境での運用における効率化
5.1 実運用時の問題
実環境において，秘密分散とマルチパーティ計算の組合せを運用する場合，複数のデータを異なる法を
用いて秘密分散し，それらの秘密分散されたデータの間でMPCを実行する状況が想定される．たとえば，
武器の番号，番号毎の必要数および調達価格を秘密分散する場合を考える．武器番号は 12桁の整数，番号
毎の必要数は 4桁の整数，調達価格は 10桁の整数であるとする．これを秘密分散する場合に，武器番号は
40ビット，在庫数は 14ビット，調達価格は 34ビットの法が必要である．このとき，記憶容量に配慮しな
くてよいならば，3種類の情報を全て 40ビットの法で秘密分散するが，記憶容量を節約したい場合には，
各々の必要なビット数で秘密分散すると考えられる．また，在庫数と調達価格が異なるサーバで管理され，
そのサーバ管理者が異なる場合には，各管理者の判断により異なる法で秘密分散される可能性がある．こ
こで，武器の購入に必要な予算額をMPCで算出したいとする．その場合，武器の番号毎に，必要数×調達
価格を計算し，それらを全ての武器番号について合計するので，異なる法のシェアの間でMPCを計算する
ことになる．
また，様々な組織が，問題顧客の氏名リストを秘密分散して記録しているとする．この場合，組織毎に異
なる法を用いて秘密分散していると考えるのが自然である．組織間で，共通の問題顧客を割り出したい場
合には，MPCにより複数の氏名リストの共通要素を算出することになる．これはMPCによる集合の積演
算となり，異なる法のシェアの間でMPCを計算することになる．
このように，異なる組織や管理者が異なるサイズのデータを扱うヘテロジニアス環境（以下，ヘテロ環
境）においては，異なる法によって秘密分散したデータの間でMPCを実行する必要がある．異なる法で分
散されたデータの間でMPCを直接実行することはできないので，前処理により法を一致させる必要があ
る．これを従来手法で行うと以下のようになる．
1. 最も大きな法で秘密分散されたデータを除く全てのデータに対して，ビット分解とビット法変換を逐次
的に適用し，最も大きな法で分散されたビットのシェアに変換する．
2. ビット分解されたシェアから分解されていないシェア（マルチビットのシェア）を合成する．
3. 最も大きな法の下で所望のMPCを実行する．
しかし，上記のステップ１におけるビット分解および全てのビットに対するビット法変換は極めて通信コスト
が大きい．2.5.7節で述べたように，ビット分解プロトコルの通信量は 57ℓ2p log
∗(ℓp)+71ℓ2p+14ℓp
√
ℓp log
∗ ℓp+
30ℓp
√
ℓp，ラウンド数は 33である．ビット法変換プロトコルの通信量は (5k + 2)ℓp + (5k + 1)ℓp′，ラウン
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ド数は 4であるが，ℓp個のビットに適用されるので，通信量は ℓp倍になる．したがって，合計の通信量は
57ℓ2p log
∗(ℓp) + (5k + 73)ℓ2p + 14ℓp
√
ℓp log
∗ ℓp + 30ℓp
√
ℓp + (5k + 1)ℓpℓp′ となる．上記のステップ１の対象
となるデータの個数をN とすると，この合計の通信量のN 倍の通信量が必要となる．ラウンド数は，ビッ
ト法変換プロトコルの内の 3ラウンドがビット分解プロトコルと並列化可能であるため，33 + 4 − 3 = 34
となる．たとえば，(k, n) = (3, 5)，変換前のビット数=32，変換後のビット数=64の場合，通信量は 1デー
タ当たり約 6.6Mバイト，N=10000の場合，通信量は 66Gバイトとなる．
5.2 法変換による通信コストの低減
上記の従来手法によるヘテロ環境対応のステップ 3における「所望のMPC」の種類によって，異なる手
法で対策する．所望のMPCの種類として，(1)大小比較や等号判定のようにビット状態で効率的に実行で
きる演算と，(2)単純な和積のようにビット状態では非効率な演算13が考えられる．(1)の場合には，4.4.2
節で述べた ABDPCプロトコルを利用して下記のように対策することができる．
1. 全てのデータに ABDPCプロトコルを適用し，小さい法で分散されたビットのシェアに変換する．
2. マルチビットのシェアを合成する必要はない．すなわり，従来手法のステップ 2は不要．
3. 小さい法で分散されたビット状態で，BLTプロトコル等の効率的なプロトコルを適用し，所望のMPC
と等価な出力を得る．
たとえば，法 p1で分散されたN1個のデータと法 p2で分散されたN1個のデータを合わせて秘匿ソートを
行う場合を考える．従来手法によるヘテロ環境対応によると，4.5節で述べた秘匿ソートにおける従来手法
の通信量にさらにビット分解とビット法変換の通信量を加えた通信量が必要となる．一方，上記のABDPC
プロトコルによるヘテロ環境での効率化によると，4.5節で述べたABDPCプロトコルによる効率的な秘匿
ソートと同等の通信量になる14 ．したがって，4.5節の場合の効率化（97% ∼ 99%程度）と同等以上の効
率化が可能である．
次に所望のMPCが，(2)単純な和積のようにビット状態では非効率な演算である場合を考える．従来手
法によるヘテロ環境対応において，最も通信量を要するのはビット分解である．そこで，ビット分解を経
由しない効率的な法変換プロトコルAdvanced Multi− Bit Prime Conversion(AMBPC)プロトコルを考案
し，それを用いて下記のように対策する．
13ビット分解された状態で和積を行うと，桁上がり処理が必要となるため非効率である．
144.5節の場合のデータ変換コストは，法 pから p′ への ABDPCプロトコルの N 回分のコストであったが，本節のデータ変換コ
ストは，法 p1 から p′ への N1 回分および法 p2 から p′ への N2 回分のコストとなる．しかし，その後の支配的なクイックソート部
分のコストが等しいので，全体としてはほぼ同じコストになる．
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1. 最も大きな法で秘密分散されたデータを除く全てのデータに対して，AMBPCプロトコルを適用し，最
も大きな法を用いたシェアに変換する．
2. マルチビットのシェアを合成する必要はない．すなわり，従来手法のステップ 2は不要．
3. 従来と同様に所望のMPCを実行する．
5.3 Advanced Multi− Bit Prime Conversion(AMBPC)プロトコル
本節では，AMBPC プロトコルを提案する（文献 [39, 40]）．まず，法 p から法 q への多ビット法変換
Multi− Bit Prime Conversionプロトコルであって，p = qを想定したMBPC/p = qプロトコルを考える
と下記のようになる．このプロトコルは恒等変換である．
Algorithm MBPC/p = qプロトコル
Input: [s]p
1: [r1∼ℓ]p ← JRNBS
2: [r]p ← [r1∼ℓ]p
3: [v]p ← [s]p + [r]p
4: v ← Reveal([v]p)
5: [uB ]p ← [r1∼ℓ]p > v
6: [uB ]q ← CBBS([uB ]p)
7: [s]q ← v − [r]q + p · [uB ]q
上記のステップ１，２で，乱数 rおよびそのビット ri(1 ≤ i ≤ ℓp)のシェアを生成する．ステップ 3，4に
おいて，法変換の対象となる入力 sに乱数 rを加算した値 v = (s+ r) (mod p)を公開する．基本的には，
ステップ 7で，vから [r]q を減算して，[s]q を得る．ステップ 5は，r > s+ rすなわち s+ r > pを判定し，
その真偽値を uB としている．uB = 1の場合は，mod演算の影響により，v = s+ r− pとなっている．そ
のため，ステップ 7の右辺では，p · [uB ]pを加算して，mod演算の影響を除いている．ステップ 7の右辺で
[r]q を用いるが，q = pであるため，[r]q = [r]p であり，[r]p はステップ２で計算済である．MBPC/p = q
プロトコルが，p = qの条件下で，多ビット情報 sの値を変えずに法を pから qに変換できることは明らか
である．上記のMBPC/p = qプロトコルは，3.2.4節で述べた JRNBS利用パターンに当てはまる．すな
わち，MBPC/p = qプロトコルのステップ１から 4が JRNBS利用パターンのステップ１から４に相当す
る．また，MBPC/p = qプロトコルのステップ 5が，JRNBS利用パターンのステップ５（ビット演算）に
相当する．そこで，3.4.1節で述べた AJRNBS利用パターンにより効率化が可能である．AJRNBS利用パ
ターンを適用した Advanced MBPC/p = q(AMBPC/p = q)プロトコルを以下に示す．
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Algorithm AMBPC/p = qプロトコル
Input: [s]p
1: [r1∼ℓ]p, [r1∼ℓ]p′ ← AJRNBS
2: [r]p ← [r1∼ℓ]p
3: [v]p ← [s]p + [r]p
4: v ← Reveal([v]p)
5: [uB ]p′ ← [r1∼ℓ]p′ > v
6: [uB ]q ← CBBS([uB ]p′)
7: [s]q ← v − [r]q + p · [uB ]q
AMBPC/p = qプロトコルにおけるビット演算はBLTプロトコルであるため，小さい法はmax(⌈√ℓp⌉+
1, n)を超える最小の素数に設定することができる．ヘテロ環境における法の統一では，小さい法を大きい法
に変換するので，p < qである．そこで，上記のAMBPC/p = qプロトコルを拡張し，p < qの条件下で，多
ビット情報 sの値を変えずに法を pから qに変換する Advanced Multi− Bit Prime Conversion(AMBPC)
プロトコルを得る．
Algorithm AMBPCプロトコル
Input: [s]p
1: [r1∼ℓ]p, [r1∼ℓ]p′ ← AJRNBS ◃ (5k + 1)ℓ2p + (5k + 78)ℓpℓp′
2: [r]p ← [r1∼ℓ]p
3: [v]p ← [s]p + [r]p
4: v ← Reveal([v]p)
5: [uB ]p′ ← [r1∼ℓ]p′ > v ◃ 17ℓpℓp′
6: for i = 1 ∼ ℓp do
7: [ri]q ← CBBS([r.i]p′) ◃ (5k + 1)ℓp′ + (5k + 2)ℓq
8: end for
9: [r]q ← [r1∼ℓ]q
10: [uB ]q ← CBBS([uB ]p′) ◃ (5k + 1)ℓp′ + (5k + 2)ℓq
11: [s]q ← v − [r]q + p · [uB ]q
AMBPCプロトコルは，AMBPC/p = qプロトコルのステップ 5の後に．4つのステップを挿入したも
のである．挿入した２つのステップ 6～9により，乱数 rおよびそのビット riのシェアを，法 p，p′だけで
なく，p < qである法 qの下で得る．その結果，ステップ 11の右辺において，p < qの条件下で，[r]q を用
いることができるので，最終結果 [s]q を得ることができる．このようにして，MBPCプロトコルは，p < q
の条件下で，多ビット情報 sの値を変えずに法を pから qに変換できる．
AMBPCプロトコルの安全性について述べる．まず，MBPC/p = qプロトコルの安全性について述べる．
MBPC/p = qプロトコルはステップ 4を除いてMPCのみで構成されているので，その安全性は秘密分散
の安全性に帰着する．ステップ 4では，秘密 sに乱数 rを加算した値すなわち (s+ r) (mod p)を公開して
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いる．乱数 rは JRNBSプロトコルによって生成されており，その値は，0 ≤ r ≤ p− 1で一様ランダムに
分布しているので，公開した値 (s + r) (mod p)から sに関する情報は漏洩しない．そのため，MBPCプ
ロトコルの安全性は秘密分散の安全性に帰着される．
次に，AMBPC/p = qプロトコルの安全性について述べる．AMBPC/p = qプロトコルの安全性は，3.3.1
節で述べた AJRNBS プロトコルの安全性に帰着する．すなわち，p′ > max(⌈√ℓp⌉ + 1, n) である限り，
AMBPC/p = q プロトコルの安全性は，MBPC/p = q プロトコルの安全性に等しい．最後に，AMBPC
プロトコルの安全性について述べる．AMBPC プロトコルは，AMBPC/p = q プロトコルにステップ 6
～9 を加えた点が異なる．しかし，ステップ 6～9 は全て MPC である．また，q > p > p′ であるため，
q > max(⌈√ℓp⌉ + 1, n)を満たす．以上から，AMBPCプロトコルの安全性は AMBPC/p = qプロトコル
の安全性に等しく，最終的には秘密分散の安全性に帰着する．
AMBPCプロトコルはMBPCプロトコルと等しく，14ラウンドである．通信量は (5k + 1)ℓ2p + (5k +
1)ℓpℓq + (10k + 97)ℓpℓp′ + (5k + 1)ℓp′ + (5k + 2)ℓq である．
従来手法（ビット分解とビット法変換の逐次処理）とAMBPCプロトコルの通信量を表 5.1にて比較する．
表 5.1: AMBPCプロトコルの削減効果
ℓp, ℓp′ k 従来方式 提案方式
ℓp = 32, ℓp′ = 4, ℓq = 128 2 391008 72876(82%)
ℓp = 32, ℓp′ = 4, ℓq = 128 3 417408 100416(76%)
ℓp = 64, ℓp′ = 5, ℓq = 128 2 837824 174199(79%)
ℓp = 64, ℓp′ = 5, ℓq = 128 3 900224 239504(73%)
5.4 関連研究
本章の要点は，(1)ヘテロジニアス環境におけるMPCの課題は法の統一のための前処理の効率化である
ことを明らかにし，その効率的な手法を提案した点，(2)多ビットのシェアに対するビット分解を必要とし
ない法変換手法を提案した点にある．
上記のうち (1)については，我々の調査した範囲では，我々の研究が最初であり，類似研究は存在しない．
(2)についても，ビット分解を必要としない多ビット法変換は，我々の研究が最初であり，コンピュータセ
キュリティシンポジウム 2011にて 2011年 10月に発表した（文献 [40]）．文献 [40]の方式は，短い法による
効率化は行っておらず，通信量は 40ℓn+ 93ℓ+ 10n+ 9，ラウンド数は 26であった．その後の改良により，
本論文 5.3節で述べた手法の通信量は (5k+1)ℓ2p+(5k+1)ℓpℓq+(10k+97)ℓpℓp′ +(5k+1)ℓp′ +(5k+2)ℓq，
ラウンド数は 14である．2013年に，五十嵐らは，我々の文献 [40]の手法を引用して，ビット分解を必要
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としない多ビット法変換手法を提案した．この方式は，秘密分散のパラメータ (k, n)が (2, 3)の場合には，
通信量は積プロトコル 1.5回相当，ラウンド数は 0(k + log n)である．ただし，基礎技術として用いている
商転移の法がメルセンヌ素数であることを前提としている．商転移の法がメルセンヌ素数でない場合およ
び (k, n)が (2, 3)でない場合の通信量は示されていない．
5.5 まとめ
実環境において，秘密分散とマルチパーティ計算の組合せを運用する場合，異なる組織や管理者が，複数
のデータを異なる法を用いて秘密分散し，それらの秘密分散されたデータの間でMPCを実行する状況が想
定される．異なる法で分散されたデータの間でMPCを直接実行することはできないので，ビット分解と
ビット法変換を用いた前処理により法を一致させる必要があるが，これらの前処理の通信コストは膨大であ
る．そこで，ビット分解とビット法変換を融合し，小さい法による効率化を組み込んだ ABDPCプロトコ
ルを用いて，前処理およびその後の処理を効率化する手法を提案した．一方，ビット分解を行わず，多ビッ
トのままで法変換を行い，その過程で小さい法による効率化を行う AMBPCプロトコルを提案し，多ビッ
ト情報の法変換の通信量を，ビット分解とビット法変換を逐次実行する従来方式に比べて，70% ∼ 80%削
減できることを明らかにした．
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6 通信量とラウンド数に関する考察
マルチパーティ計算の通信コストは，通信量とラウンド数によって評価される．提案方式のうち通信量の
オーダー差を利用した効率化（4章）およびヘテロジニアス環境における効率化（5章）は，通信量を削減
可能であり，ラウンド数も維持または削減可能であるため，その有効性は明らかである．しかし，小さい法
を用いた基本プロトコルの効率化（3章）は，従来方式に比べて通信量を削減可能である一方，ラウンド数
は増加する．そこで，本節では，小さい法を用いた基本プロトコルの効率化を中心として，その有効性を論
じる．最初に，通信量に関する基礎理論として，通信複雑性（Communication Complexity）を取り上げ，
通信複雑性の観点から提案方式を位置づける．次に，通信量，ラウンド数と通信時間との関係を考察し，最
後に，提案方式の有効性を論じる．
6.1 通信複雑性に基づく提案方式の位置付け
通信複雑性とは，関数 f の計算に必要な情報が複数の参加者に分散されている状況下で，f の計算に必要
な通信量の下限のことである．参加者が Aliceと Bobの 2名の場合に，通信複雑性は以下の式 16によって
定義される．
f(x) = min
π
max
(x,y)
|π(x, y)| (16)
ここでは，Aliceが入力 x ∈ X，Bobが入力 y ∈ Y を持っている状況下で，プロトコル πにより関数 f を
計算することを想定している．X および Y は入力の定義域であり，|π((x, y))|は入力が x，yであるときに
πが必要とする 2者間の通信量である．通信量は，たとえばビット数で表される．
通信複雑性の定義において，Aliceと Bobが通信を交わす回数は考慮されておらず，合計の通信量だけが
考慮されている．そこで，マルチパーティ計算において，通信複雑性はラウンド数を無視し，通信量の下限
を考慮すると言える．
本研究で取り上げた上位プロトコルについて，通信量の下限は従来示されていない．すなわち，これらの
プロトコルの通信複雑性は知られていない．本研究は，通信量の下限に向けた通信量の削減の研究である
と位置づけることができる．
6.2 通信量，ラウンド数と通信時間との関係
一般に，マルチパーティ計算（MPC）のプログラムは，複数のマルチパーティプロトコルの組合せによっ
て構成される．ここで，MPCのプログラム Aが，1種類のマルチパーティプロトコル πのみで構成され，
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A内で πがN 回実行されるとする（Aが複数のプロトコルを含む場合については後述する）．Aは，πを逐
次的および並列に合計 N 回含む．Aにおける πの直列数（逐次実行の段階数）を N˜ とする．Aが最大値
選択プログラム，πが大小比較プロトコルである場合の例を図 6.1に示す．なお，この例の場合，入力デー
タの数M に依存して，πの実行回数N は 0(M)で増加し，πの直列数は 0(logM)で増加する．
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図 6.1: 最大値選択プログラム
Aにおいて，マルチパーティプロトコルの必要とする合計の通信量を Com，合計のラウンド数をRadと
する．一方，πの通信量を com，ラウンド数を radとする．Comのうち，Aの第 iラウンドにおける通信
量を Comiとすると，Com =
∑
i=1,Rad Comi = N · comである．また，Rad = rad · N˜ である．Aの通信
時間を T とする．
1ラウンドのデータ通信において，通信開始時に固有の処理を行っている状態を開始状態，通信終了時に
固有の処理を行っている状態を終了状態，開始状態と終了状態の間の状態を巡航状態と呼ぶことにする．た
とえば，TCP/IP通信の場合，コネクションの確立，ウィンドウサイズの決定等を行っている状態は開始
状態，その後ウィンドウ制御を行いながらパケット通信を行っている状態は巡航状態，ウィンドウ制御を
止めて全パケットの到着確認を行いコネクションを切断している状態は終了状態にあたる．また，各々の
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状態の時間を開始時間，巡航時間，終了時間を呼ぶことにする．以上の記号の定義を表 6.1にまとめる．
表 6.1: 記号の定義
A マルチパーティ計算のプログラム
π Aの要素となるマルチパーティ計算プロトコル
N Aにおける πの実行回数
N˜ Aにおける πの直列数
Com Aにおいて πが必要とする通信量の合計
com πの 1回の実行が必要とする通信量
Rad Aにおけるラウンド数の合計
rad πのラウンド数
Comi Aのラウンド iにおいて πが必要とする通信量の合計
T T の通信量
開始状態 通信の開始時に固有の処理を行っている状態
終了状態 通信の終了時に固有の処理を行っている状態
巡航状態 開始状態と終了状態の間の状態
開始/終了/巡航時間 開始/終了/巡航状態の時間
ここで，以下の４つの前提を考える．
前提 1:
Aが複数ラウンドである場合，Aの各ラウンド iは，Aが 1ラウンドである場合と同様に，開始状態，
巡航状態，終了状態から成る．
前提 2:
各ラウンドの巡航時間は，Comiに比例する（巡航時間 ∝ Comi/通信路の帯域）．比例係数は，通信
インフラによって定まる．
前提 3:
各ラウンドの開始時間および終了時間は，Comiに依存せず，通信インフラによって定まる．すなわ
ち，通信インフラの条件が等しい場合には，開始時間および終了時間は定数と考えてよい 15．
前提 4:
Aを構成する πの回数 N が増加するときの Radの増加のオーダーは，0(N)よりも小さい．
上記の前提下で，以下の命題が成立すると考えられる．
15最初のラウンドの開始および最後のラウンドの終了は通信全体の開始と終了にあたるので，途中のラウンドの開始および終了より
も多くの処理を行う．たとえば，最初のラウンドの開始および最後のラウンドの終了はコネクションの確立および切断を行うが，途
中では行わない．そのため，ラウンドの開始時間および終了時間は定数だが，その大きさについては，最初のラウンドの開始および最
後のラウンドの終了だけは他とは異なる．
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命題: プロトコル πと機能が等しく，通信量が α倍，ラウンド数が β 倍のプロトコル π′ を考える．ここ
で，αと β は π′ の実行回数に関わらず固定であるとする．また，MPCプログラム Aの中の π を π′ で置
換したプログラムを A′とする．そのとき，N が大きくなると，A′の通信時間 T ′は，Aの通信時間 Tに比
べて α倍に近づく．
lim
N→∞
T ′
T
= α (17)
上記の命題は，MPCプログラムを構成するプロトコルの実行回数N（すなわち処理対象のデータ量M）
が大きくなると，通信時間の要因として，プロトコルの通信量がラウンド数に比べて支配的になること，通
信時間の削減効果が通信量の削減効果に比例するようになることを意味する．
以下では，4つの前提の妥当性を論じた後，命題の正当性について論じる．まず，前提 1について述べる．
TCP/IP通信の場合，最初のラウンドの開始時には，コネクションの確立，ウィンドウサイズの決定等を
行うが，これらの処理を行っている状態は開始状態にあたる．TCP/IP以外でも，同様の処理（接続およ
びホスト間のネゴシエーション）を行うので，これらが開始状態にあたる．最後のラウンドの終了時には，
ウィンドウ制御を止めて全パケットの到着確認を行いコネクションの切断を行うが，これらを行っている
状態は終了状態にあたる．途中のラウンドの開始時には，固有の処理を何も行わない可能性がある．その場
合は，開始状態は NULLである．あるいはコネクションを確認する可能性などがあるが，その場合には開
始状態を持つ．途中のラウンドの終了時には，そのラウンドの通信が完了するまでは次のラウンドに進め
ないため，ウィンドウ制御を止めて全パケットの到着確認を行うが，これらを行っている状態は終了状態
にあたる．
前提 2は，ほとんどの通信において近似的に成立する．前提 3について述べる．最初のラウンドの開始時
に行うコネクションの確立，ウィンドウサイズの決定等の処理時間は，これから通信するデータの量とは
独立である．また，最後のラウンドの終了時に行う全パケットの到着確認およびコネクションの切断の処
理時間はこれまでの通信データの量とは独立である．途中のラウンドの開始時には，固有の処理を何も行
わない可能性がある．その場合は，開始時間は定数 0である．コネクションを確認する場合には，その時
間は，これから通信するデータ量とは独立である．途中のラウンドの終了時に行う全パケットの到着確認
の時間は，これまでの通信データ量とは独立である．なお，全パケットの到着確認の時間の期待値は，ウィ
ンドウサイズ分のパケットの到着確認の時間であり，ウィンドウサイズは通信の開始時に通信データの量
とは独立に決定される．
前提 4は，π の実行回数 N が増加するとき π の並列度も増加することを意味する（逆に N が増加して
も並列度が一定ならば，Radは 0(N)で増加する）．このようなMPCプログラムは多数存在する．たとえ
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ば，たとえば，図 6.1に示した最大値選択プログラムの場合．Radの増加オーダーは 0(logN)である．ま
た，クイックソートは，データ数がM の場合に，N = M · logM 回の大小比較プロトコルを実行するが，
ラウンド数は Rad = rad · logM である．ここで，radは大小比較プロトコルのラウンド数であり，データ
数M には依存しないので，ここでは定数とみなせる．以上から．ラウンド数の増加のオーダーは 0(N)よ
り小さい．
最後に，命題の正当性について述べる．Com＝ com ·N であるから，N が増加すると，Comは 0(N)で
増加する．前提 2より，各ラウンドの巡航時間の和，すなわち，合計通信量 Comを送受信する時間は 0(N)
で増加する．一方，前提 3と前提 4より，ラウンドの境界における開始時間と終了時間の増加のオーダーは
0(N)より小さい．そのため，N が増加するに従い，開始時間および終了時間は無視できるようになり，A
の通信時間 T は，各ラウンドの巡航時間の和で近似できる．マルチパーティ計算プログラムA′の通信時間
T ′についても，同様に，N が大きくなると各ラウンドの巡航時間の和で近似できる．命題 2により，巡航
時間の和は合計通信量 Com′ に比例するが，Com′ = α · com ·N = α · Comであるから，π′への置換によ
り巡航時間の和すなわち T ′ の近似値は αT になる．
Aが複数種類のプロトコルで構成される場合には，各種類のプロトコルを π と考えると，π に関わる通
信時間について，上記が成立する．五十嵐らは，大規模なデータベースを秘密分散し，マルチパーティ計算
によってデータの検索や加工を行う実証実験を進めているが，「大規模データ処理ではラウンド数よりも通
信量の方が支配的」と指摘している（文献 [47]）．本節の検討結果は，五十嵐らの実証実験から得られた知
見と一致する．なお，4つの前提のうち 1～3の妥当性，一般性については，各種の通信方式の詳細な調査
および評価実験により厳密な確認が必要であるが，これらは今後の課題としたい．
6.3 提案方式の有効性
提案方式による通信時間の削減効果について論じる．小さい法を用いた効率化（3章）は，いずれも従来
のMPCプロトコルに比べて通信量が α倍（0 < α < 1），ラウンド数が β 倍（1 < β）になっている．α,β
はプロトコルの実行回数には依存せず，法サイズおよび kが定まると定数になる．そこで，6.2節で述べた
ように，これらのプロトコルで構成されたMPCプログラムの入力データが大規模化する（プロトコルの
実行回数N が増加する）に従い，通信時間の削減効果は αに近づくと考えられる．たとえば，法サイズが
64ビットで k = 3の場合，提案手法による大小比較プロトコルの通信量は従来に比べて 79%であるため
（表 3.3），大小比較プロトコルから構成されるプログラムの通信時間はプロトコルの実行回数が大きくなる
に従って，従来比 79%に近づくと考えられる．
通信量のオーダー差を利用した効率化の 3つの例（ソート，最長共通文字列の検知，最長類似信号列の検知）
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は，データ変換処理と元々実行したかった処理（たとえばソート）に分けられる．データ変換処理について
は，ビット分解と法変換の逐次実行を π，提案方式を π′とみなすことができる．π′と πの通信量の比は，表
4.1に示したように 79% ∼ 86%であるため，通信時間も同様に削減される．元々実行したかった処理につい
ては個々の例に依存するが，たとえば，ソートの場合，大小比較プロトコルが π，Bitwise Less− Than(BLT)
プロトコルが π′とみなすことができるので，通信時間は，これらの通信量に比例して削減される．なお，4
章の 3つの例の場合，提案方式によってラウンド数も削減されるので，データ量が小さい場合でも，有効
である．
ヘテロジニアス環境における効率化の 2つのケースのうち，ビット分解状態で効率的に実行できるケー
スについては，4章の 3つの例と同様に，データ変換処理（法の統一処理）と元々実行したかった処理に分
けることが可能であり，同様の効率化が可能である．ビット分解状態で非効率なケースについては，元々実
行したかった和積を中心とする処理は効率化できないが，法の統一処理は，表 5.1に示す通信量の削減効果
に比例した通信時間の削減が可能である．
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7 結論
7.1 まとめ
情報の活用と保護の両立を可能にする技術として，秘密分散とマルチパーティ計算（MPC）の組合せが
期待されているが，MPCにおける参加者間の通信コストが大きいため非効率であることに加え，異なる組
織や管理者が混在する現実的な環境を考慮していないため，実用化が進んでいない．そこで，本研究では，
MPCの通信コストの削減および現実的なヘテロ環境への対応を目的とした．通信コストの低減については，
法変換に基づく基本プロトコルの効率化および，同じく法変換に基づく大量データ処理時の効率化手法を
検討した．また，ヘテロ環境での運用については，秘密分散の法を揃えるための前処理のコストの大きさが
問題であることを明らかにし，法変換に基づく 2種類の効率化手法を検討した．
本論文の 1章では，ビッグデータの活用における個人情報の活用と保護の両立や，クラウドサービスに
おける機密情報の活用と保護の両立など，情報の活用と保護の両立が情報処理の重要な課題になっている
こと，その課題を解決する技術として，情報を秘匿した状態で計算を行う秘密計算の重要性が高まってい
ることを論じた．秘密計算の一つの有望な実現形態として，秘密分散とマルチパーティ計算（MPC）の組
合せを取り上げ，その実用化のボトルネックを解決するために，参加者間の通信コストの低減およびヘテ
ロ環境への対応が必要であることを論じた．
2章では，秘密分散とMPCの基本的な処理方式および効率化の従来方式を概観し，通信コストの問題を
明らかにした．また，3章以降の提案手法の部品となるビット法変換のプロトコルについて詳細に説明した．
3章と 4章では，MPCの通信コストの削減について，各々，基本プロトコルと大量データ処理の２つの
面から検討した．3章の基本プロトコルの効率化では，MPCの通信量が秘密分散における法のビット数に
比例することに着目し，法のビット数を削減することを考えた．この方針を具体化するために，まず，大
小比較，等号判定などの多くの基本プロトコルは，任意の値 sに対して直接実行することは困難あるいは
非効率であり，sをビット分解して初めて効率的に実行できることを論じた．そして，このビット分解によ
る効率化は，乱数 rとそのビットの生成，rを用いて sを秘匿した値 vの公開（たとえば v = s+ r），vの
ビット分解，vのビットと乱数のビットを用いた所望の値の計算というパターンを有することを明らかにし
た．このパターンにおいては，扱われる情報の大部分がビット情報であり，情報の取りうる値が小さいた
め，データのビット数すなわち法のビット数を法変換によって削減することができる．提案手法における法
のサイズの下限を明らかにし，その下限以上の法を用いる限り，元のプロトコルの機能を維持できること
を明らかにした．また，法サイズの下限は秘密の値とは独立に決まるため，下限への法変換によって秘密が
漏洩することはなく，元のプロトコルの安全性を維持することができる．さらに，様々な基本プロトコル，
具体的には，大小比較，等号判定，区間判定，ビット分解，最下位ビット抽出，乱数生成に提案手法を適用
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し，これらのプロトコルの通信量を従来方式に比べて 60% ∼ 80%削減できることを明らかにした．
4章の大量データ処理の効率化では，N 個のデータに対する通信コストのオーダーの差に着目した．N
個のデータに対する処理コストが 0(N)より大きい場合に，各データをより効率的な処理が可能な形式に
変換した後，所期の MPC を実行する．変換コストは 0(N) であり，0(N) より大きい所期の MPC が効
率化されるので，全体として効率が向上する．MPCの多くの基本演算は，ビット分解された状態で効率
的に実行可能であり，さらに，各ビットを秘密分散する法が小さいほど効率的な実行が可能である．そこ
で，ビット分解と法変換から成るデータ変換を用いることで，提案手法を具体化した．また，ビット分解
と法変換を融合した上で，3章で述べた小さい法を用いる効率化を適用して，データ変換を効率的に行う
Advanced Bit Decomposition & Prime Conversion(ABDPC) プロトコルを提案した．秘匿データのソー
ト，２つの秘匿文字列の最長共通部分検出，２つの秘密信号の最長類似部分検出に提案手法を適用し，秘匿
データソートの場合は従来方式，最長共通部分検知および最長類似信号検知の場合はナイーブな方式に比
べて，通信コストを 90% ∼ 99%削減できることを明らかにする．
5章では，ヘテロ環境への対応について検討した．まず，実環境において秘密分散とマルチパーティ計算
の組合せを運用する場合，異なる組織や管理者が，複数のデータを異なる法を用いて秘密分散する状況が想
定されることを明らかにした．MPCは同じ法の秘密分散データの間でのみ実行可能であり，法変換はビッ
ト状態でのみ実行可能であるため，ビット分解と法変換を用いた前処理により法を一致させる必要がある
が，その通信コストは膨大である．そこで，4章で述べたビット分解とビット法変換の効率化手法 ABDPC
プロトコルを用いて，前処理およびその後の処理を効率化する手法を提案した．一方，ビット分解を行わ
ず，多ビットのままで法変換を行い，その過程で小さい法による効率化を行う AMBPCプロトコルを提案
し，多ビット情報の法変換の通信量を 80% ∼ 85%削減できることを明らかにした．複数データ間で行う
MPCがビット状態で効率的である場合は第一の手法，ビット状態では非効率の場合は第二の手法により，
いずれも効率化が可能となる．
6章では，以上述べた 3種類の効率化手法すなわち基本プロトコル，大量データ処理およびヘテロジニ
アス処理の効率化手法が，MPCの通信時間に及ぼす効果について考察した．これらの 3種類の効率化手法
は，いずれも，MPCにおける通信量（ビット数）の削減を可能にしている．しかし，通信時間は，通信量だ
けでなく，その通信量を何回の通信で送るかというラウンド数にも依存する．3種類の手法のうち大量デー
タ処理およびヘテロジニアス処理の効率化手法は，通信量を削減し，ラウンド数は維持または削減するの
で，通信時間の削減は明らかである．しかし，基本プロトコルの効率化手法は，通信量を削減するが，ラウ
ンド数は増加するので，通信時間の削減は明らかではない．そこで，通信量，ラウンド数と通信時間との関
係を考察し，MPCの入力データ数が大きくなると，通信時間の要因として，ラウンド数よりも通信量が支
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配的になることを示し，基本プロトコルの効率化手法が通信時間の削減につながることを明らかにした．
本研究の成果により，秘密計算とMPCの組合せを実用化する際のボトルネックの一部が緩和可能となる
ことを期待する．
7.2 今後の課題・展望
今後の研究課題としては以下が挙げられる．
1. 6章で考察した通信量，ラウンド数と通信時間との関係について，実装評価を通じて厳密な検証を行
う．その上で，通信量を中心としたMPCの効率化に関して，新たな指針を確立する．
2. MPCには秘密分散に基づく方式と平文に基づく方式があり，秘密分散にも様々な手法がある．本研
究では，秘密分散に基づくMPCを取り上げ，秘密分散法として Shamir(k, n)閾値秘密分散法を取り
上げた．今後は，秘密分散に基づかないMPCおよび Shamir(k, n)閾値秘密分散法以外の秘密分散法
に基づくMPCを取り上げ，提案手法の一般化を検討したい．
最後に本研究を活かしてマルチパーティ計算を実用化するための展望を述べたい．以下に展望を記す．
1. 提案方式を実装し，秘密分散データベースに適用し，評価する．
2. 本研究ではMPCの通信量削減手法ひいては高速化の手法を提案した．しかしながら，平文の上で行
われる通常のデータベースと比べ，MPCを用いた秘密分散データベースは，セキュリティの面では
勝るものの，実行速度が大幅に劣る．したがって，実行速度を犠牲にしても高度な秘密保持が要求さ
れるようなユースケースを見出す必要がある．
3. 秘密分散データベースでは，すべてのデータを秘密分散し，MPCを用いて計算すると，実行速度が
大幅に低下する．しかし，すべてのデータに高度な機密性が要求されるとは限らない．そこで，秘匿
性が高いデータは秘密分散し，秘匿性の低いデータは平文のままとして，MPCと平文計算を組み合
わせて処理を行うことにより，安全性と効率の両立をさせることが必要である．そのようなMPCと
平文計算の混合の手法を検討する．
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A 付録
A.1 AJRNBS利用パターンの等号判定プロトコル (EQ)への適用
AJRNBSプロトコル，AJRNBS利用パターンおよびALSBプロトコルの場合は，MJRNBSプロトコル，
MJRNBS利用パターンおよびMLSBプロトコルを経由して間接的に導出したが，同様の間接的な導出を
行うと，説明が長大になるため，直接的な導出を行う．2.5.5節で述べたように，等号判定プロトコル (文献
[26])の通信量は 81ℓ2p，ラウンド数は 8である．等号判定プロトコルのステップ毎の通信量を ◃以降に示す．
Algorithm 等号判定プロトコル
Input: [a], [b]
1: [r1∼ℓ]p ← JRNBS ◃ 76ℓ2p
2: [r]p ← [r1∼ℓ]p
3: [v]← [a]− [b] + [r]
4: v ← Reveal([v])
5: for i := 1 ∼ ℓ do
6: if vi = 0 then
7: [ci]← 1− [ri]
8: else
9: [ci]← [ri]
10: end if
11: end for
12: [tB ]← UnboundedFanInAnd([c1∼ℓ]) ◃ 5ℓ2p
13: [tB ]を出力
等号判定プロトコルのステップ 1から 4が，JRNBS利用パターンにおけるステップ 1から 4に各々相
当する．等号判定プロトコルのステップ 5から 12が，JRNBS利用パターンのステップ 5（ビット演算 F）
に相当する．すなわち，Fは等号判定プロトコルのステップ 6で vを入力し，ステップ 7で [r1∼ℓp ]を入力
して，ステップ 12で [tB ]を出力する．AJRNBS利用パターンを用いれば，等号判定プロトコルのステッ
プ 5から 12を GF (p′)上で実行できる．AJRNBS利用パターンを等号判定プロトコルに対して適用した
Advanced EQ(AEQ)プロトコルを下記に示す．上記の等号判定プロトコルにおける各ステップの通信量が，
下記の AEQプロトコルにおける各ステップの通信量へと改善される一方，法変換（ステップ 13）の通信
量が加わる．AEQプロトコルの通信量は，下記の AEQプロトコルの各ステップの通信量の合計であるた
め，(5k+ 1)ℓ2p + (5k+ 83)ℓpℓp′ + (5k+ 1)ℓp + (5k+ 2)ℓp′ である．ラウンド数は 3.4.4節で述べたように 2
増加し，10である．
p′の大きさを，3.3.2節で中間秘密情報の上限を表す式max(TF, ⌈
√
ℓp⌉+1, n)を用いて考える．ビット演
算 Fに相当する箇所は，ステップ 5から 12である．そのうち，ステップ 5から 12は 1 ビットの秘密同士の
演算であり，上限は n = max(1, n)である．ステップ 12の Unbounded Fan− In Andプロトコルは 3.3.2
107
Algorithm Advanced EQ(AEQ)プロトコル
Input: [a]p, [b]p
1: [r1∼ℓp ]p, [r1∼ℓp ]p′ ← AJRNBS ◃ (5k + 1)ℓ2p + (5k + 78)ℓpℓp′
2: [r]p ← [rrange1ℓp]p
3: [v]p ← [a]p − [b]p + [r]p
4: v ← Reveal([v]p)
5: for i := 1 ∼ ℓp do
6: if vi = 0 then
7: [ci]p′ ← 1− [ri]p′
8: else
9: [ci]p′ ← [ri]p′
10: end if
11: end for
12: [tB ]p′ ← UnboundedFanInAnd([c1∼ℓp ]p′) ◃ 5ℓpℓp′
13: [tB ]p ← CBBS([tB ]p′) ◃ (5k + 1)ℓp + (5k + 2)ℓp′
14: [tB ]p を出力
節で示したUnbounded Fan− In Orプロトコルの一部を変更したものである．Unbounded Fan− In Orプ
ロトコルは ℓp 個のビット値を
√
ℓp 個づつ区切って処理していたため，その値の上限はmax(⌈
√
ℓp⌉+ 1, n)
であった．Unbounded Fan− In Andプロトコルも同様であるが，ℓp 個のビット値を区切らずに処理する
ため，上限はmax(ℓp + 1, n)である．ここから，Fにおける中間秘密情報の上限は T ′ = max(ℓp + 1, n)と
なる．ここから，Fにおける中間秘密情報の上限は TF = max(ℓp + 1, n)となる．p′は，max(ℓp + 1, n)を
超える最小の素数に設定することができる．通信量の削減効果および計算量の増加については，3.5.3節で
述べたとおりである．
A.2 AJRNBS利用パターンの区間判定プロトコルへの適用
2.5.6節で述べたように，区間判定プロトコル（文献 [26]）の通信量は 110ℓ2p + ℓp であり，ラウンド数は
13である．区間判定プロトコルのステップ毎の通信量を ◃以降に示す．通信の発生するステップを抜粋す
るので，全体のステップについては，2.5.6節を参照いただきたい．
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Algorithm 区間判定プロトコル
Input: [a]p, b, c
1: [r1∼ℓp ]p ← JRNBS ◃ 76ℓ2p
2: [r]p ← [r1∼ℓp ]p
3: [v]p ← [a]p + [r]p
4: v ← Reveal([v]p)
5: if c ≤ v then
6: d.1 = v − b
7: d.2 = v − c
8: end if
9: if v ≤ b then
10: d.1 = v + p− c
11: d.2 = v + p− b
12: end if
13: if b < v < c then
14: d.1 = v − b− 1
15: d.2 = v + p− c− 1
16: end if
17: [uB .1]p ← [r1∼ℓp ]p < d.1 ◃ 17ℓ2p
18: [uB .2]p ← [r1∼ℓp ]p < d.2 ◃ 17ℓ2p
19: if v ≤ b or c ≤ v then
20: [uB ]p ← [uB .1]p × [uB .2]p ◃ ℓp
21: end if
22: if b < v < c then
23: [uB ]p ← 1− [uB .1]p × [uB .2]p ◃ ℓp
24: end if
25: [uB ]p を出力
区間判定プロトコルのステップ 1から 4が，JRNBS利用パターンにおけるステップ 1から 4に各々相当す
る．等号判定プロトコルのステップ 17から 23が，JRNBS利用パターンのステップ 4（ビット演算F）に相当
する．AJRNBS利用パターンを用いれば，区間判定プロトコルのステップ 17から 23をGF (p′)上で実行でき
る．AJRNBS利用パターンを区間判定プロトコルに対して適用したAdvanced IT(AIT)プロトコルを下記に
示す．上記の区間判定プロトコルにおける各ステップの通信量が，下記のAITプロトコルにおける各ステッ
プの通信量へと改善される一方，法変換（ステップ 25）の通信量が加わる．AITプロトコルの通信量は，下記の
AITプロトコルの各ステップの通信量の合計であるため，(5k+1)ℓ2p+(5k+112)ℓpℓp′+(5k+1)ℓp+(5k+3)ℓp′
である．ラウンド数は 3.4.4節で述べたように 2増加し，15である．
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Algorithm Advanced IT(AIT)プロトコル
Input: [a]p, b, c
1: [r1∼ℓp ]p, [r1∼ℓp ]p′ ← AJRNBS ◃ (5k + 1)ℓ2p + (5k + 78)ℓpℓp′
2: [r]p ← [r1∼ℓp ]p
3: [v]p ← [a]p − [b]p + [r]p
4: v ← Reveal([v]p)
5: if c ≤ v then
6: d.1 = v − b
7: d.2 = v − c
8: end if
9: if v ≤ b then
10: d.1 = v + p− c
11: d.2 = v + p− b
12: end if
13: if b < v < c then
14: d.1 = v − b− 1
15: d.2 = v + p− c− 1
16: end if
17: [uB .1]p′ ← [r1∼ℓp ]p < d.1 ◃ 17ℓpℓp′
18: [uB .2]p′ ← [r1∼ℓp ]p < d.2 ◃ 17ℓpℓp′
19: if v ≤ b or c ≤ v then
20: [uB ]p′ ← [uB .1]p′ × [uB .2]p′ ◃ ℓp′
21: end if
22: if b < v < c then
23: [uB ]p′ ← 1− [uB .1]p′ × [uB .2]p′ ◃ ℓp′
24: end if
25: [uB ]p ← CBBS([uB ]p′) ◃ (5k + 1)ℓp + (5k + 2)ℓp′
26: [uB ]p を出力
p′の大きさを，3.4.4節で中間秘密情報の上限を表す式max(TF, ⌈
√
ℓp⌉+1, n)を用いて考える．ビット演
算 Fに相当する箇所は，ステップ 17から 23である．ステップ 17と 18（BLTプロトコル）の秘密の中間
値の上限は max(⌈√ℓp⌉ + 1, n)である．ステップ 19から 24は 1 ビットの秘密同士の演算であり，上限は
n = max(1, n)である．したがって TF = max(⌈
√
ℓp⌉+ 1, n)である．以上から，p′は，max(⌈
√
ℓp⌉+ 1, n)
を超える最小の素数に設定することができる．通信量の削減効果および計算量の増加については，3.5.3節
で述べたとおりである．
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