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We construct the Heisenberg picture dynamics for the Yukawa quantum 
field theory in two-dimensional space-time. All cutoffs are removed in the field 
operators, and the fields are formally Lorentz covariant. The fields are local, 
and commute or anticommute at space-like separated points. The field equations 
are verified. 
1. INTRODUCTION 
1.1. Discussion 
Rigorous studies of quantum field theory have among their goals 
a proof of the mathematical consistency of field theory. Because of the 
difficulty in solving the equations of quantum field theory, we have 
worked mainly in two-dimensional space-time. A major step in our 
program is the construction of solutions to the renormalized field 
equations. There are difficulties in defining the nonlinear terms in 
these field equations. The proper definition of the nonlinear terms is 
called renormalization and is motivated by the physical interpretation 
of the equations. 
In this paper we study quantum fields with the nonlinear scalar 
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Yukawa interaction $I++ in two space-time dimensions. Our main 
result is the construction of the Heisenberg picture dynamics with all 
cutoffs removed. The scalar boson field 9 and the fermion field IJ 
satisfy the coupled nonlinear equations 
a2 
(- at2 - g + tnb2) q+, t) + j(x, t) = 0 (1.1.1) 
and 
( YIJ 4 + Yl g + me) 4(x, t) + J(& t> = 0. (1.1.2) 
The terms j and J are called the renormalized currents. Formally 
they are 
j = @,,b - 6mb2p, J = A& - Sm& (1.1.3) 
where 
0 i 
Yo = ( > i 0’ 75 = (4 J, 4 = -i#*yo, (1.1.4) 
&mb2 is the divergent boson mass renormalization constant, and am, 
is the finite fermion mass shift. The definition of the currents j and J 
in (1.1.1-1.1.3) will be made precise in Section 3. The constant mb 
is the boson rest mass and mf is the fermion rest mass. 
Quantum fields such as y and # provide a description of particles, 
and this motivates our studying (1 .l .l-1.1.4). In fact, equations of 
this type in four dimensions are thought to describe the interactions of 
nucleons and 7~ mesons. These equations also contain complete infor- 
mation about the bound states formed from two or more such particles, 
and they determine the scattering of these particles. 
We now review the qualitative phenomena predicted by the physics 
of the problem. At large 1 t 1, one observes single particles or stable 
clusters of particles (Le., bound states), that have separated from one 
another and do not interact. The stable clusters of mesons and 
nucleons include the familiar nuclei of atomic physics. The clusters 
occur because the forces between the particles are attractive. The 
numbers and types of particles that one observes at large positive and 
negative times do not necessarily coincide. (In this case the scattering 
is called inelastic.) A typical inelastic process, which occurs at suffi- 
ciently high energy, is the scattering of two incoming protons to 
produce several r mesons in addition to two outgoing protons. In our 
Yukawa theory, each particle or stable cluster of particles is uniquely 
determined by its rest mass and by its nucleon number 
ZVp = Number of nucleons - Number of antinucleons. 
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(To describe neutrons, protons, and 7~ mesons, an additional quantum 
number is needed: electromagnetic charge or isotopic spin.) 
We now express this physical picture in mathematical language. 
The fields p)(x, t) and #(x, t) are densely defined bilinear forms on 
some Hilbert space Z. The nucleon number operator Nr is a self- 
adjoint operator on A! with pure discrete spectrum, equal to the 
integers. In addition we must find the Hamiltonian or energy 
operator H and the momentum operator P. The operators H, P, 
and Nr are commuting, self-adjoint operators. The joint spectrum of H 
and P should lie in the forward light cone. That is, 0 < H and 
0 < H2 - P2. The operator $2 = (H2 - P2)l12 labels the rest mass of 
our particles. Let Z(ni) be the eigenspace of Nf for the eigenvalue n, . 
In Z(ni), the operator M should have an absolutely continuous 
spectrum in an interval 
b(w>, CQ), 0 < v(m). 
In the interval (0, v(ni)), the operator M should have only a finite 
number of discrete eigenvalues m,(ni), m2(n1),... . We expect that 
v(nf) = inf(m,(a’) + m,(n#) : 1z’ + n” = nf>. 
The common null space for H, P, and M is called the space V of 
vacuum vectors; presumably dim V = 1 and I’ C X(n, = 0). The 
remaining discrete eigenvalues of M, the mi, are the masses of the 
elementary particles and the stable clusters of the theory. The 
corresponding values of n, label the fermion number (also called 
nucleonic charge). These joint eigenspaces of M and Ni are infinite 
dimensional; they contain the states in which there is a single particle 
or cluster of given rest mass mi(n,) and fermion number n, , but 
undetermined momentum. 
The particles explicitly put into the field equations, the meson, 
the fermion, and the antifermion, are the smallest mass particles 
in the sectors Z(Q, n, = 0, n, = Al. That is, m,, = m,(O), 
m, = m,( f 1). The remaining mi correspond to particle clusters 
formed from these three elementary particles. The continuous 
spectrum of M corresponds to states with more than one particle or 
cluster, as would be observed in the limit 1 t 1 + co. For more details 
on the manner in which the multiple particle states are built up out of 
single particle states, we refer the reader to the Haag-Ruelle formu- 
lation of scattering theory [13]. In contrast to most of the above 
discussion, the Haag-Ruelle theory is a theorem. 
We now return to the equations (1.1.1-1.1.4). In spite of the 
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divergences in (1.1.3), our solutions q and 4 have a mathematical 
meaning as local quantum fields. A quantum field is an operator-valued 
distribution. In our case, for each time t and each realf E C’,“(P) we 
construct self-adjoint operators ~(f, t) and bounded operators #(f, t) 
denoted by the formal integrals 
f YJP(Xl t> f(x) dx, s P@, Of(x) d ,01 = 1,2. 
The fields 9 and # are also local. This means that for space-like 
separated points the fields commute or anticommute. More precisely, 
~(f, t) commutes with ~(g, s) if the distance from the support off to 
the support of g is greater than 1 t - s 1, and so forth for the other 
fields. 
We use the Hamiltonian method, and our starting point is the 
spatially cutoff, self-adjoint Hamiltonian H(g) of Ref. [lo]. We define 
the fields 
y(f, t) = eitH(+(f, 0) @H(g), 
$(f, f) = eitHQ)+(f, 0) eettH(Q). 
The time-zero values 
(1.1.5) 
(1.1.6) 
df, 0) = 1 dx) f(x) dx and #(f, 0) = j- $64 f(x) dx 
coincide with time-zero free fields (see Section 1.2). Since rp(f, 0) is 
self-adjoint and a,b(f, 0) is bounded, tp(f, t) is also self-adjoint and 
$(f, t) is also bounded. We show in Section 3 that 9 and # are local, 
that they satisfy the nonlinear equations of motion (1.1.1-l .1.4) and 
the equal-time canonical commutation relations 
[dx, 0,; dr, t,] = qx - r> (1.1.7) 
W(x, q, V(r, t)*> = s, 8(x - 3% (1.1.8) 
The equations (1 .l.l-1.1.4) are hyperbolic, and so influence 
propagates no faster than the speed of light. We demonstrate the finite 
propagation speed in Theorem 2.1.1. This result is central to our 
discussion of the dynamics. The Hamiltonian H(g) is formally 
independent of the space cutoff g on the set where g = 1. In 
(1.1.5-1.1.6) we require that g(y) = 1, if dist(y, supp.f) < I t I. As 
a consequence of the finite propagation speed, the fields (1.1.5-l .1.6) 
are independent of g. 
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Because of the singular nature of the Hamiltonian H(g) in 
(1.151.1.6), we defined H(g) in Ref. [lo] as the limit (as K + co) of 
approximate, self-adjoint Hamiltonians H(g, K), see (1.2.1). The 
parameter K refers to a momentum cutoff. Corresponding to H(g, K) 
there are approximate, but well-defined, field equations. In these 
equations the currents j and J of (1.1.1-l .1.2) are replaced by 
nonlinear, nonlocal integral operators acting on the fields q and # 
(see Section 3). Since the integral operators are nonlocal, the modified 
field equations have an infinite propagation speed. We define the true 
field equations as the limit (K + CO) of the approximate nonlocal 
equations. In this way we give a meaning to (1.1.1-1.1.2). While 
it is not difficult to establish the existence of this limit, the proof of 
the finite propagation speed for the limiting equations requires the 
separate argument of Section 2. 
In Section 2 we obtain the dynamics for bounded functions of the 
fields. Let A be a bounded local observable associated with a bounded 
region B of space at time zero (see Section 2.1). Let B, be the set of 
points within distance 1 t 1 of B. If g = 1 on B, , then 
A(t) = eitHl~)A ,+tHW (1.1.9) 
is independent of g and A(t) is an observable associated with the 
expanded region B, . In this fashion we construct the Heisenberg 
picture dynamics 
A -+ A(t) = o,(A) (1.1.10) 
as an automorphism cI of the algebra of bounded local observables. 
In this paper we have verified that many results of Refs. [6, 71 for 
the (9)“)s interaction, and of Ref. [15] for P(?)s interactions also hold 
for the Yukawa, interaction. We anticipate that the major results of 
Refs. [l, 81 also hold for the Yukawa, model, as well as for the more 
fPera1 MT) + 4xd 5w2 interaction studied in Refs. [ll, 121. In 
Ref. [lo] we showed that H(g) has a vacuum vector Qg . We expect 
that a physical vacuum 52 and a physical Hilbert space 9&n can be 
constructed by taking limits of the states w,(-) = (In, , *QJ as g -+ 1. 
We also expect that for T < 1, 
(1.1.11) 
where V is the diameter of the support of g. As a consequence of 
(1.1.1 l), we believe that IR and F,,, are locally Fock [8]. We expect 
that the theory is Lorentz covariant [I]. 
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1.2. Notation 
In general, we follow the notation of Ref. [lo]. The Hilbert space 
9 = Yb @ gf is the tensor product of the standard Fock space %b 
for bosons with the Fock space Ff for fermions. In terms of the 
densely defined boson annihilation operators a(k), the fermion 
annihilation operators b(p), and the antifermion annihilation operators 
b’(p), the time zero fields are given on 9 as the bilinear forms 
p(x) = p(x, 0) = (477)-1/Z j e-“““{a(k)* + a( A)} p(k)-l12 dk, 
Z-(X) = 77(x, 0) = i(4rr)-li2 j e-“@{a(k)* - a(4)) p(k)l12 dk, 
z,W(x) = c,P(x, 0) = (4m-‘/” 1 e-+“{v(-p) b’(p)* + v(p) b(-p)} w(f~)-l/~ dp, 
1,4(2)(x) = #2)(x, 0) = (b)-l/” 1 eciPz{v(p) b’(p)* - v(-p) b(-p)} UJ(P)+~ dp. 
Here p(k) = (k2 + mb2)li2, w(p) = (p” + m,2)li2, and v(p) = 
(4P) + PP2- We use the nonrelativistic normalization for the 
commutation relations, (b(p,), b(p,)*) = S(pr - p2), etc. The frac- 
tional energy operator N, is defined by 
NT = j a(k)* a(k) &)7 dk + j %')* NP) + b'(@)* UP)} W(P)' 4% 
and Nr = Ha , the free field Hamiltonian. 
In deriving detailed estimates on bilinear forms or operators in 
Fock space, it is convenient to use the operator N, for the purpose of 
comparison. We give such inequalities the name N, estimates. We now 
state the N, estimates needed in this paper. The proof of these, as 
well as more general N, estimates, can be found in Refs. [ 1, 2, lo]. 
Let a(K) be either a(k), b(K), or b’(k), and let w be a Schwartz 
distribution in 9(Rz+m)‘. Let $9 be the set of vectors in 9 with a finite 
number of particles and wave functions in the Schwartz space 9. 
We consider a Wick ordered monomial W defined by 
w = j a(k,)* ... a(k,)* w(k, ,..., k,,,) a(-k,,,) *a* a(-kL+,) dk, *.. dk,, . 
Then W is a bilinear form on 9 x 9. We refer to {k, ,..., k,} as the 
creation variables and {kl+, ,..., k*+,} as the annihilation variables. 
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Let C C {l,..., I>, A C (I + l,..., 1 + m}, and let 
A u B u C = {l,..., I + m} 
be a disjoint union, where ) A 1, ) B 1, and 1 C j denote the number of 
elements of A, B, and C. 
THEOREM 1.2.1. (a) There is a constant depending only on 1 B 1 
such that 
< const . 
/I I-I 
p&)-‘/2 w . 
iEAuC Ii 2 
(b) Suppose that B contains at least one fermion variable. Then 1 B 1 
may be replaced by j B j - 1 in the above inequality. 
We now give the basic facts about the Yukawa, Hamiltonian. The 
self-adjoint, positive, renormalized Hamiltonian H(g) of Ref. [lo] 
is approximated by the momentum cutoff Hamiltonian 
H(g, K) = Ho + H,(g, K) - &??(K) j : q+)” : g(x)” dx - E(g, K). (1.2.1) 
The cutoff interaction Hamiltonian could be given by a general cutoff 
of Ref. [lo, Section 1.31. Of particular interest in this paper, however, 
is a cutoff that is sharp in position space. In this case 
(1.2.2) 
where 
&&4 = j UY) #(x - Y) 4x (1.2.3) 
v4~) = j UY) dx -Y) dr. (1.2.4) 
The function S,(y) = (277-1/2 K~(KJJ) E Corn is a real approximation 
to S(y) with total integral 1 and positive Fourier transform 
(2n-)-li2 X(h/K). Th’ 1s sharp cutoff in position space corresponds to 
inserting the momentum cutoff factor 
X@, $‘I > I%) = X@IK) X&/K) Xh/K) (1.2.5) 
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in the momentum space expansion of each Wick ordered monomial 
in (1.2.2). 
The mass renormalization constant &z~(K) in (1.2.1) is given by 
the formula 
6&(K) = - $ j 1 xK (0, f ,?I 1’ w(t)-’ d.$ + const, (12.6) 
where the constant in (1.2.6) is independent of g, K, and the particular 
cutoff xK . In the Appendix we show that the choice (1.2.6) is consistent 
with the choice of the mass renormalization constant in Ref. [lo]. In 
fact (1.2.6) is a special case of Ref. [lo, (1.3.12)] that eliminates a 
possible g dependence in the mass renormalization. For simplicity, 
we have set Sm, = 0 and &z,~(K) = SWZ~(K). 
The vacuum energy counterterm E(g, K) in (1.2.1) is defined 
implicitly by the equation 
0 = inf spectrum H(g, K). (1.2.7) 
The constant E(g, K) is logarithmically divergent as K + co; it has 
the form 
E(g, K) = ‘%(g, K) + C + O(1). 
Here E,(g, K) is the vacuum energy of H,, + H,(g, K) given by second- 
order perturbation theory, 
where J2s is the no-particle vector. The constant c depends on g, but is 
independent of K and xK . It equals the (finite) vacuum energy of 
& {f& + &(& K) - &(g, 6’. 
The term o(l) in E(g, K) depends on g, xK , and K, and tends to zero 
as K --+ co. This term is required to satisfy (1.2.7) for all K < co 
(see Ref. [lo, Section 51). 
The major results concerning H(g, K) of (1.2.1) and the resoivents 
R(K, 5) = (H(g, K) - <>-’ are given in the following theorems. 
THEOREM 1.2.2. For any T -C 1 there is a constant M independent 
Of K Wch that [3] 
N, < M(% K) + 1) (1.2.8) 
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and [lo, 181 
(NT/~’ < M(H(g, K) + I>“* (1.2.9) 
THEOREM 1.2.3 [lo]. A s K --j 03, the resolvents R(K, 5) converge 
in norm to the resolvent of a positive, self-adjoint operator H(g). The 
limit H(g) is independent of the particular momentum cutoflfunction xX . 
2. FINITE PROPAGATION SPEED 
2.1 Introduction 
In this section we study the time translation 
u(t) =a e-itH(O) = $z e--it(O,K), (2.1.1) 
and we prove that with a proper choice of g, U(t) yields the Heisenberg 
picture dynamics (1.1.9-l .l .lO). Let B be a bounded open region of 
space at time zero. We define the algebra 2l(B) of local observables as 
the von Neumann algebra of bounded operators generated by functions 
of the time-zero boson fields v(h) and r(h) and by the fermion currents 
#W* P’(h). H ere h and h, range over the C” functions with support 
in B. The algebra Cu of quasilocal observables is the norm closure of 
UB a(B). We also study the field algebra 2$(B) 3 N(B). at(B) is the 
von Neumann algebra generated by the bounded functions of q(h) and 
n(h) and by e(h). A s b f e ore h is a C” function with support in B, and 
we define 91z, to be the norm closure of (JB ‘9+(B). For B n C = 0, 
PW WC)1 = 0 = [‘W-Q ‘&(C>], (2.1.2) 
because the commutation relations (1.1.7-l. 1.8) hold at t = 0 by the 
definition of the time-zero fields. 
THEOREM 2.1 .l. Let A E Cut(B) and let g = 1 on B, . Then 
A(t) = a,(A) of(l.l.10) is independent ofg(*), and 
(2.1.3) 
The time translation u1 extends to a one-parameter automorphism group 
of the C* algebras ‘$l and Nu, . 
This theorem is our main result about the Heisenberg picture 
580/7/z-8* 
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dynamics. The inclusion (2.1.3) states that influence propagates no 
faster than the speed of light. 
By the strong convergence (2.1. I), we have the strong limit 
A(t) = F-2 eitH(uIK)A @Hhw 
= kil A,(t). 
(2.1.4) 
However, the ultraviolet cutoff K destroys locality. 
In Section 2.2 we introduce another approximation An,(t) which 
is g independent and which is local, i.e., belongs to %[,(B,). In 
Section 2.3 we prove the convergence 
Since %,(B,) is closed under weak limits, the theorem follows. 
2.2 The Approximation with Finite Propagation Speed 
We use a sharp position cutoff in the Hamiltonian H(g, K) to minimize 
the loss of locality. If the radius of the support of gK is K-l, then 
H,,x(x) = : &c(x) A(X): d4 d P e en d s on the fields localized in the 
interval [x - K-~, x + K-‘1. We do not use a momentum cutoff in the 
field v that enters the mass renormalization counterterm. For conve- 
nience of notation, we take B = [- 1, 11. 
The finite propagation speed (2.1.3) would result if the interaction 
Hamiltonian H,(g, ) K and counterterms c(g, K) were localized in B. 
Alternatively, H,(g, K) + c(g, K) could be the sum of an operator 
localized in B, and an operator commuting with 91f(B,) for each 
s E [0, 1 t I]. However, because of the convolution (1.2.3-1.2.4) in 
(1.2.2), such a splitting seems to require xK = 6, i.e., K = co. For 
K = co, the counterterms are infinite and HI + c does not make sense, 
either as an operator or as a bilinear form. Thus before attempting to 
split HI + c into two parts, we modify the problem. We make a 
time-dependent change in the spatial cutoff g(x) in order to be able 
to write H,(g, K) + c(g, K), K < 00, as a sum of two terms, one 
localized in B, and the other in “B, , the complement of B, . 
In order to modify g, we use a C” function h,(x) with the following 
properties: 
h,(x) = h(KX), (2.2.1) 
I 
0 < h,(x) < 1, 
h,($ = U-x), 
(2.2.2) 
I 
h,(x) = 1 if 1 x 1 < 4K-I, 
h*(x) = 0 if IX\ >5K-‘. 
(2.2.3) 
YUKAWA, QUANTUM FIELD THEORY 
We define the change in the spatial cutoff g(x) by 
kc**b9 = -gw Ul x I - I t I - 1). 
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(2.2.4) 
In other words, we replace g(g) in H,(g, K) by 
&.&) = g(x) + k&)* 
Corresponding to this change, we have 
Hamiltonian 
the cutoff 
(2.2.5) 
the time-dependent 
H(&‘, KY t) = H(&‘, K> + sH(g, 4 t) 
= Ho + H,(&, ; K) + C(g, K), 
(2.2.6) 
where the counterterms c(g, K) are unchanged. 
The change in the Hamiltonian SH(g, K, t) is localized in strips 
near light rays emerging from the boundary of B (see Fig. 1). 
FIG. 1. The localization of 6H and of WI . 
We note that the strips have width 10~~~ = O(K-l), and SH is 
thus small in some sense as K + 00. On the other hand, the kernels 
of SH have ultraviolet divergences as K + 30. We will later study these 
two effects in detail, in order to show that the total effect of SH is 
negligible in the limit K --f co. The operator H,(g,,, ; K) is localized 
outside of two slightly smaller strips. Thus 
H&w K) = WI + w, 
is the sum of two terms. IV, is localized in the bounded region between 
the strips and hence in B, , and IV, is localized in the unbounded 
region outside the strips, and hence in -B, . The term localized in 
the exterior does not contribute to the Heisenberg picture dynamics. 
In fact, one could study the Schrodinger equation 
* a*(t) 
--2 - = H(g, K, t) Ifr(t) at (2.2.7) 
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with the time-dependent Hamiltonian (2.2.6). One expects that there 
is a unitary propagator IV,(t) such that the solution to (2.2.7) 
has the form t/(t) = IV,(t)* $(O), and such that for A E 2l(B), 
WK(t)* A WK(t) E WB,). 
We do not attempt to solve (2.2.7) exactly. We find that it is more 
convenient to use an approximate propagator WK(t). Let 
V,(t, s) = e--itH(u,*,s)* (2.2.8) 
The operator H(g, K, S) is self-adjoint, so v,(t, s) iS Unitary. We 
define the approximate propagator WK(t) by 
W,(t) = v, (i, 0) v, ($, $) v, (1, $) 3.. v, (;, + t), (2.2.9) 
where n is the largest integer less than 1 t 1 K. 
LEMMA 2.2.1. Ifg(*) equals one on B, , then 
~tc(t)*%(~) w,(t) c W&h (2.2.10) 
and the dynamics de$ned by (2.2.10) is independent of the cutof g( *). 
PYOO~. It is sufficient to prove that if A E %,(B,) and j 7 1 < t/n, 
then 
VK(T, s)*AvK(T* 4 c w%l+lTl)~ (2.2.11) 
and is independent of g(a). The representation (2.2.9) and the n-fold 
application of (2.2.11) then yields (2.2.10). 
To prove (2.2.11) we substitute the Trotter product formula, 
Vx/TK(~, s) = s;$mm {e- idHo+c(c7,K))Ir e-i7H~k7.fr.s)/r > 
T (2.2.12) 
in (2.2.11). Th e counterterm c(g, K) is local in the following sense: 
For a E [O, I t II, 
c(& K) = - ; 8m2(~) lBa : v,“(X) : dX - ; 6??12(K) s,, : v”(X) : g”(X) dx - -@, K). 
a (2.2.13) 
Each term in (2.2.13) is a self-adjoint operator, and these three 
operators commute. The bounded functions of the first term belong 
to ‘2l(B,) (see Ref. [6]) and are independent of g(e). Thus by the 
Trotter formula (see Refs. [16, 6]), 
eiu(Ho+c(rr,KN~uf(~s) e-~d%+&d) c (Uf(fj,a,+,ut), (2.2.14) 
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and the mapping defined by (2.2.14) is independent of g(e) if 
Is/ + IUI G ItI. 
We now study the automorphism induced by the interaction term 
H,(g, K, s). Using (2.2.3-2.2.5), we have the decomposition 
= w, + w, . 
The first term W, in (2.2.15) is localized in the interval BlslPs,+ C B, 
(see Fig. 1). This term does not depend on g(e). The second term IV, 
is localized outside the interval B,6,+3K-1 1 B,s1+2K-l . Each term is a 
self-adjoint operator with bounded functions in M(B,) and 
%(BIsl+zx-J, respectively. For / u I < I t/n I < 21c-l, W, commutes 
with 21f,(B,s,+,,,) and for all T, 
Since the automorphism (2.2.16) depends only on WI, it is inde- 
pendent of g(a). 
We now apply the inclusions (2.2.14) and (2.2.16) to the Trotter 
representation (2.2.12) of VK(7, s)* AV,(T, s) to complete the proof. 
Remark. Similarly, W<(t)* ‘8(B) WK(t) C 2l(B,). We now prove 
results for %(B) only. The same proofs yield theorems for i?$(B). 
While the dynamics in (2.2.10) is local, we have not proved that it 
converges to ot as K --f co. To aid the convergence proof we study a 
smoothed-out version of (2.2.10). The scaling parameter x is intro- 
duced by replacing (2.2.9) by 
w,,t; x) = v, (; , 0) v, (; ,;) a.- V, (;, + t) . (22.17) 
For x = 1, lV,,(t; x) = WK(t), and for 0 < x < 1, the time steps in 
W, are smaller. Thus if A E 2X(B) and I x 1 < 1, 
W,(t; x)* A W,(t; x) E 2qB,) (2.2.18) 
and is independent of the spatial cutoff g(m). We average (2.2.18) over 
0 < x < 1, preserving the finite propagation speed. 
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Letf(x) be a positive C” function with support in [- 1, 0] and with 
integral one. The function 
f&> = 4(4x - 1)) (2.2.19) 
is a positive approximation to the Dirac measure 6, = 8(x - 1) and 
suppfA C [l - A-l, 11. Our final approximation to A(t) is 
&.,c(t) = j- w,(t; x)* AW,(c x)f&) dx E %I(&). (2.2.20) 
For the remainder of this section, we study some elementary 
properties of the operators H(g, K, t) and &‘,(t, x). The interaction 
Hamiltonian H,(g, K) of (1.2.2-1.2.5) has the following expansion in 
terms of diagrams: 
H,(g,d = 3 + )-- + h-- + L+--( + ($. 
Each diagram in this expansion stands for a Wick ordered monomial 
or a sum of similar Wick ordered monomials. The solid lines represent 
fermions while the dotted lines are bosons. A line pointing to the left 
represents a creator, while a line pointing to the right stands for an 
annihilator. The pair creation terms are 
WC = $ + )-- 
= s WV> P, 5 f-&4k)* + 4-k)) NP,)* I’* dk d.14’2 , 
where 
WV, P, 3 ~2) = - &(k + P, + P~~PJPZY’~ 
x (w~2 - 1’1~2 - mr2F2 W(P, - ~2) x& P,,P~). 
The pair annihilation terms 
are given by WA = (WC)*. The boson emission and absorption terms 
are 
/ w = ‘\\ + ,’ , 
= 
s 
w(k, P, 2 p&W* + a(--k)Hb(pd* N-92) 
+ b’(~,)* b’(- ~2)) dk dp, 4, 
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w(k, A 3 ~z) = - &(k + P, + P~)(F-wJ&~‘~ 
x (WPJZ + ~1~2 + m,2Y’2 x& P, 3 P,). 
The cutoff xK has the form (1.2.5). 
LEMMA 2.2.2. (a) Let 0 < T, E. The operator 6H(g, K, t) of (2.2.6) 
satisfies 
g2z < O(K--(T--E)qN+ + I) (2.2.21) 
as K --t og. Here O(K(T-~)/~) is independent oft. 
(b) Let0 < T < 1. Then 
N, < const - (H(g, K, t) + con&) (2.2.22) 
for constants independent of K and t. 
Proof. It is sufficient to prove (a), since (b) is a consequence of (a) 
and Theorem 1.2.2. In order to prove part (a), we use the N, estimates 
Theorem 1.2.1 (see Ref. [lo]). 
The kernels Swc and 6w of 6H are the kernels of Hr(8g,,r, K). We 
note that by (2.2.1) and (2.2.4) 
II(~gK.t>-llc.a d II kz,, III < II k(l * I - I t I - 1)llI = a+ II h II1 * 
This yields the bounds 
1 8wc 1 + / 6w 1 < const * K1+12xK(k, p, , p,), (2.2.23) 
ll(P + WI + %)-T’2(l &a= I + I th I)112 e O(K2 (log K) K2-y 
< 0(K-(‘-‘)/2). (2.2.24) 
The bound (2.2.21) now follows by Theorem 1.2.1 or Ref. [lo, 
Corollary 2.1.21, and the proof is complete. 
Since H(g, K, S) is bounded from below, uniformly in K and s for 
each g, we find it convenient to add constants to these operators 
(i.e., to renormalize) so that 
0 = inf spectrum H(g, K, s). (2.2.25) 
COROLLARY 2.2.3. The unitary operators W,(t; x) are the boundary 
values of operators W,(t; z) which are analytic in z for Im tx < 0 and 
un$ormZy bounded: II W,(t; ~$1 < 1. 
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Proof. This corollary is a consequence of (2.2.25) and the 
representation (2.2.8), (2.2.17) for lV,(t; x). 
2.3 Convergence of the Approximation with Finite Propagation Speed 
In this section we prove Theorem 2.1 .I, which says that the 
dynamics A + A(t) = a,(A) of (1.1.9-l. 1.10) does not depend on any 
cutoffs and is local. Theorem 2. I. 1 is a consequence of the following: 
THEOREM 2.3.1. Let A,,, be defined by (2.2.20). There is a choice 
K = K(A) of the cutoff K such that K(A) -+ co as (1 ---t co and 
w&m An,Kt~)(t) = 4). 
The main step in the proof of this theorem is to show that for 
Im tz < 0 and t real, 
wK;irn W,(t; z) - UK(&) = 0. 
LEMMA 2.3.2. Let 0 < t, H = H(g, K) + I, H(s) = H(g, K, s) + I, 
R = H-l. There is a constant M independent of K such that 
11 H1j2 e-tH(s)R1/2 1) < (1 + Mt log K)@. (2.3.1) 
Proof. Let F(t) = 11 H1i2e-tH(s)R1/2Q lj2. We have 
dF(t) - = (e-tH(s)R112Q, -{HH(s) + H(s) H} e-tH~~)RWJ). 
dt 
Therefore if 
-{HH(s) + H(s) H} < M log K (2.3.2) 
then dF(t)/dt < M(log K) 11 52 112, and integrating yields (2.3.1). In 
order to prove (2.3.2), we write 
-{HZ!&) + H(s) H) = -2H2 - HSH(s) - SH(s) H. 
Since -{H 6H(s) + 8H(s)H) < H2 + BH(s)~, 
-{HH(s) + H(s) H) < -H2 + SHY. (2.3.3) 
Our bound on PHI is postponed to Section 2.4. By Lemma 2.4.1, 
SHY < cH2 + M log K (2.3.4) 
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for any positive E and for K > K(E) sufficiently large. The inequalities 
(2.3.3-2.3.4) yield (2.3.2) and complete the proof. 
LEMMA 2.3.3. Let 0 < t. For T < l/2 there exists a constant Ml 
such that 
I/ Rl/ll{e-tH(s) - e+“} R1j2 11 < M,(t + t”) K-‘. (2.3.5) 
Proof. We use the identity 
s 
t 
@f(s) _ @f = _ du e-uHw SfQ) e-(t-u)H, (2.3.6) 
0 
which is proved by differentiating e-uH(s)e-(l-u)H and integrating the 
result from 0 to t. By Lemma 2.2.2a, 
ll(N,, + I)y2 sH(s)(N71 + I y2 II <o(K-‘), (2.3.7) 
for any pi such that 27 < or . If or < 1, then by (1.2.10), as K ---t co, 
ll(N,, + 1)112 R1/2 jl < const. (2.3.8) 
By (2.3.7-2.3.8), f or T < i, 11 R1j2 SHR1/2 11 < O(K-T). Therefore, 
since R commutes with H, we have by (2.3.6) 
11 R1/2{,+H(S) - e-t”} RI/2 11 
< s :du 11 RlPe--uH(s)R-lP /I I/ RI/2 SHRlI2 11  e-(t-u)H [I
s t < du 11 R112e-uH(*‘R--l/2 11 O(o), 0 
since H is positive. By Lemma 2.3.2, 
s 
t 
du 11 R1/2e--uH(s)R-1/2 II < t (1 + Mt log K)li2 du < (t + Mt2) log K, 
0 s 0 
so that with a new 7, 
11 R112{e-tH(s) - e-tH} R112 II < O((t + t2) K-~) 
which completes the proof. 
THEOREM 2.3.4. Let Im tx < 0. Then 
wK25rn { W,(t; z) - UJtx)} = 0. (2.3.9) 
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Proof. The functions 
FK(4 = @, w..@; 4 - UKW> Qd) (2.3.10) 
are analytic in z for Im tx < 0. Furthermore, the F, are uniformly 
bounded for all K < co by Theorem 1.2.2 and Corollary 2.2.3. 
Therefore the family (2.3.10), indexed by K, is a normal family of 
analytic functions. We prove convergence 
F&) --+ w (2.3.11) 
for z = +y, 0 < ty < ty, . By Vitale’s theorem, Ref. [17, p. 1681 
we have convergence in (2.3.11) in the entire half-plane Im tx < 0, 
and the convergence is uniform on compact subsets of this half-plane. 
We now prove the convergence (2.3.11). 
Since 
U&z) = u, (;a)y 
we have by (2.2.17), 
w&Q, 2) - tY,(t, 2) = [V# ($ ; 0) - u, (C)l UK (G)“” 
+gp-(g), 
x lVK (+ ; $) - u, (+)I UK (g-. 
Thus for R, = (H(g, K) + 1)-l , x = iy, and T < l/2, 
II $‘2W’K(c 4 - u,(M) R:‘2 II 
+ 5’ 3 I/ R7;/“VK ($ ; $) R;lP I/ 
r=l i=o 
(log K))“’ Ml $ K-‘. 
We have used Lemma 2.3.2 to bound the R11aVR-1/2 factors and 
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Lemma 2.2.3 to bound the difference factor R1/2(V - U) R112. We 
also used 11 UK(tz/n)jj < 1, valid by (1.2.7). Thus 
11 Rfi12{WK(t; z) - U&z)} R’;‘z 11 < (1 + T log r)l” M,tytc-’ 
< MltyK-T#m log d/2 
< MltyK(W/2)-7 
< o(l) for 0 < ty < 27/M. (2.3.12) 
We now estimate F,(-+) of (2.3.10). Since 
I FA-till < 2 II Q II29 (2.3.13) 
it is sufficient to prove convergence for 52 in a dense set, namely 
g(H(g)). Because 
H(g) = graph hm H(g, K), 
lc+rn 
any Q E w%9) can be approximated by a sequence J& in 9(H(g, K)) 
such that 
II Q - QK II < o(l), II(H(g, K) + 1)1’2QK 11 < o(1). (2.3.14) 
We write the D dependence in FM,--iy, 9) explicitly. Then by 
(2.3.12-2.3.14), 
I F,(--iy, Q)l = I F,(--iy, -%)I + o(l) 
= j((ff(g, K) + 1)li2 sz, , R’l”{W,(t; -iy) - UK(-iyt)} 
X Rt;‘“(H(g, K> + 1)1’2 $>I + o(l) 
< @&‘, K) + 1)1’2 % II2 
x II R112{WK(t; -iy) - U,(-it)> R;12 II + o(1) 
= o(1). 
LEMMA 2.3.5. Let fA be the function (2.2.19). There is a choice 
K = K(A) of the cutoff K such that K(A) + co and 
w;&m 1 FKdt; 4 - W)lfi&) dx = 0. (2.3.15) 
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Proof. Since U,(s) converges strongly to U(s) and since the strong 
convergence is uniform for s in a bounded interval, 
for any K(A) -+ co. Thus it is sufficient to prove (2.3.15) with U(t) 
replaced by UH&tx). We approximate each fA by a function h, , 
analytic in a complex neighborhood of [0, I], and such that 
11 fA - h, II1 -+ 0. Since as A -+ co, 
1 (Jz, I1 WAC 4 - ~,&NL,(x) - hdx)) dx 9) 1 
0 
< 2 II Q /I2 j-l I f&4 - ~&>I dx < 4) II Q /12, 
0 
it is sufficient to prove that for each A, 
wK;im 
I 
’ {lV,(t; X) - UK(tx)} h,(x) dx = 0. 
0 
Let Q and t be fixed, and 
G,(x) = (Q, F,(t; 4 - u&4> Q). 
GK(x) is the boundary value of a function G,(z) analytic in z in the 
half-plane Im tx < 0. Let CA be a continuous path of finite length in 
Im tx < 0, running from 0 to 1 and lying in the domain of analyticity 
of hA(z). By the Cauchy formula, 
1’ GA4 h,(x) dx = j-,, GA4 h/d4 dz. 
0 
(2.3.16) 
Since / GK(z)[ is uniformly bounded on C,, , and since by Theorem 2.3.4 
the right side of (2.3.16) converges to zero as K -+ co. Thus for fixed (1, 
asK-+oz 
and the proof is complete. 
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Proof of Theorem 2.3.1. We have 
I64 WldN - A(t)} Q)l 
= / (9, j- {w’(t; x)* AWAc 4 - u(t)* A-WNfX4 dx Q) / 
< 2 II A II II Q II j- llW& 4 - W> Q IIL&4 dx. 
By the Schwarz inequality and the positivity of fA , 
(f II W& 4 - Wllfil(x) dx)’ 
< I IlW&; 4 - W> Q Il”fd4 dx 
= 2 Re 
I 
(U(t)*{U(t) - W,(t ; x)} Q Q)f,(x) dx. 
We used the fact that J’fA(x) dx = 1. The theorem follows from 
Lemma 2.3.5. 
2.4. An Estimate for Convergence 
In this section we prove the estimate (2.3.4). 
LEMMA 2.4.1. Let SH(s) = SH(g, K, s) be defined by (2.2.6). Let 
c > 0. There are constants M, K, such that for K > K, , 
sff(s)’ < +g, K)” + d’f(lOg K) (2.4.1) 
as bilinear forms on 9(H,,) x 9(H,). 
Remark. The log K in (2.4.1) cannot be eliminated because it 
comes from the divergent contribution 
c3 
--- (2.4.2) 
to sH(s)2. 
Proof. We write M(s) diagramatically as 
6Hts) = 3 + >-- + LA- + /I/ + --(- + cm 
= w, + w2 + w, + w, + w, + wcj 
(2.4.3) 
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Then 
SHY = i W,W, . (2.4.4) 
i,j=l 
The kernel wi of each Wi satisfies the bound 
1 Wi(k I’, 9 P&l < COnst *‘&(k)-““X(+) &l/K) x($*/K) (2.4.5) 
by (2.2.23). From (2.4.5) we infer that 
11 Wi& < COnst ’ (log K), (2.4.6) 
11 W(pj)-‘/2 Wi 11: < COnSt ’ K-’ log K, T< 1. (2.4.7) 
Thus by Theorem 1.2.1 (see also Ref. [lo, Theorem 2.1.lb]), for 
T < l/2, 
11 w,(N, + 1)-l 11 < O(K-’ log K), i = 3,4, 5, 6, (2.4.8) 
11 w,tN, + I)-’ 11 d o(l”g K), i = 1,2, (2.4.9) 
li(Nr + I)-’ wi 11 < O(K-’ log K), i = 1,2,3,4, (2.4.10) 
ll(N~ + I)-’ w, 11 < o(lOg K), i = 5, 6. (2.4.11) 
Using (2.4.8-2.4.11) we deal with the terms WiWj in 
W = i WiWj - (WEW1-f WsW2 + W*Wl + WeW2). (2.4.12) 
i.j4 
Each term WaWj contributing to W satisfies the bound 
IIW, + I>-’ JJ’,w,(N, + 4-l II d W, + I>-’ Wi II II w,(N, + 1)-l II 
< o(K-(log K)“) 
< o(K-7/2), (2.4.13) 
since at least one factor W, or W, satisfies either (2.4.8) or (2.4.10). 
We now bound the remaining terms, 
WY1 + w,w2 + w,w, + w,w,, (2.4.14) 
where both factors satisfy (2.4.9) or (2.4.11). We inspect each of the 
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four terms in (2.4.14) individually. By straightforward computation, 
w,w, = --( 3 
-- 
= w,w, + __-- 5 + --a -----A (2.4.15) 
=w,w5+ z, i- 22. 
Equation (2.4.15) is the expansion of W, WI into a sum of Wick 
ordered monomials. See Refs. [2, 121, f or instance, for an explanation 
of the diagramatic notation. Similarly we expand 
w5w2 = --( )-- 
= w,w, +--- s - + --o-- - I---c (2.4.16) 
= w,w,+ 23 + 24 - 26 
(2.4.17) 
+ --. 
5 
\ 
+ ‘B ’ -_--* 
+ 0 -- (2.4.18) 
=w,ws +z5+ zs+z7+ zs+z9 
We group the terms Z, ,..., Z,, into three sets, according to whether 
they have one, two, or three contractions. Let 
z’ = 4 + z, + 25 + z, + z,, , (2.4.19) 
Z” = 22 + 2, + z, + 2, + 21, * (2.4.20) 
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The once-contracted terms in 2’ require second-order estimates but 
first-order estimates suffice for the twice-contracted terms in 2”. By 
the above expansions, 
W4z = W + W,W, + W,W, + W,W, + W,W, 
+ 2’ + 2.7 + 2, . (2.4.21) 
The estimate 
l-&l <Ml%K (2.4.22) 
follows from (2.4.6). We later prove 
ll(N, + I>-’ z’(N, + 11-l 11 < O(K-“2), (2.4.23) 
ll(N, + I)-1’2 z”(N, + 1)-l/2 11 < O(1). (2.4.24) 
Therefore by (2.4.12-2.4.13) and (2.4.21-2.4.24), 
6H(s)2 < o(K-‘/2)(N7 + 1)2 + o(l)(N, + 1) + M log K. (2.4.25) 
We choose 0 < r < i and 0 < E < r/2. We substitute first-order 
and second-order estimates from Theorem 1.2.1. We use a weaker 
form of the second order estimate proved in Ref. [lo]. 
(N, + 1)” < MK’(H(g, K) + I)” 
d 2MK’(H(g, K)” + I), 
(2.4.26) 
(NT + 1) < const a (H(g, K) + 1) < cH(g, K)2 + 0(6-l) 1. (2.4.27) 
We obtain (2.4.1) from (2.4.25) f or K sufficiently large. Hence the 
following lemma completes the proof of Lemma 2.4.1. 
LEMMA 2.4.2. The inequalities (2.4.23-2.4.24) are valid for 0 < 7. 
Proof. We apply N, estimates of Theorem 1.2.1 (cf. Ref. [lo, 
Section 21) to prove an estimate of the type (2.4.23) or (2.4.24) for 
each of the operators Zi . The operators 2, , 2, , 2s , and Z,, have 
kernels that are bounded by 
const * p(k&‘/2 /.@,)-1I2 K-’ (1 I X(+)1 dk)2 < const . (p(kl)-‘/” p(k2)-li2. 
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We use Theorem 1.2.1 or Ref. [lo, Corollary 2.1.2, Cases 4-51. Thus 
fori = 2,4, 8, 11, 
The kernel of 2, is bounded similarly by 
CC& ’ K-l log K 1 X(p,/K) X(p,/‘+ 
Thus Theorem 1.2.la yields 
ll(N, + II-l’2 Z,(NT + w1’2 II2 
< COnSt . K-2(log K)” s 1 X(P,/K>i” i X(P,i’di” W;‘W; dp, dp, 
< const ’ Ke2’(10g K)” < COnst. (2.4.29) 
Thus by (2.4.28-2.4.29) we conclude that (2.4.24) is valid. 
The kernel of 2, , 2, , 2, , or Z,, is bounded by 
Thus we can apply Theorem 1.2.1 b to yield 
for i = 1, 3, 5, 10. We need only study 2, , which has a kernel 
bounded by 
COnst 1 fI 1 x(gi/~)l 1 Ke2 log K. 
i=l 
Thus by Theorem 1.2.1 a we have 
lj(NT + 1)-l z&v, + 1)-l II2 < COnSt ’ K4(10g K)” 11 1 X(p/K)12 W-’ &I4 
< const - K4(hg K)2(K1--‘)4 (2.4.31) 
= const * K-+(log K)“. 
The inequalities (2.4.30-2.4.31) yield (2.4.32), and hence complete the 
proof of the lemma. 
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3. THE FIELD OPERATORS 
In this section we give a preliminary discussion of the field operators 
and the field equations. We deal mainly with the sharp time fields, 
averaged over space. We use the main theorem of Section 2 and the 
estimates of Ref. [lo]. W e expect that stronger results about the 
fields will be proved, most of which appear to require new estimates. 
We first establish basic properties of the space-averaged fields: 
they are differentiable in time and they are approximated by fields 
defined with a cutoff Hamiltonian H(g, K). This approximation 
property proves useful for establishing the field equations. We prove 
that the sharp time fields have self-adjoint closures. Both the fermion 
and boson fields are local and are independent of the space cutoff g 
that occurs in the Hamiltonian H(g). We verify that cutoff field 
equations are satisfied by the cutoff sharp time fields. Since the sharp 
time fields and their derivatives converge as K --f 03, the nonlinear 
terms in the field equations also converge and serve to define the field 
equations without cutoff (see Section 3.3). 
3.1. DiSferentiability of the Field Operators 
We consider the sharp time fields 
Fo(f, t) = 6?(g) 
s 
f(x) y(x) dx ecitHtQ), (3.1.1) 
77,(f, t) = eitH(Q) 
s 
f(x) n(x) dx ecitHcg), (3.1.2) 
#,(f, t) = eitHcQ) jf(x) #(x) fix ecitHfQ), (3.1.3) 
and their derivatives as operators or bilinear forms on the domain 
By standard free field calculations, the time-zero operators are 
well-defined operators on 9, 
PU 0) = jm d4 dx+ (-A + 1)-l/4 f EL,) (3.1 S) 
4f, 0) = s f (4 44 dx, (-A + 1)1/4 f ELS, (3.1.6) 
#(f, 0) = j f (4 ~44 dx, f E-b - (3.1.7) 
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The fermion field #(f, 0) is a bounded operator, and for real f, q(f, 0) 
and 7r( f, 0) are self-adjoint. The operators (3.1 .l-3.1.2) are unitary 
transforms of self-adjoint operators. Hence they are self-adjoint and 
have the domains exp(itH(g)) B(y(f, 0)) and exp(iM(g)) B(n(f, 0)). 
Similarly, &(f, t) is a bounded operator defined on all of 9. 
THEOREM 3.1.1. Let (--A + l)-““f EL,. Then ga(g) is a core 
for y&f, t). If (-A + 1)1/4 f E L, , gm(g) is a core for r,(f, t). 
Proof. We prove the result for v; the proof for rr is the same. 
Since exp(-iH(g)t) z%Jg) C Bm(g), it is sufficient to show that gm(g) 
is a core for v( f, 0). S ince p’( f, O)(N7 + 1)-lj2 is bounded for 0 < T < 1, 
II 9Jt.L wk) + 4-1’a II < II df, W% + w2 II IIW, + 4”“(fw + 4-1’2/1 
< const. (3.1.8) 
It is sufficient to prove that B1j2(g) is a core for v(f, 0). 
Let 5B be the domain of vectors with a finite number of particles 
and Corn wave functions in momentum space. We note that by standard 
free field caiculations each vector in 5@ is an entire vector for v(f, 0), 
so 9 is a core for y(f, 0). 
We now make use of the dressing transformations T, [2, 121, which 
exhibit in closed form a dense domain 
for H(g). For 0 E ZB, 
Toe E % C %(g) C -QW + Wa) C .Wf, ON, 
and we have the strong limits 
lim T&3 = 8, 
wm 
Ipi_mm (N + 1)li2 T,0 = (N + 1)W. (3.1.9) 
While the second limit in (3.1.9) is not established in Refs. [2, 121, 
its proof is immediate from the explicit form of T, . Hence 
and so 
df, 0) 1 tdf, 0) r a2k))- = b4.h 0) r w- 1 bc,(f, 0)r w. (3.1.10) 
Since 5@ is a core for y(f, 0), the inclusions in (3.1.10) are all equalities 
and the theorem is proved. 
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For simplicity, we no longer consider 7~. 
PROPOSITION 3.1.2. Let f E L, . Then t/&f, t) is saongly continuous 
in t and on DI,2(g), fp,(f, t) is sfrongly continuous in t. 
Proof. For &(f, t) th ere is nothing to prove, since exp(itH(g)) is 
strongly continuous in t. We rewrite (3.1.1) as 
v&f, t) = edtH(@) [df, 0)(&f) + V1’2] e-ftH(u)(a(g) + I)1/a, 
so by (3-W yg(f> t) is strongly continuous in t on 5Q(g). 
PROPOSITION 3.1.3. Let f E L, . The op~ators v&f, t) and &,(f, 0, 
as bilinear forms on the domain Bj+l12(g) x 9J+I/z(g) have continuous 
time derivatives of order up to j, and 
( 1 -& n (4 cp,(f, t) 4 =i”(4 ad WY ~,,(f, 0 6 
( 1 $ n (4 A,,(f, t) 4 = W, (ad f&W AU, t)e), 
for 6 E q+&!), 0 < n < j. 
Proof. We write O(t) = exp(-itH(g))d, and 
(6 df, 4 0) = (W lxf, ww + W”“lW(d + w2 w. 
Since e(t) and (H(g) + 1)li2 f-l(t) h ave continuous strong derivatives of 
order up to j, and since v(f, O)(H(g) + &-1/e is bounded, the result 
follows for ‘p&f, t). The proof for &(f, t) is similar. 
In order to study the field equations, we will want to consider the 
approximate fields 
q~~,,.~(f, t) = &~(V&p(f, 0) e-itH(n+), (3.1.11) 
$,,,(f, t) = eitH(~4/(f, 0) e-itH(u*x). (3.1.12) 
Let R, be the resolvent of H(g, IC) and let R be the resolvent of H(g). 
LEMMA 3.1.4. Let f E L, . The following limits exist: 
pb(g, 0 Rrla = weg>m qgJfi t) Rir2, (3.1.13) 
t4A.h t) = strofislim Adf, 9. (3.1.14) 
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Proof. Since the unitary groups exp(itH(g, K)) converge strongly, 
it is sufficient to consider the case t = 0. For Z,!J there is nothing to 
prove. For IJI, it is sufficient to prove weak convergence on a dense 
domain, since the operators cp(f, 0) Ri/” are bound uniformly in K. 
Let 0 E .%df, O)), 
(4 vu 0) q2f3 = (vu 0) 4 R:‘“Q> 
- (df, 0) 4 R1’2Q) = (4 df, 0) R1’2Q), 
since =Q2W C Wdf, 0% 
We prove the following proposition by the same method. 
PROPOSITION 3.1.5. Let f E L, . The following limits exist: 
d ( 1 dt n RJqg(f, t) Rf+1/2 = weg$m (-$)” RJv~,~(~, t)Ri+lj2, 
d fi 
( 1 -27 Rf&,(f, t) R’ = strong lim $ ( 1 R R%wdf, 0 RK1, r--J 
for 0 < 12 < j. 
COROLLARY 3.1.6. Let (-A + l)1/4 f e L, . Then 
g %(f, 4 = ?7(f? 0 
on the domain 93/2(g) x SQ2(g). 
Proof. The corresponding equation holds for the fields P)~,’ and 
7rg,K by an elementary calculation. Thus using Proposition 3.1 S, we can 
take the limit K -+ co and obtain the corollary. 
3.2. Locality and Cutoff Independence 
THEOREM 3.2.1. Let f be in L, and let f have compact support. If 
ff; 1 ori a suflciently large set, then y&f, t) and &,( f, t) are independent 
Proof. Any spectral projection E of one of these operators belongs 
to a local field algebra Z,(B), and in Section 2 we proved that 
@m)E e-itmu) = at(q 
is independent of g provided g = 1 on a sufficiently large set. Thus the 
sharp time field operators are also independent of g. 
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Remark. We now drop the g from the field operators of 
Theorem 3.2.1. We also drop the g in ~(x, t) and #(x, t) when 
there is an expressed or implied integration over x. We note 
that (44 df, t) = ~(f, t) is also independent of g. However, we have 
not established the g independence of (d/dt)2 ~(f, t) since the second 
derivative is given on the domain g5j2(g) x LBj512(g) and we have no 
g-independent domain for this bilinear form. 
THEOREM 3.2.2. At space-like separation, the boson fields tp(f, , tl) 
and y(f2 , t2) commute and the fermion fields t,b(fi , tJ and a,b(f2 , tz) 
anticommute. Also the boson fields commute with the fermion Jields. 
Proof. We consider the commuting fields first. It is sufficient to 
show that the corresponding spectral projections commute. The 
spectral projections of v belong to a local algebra of observables, 
while # and $ belong to a local field algebra. Since in the case of 
space-like separation a local algebra of observables commutes with a 
local field algebra and also with another local algebra of observables, 
the commutativity in the theorem follows (see Section 2). 
To prove that the fermion fields anticommute, we may take one of 
the field operators z,h(f, 0) at time zero, and we approximate the other 
by A, K(t), defined by (2.2.20), where A in that formula is the 
appropriate time-zero fermion field operator, $(f2 , 0). We use the 
Trotter product formula to approximate W,(t; x)* and W,(t; x) in 
(2.2.20). The anticommutativity then follows by an elementary 
calculation, 
THEOREM 3.2.3. At equal times, the cannonical commutation and 
anticommutation relations hold. 
Proof. They hold at time zero because the time zero operators are 
free field operators. They hold at any other time t because the time t 
operators are unitarily equivalent to time zero operators. 
Remark. In the case of the unbounded boson fields y and rr, the 
commutators are defined as bilinear forms on 9ij2(g) x LB1,2(g), where 
g = 1 on a sufficiently large set. 
We also remark that the fields are covariant under space-time 
automorphisms (see Ref. [7]). 
3.3. The Field Equations 
We observe that the field equations (1 .l .l-1.1.3) are satisfied. 
We take space derivatives in the sense of distributions and we regard 
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the sharp time field operators ~(f, t) and #(f, t) as bilinear forms on 
%3(g) x %W, where g = 1 on a sufficiently large set. The time 
derivatives are then weak derivatives of bilinear forms, and the time 
derivatives are continuous in t by Proposition 3.1.3. 
The major problem comes from the singular current j in (1 .l .l). 
We can avoid dealing directly with j as follows: We first verify field 
equations for yg,K and #g,K ,
( 
a2 
- - a” + w12) vg.c + jg,, = 0, at2 ax2 
( (3.3.2) 
where .i,+ and Jg,K are the nonlinear terms. Using Proposition 3.1.5 
we get convergence of the linear terms in (3.3.1-3.3.2) as K -+ co. 
Hence, using the equations of motion we get convergence of the 
nonlinear terms also. In particular, j is defined as the limit of the cutoff 
currents, and the space-averaged current j(f, t) is a bilinear form on 
%(g) x %k), continuous in t. On this domain, the current is 
formally independent of g, but we have no g-independent domain for 
j(f, t) or Jj(f, t) a(t) dt. It would be desirable to investigate the 
meaning of the equations (1.1.1-1.1.4) more thoroughly. 
The unrenormalized current density is given at time zero by 
where 
h.K.Url(X) = --iW,(& 4,441 
= h f g(y) ux - Y> :$K(Y) h(Y) : dY 
= I G%Yl ,Yz): d(rJ #(Yz): JYl&2, (3.3.3) 
m Yl > Y2) = h 1 ‘c(Y) ux -Y> SAY - Yl) %(Y - Y2) dY* (3-3.4) 
The renormalized current density is given at time zero by 
h,&) = -[f%?, K> + c(& K), +)I 
= im.un(X> - sm2(K) g(X)” V,(X), 
and 
(3.3.5) 
jg,&$, t) = &m,ajK(,) ~--iH(g,K)t* 
The expression (3.3.6) is the nonlinear term in (3.3.1). 
(3.3.6) 
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The nonlinear term in the Dirac equation at time zero is given by 
where 
J+, Yl I Ya) = h /g(y) ux - Y) %(Y - Yl) UY - Y2) dY* 
The nonlinear term at time t is 
By Proposition 3.1.5 and (3.3.1-3.3.2) we have 
PROPOSITION 3.3.1. The currentsjp,r(f, t) and J,,x(f, t) conserge as 
K + co to bilinear forms on gS(g) x ga(g). The limiting currents 
j(f, 4 and JV, 4 uniquely determine symmetric operators 
I i(f, t) 4) dt and f .u 4 4) dt 
on the domain L&*(g). 
The fact that the currents are operators, not merely bilinear forms, 
follows from the field equations (3.3.1-3.3.2) which express j and J as 
derivatives of 91 and t,L We already know that the space derivatives of 91 
and t/ are operators by Theorem 3.1 .l. The time derivatives of the 
fields also determine operators after taking time averages, since the 
time derivatives can be placed on the test functions. 
It is clear that the individual terms in (3.3.5) do not converge as 
K --f 00, since 6m2(K) is divergent and v(f) is an operator on z%s(g). 
The cancellations that occur have been exhibited explicitly in Ref. [18]. 
APPENDIX 
We prove that the mass renormalization constant 6m2(K) of (1.2.6) 
is a special case of the mass renormalization constant 6m2(g, K) of 
Ref. [lo, (1.3.12)]. W e assume that the stability condition mb < 2m, is 
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satisfied; otherwise an additional estimate involving condition (ca) of 
Ref. [lo] is necessary. By Ref. [lo, Section 1.33, 
&m2k* 4 = -g1 IdP1 + P2)12 1 w1w2 - ;t- mr2 ) I Xx(0, A, p2)12 
1 1 X wl + W2 - mb + 1 ml + m2 + mb I dp, dp, 
+ M(g) + o(l)- (Al) 
The terms M(g) + o(1) in (Al) are an arbitrary finite renormalization. 
The constant M(g) depends on g but is independent of K and the 
particular cutoff xK . The term o(1) in (Al) may depend on g, K, 
and xK , and it converges to zero as K + co. 
We use the variables 7 = p, + p, and 5 = p, - pa . Let 
B2=k( 
wlw2 - AP2 - mi2 
1 iJ , -1 WlW2 2- I 
A = I XAOP Pl 9 P2)12, p2 = 1 XK (4 f , 2) 12. 
Thus 
Sm2(g, 4 = - -& (II g l12F2 1 I g”(d12 AA& de 4 + Wd + 40 
On the other hand, 6rn2(~) of (1.2.6) is given by 
where M is a constant independent of g, K, and xK . Since the /$ are 
independent of 7, 
am’(~) - am2(g, 4 = - $ (II g l12F2 / I g”(412 (I%% -A&%) d54 
+ M - M(g) + o(l). (Aa 
We now show that for the proper choice of o(l) in (A2), 
Sm2(K) --m2(& 4 = - g (Ilg l12F2~ Ig’W~12(~I -P P2W4 SM- MM(g). 
(A31 
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The integral in (A3) is finite and independent of K and xK , so we choose 
M(g) = M - g- (II g 112Y 1 I ml2 $1 - f%a> df dT* G44) 
Then 6m2(~) = 6m2(g, K) as required. 
Since 
61 - &I32 = A(1 - 132) + @l - A) 82 s 
elementary inequalities yield 
I Fl - PIP2 I < const * 43-2 4d2, 
so that (A4) is a finite, g-dependent constant. 
We expand 
WI 
PlP2PS - ABsrs, = A/32(& - Ps) + (A - i%P2)& - 1) + (A - PJ32) (W 
and analyze each contribution of (A6) to (A2). By condition (c2) of 
Ref. [lo, Section 1.31, 
j j XK(O7Pl7P2) - XK (0, f , 2) / 4Ya d O(d4P, 
so that from 1 &/I8 1 < const . w(t)-r, we conclude 
and the first term in (A6) contributes O(K-‘) to (A2). For the second 
term of (A6), we divide the 5 integration into two parts according to 
whether or not 1 [ 1 < K1+. If 1 6 1 < K1+, by conditions (a) and (cr) 
of Ref. [lo, Section 1.3], / Fa - 1 / < O(K-c), so that by (A5) the 
integral is convergent and O(K-6). If 1 5 1 > K1--B, we bound 1 ps - 1 1 
by a constant and use (A5) to establish convergence of the 4 integration 
and hence to bound the integral by O(K-<). By choosing o(l) in (A2) 
to be the negative of the O(K-6) terms, we have established (A3). 
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