In this paper, we study and design a mean-field-type model predictive control, which is a class of risk-aware control considering within the cost functional not only the mean but also the variance of both the system states and control inputs. We formally present the relationship between the proposed approach and the chance-constrained control techniques. We show a large-scale application over a distribution water network in order to illustrate the performance of the proposed stochastic optimization-based control.
I. INTRODUCTION
Mean-field-type controllers are a class of stochastic riskaware control techniques [1] - [4] . The main characteristic of this type of controllers consists of considering the mean and the variance of variables-of-interest such as the system states and control inputs in the cost functional. Thus, risk minimization is considered within the optimization problem associated to the desired performance of the closed-loop system. Hence, mean-field-type techniques have been studied from a game theoretical perspective in [5] - [7] where the control case results can be retrieved from the one-player scenario. Moreover, the mean-field-type approach has been studied for MPC controllers for the uncostrained case in [8] by using applying the direct method [9] - [14] in its discretetime version.
The analysis of stochastic processes has become of relevant interest due to the wide variety of stochastic and largescale applications that can be found in the engineering field. Some examples of this type systems are the power and water systems. On one hand, the existence of renewable energies involving factors, such as the wind or the radiation from the sun, incorporates stochasticity into the system. On the other hand, the presence of demands also incorporates some stochastic uncertainties. Here, we extend the risk The associate editor coordinating the review of this manuscript and approving it for publication was Lei Yang. minimization technique to the constrained MPC controllers for large-scale systems such as the Water Distribution Networks (WDNs). There are different ways to handle uncertainties in the design of control strategies. On one hand, robust MPC controllers allow computing the appropriate control inputs considering the worse scenario unknown bounded disturbances by solving a min-max optimization problem. On the other hand, stochastic MPC controllers study the computation of the optimal control inputs considering the probabilistic distributions associated to the disturbances. One of the main risk-aware optimization-based control strategies is the Chance-Constrained Model Predictive Control (CC-MPC). For instance, a CC-MPC approach is studied and applied to a large-scale WDN in [15] whereas the work in [16] presents the design of a robust periodic MPC controller for the same WDN as in [15] . Alternatively, [17] studies stochastic MPC controllers with demands based on Gaussian processes for the same kind of WDN. Moreover, other MPC approaches that combine both the robust and stochastic methods have been considered in [18] .
A. OUR CONTRIBUTION
We present the design of MFT-MPC controllers, which are risk-aware optimization-based techniques that consider mean-variance minimization. Besides, we formally present the existing relationship between the well-known CC-MPC and the MFT-MPC controllers by means of the Markov and Chebyshev's Inequality [19] , and we discuss the advantages of the MFT-MPC in front of the CC-MPC. Furthermore, to the best of our knowledge, mean-field-type optimizationbased controllers have not been designed neither implemented for the WDNs. We present numerical examples over a large-scale WDN in order to compare the performance of MFT-MPC considering different variance-minimization prioritization weights with respect to a deterministic MPC control approach.
B. NOTATION
Vectors are assumed to be column and denoted by bold lowercase style, e.g., x. Matrices are denoted by bold upper-case style, e.g., A. Differently, the scalar numbers are denoted by non-bold lower-case style, e.g., n x . The boundary of the set B is denoted by ∂B, and B denotes its closure. Operator ·, · denotes the inner product, and · denotes the Euclidean norm. Thus, Ax, x = x Ax, and x = √ x x. For the matrices, A 0 (A 0) denotes that A is a positive definite (positive semi-definite) matrix. The expected value of x is denoted by E[x], its variance is denoted by var 2 ] , and N (m, σ 2 ) denotes a Gaussian distribution with mean m and variance σ . Hence, P(·) is used to denote the probability. Regarding the discrete-time steps for the MPC controller, x k+ |k denotes the system states prediction for time k + made at time k, where k, ∈ Z > 0, i.e., the first subindex k + denotes discrete time for the prediction whereas the second sub-index k denotes the current discrete time.
C. STRUCTURE
This paper is organized as follows. Section II presents the preliminaries and introduces the problem statement. Section III presents the Risk-Aware Model Predictive Control (RA-MPC). First, the CC-MPC is introduced in Section III-A, and then the proposed MFT-MPC controller is presented in Section III-B. After analyzing some properties for the MFT-MPC controllers, a WDN case study is discussed in Section IV, where a MFT-MPC controller is designed and implemented. Finally, some concluding remarks are drawn in Section V.
II. PRELIMINARIES
Prior to discussing the RA-MPC controllers, we present the general idea of the optimization-based receding-horizon control strategies.
A. PROBLEM STATEMENT
Consider a state-space discrete-time distribution system modeled by the following difference equation:
where x ∈ R n x denotes the system-state vector, u ∈ R n u is the vector of control inputs, [B d d k + Sw k ] ∈ R n x denotes the vector of disturbances, which are divided into two parts. First, d k ∈ R n d denotes the known nominal disturbance given by the demand of resources, whereas w k ∼ N (0, 1), w k ∈ R n d denotes the unknown uncertainty associated to the demand. The state-space matrices are given by A,Ā ∈ R n x ×n x , B,B ∈ R n x ×n u , B d ∈ R n x ×n d , and S ∈ R n x ×n d . In addition, different from other approaches reported in the literature, the system in (1) involves mean-field terms associated to the distribution for both the system states and control inputs, i.e., E[x] ∈ R n x and E[u] ∈ R n u . The MPC controller is in charged of minimizing a cost functional g(x , u ) throughout a fixed time horizon N ∈ N by solving the following optimization problem every time step k ∈ Z >0 :
subject to
for all ∈ [0, N −1]∩Z >0 , and j ∈ [0, N ]∩Z >0 , where X and U correspond to the non-empty feasible sets for the system states and control inputs, respectively. Assuming feasibility of the optimization problem in (7), then an optimal sequence of control inputs is obtained at each time instance, which is denoted bŷ
under constraints (2b)-(2d). Therefore, the optimal control inputsû * k generates a sequence of system states denoted bŷ x * k , given a certain known sequence of disturbancesd k , i.e.,
Notice that, only the first control input u * k|k from the sequencê u * k can be applied to the system state in (1) . Then, following the receding-horizon philosophy, at time step k + 1, a new system state x k+1|k+1 = x k+1|k is measured and a new optimal control sequenceû * k+1 is computed.
i.e.,J
where the function g : R n x → R corresponds to the terminal cost, and the function h : R n x × R n u → R corresponds to the running cost. Thus, the optimization problem behind the CC-MPC is given by:
In addition, the feasible sets for the control inputs and system states are given by non-empty sets U and X, respectively. The parameters δ x , δ u ∈ (0, 1) determine the risk levels [20] . Notice that, for fixed risk parameters δ x and δ u , the feasibility of the problem in (4) is compromised as the noise-variance parameter S increases.
B. MEAN-FIELD-TYPE MODEL PREDICTIVE CONTROL (MFT-MPC)
We present the novel MFT-MPC controller, and its relationship with the aforementioned CC-MPC controller. The MFT-MPC controller is in charged of minimizing a cost functionalJ (x, u). On the other hand, the risk-aware cost functional J (x, u) for the MFT-MPC controller is as follows:
where
being g : R n x → R and g v : R n x × R n x → R correspond to the terminal cost, and the functions h : R n x × R n u → R and 
Besides, the prioritization weight matrices are given bȳ V ,Q 0, andR 0. Thus, the optimization problem behind the MFT-MPC is given by:
subject to x k+ +1|k = Ax k+ |k +ĀE[x k+ |k ]
for all ∈ [0, N −1]∩Z >0 , and j ∈ [0, N ]∩Z >0 . In addition, the feasible sets for the control inputs and system states are given by non-empty sets U c ⊂ U and X c ⊂ X, respectively; defined as follows:
where ε x , ε u > 0 (see graphical example in Figure 1 ).
C. RELATIONSHIP BETWEEN CC-MPC AND MFT-MPC
We briefly discuss some features of the MFT-MPC such as its connection with the so-called CC-MPC. The following remark points out the main characteristic of the MFT-MPC.
Remark 1 (Mean-Variance Minimization):
The cost functional in (5) involves variance minimization, i.e., the expectation of the cost functional E [J (x, u)] considers the following variance terms:
for all time steps k ∈ Z >0 . Such terms make the MFT-MPC controller to perform risk minimization.
Proposition 1 below presents the relationship between the MFT-MPC and the CC-MPC whose optimization problems are given by (7) and (2) , u) ] considered in the MFT-MPC (see Problem (7) and Remark 1) is related to the CC-MPC (see Problem (2)) with the following parameters:
for some ε x , ε u > 0, which determines the nonn-empty sets X c in (8b) and U c in (8d), respectively (see Figure 1) . Proof: First, we present the relationship between the variance minimization and the chance-constrained optimization. Let us consider a non-empty set X c ⊂ X as defined in (8b), where ε x > 0. Therefore, let P (x ∈ X c ) ≤ P (x ∈ X). From the Markov's Inequality [19] we have: P (y ≥ a) ≤
E[y]
a , being a > 0 and y a non-negative random variable. Thus,
a . Therefore
Considering the fact E[x] ∈ X according to constraint in (7d), combining (9) and (8b), and taking into consideration that
which is associated to the Chebyshev's Inequality [19] , and it is the same chance-constraint in (4d) taking
showing the announced relationship between CC-MPC and MFT-MPC. The result in Proposition 1 allows the MFT-MPC controller to adjust the risk parameters in the CC-MPC controller by penalizing the variance-minimization terms as presented in Lemma 1 below.
Lemma 1 (Risk Parameters): An increment in the prioritization inV andQ (R) in the MFT-MPC corresponds to a reduction of the parameters δ x (δ u ) in the CC-MPC.
Proof: First, let us consider two different prioritization weights for the penalization over the variance terms in x, i.e., Q i =V i , with i ∈ {1, 2}, andQ 1 >Q 2 . Now, from Problem in (7) yields var [Q 1 ] (x k ) > var [Q 2 ] (x k ). Finally, from (10) and (4d), it is concluded that an increment in the prioritization in V andQ in the MFT-MPC corresponds to a reduction of the parameters δ x in the CC-MPC. Similar arguments are applied for the control input u.
Besides, the feasibility of the chance-constraints in the CC-MPC controller are associated to the variance minimization in the MFT-MPC controller as presented next in Remark 2.
Remark 2: In order to increase the probability P(x ∈ X) in the MFT-MPC controller with respect to the CC-MPC controller, it is necessary that, according to Proposition 1
Therefore, it is concluded that
Same procedure is applied for the contraint over the control input u, i.e., var[u] ≤ ε 2 u δ u .
D. DECOMPOSITION AND STABILITY OF THE MFT-MPC
We now discuss the decomposition of the optimization problem behind the MFT-MPC.
Lemma 2 (MFT-MPC Problem Decomposition):
The problem in (7) can be decomposed into two parts, i.e., an unconstrained stochastic optimization problem depending Proof: First of all, notice that the decomposition is possible due to the fact that
; then the unconstrained stochastic optimization problem is given by
subject to y k+ +1|k = Ay k+ |k 
for all ∈ [0, N − 1] ∩ Z >0 , and j ∈ [0, N ] ∩ Z >0 . Finally, the optimal control input is obtained from the sum of the solution of the previous optimization problems, i.e.,
. Completing the orthogonal decomposition.
According to Lemma 2, and different from the problem in (4), the feasibility is not compromised as the noise-variance parameter S increases. Thus, the probability that the stochastic state x ∈ X and the control inputs u ∈ U is increased by augmenting either the variance penalization in the cost functional, or increasing the parameters ε x and ε u keeping the sets X c , U c = ∅. Now, we are interested in analyzing the stability of the stochastic dynamical system given by:
under the proposed risk-aware MPC controller. To this end, notice that, by definition and minimization of variance, the system state x k+ +1|k evolves around its expected value E[x k+ |k ]. Therefore, the stability of the system can be analyzed by means of its expectation, i.e., analyzing the stability of the following system:
Thus, the stability analysis is reduced to the statement made in Remark 3 below.
Remark 3: According to Lemma 2, the MFT-MPC is reduced to a constrained deterministic MPC controller (12), and a stochastic unconstrained optimization problem (11) . In this regard, the stability of the MFT-MPC is reduced to the stability of the deterministic dynamics of E[x], which has been widely studied in the literature. Thus, both functions g v and h v are designed to guarantee the closed-loop system stability [22] - [24] .
IV. MFT-MPC APPLIED TO A LARGE-SCALE WDN
In this section, we present an engineering large-scale application in order to illustrate the performance of the MFT-MPC controller and the influence that the prioritization weights have over the variance minnimization.
A. CASE STUDY DESCRIPTION
We apply the MFT-MPC controller to the Large-Scale WDN of Barcelona (see Figure 2 ), which has been widely used as a large-scale case study for the analysis of optimization-based controllers, e.g., [21] , [25] . This case study has been proposed by the Automatic Control Research group from the Institut de Robòtica i Informàtica Industrial [26] - [28] .
On the other hand, a detailed model of this network has been reported in [16] where matrices for (1) are presented, and [15] shows the periodicity of the demands. In this case study n x = 17, n u = 61, n d = 25, and c = 11. We present a comparison of the performance of two stochastic MFT-MPC controllers considering different noise-variance parameter S, and with respect to the fully deterministic case, i.e., S = 0.
B. MFT-MPC CONTROLLER DESIGN AND RESULTS
We present the novel MFT-MPC controller applied to the WDN by considering the following cost functionals: (6), where ξ ∈ R n x denotes an auxiliary deterministic variable used to establish a constraint over the systems states x ∈ R n x above a security level x s ∈ R n x , and α 1 ∈ R n u penalizes the cost of water and α 2k ∈ R n u is a time-varying parameter associated to the costs of energy to operate the actuators in the DWN. The costs functional penalizes the slew rate in terms of
in order to guarantee a smooth operation of the actuators in the system. Thus, the optimization problem behind the MFT-MPC is given by:
subject to x k+ +1|k = Ax k+ |k + Bu k+ |k
for all ∈ [0, N −1]∩Z >0 , and j ∈ [0, N ]∩Z >0 . In addition, the feasible sets for the control inputs and system states are given by
where E u ∈ R c×n u and E d ∈ R c×n d allow describing c ∈ N constraints associated with the required mass balance in the WDN for all the joint nodes, and φ ∈ R c >0 establishes a tolerance for the mass balance constraint assigned by the company in charge of the operation of the network. Besides, notice that, φ also prevents U c to be empty. In all the cases, the sets X c and U c have been conveniently reduced by a ten percent with respect to X and U. Such reduction is associated to the parameters S we are considering as explained next.
We consider three scenarios involving different noisevariance terms as follows:
(1) MFT-MPC: Considering the following weight parameters:
and a variance term S = S 1 for the noise w given by
MFT-MPC: Considering the same parameters Y , R, Q,Q, andR as in Scenario 1, and with noisevariance term S = S 2 where S 1 = 1.4S 2 . Figure 3 presents the evolution of the system states x 4 , x 11 , and x 12 , and the evolution of the optimal control inputs u 36 , u 42 , and u 54 . These system states have been selected since the corresponding tanks involve several inputs and outputs, nodes and demands. For instance, state x 4 involves the control inputs u 9 , u 13 , u 19 , u 14 , u 11 , u 10 , and u 8 ; the nodes ''n100LLO'' and ''n70LLO'', and the demands d 5 , d 6 , and d 7 . The results presented in Figure 3 correspond to the deterministic MPC, and the MFT-MPC controllers corresponding to Scenarios 1 and 2 with different noise-variance parameters. It can be seen that the variance of the system states are similar for the two different MFT-MPC coontrollers. However, the control inputs variance for the first MFT-MPC with S 1 and for the second MFT-MPC with S 2 are different. Regarding the variance minimization, Figure 4 shows the comparison between the accumulative control inputs to evidence the variance for the two MFT-MPC controllers. It is observed that the variance with S 1 is greater than the variance with S 2 as expected due to the fact S 1 > S 2 .
V. CONCLUSION
We have presented a mean-field-type model predictive control (MFT-MPC) design by incorporating risk minimization by means of variance terms in both the system states and control inputs. We have shown the existing tight relationship between the chance-constrained model predictive control (CC-MPC) and the MFT-MPC controller. To this end, we have presented the connection between the variance minimization and the risk parameters in the chance-constraints in a CC-MPC controller. Finally, an illustrative example over a large-scale distribution water network has been presented.
Moreover, it has been shown that the feasibility of the MFT-MPC can be improved either by augmenting the variance penalization in the cost functionals g v and h v to reduce the variance terms var[x] and var [u] , or by increasing the parameters ε x and ε u reducing the feasible sets X c and U c for the expectation values E[x] and E[u], respectively.
