The communication efficiency between a transmitter and a receiver is affected by motion and the presence of gravitational fields. We study the effect of regenerating the signal in intermediate repeaters in different relativistic scenarios where relativistic effects on communication can become relevant, like ships moving at relativistic speeds or in the proximity of black holes. Without any repeater, a ship leaving the solar system at relativistic speed would be more difficult to contact than the same ship, in the same location, but at rest with respect to the other side of communication on Earth. We show the optimal frames for the repeaters in this and other scenarios and compare the result to communication with nonrelativistic repeaters.
I. COMMUNICATION AND PHYSICS
C OMMUNICATION is ultimately a physical process.
Although communication procedures are usually abstracted hiding the physics behind them, there are still physical limits to what can and cannot be done. For instance, Quantum Mechanics forbids copying a quantum bit [1] and Relativity forbids faster-than-light communication without violating causality [2] .
Based on physical concerns about energy and noise, Shannon developed his noisy channel theorem in 1949 [3] and showed there is a maximum rate at which two parties can exchange information. Shannon's noisy channel theorem establishes a limit to the efficiency of a communication system with signals of average power P subject to additive gaussian noise. We consider signals of length T , bandwidth W and average power P. These signals can approximate with any desired accuracy the signals used for communication, which cannot be strictly limited in both time and frequency [4] . In the model, the signal which encodes the data is added a white noise of power spectral density N 0 during the communication procedure. After filtering the signal at the receiver, we get a total noise power N = N 0 W . The number of different signals which can be told apart from each other depends on the signal-to-noise ratio, S N R = P/N . Communication efficiency is described in terms of the number of bits that can be sent in a second with negligible error, which is a function of the S N R. The maximum possible bit rate is called channel capacity. The capacity of the additive gaussian Manuscript noise channel is
This is the asymptotic result of Shannon's theorem, valid when T → ∞. However, it gives a good estimation of the maximum data rate which can be achieved in real channels. In order to achieve the maximum data rate, the transmitter and the receiver can agree on an alphabet of M random signals of power P and time length T so that M = 2 CT [3] . These signals will be almost orthogonal and can be distinguished with a probability as close to 1 as desired. However, if the number of chosen signals goes above M, the probability of determining the correct message quickly vanishes. Any rate R < C below the channel capacity can be attained while there is no reliable communication channel with rates R > C.
Shannon's theorem is normally used in the context of electrical and electromagnetic signals, but it can be generalized to different situations in which the analysis based on the power of the signal and the noise still holds. One example are sound channels that send data with pressure waves.
When there are noticeable relativistic effects the balance between the power of the signal and the noise is altered. In certain special cases, like ships moving at relativistic speeds or in the proximity of black holes, relativistic effects on communication can become relevant. For instance, a ship leaving the Solar System at relativistic speed would be more difficult to contact than the same ship, in the same location, but at rest with respect to the other side of communication on Earth.
In this paper we study the effect of introducing repeaters in a relativistic noisy channel. First we review previous results that describe relativistic communication in the presence of noise. Later, we will find the frames in which the repeaters give the best communication rate and discuss the resulting end-to-end channel.
II. RELATIVISTIC NOISY CHANNELS
When relativistic effects are considered, the capacity of Equation (1) must be corrected. The signal parameters can be different for different observers. We can describe the situation in the receiver's frame in terms of the signal parameters in the transmitter's frame T , W and P and the Doppler factor α which gives the ratio between the frequencies at the receiver f and the transmitter f .
Most results from Relativity can be recovered from the usual definition of a Doppler factor that gives a perceived frequency f = α f . This approach is sometimes called Bondi's k-calculus [5] and it gives a description of the parameters in each frame 2332-7804 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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that is closer to the intuitions in communications and electrical engineering. Data rates and bandwidths are frequencies. In the receiver we have C = αC and W = αW . Time intervals are inverse frequencies and become divided by α (T = T /α). If the receiver can capture the whole signal, the signal power at the receiver is α 2 times greater than in the transmitter (P = α 2 P). This can be easily understood for an electromagnetic signal. Imagine we have a plane wave of frequency f which is blue-shifted upon reception (α > 1). The number of photons is conserved, but they have more energy at the receiver (E = h f = hα f = α E) and arrive in a time window α times smaller. The receiver perceives a power greater by a factor of α 2 [6] .
The same factor can be obtained for inertial observers taking the Lorentz transformation of the electric and magnetic fields [7] , [8] or from the constant of motion Edt = E dt , which is valid for two fixed observers in a stationary gravitational field [9] - [12] .
If these signals are then added a noise of spectral power density N 0 at the receiver, the channel capacity becomes [13] 
The capacity is written in the transmitter's frame (it gives the maximum number of bits the transmitter can send in one second while still expecting the receiver to be able to decode them correctly). The change comes from the S N R, which becomes S N R = αS N R. The signal power is multiplied by α 2 at the receiver, but the bandwidth is multiplied by α. If α > 1, the signal is stronger, but also occupies a greater bandwidth and we must let more noise through the filter. If α < 1, the signal is weaker but narrower and we can filter more noise. Nevertheless, if α > 1 the capacity increases with respect to the nonrelativistic case and when α < 1 the capacity is smaller (either we need to increase the transmitting power to keep the same data transfer speed or we must slow down the transmission).
This results also appears for the classical Doppler factor. In this paper, we prefer to use the more general relativistic Doppler factor that describes the biggest deviation from the usual Shannon's formula and can also explain genuinely relativistic phenomena like the transverse Doppler effect.
In our analysis, we imagine a receiver that captures the whole signal from the transmitter. If part of the transmitted power is lost, Doppler beaming introduces a further correction. Suppose that, from the whole beamed power, the receiving antenna only captures the photons arriving through a solid angle . The same antenna in a moving frame captures the photons in a solid angle = α 2 [14] . This reinforces the other relativistic effects. For a receding observer (α < 1) the beam widens and can only see a smaller part of it. An approaching observer (α > 1) sees a more focused beam and receives more energy. If we have a uniform photon density per solid angle unit, power has an additional α 2 factor (there are α 2 times more photons). Capacity would become C = W log 2 1 + α 3 P r N 0 W , where P r is the fraction of the total transmitted power P which would reach the receiver if it were in the same frame as the transmitter. For an approaching receiver, α 3 P r can never exceed α P. In our discussion, we consider only the best possible reception and ignore beaming. We can then set an upper bound to the rate of the channel. The results do not depend on the particular antennas or radiation patterns and give a limit to the best possible use of a total power P in the transmitter. This approach is also valid in the presence of many kinds of gravitational potentials.
III. THE SIMPLIFIED CHANNEL
In this document, we consider a simple communication channel where the only relevant parameter is the signal-to-noise ratio. We assume a signal with a power P that is constant in the time of interest. We can imagine P already includes all the effects of attenuation, dispersion and other impairments that appear during propagation. If we take a spaceship as an example, we can estimate the power that reaches the receiving antenna at a certain known distance using more complete models [15] , [16] .
We introduce a new effect that can be relevant at relativistic speeds. The work is theoretical, but could be of interest in interstellar missions like the one proposed in the Icarus project [17] . As a guide, for a ship moving away at 12% of the speed of light, the difference between the relativistic predictions and computations with a stationary receiver is equivalent to reducing the transmitted power to around 0.88 times the power a stationary receiver sees, or to a little bit less than 0.7 if Doppler beaming is relevant. For a ship moving away at 25% of the speed of light, we get equivalent power values around 0.77 or 0.46 times the power seen by a receiver in the same frame as the transmitter for the no Doppler beaming and beaming cases respectively.
In our calculations, we assume all the noise is added at the receiver. We ignore other sources of noise. Noise coming from the transmitter in the same band as the signal will also see an α 2 factor in power and the S N R is not changed. Noise coming from intermediate frames can also be added but, in natural communication scenarios where the receiver is moving away from the transmitter and α < 1, taking all the noise to the receiver gives a worst-case analysis where the signal power is reduced and the noise is maximum. Noise added at intermediate steps will be affected by a power correction factor smaller than 1 that corresponds to the square of the Doppler factor of the frame in which the noise is added with respect to the receiver.
As a final comment, we wish to remark that the constant of motion Edt = E dt is quite general and does not restrict to electromagnetic signals. We could also describe more exotic signals, like matter signals, as long as the noise model holds and we can speak of white noise in a certain frequency band at the receiver.
IV. SYMMETRIC CHANNELS: INERTIAL USERS
We will consider communication situations with two users Alice, A, and Bob, B, with identical transmitters and receivers. First, we imagine Alice and Bob are in a Minkowski space-time (there are no important masses around them and we can neglect gravitational effects). If Alice and Bob are at relative rest, the channels going from Alice to Bob and from Bob to Alice are identical and their capacity is given by Shannon's formula. If we put the same observers in relative uniform motion, we need to use Equation (2) . We can choose our coordinate system so that Alice is at the origin and Bob is moving at speed β in the x direction. We consider the signal is also traveling in the x direction. All the velocities will be normalized to the speed of light in vacuum so that −1 ≤ β ≤ 1. The relativistic Doppler factor for approaching observers is α = 1+|β| 1−|β| ≥ 1. For receding observers, α = 1−|β| 1+|β| ≤ 1. Approaching observers can communicate at a faster rate while receding observers must limit the rate of their transmissions. The transmitters and the receivers are in all the cases equal. The change in capacity comes only from the state of motion.
In this case, the channel must be symmetric (the capacity from A to B, C AB , must be equal to the capacity of the channel from B to A, C B A ). We can always find a frame in which the roles reverse. For a constant β both inertial frames can be equally said to be in motion.
V. ASYMMETRIC CHANNELS
When we include gravitation or acceleration, there can be asymmetric channels in which C AB = C B A [13] , [18] . We can see a simple example with the gravitational redshift.
If Alice is deeper inside a gravitational potential than Bob, her signals are redshifted (α AB < 1), while Bob's signals are blueshifted (α B A > 1). In this case, C B A > C AB . We will use an example from the redshift in the Schwarzschild metric, but similar results apply for similar situations in other gravitational potentials [10] - [12] .
We consider a nonrotating stationary mass M. Alice has a fixed station at a distance r A from the center of mass of M and Bob is at a distance r B . All the distances we consider are above the Schwarzschild radius. Their Doppler factors with respect to an observer far away from the mass (r → ∞) who feels no influence of its gravitational field are, in geometrized units,
Their relative Doppler factor is
From (3), we see that α B A = α −1 AB .
VI. REPEATERS IN RELATIVITY
In noisy communication systems with high noise, repeaters can help to overcome the limitations of the channel. We can divide the total path to the receiver into smaller segments in which a better communication is possible. In relativistic channels, we can also use different intermediate frames to improve the end-to-end channel capacity.
We start with a trivial nonrelativistic example. Imagine we have a new observer, Ralph (R), between Alice and Bob. R   TABLE I  MAXIMUM RATES OF COMMUNICATION THROUGH A NOISY CHANNEL.  THE PRIMED VARIABLES CORRESPOND TO THE MAXIMUM NUMBER OF  BITS THAT ARRIVE TO THE RECEIVER PER SECOND (AS MEASURED IN  THE RECEIVER'S FRAME TIME) has the same equipment as Alice and Bob: a transmitter with available power P and a receiver with noise N 0 . We consider a decode-and-forward strategy [19] . Ralph tries to learn the data from Alice's signal and sends it again in a new signal of power P to Bob. In our example where all the noise is added at the receiver, the lossless channel between A and R will be equal to the channel between R and B and both have the same capacity C = W log 2 (1 + P N 0 W ). If we had different noises or powers in each link, we would have two capacities C 1 (between A and R) and C 2 (between R and B). The end-to-end capacity C is the minimum of C 1 and C 2 . If C 1 > C 2 , R receives information faster than it can send it. He can store the data in a buffer and send it at a maximum rate C 2 . If C 1 < C 2 , he could send up to C 2 bits per second, but, as he doesn't receive that much information, R must settle for a rate C 1 . For C 1 = C 2 = C they have the optimal use of their resources.
In the relativistic case we have a different situation. Consider the channel from Alice to Bob, with a Doppler factor α between Alice's and Bob's frames. Now we have two new channels, one from Alice to Ralph, with a Doppler factor α 1 , and one from Ralph to Bob, with a factor α 2 . We have capacities C 1 = W log 2 (1 + α 1 S N R) and C 2 = W log 2 (1 + α 2 S N R). Alice can send data with a rate C 1 , but R will see an arrival rate α 1 C 1 . R can send data at a rate C 2 . Table I summarizes the maximum transmission rates and the perceived rate of data arrival at the destination.
If C 2 ≥ C 1 = α 1 C 1 , we can send the information at the same rate C 1 it arrives. For the repeater's frame best transmission rate, α 1 C 1 , B sees a rate of arrival α 1 α 2 C 1 . In the transmitter's frame, this corresponds to an end-to-end capacity C = α 1 α 2 C 1 α . If C 2 < C 1 = α 1 C 1 , we need to store part of the bits and send the data to Bob at the maximum possible rate C 2 . B receives bits at a rate C 2 = α 2 C 2 . That corresponds to a capacity of C = α 2 C 2 α as seen in the transmitter's frame. If we can choose the frame of the repeater, we can choose the best from these capacities. The repeater channel has then a capacity:
We can simplify this formula if we can find how α 1 and α 2 are related to α. For observers moving in the x direction (Figure 1,  left) , we can compose Doppler factors by multiplying them. If we have three observers X , Y and Z moving in the x direction, we can easily see from the relativistic addition of velocities or an analysis in hyperbolic coordinates that the Doppler factor Something similar happens with the gravitational redshift (Figure 1, right) . From the gravitational redshift factors of Equation (4), we check that
In some cases, we can even compose gravitational and motion effects by multiplying their corresponding Doppler factors [12] .
Considering this composition of Doppler factors, there are two interesting situations for a single repeater:
This happens in symmetric channels for repeaters situated in between the two moving end users and in asymmetric channels for any repeater connecting users at different points of a gravitational potential. If we replace α 2 by α α 1 , we can write everything in terms of α 1 and α only. The end-to-end capacity becomes
Capacity C 1 = W log 2 (1 + α 1 S N R) becomes greater for a greater α 1 . Capacity C 2 α 1 = 1 α 1 W log 2 1 + α α 1 S N R increases with a decreasing α 1 . The first capacity applies if C 2 ≥ α 1 C 1 and the second if C 2 ≤ α 1 C 1 . The maximum for both (in their respective domains) occurs when C 2 = α 1 C 1 . This happens for an α * 1 satisfying
The end-to-end capacity for the optimal repeater frame, W log 2 1 + α * 1 S N R , improves the capacity without a repeater, W log 2 (1 + αS N R) , when α * 1 > α. This condition 1 > α α * 1 is only satisfied in equation (8) for 1 > α * 1 > α. We can only improve the capacity of the channel between receding observers or the uplink communication going out of a gravitational well.
We can see a particular case in the infinite bandwidth approximation (W → ∞), which gives the maximum possible capacity for any given channel with fixed N 0 and P values. In the infinite bandwidth limit C 1 = α 1 P/N 0 log 2 (e), C 2 = α α 1 P/N 0 log 2 (e) and the condition C 2 = α 1 C 1 gives a maximum capacity for α * 1 = 3 √ α. The optimal capacity is C = 3 √ α P/N 0 log 2 (e). In this example, we see there is only a gain with respect to the case without repeater, with C = α P/N 0 log 2 (e), if α < 1 (the receiver is receding).
We can also extend the argument to multiple repeaters. Imagine Alice and Bob are at fixed stations over a nonrotating planet of mass M at distances r A and r B respectively, with r B > r A . We will consider a series of repeaters at different heights over the surface of the planet (Figure 2,  right) .
For a chain of n repeaters, we must choose the n frames which optimize the total capacity. We can divide the channel in two parts, a first channel from Alice to the last repeater and a channel between the last repeater and the destination. Our capacities are given in the frame of Alice. If all the previous repeaters give a total capacity C n , the incoming data rate in repeater n is α n C n . The situation is equivalent to the case with just one repeater and the condition α n C n = C n+1 gives the best final capacity. The end-to-end capacity in that case is α n α n+1 C n α .
We can maximize this capacity if we optimize C n .
We can imagine now repeater n is the final destination and apply the same argument for the maximization condition at repeater n − 1. We can repeat this procedure as many times as necessary. The end-to-end capacity will be maximal if
for all repeaters (from i = 1 to n), which gives a capacity
The last step comes from noticing that the product of all the factors must give the total α between Alice and Bob. For a high number of repeaters, we can improve the value of α 1 and, therefore, of C 1 . We can see an example in the infinite bandwidth approximation. Condition (9) becomes α 2 i P/N 0 log 2 e = α i+1 P/N 0 log 2 e. Fig. 3 . Effect of repeaters on a redshifted channel: We show the normalized capacity for an infinite bandwidth channel (P/N 0 log 2 e = 1) between a transmitter deeper inside a potential well than the receiver. The curves represent the normalized capacity for different redshift factors α and a different number of repeaters n.
The Doppler factor must be squared at each step (α 2 = α 2 1 , α 3 = α 2 2 = α 4 1 , . . .). We can find the optimal α * 1 which determines all the α i from
with an optimal α * 1 = α 1 2 n+1 −1 . As in the single repeater case, we can only improve the capacity if α < 1. Figure 3 shows an example on the effect of adding repeaters for different redshift factors α.
We can also consider a chain of repeaters between inertial observers in relative motion. Imagine a rocket going to Proxima Centauri at high speed. A control space station in the Solar System will see an α < 1. The capacity will be smaller than in the nonrelativistic case. We can imagine a float of "Little Thumb" repeaters: the rocket can drop a repeater at each acceleration stage. Each of the repeaters will be moving at a smaller speed than the original ship (see Figure 2 , left) and the analysis is totally equivalent to the gravitational well example. With a few repeaters we can greatly improve the capacity until we are close to the limiting case with no relativistic effects. However, in the next section we show we can improve this bound in a more general scenario.
B. α 1 α 2 = α If the destination is between the transmitter and the repeater instead of having a repeater in the middle, the relationship between observers is different. Now, the Doppler factor between the most distant extremes (the channel from Alice to the repeater) is α 1 and α 1 = αα 2 .
The channel capacity becomes
In this situation, we can place ourselves in the second regime (where α 1 C 1 > C 2 and we need a buffer) and obtain an arbitrarily high capacity. For any fixed α, greater or Fig. 4 . Arbitrary capacity for approaching repeaters: If we have one repeater approaching both Alice and Bob, we can obtain an end-to-end capacity as high as desired (left). Two repeaters between Alice and Bob can also produce the same effect (right). In both cases, the total delay between transmission and reception increases and we need a memory buffer (larger as C increases).
smaller than 1, we can always find an α 1 high enough to make capacity
The end-to-end capacity will be α 1 α 2 W log 2 1 + α 1 α S N R , which can be made as large as desired if we have a repeater approaching the sender close to the speed of light. We can always choose a frame approaching both Alice and Bob with high capacity in both channels (see Figure 4 , left). The price to pay is a buffer (which will have to be larger for higher capacity values).
A similar analysis shows that, even if all the repeaters are between Alice and Bob, two repeaters are enough to guarantee as high a capacity as desired (Figure 4, right) . If we choose the second repeater R 2 to be approaching Bob (going away from Alice at a higher speed) and the first repeater R 1 to be approaching Alice and R 2 , all the channels can have a higher capacity than the nonrelativistic channel.
For these four observers α = α 1 α 3 α 2 . We can make the Doppler factors between Alice and R 1 (α 1 ) and between R 2 and Bob (α 3 ) as high as desired. For high values of these factors, we can guarantee that in each repeater the data arrives at a faster rate than it can be sent. In this buffered regime, we can obtain an end-to-end capacity α 3 α W log 2 (1 + α 3 S N R), which can be made arbitrarily high.
For approaching repeaters, we can obtain, in principle, an infinite capacity. However, there are a few important remarks. Capacity is measured as the maximum sustained rate of information transmission which is possible. Delays, such as those that happen in decoding, are irrelevant. Here, we have an additional source of delay, which is the time it takes the data to zigzag through all the repeaters. Furthermore, for any given separation in the x direction, the repeaters would meet B or another repeater at some point. We can solve that problem imagining arbitrarily distant repeaters, but this would only make the delay larger. Additionally, if capacity tends to infinity, we also need an infinite buffer at the repeaters.
Taking these factors into account, the scenarios of the previous section where α 1 α 2 = α seem more natural. The space journey example, for instance, is close to what we can expect in a real interplanetary mission, where distant repeaters have not been deployed and we have a limited speed (considerably below the speed of light).
VII. DISCUSSION
We have seen the differences between relativistic and nonrelativistic communication. The maximum communication rate between two observers depends on their state of motion and whether there is a gravitational field or not. Communication between observers going away from each other or climbing up a gravitational potential is less efficient than the communication between observers with no relative motion and far from any mass. A transmission between approaching observers or a communication going down a gravitational potential can be done at a higher rate.
Introducing intermediate nodes with a decode-and-forward strategy has no effect in the nonrelativistic capacity. In relativistic channels where only the receiver adds noise, we can improve the less efficient communication channels and, in some cases, we can even attain arbitrarily high capacities.
There are many interesting generalizations to the repeater channel we have introduced. Our starting point has been a nonrelativistic decode-and-forward strategy. The decodeand-forward channel is a particular, trivial case of the relay channel [19] . A relativistic generalization of the full relay channel could show new unexpected properties of relativistic communications.
The simple examples we have presented in this paper show that Relativity can help us to understand better the physical limits of communication and allows us to devise improved communication protocols.
