This paper has been motivated by the curiosity that the circulant matrix Circ(1/2, −1/4, 0, . . . , 0, −1/4) is the n × n positive semidefinite, tridiagonal matrix A of smallest Euclidean norm having the property that Ae = 0 and Af = f , where e and f are, respectively, the vector of all 1s and the vector of alternating 1 and −1s. It then raises the following question (minimization problem): What should be the matrix A if the tridiagonal restriction is replaced by a general bandwidth 2r + 1 (1 ≤ r ≤ n 2 − 1)? It is first easily shown that the solution of this problem must still be a circulant matrix. Then the determination of the first row of this circulant matrix consists in solving a least-squares problem having n 2 − 1 nonnegative variables (Nonnegative Orthant) subject to n 2 − r linear equations. Alternatively, this problem can be viewed as the minimization of the norm of an even function vanishing at the points |i| > r of the set − n 2 + 1, . . . , −1, 0, 1, . . . , n 2 , and whose Fourier-transform is nonnegative, vanishes at zero, and assumes the value one at n 2 . Explicit solutions are given for the special cases of r = n 2 , r = n 2 − 1, and r = 2. The solution for the particular case of r = 2 can be physically interpreted as the vibrational mode of a ring-like chain of masses and springs in which the springs link both the nearest neighbors (with positive stiffness) and the next-nearest neighbors (with negative stiffness). The paper ends with a numerical illustration of the six cases (1 ≤ r ≤ 6) corresponding to n = 12.
Introduction.
A matrix of order n is said to be circulant if it is of the form
The one-dimensional discrete periodic Laplacian, denoted here by L, is the matrix Circ(2, −1, 0, . . . , 0, −1). Observe that L is a periodic tridiagonal banded matrix. Moreover, the matrix L has the interesting property that its spectrum is nonnegative and two of its eigenvectors, e := (1, 1, . . . , 1) T and f := (1, −1, . . . , 1, −1) T , are associated with the smallest λ e = 0 and largest λ f = 4 eigenvalues, respectively. Throughout this paper, we assume that n is even and greater than or equal to 4; otherwise we cannot ensure that 4 is the corresponding eigenvalue of f .
Physically, we can interpret these properties by considering a ring-like chain of n point masses (with identical masses m = 1), and assume that only the nearest neighbor pairs of them are linked by a spring with (positive) stiffness (k 1 = −c 1 = 1). In this physical context, the potential energy stored in the springs of the chain for a given vector d ∈ R n of the displacement (from equilibrium position) corresponds to the value 1 2 d T L d. Due to the stability of the system, it expects L to be a positive semidefinite matrix. Indeed, for the Laplacian L we have 1 2 
which is a sum of squares; therefore nonnegative. Furthermore, the eigenvector e := (1, 1, . . . , 1) T corresponds to the following motion of the entire chain: Every point mass is displaced by the same quantity in the clockwise direction. Note that in this mode of motion, there is no contraction or extension of any spring (just rigid motion), and so the potential energy is zero. By contrast, for the eigenvector f we have the following interpretation: The point masses located at odd positions are clockwise displaced, and the ones located at even positions are counter clockwise displaced. In this case, the chain has its maximum potential energy which is equal to the eigenvalue λ f = 4 > 0.
Motivated by this peculiarity of the Laplacian matrix, we propose the following matrix-minimum-norm problem: For a given bandwidth 2r+1 with r ∈ {1, 2, . . . , n/2} and β > 0 find the following minimizer or the minimum-norm solution:
(1.2) X(n, b, β) := argmin X 2 : X ∈ B (r) ∩ S + ∩ E (β) .
In the above expression, B (r) is the set of all banded matrices with bandwidth 2r + 1 where each upper diagonal is extended to the length n. More precisely, B (r) := {X ∈ R n×n : X ij = 0 if dist n (j − i) > r }, where dist n (j − i) := min{j − i mod n, i − j mod n}; Note that "dist n " is not exactly the standard distance from the entry ij to the main diagonal (entry ii) because we are considering the i-th row as a circular ring. By S + we mean the set of all symmetric positive semidefinite matrices, and the set E (β) is defined as E (β) := {X ∈ R n×n : Xe = 0 and X f = β f }. The motivation to choose the letter E for this last set comes from the fact that the pairs (e, 0) and (f, β) must be in the set of the eigenpairs of a given matrix in E (β) . The norm in (1.2) is defined as X = n−1 i,j=0 X 2 ij and is called the Frobenius or Euclidean norm.
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As we are about to see (in Section 2), the matrix β 4 L is the solution of (1.2) for r = 1 (tridiagonal). That is, the problem (1.2) gives an extremal characterization of L. Concerning the case r = 2, its solution in the mass-spring interpretation presents negative stiffness. Moreover, we can find applications of the case r = 2, for instance, in the study of surface effects in Material Sciences, see [4] .
From the point of view of graph theory, problem (1.2) consists in finding the positive semidefinite matrix A of smallest Euclidian norm whose graph is a subgraph of the Cayley graph Γ(Z n , {1, 2, . . . , r, n − 1, . . . , n − r}) having the property that Ae = 0 and Af = βf .
The paper is organized as follows. In Section 2, we make a preliminary analysis on the foregoing problem. Namely, after ensuring the existence and uniqueness to the problem, we show that its solution must be a circulant matrix. This allows us to reduce the matrix-norm-minimization problem to a vector-norm-minimization one. In Section 3, we recall the discrete Fourier-transform and its relation to the eigenvalues of circulant matrices. This will permit us to rewrite the vector-norm-minimization problem as a least-squares problem. In Sections 4 and 5, we explicitly solve the leastsquares problem for the cases r = n/2 − 1 and r = 2, respectively. A numerical illustration for the case n = 12 and r varying from 1 to 6 is given in Section 6. Conclusions and outlook are presented in Section 7.
2. Immediate properties of the matrix minimization problem. First, note that B (r) ∩ S + ∩ E (β) , i.e., the feasible set of (1.2), is nonempty because β 4 L ∈ B (1) ∩ S + ∩ E (β) ⊂ B (r) ∩ S + ∩ E (β) for any r ∈ {1, 2, . . . , n/2}. Second, it is easy to see that (1.2) admits a unique solution since the objective function · is strict convex and coersive, and the set B (r) ∩ S + ∩ E (β) is closed and convex. Third, an alternating projective method as described in [1] , [2] , [5] , [6] , [7] and [8] converges to the solution. Fourth, the solution X(n, b, β) is always a circulant matrix. The proof of this last fact follows easily by the triangular inequality and the unitary invariance of the Frobenius norm; namely, for any X ∈ R n×n we have
where T := Circ(0, 1, 0, . . . , 0) is the standard periodic shift operator. Note that the expression inside the norm on the left-hand side of (2.1) is what we obtain by averaging X over the diagonals. Recall that we are considering that all diagonals have the same length n; except for the main diagonal, we extend the other diagonals periodically. Since this averaging process leaves the feasible set of (1.2) invariant and does not increase the norm (see the inequality (2.1) above), we conclude that the minimizer must be a circulant matrix.
Now, we can rewrite the minimization problem (1.2) as follows. Find x ∈ R r+1 , that is, x 0 , x 1 , x 2 , . . . , x r such that
Circ(x0, . . . , xr, 0, . . . , 0, xr, . . . , x 1 ) ∈ S + , x0 + 2x1 + · · · + 2xr = 0 , and x0 − 2x1 + 2x2 · · · + 2(−1) r xr = β.
Note that the minimizers of problems (1.2) and (2.2) are related to each other as X(n, b, β) = Circ ( x 0 , x 1 , . . . , x r , 0, . . . , 0 , x r , . . . , x 1 ). Moreover, for the special case of r = 1 (tridiagonal), it is easy to see that the solution of (2.2) is given by x o = β 2 and x 1 = − β 4 . This confirms that β 4 L is the solution of (1.2) for r = 1. Note that the first two conditions defining the feasible set of (2.2) remain invariant if each x i is scaled by the factor 1/β > 0. Taking this fact and the homogeneity of the objective function into account, we can fix β = 1 because, for general β > 0, the solutions x(n, r, β) and x(n, r, 1) are related to each other as x(n, r, β) = β x(n, r, 1). That is, the solution x of (2.2) depends on β linearly. From now on we simply write x(n, r) and X(n, r) instead of x(n, r, 1) and X(n, r, 1), respectively.
Keeping in mind the above observations, we shall be concerned with the following questions.
Question 2.1. For given n ≥ 4 even and r = 1, 2, . . . , n/2 determine the r + 1 entries of the minimizer x(n, r) of (2.2), that is, find x 0 , x 1 x 2 , . . . , x r ? Question 2.2. What can we say about the eigenvalues (and their algebraic multiplicity) of the matrix X(n, r) = Circ(x 0 , x 1 , x 2 , . . . , x r , 0, . . . , 0, x r , . . . , x 1 )?
3. Discrete Fourier-transform for symmetric circulant matrices. In this section, we recall the discrete Fourier-transform and its relation to the particular case of symmetric circulant matrices. These relations will enable us to rewrite the problem (2.2) as a least-squares problem (see Proposition 3.3 below). The solution of this least-squares problem are exactly the eigenvalues of the minimal circulant matrix which solves the original problem (1.2).
It is well-known that the eigenvalues λ i (x), i = 0, 1, . . . , n−1, of an n×n circulant matrix X = Circ(x), x = (x o , x 1 , . . . x n−1 ) ∈ R n , are given by
n . That is, the vector of eigenvalues λ ∈ R n and the vector x ∈ R n are related to each other as λ = U x. The complex matrix U is known as the discrete Fourier transform (DFT) and its inverse satisfies U −1 = 1 n U H . For a given x ∈ R n , it is important to emphasize that the eigenvalues λ i (x) are, in general, neither in increasing nor in decreasing order with relation to the index i.
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In the case of symmetric circulant matrices, we introduce the notation Scirc as follows. For given x = (x o , x 1 , . . . , x n/2 ) ∈ R n 2 +1 (n even) we define the following matrix:
It is easy to show that the spectrum of Scirc(x) has the symmetry λ i (x) = λ n−i (x), i = 1, 2, . . . , n 2 − 1. This means that for symmetric circulant matrices Scirc(x), x ∈ R n/2+1 , it suffices to know only the eigenvalues λ 0 (x), λ 1 (x), . . . , λ n/2 (x). It is easy to see that the vector of these n/2 + 1 eigenvalues -λ ∈ R n/2 +1 -are related to x ∈ R n/2+1 by the equation
where V is an n 2 + 1 × n 2 + 1 real matrix given by
That is, according to the j-th column, the entries of the matrix V are given as:
Moreover, it is also easy to see that the inverse of the matrix V satisfies
Since the Frobenius norm has the property A 2 = λ 2 j (A) for any symmetric matrix A, we establish the following remark which is nothing other than the Parseval identity for symmetric circulant matrices.
Remark 3.1 (Parseval)
. Let x be in R n 2 +1 and let Scirc(x) be its corresponding n × n symmetric circulant matrix. For the sake of brevity, write simply λ i (x) for the eigenvalue λ i (Scirc(x)). Then the following identity holds for the eigenvalues of Scirc(x): (1) , then its eigenvalues λ 0 (x) and λ n 2 (x) are, respectively, 0 and 1.
Using (2.2), (3.2)-(3.5), and Remarks 3.1 and 3.2, we can easily prove that the minimization problem (1.2) can be rewritten in terms of λ as a least-squares problem with n 2 − 1 nonnegative variables and n 2 − r linear restrictions. More precisely, we have the following proposition. Proposition 3.3 (Vector-minimum-norm problem). Let n ≥ 4 be an even number and r = 1, 2, . . . , n 2 . Then argmin{ X :
where λ = (0, λ 1 , . . . , λ n 2 −1 , 1) T and its n 2 − 1 entries λ 1 , . . . ,λ n 2 −1 are the solution of the following least-squares problem:
Find the vector
where the matrix A ∈ R ( n 2 −r)×( n 2 −1) and the vector b ∈ R n 2 −r are given by
respectively.
Proof. Note that the expression (3.6) comes from the reduction of the minimization problem (1.2) to the case in which the variable is a symmetric circulant matrix; see Section 2. Replacing x by 1 n V λ = V −1 λ in the reduced problem (2.2), we can rewrite it in terms of the variable λ with the aid of previous remarks. As a result we shall obtain the problem (3.7). To see this in more detail, note firstly that λ 0 and λ n ELA Minimum-Norm Matrices Satisfying Certain Prescribed Band and Spectral Restrictions 877 V λ i = 0), for i = r + 1, . . . , n/2. These last n/2 − r equations come from the fact that X = Scirc(x) ∈ B (r) . To see why the entries of the matrix A and the entries of the vector b are given, respectively, by (3.8) and (3.9), recall the entries of the matrix V in (3.3) and plug λ = (0, λ 1 , . . . , λ n 2 −1 , 1) T into V λ i = 0, for i = r + 1, . . . , n/2. We close the proof by noting that the objective function n/2−1 j=1 λ 2 j and the condition λ j ≥ 0 come from the Remarks 3.1 and 3.2, respectively.
As a direct consequence of the above proposition, we have the following corollary.
Corollary 3.4 (The case r = n 2 ). Let n ≥ 4 be an even number and r = n 2 . Then argmin{ X : X ∈ B (r) ∩ S + ∩ E (1) }, the solution of (1.2), is given by
Proof. Since r = n/2, there is no restriction equation in the minimization problem (3.7), and so its solution is given by 0 = λ 1 = · · · = λ n/2−1 . Therefore, λ = (0, 0, . . . , 0, 1) ∈ R n 2 +1 . Replace this λ into (3.6) and recalling the entries of the matrix V above, we obtain the claim.
The problem (3.7) consists of the minimization of Euclidean distance from the zero vector to the nonnegative orthant subject to linear constraints. It is a particular case of least-squares programming. As far as we know, for general matrix A and vector b, there is no closed-formula expression for its solution 1 . In the case of algorithms, we can refer to the MATLAB function lsqlin. The MATLAB function lsqlin(C, d, A ineq , b ineq , A, b, lb, ub) solves numerically the minimization problem argmin{ Cλ − d : A ineq λ ≤ b ineq , Aλ = b and lb ≤ λ ≤ ub }. Note that the problem (3.7)-(3.9) corresponds to the particular choice of C = I, d = 0, A ineq = 0, b ineq = 0, lb = 0, ub = +∞, and A and b given respectively by (3.8) and (3.9).
Nevertheless, for the special case of r = n 2 − 1, that is, when A is a row-matrix a T and b is a scalar, the solution of the problem (3.7)-(3.9) has a closed-formula expression given by Lemma 4.1 below.
We finish the present section by mentioning the following interesting remark. In (3.10) and (3.11), the symbols " " and " " mean x = U x (the direct Fouriertransform) and λ = U −1 λ (the inverse Fourier-transform), respectively. Problems of the type (3.10) and (3.11) -find the closest sequence x i , i ∈ Ω, whose Fouriertransform is nonnegative -appear in Filter Synthesis; see for instance [3] .
4. The case of upper bandwidth equal to n 2 −1. In this section, we explicitly solve the minimization problem (1.2) by applying Proposition 3.3 to the particular case of r = n 2 − 1. Note that in this case the matrices of B (r=n/2−1) have at least one upper diagonal of zeros. According to Proposition 3.3 (see (3.7), (3.8), and (3.9)), we should solve the following least-squares problem with n 2 − 1 nonnegative variables and exactly one equation: We next solve (4.1) with the help of the following three lemmas.
Let [a] + denote the positive part of a given vector a ∈ R r ; that is, [a] + is the vector in R r whose entries are defined by [a] + j := max{0, a j } = [a j ] + , j = 1, 2, . . . , r. We have already verified the condition (4.3). We now check the condition (4.4). Let µ be an arbitrary element of the set D a , that is, µ satisfies 1 = r j=1 a j µ j with µ j ≥ 0 for all j = 1 , . . . , r. Since a j ≤ a j + , we have We now rewrite the left-hand side of (4.4) as [a] + −2 1 − [a] + , µ . From this last fact and (4.5) it follows that the left-hand side of (4.4) is less than or equal to zero. This proves item i of the lemma. The proof of item ii for b = 0 follows from item i in which the variable λ in (4.2) is scaled by the factor 1/|b|. For b = 0 it follows by direct verification that λ = 0 is the solution in that case. 1 + (−1) j , if r is even;
Proof. The case r even: According to Lemma 4.1 we have that the minimizer of (4.1) is given by (4.7)
λ j = 1 [a] + 2 a j + with a j = A 1j = 2(−1) j .
Electronic Journal of Linear Algebra ISSN 1081-3810 A publication of the International Linear Algebra Society Volume 30, pp. 871-888, December 2015
Inserting the identity (−1) j + = 1 2 + 1 2 (−1) j into a j + , we get
Recalling that a j = 2(−1) j , we have [a] + 2 = 4 r j=1 (−1) j 2 + . Inserting the identity (−1) j 2 + = 1 2 + 1 2 (−1) j into the last expression, and considering that r is an even number, it follows that Plugging (4.9) and (4.8) into (4.7), we obtain the claim, that is,
The case r odd: In this case we have "−1" at the right-hand side of the restriction equation in (4.1). By multiplying both sides of this equality by "−1", we can apply Lemma 4.1 for a j = A 1j = −2(−1) j = 2(−1) j+1 . For these values of a j we should compute a j + and [a] + 2 , and then make the ratio between them. By the help of the identity [(−1) j+1 ] + = 1 2 + 1 2 (−1) j+1 , we can easily find that [a j ] + = 1 + (−1) j+1 . Further, using the identity [(−1) j+1 ] 2 + = 1 2 + 1 2 (−1) j+1 , and considering that r is an odd number, we get [a] + 2 = 4 r j=1 1 2 + r j=1 1 2 (−1) j+1 = 4 r 2 + 1 2 = 2(r + 1). Hence, λ j = [a j ]+ [a]+ 2 = 1 + (−1) j+1 2 ( r + 1 ) . To obtain the explicit solution to the problem (1.2) for the special case of r = n 2 − 1, we need yet a third lemma which establishes two trigonometric identities for certain sums of cosines.
Lemma 4.3 (Trigonometric Identities).
A. If n/2 is even, then for any p = 1, 2, . . . , n 2 − 1, we have B. If n/2 is odd, then for any p = 1, 2, . . . , n 2 − 1, we have Theorem 4.4 (The case r = n 2 − 1). The minimization problem (1.2) has the following explicit solution in the case of r = n 2 − 1, according to whether n/2 is even or odd.
A. If n 2 is even, then the minimizer of (1.2) is given by (4.12) X(n, r = n/2 − 1) = Circ 2 n , − 1 n , 1 n , − 1 n , . . . , − 1 n , 0, − 1 n , . . . , − 1 n , 1 n , − 1 n .
B. If n 2 is odd, then the minimizer of (1.2) is given by
where (4.14)
Proof. Proof of (4.12): Since we are assuming in this case that n/2 is an even number, and r = n/2 − 1, we have that r is an odd number. According to (4.6) the minimizer of the problem (4.1) is given by λ j = 1 2 ( r + 1 ) 1 + (−1) j + 1 , j = 1, 2, . . . , r = n/2−1. Inserting this expression into (3.6) and recalling (3.2) -(3.5), we obtain that the minimizer X(n, r = n/2 − 1) = Circ ( x 0 , x 1 , . . . , x r , 0, x r , . . . , x 1 ) has its r + 1 nonzero entries given by (4.15) x
for i = 0, 1, 2, . . . , r = n/2 − 1 . Note first that the term 1 + (−1) j+1 in the above expression is zero if the index j is an even number and 2 if the index j is an odd number. Taking this fact into account, and introducing the new index q, which is related with the odd j's as j = 2q − 1, we can rewrite (4.15) as:
for i = 0, 1, 2, . . . , r = n/2 − 1 . For i = 0, it is easy to check that the result of the above summation, " n/4 q=1 · · · ", is equal to 1 since r = n/2 − 1. This accounts for the number 2 in the numerator of the first entry in the expression (4.12) of the minimizer X(n, r = n/2 − 1). On the other hand, according to Lemma 4.3, i.e., (4.10), we have that the above summation, " n/4 q=1 · · · ", is zero for i = 1, 2, 3, . . . , n/2 − 1. This proves that x i = 1 n (−1) i for i = 1, 2, . . . , n/2 − 1, which completes the proof of (4.12).
ELA 882 M.V. Travaglia minimizer of the problem (4.1) is given by λ j = 1 2 r 1 + (−1) j , j = 1, 2, . . . , r = n/2 − 1. Recall that according to the Proposition 3.3 the minimizer X(n, r = n/2 − 1) of the problem (1.2) is given by (3.6) . Inserting the above expression for λ j into (3.6) and recalling (3.2) -(3.5), we obtain that X(n, r = n/2 − 1) = Circ ( x 0 , x 1 , . . . , x r , 0, x r , . . . , x 1 ) with (4.17)
for i = 0, 1, 2, . . . , r = n/2 − 1 . Note first that the term 1 + (−1) j in the above expression is zero if the index j is an odd number, and 2 if the index j is an even number. Considering this fact, and introducing the new index q, which is related with the even j's as j = 2q, we can rewrite (4.17) as: (4.18)
Again, for i = 0, we check that the above summation, " n/4−1/2 q=1 · · · ", is equal to 1 since r = n/2 − 1. This accounts for the number 2 in the numerator of the first entry in the expression (4.13). On the other hand, according to Lemma 4.3, namely (4.11), we have that this above summation is now equal to 2 × (−1/2) × 2 2 r = − 1 r . Since r = n/2 − 1 it follows that x i = 1 n (−1) i−1 − 2 n−2 for i = 1, 2, . . . , n/2 − 1. This proves (4.14).
5. The case r = 2 (pentadiagonal matrix variables), next-nearest neighbors, and negative stiffness. In this section, we find an explicit solution to the matrix-minimum-norm problem (1.2) for the particular case of r = 2. In the massspring interpretation this corresponds to a ring-like chain of point masses with two different stiffness. Namely, springs with stiffness k 1 = −x 1 linking nearest-neighbor point masses, and springs with stiffness k 2 = −x 2 linking next-nearest neighbor ones. It is interesting to mention that the system can be stable -this means that its potential energy U (d) = 1 2 d T X d is always positive; equivalently, X is positive semidefinite -even when k 2 < 0 (negative stiffness). In fact, the next result shows that the solution of the minimization problem (1.2) has a mass-spring interpretation with negative k 2 in the case of r = 2.
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ii.
> 0 which corresponds to k 2 < 0 (negative stiffness). Furthermore, the eigenvalues λ i , i = 0, 1, . . . , n/2 of the minimizer X are monotonically distributed as
More precisely, the difference between two consecutive λ i 's is given by the formula:
for i = 1, 2, . . . , n 2 .
Remark 5.2. From the items i, ii, and iii of Theorem 5.1, we can directly obtain the asymptotic behavior as n goes to infinity for the solution with r = 2. Namely, we have x 0 (n → ∞, r = 2) = 3/8, x 1 (n → ∞, r = 2) = −1/4, and x 2 (n → ∞, r = 2) = 1/16. Interestingly, this solution corresponds to the non-generic case µ = −1 which appears in the study of infinite chains presented in [4] . Those authors defined the parameter µ as µ := α/(4 γ) (see [4, equation (3.5) ] and also the matrix presented in the appendix of that paper), where, in their notation, the moduli α and γ correspond to our −x 1 (n → ∞, r = 2) = 1/4 and −x 2 (n → ∞, r = 2) = −1/16, respectively. Remark 5.3. By contrast, for r = 3 the distribution of eigenvalues (λ i , i = 0, 1, . . . , n/2) does not need to be monotonic anymore. See for instance the dashed line of the third graph of Figure 6 .1 (case n = 12 and r = 3).
Proof of Theorem 5.1. Recall first that according to Section 2, the minimizer X must be a circulant matrix. Note also that the zero-entries in (5.1) come from the fact that X ∈ B (r) with r = 2. According to (2.2) and Remark 3.2 , the nonzero entries of X, that is, x 0 , x 1 , and x 2 are the solution of the following minimization problem:
a) x 0 + r=2 j=1 2 cos (θij) x j ≥ 0 for i = 1, . . . , n/2 − 1; b) x 0 + 2x 1 + 2x 2 = 0 (which corresponds to i = 0); c) x 0 − 2x 1 + 2x 2 = 1 (which corresponds to i = n/2).
where we recall that θ = 2π n . By subtracting equation c from b in (5.4) we obtain ii, that is, x 0 = 1 2 − 2 x 2 .
In the next, we will find x 2 . Replace x 1 = −1/4 and (5.5) into (5.4), we obtain that x 2 must be the solution of the problem
This, after some simplifications, gives
Noting that 1 − cos (2θi) > 0 for i = 1, . . . , n/2 − 1 since θ = 2π n and n ≥ 6, and using the trigonometric identity , i = 1, . . . , n 2 − 1 .
Recalling again that θ = 2π n , it is easy to see that Proof of the distribution (5.2): Recall that λ i are related to x i , i = 0, 1 , . . . , n/2, as λ = V x (see (3. 2), (3.3) and (3.4)). From this relation it follows immediately that λ 0 = 0 since λ 0 = n/2 j=0 V 0j x j = x 0 + 2x 1 + 2x 2 = 0 (see restriction b of (5.4)), and λ n/2 = 1 since λ n/2 = n/2 j=0 V n/2 j x j = x 0 − 2x 1 + 2x 2 = 1 (see restriction c of (5.4)).
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We now prove the formula (5.3), which completes the proof of (5.2), since the righthand side of (5.3) is equal to zero for i = 1 and strict positive for i = 2, 3, . . . , n/2. To prove the formula (5.3), we recall that n ≥ 6 (so n/2 ≥ 3) and r = 2 (thus 0 = x 3 = · · · = x n/2 ), and use (3.4) (so V i0 − V i−1,0 = 1 − 1 = 0). Namely, we have First, we use the identity for the difference of cosines in terms of products of sines, three times; second, we apply the identity for the sum of two sines in terms of product of sine and cosine; and third, we use the elementary identity sin(1/2θ) cos(1/2θ) = 1/2 sin(θ). Namely, we have Fig. 6.1 . The six pictures above were numerically obtained by the MATLAB toolbox lsqlin; see Section 3 for a discussion on algorithms. They show the first row (solid line) and its Fouriertransform (dashed line) of the circulant matrix which solves the minimization problem (1.2) in the case of n = 12 and β = 1 for r = 1, 2, 3, 4, 5, and 6, respectively. Note that the case r = 1 corresponds to the standard Laplacian 1 4 L; observe also that the case r = 2, which is illustrated by the second picture, is in agreement with Theorem 5.1. The illustration for the cases r = 5 and r = 6 are in agreement with Theorem 4.4 and Corollary 3.4, respectively. 7. Conclusions and outlook. In this paper, we proposed a matrix-minimumnorm problem which for the particular case of r = 1 characterizes the discrete periodic Laplacian operator. We obtained explicit solutions for other special cases of r = n/2, r = n/2 − 1, and r = 2. Its solutions can be interpreted as the stiffness values which minimize the potential energy of a mass-spring system with r-nearest neighbors. It seems plausible that the eigenvalue β = 1 of the solutions is simple and the largest one, but we have been able to establish this only in the special cases above mentioned. Questions on explicit solutions for other cases of r, and for the asymptotic case in which r = n/4 and n goes to infinity, should be of interest in a future research.
