This is a survey article on recent progress of comparison geometry and geometric analysis on Finsler manifolds of weighted Ricci curvature bounded below. Our purpose is two-fold: Give a concise and geometric review on the birth of weighted Ricci curvature and its applications; Explain recent results from a nonlinear analogue of the Γ-calculus based on the Bochner inequality. In the latter we discuss some gradient estimates, functional inequalities, and isoperimetric inequalities.
Introduction
The aim of this article is to review the recent developments of comparison geometry and geometric analysis on Finsler manifolds of weighted Ricci curvature bounded below. The weighted Ricci curvature was introduced by the author in [Oh3] . Since then it has helped us to understand the similarities and differences between Riemannian and Finsler manifolds more deeply. One of the main challenges, compared with the Riemannian case, is in the nonlinearity of the Laplacian and the associated heat equation. How to deal with such a nonlinear evolution equation would be of interest also in the analytic viewpoint.
A Finsler manifold will be a pair of a manifold M and a nonnegative function F on the tangent bundle T M such that F | TxM gives a Minkowski norm for each x ∈ M. We remark that F (−v) = F (v) is allowed, which is called the non-reversibility and is a special feature of Finsler manifolds. One can define the distance and geodesics in natural geometric ways, whereas the non-reversibility of F leads to the asymmetry of the distance, namely d(y, x) does not necessarily coincide with d(x, y). Analyzing the behavior of geodesics, we can further introduce Jacobi fields and the curvature tensor. Thus we arrive at the natural notions of the flag curvature (a generalization of the Riemannian sectional curvature) and the Ricci curvature. Some results in comparison Riemannian geometry concerning the distance are then generalized to the Finsler context (for example, the Cartan-Hadamard theorem and the Bonnet-Myers theorem). Now, to proceed further in this direction, what is a measure controlled by the Ricci curvature? At this point we have another difficulty; There are several choices for a 'canonical' measure (such as the Busemann-Hausdorff measure and the Holmes-Thompson measure), all of them go down to the volume measure on a Riemannian manifold. Our strategy initiated in [Oh3] is that, instead of choosing some constructive measure, we begin with an arbitrary (smooth, positive) measure m on M and modify the Ricci curvature according to the choice of m. The modification is done in the same manner as weighted Riemannian manifolds. We call this modified Ricci curvature the weighted Ricci curvature Ric N (also called the Bakry-Émery-Ricci curvature), where N is a parameter sometimes called the effective dimension. By means of Ric N , one can generalize many results including the Bishop-Gromov volume comparison to this Finsler context and, most notably, the curvature-dimension condition CD(K, N) in the sense of St2, LV] ) is equivalent to the lower curvarture bound Ric N ≥ K ( [Oh3] ). This deep equivalence relation ensures the naturalness and importance of the weighted Ricci curvature.
The Ricci curvature plays the prominent role in geometric analysis. The Laplacian ∆ acting on functions is naturally defined as the divergence (in terms of m) of the gradient vector field (in terms of F ). This is also called the Witten Laplacian or the weighted Laplacian. Since taking the gradient vector (more precisely, the Legendre transform) is a nonlinear operation, our Laplacian is nonlinear (unless F comes from a Riemannian metric). Nonetheless, since the Laplacian is (locally) uniformly elliptic, the associated heat equation ∂ t u = ∆u is still well-posed. In fact, we can apply the classical technique due to Saloff-Coste [Sal] and others to show the unique existence and a certain regularity of solutions to the heat equation ( [GS, OS1] ).
Furthermore, the Bochner-Weitzenböck formula was established in [OS3] [OS3, Oh8, WX, Xi, YH] for some geometric and analytic applications not covered in this article.
Our focus in this article will be on a nonlinear analogue of the Γ-calculus. The Γ-calculus, developed by Bakry and his collaborators (see [BE, Bak] and the recent book [BGL] ), is a successful theory of analyzing linear diffusion operators and the associated semigroups by means of the integration by parts and a kind of Bochner inequality. This theory fits surprisingly well with our Finsler setting, although the Laplacian is nonlinear.
We will discuss three applications of the Γ-calculus: gradient estimates, functional inequalities, and isoperimetric inequalities. We will give the outlines of some proofs to show the basic idea of the Γ-calculus. We first consider the L 2 -and L 1 -gradient estimates for heat flow under Ric ∞ ≥ K. These gradient estimates are indeed equivalent to Ric ∞ ≥ K similarly to the Riemannian situation ( [vRS, Oh11] ). Next we show three functional inequalities: the Poincaré-Lichnerowicz (spectral gap) inequality, the logarithmic Sobolev inequality, and the Sobolev inequality. Here the assumption is Ric N ≥ K > 0 with N ∈ [n, ∞], and N can be also negative only in the Poincaré-Lichnerowicz inequality ( [Oh12] ). We finally study the Gaussian isoperimetric inequality under Ric ∞ ≥ K > 0, which generalizes Bakry-Ledoux's inequality in the Riemannian situation ( [BL, Oh11] ). All the estimates are sharp and have the same forms as Riemannian manifolds. Only the exception is the admissible range of the exponent p in the Sobolev inequality (see Remark 5.12). We stress that, however, we cannot generalize every result of Riemannian manifolds to Finsler manifolds. One of the most important differences is the lack of contraction property of heat flow ([OS2] ). In general we know much less about gradient flows of convex functions in Finsler manifolds or even in normed spaces (see [OP] for a related discussion).
The organization of the article is as follows. Section 2 is a crash course for the basic notions and ideas of comparison Finsler geometry. We try to explain in a geometric way how the distance, geodesics, and curvatures arise. Section 3 is devoted to the study of the Laplacian and the heat semigroup. Then we consider the gradient estimates in Section 4, the functional inequalities in Section 5, and the isoperimetric inequality in Section 6, respectively.
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Comparison geometry of Finsler manifolds
This section is devoted to a concise review on comparison geometry of Finsler manifolds. The main object will be a Finsler manifold equipped with a measure whose weighted Ricci curvature is bounded from below. We refer to [BCS, Sh2, SS] for the fundamentals of Finsler geometry as well as related comparison geometric studies.
Throughout the article, unless otherwise indicated, let M be a connected C ∞ -manifold without boundary of dimension n ≥ 2. We will also fix an arbitrary positive C ∞ -measure m on M from Subsection 2.5.
Finsler structures
Given local coordinates (
on an open set U ⊂ M, we will always use the fiber-wise linear coordinates (
Definition 2.1 (Finsler structures) We say that a nonnegative function F :
(1) (Regularity) F is C ∞ on T M \ 0, where 0 stands for the zero section;
(2) (Positive 1-homogeneity) It holds F (cv) = cF (v) for all v ∈ T M and c ≥ 0;
(3) (Strong convexity) The n × n matrix
We call such a pair (M, F ) a C ∞ -Finsler manifold.
Notice that the positive-definiteness is independent of the choice of local coordinates. One can similarly define C l -Finsler manifolds, though we consider only C ∞ -Finsler manifolds in this article. Some more remarks on Definition 2.1 are ready.
Remark 2.2 (a) The homogeneity (2) is imposed only in the positive direction, that is, for nonnegative c. This leads to the asymmetry of the associated distance function (see the next subsection). If F (−v) = F (v) holds for all v ∈ T M, then we say that F is reversible or absolutely homogeneous.
(b) The strong convexity (3) means that the unit sphere U x M := T x M ∩ F −1 (1) (called the indicatrix ) is positively curved, and it implies the strict convexity: F (v + w) ≤ F (v) + F (w) for all v, w ∈ T x M and equality holds only when v = aw or w = av for some a ≥ 0.
(c) Although we will discuss only under Definition 2.1, the C ∞ -regularity (1) and the strong convexity (3) can be weakened in various ways occasionally (see [OS1] for instance).
Let us continue the study of the strong convexity in the remainder of this subsection. Given each v ∈ T x M \ 0, the positive-definite matrix (g ij (v)) n i,j=1 in (2.1) induces the Riemannian structure g v of T x M as
Notice that this definition is coordinate-free, and we have g v (v, v) = F 2 (v). One can regard g v as the best Riemannian approximation of F | TxM in the direction v. In fact, the unit sphere of F | TxM (which is positively curved due to Remark 2.2(b)) is tangent to that of g v at v/F (v) up to the second order. The metric g v plays quite important roles in comparison Finsler geometry.
In the coordinates (
, and hence
We remark and stress that, however, α(v) ≥ −F * (α)F (v) does not hold in general due to the non-reversibility of F .
The strong convexity is related to the following quantities, these are fundamental in the geometry of Banach spaces (see [BCL, Oh2] ). For x ∈ M, we define the (2-)uniform smoothness constant at x by
.
Since g v (w, w) ≤ S F (x)F 2 (w) and g v is the Hessian of F 2 /2 at v, the constant S F (x) measures the concavity of F 2 in T x M. We also set S F := sup x∈M S F (x). Notice that S F ∈ [1, ∞] and S F = 1 holds if and only if F comes from a Riemannian metric (see [Oh2] ). We similarly define the (2-)uniform convexity constants as
Again, C F ∈ [1, ∞] in general and C F = 1 holds if and only if (M, F ) is Riemannian. It is readily seen that the constants S F and C F control the reversibility constant, defined by
as follows (see [Oh11, Lemma 2.4 ] for instance).
For later convenience, we introduce the following notations.
Definition 2.4 (Reverse Finsler structures) We define the reverse Finsler structure
. We will put an arrow ← on those quantities associated with ← − F .
Asymmetric distance and geodesics
For x, y ∈ M, we define the (asymmetric) distance from x to y by
where the infimum is taken over all piecewise C 1 -curves η : [0, 1] −→ M such that η(0) = x and η(1) = y. Note that the asymmetry d(y, x) = d(x, y) can occur since F is only positively homogeneous (so d is not properly a distance function in the usual sense). We also remark that the squared distance function d 2 (x, ·) is only C 1 at x in general, and that d 2 (x, ·) is C 2 at x for all x ∈ M if and only if F comes from a Riemannian metric (see [Sh1, Proposition 2.2] ). This is a reason why we have the less regularity for heat flow (see Theorem 3.7 below).
In the manner of metric geometry, we say that a C ∞ -curve η : I −→ M from an interval I ⊂ R is geodesic if it is locally minimizing and has a constant speed with respect to d. Precisely, there is C ≥ 0 and, for any t ∈ I, we find ε > 0 such that
for all s, s ′ ∈ I ∩ [t − ε, t + ε] with s ≤ s ′ (then F (η) ≡ C as a matter of course). One can write down the geodesic equation as the Euler-Lagrange equation for the action induced from F 2 . In such calculations, the following basic theorem plays fundamental roles (see [BCS, Theorem 1.2 
.1]).
Theorem 2.5 (Euler's homogeneous function theorem) Consider a differentiable function H : R n \ {0} −→ R satisfying H(cv) = c r H(v) for some r ∈ R and all c > 0 and v ∈ R n \ {0} (that is, H is positively r-homogeneous). Then we have
Observe that g ij defined in (2.1) is positively 0-homogeneous on each T x M, and hence
for all v ∈ T M \ 0 and i, j, k = 1, 2, . . . , n, where
is the Cartan tensor which measures the variation of g v in the vertical directions. The Cartan tensor vanishes everywhere on T M \ 0 if and only if F comes from a Riemannian metric. In this sense, the Cartan tensor is a genuinely non-Riemannian quantity.
With the help of (2.3), we arrive at the following geodesic equation by the usual calculation similar to the Riemannian case:
for all i, where
is called the formal Christoffel symbol. We denoted by (g ij (v)) the inverse matrix of (g ij (v)). Notice that γ i jk has the same form as the Riemannian Christoffel symbol, while it is a (0-homogeneous) function on T M \ 0 and cannot be reduced to a function on M.
By the general ODE theory, every initial vector v ∈ T M admits a unique geodesic ← − F ) is forward complete), then we say that (M, F ) is backward complete. The backward completeness is not necessarily equivalent to the forward completeness (in the noncompact case). If (M, F ) is forward or backward complete, then the Hopf-Rinow theorem ensures that any pair of points is connected by a minimal geodesic (see [BCS, Theorem 6.6 .1]).
Covariant derivative
We saw in (2.4) and (2.5) that the Finsler geodesic equation has a similar form to the Riemannian one. This is, however, a special feature of the geodesic equation and we need to take care of some non-Riemannian quantities in the more general covariant derivative. A fine property of the geodesic equation could be understood from Theorem 2.5. In order to apply Theorem 2.5 to some quantity at v ∈ T M \ 0, we need a contraction with respect to v. In the geodesic equation (2.4) we have the contractions twice thanks toη j (t) anḋ η k (t), this procedure kills all the error (non-Riemannian) terms. Notice that the geodesic equation for the Riemannian structure gη (defined only along η) coincides with the geodesic equation (2.4) with respect to F . This kind of property is extremely useful when we try to apply the techniques in Riemannian geometry to Finsler geometry. This viewpoint leads us to modify the formal Christoffel symbol (2.5) into
where
(the validity of the definition (2.6) can be seen in Proposition 2.6 below). We call G i and N i j the geodesic spray coefficients and the nonlinear connection, respectively, and set
However, when we contract in v only once,
does not necessarily vanish. Define the covariant derivative of a vector field X by v ∈ T x M with the reference vector w ∈ T x M \ 0 as
With this definition, we can show the following important property (see [Sh2,
Proposition 2.6 Let V be a non-vanishing C ∞ -vector field on an open set U such that all integral curves are geodesic. Then we have, for any C 1 -vector field W on U,
Here g V is the Riemannian structure of U induced from V as (2.2) and D g V denotes its corresponding covariant derivative. 
Curvatures
In order to define the curvature, we again look at the behavior of geodesics. It can be shown that the variational vector field J of a geodesic variation σ : [0, 1] × (−ε, ε) −→ M (i.e., σ(·, s) is geodesic for all s and J(t) := ∂σ/∂s(t, 0)) satisfies the Jacobi equation
and vice versa, where η(t) := σ(t, 0) and
We refer to [Sh2, §6.1] for details (where G i is one-half of ours, while N i j is the same). It is unnecessary to worry about the complicated formula of R i j (v), what we essentially need will be only the Jacobi equation (2.8) and the characterization in Theorem 2.10 below.
Definition 2.7 (Flag curvature) For linearly independent vectors v, w ∈ T x M, we define the flag curvature by
On Riemannian manifolds, the flag curvature K(v, w) coincides with the sectional curvature of the 2-plane v ∧ w spanned by v and w. We remark that K(v, w) depends not only on the flag v ∧ w, but also on the choice of the pole v in it. Thus, for example, K(w, v) may be different from K(v, w). We further define the Ricci curvature as follows.
Definition 2.8 (Ricci curvature) For a unit vector v ∈ U x M, we define the Ricci curvature as the trace of the flag curvature with respect to g v , namely
where {e i } n−1 i=1 ∪ {v} is orthonormal with respect to g v . We also define Ric(cv) := c 2 Ric(v) for c ≥ 0.
As usual, given K ∈ R, the bound Ric ≥ K will mean that Ric(v) ≥ KF 2 (v) holds for all v ∈ T M. We remark that this curvature bound is common to F and ← − F since one can see ← − Ric(v) = Ric(−v) from Theorem 2.10 (recall Definition 2.4 for the definitions of ← − F and ← − Ric).
Remark 2.9 The appropriate notion of scalar curvature is still missing in the Finsler setting. This is one of the main obstructions to develop the theory of Finsler-Ricci flow.
Comparing Proposition 2.6 and (2.8), one finds the following quite important and useful property. Theorem 2.10 (A Riemannian characterization of Finsler curvatures) Given a unit vector v ∈ U x M, take a C ∞ -vector field V on a neighborhood U of x such that V (x) = x and all integral curves of V are geodesic. Then, for any w ∈ T x M linearly independent from v, the flag curvature K(v, w) coincides with the sectional curvature of the 2-plane v ∧ w with respect to the Riemannian metric g V on U. Similarly, Ric(v) coincides with the Ricci curvature of v with respect to g V .
We in particular find that the sectional curvature of v ∧ w with respect to g V does not depend on the choice of V , where the assumption on V (all integral curves are geodesic) is playing the essential role. The proof of Theorem 2.10 can be found in [Sh2, §6] , which inspired the structure of this section. The characterization in the manner of Theorem 2.10 goes back to at least [Au] .
Via Theorem 2.10, one can reduce some results on Finsler manifolds to the Riemannian case. The most fundamental ones are the following (obtained in [Au] ), we will see some more (concerning the weighted Ricci curvature) in the next subsection. 
Theorem 2.12 (Bonnet-Myers theorem) If (M, F ) is forward complete and satisfies Ric ≥ K for some K > 0, then we have
In particular, M is compact.
Outline of proof. Let us outline the proof of Theorem 2.12 (Theorem 2.11 is shown in a similar manner). Fix a point x ∈ M and consider unit speed geodesics η :
Define the vector field V by V (η(t)) :=η(t) for each η and t ∈ (0, l η ). Then V is a C ∞ -vector field on an open set U ⊂ M \{x} and all integral curves are geodesic. Thanks to Theorem 2.10, the Riemannian metric g V has the Ricci curvature ≥ K. Therefore the Riemannian Bonnet-Myers theorem applies and we have l η ≤ π (n − 1)/K. This shows the claim. ✷
Weighted Ricci curvature
In order to discuss further applications of the Ricci curvature, it is natural to employ a suitable measure on M. At this point, our Finsler setting has another difficulty that the choice of a canonical measure is not unique. There are several known ways to generalize the Riemannian volume measure, canonical in their own rights, leading to the different measures. Among others the most fundamental examples of constructive measures are the Busemann-Hausdorff measure and the Holmes-Thompson measure (see [AT] ). Our standpoint is that, instead of starting from a constructive measure, we consider an arbitrary measure (this turns out natural, see Remark 2.15). Then, inspired by Theorem 2.10 as well as the theory of weighted Ricci curvature (also called the Bakry-Émery-Ricci curvature) of Riemannian manifolds, one can define the weighted Ricci curvature as in [Oh3] . From here on, we fix a positive C ∞ -measure m on M (meaning that it is written down as m = Φ dx 1 · · · dx n in each local coordinates with some positive C ∞ -function Φ).
Definition 2.13 (Weighted Ricci curvature) Given a unit vector v ∈ U x M, let V be a non-vanishing C ∞ -vector field on a neighborhood U of x such that V (x) = v and all integral curves of V are geodesic. We decompose m as m = e −Ψ vol g V on U, where Ψ ∈ C ∞ (U) and vol g V is the volume measure of g V . Denote by η :
We also define as the limits:
Finally, for c ≥ 0, we set Ric
We will denote by Ric N ≥ K, K ∈ R, the condition Ric N (v) ≥ KF 2 (v) for all v ∈ T M. Some remarks on Definition 2.13 are in order.
Remark 2.14 (a) In local coordinates, vol g V along η is written as
Hence we find
This expression does not require the vector field V (though we introduced it for the sake of lucidity), thereby Ψ • η does not depend on the choice of V . 
Therefore, Ric N ′ ≥ K with N ′ < 0 is a weaker condition than Ric N ≥ K for N ∈ (n, ∞). In the Riemannian case, the study of Ric ∞ goes back to Lichnerowicz [Li] , he showed a Cheeger-Gromoll type splitting theorem (see [FLZ, WW, Oh8] for some generalizations). The range N ∈ (n, ∞) has been well investigated by Bakry [Bak, §6] , Qian [Qi] and many others. The study of the range N ∈ (−∞, 0) is more recent. We refer to [Mi2] for isoperimetric inequalities, [Oh9, Oh10] for the curvature-dimension condition (with N ≤ 0), and [Wy] for splitting theorems (with N ∈ (−∞, 1]). Some historical accounts on related works concerning N < 0 in convex geometry and partial differential equations can be found in [Mi2, Mi3] .
Related to (b) above, a reason why we consider it natural to begin with an arbitrary measure is explained as follows. ′ ≡ 0 (in other words, the S-curvature vanishes, see [Sh2, §7.3] ). In general, however, there may not exist any measure whose S-curvature vanishes (see [Oh5] for such an example among Randers spaces). We regard this fact as the non-existence of a canonical measure, thus we began with an arbitrary measure.
The weighted version of the Bonnet-Myers theorem (Theorem 2.12) can be shown in the same manner as the unweighted case.
From this estimate N can be regarded as (an upper bound of) the dimension (though this interpretation prevents us from considering N < 0). We can further control the volume growth for m. For x ∈ M and r > 0, we define
We also introduce the function s κ defined by
Theorem 2.17 (Bishop-Gromov volume comparison) Suppose that (M, F, m) is forward complete and satisfies Ric N ≥ K for some K ∈ R and N ∈ [n, ∞). Then we have
for any x ∈ M and 0 < r < R, where
Note that the condition R ≤ π (N − 1)/K for K > 0 does not lose any generality because of Theorem 2.16. Similarly to Theorems 2.11, 2.12, 2.16, the proof of Theorem 2.17 can be reduced to the (weighted) Riemannian situation by employing the Riemannian metric induced from the unit speed geodesics emanating from x.
Remark 2.18 (Curvature-dimension condition) The original motivation of introducing Ric N in [Oh3] was to study Lott, Sturm and Villani's curvature-dimension condition CD(K, N) on Finsler manifolds (see also the surveys [Oh4, Oh6] ). The celebrated condition CD(K, N) was introduced as a synthetic geometric notion playing a role of a lower Ricci curvature bound for metric measure spaces ([St1, St2, LV] ). On a complete Riemannian manifold with an arbitrary measure (M, g, m) , the condition CD(K, N) is indeed equivalent to Ric N ≥ K (see [vRS, St1, St2, LV] , where N ∈ [n, ∞]). In [Oh3] this equivalence was generalized to Finsler manifolds (M, F, m), with applications including the Bishop-Gromov volume comparison and some functional inequalities (see also Section 5 for the latter). As we have already mentioned in Remark 2.14(d), the curvature-dimension condition can be extended to N ∈ (−∞, 0] and is again equivalent to Ric N ≥ K ( [Oh9, Oh10] ).
The theory of metric measure spaces satisfying CD(K, N) is making a deep and breathtaking progress in this decade. We refer to Villani's book [Vi] as a fundamental reference, and Cavalletti-Mondino's Lévy-Gromov type isoperimetric inequalities ([CM1] , see also Section 6) as one of the most notable achievements after [Vi] . Since the condition CD(K, N) could not rule out Finsler manifolds, a reinforced version of CD(K, N) coupled with the linearity of the heat semigroup was introduced and is called the Riemannian curvature-dimension condition RCD(K, N) ( [AGS, EKS] ). In this Riemannian framework, many finer results such as Gigli's splitting theorem [Gi1] and second order calculus [Gi2] as well as Mondino-Naber's rectifiability [MN] are known.
Nonlinear Laplacian and heat semigroup
At this section we begin geometric analysis on Finsler manifolds. The main object of the section is the Bochner-Weitzenböck formula (Theorem 3.3), which is the indispensable ingredient of our nonlinear analogue of the Γ-calculus.
Gradient vectors, Hessian and Laplacian
Let us denote by L * :
In coordinates we can write down
for α ∈ T * x M \ 0 (the latter expression makes sense also at 0 as L * (0) = 0). Note that
is being a linear operator only when F | TxM comes from an inner product.
For a differentiable function u : M −→ R, the gradient vector at x is defined as the Legendre transform of the derivative of u: ∇u(x) := L * (Du(x)) ∈ T x M. If Du(x) = 0, then we can write down in coordinates as
We need to be careful when Du(x) = 0, because g * ij (Du(x)) is not defined as well as the Legendre transform L * is only continuous at the zero section. Thus we set for later use
For a twice differentiable function u : M −→ R and x ∈ M u , we define a kind of Hessian ∇ 2 u(x) : T x M −→ T x M by using the covariant derivative (2.7) as
The linear operator ∇ 2 u(x) is symmetric in the sense that
Define the divergence of a differentiable vector field V on M with respect to the measure m by
where we decomposed m as dm = e Φ dx 1 dx 2 · · · dx n . One can rewrite this in the weak form as
that makes sense for measurable vector fields V with F (V ) ∈ L 1 loc (M). Then we define the distributional Laplacian of u ∈ H 1 loc (M) by ∆u := div m (∇u) in the weak sense that
Notice that the space H 1 loc (M) is defined solely in terms of the differentiable structure of M. Since taking the gradient vector (more precisely, the Legendre transform L * ) is a nonlinear operation, our Laplacian ∆ is nonlinear unless F is Riemannian.
Remark 3.1 (a) In the Riemannian case, the Laplacian ∆ m associated with a measure m = e Φ vol g can be written as
where ∆ g is the usual Laplacian with respect to g. Then we call ∆ m the Witten Laplacian or the weighted Laplacian.
(b) It is also possible to define the Laplacian associated only with F , and regard our Laplacian ∆ as the weighted one with respect to m. Such a definition can be found in [Lee] for instance (see also [Oh7] ), however, it is more involved than our simple definition ∆u = div m (∇u) that is also natural from the analytic viewpoint.
Bochner-Weitzenböck formula
Concerning the relation between the Laplacian and the Ricci curvature, it is not difficult to show the Laplacian comparison (by essentially reducing to the Riemannian situation like Theorem 2.17, see [OS1] ). This is regarded as an analytic counterpart of the directed version of the Bishop-Gromov volume comparison (known as the measure contraction property, see [Oh1, St2] ).
Theorem 3.2 (Laplacian comparison) Let (M, F ) be forward complete, and assume that Ric N ≥ 0 for some N ∈ [n, ∞). Then, for any z ∈ M, the function u(
point-wise on M \ ({z} ∪ Cut z ), and in the distributional sense on M \ {z}.
Denoted by Cut z is the cut locus of z, which is the set of cut points x = exp z (v) such that η(t) = exp z (tv) is minimal on [0, 1] but not minimal on [0, 1 + ε] for any ε > 0.
A more sophisticated application of our geometric analysis is the Bochner-Weitzenböck formula. This yields the Bochner inequality, the heart of the Γ-calculus. The Finsler versions of them were established in [OS3] (for N ∈ [n, ∞]) and [Oh11] (for N < 0). In order to state the formula, we need the following notations. Given f ∈ H 1 loc (M) and a measurable vector field V such that V = 0 almost everywhere on M f , we can define the gradient vector field and the Laplacian on the weighted Riemannian manifold (M, g V , m) by
where the latter is in the sense of distributions. We have ∇ ∇u u = ∇u and ∆ ∇u u = ∆u for u ∈ H 1 loc (M) ([OS1, Lemma 2.4]). We also observe that, given u,
(to be precise, in (3.1) we replace ∇u with a non-vanishing vector field in a measurable way on M \ M u ).
Theorem 3.3 (Bochner-Weitzenböck formula) Given u ∈ C ∞ (M), we have
as well as
where · HS(∇u) denotes the Hilbert-Schmidt norm with respect to g ∇u .
In particular, if Ric N ≥ K, then we have
on M u , that we will call the Bochner inequality. One can further generalize the BochnerWeitzenböck formula to a more general class of Hamiltonian systems (by dropping the positive 1-homogeneity of F , see [Lee, Oh7] ).
Remark 3.4 (F versus g ∇u ) We stress that (3.2) cannot be reduced to the BochnerWeitzenböck formula of the Riemannian metric g ∇u . In fact, in contrast to the identity ∆ ∇u u = ∆u, Ric N (∇u) does not coincide with the weighted Ricci curvature Ric ∇u N (∇u) of the weighted Riemannian manifold (M, g ∇u , m). It is compensated in (3.2) by the fact that ∇ 2 u does not necessarily coincide with the Hessian of u with respect to g ∇u (unless all integral curves of ∇u are geodesic).
Recall that, even when u ∈ C ∞ (M), ∇u is only continuous outside M u . Thus we have to pass to the integrated form, and it is done as follows ([OS3, Theorem 3.6], [Oh11] ).
Theorem 3.5 (Integrated form) Assume
See the next subsection for the definition of H 1 0 (M). We see in Theorem 3.7(ii) below that global solutions (u t ) t≥0 to the heat equation always enjoy the condition
, and also ∆u t ∈ H 1 0 (M) when S F < ∞.
Heat equation
In [OS1, OS3] , we have investigated the nonlinear heat equation ∂ t u = ∆u associated with our Laplacian ∆. To recall some results in [OS1] , we define the energy of u ∈ H 1 loc (M) by
We remark that E(u) < ∞ does not necessarily imply E(−u) < ∞. Define H 1 0 (M) as the closure of C ∞ c (M) with respect to the (absolutely homogeneous) norm
Definition 3.6 (Global solutions) We say that a function u on [0, T ] × M, T > 0, is a global solution to the heat equation ∂ t u = ∆u if it satisfies the following:
, where we set u t := u(t, ·). We refer to [Ev] for the notations as in (1). The test function φ in (2) can be taken from H 1 0 (M). Global solutions are constructed as gradient curves of the energy functional E in the Hilbert space L 2 (M). As for the regularity, since our Laplacian is locally uniformly elliptic thanks to the strong convexity of F , the classical theory of partial differential equations applies. We summarize the existence and regularity properties in the next theorem (see [OS1, § §3, 4] for details, we remark that our C ∞ -smooth F and m clearly enjoy the mild smoothness assumption in [OS1, (4.4)]). (ii) One can take the continuous version of a global solution u, and it enjoys the H 2 locregularity in x as well as the C 1,α -regularity in both t and x. Moreover, ∂ t u lies in H 1 loc (M) ∩ C(M), and further in H 1 0 (M) if S F < ∞. We remark that the usual elliptic regularity yields that u is C ∞ on t>0 ({t} × M ut ). The proof of ∂ t u ∈ H 1 0 (M) under S F < ∞ can be found in [OS1, Appendix A] . It was also proved in [OS1] that the heat flow is regarded as the gradient flow of the relative entropy (see the proof of Proposition 5.3 below) in the L 2 -Wasserstein space with respect to ← − F (this result is far beyond the scope of the present survey).
Linearized heat semigroups and gradient estimates
In the Bochner-Weitzenböck formula (Theorem 3.3) in the previous section, we used the linearized Laplacian ∆ ∇u induced from the Riemannian structure g ∇u . In the same spirit, we can consider the linearized heat semigroup associated with a global solution to the heat equation. This technique turns out useful, and we obtain some gradient estimates as our first applications of the nonlinear Γ-calculus. We will find that, from here on, our arguments rely only on the Bochner inequality, the integration by parts, and the (nonlinear and linearized) heat semigroups. Calculations in local coordinates do not appear.
Linearized heat semigroups and their adjoints
Let (u t ) t≥0 be a global solution to the heat equation. We will fix a measurable oneparameter family of non-vanishing vector fields (V t ) t≥0 such that V t = ∇u t on M ut for each t ≥ 0.
Given f ∈ H 1 0 (M) and s ≥ 0, let (P ∇u s,t (f )) t≥s be the weak solution to the linearized heat equation:
The existence and other properties of the linearized semigroup P ∇u s,t are summarized as follows ( [OS1, Oh11] ).
Proposition 4.1 (Properties of linearized semigroups) Assume S F < ∞, and let (u t ) t≥0 and (V t ) t≥0 be as above.
Vt (f t ) ≤ 0, where E Vt is the energy form with respect to g Vt . This also implies that P ∇u s,t uniquely extends to the linear contraction semigroup acting on L 2 (M). Notice also that
The operator P ∇u s,t is linear but asymmetric with respect to the L 2 -inner product. Let us denote by P ∇u s,t the adjoint operator of P ∇u s,t . That is to say, given h ∈ H 1 0 (M) and t > 0, we define ( P ∇u s,t (h)) s∈ [0,t] as the solution to the equation
Note that
indeed holds since for r ∈ (0, t − s)
One may rewrite (4.2) as 
Gradient estimates
We deduce from the Bochner inequality (3.3) with N = ∞ the L 2 -gradient estimate for heat flow. The proof is a good example of a typical argument in the Γ-calculus. 
for all 0 ≤ s < t < ∞ and x ∈ M.
Let us stress that we used the nonlinear semigroup (u s → u t ) in the LHS, while in the RHS the linearized semigroup P For fixed t > 0 and an arbitrary nonnegative function h ∈ C(M) of compact support, we set
Then we deduce from the definition of P ∇u s,t that
By (3.1), the first term in the RHS coincides with
The other terms are calculated with the help of Theorem 2.5 as (see [OS3] for details)
Therefore we have H ′ (s) ≤ 0 by the Bochner inequality (3.4). Thus we find H(t) ≤ H(s) for any 0 ≤ s ≤ t, which yields via (4.3)
Since this holds true for any nonnegative h, we obtain the claimed inequality for almost all x ∈ M. This completes the proof since both sides are Hölder continuous. ✷
In the linear setting, it is known that the Bochner inequality enjoys a self-improving property ( [BQ, Theorem 6] , [BGL] ). In our Finsler setting, however, the self-improvement works only when F is reversible (as far as the author knows). Nonetheless, we can show the improved inequality by the direct calculation ([Oh11] ).
Proposition 4.4 (Improved Bochner inequality) Assume
By using this improved inequality instead of (3.4), we have the L 1 -gradient estimate (which implies the L 2 -gradient estimate via Jensen's inequality, see [Oh11] ).
Theorem 4.5 (L 1 -gradient estimate) Assume Ric ∞ ≥ K, S F < ∞ and the completeness of (M, F ). Then, given any global solution (u t ) t≥0 to the heat equation with
Recall from Lemma 2.3 that S F < ∞ implies the finite reversibility Λ F < ∞. Hence F and ← − F are comparable and the forward and backward completenesses are mutually equivalent. Thereby we called it the plain completeness in the theorem above.
Characterizations of lower Ricci curvature bounds
We saw in the previous subsection that the Bochner inequalities imply the gradient estimates. The converse also holds true and, furthermore, they characterize the lower Ricci curvature bound Ric ∞ ≥ K as follows ([Oh11] ). Theorem 4.6 (Characterizations of Ricci curvature bounds) Suppose that S F < ∞ and (M, F ) is complete. Then, for each K ∈ R, the following are equivalent:
(III) The improved Bochner inequality
(IV) The L 2 -gradient estimate
holds for all global solutions (u t ) t≥0 to the heat equation
holds for all global solutions (u t ) t≥0 to the heat equation with u 0 ∈ C ∞ c (M). In the Riemannian setting, one can add to this list the contraction property of heat flow with respect to the L 2 -Wasserstein distance W 2 (see [vRS, Ku] for details):
for global solutions (u t ) t≥0 , (ū t ) t≥0 such that u 0 ,ū 0 ≥ 0 as well as M u 0 dm = Mū 0 dm = 1. In our Finsler situation, however, the contraction property is known to fail ([OS2]).
Functional inequalities
In this section we discuss three functional inequalities obtained in [Oh12] . The proofs are based on the Γ-calculus, we refer to the book [BGL] for the usual linear setting. In the reversible case, there is another technique called the localization which gives the same sharp estimates even in a more general framework of essentially non-branching metric measure spaces satisfying the curvature-dimension condition (see [CM2] ). In the nonreversible case, however, the localization seems to give only non-sharp estimates, see §6.1 for a more detailed discussion.
Poincaré-Lichnerowicz inequality
We start with the Poincaré-Lichnerowicz (spectral gap) inequality under the curvature bound Ric N ≥ K > 0. The N ∈ [n, ∞] case was shown in [Oh3] as a consequence of the curvature-dimension condition CD(K, N). In the Riemannian setting, the case of N ∈ (−∞, 0) was shown independently in [KM] and [Oh9] .
For simplicity we will assume that M is compact (this is automatically true when N ∈ [n, ∞) and M is complete), and normalize m as m(M) = 1. We will give the proofs since they are not long.
Proposition 5.1 Assume that M is compact and satisfies Ric
In particular, if K > 0, then we have
If N = ∞, then the coefficient in the RHS of (5.1) is read as 1/K.
Proof. The first assertion is a direct consequence of Theorem 3.5 with φ ≡ 1. We further observe, by the integration by parts,
Rearranging this inequality yields (5.1) when K > 0. ✷ Now the Poincaré-Lichnerowicz inequality is obtained by a technique somewhat related to the proof of Theorem 4.3. We define the variance of f ∈ L 2 (M) (under m(M) = 1) as
Proof. Let (u t ) t≥0 be the solution to the heat equation with u 0 = f , and put Φ(t) := u t 2 L 2 for t ≥ 0. Observe first that the ergodicity
holds since lim t→∞ E(u t ) = 0. It follows from the heat equation that
for all t > 0. Then (5.1) implies
Notice also that the ergodicity (5.2) implies lim t→∞ Φ(t) = ( M f dm) 2 . Thus the differential inequality (5.3) yields
This completes the proof. ✷
Logarithmic Sobolev inequality
We next study the logarithmic Sobolev inequality. From here on we consider only N ∈ [n, ∞) with K > 0 (actually the inequality fails for N < 0, see Remark 5.6 below). See [Oh3] for the case of N = ∞. Recall from Theorem 2.16 that Ric N ≥ K implies the compactness of M, thus we normalize m as m(M) = 1 without loss of generality. We first consider a sufficient condition for the logarithmic Sobolev inequality.
Proposition 5.3 Assume that M is compact, Ric ∞ ≥ K > 0, and
holds for some constant C > 0 and all functions u ∈ H 2 (M) ∩ C 1 (M) such that ∆u ∈ H 1 (M) and inf M u > 0. Then the logarithmic Sobolev inequality
holds for all nonnegative functions f ∈ H 1 (M) with M f dm = 1.
Outline of proof. We shall assume inf M f > 0 and use a similar method to the proof of Theorem 5.2 for the relative entropy
where (u t ) t≥0 is the solution to the heat equation with u 0 = f . The inequality (5.4) then yields the differential inequality −2Ψ ′ (t) ≤ CΨ ′′ (t). Together with lim t→∞ Ψ(t) = lim t→∞ Ψ ′ (t) = 0, we obtain
This is indeed the desired inequality. ✷ See [Oh12] and [BGL] for the omitted calculations in the proofs of the proposition above and the theorem below.
Theorem 5.4 (Logarithmic Sobolev inequality) Assume that Ric N ≥ K > 0 for some N ∈ [n, ∞) and m(M) = 1. Then we have
Outline of proof. Fix h ∈ C ∞ (M) and consider the function e ah for a > 0 (chosen later). For brevity let us introduce the notation common in the Γ-calculus:
On the one hand, by the chain rule and a > 0, we calculate
(notice that a > 0 yields ∇(e ah ) = ae ah ∇h). On the other hand, it follows from the integration by parts that
Comparing these yields
We apply the Bochner inequality (3.3) to e ah , now written as Γ 2 (e ah ) ≥ KF 2 (∇e ah ) + (∆e ah ) 2 /N, and see
in the weak sense. Integrating this inequality multiplied by the test function e h , using (5.5) with a = 1/2 and rearranging, we obtain
We finally choose a = 3/{2(N + 2)} > 0 and conclude that
This is the desired inequality (5.4) for u = e h . We complete the proof by an approximation argument.
✷ By the standard implication going back to [OV] , we have the Talagrand inequality as a corollary.
Corollary 5.5 (Talagrand inequality) Assume that Ric N ≥ K > 0 for N ∈ [n, ∞) and m(M) = 1. Then we have, for all µ ∈ P(M),
where W 2 is the L 2 -Wasserstein distance.
Remark 5.6 Different from the Poincaré-Lichnerowicz inequality in the previous section, N cannot be negative in the logarithmic Sobolev and Talagrand inequalities. This is because the Talagrand inequality implies the normal concentration of m ( [Led] ), while the model space in [Mi2, Oh9] enjoys only the exponential concentration. See [Ma] for further details.
Sobolev inequalities
Our next object is the Sobolev inequality. We will first obtain a non-sharp inequality followed by some qualitative consequences. Then, with the help of those properties, we proceed to the sharp estimate. The resulting inequality (Theorem 5.11) is the same as the Riemannian case, however, we will need an additional care on the admissible range of the exponent p when F is non-reversible.
Proposition 5.7 (Logarithmic entropy-energy inequality) Assume Ric N ≥ K > 0 for N ∈ [n, ∞) and m(M) = 1. Then we have
Outline of proof. It suffices to consider the case where c ≤ f ≤ C for some 0 < c < C < ∞. Let (u t ) t≥0 be the solution to the heat equation with u 0 = f 2 , and put Ψ(t) := Ent m (u t m) similarly to Proposition 5.3. By the Bochner inequality (3.3) and the CauchySchwarz inequality we find
This implies that the function
is non-decreasing in t > 0, and hence
Integrating this inequality gives
letting t → ∞ completes the proof. ✷
The above inequality yields the Nash inequality and then a non-sharp Sobolev inequality.
Lemma 5.8 (Nash inequality) Assume that Ric N ≥ K > 0 for N ∈ [n, ∞) and
Outline of proof. Normalize f so as to satisfy M f 2 dm = 1, and put ψ(θ) := log( f L 1/θ ) for θ ∈ (0, 1]. We see by the Hölder inequality that ψ is a convex function. Therefore
Combining this with Proposition 5.7 gives the claim. ✷ Proposition 5.9 (Non-sharp Sobolev inequality) Assume that
Outline of proof. We can assume c ≤ f ≤ C for some 0 < c < C < ∞. Slice f into
for k ∈ Z. We show the claim by applying the Nash inequality to each f k . ✷
The above Sobolev inequality has some applications those will be used to show the sharp inequality. Actually one can reduce such qualitative arguments to the Riemannian case by observing the following.
Corollary 5.10 Assume that Ric N ≥ K > 0 for N ∈ [n, ∞) ∩ (2, ∞) and m(M) = 1. Then there exists a C ∞ -Riemannian metric g for which
holds for all f ∈ H 1 (M), where E g is the energy form of (M, g, m) and p = 2N/(N − 2), C 1 > 1 and C 2 > 0 are as in Proposition 5.9.
We are now ready to show the sharp Sobolev inequality.
The case of p = 2 is understood as the limit, giving the logarithmic Sobolev inequality (Theorem 5.4). The p = 1 case amounts to the Poincaré-Lichnerowicz inequality (Theorem 5.2).
Outline of proof. Take the smallest possible constant C > 0 satisfying
for all nonnegative functions f ∈ H 1 (M). In order to show C ≤ (N − 1)/KN, let us suppose that there is an extremal (nonconstant) function f ≥ 0 enjoying equality in (5.8) as well as 0 < c ≤ f ≤ C < ∞. We normalize f as f L p = 1. The equality in (5.8) implies
which improves the regularity of f . Put u := log f .
On the one hand, for b ≥ 0, it follows from (5.5) (with a = b/2) and the integration by parts that
We remark that b ≥ 0 was required to apply (5.5). On the other hand, we deduce from (5.6) that 10) which can be seen as a variant of (5.7). Comparing (5.9) and (5.10), we would like to choose a and b enjoying 
Gaussian isoperimetric inequality
This final section is devoted to a geometric application of the Γ-calculus, the Gaussian isoperimetric inequality obtained in [Oh11] . This is the infinite dimensional counterpart to the Lévy-Gromov isoperimetric inequality, and was first established in the Riemannian setting by Bakry-Ledoux [BL] . We will give historical background in §6.1 and the outline of the proof in §6.2. 
Background for Lévy-Gromov isoperimetic inequality
In the Riemannian case, the classical theorem of Lévy and Gromov [Lé1, Lé2, Gr] asserts that, for an n-dimensional Riemannian manifold (M, g) of Ric ≥ n−1 with the normalized volume measure m := vol g (M) −1 vol g , the isoperimetric profile I (M,g,m) is bounded from below by the profile of the unit sphere S n :
where m S n is the normalized volume measure as well. The standard strategy of the proof of (6.1) is as follows:
(1) We take an extremal region A ⊂ M achieving the minimal boundary measure m + (A) with the prescribed volume θ.
(2) Then the deep theorem in geometric measure theory (à la Federer, Almgren et al) guarantees a certain regularity of the boundary of A.
(3) Perturbing A gives a differential inequality (a Heintze-Karcher type inequality).
(4) Combining the above differential inequality with the analysis of the behavior as θ ↓ 0 gives the isoperimetic inequality.
Along the same strategy one can study the weighted version ( [Bay] ) and, moreover, the combinations of upper diameter bounds and lower curvature bounds ( [Mi1] ). The most general work of Milman [Mi1] gave the sharp estimate:
for (M, g, m) with Ric N ≥ K and diam M ≤ D, where I K,N,D is the explicit function. Up to now, however, the regularity theory is known only for Riemannian manifolds. This had been an obstacle for generalizations to Finsler manifolds as well as less smooth spaces such as metric measure spaces. In 2014, Klartag [Kl] gave a beautiful alternative proof of the Lévy-Gromov isoperimetric inequality, still on weighted Riemannian manifolds, but without the regularity theory. His breakthrough was done by generalizing the localization method in convex geometry to Riemannian manifolds with the help of optimal transport theory. The localization method, going back to [PW, GM, LS, KLS] , is a sophisticated tool reducing an inequality to those on geodesics. Then the analysis becomes much simpler and clearer.
Inspired by [Kl] , Cavalletti-Mondino generalized the localization method to essentially non-branching metric measure spaces satisfying the curvature-dimension condition, and showed the isoperimetric inequality (6.2) in [CM1] and several functional inequalities in [CM2] . This class of spaces includes reversible Finsler manifolds. In [Oh10] , we generalized the argument in [CM1] to possibly non-reversible Finsler manifolds, however, then it turned out that the localization method gives only a non-sharp estimate in the nonreversible case, precisely, I (M,F,m) (θ) ≥ Λ This is due to the fact that reverse curves of geodesics are not necessarily geodesic. It seems plausible to expect that Λ −1 F in (6.3) would be removed, that is to say, non-reversible Finsler manifolds enjoy the same isoperimetric inequality as reversible Finsler manifolds.
Towards this direction, we consider the special case where N = D = ∞ and K > 0. This is the only case where we have another alternative proof of (6.1), based on the Γ-calculus ( [BL] ). As we saw in the previous section, the Γ-calculus is not sensitive to the non-reversibility (only the exception was the range of p in Theorem 5.11), and we actually obtain the sharp estimate.
Isoperimetric inequality
In order to state the key estimate which is a kind of gradient estimate, we define For simplicity, we suppressed the dependence of c α on K.
Outline of proof. By the construction of global solutions as gradient curves, we find that 0 ≤ u 0 ≤ 1 implies 0 ≤ u t ≤ 1 for all t > 0, and hence N (u t ) makes sense. Fix t > 0 and put ζ s := N 2 (u s ) + c α (t − s)F 2 (∇u s ), 0 ≤ s ≤ t. Hence it is sufficient to prove ∆ ∇us ζ s − ∂ s ζ s ≥ 0 for 0 < s < t. By using c ′ α (t) = 2(1 − Kc α (t)), N ′′ = −1/N and the improved Bochner inequality (Proposition 4.4 This completes the proof. ✷ If K > 0, then Ric ∞ ≥ K implies m(M) < ∞ and hence we can normalize m (see [St1] ). Choosing α = K −1 in (6.4) and letting t → ∞ yields the following. This is the desired isoperimetric inequality for the reverse Finsler structure ← − F (recall Definition 2.4). Because the curvature bound Ric ∞ ≥ K is common to F and ← − F , we also obtain (6.6).
✷
The inequality (6.6) has the same form as the Riemannian case in [BL] , thus it is sharp and a model space is the real line R equipped with the normal (Gaussian) distribution dm = K/2π e −Kx 2 /2 dx. See [BL] for the original work on general linear diffusion semigroups (influenced by Bobkov's works [Bob1, Bob2] ), [Bor, SC] for the classical Euclidean or Hilbert cases, and [AM] for the recent result on RCD(K, ∞)-spaces.
