This paper presents a new level-set method based on global and local regions for image segmentation. First, the image¯tting term of Chan and Vese (CV) model is adapted to detect the image's local information by convolving a Gaussian kernel function. Then, a global term is proposed to detect large gradient amplitude at the outer region. The new energy function consists of both local and global terms, and is minimized by the gradient descent method. Experimental results on both synthetic and real images show that the proposed method can detect objects in inhomogeneous, low-contrast, and noisy images more accurately than the CV model, the local binary¯tting model, and the Lankton and Tannenbaum model.
Introduction
The active snake model is a variation model in image segmentation. It moves the snake points according to the minimization of sum of internal and external energies integrated along the length of the snake to approach edges. In the original snake formulation of Kass et al., 5 the best snake position was de¯ned as the solution of a variational problem requiring the minimization of sum of internal and external energies integrated along the length of the snake. The corresponding Euler equations, which give the necessary conditions for this minimizer, comprise a force balance equation. The snake model has provided a number of applications in object segmentation, stereo matching, motion tracking, etc. In image processing, the snake model de¯nes a snake as an energy-minimizing spline guided by external constraint forces and in°uenced by such forces that pull it toward image features such as lines and edges. It is a kind of the active contour model in the way that it locks on nearby edges, localizing them accurately.
One disadvantage of the snake model is \it is incapable of adapting to complex topologies and variable intensity ranged images." Many researchers have proposed alternative methods (for example, See Refs. 17, 18 and 24) to improve the snake model. Caselles et al. 2 and Malladi et al. 11 developed the geometric deformable model, which can be represented implicitly as level-set of Lipchitz functions 13 in the Eulerian fashion. It can handle topological variation and has an e±cient numerical scheme to compute energy functions.
The existing active contour models are mainly based on edge information 2, 5, 11, 24 and region intensity information. 3,8,12,15,19À21,23 Region-based active contour models are mostly developed based on Chan and Vese (CV) model, 3 such as Li et al., 8 Pham et al., 15 and Wang et al. 21 Therefore, region-based models possess some advantages like anti-noise and independence of the initial active contour position. However, they usually failed to detect object accurately if the objects are subjective to nonuniform illumination and low contrast. To solve this problem, researchers presented various models 6, 7, 10, 22, 23, 25 by considering local region properties, so-called local region-based active contour models. To some extent, they can overcome the intensity inhomogeneity and low contrast. However, most of them are incapable of capturing global minima due to the conversion to local image¯tting functions. Paragios and Deriche 14 and Hua et al. 4 intended to integrate global properties with the local region-based models, but the computational cost is too high and some complex images present errors. Lin et al. 10 applied region probability density with local statistical energy, but their model can only deal with a single object of interest and failed to perform successfully on complex images like medical images.
In this paper, we propose a novel level-set method of integrating both global and local information of an image. The model is set up under the assumption that the objects to be detected must lie inside the current active contour. The image¯tting term of CV model is adapted to detect the image's local information by convolving a Gaussian kernel function. A global term is proposed to detect large gradient amplitude at the outer region. The new energy function consists of both local and global terms, and is minimized by the gradient descent method.
The rest of this paper is organized as follows. Section 2 brie°y reviews the CV model and the local binary¯tting model. Section 3 proposes the improved model. Section 4 presents the experimental results and comparisons. Finally, conclusions are drawn in Sec. 5.
Brief Review of CV and LBF Models
The CV model, proposed by Chan and Vese, 3 is based on the MumfordÀShah model. 12 For a given image u 0 on the image domain , CV model's energy functional is represented by two piecewise constant functions:
where 1 , 2 , and are positive parameters to balance the terms; insideðCÞ and outsideðCÞ denote the regions inside and outside the contour, respectively; c 1 and c 2 are the mean intensities inside and outside C, respectively; jCj is the length of curve C. The CV model uses global region information to detect objects. Its process is independent of the initial position of the active contour. Basically, it is resistant against noise and can segment objects without apparent contour or texture. However, it often misclassi¯es objects into background when a low-contrast or nonuniform illumination image is occurred. Assume that the parameters in Eq. (1) Fig. 1(a) , where one is a square with intensities darker than background and the other is an ellipse with intensities close to background. From the segmented result in Fig. 1(b) , it is observed that CV model can detect the square, whereas miss the ellipse. Another example is shown in Fig. 1(c) , where nonuniform illumination is occurred on the same object. From the segmented result in Fig. 1(d) , it shows that the object cannot be entirely detected because the CV model only utilizes the global intensity information.
The local binary¯tting 7, 8 (LBF) model was proposed to enhance the CV model's ability to handle intensity inhomogeneity and low-contrast images. Its main contribution is the use of kernel functions to convert CV model's energy functional, so that it can take advantage of image's local region information to segment inhomogeneous images. Its energy functional is represented as where 1 , 2 , and are positive constants; given a center point x, f 1 ðxÞ and f 2 ðxÞ are the¯tting intensities of inner and outer local regions of the detected pixel x, respectively; u 0 ðyÞ is the intensity of a local region centered at the point x; Kðx À yÞ is a kernel function which has a larger value when the point y is close to the center point x and decreases to zero when y is far away from x. The following Gaussian kernel function is selected to capture the local information 7 :
where is a scale parameter to control the size of local region. The¯rst two integral terms, (2), denote the LBF energies, and the third term is the curve length used to smooth the active contour. Although LBF can handle the problem caused by intensity inhomogeneity, it cannot solve the problem caused by strong noise or uneven illumination. Since LBF considers the local region information only, the global information is lost.
The Proposed Improved Model

The global term
We aim to solve the erroneous detection problem of CV model and LBF model when dealing with low-contrast and nonuniform illumination images. Therefore, a global term, called a penalty function, is proposed to detect the large gradient amplitude at the outer region of the contour. The penalty function is de¯ned as:
where is a positive parameter used to control the size of the gradient amplitude, and jru 0 j 2 is the squared gradient amplitude of the given image. Minimizing Eq. (4) means eliminating the object or part of the object which has large gradient amplitude lying at outside of the active contour. When the contour is convolved by CV model's or LBF model's energy functional, only the mean intensities of inner and outer regions are considered, which may miss some objects with intensity inhomogeneity. However, Eq. (4) can drive the contour to detect the edges or lines, which have large gradient amplitudes at the outer region of the active contour, even if the intensity of the object is close to the background.
To test the performance of the proposed global term, it is natural to combine Eq. (4) with CV model. The new energy function E CV 0 can be written as:
The new energy function is applied to segment the low-contrast image in Fig. 1(a) . The initial contour's position shown in Fig. 1(b) is random because CV model's performance is not related to its initialization. CV model's energy is mainly focused on image's intensity, and it does not consider the gradient information such as edges or lines. By adding the term E GL , the improved version of CV model is able to capture the gradient amplitude, which helps to improve the sensitivity to the intensity change. The segmented result in Fig. 2(c) shows that the tendency of misclassi¯cation in CV model can be alleviated. Note that there is a small gradient amplitude change around the ellipse's contour, which can be captured by E GL .
The proposed level-set framework
To segment low-contrast images, we use a Gaussian kernel function to convert the CV model's global image¯tting term into the local region image¯tting function as
where f 1 ðxÞ and f 2 ðxÞ are the¯tting intensities of inner and outer regions near the detected pixel x, respectively, and 1 and 2 are the positive parameters which control the in°uence of intensity di®erence between the inner and outer regions. Note that K ðx À yÞ is de¯ned in Eq. (3). Thus the proposed framework's energy functional can be represented as
For the evolving curve C, we use an implicit representation given by the level-set method, 13 and C 2 is represented implicitly via Lipschitz function ' : ! R, such that: C ¼ fx 2 j'ðxÞ ¼ 0g. Also ' needs to have opposite signs on each side of curve C; for instance, in this paper, ' takes positive and negative values outside and inside of curve C, respectively. Let H be the Heaviside function and use the unknown variable ' to replace the unknown variable C. The energy functional's level-set formulation of Eq. (7) can be expressed as
Similarly, Heaviside function H above is approximated by H " , which is represented as
where " is a positive constant. Note that " ¼ 1:0 according to the experimental results. The length of zero level contour R jrHð'ðxÞÞjdx can also be represented as R " ð'ðxÞÞjr'ðxÞjdx, with the Dirac delta function " de¯ned by the derivative of H " :
In addition, we utilize the distance regularization term in Li et al. 9 to constrain the deviation of the level-set from the signed distance function. The distance can be modeled by
Hence the new energy function is designed to be
The gradient descent of the proposed model
By calculating variations, it can be shown that the functions f 1 ðxÞ and f 2 ðxÞ that minimize the energy functional in Eq. (12) satisfy the following EulerÀLagrange equations:
and
From Eqs. (13) and (14), f 1 ðxÞ and f 2 ðxÞ are
which minimize the energy functional in Eq. (12) for a¯xed '. As f 1 ðxÞ and f 2 ðxÞ are¯xed, minimizing the energy functional E total in Eq. (12) with respect to ' can be achieved by solving the gradient descent°ow of Eq. (17) . The detailed derivation is available in Appendix A.
where e 1 and e 2 are the functions: In Eq. (17), the term À " ð'Þðð 1 e 1 À 2 e 2 Þ À jru 0 j 2 Þ is derived from local datinḡ tting energy and global gradient energy, and is responsible to drive the active contour toward object boundaries. The second term " ð'Þdivðr'=jr'jÞ is used to maintain the regularity of the contour, and the third term ðr 2 ' À divðr'=jr'jÞÞ is used to maintain the regularity of the level-set function.
All the partial derivatives in Eq. (17) can be simply discretized as central nite di®erence. The temporal derivative @'=@t is discretized as a forward di®erence. The¯xed space steps are Áx ¼ Áy ¼ 1, and the time step Át ¼ 0:1. In summary, the proposed method's implementation is straightforward, consisting of four steps as:
Step 1. Initialize the parameters 1 , 2 , , , , and the initial level-set ' 0 .
Step 2. Compute f 1 ðxÞ and f 2 ðxÞ by Eqs. (15) and (16).
Step 3. Solve ' by Eq. (17).
Step 4. Return to Step 2 until the convergence criteria are met.
The convergence criteria are j' nþ1 À ' n j T , where ' n is zero level-set of the nth iteration, ' nþ1 is the next iteration of zero level-set, and T is a constant threshold. Note that T ¼ 0:01 is used in the experiment.
Experimental Results and Comparisons
Experiment on synthetic images
The proposed method is¯rst evaluated on synthetic images as shown in Fig. 3 . The following parameters are used: 1 ¼ 1:0, 2 ¼ 2:0, ¼ 2:0, ¼ 0:005, and ¼ 5. Thē rst column shows di®erent synthetic images with low contrast or ill illumination; the second column shows the initial contour before curve evolution; the third column shows the immediate results. The¯nal segmented results are displayed in the last column. It is observed that the proposed method can detect objects from the images of low-contrast and/or nonuniform illumination.
Experiment on real images
We also test our proposed model on medical images and texture images as shown in Fig. 4 . The¯rst row is an ultrasound medical image with the presence of speckle noise and low contrast between objects and background. The second row is a brain image with intensity inhomogeneity. The third row is an image of blood vessel whose contour is weak and blur. The fourth row is a MRI brain image with intensity inhomogeneity. The¯fth row is a brain tumor image. The last row is a liver image, which is di±cult to segment because the intensities of the adjacent muscle and tissue are close to the liver. From experimental results, it is observed that the proposed model can segment those objects successfully.
In addition, we perform evaluation on texture images as shown in Fig. 5 . The¯rst row is a panther puma image whose pattern is similar to the background. The second row is a tiger image subjective to nonuniform illumination, in which the tiger's stripe pattern is similar to the water wave.
Comparison with level-set methods
The proposed method is compared with two famous level-set methods: CV model and LBF model, as shown in Figs. 6 and 7 , respectively. The initial contour of CV model is a circle with center ½ic; jc and radius r ¼ ic=3, where ic ¼ n Row=2, jc ¼ n Col=2 and the size of the image is nRow Â nCol. The LBF model's initial contours are the same as the second column of Figs. 4 and 5. From Fig. 6 , it can be seen that CV model fails to segment most of the images using only global information. Based on local information, LBF model performs better than CV model; however, it fails to segment liver (the sixth image) and tiger (the last image) as shown in Fig. 7 . Obviously, the proposed method can extract object successfully from those images in Figs. 4 and 5. 
Comparisons on noisy synthetic images
We also conduct comparisons of our proposed method against CV model, 3 LBF model, 10 and Lankton and Tannenbaum 6 model using the synthetic images delineated by Gaussian noise, as shown in Fig. 8 . The four models are compared using Gaussian noise with standard deviations: 0.022, 0.037, 0.043, and 0.056, respectively. Columns (b)À(e) show the segmented results by Chan and Vese, 3 Li et al., 8 Lankton and Tannenbaum, 6 and our proposed model, respectively. It is observed that Chan and Vese 3 and Lankton and Tannenbaum 6 are unable to segment the ellipse from the di®erent noise-delineated images, and Li et al. 8 can segment the ellipse in the¯rst three noisy images. The proposed model can segment both objects from all noisy images successfully. 
where Table 1 , from which it can be noted that the mean AER of our proposed model is the smallest, indicating the best detection accuracy. Note that the mean AER of CV model and Lankton and Tannenbaum model 6 on the detected ellipse is 1, indicating failure to segment the ellipse.
Conclusion
In this paper, we propose a region-based level-set method which considers both global and local information of an image. We utilize the Gaussian kernel function to detect the intensity di®erence on the image's local region based on the CV model's global term. We also introduce a new penalty function which eliminates the large amplitude gradient on the outer region of the active contour. The experiments conducted on synthetic and real images show that the proposed method can segment objects in intensity inhomogeneous and low-contrast images successfully. Furthermore, the performance of the proposed model is superior to CV model, LBF model, and Lankton and Tannenbaum model 6 when dealing with strong noise background. 
