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Abstract 
Two-way and multi-pebble automata are considered (the latter appropriately restricted to accept 
only regular languages), and enriched with additional features, such as nondeterminism and 
concurrency. We investigate the succinctness of such machines, and the extent to which this 
succinctness carries over to make the reasoning problem in propositional dynamic logic more 
difficult. The two main results establish that each additional pebble provides inherent exponential 
power on both fronts. 
1. Introduction 
1. I. Background 
This paper continues our work in [5,9, lo] seeking exponential (or higher) discrep- 
ancies in the succinctness of finite automata when augmented with various additional 
mechanisms. It is well known, for example, that NFAs are exponentially more succinct 
than DFAs, in the following upper and lower bound senses (see [ 15, 181): (i) Any 
NFA can be simulated by a DFA with at most an exponential growth in size; (ii) 
there is a family of regular sets, L,, for n > 0, such that each L, is accepted by an 
NFA of linear size, but the smallest DFA accepting it is at least of size 2”. By duality, 
the same is true of the dual machines, sometimes called V-automata, in which branch- 
ing is universal. It is also true that AFAs (alternating finite automata), i.e., those that 
combine both types of branching, are exponentially more succinct than either NFAs or 
V-automata, and indeed are double-exponentially more succinct than DFAs. If, as in [5], 
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we denote nondetetminism by E and parallelism by A, these results establish that, 
in the framework of finite automata, E and A are exponentially powerful features, 
independently of each other (that is, whether or not the other is present), and, moreover, 
their power is additive: The two combined are double-exponentially more succinct than 
none. 
In [5] a third feature was considered - bounded cooperative concurrency, or simply 
concurrency for short, denoted by C. The C feature turns out to be very robust, mod- 
eling the kind of concurrency present in (bounded, finite-state versions of) languages 
such as Petri nets, statecharts, CCS, CSP, and many others. It was shown in [5] that C 
provides a third exponentially powerful feature, which is independent of E and A and 
additive with respect to them; the savings remain intact in the face of any combination 
of E and A, and we have, for example, triple-exponential upper and lower bounds 
when transforming an (E, A, C)-machine (i.e., an alternating bounded-token Petri net, 
or an alternating statechart) into a DFA. 
As pointed out by Pratt [ 171, exponential differences in succinctness give rise to 
interesting questions about the difficulty of reasoning about regular programs (i.e., 
regular sets of execution sequences over some alphabet of atomic program letters) that 
are represented in more succinct ways. The framework in which this issue is addressed 
is propositional dynamic logic (PDL). In the original version of PDL [7] programs 
are represented by regular expressions. The validity (or satisfiability) problem for this 
version is known to be logspace-complete for deterministic exponential time [7, 161 (in 
the sequel, all time complexities are deterministic). The question raised in [ 171 stems 
from the exponential gaps in succinctness that exist between automata and regular 
expressions. For example, it is shown in [6] that NFAs are exponentially more succinct 
than regular expressions, in the upper and lower bound senses described above. 2 Hence, 
it is conceivable that PDL in which programs are represented by automata, say, NFAs, 
instead of regular expressions, 3 requires double-exponential time - one exponential for 
transforming the NFAs into regular expressions and the other to apply the exponential 
time decision procedure for the basic version of PDL. 
In fact, this is not so: PDLn, as we may call it, signifying that the programs are 
automata enriched with the E feature, is also decidable in EXPTIME [ 11, 171. Thus, the 
differences in succinctness between regular expressions and (deterministic or nondeter- 
ministic) automata do not affect the exponential time decidability of PDL. Reasoning 
about abstract regular programs, given in any of these three methods of representa- 
tion, can be carried out in deterministic exponential time. In contrast, the succinctness 
provided by the A and C features has been shown in [lo] to be stronger, in that 
the validity problem becomes correspondingly more difficult. Technically, the main 
result of [lo] is that each of A and C adds an exponential to the time complexity of the 
* For DFAs, there are exponential lower bounds in both directions. 
3 Representing regular programs by automata, rather than by regular expressions, is tantamount to moving 
from textual iterative programs to flowcharts. 
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decision problem for PDL, and in an additive manner. Thus, for example, the validity 
problem for PDLn,*,c is complete for triple-exponential time. 
We may summarize the relevant results of [5, IO] by saying that E, A and C are 
each exponentially powerful in succinctness, but only for A and C is this power strong 
enough to affect the difficulty of the reasoning problem too. 
The starting point of the present work was to seek additional features of automata 
that would be powerful enough to yield further exponential amounts of succinctness in 
the representation of regular sets, and to be also strong enough to raise the complexity 
of the reasoning problem. We were particularly interested in finding versions of PDL 
with a decidable (but relatively simple) validity problem that requires more than triple- 
exponential time. 
1.2. Outline 
We first consider two-way automata, the “two-wayness” feature being denoted by T. 
While it is known that T-machines are exponentially more succinct than DFAs [ 191, we 
show in Section 2 that in the presence of E, A and C, this additional power disappears: 
There is a triple-exponential upper bound in transforming (E, A,C, T)-machines into 
DFAs, just as with (E,A,C)-machines. Thus, the T feature is not what we want. 
Our main results concern pebble automata. Section 3 deals with a single pebble and 
Sections 4 and 5 with multiple pebbles. Now, automata with two pebbles already accept 
nonregular sets, and we are interested in the succinctness of added features, and not on 
features that provide greater expressive power. Consequently, in Section 4 we restrict 
multi-pebble automata so that they accept only regular sets. This is done by requiring 
that the pebbles be manipulated in a stack-like fashion (only the most recently placed 
pebble can be lifted), and that the automaton behaves at all times like a one-pebble 
automaton with regard to the most recently placed pebble. Such an automaton can also 
be considered as a stack of one-pebble automata. Under these conditions, we prove 
that each pebble adds an exponential amount of power, both to succinctness of the 
representation and to the difficulty of the reasoning problem. 
Definition 1.1. For any constant c > 1, we let cIk](n) denote the k-fold exponential 
function cc ‘I, with k occurrences of c. Also, exp[k] denotes the class consisting of all 
k-fold exponential functions, for all c > 1, applied to some polynomial in the argument. 
Thus, when we use the term “an exp[k] increase in size”, or “an exp[k] blowup”, we 
mean that there is a constant c > 1 and a polynomial p, such that the increase is in 
the order of ~[~j(p(n)). 
The following summarizes our findings regarding deterministic multi-pebble auto- 
mata: 
l Transforming deterministic k-pebble automata into DFAs causes an exp[k + I] in- 
crease in size in both the upper and lower bound senses. 
l The validity problem for PDL with programs represented by deterministic k-pebble 
automata is complete for exp[k + l] time. 
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The latter appears to be the first result that provides a natural hierarchy of logics of 
programs that are increasingly more difficult to decide, and by an exponential amount 
of time at each level. 
The paper also contains results pertaining to the combination of E, A and C with 
pebbles. For example, for PDL with programs represented by (E, A,C)-machines with 
one pebble we have upper and lower bounds of exp[4], and with k pebbles (for k 2 2) 
we have a lower bound of exp[k + 31 time, but our best upper bound is exp[2k + 21. 
This leaves a gap of exp[k- 11. We feel that the combination of E and A with pebbles 
is delicate and causes problems that our current techniques cannot cope with. Extra 
work here is needed. 
1.3. Preliminaries 
We now provide brief definitions of the various automata used. We first define 
(E, A,C)-machines as in [5], followed by extensions that admit two-wayness and a 
pebble, yielding (E, A, C, T)-machines and (E, A, C,P)-machines. We also define the 
sizes of these automata. Since nondeterminism, pure parallelism, two-wayness and the 
addition of a pebble are well-known enrichments of automata, the only thing that may 
require an explanation here is C. The reader who does not want to plow through the 
following paragraphs may simply think of a C-machine as consisting of a bounded 
number of communicating DFAs. The way to add E, A, T and P is then quite natural. 
The following material, up to Definition 1.4, is adapted from [5]. 
Definition 1.2. Let .Z be a finite alphabet. Define an (E,A,C)-machine to be a tuple 
M = (M, , . . .M,, 63, Y), for some u 2 1, where each Mi is a triple (Qi, qo, Si). Here, Qi 
is a finite set of pairwise-disjoint states, qp E Qi is the initial state, and &, the transition 
table, is a finite subset of the product Qi x C x r x Qi. 4 We use r to denote the 
collection of propositional formulas over the alphabet of the atomic letters Ut Gjcv Qj. 
Finally, di, the E-condition, and Y, the termination condition, are elements of r. 
The intuition is that M consists of v automata (sometimes called M’s orthogonal 
components, or simply components for short), each with its own set of states, initial 
state and transition table. The automata work together in a synchronous manner, taking 
transitions according to the (common) input symbol being read, their internal states, 
and the condition formulas from r. These formulas are interpreted to take on truth 
values according to the states of possibly all the v components. Qi distinguishes between 
existential and universal state configurations (i.e., between E and A states), and Y 
defines halting configurations. 
More formally, a conjiguration of M is an element of Qt x Qz x . . . x QD x C* x JV, 
indicating the state each of the Mi is in, the input word and the position of M in the 
4The definitions could have been given to include s-moves too, by taking 6; to be a finite subset of 
Qi x (Z U E) x r x Qf, and modifying the other parts of the definitions accordingly. Our results all hold for 
this version too. 
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word. Thus, m f 1x1 for any configuration (41, . . . , q,,x,m). We say that a configuration c 
satisfies a condition y E r, if y evaluates to true when each symbol therein is assigned 
true iff it appears in c. Thus, e.g., (q V p)A N Y, where q, p E Ql and Y E Q2, will be 
satisfied by any configuration for which M, is in state q or p, and Ml is not in state Y. 
To define the behavior of M, let x = ~1x2.. xk be a word over c, and let t = 
(q, a, y, p) be a transition in Mi’s transition table St. We say that t is applicable to a 
configuration c = (41, . . . ,qV,x,j), if xj = a, qi = q, and c satisfies 7. A configuration 
(PI,. . . , po,x,m) is said to be a successor of c if for each i there is a transition 
(qi,x,, yi, pi) E hi that is applicable to c, and m = j + 1. A configuration is existential 
if it satisfies the E-condition @, otherwise it is universal. It is accepting iff it satisfies 
the termination condition Y. 
A computation of M on x E C* is defined in a way very similar to that of AFAs 
(see, e.g., [4]). It consists of a tree, each node of which is labeled with a configuration. 
The root is labeled with the initial configuration (qy, qi, , qf,x, 1), and a node has 
one successor node for each of its lable’s successor configurations, labeled with that 
successor configuration. Nodes are assigned l/O (accept/reject) marks, in a bottom 
up manner, as in the definition for AFAs, “or”ing the marks of the successors of an 
existential node and “and’ing those of a universal node. The input word x is accepted 
iff the root gets marked with 1. 
Definition 1.3. The size of the machine M = (Ml . . M,, @, Y) is defined to be ]M l = 
I@1 +- Iyl + C:z, PAI, w h ere the size of a formula in r is its length in symbols, and 
the size of each component automaton is defined by IMi] = I&] + Cc4,a,i’,p)E6, (3 + I?(). 
Note that if 1: = 1, the machine M is simply an AFA (in our terminology, it is 
an @,A)-machine); if, in addition, @ is a tautology, then all states are existential, so 
that A4 is an NFA (an E-machine); if @ is inconsistent, then all states are universal, 
so that M is an t/-automaton (an A-machine); if 6 does not contain two transitions 
emanating from the same state and labeled with the same symbol, then A4 is a DFA 
(an B-machine). 
Definition 1.4. An (E,A,C,T)-machine is an (E,A,C)-machine extended by being al- 
lowed to move in both directions. Input words are assumed to have end-markers. The 
transition tables of the Mi include the direction of the move, so that & is a finite subset 
of Qi x Z x r x Qi x {L,R}. A transition is applicable only if in all components it 
prescribes movement in the same direction. 
Definition 1.5. An (E, A, C, P)-machine is an (E, A, C, T)-machine extended with a peb- 
ble. The transition tables of the Mi include dependence on the presence or absence of 
a pebble on the tape cell scanned, and can prescribe placing or picking up the pebble. 
The details of this are straightforward, and are omitted. A transition is applicable only 
if in all components it prescribes the same pebble action and movement in the same 
direction. 
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The size of an (E,A,C,T)-machine and of an (E,A,C,P)-machine is defined similarly 
to that of an (E, A,C)-machine. 
We now define the exponential and multi-exponential gaps we are interested in 
establishing between the various kinds of machines. 
Definition 1.6. Let 5, and 52 be any two subsets of {E,A,C,T} or {E,A,C,P}. We 
write 51 + 42 (respectively, 51 5 &), if any tt-machine can be transformed into an 
equivalent &-machine with at most a polynomial (respectively, an exp[k]) increase in 
size. When the arrows in these notations are superscripted by an r, as in gi -+r 42, the 
intention is that the claimed-to-exist (z-machine accepts the reverse of the language 
accepted by the tt-machine, rather than that language itself, i.e., the language containing 
the words in reverse. 
Definition 1.7. Let <i and 52 be any two subsets of {E,A,C,T} or {E,A,C,P}. We 
write 51 7 52, if there is a family of regular languages L,, for 12 > 0, and a mono- 
tonically increasing function f and a function g E exp[k], such that L, is accepted 
by a [t-machine of size f(n), but the smallest [z-machine accepting it is at least of 
size U(n)). 
2. The power of two-wayness 
In this section we exhibit upper and lower bounds on the relative succinctness of 
features E, A, C and T for finite automata. The following table summarizes them. Each 
entry represents the transition from an automaton of the type indicated in the row to an 
automaton of the type indicated in the column. An entry n in the table represents upper 
and lower bounds of exp[n], a 0 represents a polynomial bound, a dash means that the 
question is trivial (usually the row type is a special case of the column type), a question 
mark represents a trivial upper bound with an unknown nontrivial lower bound. 
Table 1 summarizes known results for transformations involving E, A and C, taken 
from [5], known results involving E, A and T, some of which appear in [14, 19,201, 
new results involving E, A and T (A,T + E,A; E,T --+ E,A; A,T + E,A), and new 
results involving both C and T, with or without E and A. New results are boldfaced 
in the table. 
Sheperdson [ 191 proved that two-way automata accept only regular languages. In- 
deed, his proof shows also that the transformation to DFAs can be carried out with at 
most an exponential blowup. In our terminology, he thus shows T L 0. We reproduce 
this proof, since our proof of T + C (Proposition 2.5) draws upon it. 
Proposition 2.1 (Sheperdson [ 191). T A 8. 
Proof. Let A4 be a T-machine with IZ states, Q = {ql,. . . ,q,,}, where q1 is the initial 
state. We exhibit a DFA M’ with (n + 1) @+‘I states, such that L(M) = L(M’). A 
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Table I 
E E E 
E E A A E A A C C 
0EACACCCj T T T T T T 
E 1- 10 - - 0 -1. ‘) -? 0 - 
T 111 0 0 0 0 0 ~ - - ~ 
ET 111 0 0 0 0 0 ? - ‘? _ 0 ~ 
AT 111 0 0 0 0 0 ? ? ~ - 0 0 
EAT 2 1111 ? ? ? ? 1 l- ? ? 
CT 2 2 2 1111 ? 111 ? ~ 
ECT 2 2 2 1 1 1 1 ‘? ? 1 ? ? ? 
ACT 2 2 2 1 1 1 1 ? ? ? 1 ? ? ? 
EACT 3 2 2 2 2 ? ? ? ? 2 2 1 ? ? 
167 
A 
C 
T 
0 
0 
‘1 
1 
0 
,> 
‘I 
‘1 
state of M’ is an element of (Q U (0)) @+I). M’ will be in state (qio, qL,, , qln ) during 
the computation on some input word w before scanning some letter a, if during its 
computation on w the original machine M arrives at a for the first time in state qio, 
and for each 1 <j dn, if M scans the letter to the left of a in state qj, it returns from 
left to right in qi, in order to re-scan a. If this return never happens, i.e., A4 gets stuck 
or never returns to the a,gi, is 0. 
The initial state of M’ is (41, 0, . . . , 0). Its accepting states are the vectors containing 
an accepting state of M in the first position. The transitions of M’ are defined such that 
the required meaning of the states is preserved: From a state u = (qlo, qi,, . . , qi,,) and a 
letter a, a transition to v is defined as follows. If A4 has a right-transition (qin, a, qk, R), 
then the first element of v will be qk. If M has a left-transition (qio,u,qk,L), then we 
check if M has a transition (qik,u,ql,R), since, according to U, if M turns left with qk 
it returns with qii in order to scan II. If there is such a transition, the first element of c 
will be qj. Otherwise, if A4 contains (qii,u,ql,L), then we check the same repeatedly 
(at most n times), until M contains an appropriate right-transition. If M does not 
contain such a right-transition, or if we find 0 in some position that we check in u, the 
first element of r will be 0. The other elements of v are defined similarly. It follows 
from the construction that L(M) = L(M’) and that M’ is of size exp[l](n) (nn = 
Zn’ogn). u 
Strengthening the techniques of [19], it is possible to show that the same holds in 
the presence of E or A. 
Proposition 2.2. (E, T) -5 0; (A, T) L 0. 
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Proof. The construction is similar to the previous one, except for the contents of the 
vectors. Here, each position contains a subset of the states of M instead of a single state, 
meaning that the E-machine or A-machine A4 can arrive at each one of them by some 
computation path. The meanings of the vector states are the same as in the previous 
proof. The initial state, accepting states and transitions are defined accordingly. The 
number of states is now at most (2n)n+i, so that the machine is of size exp[l](n). 0 
If both E and A are present, the removal costs two exponentials. 
Proposition 2.3 (Ladner et al. [14]). (&A, T) 5 0. 
This proposition follows immediately from the next but for the sake of clarity of 
the next proof we bring the proof here. 
Proof. Let A4 be an (E, A, T)-machine with n states. We construct a DFA M’ similarly 
to the previous constructions. This time, each element of the vectors will be a formula 
in CNF, employing the V, A connectives. Atoms are the states of M and 0. Each formula 
represents the “status” of states in which M may be, according to the computation paths 
of A4 on the input word, in the sense of the previous proofs. We omit the details. 
The initial state is (ql,O,. . . ,O). The accepting states are all the vectors for which 
the first position contains a formula that becomes true when substituting each accepting 
state by TRUE and the other atoms by FALSE. The transitions are defined such that 
the meaning of the states is preserved. From a state (as, CII, . . . , a,) and an input letter a, 
M’ moves to state (/Is, pi,. . . , /3,,), where /?s is obtained from aa by exchanging each 
state q appearing in CIO with the formula representing the “status” of states that M 
would reach from q and renormalize to CNF. 
Since a CNF formula is a set of sets, we have 22(“+‘) different formulas, and hence 
there are (22(“+‘) )cn+‘) different vectors of size n + 1. Thus, the size of M’ is 
ex&%). 0 
Proposition 2.4. (&A, T) A A; (&,A, T) & E. 
Proof. Let A4 be an (E, A, T)-machine with n states, Q = (41,. . . , q,,}, and let M’ be 
the equivalent DFA constructed in the previous proof. We construct an A-machine M”, 
similarly to the previous constructions. As in the proof of Proposition 3.3, the states 
will be vectors of subsets of states of M. These subsets will replace the E feature of 
M. The transitions of M” are defined using M’, as follows. Let Q = (Qo,. . . , Q,,), 
for Qi C Q, be some state of M”, and let a be an input letter. Among the states of 
the DFA M’ there is a state % = (~0, c11 ,..., tin), such that for each O<i<n, ai is a 
disjunction of the elements in Qi. Assume that, when seeing a, M’ moves from 2 to 
B = @O,Pl , . . . ,pn). Recall that each /Ii = yi, A.. . A yik, is a formula in CNF. We now 
define transitions from 9, when seeing a, to all the vectors (PO,. . . , P,,), where each 
Pi is the set of states in yij, for some 1 <j < ki. 
The proof for E is dual. 0 
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In contrast to the T 5 0 bound, T can be replaced by C or by alternation without 
an exponential blowup. First, the case of C: 
Proposition 2.5. T + C. 
Proof. Let A4 be a T-machine with n states, 41,. . , q,,. We exhibit a C-machine M’ 
with O(n3) states and O(n4) transitions, that mimics the simulation process of M by 
a DFA. Let us denote by M” the DFA constructed in the proof of Proposition 2.1. 
M’ will consist of a control component and two groups of n + 1 components, denoted 
A and B (see Fig. 1). Each group represents a vector of n + 1 states of A4 (or 0), 
with the same meaning as in the previous proofs. A encodes the current state, and B 
computes the next state of M”. The new state is then copied from B to A, and the 
process is reiterated. 
A typical subcomponent of B, say Bi, is used to compute the state q to which M 
returns when it moves left in state qi. Bj contains an initial state, as well as IZ states 
that are displayed along the last line of Bi in the figure and are denoted by 1 I, , I,, 
Their role is such, that when q has been computed M’ will be in the bottom state that 
represents q. To carry out the computation, Bi contains an additional n x n states. In 
the simulation of A4 by the DFA M”, q is determined by repeatedly checking the state 
in which M is when it returns for the first time since last moving left. This needs to 
be done at most n times, and is simulated by the n x n states in B,. When there is 
a left-transition in M, M’ passes to the next column according to the information in 
A 
R 
B, ,_____....._____....._____ 
:?I 
0 0 *** 0 
00 **- 0 
. . 
. . 
. . 
00 . . . 0 
A / ,__._..____._...., 
: -Y - 
-0 q,, j 
I 
q,, : 
% 
\ : . . . 
\ . 
:\: 
: \ 
’ q,,, I 
. . . . . . . . . . . . . . . ...’ 
B, .. . . . . . . . . . .._........ 
-Yl 
00 -*a 0 
00 -a- 0 
1 . 
. . 
. . 
00 . . . 0 
. . 
Fig. 1, The general structure of M’ in the proof of Proposition 2.5. 
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according to the appropriate component of A in which M’ is 
is a right-transition, M’ enters the corresponding state in the 
Here, for example, is how we would construct Bi (see Fig. 2): If M has a left- 
transition from q1 into q3, then M’ has to check in which state M would return if it is 
in state q3 and it turns left. Therefore, we define a transition from the initial state into 
pii, for 16 i < n, in the first column, with the condition “in qsi” (qsi is the ith state from 
the top in A3). Similarly, we define the same transition from each pii, 1 <i <n - 1, 
into each pk(i+i), 1 <k <n. If M has an additional left-transition, for example from q3 
to q6, we define the following transitions in Bi : From each psi, 1 < i d n - 1, into each 
of the pk(i+i), 1 <k d n, with the condition “in qek”. Now, if there is a right-transition 
in M, e.g., from q2 into q4, then we define transitions from all p2k, for 1 <k<n, into 
14 in the bottom row. 
Verifying that this construction does the job is tedious, but straightforward. 0 
This proof can be extended to work for (E, T)-machines, similarly to the extension 
of Shepherdson’s original proof for the case (E,T) A 0, by using subsets of states as 
elements of the vectors: 
Proposition 2.6. (E, T) -+ C. 
. . . : 
. 
. 
Fig. 2. The inners of B1 from Fig. 1. 
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Sketch of Proof. The general structure of the C-machine is similar to the C-machine in 
the former proof. The only difference is that each location in the vector will represent 
a subset of n states, by having by n components of two states each that denote the 
presence or absence of the appropriate state in the subset. 0 
From Proposition 2.4 and the E 4 C result of [5], we obtain: 
Proposition 2.7. (&A, T) -!+ C. 
Birget proves in [2] that any T-machine can be simulated by an AFA with a poly- 
nomial growth in the number of states. This AFA is of the richer kind, possibly 
containing arbitrary Boolean functions of the states on the transitions. In terms of 
machine size, the resulting AFA is exponentially larger than the T-machine, since the 
proof in [2] uses the simulation of a DFA by an AFA via the reverse language, a 
process that decreases the number of states only, but carries the size in the formulas 
along the transitions. However, using a C-machine along the way, we can, in fact, 
show T + (E,A), and even the following stronger result: 
Proposition 2.8. (E, T) -+ (E,A). 
Proof. We have (E, T) +r (E,T) + C. We now use the C 4’ (E, A) bound from 
[12]. 0 
Proposition 2.9. (EJ) --) (C, T). 
Proof. Again, from [12] we obtain (E, A) jr C, and then use the trivial C -+1 
(CT). 0 
Proposition 2.10 (cf. Drusinsky and Hare1 [5]). For any < &{E,A, T}, (C, <) L <. 
Proof. As in [5], simply simulate the behavior of a (C, O-machine M by a 
t-machine whose set of states is the Cartesian product of the states in M’s component 
machines. Cl 
The rest of the upper bounds appearing in the table follow easily from the known 
ones. For example, that (E,A, T) L C holds, follows from (E, A, T) -!+ E + C; that 
(E,A,C) -1, (C, T) holds, follows from (E,A,C) L (E,A) -+ (C,T); that (C,T) L C 
holds, follows from (C,T) -!+ T 4 C; and that (E,A,C,T) -% C holds, follows from 
(E,A,C,T)A(E,A,T)&. 
All the lower bounds can be proved using the sample languages appearing in [5,12]: 
L = {4ww4 I w 6 (0, 1)“) 
Kn = {$ww2$I ~471,~~ E {O,l)“,~l # ~2) 
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v,={~w#w,$w2...$w,$~w*,. ..,wm,w E (0, I}“, and for some i, Wi = w} 
u, = {$w,$wz .. . Sw,#wi+ 1 WI,. . . ) w,,w E (0, l}“, and for some i, wi = w} 
For example, T -+ E and (T, C) --) E can be proved using L,, as follows. There is a 
1 2 
(T,C)-machine M of size O(logn) that computes L,. M uses two counting components 
(see [5]), one to count the first IZ bits, and for each such bit the second is used to reach 
the corresponding bit in order to verify equality. In contrast, the smallest E-machine 
for L, must contain at least 2” states. 
T _T’ A and (T,C) 7 A can be proved similarly, using K,,; (E,A, T) _r’ (E, A) and 
C 7 (E, T) can be proved using V,; and (E, A) -;’ T can be proved using U,,. 
3. A single pebble 
Blum and Hewitt [3] (see also [13]) proved that one-pebble automata accept only 
regular languages. Indeed, their proof shows also that the transformation to DFAs can 
be carried out with at most a double-exponential blowup, i.e., they really prove P f 8. 
Strengthening their techniques, we can prove the following result, and a matching lower 
bound appears in Theorem 4.7: 
Theorem 3.1. P -!+ E. 
(Note: This result, and that of Proposition 3.2, were proved independently in [2], based 
upon a claim appearing in [l].) 
Proof. Let M = (Q, Z’, ql,d,F) be a P-machine with Q = (41,. . , ,q,,}. We first build 
a T-machine M’ that operates on words over a new alphabet: 
c’= {(~,Pl,...,P,)lQ E c, and for all i, 1 di<n, pi E Q U (0)). 
With each input word x E C* we associate a new word x’ E (C’)*, obtained by replacing 
each letter a in x by the vector (a, ~1,. . . , p,,) that describes the following behavior 
of M: If A4 scans the present letter with qi, keeps going and then returns to the same 
position without using the pebble in the interim, we let pi be the state it4 is in when 
it thus returns. If this does not happen, we let pi = 0. 
The states of M’ are those of M, and the transitions of M’ are defined such that M’ 
simulates M without using a pebble. All transitions in M that do not include picking 
up or placing the pebble will be in M’, with the appropriate changes in the input 
symbols. For transitions in M in which M places the pebble, we define a transition to 
the state that M enters upon picking up the pebble for the first time thereafter. This 
state can be determined by the information in the letter and the transition of M. This 
part of the construction implies that if XEL(M) then x’ EL(M’). 
In order to satisfy the other direction, i.e., that if any y E (C’)* is accepted by M’ 
then the word obtained from y by projecting out the states is accepted by M, the 
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automaton has to make sure that the vectors replacing the letters of the input word x 
are consistent with the operation of M on x. Therefore, we build another T-machine, 
M”, whose role is to check the mutual consistency of the vectors in the input word. 
M” scans the input word twice - first from left to right and then from right to left. 
During the first scan it considers each state for which A4 contains a left-transition, 
verifying that the appropriate position in the vector contains the state in which M 
returns. Similarly, in the second scan it checks the same for those states for which 
M contains a right-transition. This check seems to require exponentially many states, 
but with some careful programming M” can be made to have only O(n3) states. Here 
is how. It checks the vector element by element; to check some element, it employs 
n2 + II states and uses the information on the input letter. (Part of this idea is similar 
to that used to construct B in the proof of Proposition 2.5.) Note that when checking 
the vector replacing some input letter, M” has already checked the vector appearing in 
front of that letter. Hence, it can assume that the information there is consistent with 
the operation of M on x. Thus, the T-machine obtained by concatenating IV” and M’, 
denoted A4”‘, contains 0(n3) states and exp[l](n) transitions. (Note that going from 
M’ to M”’ does not cause the first direction to be violated.) 
We now simulate M”’ by a DFA U, which causes an exponential blowup in the 
number of states only. Hence, the total size of U is exponential in n. Finally, we simply 
replace each letter (a, ~1,. . . , p,,) by a, thus causing U to become an NFA V of the 
same size as U. Moreover, x E L(M) iff x’ E ,(iV”‘) iff x’ E L(U) iff x E L(V). il 
The presence of nondeterminism does not make things worse: 
Proposition 3.2. (E, P) & E. 
Proof. Let M be an (E,P)-machine with n states. The simulation is similar to the 
one in Proposition 3.1, except for the following. Here we simulate M by an (E, T)- 
machine (not a T-machine) with polynomially many states and exponentially many 
transitions, using a new alphabet that consists of vectors containing subsets of states of 
M. We then simulate this machine by a DFA with exponentially many states, replace 
the vector-symbols on the transitions by the original symbols, obtaining an E-machine 
of exponential size. 0 
For alternation, however, we have the following, with Theorem 4.13 providing the 
matching lower bound. 
Proposition 3.3 (Goralcik et al. [8]). (E,A,P) 4, E. 
Proof. Let M be an (E,A,P)-machine with n states. Here, we use a new alphabet 
that consists of vectors containing formulas in CNF as in the proof of Proposition 2.3. 
We first simulate A4 by an (E,T)-machine with exp[l](n) states and exp[2](n) transi- 
tions, and then simulate it by a DFA with exp[2](n) states, and replace the symbols 
as before. 0 
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4. Multiple pebbles 
In our current work, we are interested in the added succinctness of mechanisms for 
accepting regular sets. However, pebble automata with more than one pebble can accept 
nomegular languages too, leading out of our realm of interest. For example, a 2-pebble 
automaton exists for {h$w$ ( w E (0, l}*}. H ence, we first restrict the behavior of 
multi-pebble automata, and show that the restricted machines accept only the regular 
sets. 
Definition 4.1. A kP-machine, for k 3 1, is a two-way automaton with k pebbles, 
Pl , . . . ,Pk, that adheres to the following restrictions: 
(1) pi+l may not be placed unless Pi is already on the tape, and Pi may not be 
picked up unless Pi+1 is not on the tape. (Thus, pebbles are placed and picked 
up in an LIFO style.) 
(2) Between the time Pi+, is placed and the time that either Pi is picked up or 
Pi+2 is placed, the automaton can traverse only the subword located between 
the current location of Pi and the end of the input word that lies in the direction 
of Pi+*. Moreover, in this subword, the automaton can act only as a 1 -pebble 
automaton with pebble Pi+l. In particular, it is not allowed to lift up, place, or 
even sense the presence of any other pebble. 
Intuitively, a kP-machine can be viewed as a stack of (at most) k l-pebble automata. 
At any given moment in time, only the automaton at the top of the stack gets to work 
on the input word. An automaton is put on the stack (and is thus set to work) when a 
pebble is placed. The automaton is popped, leaving the next automaton on the stack to 
resume work, when a pebble is picked up. In addition, each automaton operates only 
on the subword located between the previous automaton’s pebble and the appropriate 
end of the word. 
Theorem 4.2. For any kZ 1, kP 5 E. Thus, kP-machines accept the regular sets, 
and kP 2 0. 
Proof. We actually prove a stronger result, by induction on k. We let kP be partially 
nondeterministic, being allowed to act nondeterministically as long as all the pebbles 
are placed. 
For k = 1, (E, P) -!+ E by Proposition 3.2. Assume that k > 0 and kP -% E, and 
let A4 be a (k + 1 )P-machine of size n. Without loss of generality, assumes that an 
input word is accepted if M reaches an accepting state and no pebble is located on the 
word. We imagine the simulation to be using two copies of M. The first is used until 
Pk is placed, at which time it passes control to the second copy, which operates as a 
1 -pebble automaton with pebble Pk+i . When Pk is to be picked up, control is returned 
to the first copy. We simulate the second copy, which is actually a l-pebble automaton, 
by an E-machine, and then use the inductive hypothesis to complete the simulation. 
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More specifically, we first build two copies of M, denoted M’ and M” (see Fig. 3). 
Each state in M” that A4 enters after placing Pk is called an “entering state”. Each 
state of M” in which Pk is picked up is called an “exiting state”. All transitions in M” 
that involve a pebble from among PI,. . . , Pk are eliminated, as are all transitions in M’ 
that involve &+I. Now, instead of just having one copy of M”, we do the following: 
For each pair (q, p), where q is an entering state and p is an exiting state, we have a 
separate copy of IV”, denoted M&,. For each transition from r into a q in which Pk is 
placed, we define a transition from the copy of r in M’ to all the entering states q in 
the copies IV&. For each transition from p to s in which Pk is picked up, we define 
c-----J (k+l)P M 
Fig. 3. Illustration for the proof of Theorem 4.2 (downarrow = placing pebble; uparrow = picking up 
pebble). 
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transitions from all exiting states p of the copies A4& to the s of M’. The fact that 
the compound machine is equivalent in its behavior to the original M follows directly 
from the limitations on kP-machines. 
We are not done yet, since this machine still uses k + 1 pebbles. Each copy M& 
is now viewed as a l-pebble automaton, with initial state q and accepting state p, 
and working on the subword between the pebble Pk on one side of the head and the 
endmark of the original input word on the other. We say that this subword is accepted 
if A4&, reaches the Pk end of it in an accepting state. Each such A4& is now simulated 
by an E-machine (with no pebble) by Proposition 3.1, causing an exponential growth 
in size. To the resulting machine we add a portion, which, upon acceptance of the 
subword, takes the head directly back to Pk’s location. Finally, we connect M’ to 
the entering states of the simulated copies A4&. In this way, we obtain an automaton 
with k pebbles that is exponentially larger than M. (Note that this connection of M’, 
and the translation of the A$, into E-machines, can cause the automaton to become 
nondeterministic.) By the inductive hypothesis, we can simulate the resulting automaton 
by an E-machine with an additional exp[k] increase in size. 0 
The previous proof can be seen to work for nondeterministic kP-machines too: 
Proposition 4.3. For any k > 1, (E, kP) 5 E. 
We now prepare for the matching lower bound. Extending the ideas appearing in 
[lo], we define k-level index words (see Fig. 4): 
Definition 4.4. Let n be fixed. A word of degree k over n, called a k-word, is defined 
inductively as follows. A O-word is any word in (0, 1)“. A (k + I)-word is a word w 
over {O,l,$i,. . ., $k+l} Of the fOIYII w = w&$k+l . . W,b,$k+l, where m = zLk+“(n) 
- 1, and for all i, 0 <i <m, bi E (0, l} and Wi is a k-word whose derivative is the 
number i written in binary. The derivative of a k-word w, denoted by w’, is defined as 
follows. For a O-word w, take w’ = w, and for a k-word w = w,bO$k. . . w,,,bm$k, take 
w’ = b0 . . . b,. The (k - 1 )-words that appear inside a k-word are called its indices. 
Lemma 4.5. There is a kP-machine of size O(n), which, given an index x followed 
by a k-word y (respectively, preceeding a k-word y), finds the location of x in y. 
More precisely, for k> 1, let w = wl$xaw2$y$w3 (respectively, w = wl$y$w2$xaw3), 
2-w& LLLLLdotuLuLLlo . . . IJULLLIO 
3-ward L.-ICI . . . unh . . . MO . . . i.uu_~nA 
Fig. 4. Schematic form of index-words 
N. Globerman, D. Hare11 Theoretical Computer Science 169 (1996) 161-184 117 
where wl,w2,w3,%Y E {O,l,$l,...,$k)*, x is u (k - I)-word, a E (0, l}, anu’ y = 
yobo$k.. . ymb,& is a k-word. Then there is a kP-machine of size O(n) thut identijies 
the yi thut is identical to x. 
Proof. First note that there must be a yi as in the lemma, since y is a k-word and 
x is a (k - 1)-word. We now prove the claim by induction on k. We deal with the 
case where x is followed by the k-word; the dual case is proved similarly. For k = 1, 
let w = wt$xawz$y$w3, where x E (0, 1)“. y = yob& . . . y,b,$l, yi E (0, l}“, and 
bi E (0, 1 }. The P-machine M that finds the yi that is identical to x places the pebble 
in front of each yi in turn, comparing it with x, until it finds the identical one. Since 
1x1 = n, the comparison can be done by running forward n bits and backwards IZ - 1 
bits, comparing the appropriate pairs. The size of A4 is O(n), since we must count to n. 
Let k 3 1, and assume there is a kP-machine M’ that finds a (k - 1 )-word within a 
k-word. Let w = w,$xaw2$y$w3, where x is a k-word and y is a (k + I)-word. We 
construct a (k + l)P-machine M that compares x to each yi, i = 1,2,. . , m, in order. 
Recall that yi is of the form ztct$k . . .zp,$k, where each index zi is a (k - 1)-word 
and cj E (0, l}. M runs through the zi in turn doing the following. It places the first 
pebble in front of the current zj, and uses the assumed-to-exist kP-machine M’ to find 
zj in x. It then compares their next bits. If they are identical, then if all indices of y, 
have been checked it stops, and if there are more indices in yi, it moves the first pebble 
to the next such index, i.e., to z,+t, and keeps going. If the bits are not identical, M 
moves the first pebble to yi+t, and tries again there. Before moving the first pebble, 
A4 picks up all the other pebbles. Clearly, M is a (k + l)P-machine, and is of linear 
size. C 
Lemma 4.6. Let k > 0, and let w = x$y$z for some symbol $ +I! xyz. Then there is u 
kP-machine of size O(n) that checks whether y is a k-word. 
Proof. By induction on k. Clearly, there is a DFA of linear size that accepts O-words, 
by counting up to n. Assume that the claim holds for k 30. Let w = x$y$z, with 
$ 6 xyz. We exhibit a (k + l)P-machine M that checks if y is a (k + 1)-word. By the 
inductive hypothesis, we can use k pebbles from M to check that every index in v 
is a k-word. Now, M picks up all the pebbles, and verifies that the derivative of the 
first index is a sequence of OS and the derivative of the last index is a sequence of 
1s. It now has only to check that the values of the derivatives of consecutive indices 
are consecutive natural numbers. This is done by finding the first nonidentical pair of 
corresponding bits in the two indices, and verifying that all bits following the first of 
these are 1 and the ones following the second are all 0. Recall that there is a (k - l)- 
word prefixing each bit, which serves as an internal index. Comparing corresponding 
bits is done by moving the first pebble from internal index to internal index. After 
marking some internal index, M finds it in the next index using k pebbles by Lemma 
4.5, and compares the appropriate bits. Thus, M uses a total of k + 1 pebbles, and is 
of linear size. 0 
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Now for the lower bound: 
Theorem 4.7. For each k 2 1, kP z 0, and kP 7 E. 
Proof. Let k > 1, and define L, = {$w,$w2 ’ . . $w,#w 1 m 2 1, WI,. . . , w,, w are all 
(k - 1 )-words, and for some i, wi = w}. We construct a kP-machine A4 of size 
O(n) that accepts L,. M first checks that the input word is a sequence of (k - l)- 
words, using k - 1 pebbles as in Lemma 4.6. Now, M scans the wi’s in order, using 
the first pebble, and compares them to w. If k = 1, then w and all the wi are O-words, 
and the comparisons can be made by counting to n forwards and backwards. If k > 1, 
then after placing the first pebble in front of some wi, A4 proceeds to move it along 
the indices in wi. Each index x, which is really a (k - 2)-word, is found using k - 1 
pebbles by Lemma 4.5, and M then compares the subsequent bit. Thus, M uses a total 
of k pebbles, and its size is O(n). 5 
To complete the proof, note that the smallest DFA accepting L, must contain at least 
21k+‘l(n) states, since there are 21kl(n) different (k - 1)-words and it has to be able to 
distinguish all 21k+‘l(n) different subsets thereof. An E-machine, therefore, must have 
at least 21kl states. 0 
We now prepare for analogous results on alternating k-pebble automata. The best 
upper bound we were able to obtain for the difficult combination of E and A with 
pebbles involves a restricted kind of multi-pebble automaton. The lower bound in 
Theorem 4.13 is way below it for more than one pebble, so that more work seems to 
be needed here. 
Definition 4.8. A limited-(E, A, kP)-machine, or simply an I-(E, A, kP)-machine for 
short, is an (E, A, kP)-machine that never picks up pebbles. 
Theorem 4.9. For any k 2 1, l-(E, A, kP) 2 E. 
Proof. By induction on k. For k = 1, (E,A,P) 5 E, by Proposition 3.3. For k 2 1, 
assume that I-(E,A, kP) 2 E, and let M be an I-(E,A, (k + l)P)-machine of size n. 
We construct an automaton similar to the one constructed in the proof of Theorem 4.2. 
This time, the number of copies of M” is the same as the number of entering states, 
and the accepting states of the copies of M” are the accepting states of M, instead of 
its exiting states. We connect M’ to the entering states of the M” by all transitions 
that involve placing Pk. It is not necessary to connect the copies of M” back to M’, 
because no pebbles are picked up. Each copy of M”, which can be seen to be an 
5 Note that in this construction the first pebble is used both to pass from k-word to k-word and to pass 
from index to index within the k-word being checked. Hence, we couldn’t have naively used the fact that 
k pebbles can check the equality of two marked (k - 1)-words within a given word (see Lemma 5.1). 
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(E,A, P)-machine, is now simulated by an E-machine with a double-exponential in- 
crease in size. The resulting automaton is thus an Z-(E, A, kP)-machine of size exp[2](n), 
and is equivalent to M. By the inductive hypothesis we can simulate this machine by 
an E-machine with an additional exp[2k] increase in size. q 
To prepare for the lower bound, we prove claims similar to those in Lemmas 4.5 
and 4.6. Instead of kP-machines, they involve I-(E, A, (k - 1 )P)-machines. 
Lemma 4.10. Let k 3 1, and let w be as described in Lemma 4.5. Then there is an 
I-(E,A, (k- l)P)-machine of size O(n) that checks if there is an i for which xa = yib,. 
Proof. By induction on k. For k = 1, let w = WI $xawz$ywj, where x E (0, 1)" is 
a O-word, y = yobo!fq . ..ymb.,,$l, y1 E (0, l}“, bi E (0, l}, and y is a l-word. We 
construct an (E, A, T)-machine M that verifies that xa is identical to some yib,. First, A4 
uses nondeterminism (i.e., E) to guess that appropriate yibi. It then uses A to compare 
the n + 1 bits in parallel, by moving to the left and counting up to n to find the right 
place in xa. The counting causes the size to be O(n). 
For k > 1, assume there is an (E,A,(k- l)P)-machine for checking if some (k - l)- 
word appears within a k-word. Let w = wl$xawz$yw3, where x is a k-word and y is a 
(k + 1)-word. Construct a (E,A, kP)-machine M that first guesses the appropriate yibi 
using E. It then places the first pebble in front of each z;ci in parallel, using A, and 
then uses the assumed-to-exist (E, A, (k - 1 )P)-machine to complete the checking. M 
uses only k pebbles and is of linear size. 0 
Lemma 4.11. Let k2 1, and let w = x$y$z, for some symbol $ +I xyz. Then there is 
an I-(E,A,(k - l)P)-machine of size O(n) that checks whether y is a k-word. 
Proof. For k = 1, we do not need the pebble, as there is an easy way to construct 
an (E,A, T)-machine for this. For ka 1, let M’ be an I-(E,A, (k - l)P)-machine of 
size O(n) that recognizes k-words, and let w = x$y$z. We construct an I-(E, A, kP)- 
machine A4 to check if y is a (k + 1 )-word. In parallel, M does the following: (i) 
Checks that every index in y is a k-word, by applying M’ in parallel to all indices; (ii) 
verifies that the derivative of the first index is a sequence of OS, and the derivative of 
the last index is a sequence of 1s; and (iii) checks, in parallel for all pairs of adjacent 
indices, that derivatives grow by 1. This third task is carried out by using E to guess the 
first nonidentical corresponding bits, and checking what has to be checked in parallel 
(see the proof of Lemma 4.6). To verify that all the previous bits are identical, M 
places the first pebble in front of the index, positions itself, using A, in front of the 
bit to be checked, and uses the I-(E, A, (k - l)P)-machine of Lemma 4.10. Similar 
I-(E, A, (k - 1 )P)-machine’s are used to verify that the guessed bit is nonidentical to 
its corresponding bit, and to check whether the remaining significant bits are 1 in the 
first index, and 0 in the second index. 
The resulting machine uses k pebbles and is of linear size. 0 
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Lemma 4.12. For each kb0, there is an I-(E,A, kP)-machine of size O(n) that checks 
if two k-words appearing as marked subwords of a given word are identical. 
Proof. For k = 0, the claim is trivial. For k > 1, let w = wi$x$wz$y$ws, such that 
x and y are k-words. The I-(E,A, kP)-machine has to verify that each index in x, 
taken with its subsequent bit, appears in y. This can be done by working in parallel, 
placing the first pebble in front of each index in x (which is a (k - 1 )-word), and using 
the I-(E, A, (k - l)P)-machine from Lemma 4.10 to complete the check. The resulting 
machine uses k pebbles and is of linear size. 0 
Theorem 4.13. For each k > 0, I-(E, A, kP) s 0 and I-(E, A, kP) z E. 
Proof. Define L, = {$wr$w~ . . . $w,#w 1 m 2 1, WI,. . . , w,, w are k-words, and for 
some i, wi = w}. We exhibit an I-(E,A, kP)-machine M of linear size that accepts 
L,. M checks that the input word is a sequence of k-words according to Lemma 4.11. 
(For this it needs only k - 1 pebbles.) 
In parallel, it guesses an i, and checks, using k pebbles, if wI is identical to w, by 
Lemma 4.12. However, the smallest DFA accepting L, is of size at least 2rk+‘](n) (see 
proof of Theorem 4.7). 0 
To complete our results on succinctness, we note the following. Both the upper and 
lower bounds we have established for t-machines, for any 5 G{ E, A, kP}, grow by an 
exponential if bounded concurrency (i.e., the C feature) is added. The upper bounds 
are obtained by taking the Cartesian product of states to translate a (C, o-machine into 
a <-machine with a blowup of exp[l], as in [5]. The lower bounds can be proved as 
we did here, but by using the C feature to count to n wherever needed with O(log n) 
states, rather than O(n), as in [5]. 
5. PDL of multi-pebble automata 
In this section we show that the validity problem for PDLkr is complete for (k + l)- 
fold exponential time. 
Lemma 5.1. For each k>O, there is a kP-machine of size O(n) that checks if two 
(k - l)-words appearing as marked subwords of a given word are identical. 
Proof. The kP-machine scans the indices of the first (k - 1 )-word one by one, using 
the first pebble. After marking an index x, which is a (k - 2)-word, it finds x in the 
second word using k - 1 pebbles, according to Lemma 4.5. 0 
Theorem 5.2. The ualidity problem for PDLkp is complete for deterministic exp[k+ l] 
time. 
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Proof. The upper bound is obtained by first transforming the kP-machine into an 
E-machine with an exp[k] growth in size, as per Theorem 4.2, and then applying the 
exponential time decision procedure for PDLs (cf. [ 111). We now prove a matching 
lower bound. 
The basic framework of the proof is similar to the proofs appearing in [9, IO] for 
PDLc and PDL*,s,c. These, in turn, extend and generalize the original proof of [7] 
for PDL. The idea of the proof in [7] was to simulate a linear-space-bounded alter- 
nating Turing machine in PDL. Given such a machine h4, and an input word x, a 
formula F’M,~ is constructed in polynomial time, such that M accepts x iff FM,~ is 
satisfiable. This can be shown to prove the desired result, since if FM,~ were satisfi- 
able in less than exponential time it could be decided whether x is accepted by M 
in time that would contradict the space bound on M for an appropriately chosen x, 
since APSPACE=EXPTIME. The formula F M,* is constructed in such a way that any 
satisfying model must “contain” a computation tree of M on x. 
The proofs in [9, lo] work similarly, except that, since the required time bounds for 
the PDL’s considered there were exp[2] and exp[3], the alternating Turing machines 
had to be bounded by space exp[l] and exp[2]. Much of the groundwork for what we 
call here k-words was also set up in [lo], so that building upon that we are able to 
carry the technique through for our purposes here. We now describe the main parts of 
the proof; more details can be found in [lo]. 
Let M = (Q Z, r, qo, b, 6, U) be an alternating Turing machine operating in space 
bounded by exp[k], and let x be an input word of size n. We define a linear size formula 
FM,~ in PDLkp, that “forces” an encoding of each configuration of M of length 2ik](n) 
by a sequence of 21kl(n) states in any satisfying model. 6 More specifically, there is 
one state for each cell of M’s tape, and every two such states are separated by a 
sequence of states that represents an index indicating the location in the configuration. 
Indeed, we represent a configuration of length 21kl(n) by a k-word whose derivative is 
the configuration itself. The formula FM,~ employs k + 4 atomic programs: one for the 
transitions between the configurations, denoted by F, one for the transitions between 
locations inside a configuration, denoted by g, and k + 2 atomic programs used to 
“encode” the indices, denoted by 0, 1, $1,. . . , $k. 
The atomic formulas are: P,, where CJ E r, Q4, where q E Q, and H. Informally, P, 
means that the current cell contains rr, Q4 means the current state is q, and H means 
that the head is positioned at the current cell. In the original proof for PDL [7], n 
atomic formulas P,,j were used (where n is the length of the configuration), with PO,, 
meaning that the cell at location i contains rr; similarly, Hi was used to indicate that 
the head is at location i. With this setup, the model satisfying the formula consisted of 
a state for each configuration in the computation, and in this state the atomic formulas 
that precisely describe this configuration were all true. In our case, the length of the 
6 We assume, without loss of generality, that the basis of the exponentials in the space bound on A4 is 2. 
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configuration of 2Lkl(n), but we would still like to describe the machine’s behavior by 
a formula of size O(n). To this end, we use P,, and we will make sure that P, is true 
in any state of the model that corresponds to a cell containing C. The location of the 
cell (i.e., the i of the corresponding Po,i from [7]) will be represented by a sequence 
of states in the model, as explained earlier. Similarly, H is true in one state of the 
configuration only - the one corresponding to the cell that is pointed to by the head. 
FM,~ is constructed as a conjunction of formulas, some for stating that the model 
indeed represents a computation of M (e.g., the transitions from configuration to con- 
figuration are according to the those of M, etc.), and others that guarantee that every 
model satisfying the first set of formulas indeed describes a computation of M. In order 
to construct these formulas, we use several automata. The more complex and bigger 
of these automata are of size O(n) only, and now we describe them: 
(1) 
(2) 
A kP-machine, denoted A, that checks if all the indices represent increasing 
sequences; i.e., that we have a k-word. By Lemma 4.6, such a machine exists, 
and is of linear size. 
A kP-machine, denoted B, that moves from a state representing some location 
in the configuration to the corresponding location in the next configuration. It 
has to be able to move from any index to the identical index in the next con- 
figuration. In attempting this, it has to be able to check if the two indices are 
identical. Since the indices are (k - 1)-words, by Lemma 5.1 such a machine 
exists, and is of linear size. 
We also use additional kP-machines, R and L, that move from a state in the model 
corresponding to some tape cell to the state corresponding to the following or previous 
cell in the same configuration, respectively. 
We now describe some of the formulas constituting FM,,. Letting x = ~1 . . . CT,,, the 
following formula describes the initial configuration, by asserting that the first n cells 
contain 61, . . . , rs,, the head is located at the first cell, and from cell n + 1 onward there 
are only blanks: 
;i [k;R’]P,, A [t-1(-H A [R]H A [R’R*]lH A [R”+‘R*]Pb). 
I=1 
The next formula asserts that the contents of cells not pointed 
the same in the next configuration: 
[R*l A (C-H A Po) * [BE). 
OEI- 
to by the head remain 
We now assert that the state remains the same in the entire configuration: 
This formula states that each configuration is “represented” by a k-word: 
[R*](( k) true + (A; k) true). 
N. Gloherman, D. Hare11 Theoretical Computer Science 169 (1996) 161b184 1x3 
Finally, we show how to assert that the universal states behaves correctly: 
=+ A (B; RW A f’c+ A Qq/ > 
(%w:dmE6 
A A (B;L)(HAP,, AQ,,) 0 
(4,~,q:":LE6 )) 
The validity problem for PDLE,AP is also complete for (k+ 1)-exponential time, since 
by Proposition 4.3 we also have (E,RP) 5 E. 
In contrast, we have not been able to match the upper and lower bounds for pebbles 
combined with alternation: We have an upper bound of exp[2k+ l] time for PDLE,A.JP, 
but our best lower bound is exp[k + 21 time. To prove this lower bound, we use the 
previous proof starting with an alternation Turing machine operating in exp[k + l] 
space. Then, using Lemmas 4.11 and 4.12 instead of Lemmas 4.5 and 4.6, we get two 
appropriate (E,A,kP)-machines of linear size. We can also use the C feature in these 
two automata, reducing their size to O(logn) and thereby proving: 
Theorem 5.3. The validity problem for PDLE.A,c,~P is hard for deterministic 
exp[k + 31 time. 
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