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Abstract
Electricity price forecasting is an essential task for all the deregulated markets
of the world. The accurate prediction of the day-ahead electricity prices is
an active research field and available data from various markets can be used
as an input for forecasting. A collection of models have been proposed for
this task, but the fundamental question on how to use the available big data
is often neglected. In this paper, we propose to use transfer learning as a tool
for utilizing information from other electricity price markets for forecasting.
We pre-train a bidirectional Gated Recurrent Units (BGRU) network on
source markets and finally do a fine-tuning for the target market. Moreover,
we test different ways to use the input data from various markets in the
models. Our experiments on five different day-ahead markets indicate that
transfer learning improves the performance of electricity price forecasting in
a statistically significant manner.
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1. Introduction
Forecasting electricity prices accurately has been a major task, since the
establishment of the liberalized electricity markets. The players in both
sides of the market aim sensitive price prediction to optimize generation and
profit. The task has been studied in different markets separately and learning
inter-dependent information in between different markets is an under-studied
field.
Recently, deep learning methods have showcased superior performance in
predicting electricity prices [1]. In particular, recurrent neural networks have
been able to learn sequential information in time-series type data sets [2].
Most of the the literature on the application of neural networks for electricity
price forecasting has relied on single market data and available large amounts
of data from different markets have not been utilized.
Transfer Learning is a major tool to improve the performance on image clas-
sification problems. The networks can be trained on similar problems before
finally being trained on the final problem to leverage from the data to the
fullest. In this paper, we utilize the concept of transfer learning for electric-
ity price forecasting by using data from five different markets. Our major
novelties can be listed as:
1. We investigate the different ways to combine data from different elec-
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tricity markets, when training neural networks,
2. We propose the transfer learning scheme to leverage from different mar-
ket data, when training recurrent neural networks (RNN) for the task
of price prediction.
3. We provide a wide analysis of data processing and transfer learning for
five markets, which give us robust and generalizable results.
The remainder of this paper is organised as follows. In Section 2, we first
present an overview of the relevant literature in the electricity price forecast-
ing. Then, we review the literature on deep learning and transfer learning
before presenting our novel contributions in this context. In Section 3, we
provide details of our data sets and how we pre-process it. In Section 4, we
describe the methods we used in this paper, which are mainly the bidirec-
tional GRU (Gated Recurrent Units) and the transfer learning. Results are
presented in Section 5, while Section 6 discusses the findings of this paper in
the context of the literature and proposes potential future work directions.
2. Related Works
In this section, we provide an overview of the relevant literature on the elec-
tricity price forecasting, market integration, neural networks and the transfer
learning. Then, we mention the contributions of our work.
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2.1. Electricity Price Forecasting
Electricity price forecasting is a difficult task due to the nature of the elec-
tricity prices. The seasonality in various frequencies, spikes to both sides
and high volatility are the most challenging features of the electricity prices.
This tough task attracts academicians as well as practitioners from different
fields. Therefore, electricity price forecasting is developed mainly in five ar-
eas: multi-agent, fundamental, reduced-form, statistical and computational
intelligence models [3].
In multi-agent models, the aim is to match the all supply and demand in-
formation [4]. The main problem with this model is not being able to reach
the whole supply data for most of the markets. Fundamental models take
the effect of the physical and economic components into account. In this
method, variables are modelled by the other methods, then processed into
the fundamental model [5; 6]. The sub-categories of the reduced-form method
are Markov regime-switching and jump diffusion. These methods are gen-
erally successful in capturing the spikes. Geman and Roncoroni [7] apply
mean-reverting jump diffusion and Hayfavi and Talasli [8] propose a hybrid
jump-diffusion model. Markov regime-switching model separates the data
into regimes such as spike period and the stable period and forecasts the
regimes separately by forecasting the upcoming regime [9; 10]. The statisti-
cal models are mainly regression based methods. It starts with the pioneer
works of Bunn [11], Nogales et al. [12] and Contreras et al. [13]. In the
statistical part, Lasso type models [14; 15; 16] started to take the ARIMA
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(Auto Regressive Integrated Moving Averages) type models’ [13; 17; 18; 19]
place in the recent years.
More importantly, computational intelligence (machine learning) type models
outperform the statistical models in the recent works [2; 1]. The computa-
tional intelligence applications in electricity price forecasting started in the
beginning of 2000s [20; 21; 22] as well as the statistical applications, however
there wasn’t any superiority betweeen the models [23]. The context changed
because of two reasons. First one is the usage of the time-series type recur-
rent neural network models, which are Long-Short Term Memory (LSTM)
and Gated Recurrent Units (GRU) [24; 25; 26]; second one is the usage of
the deep neural networks [2; 1; 27].
One important problem in the electricity price forecasting is the generaliz-
ability of the results due to the uniqueness of the markets. Applications are
limited to single or mostly a few markets in most of the research. One im-
portant exception is Ziel and Weron [28]’s wide application in 12 different
markets. Their paper applies the statistical methods on the various Euro-
pean markets and the GEFCom 2014 data [29]. Using a number of markets
increase the robustness and makes the results more generalizable.
2.2. Neural Networks
Recently, because of the statistical methods’ limitations, various neural net-
work models are applied to electricity price forecasting problem. A wide
range study by Lago et al. shows that the machine learning methods out-
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perform the statistical methods [1]. In this study, deep learning models
such as convolutional neural networks (CNN), deep neural networks (DNN),
recurrent neural networks (RNN) and long-short term memory (LSTM) net-
works are compared with the statistical models. According to the results
of Ugurlu et al. [2], the machine learning models outperform the statistical
models; RNN models are superior to the ANN and CNN; and among the
RNN models, GRU forecasts more accurately than LSTM in the electricity
price forecasting. Moreover, they state that deep neural networks outper-
form the single layer networks. Kuo and Huang [27] propose a deep neural
network model, which combines CNN and LSTM to forecast the electricity
prices. The model is superior to various machine learning models.
2.3. Transfer Learning
Research on transfer learning (TL) has attracted attention from various field,
which can be defined as transferring the information learnt from source do-
main to a similar target domain [30]. Collecting data is expensive, which
makes transfer learning a viable option in a variety of machine learning ap-
plications [31]. Knowledge, learned from big data is transferred to target
domain which has limited data [32].
Transfer learning can be applied in number of training setups. Pre-training
can be done either supervised [33] or unsupervised [34]. Source, target do-
mains and tasks can be same or just related [30]. Even though in similar
domain and task, transfer learning improves the results, in dissimilar do-
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mains and tasks it may hurt performance [35].
Although transfer learning is not utilized in the electricity price forecasting,
it is used in the related areas recently. Tian et al. [36] proposes a neural
network based smart meter forecasting scheme by using transfer learning.
The main contribution of their model is that it needs less computational time
compared to the traditional machine learning models. In a similar research
[37], authors apply a deep LSTM model by using transfer learning to forecast
the residential scale electricity loads. Both research have relatively big data
in the transfer learning applications. On the other hand, Hooshmand and
Sharma [32] apply transfer learning in their CNN model to forecast electricity
demand, but with limited data. Their model outperforms the SARIMA
model as well as simple CNN models. In a similar effort, Laptev et al. [37]
show that transfer learning can be applied with RNNs with considerable
success.
The most related works in the electricity price forecasting literature are the
market integration papers. The pioneer work of Ziel et al. [38] use the ear-
lier announced Austrian electricity prices to forecast the German electricity
prices. Lago et al. [39] integrates the French prices to forecast the Belgian
prices. Chen et al. [40] apply bidirectional integrated market based LSTM
model to forecast the French electricity prices. Their integration part fol-
lows the framework of Ziel et al. [38] and the forecasts are compared with
the benchmark models [38; 39; 1]. Our method differs with with these ap-
plications, which input the entire available data as an input to the model.
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Instead, we do sequential training from two different domains and transfer
the knowledge gained from big data in source domain for the final training
in the target domain.
2.4. Contributions
The main purpose of this paper is to apply transfer learning in the electricity
price forecasting and examine the effect on the forecast accuracy. As it
is mentioned, there are some market integration papers in the literature,
however transfer learning by using various markets’ data is missing. In this
method, it is crucial to pre-process the data. Another contribution is the
usage of data from source markets together with the target market data
(e.g.stacking) for predicting prices in the target market. Furthermore, as
most of the electricity price forecasting research concentrates on a single
country, the robustness and generalizability of the results are increased with
the application on five different countries. It also gives us the opportunity of
investigating the similar and distinguishing points of the markets.
3. Materials
In this paper, five different day-ahead electricity markets are examined.
These are Belgium, France, Germany, Nord Pool and Turkey markets. The
data for these markets are taken in the hourly frequency [41; 42; 43] and
the forecasts are done for each hour of the following day. The training pe-
riod is from 01.01.2013 to 31.12.2014, validation period is from 01.01.2015 to
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31.12.2015 and the test period is from 01.01.2016 to 31.12.2016. Due to the
natural gas shortage in Turkey, the last 10 days of 2016 exhibit very sharp
price spikes. Therefore, as an individual case, Turkish prices are forecasted
from 01.01.2016 to 22.12.2016. Due to the daylight saving time change, for
the missing hours, average of the previous hour and the following hour is
used. When there are two prices for the same hour due to the same effect,
the average of these prices is utilized.
Figure 1 demonstrates the training, validation and test parts of the data in
the German example. The forecasts are performed day by day in the rolling
window scheme for all year to diminish the seasonality effect. In this research,
only endogenous variables are used as they are the most important elements
in the electricity price forecasting [2]. Although there are papers which work
with more than one market [44; 45; 28]; to the best of our knowledge, there
isn’t any, which covers that high spectrum of markets in a single research in
the machine learning framework.
In literature a few papers discuss integrated markets [39; 38] and Ziel and
Weron [28] cover relatively distant markets. However, in our work we have a
combination of the integrated and distant ones. Although Belgian, German
and French markets are integrated; Nord Pool and Turkish markets are the
distant ones. If we look at the correlation matrix (Figure 2), we can see that
the integrated markets; Belgian, German and French; have high correlation
numbers from 0.65 to 0.73. On the other hand, there are lower values around
0.5 between Nord Pool and these markets. Moreover, there are far lower
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Figure 1: Training, validation and test splits for the target data (in the
example of German data).
correlation values, around 0.3, between the Turkish market and the other
markets.
At this point, we applied statistical preliminary tests to the electricity price
data to check the effect of one market to another. Therefore, we applied the
Granger causality test [46] after checking the unit roots and the stationarity
by Augmented Dickey-Fuller (ADF) [47] test. All the countries’ price data
is stationary in level prices, while using the 168 lag chosen by Akaike In-
formation Criterion (AIC) [48]. The results of the Granger causality tests
show that all price series granger cause each other in very significant terms
(p-values < 0.0001). However, the results of the Johansen cointegration test
[49] exhibits that the Nord Pool prices are not cointegrated with the other
prices (Table A.3). Therefore, we can state that the Nord Pool market is not
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Figure 2: The correlation coefficients of the markets
cointegrated with the other ones.
The general characteristics of the market data plays an even more important
role than the integration level of the markets. In Figure 3a, we can see that
the Turkish market co-moves with German, French and Belgian markets in
terms of 24-hour averages from 2013 to 2016; however the peak in the evening
hours is not that obvious for the Turkish market. On the other hand, Nord
Pool market behaves completely different than all the other markets. It may
be due to the weather conditions and the high electricity usage in the night
time as well as day time because of the heating requirement. The generation
sources of the electricity also has a major effect. While the share of the
renewables increases in a market, prices tend to decrease due to much lower
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(a) (b)
Figure 3: (a) Average electricity prices for all markets according to the hours
of the day, (b) Average electricity prices for all markets according to the hours
of the week.
generation costs.
In Figure 3b, same pattern can be observed. In this graph, 168-hour averages
from 2013 to 2016 are given for all the countries. Both, low price and the
volatility levels of the Nord Pool market are the most striking outcome of
the graph. In addition, high price levels of Turkey in Saturday and Sunday
are different from other markets. However, in the weekdays, Turkish prices
co-move with the German, French and Belgian counterparts. The lowest
prices are the German prices for all hours. It proves the effect of low-cost
generation technologies, such as wind energy, in the electricity prices.
In Table 1, we can see that the general price levels are in a decreasing trend
from 2013 to 2016 in all the evaluated countries. It is mainly due to the
development in the technology and more importantly, due to the increase in
the renewable energy. The share of the generation sources affect the gen-
eral price levels. For instance, in Turkey; although the renewable share and
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Table 1: Mean standard deviation values of all markets’ data from 2013 to
2016
Belgium Germany France Nord Pool Turkey
2013 47.45 19.24 37.78 16.46 43.24 20.26 38.10 6.94 59.00 15.77
2014 40.79 12.67 32.76 12.77 34.63 13.90 29.60 5.34 56.56 12.03
2015 44.50 18.87 31.62 12.66 38.47 12.94 20.97 7.91 45.83 16.41
2016 36.46 20.73 28.97 12.48 37.50 16.53 26.91 8.95 41.93 19.66
the hydro-generation increase year by year, the electricity generation is still
heavily fossil fuels depended. As a net energy importer, especially fuel oil
and natural gas power plants cause relatively high electricity price levels. In
Germany, the effect of wind power plants show quite low electricity price lev-
els for the country. Furthermore, in Nord Pool standard deviations are very
low compared to the other countries, which turns the electricity generation
scheduling into an easier task. It allows the Nord Pool area to balance their
electricity generation smoothly.
3.1. Pre-processing of the data
We propose to generate independent 168 input, 24 output data samples.
Training samples are constituted by rolling window in timeline and the prob-
lem becomes a conventional supervised learning problem, so samples lose
temporal connection between them. Every training sample is independent,
so we can shuffle them and change the order of data. By using that, we
create samples, stack all the market data and shuffle samples. After stacking
and shuffling data (Figure 4), we have a global market data used as a source
domain for transfer learning.
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Figure 4: Pre-processing of the data for transfer learning.
4. Methods
In this section, we explain the bidirectional gated recurrent unit (BGRU)
model that we utilized for electricity price forecasting. We also introduce the
concept of transfer learning and the implementation details.
4.1. Bidirectional Gated Recurrent Unit
In time series regression, sequential data is converted to supervised represen-
tation. We used T hours lagged prices as input features, H hours delayed
prices for target values. Input sequence is a vector [50]:
XTt = {X1, X2, X3, ......., XT−1, XT}
and output sequence is a vector:
Y Ht = {Y1, Y2, Y3, ......., YH−1, XH}
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We combine input and target sequence for training. Recurrent neural net-
works is a convenient way to forecast time series data. By given input se-
quence, RNN updates hidden states ht;
ht =

0, if t = 0
f(ht−1, xt), otherwise
where f is a non-linear function that calculates affine combination of inputs
followed by an activation like hyperbolic tangent (tanh) function. Update is
calculated as:
ht = g(Wxt + Uht−1),
Although RNNs have promising results for sequential data, long time periods
may cause vanishing gradients and forgetting important information. Long-
short term memory networks (LSTM) and gated recurrent units (GRU) were
developed to overcome vanishing gradients [51; 52]. LSTM and GRU both
have gates to keep useful information from past. GRU can be a better option
because of easy implementation and better performance [53]. The activation
hjt can be defined as an interpolation between the candidate activation h˜
j
t
and the activation from previous timestep hjt−1:
hjt = (1− zjt )hjt−1 + zjt h˜jt ,
where an update gate zjt decides how much the unit updates its activation,
or content. The update gate is computed by:
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zjt = σ(Wzxt + Uzht−1)
j .
The process is resembled from LSTM unit, where a sum of new state and
existing state is calculate. The main difference with LSTM is GRU does not
control the exposed state, but has some control on each time.
The candidate activation h˜jt is defined as:
hjt = tanh(Wxt + U(rt t1))j .
where rt iindicates resert gates and  is an element-wise multiplication. The
reset gate rjt is defined as:
rjt = (Wrxt + Urht−1)
j .
Regular GRU models are only interested in forward values. For some specific
problems, information which comes after time step t can be useful. Electric-
ity prices are effected by past and future values [40]. We propose a bidirec-
tional gated recurrent unit (BGRU) to overcome the limitation of basic GRU.
BGRU utilizes two separate calculations by forward and backward pass as
shown in Figure 5.
The unfolded bidirectional network training consists of a forward pass, back-
ward pass and a update of weights [50]:
Forward pass consists of running all input data for one time slice 1 ≤ t ≤ T
through the BGRU and calculating all outputs.
a) Do forward pass just for forward states (from t = 1 to t = T ) and backward
states (from t = T to t = 1 ).
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Figure 5: Unfolded bidirectional gated recurrent unit. (Figure adapted from
[50].)
b) Do forward pass for output neurons.
Backward pass calculates the part of the objective function derivative 1 ≤
t ≤ T for the time slice used in the forward pass.
a) Do backward pass for output neurons.
b) Do backward pass just for forward states (from t = T to t = 1 ) and
backward states (from t = 1 to t = T ).
Update Weights: The weights are updated using the gradients in the back-
ward pass.
4.2. Transfer Learning
Especially for similar problems, transferring domain knowledge is a good
solution when more data is needed. Various electricity markets prices can
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Figure 6: Illustation of transfer learning. (Figure partially adapted from
[54])
have relationship [38]. In transfer learning, parameters which trained in
source domain are the initialization parameters for target domain. Given a
source domain DS and learning task TS, a target domain DT and learning
task TT , transfer learning aims to improve the learning of the target predictive
function fT () in DT using the knowledge in DS and TS, where DS 6= DT , or
TS 6= TT [30].
As illustrated in Figure 6, our source data is four markets except the selected
target market. Transferred parameters are weights and biases of BGRU.
Target task starts with the transferred parameters.
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4.3. Implementation Details
Implementations and experiments are done using the Python programming
language, using libraries (e.g. Tensorflow, Keras and the scikit-learn [55]).
Our data includes zero and negative values. Thus, we prefer to apply mean
absolute error (MAE) as the evaluation metric:
MAE = ( 1
n
)
∑n
i=1 |yi − yˆi|
We normalize the data with MinMaxScaler() before feeding it to the model.
Past 168 hours values are the input features for all models. The predictions
are done for the each hour of the following day. BGRU has one cell with
32 latent dimension. Batch size is 512 and the data is shuffled during the
training process.
The training of a BGRU consists of two fundamental components: a loss func-
tion and an optimisation algorithm which minimizes the loss function. We
use Adam optimiser with learning rate 0.001 to minimise the mean squared
error (MSE). MSE is defined as:
MSE = ( 1
n
)
∑n
i=1(yi − yˆi)2
The training finishes by early stopping when the network does not signifi-
cantly improve its performance on the validation set after 10 epochs patience.
5. Experiments and results
In this section, we provide the experimental results for different usage of
training data from five markets. Firstly, we evaluate the influence of different
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Table 2: Comparison of different training schemes. Mixing datasets (stack-
ing) from multiple markets improves the performance compared to basic
training on single market, pre-trained model on four source markets and
integrated model training.
Belgium France Germany Nord Pool Turkey
Basic 7.63 5.67 5.11 2.22 8.37
Pre-Trained 6.33 5.51 4.69 2.26 8.62
Stacking 6.20 4.79 4.62 2.19 8.23
Integrate 7.57 6.20 5.83 2.43 8.28
training schemes. Secondly, we do a thorough analysis of transfer learning
on various portions of data. Finally, we used Diebold-Mariano [56] test for
significance analysis.
5.1. Evaluation of different training schemes
We perform an initial test to see different variations of using training data
and its influence on the final performance. We compare stacking all available
data from five different markets for single training (stacking), with using a
basic training on single market (basic), a model trained on four markets and
trained on the fifth one (pre-trained) and an integration model, where all
five market data is integrated into the model (integrate). Table 2 indicates
that stacking all five markets gives the lowest MAE in tests for each market
separately.
5.2. Transfer Learning
We compare the performance of transfer learning with the single market
training and report the results for each of five markets in Figure 7. The
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training for transfer learning starts with the pre-trained network on other
four markets as described in Section 4. We use various amounts of training
data in order to highlight the effect of transfer learning with the availability
of different amounts of data. Our results show that in all five markets transfer
learning improves the performance in comparison to single market training.
In addition, the performance increases more significantly, when less data is
available for the training.
Figure 7: Transfer learning results for five markets using different amounts
of training data. Transfer learning improves the performance for all amounts
of training data for all five markets compared to learning without transfer
learning. The performance difference is more evident, when less training data
is available.
5.3. Diebold-Mariano Tests
We provide experimental results for the superiority of stacking in Figure
2, and transfer learning in Figure 7. Both of these evaluations illustrate a
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ranking between different methods, but no statistically significant can be
assessed. In order to showcase the statistical significance we use Diebold-
Mariano test [56].
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Figure 8: Diebold-Mariano Tests for Stacked Prices for all markets. Green
square demonstrate significantly better forecast of the model on the X-axis
compared to model on Y-axis.
In Figure 8, we show the p-values for the Diebold-Mariano test between
the different usage of data for training neural networks. In Figure 9, we
illustrate the statistical significance of the transfer learning on five markets for
increasing number of training samples. The tests are performed for each pair
of training schemes and uses a color map to indicate p-values. Statistically
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significant performance is presented with low p-values for the methods in
X-axis. For example, in Turkish market, stacked usage of data for training
outperforms all its variants in a statistically significant fashion.
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Figure 9: Diebold-Mariano Tests for transfer learning. Green square demon-
strate significantly better forecast of the model on the X-axis compared to
model on Y-axis. Transfer learning showed statistically significant perfor-
mance increase except full French data.
6. Discussion and Conclusion
We present a comprehensive study on effective ways to use the data from var-
ious markets for electricity price forecasting. Moreover, we illustrate the su-
periority of transfer learning using data from five different electricity markets.
Our fundamental contribution in this paper is the use of transfer learning as
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a tool for accurate electricity price forecasting. Furthermore, we perform an
investigation of different data usage within BGRU model for price forecast-
ing and illustrated that stacking data from multiple markets is proven to be
efficient.
Transfer learning achieves significant performance improvements compared
to its counterpart for different training size as illustrated in Section 5.3.
This finding is in line with the finding of Laptev et al. [37], where they
report similar performance improvement with transfer learning for a different
time-series problem. Figure 9 highlights the slight differences in statistical
significance, while different portions of data are used for French and Nord
Pool markets. These findings are in line with the correlation matrix and the
Johansen cointegration test provided in Section 3, which indicate the relation
of electricity market price data from different market. One additional finding
of our work is that the performance gains with transfer learning is more
evident, when less data is available as shown in Figure 7. Stacking markets
multiplies data, so having more training samples makes the model avoid
overfitting as indicated in Perez et al. [57]. Table 2 indicates the superior
performance on all five markets, when data from different markets is stacked
together.
One avenue of improvement for this work is the inclusion of multiple features
to the training scheme (e.g. temperature, demand/supply). We limited our
work to price values to see the influence of transfer learning, but we believe
more accurate results can be achieved with the integration of multiple key
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features. Novel deep learning frameworks and loss function can be investi-
gated to further boost the performance. In future, we aim to use our model
for continuous learning and prospective price estimation. Transfer learn-
ing enables real-time forecasting, where the model is not necessarily trained
from scratch at each prediction and previous data is utilized in an efficient
framework. We also believe the investigation of similar techniques can be
instrumental in intraday markets, where more trading data is available.
In conclusion, we demonstrate that transfer learning can be used as an effi-
cient tool for electricity price forecasting. This approach can be applied to
suitable markets without requiring the large amount of training time [36].
Evidence from five markets shows that neural network based models have
transferability and generalization capability which makes them a suitable
choice for being used in electricity price forecasting.
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Appendix A. Johansen cointegration test
According to the results of Johansen cointegration test [49] (Table A.3),
we can observe that the Belgian, French, German and Turkish markets are
cointegrated, while the Nord Pool market is not cointegrated with them.
Table A.3: Results of the Johansen Cointegration Test
Markets tau-statistic P-values Z-statistic P-values
Belgium -7.4736 0.0000 -158.3380 0.0000
France -4.4858 0.0414 -49.4439 0.0075
Germany -8.1478 0.0000 -203.6990 0.0000
Nord Pool -3.3155 0.4182 -23.2685 0.3527
Turkey -6.9494 0.0000 -125.2160 0.0000
Appendix B. Model Comparison
In this section, we report the results for selecting the best model for electricity
price forecasting in five different markets. All comparison methods have 168
input and 24 output neurons. RNN models, BGRU and GRU, have one cell
with 32 fixed latent dimension and one output layer with 24 neurons. RNN
layer has tanh activation function. Convolutional neural network(CNN) is
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designed as: Conv1D(32) × Conv1D(32) × Conv1D(32) × Fully connected
(FC)(24). Relu activation function is used in CNN. Kernel size is equal to 2,
padding is casual and stride is 1. Another version of CNN, which is dilated
CNN (DCNN) has the same structure. The only difference is the dilation rate,
which is equal to 1, 2 and 4 in convolutional layers. DNN model is FC(512) X
FC(256) X FC(24) with Relu activation functions. ANN layers are FC(256)
X FC(24) and activation function is also Relu. All models’ output layers
have linear activation function. We keep Adam optimization algorithm fixed
and the evaluation metric is MAE. Loss function, MAE; learning rate, 0.001;
and batch size, 32; are founded as the best parameters. 32 latent dimensions
give better results for RNN models. In addition to machine learning models,
Naive model [12] is also applied, which can be described as:
Pd,h =

Pd−7,h, Monday, Saturday, Sunday
Pd−1,h, Tuesday, Wednesday, Thursday, Friday
Results of the model comparison are shown in table B.4. When domain and
task change different algorithms show different performances, but if we look
mean of all models, we can see that BGRU is the best model.
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Table B.4: Comparison of the methods in all the markets according to the
MAE values
Belgium France Germany Nord Pool Turkey Mean
BGRU 6.63 4.82 4.93 2.19 7.93 5.30
DCNN 6.71 5.20 4,84 2.23 8.10 5.42
CNN 6.80 5.37 5.02 2.42 7.79 5.48
DNN 7.19 5.58 4.88 2.23 7.75 5.53
ANN 6.91 5.76 5.09 2.23 7.84 5.57
GRU 6.67 5.44 5.19 2.25 8.60 5.63
Naive 6.48 5.48 6.13 2.52 8.08 5.74
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