
















Abstract—We discuss a method which sequentially estimates
entire 3D shape and reflectance property of object. Our
method has novelty that use rays in both entire 3D shape
and reflectance estimation. We obtain rays on light field
and images with a slightly different viewpoint (called Sub-
aperture image) when we take light field. Therefore, we can
get dense 3D point cloud and reflected light. To estimate
these values, we use a light field camera to capture multi-view
light fields. First, we acquire partial 3D point cloud by linear
structure from motion for light field cameras (Johannsen et
al., 2015). Second, we get entire 3D point cloud to integrate
from partial shapes, and then we generate a mesh from
the point cloud. Third, we simultaneously estimate normal
vectors and a light source from the mesh. Finally, we estimate
reflectance parameters of a reflection model with the mesh,
normal vectors, and the light source. We also experimented














































































線が，UV座標系の (u, v)を，ST座標系の (s, t)を通過
している．この光線の座標を 4Dライトフィールドでは



















を (u, v, s, t) として表すことができる．U × V 個の並
んだ小レンズに対し，Sub-imageのサイズが Spx×Tpx
であるとき，座標の各値は 1 ≤ u ≤ U ,1 ≤ v ≤ V ,1 ≤
s ≤ S,1 ≤ t ≤ T である整数として得られる．また，各
小レンズの座標 (s, t)における画素値を抜き出し，座標
(u, v)にならって配置しなおすことで得られる画像を視




























対し 0, pi/4, pi/2, 3pi/4 方向に連なる画像群を抜き出し






































































































ドし，各光線のライトフィールド座標 l = [u, v, s, t]Tと
各光線の画素値 C(u, v, s, t) = [r, g, b]T，撮影時の焦点
距離 f を取得する．このライトフィールド画像と焦点
距離を入力とする．



















のある 1点 [X,Y, Z]T を通る全ての光線 l = [u, v, s, t]T
は以下の関係式 (1)を満たす．
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1 0 fZ 0 − fXZ







 = 0 (1)
関係式 (1)内の 2× 5行列をM とする．焦点距離 f
が既知であることから，同一点を通る光線がわかって
いれば未知の変数は 3次元点の座標 [X,Y, Z]Tのみとな
る．よって，Sub-aperture image間でマッチング等を実




















なお，この R, tは通常の 3次元点の変換でも使用でき
る．LF1におけるプリュッカー座標からライトフィール
ド座標の変換式を P (f1)と置く．この時，LF1上の式











関係式 (3)を解くことで，2つの LF間の姿勢 R, tが得
られる．























各点の 3次元空間上における座標 [X,Y, Z]Tを算出する
ことで，全周 3次元点群を求める．
4.3.3 面張り. 全周 3 次元点群に面を張り，全周 3 次
元形状を取得する．著者らの従来手法 [1][2][3] では








































































V = −(R−11,i t1,i +X) (6)
4.4.3 反射モデル. 取得した入射・反射方向と LFの画
素値が反射モデルに当てはまるとして，反射モデルの
パラメータを推定する．
入射方向 L，反射方向 V，法線N に対する反射光




















































光源 入射角 (rad,rad,rad) (pi/18,pi/18,0)
カメラ 焦点距離 (mm) 128
カメラ センササイズ (mm) 1.7
カメラ SI 間のローカル変位 (mm,mm) (1.7,1.7)
カメラ 物体との距離 (mm,mm,mm) (0,0,700)
レンダリング 画素数 15×15
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