
























Novikov [12] initiated the study of the algebraic properties of quadratic forms
over polynomial extensions by a far-reaching analogue of the Pontrjagin-Thom
transversality construction of a Seifert surface of a knot and the infinite cyclic
cover of the knot exterior. In this paper the analogy is applied to explain the re-
lationship between the Seifert forms over a ring with involution A and Blanchfield
forms over the Laurent polynomial extension A[z, z−1].
The rings A and A[z, z−1] correspond to the two ways of associating algebraic
invariants to an n-knot k : Sn ⊂ Sn+2 with A = Z :
(i) The Z[z, z−1]-module invariants of the canonical infinite cyclic cover M =
p∗R of the exterior of k
Mn+2 = cl.(Sn+2\k(Sn) ×D2) ⊂ Sn+2
with k(Sn) × D2 ⊂ Sn+2 a regular neighbourhood of k(Sn) in Sn+2, p :
M → S1 a map inducing an isomorphism p∗ : H1(S1) ∼= H1(M), and
∂M = Sn × S1.
(ii) The Z-module invariants of a codimension 1 submanifold Nn+1 ⊂ Sn+2
with boundary
∂N = k(Sn) ⊂ Sn+2 ,
i.e. a Seifert surface for k.
The knot k has a unique exterior M , and many Seifert surfaces N . For any p :
M → S1 which is transverse regular at 1 ∈ S1 the inverse image
N = p−1(1) ⊂M
is a Seifert surface for k. Conversely, any N can be used to construct M as an





Chapter 1 deals with the following concepts :
(i) A Seifert module over A is a pair
(P, e) = ( f.g. projective A-module , endomorphism ) .
(ii) A Blanchfield module B is a homological dimension 1 A[z, z−1]-module such
that 1 − z : B → B is an automorphism.
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(iii) The covering of a Seifert module (P, e) is the Blanchfield module
B(P, e) = coker(1 − e+ ze : P [z, z−1] → P [z, z−1]) .
The covering construction B : (P, e) 7→ B(P, e) is an algebraic version of the con-
struction of the infinite cyclic cover M from (MN ;N, zN). Theorem 1.8 proves
that every Blanchfield module B is isomorphic to the covering B(P, e) of a Seifert
module (P, e). Moreover, morphisms of Blanchfield modules are characterized in
terms of morphisms of Seifert modules.
Chapter 2 characterizes the Seifert modules (P, e) such that B(P, e) = 0, and
also the morphisms of Seifert modules with covering an isomorphism of Blanchfield
modules.
Chapter 3 deals with the following concepts, where η = ±1, and A is a ring with
involution :
(i) An η-symmetric Seifert form (P, θ) is a f.g. projective A-module P together
with an A-module morphism
θ : P → P ∗ = HomA(P,A)
such that θ + ηθ∗ : P → P ∗ is an isomorphism.
(ii) An η-symmetric Blanchfield form (B, φ) is a Blanchfield A[z, z−1]-module
B together with an isomorphism
φ : B → B̂ = Ext1A[z,z−1](B,A[z, z−1])
such that ηφ̂ = φ.
(iii) The covering of a (−η)-symmetric Seifert form (P, θ) is the η-symmetric
Blanchfield form
B(P, θ) = (B(P, e), φ)
with e = (θ − ηθ∗)−1θ : P → P and φ = (1 − z−1)ζ(P,e)B(θ − ηθ
∗) (see 3.7
for details).
Theorem 3.10 gives an algorithmic proof that every η-symmetric Blanchfield form
(B, φ) over A[z, z−1] is isomorphic to the covering B(P, θ) of a (−η)-symmetric
Seifert form (P, θ) over A.
Chapter 4 deals with algebraic L-theory. Theorem 4.2 identifies the Witt group
of η-symmetric Blanchfield forms over A[z, z−1] with the Witt group of (−η)-
symmetric Seifert forms over A. Theorem 4.5 identifies this group with a quotient of
the Witt group of η-symmetric forms over the universal localization Π−1A[z, z−1, (1−
z)−1] ofA[z, z−1] inverting 1−z and the set Π ofA-invertible matrices overA[z, z−1].
For A = Z, η = (−1)i+1, i > 2 this is an expression of the (2i − 1)-dimensional
knot cobordism group as
C2i−1 = coker(L2i+2(Z[z, z
−1, (1 − z)−1]) → L2i+2(P
−1
Z[z, z−1, (1 − z)−1]))
with P = {p(z)|p(1) = 1} ⊂ Z[z, z−1] the Alexander polynomials.
I am grateful to the Mathematics Department of the University of California,
San Diego, which I was visiting January–March 2001 when work on this paper was
started. I am also grateful to Peter Teichner and Des Sheiham for various conver-
sations and e-mails. In particular, Des simplified the formulation of Proposition 3.9
(iii).
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1. Blanchfield and Seifert modules
Let A be a ring, with Laurent polynomial extension A[z, z−1].
Definition 1.1. A f.g. projective A[z, z−1]-module is induced if it is of the form
P [z, z−1] = A[z, z−1] ⊗A P
for a f.g. projective A-module P . 
We shall make frequent use of the identity
HomA[z,z−1](P [z, z
−1], Q[z, z−1]) = HomA(P,Q)[z, z
−1]
with P,Q f.g. projective A-modules.
Definition 1.2. (i) A Blanchfield A[z, z−1]-module B is an A[z, z−1]-module such
that
(a) 1 − z : B → B is an automorphism,
(b) there exists an induced f.g. projective A[z, z−1]-module resolution
0 → P1[z, z
−1]
d // P0[z, z
−1] → B → 0 .
(ii) The Blanchfield category B(A[z, z−1]) has objects Blanchfield A[z, z−1]-modules
and A[z, z−1]-module morphisms. 
Write the augmentation as
ε : A[z, z−1] → A ; z 7→ 1 .
Proposition 1.3. Let C be a 1-dimensional induced f.g. projective A[z, z−1]-





j : C1 = P1[z, z
−1] → C0 = P0[z, z
−1] .
The homology A[z, z−1]-module
B = H0(C) = coker(d)




dj : P1 → P0
is an isomorphism.
Proof. If B is a Blanchfield module the inverse isomorphism (1 − z)−1 : B → B is













d // C0 // B // 0
so that f : C → C is chain homotopy inverse to 1 − z : C → C. A chain homotopy
g : f(1 − z) ' 1 : C → C
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zjgj : C0 = P0[z, z
−1] → C1 = P1[z, z
−1]
such that
1 − f0(1 − z) = dg : C0 = P0[z, z
−1] → C0 = P0[z, z
−1] ,
1 − f1(1 − z) = gd : C1 = P1[z, z






gj : P0 → P1
is an A-module isomorphism inverse to ε(d) =
k∑
j=0
dj : P1 → P0.
Conversely, suppose that ε(d) : P1 → P0 is an isomorphism, with inverse
ε(d)−1 = h : P0 → P1 ,
so that
1 − dh =
k∑
j=0
(1 − zj)djh : C0 = P0[z, z
−1] → C0 = P0[z, z
−1] ,
1 − hd =
k∑
j=0
(1 − zj)hdj : C1 = P1[z, z
−1] → C1 = P1[z, z
−1] .
The A[z, z−1]-module morphisms
f0 = (1 − dh)(1 − z)
−1 : C0 = P0[z, z
−1] → C0 = P0[z, z
−1] ,
f1 = (1 − hd)(1 − z)
−1 : C1 = P1[z, z
−1] → C1 = P1[z, z
−1] .
are the components of a chain equivalence f : C → C chain homotopy inverse to
1 − z : C → C, with a chain homotopy
h : f(1 − z) ' 1 : C → C .
It remains to verify that d : C1 → C0 is injective. If x ∈ ker(d : C1 → C0) then
x = (1 − hd)(x) = (1 − z)f1(x) ∈ C1
with f1(x) ∈ ker(d : C1 → C0) by the injectivity of 1− z : C0 → C0. It follows that
for any integer j > 1
x = (1 − z)j(f1)





(1 − z)j(C1) = {0} ⊂ C1 .

Proposition 1.3 is the special case n = 0 of :
Proposition 1.4. The following conditions on an (n+1)-dimensional induced f.g.
projective A[z, z−1]-module chain complex C are equivalent :
(i) there exists a homology equivalence C → B to an n-dimensional chain
complex in the Blanchfield category B(A[z, z−1]),
(ii) H∗(A⊗A[z,z−1] C) = 0.
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Proof. As for Proposition 3.1.2 of Ranicki [14]. 
Example 1.5. Let M be a finite CW complex with a homology equivalence p :
M → S1, such as a knot complement. Let M = p∗R be the pullback infinite cyclic
cover of M , and let C = C(p : M → R)∗+1 be the relative cellular Z[z, z
−1]-module
chain complex of the induced Z-equivariant cellular map p : M → R, with H∗(C) =
H̃∗(M) the reduced homology of M . Then H∗(Z ⊗Z[z,z−1] C) = H∗+1(p) = 0, and
C is homology equivalent to a finite chain complex in the Blanchfield category
B(Z[z, z−1]). 
Definition 1.6. (i) A Seifert A-module (P, e) is a f.g. projective A-module P
together with an endomorphism e : P → P .
(ii) A morphism of Seifert A-modules g : (P, e) → (P ′, e′) is an A-module morphism
such that
e′g = ge : P → P ′
(iii) The Seifert category S(A) has objects Seifert A-modules and morphisms as in
(ii). 
Seifert modules determine Blanchfield modules by :
Definition 1.7. (i) The covering of a Seifert A-module (P, e) is the Blanchfield
A[z, z−1]-module
B(P, e) = coker(1 − e+ ze : P [z, z−1] → P [z, z−1])
with the resolution
C(P, e) : C1 = P [z, z
−1]
1−e+ze
// C0 = P [z, z
−1] .
(ii) The covering of a Seifert A-module morphism g : (P, e) → (P ′, e′) is the Blanch-
field A[z, z−1]-module morphism
B(g) : B(P, e) → B(P ′, e′) ; x 7→ g(x)















// P ′[z, z−1] .

Theorem 1.8. The covering construction defines a functor of additive categories
B : S(A) → B(A[z, z−1]) ; (P, e) 7→ B(P, e)
such that
(i) Every Blanchfield A[z, z−1]-module B is isomorphic to the covering B(P, e)
of a Seifert A-module (P, e).
(ii) The coverings of e, 1 − e : (P, e) → (P, e) are automorphisms
B(e) = (1 − z)−1 , B(1 − e) = (1 − z−1)−1 : B(P, e) → B(P, e) ,
with inverses
B(e)−1 = 1 − z , B(1 − e)−1 = 1 − z−1 : B(P, e) → B(P, e) .
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(iii) Every morphism of Blanchfield A[z, z−1]-modules f : B(P, e) → B(P ′, e′)
is of the type
f = B(g)t−k
for some morphism of Seifert A-modules g : (P, e) → (P ′, e′) and k > 0,
with t the automorphism
t = B(e(1 − e)) = ((1 − z)(1 − z−1))−1 : B(P, e) → B(P, e) .
(iv) Two morphisms g1, g2 : (P, e) → (P
′, e′) are such that
B(g1)t
−k1 = B(g2)t
−k2 : B(P, e) → B(P ′, e′)
for some k1, k2 > 0 if and only if
(g1(e(1 − e))
k2 − g2(e(1 − e))
k1)(e(1 − e))` = 0 : P → P ′
for some ` > 0.





j : C1 = P1[z, z
−1] → C0 = P0[z, z
−1]





dj : P1 → P0
is an A-module isomorphism.
Let s be another indeterminate over A, and use the isomorphism of rings
A[s, s−1, (1 − s)−1] → A[z, z−1, (1 − z)−1] ; s 7→ (1 − z)−1
to identify
A[s, s−1, (1 − s)−1] = A[z, z−1, (1 − z)−1] ,
with
s = (1 − z)−1 , z = s−1(s− 1) .





j : P1[z, z
−1, (1 − z)−1] → P0[z, z
−1, (1 − z)−1]




(s−1(s− 1))jdj : P1[s, s
−1, (1 − s)−1] → P0[s, s






−1sk−j(s− 1)j : P0[s] → P0[s]
induces the A[s, s−1, (1 − s)−1]-module morphism
∆ = skdε(d)−1 : P0[s, s
−1, (1 − s)−1] → P0[s, s
−1, (1 − s)−1] .
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j : P0[s] → P0[s]
such that ∆k = 1. The Seifert A-module
(P, e) =
(
P0 ⊕ P0 ⊕ · · · ⊕ P0 (k terms),


0 0 0 . . . −∆0
1 0 0 . . . −∆1










is such that there is defined an exact sequence of A[s]-modules
0 → P0[s]
∆ // P0[s] → P → 0
with s acting on P by e and
P0[s] → P :
∞∑
j=0
sjxj 7→ (x0, x1, . . . , xk−1) .
The covering of (P, e) is the induced A[s, s−1, (1 − s)−1]-module
B(P, e) = A[s, s−1, (1 − s)−1] ⊗A[s] P
and the isomorphism of exact sequences of A[s, s−1, (1 − s)−1]-modules
0 // P1[s, s











0 // P0[s, s
−1, (1 − s)−1]
∆ // P0[s, s
−1, (1 − s)−1] // B(P, e) // 0
includes an isomorphism
B ∼= B(P, e) .
(ii) The A[z, z−1]-module chain maps
C(e) , 1 − z : C(P, e) → C(P, e)
are inverse chain homotopy equivalences, with
(1 − z)C(e) = C(e)(1 − z) : C(P, e) → C(P, e)
and a chain homotopy
1 : (1 − z)C(e) ' id : C(P, e) → C(P, e) .
Likewise, the A[z, z−1]-module chain maps
C(1 − e) , −z−1(1 − z)−1 : C(P, e) → C(P, e)
are inverse chain homotopy equivalences, with
−z−1(1 − z)C(1 − e) = C(1 − e)(−z−1(1 − z)) : C(P, e) → C(P, e)
and a chain homotopy
z−1 : −z−1(1 − z)C(1 − e) ' id : C(P, e) → C(P, e) .
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(iii) With s = (1 − z)−1 as in (i) define
t = s(1 − s) = −z(1 − z)−2 ,
and identify
A[s, s−1, (1 − s)−1] = A[s, t−1] = A[z, z−1, (1 − z)−1] ,
Suppose given Seifert A-modules (P, e), (P ′, e′) and a morphism of Blanchfield
A[z, z−1]-modules f : B(P, e) → B(P ′, e′). Resolve f by an A[s, t−1]-module chain
map




















sjf0,j : P [s, t





sjf1,j : P [s, t
−1] → P ′[s, t−1]
for some A-module morphisms f0,j , f1,j : P → P
′. The morphism of Seifert A-
modules





(e′)jf0,j : P → P
′
is such that
f = B(g)t−k : B(P, e) → B(P ′, e′)
with
t = B(e(1 − e)) : B(P, e) → B(P, e) .
(Example: −z = (1 − e)2t−1 : B(P, e) → B(P, e).)
(iv) It suffices to show that a morphism of Seifert A-modules g : (P, e) → (P ′, e′)
is such that
B(g) = 0 : B(P, e) → B(P ′, e′)
if and only if for some k > 0
g(e(1 − e))k = 0 : P → P .
Now B(g) = 0 if and only if there exists an A[z, z−1]-module chain homotopy























// P ′[z, z−1] .
Thus
h(1 − e+ ze) = g : P [z, z−1] → P ′[z, z−1] ,





zjhj : P [z, z
−1] → P ′[z, z−1]
we have
hj−1e+ hj(1 − e) =
{
g if j = 0
0 if j 6= 0
.
For any k > 1
g(e(1 − e))k = h−1e
k+1(1 − e)k + h0e
k(1 − e)k+1
= −h−2e
k+2(1 − e)k−1 − h1e
k−1(1 − e)k+2
= h−3e
k+3(1 − e)k−2 + h2e
k−2(1 − e)k+3
= . . .
= (−1)k(h−k−1e
2k+1 + hk(1 − e)
2k+1) .
Now h−k−1 = 0 for k > a, and hk = 0 for k > b + 1, so that for k = max(a, b+ 1)
we have
g(e(1 − e))k = 0 : P → P ′ .

Example 1.9. Let p : M → S1 be a map from a finite CW complex which is
transverse regular at a point 1 ∈ S1 in the sense that N = p−1(1) ⊂ M is a
subcomplex, and cutting M along N gives a fundamental domain (MN ;N, zN) for
the pullback infinite cyclic cover of M




with z : M →M a generating covering translation. The map p can be cut also, to
obtain a map
pN : (MN ;N, zN) → ([0, 1]; {0}, {1})
such that
p = [pN ] : M = MN/(N = zN) → S
1 = [0, 1]/(0 = 1) .
M z−2MN z
−1MN MN zMN z
2MN
z−1N N zN z2N
The two inclusions
f : N →MN , g : N = zN →MN
induce chain maps of finite f.g. free Z-module chain complexes
f, g : C = C(M → {0})∗+1 → D = C(pN : MN → [0, 1])∗+1
such that
C(f − zg : C[z, z−1] → D[z, z−1]) = C(p : M → R)∗+1 .
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In particular, if M is a knot complement then p : M → S1 can be chosen to be
a homology equivalence, and N ⊂ M is a Seifert surface for the knot, as in the
Introduction and Example 1.5. In this case
H∗(f − g) = H∗+1(p : M → R) = 0
and f − g : C → D is a chain equivalence. The Z-module chain map
e = (f − g)−1f : C → C
defines a finite chain complex (C, e) in the Seifert module category S(Z) with cover-
ing B(C, e) a finite chain complex in the Blanchfield module category B(Z[z, z−1])
such that
B(C, e) ' C(p : M → R)∗+1 . 
2. Seifert modules with zero Blanchfield module
This Chapter is devoted to the kernel of the covering functor from Seifert modules
to Blanchfield modules
B : S(A) → B(A[z, z−1]) ; (P, e) 7→ B(P, e) .
We study the Seifert modules (P, e) with B(P, e) = 0, and more generally the
morphisms of Seifert modules g : (P, e) → (P ′, e′) with B(g) : B(P, e) → B(P ′, e′)
an isomorphism.
Definition 2.1. (i) A Seifert A-module (P, e) is nilpotent if
ek = 0 : P → P
for some k > 0.
(ii) A Seifert A-module (P, e) is unipotent if (P, 1 − e) is nilpotent, that is
(1 − e)k = 0 : P → P
for some k > 0.
(iii) A Seifert A-module (P, e) is a projection if
e(1 − e) = 0 : P → P .
(iv) A Seifert A-module (P, e) is a near-projection if e(1 − e) : P → P is nilpotent,
that is if for some k > 0
(e(1 − e))k = 0 : P → P . 
The near-projection terminology was introduced in Lück and Ranicki [10].
Proposition 2.2. (Bass, Heller and Swan [1])
(i) A linear morphism of induced f.g. projective A[z]-modules
f0 + zf1 : P [z] → Q[z]
is an isomorphism if and only if f0 + f1 : P → Q is an isomorphism and
e = (f0 + f1)
−1f1 : P → P
is nilpotent.
(ii) A linear morphism of induced f.g. projective A[z, z−1]-modules
f0 + zf1 : P [z, z
−1] → Q[z, z−1]
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is an isomorphism if and only if f0 + f1 : P → Q is an isomorphism and
e = (f0 + f1)
−1f1 : P → P
is a near-projection. 
Proposition 2.3. The following conditions on a Seifert A-module (P, e) are equiv-
alent :
(i) B(P, e) = 0.
(ii) (P, e) is a near-projection.
(iii) There is a direct sum decomposition
(P, e) = (P+, e+) ⊕ (P−, e−)
with (P+, e+) unipotent and (P−, e−) nilpotent.
Proof. (i) ⇐⇒ (ii) This is a special case of Proposition 2.2, with
f = 1 − e+ ze : P [z, z−1] → P [z, z−1] .
(iii) =⇒ (ii) Immediate from
e(1 − e) = e+(1 − e+) ⊕ e−(1 − e−) : P = P+ ⊕ P− → P = P+ ⊕ P− .
(ii) =⇒ (iii) By the binomial theorem, for any k > 1 and an indeterminate x over
Z










− 1)xj−1 ∈ Z[x] .
Thus for any A-module endomorphism e : P → P
ek + (1 − e)k = 1 + e(1 − e)πk(e) : P → P .
If (P, e) is a near-projection with (e(1 − e))k = 0 then e(1 − e)πk(e) : P → P is
nilpotent, and ek + (1 − e)k : P → P is an automorphism. The endomorphism
p = (ek + (1 − e)k)−1ek : P → P
is a projection, p2 = p, and the images
P+ = im(p : P → P ) , P− = im(1 − p : P → P )
are such that
(P, e) = (P+, e+) ⊕ (P−, e−)
with
(1 − e+)k = 0 : P+ → P+ , (e−)k = 0 : P− → P− .

Proposition 2.4. Given a morphism g : (P1, e1) → (P0, e0) of Seifert A-modules
let C be the 1-dimensional f.g. projective A-module chain complex
dC = g : C1 = P1 → C0 = P0
and let e : C → C be the A-module chain map defined by
e0 : C0 = P0 → C0 = P0 ,
e1 : C1 = P1 → C1 = P1 .
The following conditions on g are equivalent :
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(i) B(g) : B(P1, e1) → B(P0, e0) is an isomorphism of Blanchfield A[z, z
−1]-
modules.
(ii) There exists a morphism h : (P0, e0) → (P1, e1) of Seifert A-modules such
that
gh = (e0(1 − e0))
k : P0 → P0 ,
hg = (e1(1 − e1))
k : P1 → P1
for some k > 0, defining a chain homotopy
h : (e(1 − e))k ' 0 : C → C .
(iii) There exist 1-dimensional f.g. projective A-module chain complexes C+, C−
with chain maps
e+ : C+ → C+ , e− : C− → C−
such that 1−e+ : C+ → C+, e− : C− → C− are chain homotopy nilpotent,






: C → C+ ⊕ C−
such that
e+i+ = i+e : C → C+ , e−i− = i−e : C → C− .
Proof. (i) =⇒ (ii) By Theorem 1.8 (iii) there exist a morphism i : (P0, e0) → (P1, e1)
and j > 0 such that
B(g)−1 = B(i)t−j : B(P0, e0) → B(P1, e1) .
It follows that
B(gi) = B(g)B(i) = t−j = B((e0(1 − e0))
j) : B(P0, e0) → B(P0, e0) ,
B(ig) = B(i)B(g) = t−j = B((e1(1 − e1))
j) : B(P1, e1) → B(P1, e1)
and by Theorem 1.8 (iv) there exist `0, `1 > 0 such that
(gi− (e0(1 − e0))
j)(e0(1 − e0))
`0 = 0 : (P, e0) → (P, e0) ,
(ig − (e1(1 − e1))
j)(e1(1 − e1))
`1 = 0 : (P1, e1) → (P1, e1) .
Defining
h = i(e0(1 − e0))
`0+`1 : (P0, e0) → (P1, e1) ,
k = j + `0 + `1
we have
gh = gi(e0(1 − e0))
`0+`1 = (e0(1 − e0))
k : (P0, e0) → (P0, e0) ,
hg = ig(e1(1 − e1))
`0+`1 = (e1(1 − e1))
k : (P1, e1) → (P1, e1) .
(ii) =⇒ (i) The inverse of B(g) is given by
B(g)−1 = B(h)t−k : B(P0, e0) → B(P1, e1) .
(iii) =⇒ (i) It follows from the chain homotopy nilpotence of 1 − e+ and e− that
the A[z, z−1]-module chain maps
1 − e+ + ze+ : C+[z, z−1] → C+[z, z−1] ,
1 − e− + ze− : C−[z, z−1] → C−[z, z−1]
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i // (C+ ⊕ C−)[z, z−1]
that the A[z, z−1]-module chain map
1 − e+ ze : C[z, z−1] → C[z, z−1]
is also a chain equivalence. Thus
coker(B(g) : B(P1, e1) → B(P0, e0)) = H0(1 − e+ ze) = 0 ,
ker(B(g) : B(P1, e1) → B(P0, e0)) = H1(1 − e+ ze) = 0
and B(g) : B(P1, e1) → B(P0, e0) is an isomorphism.
(ii) =⇒ (iii) As in the proof of Proposition 2.3 write
xk + (1 − x)k = 1 + x(1 − x)πk(x) ∈ Z[x] .
The A-module chain map
ek + (1 − e)k : C → C










j : P1 → P1
defining a chain homotopy inverse u : C → C, and the A-module morphism
v = (−πk(e1))
kh : P0 → P1
defining a chain homotopy
v : u(ek + (1 − e)k) ' 1 : C → C .
The A-module chain map
p = uek : C → C
is a chain homotopy projection, with a chain homotopy
v : u(1 − e)k ' 1 − p : C → C ,






ju1h : P0 → P1
defining a chain homotopy





q 1 − p1
)
: P0 ⊕ P1 → P0 ⊕ P1 ,
p− =
(
1 − p0 −g
−q p1
)
: P0 ⊕ P1 → P0 ⊕ P1
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are projections such that
p+ + p− = 1 : P0 ⊕ P1 → P0 ⊕ P1 .
(This is a special case of the instant finiteness obstruction of Ranicki [15] and Lück
and Ranicki [10]). Define 1-dimensional f.g. projective A-module chain complexes
C+, C− by
dC+ = p









The A-module chain maps
e+ : C+ → C+ , e− : C− → C− , i+ : C → C+ , i− : C → C−
defined by
e+0 = (e0 ⊕ e1)| : C
+
0 = im(p
+) → C+0 = im(p
+) ,
e+1 = e1 : C
+
1 = P1 → C
+
1 = P1 ,
e−0 = (e0 ⊕ e1)| : C
−
0 = im(p
−) → C−0 = im(p
−) ,
e−1 = e1 : C
−
1 = P1 → C
−
1 = P1 ,
i+0 = p




i+1 = p1 : C1 = P1 → C
+
1 = P1 ,
i−0 = p




i−1 = 1 − p1 : C1 = P1 → C
−
1 = P1







: C → C+ ⊕ C−
a chain equivalence such that
e+i+ = i+e : C → C+ , e−i− = i−e : C → C− .

Remark 2.5. (a) Propositions 2.3 and 2.4 are the 0- and 1-dimensional cases of a
general result, namely that the following conditions on a self chain map e : C → C
of an n-dimensional f.g. projective A-module chain complex are equivalent:
(i) The A[z, z−1]-module chain map
1 − e+ ze : C[z, z−1] → C[z, z−1]
is a chain equivalence.
(ii) For some k > 0 there exists a chain homotopy
h : (e(1 − e))k ' 0 : C → C
such that eh = he, i.e. e : C → C is a chain homotopy near-projection.
(iii) There exist n-dimensional f.g. projectiveA-module chain complexes C+, C−
with chain maps
e+ : C+ → C+ , e− : C− → C−
BLANCHFIELD AND SEIFERT ALGEBRA IN HIGH-DIMENSIONAL KNOT THEORY 15
such that 1−e+ : C+ → C+, e− : C− → C− are chain homotopy nilpotent,






: C → C+ ⊕ C−
such that
e+i+ = i+e : C → C+ , e−i− = i−e : C → C− .
(b) If (C, e) satisfies the equivalent conditions in (a) then there there are defined
A-module chain equivalences
C(1 − e+ ze : C[z] → C[z]) ' C(1 − e+ + ze+ : C+[z] → C+[z]) ' C+ ,
C(z−1(1 − e) + e : C[z−1] → C[z−1]) '
C(z−1(1 − e−) + e− : C−[z−1] → C−[z−1]) ' C− ,
so that the chain homotopy types of C+, C− are entirely determined by C and e.

3. Blanchfield and Seifert forms
Let now A be a ring with involution A→ A; a 7→ a.
Definition 3.1. (i) The dual of a f.g. projective (left) A-module P is the f.g.
projective A-module
P ∗ = HomA(P,A)
with
A× P ∗ → P ∗ ; (a, f) 7→ (x 7→ f(x)a) .
(ii) The dual of a morphism f : P → Q of f.g. projective A-modules is the morphism
f∗ : Q∗ → P ∗ ; g 7→ (x 7→ g(f(x))) . 
The natural A-module morphism
P → P ∗∗ ; x 7→ (f 7→ f(x))
is an isomorphism, which will be used to identify
P ∗∗ = P .
Thus for any f.g. projective A-modules duality defines an isomorphism
T : HomA(P,Q) → HomA(Q
∗, P ∗) ; f 7→ f∗
with inverse g 7→ g∗. In particular, for Q = P ∗ this is an involution
T : HomA(P, P
∗) → HomA(P, P
∗) ; f 7→ f∗
with T 2 = 1.
Fix a central unit η ∈ A such that
η = η−1 ∈ A .
In practice, η = +1 or −1.
16 ANDREW RANICKI
Definition 3.2. An η-symmetric form over A (P, λ) is a f.g. projective A-module
P together with a morphism λ : P → P ∗ such that
ηλ∗ = λ : P → P ∗ .
The form is nonsingular if λ : P → P ∗ is an isomorphism. 
Extend the involution on A to an involution on A[z, z−1] by
z = z−1 .
Definition 3.3. (i) The dual of a Blanchfield A[z, z−1]-module B is the Blanchfield
A[z, z−1]-module
B̂ = Ext1A[z,z−1](B,A[z, z−1]) .
(ii) The dual of a Seifert A-module (P, e) is the Seifert A-module
(P, e)∗ = (P ∗, 1 − e∗) . 
Proposition 3.4. (i) The dual of an induced f.g. projective A[z, z−1]-module pre-
sentation of a Blanchfield A[z, z−1]-module B
C : 0 → P1[z, z
−1]
d // P0[z, z
−1] → B → 0
is an induced f.g. projective A[z, z−1]-module presentation of the dual Blanchfield
A[z, z−1]-module B̂
C1−∗ : 0 → P 0[z, z−1]
d∗ // P 1[z, z−1] → B̂→ 0
with P i = (Pi)
∗ the dual f.g. projective A-modules.
(ii) The dual B(P, e)̂ of the covering B(P, e) of a Seifert A-module (P, e) is related
to the covering B((P, e)∗) = B(P ∗, 1−e∗) of the dual Seifert A-module by a natural
isomorphism
ζ(P,e) : B(P
∗, 1 − e∗) → B(P, e)̂ .
(iii) For any Blanchfield A[z, z−1]-module B there is a natural isomorphism
B ∼= B̂̂ .
Proof. (i) Any exact sequence of projective A[z, z−1]-modules
0 → Q1 → Q0 → B → 0
induces an exact sequence
HomA[z,z−1](B,A[z, z
−1]) = 0 → HomA[z,z−1](Q0, A[z, z
−1])
→ HomA[z,z−1](Q1, A[z, z
−1])
→ Ext1A[z,z−1](B,A[z, z
−1]) → Ext1A[z,z−1](Q0, A[z, z
−1]) = 0 .
(ii) Define ζ(P,e) to fit into the natural isomorphism of exact sequences of induced
f.g. projective A[z, z−1]-modules












0 // P ∗[z, z−1]
1−e∗+z−1e∗
// P ∗[z, z−1] // B(P, e)̂ // 0
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(iii) The double dual C∗∗ of any induced f.g. projective A[z, z−1]-module resolution
C : 0 → C1 → C0 → B → 0
is naturally isomorphic to C. 
Definition 3.5. (i) The dual of a morphism g : (P, e) → (P ′, e′) of Seifert A-
modules is the morphism
g∗ : (P ′
∗
, 1 − e′
∗
) → (P ∗, 1 − e∗) .
(ii) The dual of a morphism f : B → B′ of Blanchfield A[z, z−1]-modules is the
morphism
f̂ = (f∗1 , f∗0 ) : B′̂→ B̂
with f0, f1 the components of any chain map C → C
′ of induced f.g. projective













d′ // C′0 // B′ // 0 ,
so that (f∗1 , f
∗
















d∗ // C1 // B̂ // 0 .





′ ,̂ B )̂ ; f 7→ f̂
with inverse g 7→ g .̂ For B′ = B̂ this is an involution
T : HomA[z,z−1](B,B )̂ → HomA[z,z−1](B,B )̂ ; f 7→ f̂
with T 2 = 1.
(ii) The dual of a morphism of Blanchfield A[z, z−1]-modules
f = B(g)t−k : B(P, e) → B(P ′, e′)
is the morphism
f̂ : B(P ′, e′)̂ → B(P, e)̂
such that
(ζ(P,e))
−1f ζ̂(P ′,e′) = B(g
∗)t−k : B(P ′
∗
, 1 − e′
∗
) → B(P ∗, 1 − e∗) .
(iii) For any Seifert A-module (P, e) the dual of the isomorphism of Blanchfield
A[z, z−1]-modules ζ(P,e) : B(P
∗, 1 − e∗) → B(P, e)̂ is the isomorphism
(ζ(P,e) )̂ = z
−1ζ(P∗,1−e∗) : B(P, e) → B(P
∗, 1 − e∗)̂ .
(iv) For any Seifert A-module (P, e) the duality involution
T : HomA[z,z−1](B(P, e), B(P, e)̂ ) → HomA[z,z−1](B(P, e), B(P, e)̂ ) ; f 7→ f̂
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corresponds under the isomorphism induced by ζ(P,e) : B(P
∗, 1 − e∗) → B(P, e)̂
ζ(P,e) : HomA[z,z−1](B(P, e), B(P
∗, 1 − e∗)) → HomA[z,z−1](B(P, e), B(P, e)̂ ) ;
B(θ)t−k 7→ ζ(P,e)B(θ)t
−k
to the z−1-duality involution
Tz−1 : HomA[z,z−1](B(P, e), B(P
∗, 1 − e∗))
→ HomA[z,z−1](B(P, e), B(P
∗, 1 − e∗)) ;
B(θ)t−k 7→ z−1B(θ∗)t−k .
Proof. (i) By construction.
(ii) Applying Definition 3.5 to the resolution of f












0 // P ′[z, z−1]
1−e′+ze′
// P ′[z, z−1] // B(P ′, e′) // 0
the identity (ζ(P,e))
−1f ζ̂(P ′,e′) = B(g
∗)t−k is given by the composition of resolu-
tions



















































0 // P ∗[z, z−1]
e∗+z(1−e∗)
// P ∗[z, z−1] // B(P ∗, 1 − e∗) // 0
(iii) Consider the composition of resolutions
















// P [z, z−1] //
1






0 // P [z, z−1]
1−e+ze
// P [z, z−1] // B(P, e) // 0
(iv) By (ii) and (iii), for any morphism θ : (P, e) → (P ∗, 1 − e∗)
(ζ(P,e)B(θ))̂ = z
−1(ζ(P,e)B(θ
∗)) : θ, e) → B(P, e)̂ .

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Definition 3.7. (i) An η-symmetric Blanchfield form over A[z, z−1] (B, φ) is a
Blanchfield A[z, z−1]-module B together with a morphism φ : B → B̂ such that
ηφ̂ = φ : B → B̂ .
The form is nonsingular if φ : B → B̂ is an isomorphism.
A morphism of Blanchfield forms f : (B, φ) → (B′, φ′) is a morphism of Blanchfield
modules f : B → B′ such that
f φ̂′f = φ : B → B̂ .
(ii) A (−η)-symmetric Seifert form over A (P, e, θ) is a morphism of Seifert A-
modules
θ : (P, e) → (P ∗, 1 − e∗)
such that
θ = (θ − ηθ∗)e : P → P ∗ .
(This is equivalent to a morphism of Seifert A-modules λ : (P, e) → (P ∗, 1 − e∗)
such that ηλ∗ = −λ, with θ = λe, θ − ηθ∗ = λ.) The form (P, e, θ) is nonsingular
if θ − ηθ∗ : P → P ∗ is an isomorphism.
A morphism of Seifert forms g : (P, e, θ) → (P ′, e′, θ′) is a morphism of Seifert
modules g : (P, e) → (P ′, e′) such that
g∗θ′g = θ : P → P ∗ .
(iii) The covering of a (−η)-symmetric Seifert form overA (P, e, θ) is the η-symmetric
Blanchfield form over A[z, z−1]
B(P, e, θ) = (B(P, e), φ)
with
φ = (1 − z−1)ζ(P,e)B(θ − ηθ
∗) : B(P, e) → B(P, e)̂ .
If (P, e, θ) is a nonsingular Seifert form then B(P, e, θ) is a nonsingular Blanchfield
form. 
Example 3.8. An n-knot k : Sn ⊂ Sn+2 with exterior M determines a Z-
acyclic (n+ 2)-dimensional symmetric Poincaré complex (C, φ) over Z[z, z−1] with
C = C(p : M → R)∗+1. Furthermore, a Seifert surface N
n+1 ⊂ Sn+2 for k
determines an (n + 1)-dimensional Seifert Z-module chain complex (D, e, θ) for
(C, φ) with D = C̃(M) and (C, φ) = B(D, θ). If n = 2i − 1 and M is (i − 1)-
connected then N can be chosen to be (i − 1)-connected; in this simple case
(Hi(C), φ0) is a nonsingular (−1)
i+1-symmetric Blanchfield form over Z[z, z−1],
and (Hi(D), e, θ) is a nonsingular (−1)
i-symmetric Seifert form over Z such that
(Hi(C), φ0) = B(Hi(D), e, θ), with e = (θ+(−1)
iθ∗)−1θ. See Ranicki [14, Chapter
7.9], [16, Chapter 32] for further details. 
Proposition 3.9. (i) For any morphism from a Seifert A-module to its dual
θ : (P, e) → (P ∗, 1 − e∗)
the morphism
θ′ = (θ − ηθ∗)e : (P, e) → (P ∗, 1 − e∗)
defines a (−η)-symmetric Seifert form (P, e, θ′) such that
θ′ − ηθ′
∗
= θ − ηθ∗ : P → P ∗ .
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(ii) For a nonsingular (−η)-symmetric Seifert form (P, e, θ) the endomorphism e :
P → P is determined by θ : P → P ∗, with
e = (θ − ηθ∗)−1θ : P → P .
A morphism of nonsingular (−η)-symmetric Seifert forms g : (P, e, θ) → (P, e′, θ′)
is the same as a morphism of the underlying Seifert modules g : (P, e) → (P ′, e′)
such that
g∗(θ′ − ηθ′∗)g = θ − ηθ∗ : P → P ∗ .
(iii) Every morphism f : B(P, e, θ) → B(P ′, e′, θ′) of the covering η-symmetric
Blanchfield forms of (−η)-symmetric Seifert forms (P, e, θ), (P ′, e′, θ′) is of the
type
f = B(g)t−k
with k > 0, t = B(e(1 − e)) : B(P, e) → B(P, e), and g : (P, e) → (P ′, e′) a
morphism of Seifert A-modules such that for some ` > 0
g∗(θ′ − ηθ′∗)g = (θ − ηθ∗)(e(1 − e))2` : P → P ∗ .
Proof. (i) From the definitions
θ′ − ηθ′
∗
= (θ − ηθ∗)e− ηe∗(θ∗ − ηθ)
= (θ − ηθ∗)e+ (θ − ηθ∗)(1 − e)




)e = (θ − ηθ∗)e = θ′ : P → P ∗ .
(ii) Immediate from the definitions.
(iii) By Theorem 1.8 (iii) f = B(h)t−j for some h : (P, e) → (P ′, e′), j > 0. Let
B(P, e, θ) = (B(P, e), φ), B(P ′, e′, θ′) = (B(P ′, e′), φ′), so that f φ̂′f = φ and by















































B(P, e)̂ B(P ′, e′)̂
f̂
oo
Now apply 1.8 (iv) to the identity
B(h∗(θ′ − ηθ′∗)h)t−2j = B(θ − ηθ∗) : B(P, e) → B(P ∗, 1 − e∗) ,
to obtain
(h∗(θ′ − ηθ′∗)h− (θ− ηθ∗)(e(1 − e))2j)(e(1− e))` = 0 : B(P, e) → B(P ∗, 1− e∗)
for some ` > 0. Setting
g = h(e(1 − e))` , k = j + `
gives the required expression f = B(g)t−k. 
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In Theorem 3.10 below, it will be proved that every nonsingular Blanchfield form
overA[z, z−1] is isomorphic to the covering of a nonsingular Seifert form overA. The
proof will use the quadratic Poincaré complexes of Ranicki [14], [16]. By definition,
a 1-dimensional η-quadratic Poincaré complex (C,ψ) over A is a 1-dimensional f.g.
projective A-module chain complex
C : . . . // 0 // C1
d // C0
together with A-module morphisms
ψ0 : C
0 = C∗0 → C1 , ψ̃0 : C




∗ + ψ1 − ηψ
∗
1 = 0 : C
0 → C0
and the chain map (ψ0 + ηψ̃
∗
0 , ψ̃0 + ηψ
∗
0) : C
1−∗ → C is a chain equivalence.
Replacing ψ0, ψ̃0, ψ1 by ψ0+ηψ̃
∗
0 , 0, ψ1+ψ̃0d
∗ respectively, it may always be assumed
that ψ̃0 = 0.
Theorem 3.10. Every nonsingular η-symmetric Blanchfield form (B, φ) over A[z, z−1]
is isomorphic to the covering B(P, e, θ) of a nonsingular (−η)-symmetric Seifert
form (P, e, θ) over A. If B admits an induced f.g. projective A[z, z−1]-module res-
olution
0 → P1[z, z
−1]
d // P0[z, z






j : P1[z, z
−1] → P0[z, z
−1]





0 ) such that






Proof. By Proposition 1.3 the given resolution of B determines a resolution of the
form
0 → P [z, z−1]
1−e+ze
// P [z, z−1] → B → 0





(This is not yet the (P, e) we are seeking). By Theorem 1.8 (i), (iv) it may be
assumed that
(ζ(P,e))
−1φt = B(θ)t−` : B = B(P, e) → B(P ∗, 1 − e∗)
for some Seifert A-module (P, e), morphism θ : (P, e) → (P ∗, 1 − e∗) and ` > 0.
The η-symmetric Blanchfield form (B(P, e), φ′) defined by
φ′ = ζ(P,e)B(θ)t
−1 : B(P, e) → B(P, e)̂
is nonsingular, and such that there is defined an isomorphism
s` : (B(P, e), φ′) → (B(P, e), φ) .
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Replacing (B(P, e), φ) by (B(P, e), φ′) it may thus be assumed that ` = 0, with
(ζ(P,e))
−1φt = B(θ) : B(P, e) → B(P ∗, 1 − e∗) .
The covering of θ − ηθ∗ : (P, e) → (P ∗, 1 − e∗) is the isomorphism of Blanchfield
A[z, z−1]-modules





= (1 − z−1)−1(ζ(P,e))
−1φ : B(P, e) → B(P, e)̂ .
Replacing θ by θ′ = (θ−ηθ∗)e (as in Proposition 3.9 (i)) we have a (−η)-symmetric
Seifert form (P, e, θ) such that
B(P, e, θ) ∼= (B, φ) .
However, in general (P, e, θ) may be singular, i.e. θ − ηθ∗ : P → P ∗ need not
be an isomorphism. We shall obtain a nonsingular (−η)-symmetric Seifert form
(P ′, e′, θ′) such that B(P ′, e′, θ′) ∼= (B, φ) by gluing together two null-cobordism of
the 1-dimensional (−η)-quadratic Poincaré complex (C,ψ) defined by
dC = θ − ηθ
∗ : C1 = P → C0 = P
∗ ,
ψ0 = 1 : C
0 = P → C1 = P ,
ψ1 = −θ : C
0 = P → C0 = P
∗ .
One null-cobordism is easy: it is (f : C → D, (0, ψ)) with
f = 1 : C1 = P → D1 = P , Di = 0 for i 6= 1 .
The other null-cobordism is of the form (i− : C → C−, (δψ, ψ)), with i− : C → C−
constructed by the method of Remark 2.5, as follows. By Proposition 2.4 (ii) (with
g = θ − ηθ∗) there exists a morphism
h : (P ∗, 1 − e∗) → (P, e)
such that
h(θ − ηθ∗) = (e(1 − e))k : P → P ,
(θ − ηθ∗)h = (e∗(1 − e∗))k : P ∗ → P ∗
for some k > 0. Let E : C → C be the chain map defined by
E0 = 1 − e
∗ : C0 = P
∗ → C0 = P
∗ ,
E1 = e : C1 = P → C1 = P .
As in the proof of 2.4 (ii) =⇒ (iii) h determines a chain homotopy projection







Ek : C → C
with a chain homotopy
q : p(1 − p) ' 0 : C → C
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such that pE = Ep, Eq = qE, and such that
p+ =
(
p0 θ − ηθ
∗
q 1 − p1
)
: P ∗ ⊕ P → P ∗ ⊕ P ,
p− =
(




: P ∗ ⊕ P → P ∗ ⊕ P
are projections with
p+ + p− = 1 : P ∗ ⊕ P → P ∗ ⊕ P .
We now have a decomposition of Seifert A-modules
(P ∗ ⊕ P, (1 − e∗) ⊕ e) = (P+, e+) ⊕ (P−, e−)
with
P+ = im(p+) , P− = im(p−) .
The 1-dimensional f.g. projective A-module chain complexes C+, C− defined by
dC+ = p









and the A-module chain maps
E+ : C+ → C+ , E− : C− → C− , i+ : C → C+ , i− : C → C−
defined by
E+0 = e
+ : C+0 = P
+ → C+0 = P
+ ,
E+1 = e : C
+
1 = P → C
+
1 = P ,
E−0 = e
− : C−0 = P
− → C−0 = P
− ,
E−1 = 1 − e : C
−
1 = P → C
−
1 = P ,
i+0 = p
+| : C0 = P
∗ → C+0 = P
+ ,
i+1 = p1 : C1 = P → C
+
1 = P ,
i−0 = p




i−1 = 1 − p1 : C1 = P → C
−
1 = P







: C → C+ ⊕ C−
a chain equivalence such that
E+i+ = i+E : C → C+ , E−i− = i−E : C → C− .
Moreover, it follows from
E∗ = E : C1−∗ = C → C1−∗ = C
that
p∗ = p : C1−∗ = C → C1−∗ = C ,
p1 = 1 − p
∗
0 : P → P .
The morphism
h′ = eh− ηh∗e∗ : (P ∗, 1 − e∗) → (P, e)
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is such that
h′(θ − ηθ∗) = (e(1 − e))k : P → P ,
(θ − ηθ∗)h′ = (e∗(1 − e∗))k : P ∗ → P ∗
and replacing h by h′ in the construction of q gives a chain homotopy
q′ : p(1 − p) ' 0 : C → C
such that
q′ = θ − ηθ∗ : P ∗ → P
with θ (resp. −ηθ∗) the contribution of eh (resp. −ηh∗e∗), and eθ = θ(1 − e∗).
The morphism of Seifert A-modules defined by
λ =
(
θ − ηθ∗ −ηp∗0
p0 θ − ηθ
∗
)
: (P ∗ ⊕ P,
(
1 − e∗ 0
0 e
)
) → (P ⊕ P ∗,
(
e 0
0 1 − e∗
)
)
is such that (−η)λ∗ = λ, and restricts to an isomorphism
λ+ : (P+, e+) → ((P+)∗, 1 − (e+)∗) ,
identifying (P+)∗ = im((p+)∗). The (−η)-symmetric Seifert form over A defined
by
(P ′, e′, θ′) = (P+, e+, λ+e+)
is nonsingular and such that
B(P ′, e′, θ′) ∼= (B, φ) .

Remark 3.11. (i) The proof of Theorem 3.10 minimizes the use of the theory of
algebraic Poincaré complexes. However, it is based on an idea of infinite gluing
which really is best expressed in this language, specifically the quadratic Q-groups
of an A-module chain complex C
Qn(C) = Hn(Z2;C ⊗A C)
which are the central objects of the theory, with the generator T ∈ Z2 acting by
T : Cp ⊗A Cq → Cq ⊗A Cp ; x⊗ y 7→ (−1)
pqy ⊗ x .
(There is a brief review in Chapter 20 of [16]). A chain map f : C → D induces
morphisms in the Q-groups
f% : Qn(C) → Qn(D)
which depend only on the chain homotopy class of f . As in Definition 24.1 of [16],
given chain maps f, g : C → D let Q∗(f, g) be the relative Q-groups which fit into
the exact sequence
· · · → Qn+1(f, g) → Qn(C)
f%−g%// Qn(D) → Qn(f, g) → . . .
and define a union operation
U : Qn(f, g) → Qn(U(f, g))
with
U(f, g) = C(f − zg : C[z, z−1] → D[z, z−1])
an A[z, z−1]-module chain complex. An element (δθ, θ) ∈ Qn+1(f, g) is an (n+ 1)-
dimensional quadratic pair over A
x = ((f g) : C ⊕ C → D, (δθ, θ ⊕−θ))
BLANCHFIELD AND SEIFERT ALGEBRA IN HIGH-DIMENSIONAL KNOT THEORY 25
and the union is an (n+ 1)-dimensional quadratic complex over A[z, z−1]
U(x) = (U(f, g), U(δθ, θ)) .
The construction mimics the construction of an infinite cyclic cover by gluing to-
gether Z copies of a fundamental domain. If x is a Poincaré pair then U(x) is a
Poincaré complex. The chain complex ingredient in the proof of Theorem 3.10 is the
following characterization of the pairs x such that the union U(x) is contractible,
i.e. such that
f − zg : C[z, z−1] → D[z, z−1]
is a chain equivalence. This is the case if and only if f − g : C → D is a chain
equivalence and (f − g)−1f : C → C is a chain homotopy near-projection. Thus
there is no loss of generality in taking
C = D , f = 1 − e , g = −e
for a chain homotopy near-projection e : C → C, and as in Remark 2.5 there is
defined a chain equivalence
i : (C, e) → (C+, e+) ⊕ (C−, e−)
with 1−e+ : C+ → C+, e− : C− → C− chain homotopy nilpotent. The background
to the proof of Theorem 3.10 is the computation
Q∗(f, g) = H∗((1 − e
+) ⊗ e− : C+ ⊗A C
− → C+ ⊗A C
−)
so that an element (δθ, θ) ∈ Qn+1(f, g) is determined by a chain map
θ : (C+)n−∗ → C−
together with a chain homotopy
δθ : e−θ ' θ(1 − e+)∗ : (C+)n−∗ → C− .
The quadratic pair ((f g) : C ⊕C → D, (δθ, θ⊕−θ)) is Poincaré if and only if θ is
a chain equivalence.
(ii) Here is a geometric interpretation of (i). Let X be a finite n-dimensional
Poincaré complex, and let F : M → X × S1 be a homotopy equivalence from a
closed (n+1)-dimensional manifold M . The restriction of F to a transverse inverse
image is an n-dimensional normal map
G = F | : N = F−1(X × {∗}) → X
and cutting M along N gives a fundamental domain for F ∗(X × R) = M with a
normal map





zjGN : M =
∞⋃
j=−∞
zjMN → X × R
is a Z-equivariant lift of F .
Define the kernel Z[π1(X)]-module chain complexes
C = C(G : C(N) → C(X))∗+1 ,
D = C(GN : C(MN ) → C(X × [0, 1]))∗+1 .
The chain maps i0, i1 : C → D induced by the inclusions N → MN , zN → MN
are such that f − zg : C[z, z−1] → D[z, z−1] is a chain equivalence, since F : M →
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are such that there is defined an exact sequence
0 → C → C+ ⊕ C− → C(F )∗+1 → 0
with C(F ) the algebraic mapping cone of the Z[π1(X)][z, z
−1]-module chain equiv-
alence F : C(M ) → C(X × R). Thus there is defined a Z[π1(X)]-module chain
equivalence
C ' C+ ⊕ C− ,
and C+, C− are chain equivalent to finite f.g. projective Z[π1(X)]-module chain
complexes. The quadratic Poincaré kernel of GN is determined as in (i) by a chain
equivalence θ : (C+)n−∗ → C−.
In particular, if n = 2i and G,GN are i-connected then







with an isomorphism θ : Hi(C
+)∗ → Hi(C
−). Every homology class in Ki(N) is a




−)] ∈ K̃0(Z[π1(X)]) = K0(Z[π1(X)])/K0(Z)
is the obstruction to finding a basis of classes which all die on the left (or all die on
the right). The reduced nilpotent projective class
[Hi(C
+), 1 − e+] = −[Hi(C
−), e−] ∈ Ñil0(Z[π1(X)]) = Nil0(Z[π1(X)])/K0(Z)
is the Farrell-Hsiang [6] splitting obstruction of F , which is 0 if (and for i > 3
only if) G : N → X can be chosen to be a homotopy equivalence, or equivalently
(MN ;N, zN) can be chosen to be an h-cobordism. The surgery obstruction





= im(Ĥ2i+1(Z2; K̃0(Z[π1(X)])) → L
h
2i(Z[π1(X)]))















µ : Ki(N) → Z[π1(X)]/{x− (−1)
ix} ; (a+, a−) 7→ θ−1(a−)(a+) .
However, in Theorem 3.10 it is the other case n = 2i+ 1 which occurs. 
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4. Witt groups
This Chapter extends the results of Chapter 3 to the algebraic L-groups of
Blanchfield and Seifert forms, using the algebraic theory of surgery (Ranicki [14],
[16]).
Cohn [4] constructed the universal localization σ−1R of a ring R inverting a set σ
of square matrices over R. The canonical ring morphism R → σ−1R is universally
σ-inverting : for any ring morphism f : R→ S such that f(s) is invertible for every
s ∈ σ there is a unique ring morphism σ−1R→ S such that
f : R → σ−1R→ S .
See [14] or [16] for the expression of the free Wall quadratic L-groups Lhn(R) =
Ln(R) of a ring with involution R as the cobordism groups of n-dimensional qua-
dratic Poincaré complexes (C,ψ) over R with C f.g. free. In particular, L2i(R) is
the Witt group of nonsingular (−1)i-quadratic forms over R.
For an injective universal localization R → σ−1R of rings with involution the
quadratic L-groups of R and σ−1R are related by the exact sequence of of Vogel
[18] and Neeman and Ranicki [11]
. . . // Ln(R) // Ln(σ
−1R)
∂ // Ln(R, σ) // Ln−1(R) // . . .
with Ln(R, σ) the cobordism group of (n−1)-dimensional quadratic Poincaré com-
plexes (C,ψ) over R such that C is f.g. free and H∗(σ
−1C) = 0. In particu-
lar, L2i(R, σ) is the Witt group of nonsingular (−1)
i-quadratic σ−1R/R-valued
linking forms on f.g. σ-torsion R-modules of type coker(s : Rk → Rk) (s ∈ σ),
and ∂ : L2i(σ
−1R) → L2i(R, σ) is given by the boundary construction for σ
−1R-
nonsingular (−1)i-quadratic forms over R.
Given a ringA let Π−1A[z, z−1] be the universal localization ofA[z, z−1] inverting
the set Π of all A-invertible square matrices over A[z, z−1]. The canonical ring
morphism A[z, z−1] → Π−1A[z, z−1] is an injection with the universal property
that every morphism of rings A[z, z−1] → R sending matrices in Π to invertible
matrices over R has a unique factorization A[z, z−1] → Π−1A[z, z−1] → R.
Example 4.1. For commutative A Π−1A[z, z−1] = P−1A[z, z−1] is the commuta-
tive localization of A[z, z−1] inverting the set P of all polynomials p(z) ∈ A[z, z−1]
with p(1) ∈ A a unit. 
An involution on the ring A is extended to the rings A[z, z−1], Π−1A[z, z−1] by
z = z−1, as before. As in Proposition 32.6 of Ranicki [16], the dual of a Blanchfield
A[z, z−1]-module B is given up to natural isomorphism by
B̂ = HomA[z,z−1](B,Π−1A[z, z−1]/A[z, z−1]) .
An A[z, z−1]-module morphism φ : B → B̂ is the same as a pairing
φ : B ×B → Π−1A[z, z−1]/A[z, z−1]
such that for all x, x′, y, y′ ∈ B, a, b ∈ A[z, z−1]
φ(x + x′, y) = φ(x, y) + φ(x′, y) ,
φ(x, y + y′) = φ(x, y) + φ(x, y′) ,
φ(ax, by) = bφ(x, y)a ∈ Π−1A[z, z−1]/A[z, z−1] .
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The quadratic L-groups L∗ of the Laurent polynomial extension A[z, z
−1] of a
ring with involution A split as
Ln+1(A[z, z
−1]) = Ln+1(A) ⊕ L
p
n(A)
with Lp∗ the projective quadratic L-groups (Novikov [12], Ranicki [13]). The relative
L-group L2i+2(A[z, z
−1],Π) in the localization exact sequence




−1],Π) → L2i+1(A[z, z
−1]) → . . .
is the Witt group of nonsingular (−1)i+1-symmetric Blanchfield forms (B, φ) over
A[z, z−1] such that B admits a 1-dimensional f.g. free A[z, z−1]-module resolution
0 → C1 → C0 → B → 0 .
As in Chapter 31 of [16] let LIso2ip (A) be the Witt group of nonsingular (−1)
i-
symmetric Seifert forms over A.
Theorem 4.2. ([16, Prop 32.11]) The covering construction (3.7) defines an iso-
morphism
B : LIso2ip (A) → L2i+2(A[z, z
−1],Π) ; (P, e, θ) 7→ B(P, e, θ) ,
with Theorem 3.10 giving an explicit inverse B−1. 
The isomorphism B−1 of 4.2 is a generalization of the projection
B : K1(A[z, z
−1]) → K0(A)
of Bass, Heller and Swan [1] and the projection
B : L2i+1(A[z, z
−1]) → Lp2i(A)
of [12] and [13] (where B denotes Bass rather than Blanchfield).
Example 4.3. The high-dimensional knot cobordism groups k : S2i−1 ⊂ S2i+1
(i > 2) are
C2i−1 = LIso
2i(Z) = L2i+2(Z[z, z
−1], P ) .
See Chapters 33, 40 and 41 of [16] for a more detailed discussion. 
Remark 4.4. Theorems 3.10, 4.2 give a new proof of the result that every non-
singular η-symmetric Blanchfield form (B, φ) over A[z, z−1] is isomorphic to the
covering B(P, e, θ) of a nonsingular (−η)-symmetric Seifert form (P, e, θ) over A,
with a corresponding isomorphism in the Witt groups. For A = Z, η = ±1 this was
proved by a variety of geometric and algebraic methods by Kearton [7], Levine [9],
Trotter [17] and Farber [5]. For arbitrary A this was proved in Proposition 32.10
of Ranicki [16] using algebraic transversality for quadratic Poincaré complexes over
A[z, z−1]. The novelty is the explicit algorithm for constructing (P, e, θ) from (B, φ).

The expression of the Witt groups of (−1)i+1-symmetric Blanchfield forms over
A[z, z−1] as the relative L-group L2i+2(A[z, z
−1],Π) in the exact sequence of L-
groups




−1],Π) → L2i+1(A[z, z
−1]) → . . .
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can be refined to an even more useful expression by inverting 1 − z ∈ A[z, z−1].
Write
Az = A[z, z
−1] , Az,1−z = A[z, z
−1, (1 − z)−1] .
For an A-module P and an Az-module Q write
Pz = Az ⊗A P , Pz,1−z = Az,1−z ⊗A P , Q1−z = Az,1−z ⊗Az Q .
The element
s = (1 − z)−1 ∈ Az,1−z
is such that s+ s = 1 ∈ Az,1−z , so there is no difference between ±-quadratic and
±-symmetric structures (= forms, algebraic Poincaré complexes, L-groups) over







induces excision isomorphisms of relative L-groups
L∗(Az ,Π) ∼= L∗(Az,1−z ,Π)





















































See Chapter 36 of [16] for the identification of L2i+2(Az,1−z) with the Witt group
of almost (−1)i+1-symmetric forms (P, φ) over A, with P a f.g. free A-module and
φ : P → P ∗ an isomorphism such that 1 + (−1)i(φ∗)−1φ : P → P is nilpotent (cf.
Clauwens [2]).
Theorem 4.5. The map L2i+2(Az,Π) → L2i+1(Az,1−z) is 0, so that
L2i+2(Az ,Π) = coker(L2i+2(Az,1−z) → L2i+2(Π
−1Az,1−z))
The Witt class of the covering B(P, e, θ) of a nonsingular (−1)i-symmetric Seifert
form (P, e, θ) over A is the Witt class of the nonsingular (−1)i+1-quadratic form
(Pz,1−z, (1− z)θ) over Az,1−z, modulo the indeterminacy coming from the (−1)
i+1-
quadratic Witt group of Az,1−z.
Proof. Let R be a ring with involution. A 1-dimensional (−1)i-quadratic Poincaré
complex (C,ψ) over R with ψ0 : C
0 → C1 an isomorphism (and ψ̃0 = 0 : C
1 → C0)
is null-cobordant
(C,ψ) = 0 ∈ L1(R, (−1)
i) = L2i+1(R) ,
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with a null-cobordism (f : C → D, (δψ, ψ)) defined by
f = 1 : C1 → D1 = C1 , Di = 0 (i 6= 1) , δψ = 0 .
The nonsingular (−1)i-quadratic formation corresponding to (C,ψ) is the boundary
∂(C0, ψ1) of the (−1)
i+1-quadratic form (C0, ψ1) over R.
Now suppose that R → σ−1R = S is an injective noncommutative localization
of rings with involution, so that there is defined a localization exact sequence
· · · → L2i+2(R) → L2i+2(S)
∂ // L2i+2(R, σ) → L2i+1(R) → . . .
with L2i+2(R, σ) the cobordism group of f.g. free 1-dimensional (−1)
i-quadratic
Poincaré complexes (C,ψ) over R such that 1 ⊗ d : S ⊗R C1 → S ⊗R C0 is an
S-module isomorphism. If (C,ψ) is such that ψ0 : C
0 → C1 is an R-module
isomorphism then (as above) (C,ψ) = 0 ∈ L2i+1(R), and
1 ⊗ (ψ1 + (−1)
i+1ψ∗1) = −1 ⊗ dψ0 : S ⊗R C
0 → S ⊗R C0
is an S-module isomorphism, so that S ⊗R (C
0, ψ1) is a nonsingular (−1)
i+1-
quadratic form over S such that
(C,ψ) = S ⊗R (C
0, ψ1)
∈ ker(L2i+2(R, σ) → L2i+1(R)) = coker(L2i+2(R) → L2i+2(S)) .
In particular, if (B, φ) is a nonsingular (−1)i+1-symmetric Blanchfield form over
Az then by Theorem 3.10 (B, φ) = B(P, e, θ) is the covering of a nonsingular
(−1)i-symmetric Seifert form (P, e, θ) over A. The 1-dimensional (−1)i-quadratic
Poincaré complex (C,ψ) over Az defined by
d = θ + (−1)iz−1θ∗ : C1 = Pz → C0 = P
∗
z ,
ψ0 = 1 − z : C
0 = Pz → C1 = Pz ,
ψ1 = −(1 − z)θ : C
0 = Pz → C0 = P
∗
z
has 1 ⊗ ψ0 : (C
0)1−z → (C1)1−z an Az,1−z-module isomorphism, so that
(B, φ)1−z = (C,ψ)1−z = 0 ∈ L1(Az,1−z, (−1)
i) = L2i+1(Az,1−z) .
The nonsingular (−1)i-quadratic formation over Az,1−z corresponding to (C,ψ)1−z
is the boundary of the Π−1Az,1−z-nonsingular (−1)
i+1-quadratic form
(C0, ψ1)1−z = (Pz,1−z, (1 − z)θ)
and
(B, φ) = (C,ψ) = (C,ψ)1−z = ∂(Pz,1−z, (1 − z)θ)
∈ ker(L2i+2(Az ,Π) → L2i+1(Az,1−z))
= ker(L2i+2(Az,1−z ,Π) → L2i+1(Az,1−z))
= coker(L2i+2(Az,1−z) → L2i+2(Π
−1Az,1−z)) .

Example 4.6. The expression for the Witt group of Blanchfield forms given by
Theorem 4.5 in the case A = Z gives the following expression for the cobordism
class of a high-dimensional knot. Let k : S2i−1 ⊂ S2i+1 be a knot with exterior
(M2i+1, ∂M) = (cl.(S2i+1\k(S2i−1) ×D2), S2i−1 × S1)
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and Seifert surface N2i ⊂ S2i+1. Keeping ∂N = k(S2i−1) fixed push N into the in-
terior ofD2i+2 to obtain a codimension 2 embedding N ⊂ D2i+2 with trivial normal
2-plane bundle. The exterior is a (2i+ 2)-dimensional manifold with boundary
(L2i+2, ∂L) = (cl.(D2i+2\N ×D2),M ∪∂M N × S
1) .
Assume that πj(M) ∼= πj(S
1) for 1 6 j 6 i − 1 (as may be arranged by surgery
below the middle dimension), so that N can be chosen to be (i− 1)-connected, and
πj(L) ∼= πj(S
1) for 1 6 j 6 i. As in Proposition 27.8 of [16] there is defined an
(i+ 1)-connected (2i+ 2)-dimensional normal map of triads
(f, b) : (L;M,N × S1;S2i−1 × S1)
→ (D2i+2 × [0, 1];D2i+2 × {0}, D2i+2 × {1}; k(S2i−1) × [0, 1]) × S1
with target a (2i+2)-dimensional geometric Poincaré triad. The nonsingular (−1)i-
symmetric Seifert form (Hi(N), e, θ) over Z determines the kernel (−1)
i+1-quadratic
form over Zz = Z[z, z
−1]
(Ki+1(L), ψ) = (Hi(N)z , (1 − z)θ)
(cf. Ko [8], Cochran, Orr and Teichner [3]). For i > 2 the knot cobordism class
of k is the Witt class of (Hi(N), e, θ), or equivalently the Witt class of the non-
singular (−1)i+1-symmetric Blanchfield form (Hi(M), φ) = B(Hi(N), e, θ) over
Zz. Theorem 4.5 identifies the knot cobordism class with the Witt class (mod-
ulo the indeterminacy) of the induced nonsingular (−1)i+1-quadratic form over
Zz,1−z = Z[z, z
−1, (1 − z)−1]
[k] = (Hi(N), e, θ) = (Hi(M), φ) = (Ki+1(L), ψ)1−z = (Hi(N)z,1−z, (1 − z)θ)
∈ C2i−1 = LIso
2i(Z) = L2i+2(Zz , P ) = coker(L2i+2(Zz,1−z) → L2i+2(P
−1
Zz,1−z))
with P = {p(z)|p(1) = 1} ⊂ Zz the multiplicative subset of Alexander polynomials.




0 if i ≡ 0(mod 2)
Z (signature) if i ≡ 1(mod 2) .

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