The singular value matrix decomposition plays a ubiquitous role throughout statistics and related fields. Myriad applications including clustering, classification, and dimensionality reduction involve studying and exploiting the geometric structure of singular values and singular vectors.
1. Introduction.
1.1.
Background. The geometry of singular subspaces is of fundamental importance throughout a wide range of fields including statistics, machine learning, computer science, applied mathematics, and network science. Singular vectors (or eigenvectors) together with their corresponding subspaces and singular values (or eigenvalues) appear throughout various statistical applications including principal component analysis [2, 5, 22] covariance matrix estimation [15, 16, 17] , spectral clustering [24, 34, 42] , and graph inference [39, 40, 41] to name a few.
Singular subspaces and their geometry are also studied in the random matrix theory literature which has come to have a profound influence on the development of high-dimensional statistical theory [1, 31, 45] . Of interest there is the behavior of random matrices themselves, such as the phenomenon of eigenvector delocalization [35] , as well as the spectral behavior of non-random (in particular, low-rank) matrices undergoing random perturbation [29] . For an overview of recent work on the spectral properties of random matrices, in particular the behavior of eigenvectors of random matrices, see the recent survey [30] . For further discussion of how random matrix theory has come to impact statistics, see the recent survey [31] .
From a computational perspective, optimization algorithms are often concerned with the behavior of singular vectors and subspaces in applications to signal processing and compressed sensing [14] . The study of algorithmic performance on manifolds and manifold learning, especially the Grassmann and Stiefel manifolds, motivates related interest in a collection of Procrustestype problems [4, 13] . Indeed, Procrustes analysis occupies an established area within the theoretical study of statistics on manifolds [9] and arises in applications including diffusion tensor imaging [11] and shape analysis [12] . See [19] for an extended treatment of both theoretical and numerical aspects of Procrustes-type problems.
Foundational results from the matrix theory literature concerning the perturbation of singular values, singular vectors, and singular subspaces date back to the original work of Weyl [44] , Davis and Kahan [10] , and Wedin [43] , among others. Indeed, these results form the backbone for much of the linear algebraic machinery that has since been developed for the purposes of statistical application and inference. See the classical references [3, 21, 36] for further treatment of these foundational results and related historical developments.
1.2.
Overview. This paper contributes to the literature by providing a novel collection of technical and theoretical tools for studying the geometry of singular subspaces with respect to the 2 → ∞ subordinate vector norm on matrices (described below). We focus on the alignment of singular subspaces in terms of geometric distance measures between collections of singular vectors (or eigenvectors), especially the classical sin Θ distance. We prove singular vector perturbation theorems for both low rank and arbitrary rank matrix settings. We present our main theoretical results quite generally followed by concrete consequences thereof to facilitate direct statistical applications, specifically to covariance matrix estimation, singular subspace recovery, and multiple graph inference. Among the advantages of our methods is that we allow singular value multiplicity and require only a population gap in the spirit of Theorem 2 in [47] .
As a special case of our general framework, we recover a strengthened version of recent results in [17] wherein the authors obtain an ℓ ∞ norm perturbation bound on singular vectors for low rank matrices exhibiting specific coherence structure. In this way, beyond the stated theorems in this paper, our results immediately yield analogous applications to, for example, robust covariance estimation involving heavy-tailed random variables as in [17] .
Our Procrustes analysis complements the recent study of rate-optimal perturbation bounds for singular subspaces in [6] . When considered in tandem, we demonstrate a setting in which one recovers nearly rate-matching bounds for a particular Procrustes-type problem.
Yet another consequence of this work is that we extend and complement current spectral methodology for graph inference and embedding [28, 39] . To the best of our knowledge, we obtain among the first-ever estimation bounds for multiple graph inference in the presence of edge correlation.
1.3.
Setting. More precisely, this paper formulates and analyzes a general matrix decomposition for the aligned difference between real matrices U andÛ consisting of r orthonormal columns (i.e. partial isometries; Stiefel matrices; orthogonal r-frames) given by (1.1)Û − U W, where W denotes an r × r orthogonal matrix. We focus on (but are not limited to) a particular "nice" choice of W which corresponds to an "optimal" Procrustes rotation in a sense that will be made precise later. As such, our results have implications for a class of related Procrustes-type problems.
Along with our matrix decomposition, we develop technical machinery for the 2 → ∞ subordinate vector norm on matrices, defined for A ∈ R p 1 ×p 2 by (1.2)
A 2→∞ := max
Ax ∞ .
Together, these results allow us to obtain a suite of singular vector perturbation bounds for rectangular matrices corresponding to U,Û , and W via an additive perturbation framework of the singular value decomposition.
The 2 → ∞ norm provides finer uniform control on the entries of a matrix than the more commonly encountered spectral or Frobenius norm. As such, in the presence of additional underlying matrix and/or perturbation structure, the 2 → ∞ norm may well be of greater operational significance and the preferred norm to consider. In the compressed sensing and optimization literature, for example, matrices exhibiting the so-called bounded coherence property in the sense of [7] form a popular and widely-encountered class of matrices for which the 2 → ∞ norm can be shown to be the "right" choice.
The 2 → ∞ norm is encountered from time to time but is by no means as pervasive as either the spectral or Frobenius matrix norm. Recently, it has appeared in the study of random matrices when a fraction of the matrix entries are modified [33] . Another recent use of the 2 → ∞ norm was in [28] wherein clustering certain stochastic block model graphs according to the adjacency spectral embedding is shown to be strongly universally consistent under mean-squared error. Among the aims of this paper is to advocate for the more widespread consideration of the 2 → ∞ norm.
Sample application: covariance matrix estimation.
Before proceeding further, we briefly pause to present an application of our work and methods to estimating the top singular vectors of a structured covariance matrix. Another result with applications to covariance matrix estimation will be presented in Section 4.1 (Theorem 4.4).
Denote a random vector Y by its coordinates
. . , Y n be independent, identically distributed, mean zero multivariate normal random (column) vectors in R d with positive semidefinite covariance matrix Γ ∈ R d×d . Denote the spectral decomposition of Γ by
is a unitary matrix and the singular values of Γ are indexed in non-increasing order,
Here Σ may be thought of as representing the "signal" (or "spike") singular values of Γ while Σ ⊥ contains the "noise" (or "bulk") singular values. Note that the largest singular values of Γ are not assumed to be distinct; rather, the assumption δ r (Γ) > 0 simply requires a singular value "population gap" between Σ and Σ ⊥ .
For the matrix of row observations Υ :
with spectral decomposition given byΓ n ≡ÛΣÛ ⊤ +Û ⊥Σ⊥Û ⊤ ⊥ . Define E n := Γ n −Γ to be the difference between the true and sample covariance matrices.
Further suppose that Γ exhibits bounded coherence in the sense that
where O(·) denotes conventional big-O notation. Similarly let Θ(·) and Ω(·) denote conventional big-Theta and big-Omega notation, respectively.
Let W U denote the (random) orthogonal matrix corresponding to the optimal Frobenius norm Procrustes alignment of U andÛ (for further discussion see Section 2.3). Then we have the following performance guarantee when estimating U , the matrix of top singular vectors of Γ. 
along with
Then there exists a constant C > 0 such that with probability at least
Similar results hold more generally when the random vector Y is instead assumed to have a sub-Gaussian distribution. 
To this end, see Theorem 3.1 and Theorem 7.9.
1.5. Organization. The rest of this paper is organized as follows. Section 2 establishes notation, motivates the use of the 2 → ∞ norm in the context of Procrustes problems, and presents the perturbation model considered in this paper. Section 3 collects our general main results which fall under two categories: matrix decompositions and matrix perturbation theorems. Section 4 demonstrates how this paper improves upon and complements existing work in the literature by way of considering three statistical applications, specifically covariance matrix estimation, singular subspace recovery, and multiple graph inference. In Section 5 we offer some concluding remarks. Sections 6 and 7 contain the technical machinery developed for this paper as well as additional proofs of our main theorems.
Preliminaries.
2.1. Notation. In this paper all vectors and matrices are assumed to be real-valued for simplicity. The symbols := and ≡ are used to assign definitions and denote formal equivalence. The quantity C α denotes a general constant depending only on α (either a parameter or an index) which may change from line to line unless otherwise specified. For (column) vectors x, y ∈ R p 1 where x ≡ (x 1 , . . . , x p 1 ) ⊤ , the standard Euclidean inner product between x and y is denoted by x, y . The classical ℓ p vector norms are denoted by
1/p for 1 ≤ p < ∞ and
Let O p,r denote the set of all p×r real matrices with orthonormal columns where O p ≡ O p,p denotes the set of orthogonal matrices in R p×p . For the rectangular matrix A ∈ R p 1 ×p 2 , denote its singular value decomposition (SVD) by A = U ΣV ⊤ , where the singular values of A are arranged in nonincreasing order and given by Σ = diag(σ 1 (A), σ 2 (A), . . . ).
This paper makes use of several standard consistent (i.e. sub-multiplicative) matrix norms, namely A 2 := σ 1 (A) denotes the spectral norm of A, A F := i σ 2 i (A) denotes the Frobenius norm of A, A 1 := max j i |a i,j | denotes the maximum absolute column sum of A, and A ∞ := max i j |a i,j | denotes the maximum absolute row sum of A. We also consider the matrix norm (more precisely, non-consistent vector norm on matrices) given by A max := max i,j |a i,j |.
Norm relations.
A central focus of this paper is on the vector norm on matrices defined by A 2→∞ := max x 2 =1 Ax ∞ . Proposition 7.1 establishes the elementary fact that this norm corresponds to the maximum Euclidean row norm of the matrix A. Propositions 7.3 and 7.5 further catalog the relationship between · 2→∞ and several of the aforementioned more commonly encountered matrix norms. These propositions, though straightforward, contribute to the machinery for obtaining the main results in this paper.
The 2 → ∞ norm is an attractive quantity due in part to being easily interpretable and straightforward to compute. Qualitatively speaking, small values of · 2→∞ capture "global" (over all rows) and "uniform" (within each row) matrix behavior in much the same way as do small values of · max and · ∞ . This stands in contrast to the matrix norms · 2 and · F which capture "global" but not necessarily "uniform" matrix behavior. For example, given A := {1/ √ p 2 } p 1 ×p 2 , observe that A 2→∞ = 1 while
For A ∈ R p 1 ×p 2 , the standard relations between the ℓ p norms for p ∈ {1, 2, ∞} permit quantitative comparison of · 2→∞ to the relative magnitudes of · max and · ∞ . In particular, the relations between these quantities depend upon the underlying matrix column dimension, namely.
In contrast, the relationship between · 2→∞ and · 2 depends on the matrix row dimension (Proposition 7.3), namely
The consideration of such dimensionality relations plays an important role in motivating our approach to prove new matrix perturbation results. In particular, it may be the case that A 2→∞ ≪ A 2 when the row dimension of A is large, as the above example demonstrates, and so bounding A 2→∞ may be preferred to bounding A 2 , or, for that matter, to bounding the larger quantity A F .
Given our discussion of matrix norm relations, we also recall the wellknown rank-based relation between the matrix norms · 2 and · F which allows us to interface the Frobenius and 2 → ∞ norms. In particular, for any matrix A,
We pause to note that the 2 → ∞ norm is not in general sub-multiplicative for matrices. In particular, the "constrained" sub-multiplicative behavior of · 2→∞ (Proposition 7.5) together with the non-commutativity of matrix multiplication and standard properties of common matrix norms-especially the spectral and Frobenius matrix norms-imply a substantial amount of flexibility when bounding matrix products and passing between norms. For this reason, a host of matrix norm bounds follow naturally from our matrix decomposition results in Section 3.1, and the relative strength of these bounds will depend upon underlying matrix model assumptions.
2.3. Singular subspaces and Procrustes. Let U andÛ denote the corresponding subspaces for which the columns of U,Û ∈ O p,r form orthonormal bases, respectively. From the classical C-S matrix decomposition, a natural measure of distance between these subspaces (corresp. matrices) is given via the canonical (principal) angles between U andÛ ( [3] , Section 7.1). More specifically, for the singular values of U ⊤Û , denoted {σ i (U ⊤Û )} r i=1 and indexed in non-increasing order, the canonical angles are given by the main diagonal elements of the r × r diagonal matrix
For an in-depth review of the C-S decomposition and canonical angles, see for example [3, 36] . An extensive summary of relationships between sin Θ distances, specifically sin Θ(Û , U ) 2 and sin Θ(Û , U ) F , as well as various other distance measures is provided in the appendix of [6] . This paper focuses on the sin Θ distance and related Procrustes-type distance measures. Geometrically, the notion of distance between U andÛ corresponds to discerning the extent of rotational (angular) alignment between these matrices and their corresponding subspaces. As such, Procrustes-type analysis lends itself to establishing distance measures. More generally, given two matrices A and B together with a set of matrices S and a norm · , a general version of the Procrustes problem is given by the optimization problem
For U,Û ∈ O p 1 ,r , this paper considers the two specific instances
with emphasis on the former motivated by insight with respect to the latter.
In each case, the infimum is achieved over O r by the compactness of O r together with the continuity of the the specified norms. Therefore, let W ⋆ ν ∈ O r denote a Procrustes solution under · ν for ν ∈ {2 → ∞, 2} where dependence upon the underlying matrices U andÛ is implicit from context. Unfortunately, neither of the above Procrustes problems admits an analytically tractable minimizer in general. In contrast, by instead switching to the Frobenius norm, one arrives at the classical orthogonal Procrustes problem which does admit an analytically tractable minimizer and which we denote by W U . Namely, W U achieves
For the singular value decomposition of
Given these observations, it is therefore natural to study the surrogate quantities
Towards this end, the sin Θ distance and Procrustes problems are related in the sense that (e.g. [6] , Lemma 1)
Alternatively, as detailed in Lemma 7.8, one can bound Û − U W U 2 via sin Θ(Û , U ) 2 in a manner providing a clearer demonstration that the performance of W U is "close" to the performance of
Loosely speaking, this says that the relative fluctuation between W U and W ⋆ 2 in the spectral Procrustes problem are at most O( sin Θ(Û , U ) 2 2 ). By simply considering the naïve relationship between · 2→∞ and · 2 , we similarly observe that
whereby the lower bound suggests that careful analysis may yield a tighter
We proceed to link U andÛ via the perturbation framework to be established in Section 2.4 so that subsequentlyÛ has the added interpretation of being viewed as a perturbation of U . In that structured setting, we formulate a Procrustean matrix decomposition (Section 3.1) by further decomposing the underlying matrices corresponding to the quantities sin Θ(Û , U ) 2 and sin Θ(Û , U ) 2 2 above. Together with machinery for the 2 → ∞ norm and careful model-based analysis, we subsequently derive a collection of operationally significant perturbation bounds (Sections 3.2, 4.1, 4.2, and 4.3) which improve upon existing results throughout the statistics literature.
Perturbation framework for the singular value decomposition.
For rectangular matricesX, X, E ∈ R p 1 ×p 2 , the matrix X shall denote a true, unobserved underlying matrix, whereasX := X + E represents an observed perturbation of X under the unobserved additive error E. For X andX, consider their respective partitioned singular value decompositions given in block matrix form by
The matrices Σ and Σ ⊥ contain the singular values of X where Σ = diag(σ 1 (X), . . . , σ r (X)) ∈ R r×r and Σ ⊥ ∈ R p 1 −r×p 2 −r has the remaining singular values σ r+1 (X), . . . on its main diagonal, possibly padded with additional zeros, where
The use of the character ⊥ in Σ ⊥ is a simplifying abuse of notation employed for notational consistency. The quantitiesÛ ,Û ⊥ ,V ,V ⊥ ,Σ, andΣ ⊥ are defined analogously.
We note that this framework can be employed more generally when, for example, Σ contains a collection of (sequential) singular values of interest which are separated from the remaining singular values in Σ ⊥ .
Main results.

A Procrustean matrix decomposition and its variants.
In this section we present our matrix decomposition and its variants. The procedure for deriving the matrix decomposition is based on a geometric viewpoint and is explained in Section 6.1.
Theorem 3.1. In the general rectangular matrix setting of Sections 2.3 and 2.4, the matrix
Moreover, the decomposition still holds when replacing the r × r orthogonal matrices W U and W V with any real r × r matrices T 1 and T 2 , respectively. The analogous decomposition forV − V W V is given by replacing U,Û , V,V , E, X, W U , and W V above with V,V , U,Û , E ⊤ , X ⊤ , W V , and W U , respectively.
For ease of reference we state the symmetric case of Theorem 3.1 as a corollary. In the absence of a positive semi-definiteness assumption, the diagonal entries of Σ, Σ ⊥ ,Σ, andΣ ⊥ then correspond to the eigenvalues of X andX.
Corollary 3.2. In the special case when p 1 = p 2 = p and X, E ∈ R p×p are symmetric matrices, Theorem 3.1 becomeŝ
Remark 3.3. To reiterate, note that by construction the orthogonal matrix W U depends upon the perturbed quantityÛ which depends upon the error E. Consequently, W U is unknown (resp., random) when E is assumed unknown (resp., random). Since we make no distinct singular value (or distinct eigenvalue) assumption in this paper, in general the quantitŷ U cannot hope to recover U in the presence of singular value multiplicity. Indeed,Û can only be viewed as an estimate of U up to an orthogonal transformation, and our specific choice of W U is natural given the aforementioned Procrustes-based motivation.
Statistical inference and applications are often either invariant under or equivalent modulo orthogonal transformations given the presence of nonidentifiability. For example, clustering the rows of U is equivalent to clustering the rows of the matrix U W U . As such, the consideration of W U does not weaken the strength or applicability of our results in practice.
It will also prove convenient to work with the following modified versions of Theorem 3.1 stated below as corollaries. 
Corollary 3.5. Corollary 3.4 can be equivalently expressed aŝ
General perturbation theorems.
We are now in a position to obtain a wide class of perturbation theorems via a unified methodology by employing Theorem 3.1, its variants, the 2 → ∞ norm machinery in Section 7.1, and the geometric observations in Section 7.2. The remainder of this section is devoted to presenting several such general perturbation theorems. Section 4 subsequently discusses several specialized perturbation theorems tailored to applications in high-dimensional statistics.
Let X,X, E ∈ R p 1 ×p 2 and W U ∈ O r be defined as in Section 2.4. Let C X,U and C X,V denote upper bounds on (U ⊥ U ⊤ ⊥ )X ∞ and (V ⊥ V ⊤ ⊥ )X ⊤ ∞ , respectively, and define C E,U , C E,V analogously.
The following theorem provides a uniform perturbation bound for the quantities Û −U W U 2→∞ and V −V W V 2→∞ . Corollary 3.8 subsequently yields a bound in response to Theorem 1 in [17] .
Theorem 3.7 (General perturbation theorem for rectangular matrices). Suppose σ r (X) > σ r+1 (X) > 0 and that
If instead rank(X) = r so σ r+1 (X) = 0 and provided
for some constants 0 < α, α ′ < 1 such that δ := α × α ′ < 1, then the above bound still holds.
Corollary 3.8 (Uniform perturbation bound for rectangular matrices). Suppose σ r (X) > σ r+1 (X) = 0 and that
4. Applications. This section presents several applications of our matrix decomposition perturbation theorems and 2 → ∞ norm machinery to three statistical settings corresponding to, among others, the recent work in [17] , [6] , and [28] , respectively. We emphasize that for each statistical application, our Theorems 4.4, 4.5, and 4.9 (as well as Theorem 1.1) are obtained via individualized, problem-specific analysis within the broader context of a unified methodology for deriving perturbation bounds. This is made clear in the proofs of the theorems.
In each statistical application considered in this paper, we demonstrate how our results strengthen, complement, and extend existing work. In preparation for doing so, first consider the following structural matrix property introduced in [7] within the context of low-rank matrix recovery.
Definition 4.1 ( [7] , Definition 1.2). Let U be a subspace of R p of dimension r, and let P U be the orthogonal projection onto U . Then the coherence of U (vis-à-vis the standard basis {e i }) is defined to be
For U ∈ O p,r , the columns of U span a subspace of dimension r in R p , so it is natural to abuse notation and interchange U with its underlying subspace U . In this case P U = U U ⊤ , and so Propositions 7.1 and 7.6 allow us to equivalently write
Observe that 1 ≤ µ(U ) ≤ p/r, where the upper and lower bounds are achieved for U consisting of all standard basis vectors or of vectors all with magnitude 1/ √ p, respectively. Since the (orthonormal) columns of U each have unit Euclidean norm ("mass"), the magnitude of µ(U ) can be viewed as describing the coordinate-wise accumulation of mass for a collection of orthonormal singular (or eigen) vectors. For our purposes, the assumption of bounded coherence (equiv. incoherence) as discussed in [7] corresponds to the existence of a positive constant C µ such that
This property arises naturally in, for example, the random orthogonal (matrix) model in [7] and corresponds to the recoverability of a low rank matrix via nuclear norm minimization when sampling only a subset of the matrix entries. In the study of random matrices, bounded coherence is closely related to the delocalization phenomenon of eigenvectors [35] . Further examples of matrices whose row and column spaces exhibit bounded coherence can be found in the study of networks. Specifically, it is not difficult to check that this property holds for the top eigenvectors of the (non-random) low-rank edge probability matrices corresponding to the Erdős-Rényi model and the balanced k-block stochastic block model, among others.
Remark 4.2. We emphasize that throughout the formulation of our general results in Section 3 we never assumed the matrix X to have bounded coherence in either of its factors U or V . Rather, by working with the 2 → ∞ norm in a Procrustes setting, our results are consequently particularly strong and interpretable when combined with this additional structural matrix property.
4.1. Singular vector perturbation bounds: ℓ ∞ and · 2→∞ norms. In [17] , the authors specifically consider low rank matrices with distinct singular values (or eigenvalues) whose unitary factors exhibit bounded coherence. For such matrices, Theorems 1.1 and 2.1 in [17] provide singular vector (eigenvector) perturbation bounds in the ℓ ∞ vector norm which explicitly depend upon the underlying matrix dimension within the singular value perturbation setting of Section 2.4.
In this paper Corollary 3.8 formulates a straightforward perturbation bound that is, upon further inspection, operationally in the same spirit as Theorem 1.1 of [17] . Moreover, note that our bound on the quantity Û − U W U 2→∞ immediately yields a bound on the quantities Û − U W U max and inf W ∈Or Û − U W max , thereby providing ℓ ∞ -type bounds for the perturbed singular vectors up to orthogonal transformation, the analogue of sign flips in [17] for well-separated, distinct singular values (similarly for V ,V , and W V ). Also observe that controlling the dependence of Û − U W U 2→∞ and V − V W V 2→∞ on one another follows from the "union bound-type" assumptions implicitly depending upon the underlying matrix dimensions. Again, note that our perturbation bounds hold for a wider range of model settings which includes those exhibiting singular value (eigenvalue) multiplicity.
For symmetric matrices, we likewise improve upon [17] (Theorem 2.1). We now make this explicit in accordance with our notation. . Let X, E ∈ R p×p be symmetric matrices with rank(X) = r such that X has the spectral decomposition X = U ΛU ⊤ where Λ = diag(λ 1 , λ 2 , . . . , λ r ) and the eigenvalues satisfy
). • Suppose that |λ r | > 4 E ∞ . Then there exists an orthogonal matrix W ∈ O r such that 
Theorems 4.3 and 4.4 demonstrate that our refined analysis yields superior bounds with respect to absolute constant factors, rank-dependent factors, and eigengap magnitude/multiplicity assumptions.
Singular subspace perturbation and random matrices.
In this section we provide an example which interfaces our results with the recent rateoptimal singular subspace perturbation bounds obtained in [6] .
Consider the setting wherein X ∈ R p 1 ×p 2 is a fixed rank-r matrix with r ≤ p 1 ≪ p 2 and σ r (X) = Ω(p 2 / √ p 1 ) where E ∈ R p 1 ×p 2 is a random matrix with independent standard normal entries. Theorems 1, 2, and 3 in [6] imply that in this setting, with high probability, the following bounds hold for the left and right singular vectors, respectively.
Observe that the bound is stronger for sin Θ(Û , U ) 2 than for sin Θ(V , V ) 2 with the latter quantity being more difficult to control in general. With an eye towards the latter quantity, the following theorem demonstrates how our analysis of V − V W V 2→∞ allows us to recover upper and lower bounds for V − V W V 2→∞ in terms of sin Θ(V , V ) 2 that differ by a factor of at most Cmax{ r log(p 2 ), √ p 1 } in general and at most C r log(p 2 ) under the additional assumption of bounded coherence. 
If in addition V
, then with probability at least
Note that the lower bound 
Statistical inference for random graphs.
In the study of networks, community detection and clustering are tasks of central interest. A network (or, alternatively a graph G := (V, E) consisting of a vertex set V and edge set E) may be represented, for example, by its adjacency matrix A ≡ A G which captures the edge connectivity of the nodes in the network. For inhomogeneous independent edge random graph models, the adjacency matrix can be viewed as a random perturbation of an underlying (often low rank) edge probability matrix P where P = E[A] holds on the off-diagonal. In the notation of Section 2.4, the matrix P corresponds to X, the matrix A − P corresponds to E, and the matrix A corresponds toX. By viewingÛ (the matrix containing the top eigenvectors of A) as an estimate of U (the matrix of top eigenvectors of P ), our Section 3 theorems immediately apply.
Spectral-based methods and related optimization problems for random graphs employ the spectral decomposition of the adjacency matrix (or matrixvalued functions thereof, e.g. the Laplacian matrix and its variants). For example, the recent paper [23] presents a general spectral-based, dimensionreduction community detection framework which incorporates the (spectral norm) distance between the leading eigenvectors of A and P . Taken in the context of this recent work and indeed the wider network analysis literature, our paper complements existing efforts and paves the way for expanding the toolkit of network analysts to include more Procrustean and 2 → ∞ norm machinery.
Much of the existing literature for networks and graph models concerns the popular stochastic block model (SBM) [20] and its variants. The related random dot product graph (RDPG) model first introduced in [46] has subsequently been developed in a series of papers as both a tractable and flexible random graph model amenable to spectral methods [18, 28, 37, 38, 39, 40, 41] . In the RDPG model, the graph eigenvalues and eigenvectors are closely related to the model's generating latent positions; in particular, the top eigenvectors of the adjacency matrix scaled by its largest eigenvalues form an estimator of the latent positions (up to orthogonal transformation).
Given the existing RDPG literature, the results in this paper extend both the treatment of the 2 → ∞ norm in [28] and Procrustes matching for graphs in [39] . Specifically, our 2 → ∞ bounds in Section 3 imply a version of Lemma 5 in [28] for the (unscaled) eigenvectors that does not require the matrix-valued model parameter P to have distinct eigenvalues. Our Procrustes analysis also suggests a refinement of the test statistic formulation in the two-sample graph inference hypothesis testing framework of [39] .
It is also worth noting that our level of generality allows for the consideration of random graph (matrix) models which allow edge dependence structure, such as the (C, c, γ) property in [29] (see below). Indeed, moving beyond independent edge models represents an important direction for future work in network science and in the development of statistical inference for graph data.
Definition 4.6 ([29])
. A p 1 ×p 2 random matrix M is said to be (C, c, γ)-concentrated if, given a trio of positive constants (C, c, γ), for all unit vectors u ∈ R p 1 , v ∈ R p 2 , and for every t > 0,
Remark 4.7. The proofs of our main theorems demonstrate the importance of bounding the quantities EV 2→∞ and U ⊤ EV 2 in the perturbation framework of Section 2.4. Note that when E satisfies the (C, c, γ)-concentrated property in Definition 4.6, then the above quantities can be easily controlled by, for example, naïve union bounds. For further discussion of the (C, c, γ)-concentrated property and how it holds for a large class of random matrix models, see [29] .
In the network literature, current active research directions include the development of random graph models exhibiting edge correlation and the development of inference methodology for multiple graphs. For the purposes of this paper, we shall consider the ρ-correlated stochastic block model introduced in [26] and the omnibus embedding matrix for multiple graphs introduced in [32] and subsequently employed in [8, 27] . The ρ-correlated stochastic block model provides a simple yet easily interpretable and tractable model for dependent random graphs [26] while the omnibus embedding matrix provides a framework for performing spectral analysis on multiple graphs by leveraging graph dissimilarities [27, 32] or similarities [8] .
Definition 4.8 ([26] , Definition 1). Let G n denote the set of labeled, nvertex, simple, undirected graphs. Two n-vertex random graphs ( 
The random variables
) are collectively independent except that for each {j, k} ∈ V 2 , the correlation between I[{j, k} ∈ E(G 1 )] and I[{j, k} ∈ E(G 2 )] is ρ ≥ 0.
The following theorem provides a guarantee for estimating the eigenvectors corresponding to the largest eigenvalues of a multiple graph omnibus matrix when the graphs are not independent. To the best of our knowledge, Theorem 4.9 is the first of its kind. 
where ⊗ denotes the matrix Kronecker product and Z is the n × κ matrix of vertex-to-block assignments such that P := ZΛZ ⊤ ∈ [0, 1] n×n denotes the edge probability matrix.
Let r := rank(Λ) and therefore rank(O) = r. Suppose that the maximum expected degree of G i , i = 1, 2, denoted ∆, satisfies ∆ ≫ log 4 (n) and that σ r (O) = Ω(∆). As in Section 2.4, let U,Û ∈ O 2n,r denote the matrices whose columns are the normalized eigenvectors corresponding to the largest eigenvalues of O andÔ, respectively, given by the diagonal matrices Σ and Σ, respectively. Then with probability 1 − o (1) i.e. asymptotically almost surely in n, one has
Remark 4.10. The implicit dependence upon the correlation factor ρ in Theorem 4.9 can be made explicit by a more careful analysis of the constant factor and probability statement. This is not our present concern.
5. Discussion. In summary, this paper develops a flexible Procrustean matrix decomposition and its variants together with machinery for the 2 → ∞ norm in order to study the perturbation of singular subspaces and their geometry. We have demonstrated the widespread applicability of our framework and results to a host of popular matrix models, namely matrices with
• independent, identically distributed entries (Section 4.2), • independent, identically distributed rows (Section 1.4 and 4.1), • independent, not-necessarily-identically-distributed entries (Section 4.3), • neither independent nor identically distributed entries (Section 4.3).
We emphasize that in each application discussed in this paper, the underlying problem setting demands model-specific analysis both in terms of which formulation of the Procrustean matrix decomposition to use and how to transition between norms. For example, using the rectangular matrix notation in this paper, recall how the assumption of bounded coherence led to the importance of the product term E ∞ V 2→∞ in Section 4.1 whereas in the case of i.i.d. normal matrices in Section 4.2 the central term of interest is EV 2→∞ . Similarly, in the context of covariance matrix estimation (Theorem 1.1 as well as Theorem 4.4), note how discrepancies in model specificity and assumptions inspired different approaches in deriving the stated bounds. Moreover, the study of · 2→∞ directly translates to · max via the relation
Ample open problems and applications exist for which it is and will be productive to consider the 2 → ∞ norm in the future. This paper details three specific applications, namely It is our hope that the level of generality and flexibility presented in this paper will facilitate the more widespread use of the 2 → ∞ norm in the statistics literature. To this end, we further invite the reader to apply and adapt our Procrustean matrix decomposition for their own purposes.
6. Proofs.
Proof of the Procrustean matrix decomposition.
Here we explain the derivation of the matrix decomposition forÛ −U W U as presented in Theorem 3.1.
Proof of Theorem 3.1. First observe that the matricesÛ and U W U are equivalently written asXVΣ −1 and XV Σ −1 W U , respectively, given the block matrix formulation in Section 2.4. Next, the explicit correspondence between W U and U ⊤Û resulting from Eqn. (2.3) along with subsequent leftmultiplication by the matrix U motivates the introduction of the projected quantity ±U U ⊤Û and to writê
The matrix U (U ⊤Û − W U ) is shown to be small in both spectral and 2 → ∞ norm by Lemma 7.8 and via Proposition 7.5. Ignoring U for the moment, the matrix U ⊤Û − W U represents a geometric residual measure of closeness between the matrix U ⊤Û and the Frobenius-optimal orthogonal matrix W U .
It is not immediately clear how to control the quantity (I − U U ⊤ )XVΣ −1 given the dependence on the perturbed quantityX. If instead we replacê X with X and consider the matrix (I − U U ⊤ )XVΣ −1 , then by the block matrix form in Section 2.4 one can check that (I − U U ⊤ )X = X(I − V V ⊤ ). Together with the fact that (I −U U ⊤ ) is an orthogonal projection and hence is idempotent, it follows that
So, introducing the quantity ±(I − U U ⊤ )XVΣ −1 yields
Note that by Lemma 7.7 and Proposition 7.5, all of the terms comprising the matrix product (I − U U ⊤ )X(V − V V ⊤V )Σ −1 can be controlled (submultiplicatively). In certain settings it shall be useful to further decompose
Note that the second matrix above vanishes given that X ≡ U ΣV ⊤ + U ⊥ Σ ⊥ V ⊤ ⊥ . As for the earlier matrix (I − U U ⊤ )EVΣ −1 , we do not assume additional control over the quantityV , so we rewrite the above matrix product in terms of V and a corresponding residual quantity. A natural choice is therefore to incorporate the orthogonal factor W V . Specifically, introducing
Moving forward, the matrix (I −U U ⊤ )EV W VΣ −1 becomes the leading term of interest. Gathering all the terms on the right-hand sides of the above equations yields Theorem 3.1. Corollaries 3.2 and 3.4 are evident given that U ⊤ U and V ⊤ V are both simply the identity matrix.
Proofs of general perturbation theorems.
Theorem 3.6.
Proof of Theorem 3.6. The assumption σ r (X) > 2 E 2 implies that σ r (X) ≥ 1 2 σ r (X) since by Weyl's inequality for singular values, σ r (X) ≥ σ r (X) − E 2 ≥ 1 2 σ r (X). The theorem then follows from Corollary 3.5 together with Proposition 7.5 and Lemma 7.7.
Theorem 3.7.
Proof of Theorem 3.7. By Corollary 3.4, consider the decomposition
Subsequently applying Proposition 7.5 and Lemma 7.7 yields
2 σ r (X) by Weyl's inequality for singular values. Thus, combining the above observations, bounds, and rearranging terms yields
, whereby the first claim follows since (α + β) < 1.
When rank(X) = r, the matrix (I − U U ⊤ )X vanishes since Σ ⊥ is identically zero. Corollary 3.2 therefore becomeŝ
and similarly forV − V W V , which removes the need for assumptions on σ r (X) with respect to the terms C X,U and C X,V . Hence the bound holds.
Corollary 3.8.
Proof of Corollary 3.8. By Theorem 3.7, we have the bound
Next, by Wedin's sin Θ theorem together with the general matrix fact that E 2 ≤ max{ E ∞ , E 1 } and the assumption σ r (X) > 2 E 2 , we have that
Using properties of the 2 → ∞ norm, we therefore have
Similarly,
Combining these observations yields the stated bound.
Proof of Theorem 1.1.
Proof of Theorem 1.1. In what follows the constant C > 0 may change from line to line. First, adapting the proof of Theorem 3.6 for symmetric positive semi-definite matrices yields the bound
Next we collect several observations.
• 
with probability at least 1 − 1 3 d −2 . Combining these observations yields that with probability at least 1 −
As for the matrix (E n U ) ∈ R d×r , consider the bound
Denote the sub-gaussian random variable and vector Orlicz ψ 2 norms by
The product of (sub-)Gaussian random variables has a sub-exponential distribution, and in particular the term
k − Γe i , u j } is a centered sub-exponential random variable which is independent and identically distributed for each 1 ≤ k ≤ n when i and j are fixed. An upper bound for the sub-exponential Orlicz ψ 1 norm of this random variable is given in terms of the sub-gaussian Orlicz ψ 2 norm, ( [14] , Remark 5.18) namely
The random vectors Y k are mean zero multivariate normal, therefore
Together with the observation that Var(
By Bernstein's inequality ( [14] , Proposition 5.16), it follows that
Combining this observation with the hypotheses σ r+1 (Γ) = O(1) and σ 1 (Γ) = Θ(σ r (Γ)) yields that with probability at least
with probability at least
Proof of Theorem 4.4.
Proof of Theorem 4.4. Specializing Corollary 3.4 for the symmetric case when rank(X) = r yields the decomposition
Rewriting the above decomposition yieldŝ
Applying the technical results in Sections 7.1 and 7.2 yields the term-wise bounds
By assumption E is symmetric, therefore E 2 ≤ E ∞ . Furthermore, Û − U W U 2 ≤ √ 2 sin Θ(Û , U ) 2 by Lemma 7.8, and sin Θ(Û , U ) 2 ≤ 2 E 2 |λ r | −1 by Theorem 7.9. Therefore,
Proof of Theorem 4.5.
Proof of Theorem 4.5. Note that rank(X) = r implies that the matrix (I − V V ⊤ )X ⊤ vanishes. Therefore, rewriting Corollary 3.4 yields the decomposition
Observe
By Proposition 7.5 and Lemma 7.8,
Furthermore, Proposition 7.5 and Lemma 7.7 yield
Now consider the matrix (V ⊥ V ⊤ ⊥ )E ⊤ ∈ R p 2 ×p 1 , and observe that its columns are centered, multivariate normal random vectors with covariance matrix (V ⊥ V ⊤ ⊥ ). It follows that row i of the matrix (V ⊥ V ⊤ ⊥ )E ⊤ is a centered, multivariate normal random vector with covariance matrix σ 2 i I where σ 2 i := (V ⊥ V ⊤ ⊥ ) i,i ≤ 1 and I ∈ R p 1 ×p 1 denotes the identity matrix. By Gaussian concentration and applying a union bound with the hypothesis p 2 ≫ p 1 , we have that (
) with probability at least 1 − As for the matrix (V ⊥ V ⊤ ⊥ )E ⊤ U ∈ R p 2 ×r , the above argument implies that entry (i, j) is N (0, σ 2 i ). Hence by the same arguments as above, we have (V ⊥ V ⊤ ⊥ )E ⊤ U 2→∞ = O( r log(rp 2 )) = O( r log(p 2 )) with probability at least 1 −
By hypothesis r ≤ p 1 ≪ p 2 and σ r (X) ≥ Cp 2 / √ p 1 where
holds with probability at least 1 −
2 , hence σ r (X) ≥ C E 2 . For this setting the rate optimal bounds in [6] are given by
Combining these observations yields
By assumption p 2 = Ω(p 3/2 1 ), so in the absence of a bounded coherence assumption
On the other hand, provided
under the assumption of bounded coherence, then
Proof of Theorem 4.9.
Proof of Theorem 4.9. Again we wish to bound Û − U W U 2→∞ . Observe that the matrix (I − U U ⊤ )O vanishes since rank(O) = r. This fact together with Corollary 3.2 implies the bound
The above bound can be further weakened to yield
We proceed to bound all of the terms on the right hand side of the above inequality. To this end, a straightforward calculation reveals that
asymptotically almost surely when the maximum expected degree of G i , denoted ∆, satisfies ∆ ≫ log 4 (n) [25] as in the hypothesis. Furthermore, the assumption σ r (O) = Ω(∆) implies σ r (Ô) = Ω(∆) asymptotically almost surely in n. Combining these observations with the proof of Lemma 7.8 and the result of Theorem 7.9 yields the relations
It is worth noting that the above relations provide a naïve bound for the underlying quantity of interest, Û − U W U 2→∞ . Next, for the matrix, (Ô − O)U ∈ R 2n×r , consider the bound
Note that U k+n,j = U k,j for all 1 ≤ k ≤ n. Now for each 1 ≤ i ≤ n and 1 ≤ j ≤ r, Observe that for n + 1 ≤ i ≤ 2n, the roles of A 1 and A 2 are interchanged. For any 1 ≤ i ≤ n, the above expansion is a sum of independent (in k), bounded, mean zero random variables taking values in [−2U k,j , 2U k,j ]. Hence by Hoeffding's inequality, with probability tending to one in n, (Ô − O)U 2→∞ = O( r log(n)).
Similarly, for the matrix U ⊤ (Ô − O)U ∈ R r×r ,
≤ r max i∈[r],j∈[r] | (Ô − O)u j , u i |.
In particular for 1 ≤ i, j ≤ r, then
This is a sum of independent, mean zero, bounded random variables taking values in [−8U k,j U l,i , 8U k,j U l,i ]. By another application of Hoeffding's inequality, with probability almost one, U ⊤ (Ô − O)U 2 = O(r log(r)).
Note that U 2→∞ ≤ 1 always holds (here we do not assume bounded coherence) and that our hypotheses imply Σ −1 2 = O(1/∆). Lemma 7.7 bounds U ⊤Û − W U 2 by sin Θ(Û , U ) 2 2 which behaves as O(1/∆). Hence our analysis yields that Û − U W U 2→∞ = O √ r log(n) ∆ with probability 1 − o(1) as n → ∞.
7. Supplement A. In this supplementary material, we provide technical proofs pertaining to the 2 → ∞ norm, singular subspace geometry, and a modification of Theorem 2 in [47] . The material here plays an essential role in the proofs of our main theorems.
Technical tools for the 2 → ∞ norm.
For A ∈ R p 1 ×p 2 , consider the vector norm on matrices · 2→∞ defined by (7.1)
Ax ∞ Let A i ∈ R p 2 denote the i-th row of A. The following proposition shows that A 2→∞ corresponds to the maximum Euclidean norm on the rows of A. | Ax, y | = A 2 .
The second inequality holds by an application of the Cauchy-Schwarz inequality together with the vector norm relationship x 2 ≤ √ p 1 x ∞ for x ∈ R p 1 . In particular,
| Ax, y | ≤ max
Ax 2 ≤ √ p 1 max
Ax ∞ = √ p 1 A 2→∞ .
By the transpose-invariance of the spectral norm we further have by symmetry that
Remark 7.4. The relationship in Proposition 7.3 is sharp. Indeed, for the second inequality, take A := {1/ √ p 2 } p 1 ×p 2 . Then A 2→∞ = 1 and A ⊤ 2→∞ = p 1 /p 2 while A 2 = √ p 1 . In particular, for "tall" rectangular matrices, the spectral norm can be much larger than the 2 → ∞ norm.
Proposition 7.5. For all A ∈ R p 1 ×p 2 , B ∈ R p 2 ×p 3 , and C ∈ R p 4 ×p 1 , then (7.5) AB 2→∞ ≤ A 2→∞ B 2 and (7.6) CA 2→∞ ≤ C ∞ A 2→∞ .
Proof. The subordinate property of · 2→∞ yields that for all x ∈ R p 3 , ABx ∞ ≤ A 2→∞ Bx 2 , hence maximizing over all unit vectors x yields Equation (7.5).
In contrast, Eqn. (7.6) follows from Hölder's inequality coupled with the fact that the vector norms · 1 and · ∞ are dual to one another. Explicitly,
| CAx, e i | ≤ max
Proposition 7.6. For A ∈ R r×s , U ∈ O p 1 ,r , and V ∈ O p 2 ,s , then
Proof. The matrix (Û − U U ⊤Û ) ∈ R p×r represents the residual ofÛ after orthogonally projecting onto the subspace spanned by the columns of U . Note that A 2 2 = max x 2 =1 A ⊤ Ax, x , and so several intermediate steps of computation yield that for any T ∈ R r×r ,
