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ABSTRACT
The simplest greedy geometric routing forwards packets to make most progress in terms of
geometric distance within reach. Its notable advantages are low complexity, and the use of
local information only. However, two problems of greedy routing are that delivery is not
always guaranteed, and that the greedy routes may take more hops than the corresponding
shortest paths. Additionally, in dynamic multihop networks, routing elements can join or
leave during network operation or exhibit intermittent failures. Even a single link or node
removal may invalidate the greedy routing success guarantees.
Greedy embedding is a graph embedding that makes the simple greedy packet forwarding
successful for every source-destination pair. In this dissertation, we consider the problems
of designing greedy graph embeddings that also yield low hop stretch of the greedy paths
over the shortest paths and can accommodate network dynamics.
vi
In the first part of the dissertation, we consider embedding and routing for arbitrary un-
weighted network graphs, based on greedy routing and utilizing virtual node coordinates.
We propose an algorithm for online greedy graph embedding in the hyperbolic plane that
enables incremental embedding of network nodes as they join the network, without dis-
turbing the global embedding. As an alternative to frequent reembedding of temporally
dynamic network graphs in order to retain the greedy embedding property, we propose a
simple but robust generalization of greedy geometric routing called Gravity–Pressure (GP)
routing. Our routing method always succeeds in finding a route to the destination provided
that a path exists, even if a significant fraction of links or nodes is removed subsequent
to the embedding. GP routing does not require precomputation or maintenance of special
spanning subgraphs and is particularly suitable for operation in tandem with our proposed
algorithm for online graph embedding.
In the second part of the dissertation we study how topological and geometric properties of
embedded graphs influence the hop stretch. Based on the obtained insights, we synthesize
embedding heuristics that yield minimal hop stretch greedy embeddings. Finally, we verify
their effectiveness on models of synthetic graphs as well as instances of several classes of
real-world network graphs.
vii
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1Chapter 1
Introduction
1.1 Greedy Routing
Greedy routing was studied initially in [Fin87, TK84, NK84] as an efficient alternative to
the classical routing table approaches. In the greedy routing paradigm, the communication
network is first embedded in a metric space by assigning to each node a coordinate de-
noting its location. From these coordinates, the geometric distances for any pair of nodes
can be calculated. According to the simplest deterministic greedy routing rule, a node
forwards a message to a directly connected neighboring node that is closest to the destina-
tion. This ideally makes the straight-line distance from the packet to the destination node
a monotonically decreasing function eventually reaching zero – when the packet arrives at
the destination.
Notable advantages of greedy routing are its low computational complexity, small memory
requirement per node, and the use of local information only – each node finds a next hop
2based only on the coordinates of its neighbors. These properties make the greedy routing
scheme generally suitable for distributed operation in large scale networks. In addition,
greedy routing based on node locations and distances in Euclidean space, as can be demon-
strated by simulations, has high success rate1.
However, one problem of greedy routing is that it is not guaranteed to succeed for every
source-destination pair: it is easy to construct examples where a packet reaches a node that
is closer to the destination than all of its direct neighbors so that the forwarding fails even
though a path to the destination exists. Maximizing the success rate of greedy routing has
recently received significant attention in the research literature.
Another problem of greedy forwarding is that the routes it finds may take more hops than
the corresponding shortest paths. For each source–destination pair, we define the hop
stretch as the ratio of hop lengths of the greedy path and the corresponding shortest path in
the graph. The average and the maximum hop stretch can be used as measures of the hop
stretch for the entire graph. Ideally, the greedy and shortest path would coincide for each
pair, in which case the hop stretch is 1. In practice, however, the hop stretch is often higher,
implying reduced efficiency of the routing. Minimizing the hop stretch of greedy routing is
thus an important problem and has also received significant attention in the recent research
literature.
1The rate of success of greedy routing for a given graph embedding is the fraction (percentage) of all
source-destination pairs for which greedy routing succeeds in finding the path to the destination.
31.2 Greedy Embedding and Virtual Coordinates
Both the rate of success and the hop stretch of the forwarding depend on the graph topology
but also on the embedding. Thus, for a given topology, we can speak of the success rate
or the average (or maximum) hop stretch of the embedding. When the success rate is
guaranteed to be 1 (100%) we call the embedding greedy [PR05].
If the real-world (geographic) node locations are used as coordinates for forwarding, the
success rate and hop stretch can not be influenced readily. This motivates the study of net-
work embeddings based on virtual coordinates (not necessarily coinciding with the physical
node locations) [RRP+03], chosen so as to optimize success rate, hop stretch or some other
quantity of interest (see also e.g. [MWH01, GSB03] and the references therein.)
1.3 General Problem Statement. Contributions
As a general problem statement, in this work we are interested in methods for constructing
graph embeddings in metric space, based on virtual coordinates, that are both greedy and
have low hop stretch. The input graphs for this embedding problem are undirected un-
weighted connected graphs and are viewed as an abstraction of a communication network.
41.3.1 C Condition
We start Chapter 2 by providing a geometric interpretation of the widely accepted P-R def-
inition [PR05] of greedy embedding. Based on this interpretation, we formulate and prove
a novel sufficient condition (henceforth termed C condition) for a graph embedding to be
greedy. The C condition is applicable to any metric space, but in this work we are particu-
larly interested in its applications in 2-dimensional hyperbolic space. An interesting aspect
of the C condition is that it can be used to construct greedy embeddings using geometry
concepts, which is often a more intuitive approach compared to the previously published
results. Thus our formulation of a sufficient condition for greedy embeddings introduces
the general problem of geometric construction of greedy embeddings. Geometric construc-
tion of greedy embeddings is actually the approach adopted in constructing the C greedy
embedding, one of the main results in this work.
1.3.2 C Embedding
Limiting the focus to metric spaces, [Kle07] presented a constructive proof that every finite,
connected, undirected graph has a greedy embedding in two-dimensional hyperbolic space.
Although the procedure described in [Kle07] is aimed at ad-hoc wireless networks and sen-
sornets, there seem to be some obstacles to successful application of this type of embedding
to communication networks whose topology can change over time. In [Kle07], the entire
5embedding is a function of a local topological property of the graph, namely the maxi-
mum degree of the chosen spanning tree T . Since newly added nodes increase the node
degree locally, their embedding is not always possible without changing the coordinates of
all nodes in the network.
Further, the greediness of the embedding in [Kle07] depends critically on the connectivity
provided by the underlying embedded spanning tree. This implies that local changes in
connectivity caused by nodes leaving the network or failing links, can invalidate the greedy
property of the entire embedding. Such properties are undesirable of embedding algorithms
intended for distributed operation.
In Chapter 3 we propose to address the above problems by
1. Constructing a novel greedy graph embedding algorithm that supports addition of
an arbitrary number of nodes to the graph embedding in an online fashion while
requiring no changes to the previously assigned node coordinates in order to retain
the greedy property; and
2. Constructing a greedy routing algorithm that guarantees delivery even in the presence
of disturbances of the greedy property of the embedding caused by nodes and/or links
failing unexpectedly or exhibiting intermittent periods of downtime or standby-time.
Toward this end, we propose an algorithm (henceforth termed C embedding) for online
calculation of a greedy embedding in the hyperbolic plane for a given arbitrary, connected
6graph with edges representing the connectivity in a communication network.
Our algorithm, unlike the previously published work, supports incremental embedding of
network nodes as they join the network during network operation time, without affecting
the rest of the embedding.
The construction of the C embedding is based on the C condition developed in Chapter 2.
It represents a new constructive proof that it is possible to embed any graph in hyperbolic
space, alternative to the one presented in [Kle07].
1.3.3 GP Routing
In greedy embeddings with guarantees based on the existence of “at least one” greedy next
hop at each node, even a single node or link failure may invalidate the greediness of the
embedding, thus causing the need to re-embed the entire network if the greedy property is
to be reestablished.
As an alternative to frequent reembedding of network graphs due to intermittent node or
link failures, or nodes leaving the network, we propose a novel routing method called
Gravity–Pressure (GP) routing.
Our routing algorithm can be viewed as a simple but robust generalization of the simplest
greedy distance routing (Section 1.1), and always succeeds in finding a route to the des-
tination if a path in the network exists. For its operation, GP routing does not require
7precomputation or maintenance of special spanning subgraphs.
Since no assumptions are made about the type of the network coordinates, GP routing can
be applied to embedded networks using physical coordinates as well as virtual coordinates
in Euclidean or hyperbolic space.
GP routing is particularly suitable for application in graphs embedded using the C em-
bedding. Intuitively, if the fraction of nodes that left the network after the initial greedy
embedding is small, the remaining network embedding is still “almost greedy”. If the two
proposed algorithms, C embedding and GP routing are used together, most of the time
GP routing will function as plain greedy distance routing, making only positive progress
toward the destination.
1.3.4 Low-Stretch Heuristics
It is desirable to have a method for constructing graph embeddings in metric space that are
both greedy and have low hop stretch.
To date, there are several procedures [Kle07, CC09, Epp10, EG11, May06] for finding a
greedy embedding of a connected undirected graph. Notably, in all of these procedures, the
embedding of the input graph is based on embedding a spanning tree extracted from the
graph.
In Chapter 4, we first study how topological and geometric properties of greedy embed-
8dings influence the hop stretch. Our finding is that the choice of a spanning tree is a central
problem in the reduction of the hop stretch of greedy embeddings based on spanning trees.
To date, this problem has not received systematic treatment in the research literature.
From the obtained insights of our study, we construct the maximum-weight spanning tree
(MWST) heuristic from which we derive the minimum-diameter spanning tree (mDST)
heuristics for reduction of the hop stretch.
To provide arguments explaining why our proposed heuristics are justified, we initially
focus on the greedy embedding [Kle07] (henceforth, K embedding). We choose the K
embedding because its geometric symmetry enables a formal analysis which confirms that
our heuristics are well founded.
We conjecture that the tree weight heuristic can be successfully applied to all embeddings
based on the extraction of a spanning tree, i.e. it is not limited to greedy embeddings,
hyperbolic, or virtual coordinates. The validity of this conjecture is numerically confirmed
in Chapter 5 on a wide range of test cases, for both the K and C embeddings.
Our study also sets forth the general problem of efficient construction of spanning trees that
yield low stretch greedy embeddings.
91.3.5 Performance Evaluation
In Chapter 5 we present the results and conclusions of an extensive numerical evaluation
aimed at verification of the effectiveness of the C embedding algorithm used in conjunction
with our proposed low-stretch heuristics.
We focus on three graph classes: (a) Erdos-Renyi (G(n, p)) graphs (b) wireless graphs, and
(c) a number of large real world graphs, including the Internet AS Graph.
We apply our low-stretch heuristics to the C embedding developed in Chapter 3, and we
use the K embedding as a control. We demonstrate that both embedding schemes produce
comparable low stretch when used in conjunction with our spanning tree heuristics.
Our preliminary results confirm that our low-stretch heuristics provide significant improve-
ment of the hop stretch in both the average and the worst case compared to the case of a
randomly chosen spanning tree.
Further, we study in details the applicability of sampling techniques for reduction of the
computational complexity of our heuristics when applied to large graphs. We demonstrate
that the sampled version of the MWST heuristic provides excellent reduction of the com-
putational cost while having minor degradation of the hop-stretch performance. Thus we
show that the sampled MWST heuristic is applicable to stretch reduction in real-world
routing.
The consistent results we obtain for both the C and K embeddings further reinforce our
10
belief that our low-stretch heuristics will be successful with all embeddings based on a
spanning tree, developed to date or in the future.
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Chapter 2
Basis for Greedy Embedding
2.1 The C Condition for Greedy Embedding
We start by considering the general case of graph embeddings in a d-dimensional Euclidean
or hyperbolic space. In the following, graph will refer to a connected, undirected and finite
graph.
Definition 1. Given a graph G with vertex set V , an embedding of G in Rd resp. Hd is a
mapping C (G) : V → Rd resp. C (G) : V →Hd that assigns to each vertex v ∈V a virtual
coordinate C (v).
Definition 2. For two points v,w ∈ Rd resp. Hd , the Euclidean resp. hyperbolic bisector
of the Euclidean resp. hyperbolic line segment determined by v and w is the locus of points
in Rd resp. Hd equidistant from v and w in terms of Euclidean resp. hyperbolic distance.
In Rd , the bisector is the Euclidean hyperplane perpendicular to the segment [v,w] at its
12
midpoint. In Hd , the bisector is the hyperbolic hyperplane perpendicular at the segment’s
midpoint to the hyperbolic line segment joining v and w.
Lemma 1. Let X be either Rd or Hd and ρ be the corresponding distance function. Let v
and w be different points in X and let b be the bisector of the segment joining v and w. Then
for all u ∈ X it holds that ρ(v,u)< ρ(w,u) if and only if v and u are in the same half-space
with respect to the bisector b.
Proof. Follows from the triangle inequality applied to the triangle determined by v, u and
x, where x is the intersection of b and the segment joining u and w. Namely, ρ (v,u) <
ρ (v,x)+ρ (u,x). From the definition of the bisector, ρ (v,x) = ρ (w,x), and from the defi-
nition of x, ρ (u,x)+ρ (x,w) = ρ (u,w). Combining these yields ρ(v,u)< ρ(w,u).
Likewise, for all u ∈ X it holds that ρ(w,u)< ρ(v,u) if and only if w and u are in the same
half-space with respect to b.
Definition 3. For a graph G(V,E) and its embedding C (G) in Rd resp. Hd , let e ∈ E be
an edge connecting the vertices u and v. An embedded edge of G is the Euclidean resp.
hyperbolic line segment C (e) =C (u,v) joining the points C (u) and C (v) in Rd resp. Hd .
Definition 4. [PR05] An embedding of a graph G(V,E) C (G) in Rd resp. Hd is called
greedy if and only if it has the property that for any two distinct nodes s ∈ V and t ∈ V ,
there is a neighbor of s that is closer in Euclidean resp. hyperbolic distance to t than s is.
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We now provide a geometric interpretation of Definition 4.
In Figure 2.1, node s is a source, n1, n2, and n3 are its immediate neighbors, and t1 and t2 are
two possible destinations (their incident links are not shown for clarity). Each destination
t has a hypersphere centered at t, passing through the neighbor of s that is the closest in
geometric distance to t. If there exists a source–destination pair (s, t) such that s is inside the
hypersphere centered at t, then the embedding is not greedy because there is no neighbor
of s closer to t than s. It is easy to see that, if the embedding is to be greedy, the locus
of allowed coordinates of t is determined by the bisector b of the embedded edge C (s,n):
t must be in the halfspace of n with respect to b for s to be outside of the corresponding
hypersphere. For example, in Figure 2.1, t1 is in the halfspace of n1 with respect to b1,
whereas t2 is in the halfspace of s with respect to b2, thus violating the greedy property. As
an alternative statement to Definition 4, we have:
Definition 5. A graph embedding C (G) of a graph G(V,E) in Rd resp. Hd is called greedy
if and only if for every triplet of nodes (s,n, t) ∈V 3 such that n is the neighbor of s closest
in geometric distance to t, t is in the halfspace of n with respect to the bisector of C (s,n).
In the case when the graph is a tree, we have
Lemma 2. (C condition) Let T (V,E) be a tree graph with embedding C(T ). For each edge
e ∈ T , let b(e) be the perpendicular bisector of the embedded edge C (e). If for each e ∈ T ,
b(e) intersects no embedded edges of T other than C (e), then C is a greedy embedding of
14
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Figure 2.1: Illustration of the greedy embedding definition
T .
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Figure 2.2: Illustration of the C condition
Proof. Suppose that for each e ∈ E, b(e) intersects no embedded edges of T other than
C (e). Consider any edge (u,v) ∈ T . It suffices to show that u has a greedy route to any
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node t for which the path in the tree from u has next hop v. Consider the bisector b of (u,v).
Since b intersects no other edges of T , t must be in the half-space of v with respect to b (cf.
Lemma 1). Therefore ρ(v, t)< ρ(u, t), so u has a greedy next hop to t, namely v. Applying
this argument to each edge on the path from u to t confirms that the route in T from u to t
has a monotonically decreasing distance to the destination i.e. is a greedy route.
Given the observation that if a spanning tree T of a graph G is greedily embedded then G
is also greedily embedded ([Kle07]), we formally have
Lemma 3. For a connected graph G with embedding C(G), let T be a spanning tree of G.
For each edge e ∈ T , let b(e) be the perpendicular bisector of the embedded edge C (e).
Then a sufficient condition for C to be a greedy embedding of G is that for each e∈ T , b(e)
intersects no embedded edges of T other than C (e).
It is easy to see that the converse is not true. Figure 2.3 provides a simple counterexample:
the graph G is greedily embedded in the plane because its spanning tree T1 is greedily
embedded according to Lemma 2. However, another spanning tree T2 of G is not greedily
embedded.
2.2 The Hyperbolic Plane
This section concentrates on two-dimensional hyperbolic space (hyperbolic plane) and sys-
tematizes the concepts from hyperbolic geometry that will be used in the subsequent pre-
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T2
Figure 2.3: A counterexample for Lemma 3
sentation.
The Poincaré Disk model will be used throughout for visualization of the 2-dimensional
hyperbolic space. That is, we will use complex numbers from the set D= {z ∈ C | |z|< 1}
to represent the virtual coordinates of the embedded vertices in the hyperbolic plane. An
introductory characterization of the more common hyperbolic geometry models and their
elementary geometric objects can be found e.g. in [And07].
As a distance function for the greedy embeddings considered in this section, we use the
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standard hyperbolic distance ρ for the Poincaré Disk model: ∀z1,z2 ∈ D,
coshρ (z1,z2) =
2 |z1− z2|2
(1−|z1|2)(1−|z2|2)
+1. (2.1)
The proof is by direct calculation [And07, Proposition 4.3].
An alternative expression given by
ρ (x,y) = 2atanh
∣∣∣∣ z2− z11− z1z2
∣∣∣∣ (2.2)
can be derived from (2.1). (See Section A.9 for details.)
The existence of a closed-form expression for the hyperbolic distance inDmakes the choice
of this model suitable for the implementation of greedy embedding algorithms.
The element of hyperbolic length
2
1−|z|2 · |dz| (2.3)
associated with this distance has circular symmetry: all points on a Euclidean circle in D
centered at the origin have same distortion of the Euclidean element of length |dz|.
The Euclidean circle ∂D = {z ∈ C | |z|= 1} represents the boundary at infinity of this
model. We also refer to this circle as the horizon and to its points as the points at infinity
of D or ideal points.
In hyperbolic geometry, the path that realizes the hyperbolic distance between two points
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(i.e. the shortest path) is the hyperbolic line or geodesic. In the Poincaré Disk model, paths
realizing (2.1) are represented by arcs of Euclidean circles in D that are perpendicular to
∂D. Two distinct points on ∂D thus determine a hyperbolic line in D.
For a hyperbolic line in D determined by two ideal points, of interest in this work are
the center and the radius of the Euclidean circle in the Riemannian sphere C = C∪{∞}
containing the line. It is easy to show that given two ideal points a = eiα and b = eiβ ,
the center of the Euclidean circle in C containing the hyperbolic line whose endpoints at
infinity are a and b, and the corresponding radius are given by
c = 1/m∗, R2 = 1/ |m|2−1 (2.4)
where m = (a+b)/2 is the midpoint of the Euclidean chord joining a and b, and m∗ is the
complex conjugate of m.
Two hyperbolic lines disjoint in D are said to be parallel. Specifically, parallel hyperbolic
lines in D contained in disjoint Euclidean circles in C are termed ultraparallel, to be dis-
tinguished from parallel hyperbolic lines that share an endpoint at infinity.
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Chapter 3
Online Greedy Embedding
3.1 Introduction
Greedy geometric routing using the actual physical coordinates of the nodes has been stud-
ied due to its simplicity and scalability ([Fin87, TK84, NK84]), and regained popularity
in the research community recently with the proliferation of GPS-capable communication
devices ([MWH01, GSB03]). Greedy routing based on node locations and Euclidean dis-
tances has been shown to have a high rate of success, but fails when a packet reaches a
node that is closer to the destination than all of its direct neighbors even if a path to the
destination exists (e.g. [Leo06]).
Changing the actual physical locations of nodes to address this issue and improve the suc-
cess rate of a greedy routing scheme is perhaps a rather impractical idea, but the observation
that the distance-to-destination function of each path in an embedded graph is determined
by the embedding motivated the quest for network embeddings that would support a 100%
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successful greedy routing, even if nodes have to be assigned artificial, virtual coordinates
that do not necessarily represent locations in physical space ([MWH01, GSB03]).
3.2 The C Embedding Algorithm
In this section, we present our algorithm for computation of a greedy embedding of a given
graph. The algorithm takes as input a connected graph G = (V,E) specified by a set of
vertices V and the connections between them E = {(u,v) | u,v ∈V}. The graph G serves
as an abstraction of a communication network – the nodes in the network correspond to
the vertices of the graph and two vertices in the graph are connected if and only if the
corresponding nodes can exchange data bidirectionally. The neighbors of a vertex v ∈ V
are the directly connected vertices: Nv = {u | (u,v) ∈ E}.
As noted in Chapter 2, a greedy embedding of a tree graph T which spans a given connected
graph G is also a greedy embedding of the graph G. Thus as a first step, the network
constructs a spanning tree T of the graph G. Any type of a spanning tree can be used.
A type of tree suitable for distributed construction is a minimal-depth tree. To form a
minimal-depth tree, first the network nodes elect a root node. Subsequently, each node n
elects from Nn its parent node to be the node that has the smallest distance in hops to the
root node. Except for the root node r, each node in G is thus assumed to have identified a
parent node for itself. The parent of a node n is referred to as pn.
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Figure 3.1 contains a precise statement of the C embedding algorithm.
In the initialization step of the algorithm, the values of αr and βr determine the possible
choices for the root location C (r). C (r) is chosen from the interior of the hyperbolic
triangle OAB defined by the geodesic G1, its bisector OB, and the ray OA defined by βr
as shown in Figure 3.2. With this choice of initial conditions, the assignment of virtual
coordinates to the vertices of the spanning tree T (and thus the graph G) obtained using the
procedure in Figure 3.1, corresponds to a greedy embedding. We formalize this claim in
the following
Proposition 1 (Correctness). If C (r) is an interior point of the hyperbolic triangle OAB as
in Figure 3.2, then the embedding C (G) obtained with the C embedding algorithm for an
arbitrary graph G with a spanning tree T is a greedy embedding.
Proof. According to the C condition, it suffices to show that no bisector of an edge e ∈ T
embedded in the hyperbolic plane intersects other edges of the embedded tree. We begin
by observing several properties of the C embedding procedure above.
For a node n ∈ T , let Gn be the hyperbolic line in D associated with n, whose endpoints at
infinity are an and bn as in step 2a of the algorithm, and denote by Hn the corresponding
region of D bounded by Gn and containing the point C (n). The virtual coordinate of the
node n obtained via (3.1) is the reflection of the location of the parent node C (pn) in the
hyperbolic line Gn. Therefore, the hyperbolic line segment joining C (pn) and C (n) is the
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Procedure Online Embedding C (G)
1. Initialize by assigning to the root node r of the tree:
(a) a virtual coordinate C (r) in the hyperbolic plane; and
(b) the angles αr = pi and βr = 2pi corresponding to the ideal
points ar = eiαr and br = eiβr .
2. For each node n ∈ G:
(a) Its parent pn:
i. sends C (pn), αn = αpn and βn = (αpn +βpn)/2 to n;
and
ii. updates αpn := βn.
(b) Node n:
i. calculates c and R according to (2.4) with an = eiαn
and bn = eiβn and its own coordinate
C (n) =
R2
(C (pn))
∗− c∗ + c (3.1)
and
ii. updates
αn := (αn+βn)/2.
Figure 3.1: The C embedding algorithm
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Figure 3.2: Positioning of the root node for a greedy embedding
embedded edge C (pn,n) of T and Gn is its perpendicular bisector. To see this, pick an
isometry transform on D that maps the endpoints of the segment of the embedded edge to
a point p on the imaginary axis in D and its complex conjugate p∗ while mapping the inter-
section of Gn and C (pn,n) to the origin. Since the isometries on D are conformal, it is easy
to see that under the chosen transform, the image of the Euclidean circle inC containing Gn
maps to the extended real axis R= R∪{∞}. From the symmetry of the hyperbolic length
element (2.3), R is the perpendicular hyperbolic bisector of the hyperbolic line segment
joining p and p∗ and consequently, Gn is the bisector of the embedded edge C (pn,n) as
desired.
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It remains to show that for any node n ∈ T , Gn intersects no embedded edges of T other
than C (pn,n). We observe that a point in D, its reflection in a hyperbolic line, and the
center of the Euclidean circle containing the hyperbolic line are collinear in the Euclidean
sense. Therefore a point p in D and its reflection from a hyperbolic line Gn always lie in
the same half of the subspace Hn with respect to the Euclidean bisector b(Gn) of the arc in
D containing Gn. Since a node n and the hyperbolic line Gc associated with a child node of
n c are by construction contained in opposite halves of Hn with respect to b(Gn), it follows
that the embedded edge C (pn,n) and Gc are disjoint. Finally, note that by construction,
for any node n ∈ T , the hyperbolic line containing the embedded edge C (pn,n) is ultra-
parallel to the hyperbolic line associated with any sibling of n. Thus any embedded edge
C (pn,n) is disjoint with the hyperbolic bisector of any other embedded edge of the tree T .
Consequently, the embedding C (G) is a greedy embedding. 
When a new node, say n, joins an already embedded graph, it can obtain a virtual coordinate
simply by identifying a parent node for itself, say pn, and executing step 2) of the algorithm
in Figure 3.1. Note that this method does not require changes to the virtual coordinates of
the existing nodes when a new node enters the graph. This is possible since our algorithm
allows allocation of disjoint subspaces of the hyperbolic plane in an online fashion. By
construction, the number of child-nodes any node can have is not limited, and there is
always free space to be allocated for a newly added node.
Figure 3.3 illustrates an example of a graph embedded in the Poincaré Disk according to
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r
Figure 3.3: Example of a greedy embedding of an irregular spanning tree in the
Poincaré disk model
the C embedding procedure. The figure shows the embedded edges of a spanning tree of
the graph; for clarity, the non-tree edges are not shown.
3.2.1 Remarks
All steps of the presented algorithm are suitable for distributed and asynchronous computa-
tion. Communication takes place only between a node joining the embedded graph and its
parent node, which is elected from the immediate topographic neighborhood in the graph.
The C embedding algorithm presented in Section 3.2 generates node coordinates without
use of any information about physical locations of the nodes. The only initial virtual coor-
dinate needed is the root coordinate, which can easily be chosen by the elected root node.
The region of allowable virtual coordinates for the root node in the initialization of the
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algorithm can be derived from the requirement in the proof of Proposition 1 that the point
in D representing any embedded node n and the associated hyperbolic line of any child-
node of n be at the opposite sides of the Euclidean bisector of the region Hn associated
with n. This requirement ensures that no hyperbolic bisector associated with an embedded
node intersects the embedded edge of its parent node. The allowable region for the root
node is obtained as the intersection of the allowable regions with respect to the associated
geodesics of all possible child-nodes of the root node:
J =
∞⋂
n=1
Jn.
It is easy to show that the region J corresponds to the hyperbolic triangle OAB whose
vertices are the origin O, the ideal point A with coordinate −eiβr and the midpoint B of the
arc containing the geodesic G1 associated with the first child-node of the root node. (See
Figure 3.2.) It can be shown that for this triangle to have a non-zero area, it is sufficient to
choose values of αr and βr that satisfy βr−αr < 4pi/3. Figure 3.3 illustrates the case when
βr−αr = pi .
Satisfying the C condition is not the only way to achieve a greedy embedding, but is suffi-
cient. We remark that the construction implied by the lemma is possible in the hyperbolic
plane owing to the fact that parallelism is a less restrictive quality in hyperbolic space than
in Euclidean space. More specifically, parallelism is not a transitive relation in hyperbolic
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space and allows every embedded edge to be parallel to the bisectors of all other embedded
edges. This is not possible in Euclidean space without violating the condition of the greedy
embedding lemma, but is easily done in hyperbolic space. The C embedding algorithm can
thus embed an irregular tree directly rather than identifying a regular tree as a superset of
nodes to be embedded in the hyperbolic plane.
3.3 The Gravity–Pressure Greedy Routing Algorithm
3.3.1 Overview
The choice of a spanning tree as a subgraph type to be used in the graph embedding pro-
cedure described in Section 3 is based on the fact that spanning trees have simple enough
structure to allow incremental embedding, yet they contain a path between any two nodes
in the original graph. Adding a new node to an existing spanning tree amounts to adding
a single edge to the already embedded spanning subgraph, and the condition of Lemma 2
can be easily satisfied.
However, every spanning tree provides exactly one path for each pair of nodes in the graph;
removal of any graph edge that is a non-leaf tree edge in the embedded subtree, partitions
the spanning tree into two unconnected subgraphs. Similarly, removal of any node from the
original graph other than leaf nodes in the tree, partitions the spanning tree into a forest of d
subtrees, where d is the node degree of the removed node, and thus disturbs the connectivity
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property of the tree. It is easy to construct examples of graphs where partitioning of the
embedded spanning tree violates the greedy property of the embedding. In fact, we have
produced a number of such embedded graphs for the purposes of Section 3.4.
To cope with greedy routing failures caused by local maxima of the packet progress toward
the destination, one could reinitiate the network embedding procedure on demand, or use
more sophisticated routing schemes that would either be able to avoid such local maxima,
or to continue the routing after a data packet had reached a dead end. For the latter ap-
proach, numerous advanced routing and route discovery procedures have been proposed
in the recent literature on location-based routing (see e.g. [CV07]). These procedures can
be roughly divided into proactive, reactive, and hybrid, based on whether they precompute
auxiliary data structures for possible use in finding a non-greedy route if a greedy route to
the destination does not exist.
In real network environments, link and node failures are expected to happen often. Recent
experimental studies have shown that most failures are temporary, and in fact short-lived
(e.g. [ICM+02]). In such conditions, repeating the embedding procedure to regain the
greedy property, or precomputing data structures every time a network element or link be-
comes unavailable, may be unjustified from the standpoints of efficiency and conservation
of resources. Instead, we propose a simple generalization of the greedy distance routing
rule that does not require proactive computation or maintenance of special data structures
for its operation, and as such, is suitable for application in temporally dynamic graphs. Our
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routing method, called Gravity–Pressure (GP) routing, always succeeds in finding a route
to the destination, if a path in the network exists.
In the rest of this section we provide an intuitive overview of the GP routing procedure. A
precise statement of the routing algorithm is postponed to Section 3.3.2. We will discuss
some of the advantages and disadvantages of GP routing when used in conjunction with
the greedy embedding algorithm of Section 3 in more detail in Section 3.5.
GP routing normally forwards packets to the neighbor that provides most progress toward
the destination. By analogy with a liquid flowing through a system of pipes in gravitational
field of spherical symmetry toward the center located at the destination node, we refer to
this routing mode as the gravity routing mode. The packet may occasionally reach a local
minimum, or a “valley”. In that case, GP forwards the packet to a next hop that provides
the least negative progress with respect to the location of the destination.
To deal with the possibility of the packet entering a loop and periodically returning to
the same local lowermost point, we introduce the concept of pressure as a second “field”
that helps steer the packet out of the valley. We refer to this routing mode as the gravity–
pressure routing mode. We emphasize that in contrast to other proposed routing procedures
that switch to a non-greedy routing mode when a packet reaches a dead-end, and sacrifice
connectivity to achieve functionality by routing on a suitably chosen subgraph (e.g. GPSR
[KK00], GDSTR [Leo06] etc.), GP always retains the locally greedy disposition and works
on the original network graph. Thus, GP routing can be viewed as a generalization of
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greedy distance routing as opposed to a hybrid, dual routing technique.
Figure 3.4 illustrates the principle of the GP routing technique. We note that while this
example uses physical Euclidean node coordinates and Euclidean distances to facilitate
understanding, GP is by no means limited to this metric space. The packet starts from the
source node in gravity mode, but reaches a dead end at node N1. At this point, the packet
enters gravity–pressure mode and the trajectory it follows subsequently is shown with a
dashed line. The backpressure that helps the packet get out of the valley is realized by
keeping track of the number of visits of each node until node N2 is reached, which is closer
to the destination than the node where a dead end was detected (N1). At this point the
packet switches back to gravity mode.
3.3.2 Formal Statement of the GP Algorithm
Figure 3.5 contains a precise statement of the Gravity–Pressure (GP) routing algorithm.
An instance of this algorithm is assumed to run at each node in the network. At present,
the network graph is assumed to be connected. The discussion of the extensions of the
algorithm for handling partitioned graphs is relegated to Section 3.5.
Each packet in the network is assumed to contain a flag bit, determining the current routing
mode of the packet. When a packet is created, its packet mode flag is initially set to gravity
mode, but can be toggled at each routing element between gravity and pressure mode, as
described below. The originator of the packet, say Nsrc, is assumed to know the ID of
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← Source
Destination→
Obstacle
← N1
← N2
Figure 3.4: An example route of Gravity–Pressure route discovery in an ad-hoc
wireless network using physical node locations and Euclidean distance
the destination Ndest as well as its virtual coordinates, and these data are also included in
the packet header. A Visits vector is stored in each packet and is implemented as a table
containing the nodes that the packet visited and the corresponding numbers of visits. The
Visits vector is initially empty.
When a packet arrives at a routing node, say Ni, it is either in gravity or in pressure mode.
The preferred forwarding mode of the GP algorithm is the gravity mode. Thus, if the
packet is in gravity mode, node Ni first tries to forward the packet to the next hop Nnext in
gravity mode (block (b1) in Figure 3.5), and uses pressure mode only if it is not possible
to forward in gravity mode (block (b2)). On the other hand, if the arriving packet is in
pressure mode, node Ni forwards in pressure mode (block (b3)), but only until the packet
32
gets closer to the destination than the valley distance dv, that is, the distance from the node
where pressure mode was last set to the destination. Once the packet is closer to Ndst than
dv, the forwarding mode of the packet is changed back to gravity mode (block (b4)) and
the packet is forwarded accordingly. All distances in Figure 3.5 are calculated according to
Eq. (2.1), using the virtual coordinates of the pair:
dist(N1,N2) = ρ (C (N1) ,C (N2)) . (3.2)
In pressure mode, the next hop is also chosen greedily to be the node that makes most
progress to the destination. However, in pressure mode, the next hop is chosen from the
subset of neighbor nodes that share the lowest number of visits.
Proposition 2 (Correctness). The GP routing algorithm always succeeds in finding a path
from the source to the destination node, if a path in the network exists.
Proof. The routing algorithm always finds a next hop. If the packet reaches a dead end in
gravity mode, it enters pressure mode, and can only switch back to gravity mode if it gets
closer to the destination than dv. The sequence of valley distances dv is thus monotonically
decreasing and a packet cannot enter the same valley point in gravity mode more than once.
(That is, the packet cannot “get stuck” at the same node more than once.) On the other
hand, provided that there is a path to the destination, the packet cannot stay in pressure
mode indefinitely – it will either go to gravity mode or reach the destination in pressure
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Procedure Forward Packet (at node Ni)
On arrival of packet P at node Ni:
If Ni 6= Ndest {
Gravity:
If Pkt_mode = Gravity {
Nnext := argmin
M∈Nbrs(Ni)
dist(M,Ndest);
If dist(Nnext, Ndest) < dist(Ni, Ndest) { (b1)
Forward_pkt_to(Nnext);
}
Else { (b2)
Pkt_mode := Pressure;
dv := dist(Ni, Ndest);
Visits(Ni) + = 1;
}
}
Pressure:
If Pkt_mode = Pressure {
If dist(Ni, Ndest) ≥ dv { (b3)
Visitsmin := min
M∈Nbrs(Ni)
Visits(M);
Candidates(Ni) :=
{M ∈ Nbrs(Ni) | Visits(M) = Visitsmin};
Nnext := argmin
M∈Candidates(Ni)
dist(M,Ndest);
Visits(Ni) + = 1;
Forward_pkt_to(Nnext);
}
Else { (b4)
Pkt_mode := Gravity;
Goto Gravity;
}
}
}
Else If Ni = Ndest { process_packet( ); }
Figure 3.5: Packet forwarding procedure at node Ni
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mode. Namely, assuming on the contrary, that the packet keeps looping in the network in
pressure mode indefinitely without reaching the destination implies that the pressure on the
set of nodes L that form the loop increases indefinitely. But since there is a path from any
node of this loop to the destination, this implies that some node n ∈ L has a neighbor with
a constant pressure that is never chosen as a next hop in block (b3) of the algorithm – a
contradiction. 
Regarding the storage of the Visits vector, we note that some optimizations are possible.
First, only nodes visited in pressure mode need be kept in the table. Those nodes not found
in the table are assumed to have 0 visits in (b3). This reduces the space needed for storage
of the Visits table. Second, data packets that require pressure mode can serve at the same
time as route discovery packets for subsequent communication. Namely, the sequences of
nodes that were visited in pressure mode suffice to reconstruct the route. Routing between
these segments can be done in gravity mode. We implemented these optimizations for the
purposes of the experimental evaluation presented next.
3.4 Experimental Evaluation
In this section we briefly report the results of an experimental evaluation of the GP routing
algorithm running on graphs embedded in the hyperbolic plane using the C embedding
algorithm of Section 3.
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For this evaluation, we use the hop stretch as a principal performance metric. For each
source-destination pair (s,d) in the graph, the hop stretch S (s,d) is defined as the ratio of
the hop length of the path found by GP routing to the corresponding shortest path in the
graph. We note that in general the hop stretch for the pairs (s,d) and (d,s) is not necessarily
the same since the greedy path from s to d is not necessarily the same as the greedy path
from d to s.
In an embedded unweighted graph, in general, a greedy routing procedure applied to a pair
of nodes may be either successful or unsuccessful in delivering the packet to the destina-
tion. It may be unsuccessful either because there is no physical path between the source
and the destination, or because the greedy routing algorithm is unable to find an existing
path. When it is successful, we distinguish between trivial routes of length 0 (when the
source and the destination coincide), or length 1 (when the source and destination are di-
rect neighbors) and nontrivial routes of length > 1. In a connected graph, the only reason
of failure would be failure of the routing algorithm.
For an entire embedded graph, we can define the average hop stretch as the average hop
stretch per source-destination pair for successful routes with hop length of the correspond-
ing greedy route≥ 1. For connected graphs and a routing procedure that succeeds between
all pairs, this reduces to
S =
1
n2−n∑∑s,d∈V
s 6=d
S (s,d) .
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Similarly, the maximum hop stretch of an embedded graph is defined as the maximum hop
stretch over all pairs for which the routing is successful. In the case of a 100% successful
routing we have Smax = max
s,d∈V
S (s,d) where V is the set of graph vertices.
GP routing can always find a route to the destination, but it is easy to contrive node coor-
dinates, at least in the Euclidean plane, where GP routing would produce paths with rather
unfavorable stretch. Further, since node failures impair the greedy property of the embed-
ding, one might expect that GP stretch increases adversely with the increase of the number
of nodes that failed since the graph was last embedded. The goal of the experiments pre-
sented here is to show that this is not the case when GP routing is used in conjunction with
the virtual coordinates produced by the C hyperbolic embedding algorithm.
To examine the path stretch distribution and its dependence on the fraction of failed nodes
in the graph, we conducted a series of experiments using synthetic graphs of 50 nodes each,
with randomly generated edges. The average node degree is 3. We embedded each graph in
hyperbolic space using the algorithm of Figure 3.1. For each generated graph we produced
several versions with different fractions of randomly chosen failed nodes. For each such
graph version, we exhaustively enumerated the routes found by GP routing for all possible
source-destination pairs.
Figures 3.6 and 3.7 show the results of the path stretch distribution measurement. The
results are averaged over 30 randomly generated graphs. For the greedy embedding (no
failed nodes), 72% of the nodes had stretch <1.1 and 94% had stretch <1.5. The stretch
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Figure 3.6: Distribution of GP route stretch after a fraction of the nodes is re-
moved. The network was initially embedded in hyperbolic space
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Figure 3.7: Distribution of GP stretch, for source–destination pairs requiring pres-
sure mode routing, vs. GP route stretch after a fraction of the nodes is removed.
The network was initially embedded in hyperbolic space
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distribution did not change significantly even for large fractions of failed nodes, such as 10,
20 and 30%.
Figure 3.7 shows the stretch distribution only for those routes that needed to use the pressure
mode of GP. 43% of those had stretch <1.1 and 80% had stretch <1.5.
Figure 3.8 shows that the fraction of routes utilizing pressure mode grows significantly with
the fraction of defunct nodes above 15%. From this, one would expect that the average
stretch would grow similarly. However, Figure 3.9 shows, on the contrary, that the average
stretch, after reaching a maximum of around 1.2, starts to decrease. This behavior is the
result of the reduction of the node degree with the removal of nodes from the network. As
the graph gets sparser, even though the number of valleys grows significantly (as implied
by Figure 3.8), the number of possible paths decreases and the packets in pressure mode
are able to find their ways out of the valleys more efficiently.
3.5 Discussion
The statement of the GP routing algorithm (Figure 3.5) assumed that a path does exist
between the source and the destination node. To avoid packets wandering in the network
indefinitely in case a path does not exist, a hops-to-live parameter should be introduced in
the packet header. Another possible limiting parameter is the maximum allowed distance
from the packet to the destination. In case the distance from the packet to the destination
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Figure 3.9: Average path stretch of a network graph embedded in hyperbolic space
vs. the percentage of nodes that was removed after the initial embedding in hyper-
bolic space. Each point is the average stretch for all possible source-destination
pairs of 30 randomly generated graphs.
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exceeds this limit, the packet is dropped.
GP routing can be classified as reactive, on-demand routing technique. It does not require
advance computation or maintenance of special spanning subgraphs or other structures for
its correct operation. Each node needs to keep alive only the communication with its one-
hop neighborhood in order to perform the routing function. GP routing requires no more
information to be stored at each routing element than needed by the simplest greedy routing
based on geometric distances. No assumptions are made about existence of super nodes in
the network distinguished by larger energy supply, communication, or computational capa-
bilities. These properties, combined with the notable simplicity of implementation, make
GP routing suitable for distributed operation in ad-hoc and resource-constrained environ-
ments.
The GP routing algorithm is applicable to networks embedded in any metric space. Specif-
ically, it can be used in Euclidean space, if the corresponding Euclidean distance function
is used in (3.2) instead of (2.1). Further, GP routing can work with either physical or virtual
node coordinates. Thus, it can be used in conjunction with any algorithm for network em-
bedding and in networks that are not aware of their own physical locations. In this work,
GP routing was applied to virtual coordinates generated by the C embedding algorithm.
While optimality of stretch is not guaranteed, for the coordinates generated by the online
embedding, we demonstrated experimentally that the relative path stretch is reasonably
close to its optimal value of 1.
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The embedding and routing algorithms presented in this chapter do not make any restrictive
assumptions about the graph type. This makes the algorithms usable not only for typical
wireless graphs where connectivity is largely correlated with the geometric distance be-
tween the terminals, but also for general internetworks, where the topology is much less
predictable from the node positions. No requirements are made for a particular distribution
of the nodes in physical space.
Several routing algorithms proposed in the research literature on position-based routing
in ad-hoc networks utilize ideas related to the concept of pressure introduced in the GP
routing algorithm. These ideas could perhaps be jointly termed as “cost-based void han-
dling” [CV07]. [AS06] proposes virtual repositioning of network nodes embedded in an
n-dimensional space, by adding an (n+1)-th “height” coordinate. Node height, like the
pressure field in GP, is intended to help the routing algorithm steer the packets away from
zones in the network where packets are likely to encounter local minima in the distance-
to-destination function. However, the routing scheme in [AS06] requires several auxiliary
algorithms to be executed proactively and periodically in order to maintain the height data
structure. While the success rate of the routing algorithm is high, this scheme is not guar-
anteed to always find a route to the destination even when a physical path to the destination
exists. In contrast, GP routing always finds the route to the destination if a such exists, and
does not need the help of any auxiliary algorithms once the network is embedded.
The PAGER-M [ZLX05] and DUA (distance upgrading) [CFC06] aim to remove all dead-
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end parts of the network by virtually changing the existing node coordinates (as opposed
to adding new dimensions, as in [AS06]) of the nodes where packets encounter a dead end.
By contrast, a premise made in the GP routing paradigm is that one and the same node
may be a dead end for some subset of destinations, while at the same time being a valid
greedy hop for another subset. Therefore, in GP the pressure values are associated with the
packets, and not with the network nodes. Also, while in [ZLX05] and [CFC06] distances
are upgraded greedily, GP’s pressure values are always incremented conservatively, by a
constant amount.
Finally, a loose analogy can be formed between GP’s concept of pressure and the general-
ized node numbers introduced in [GB81].
3.6 Chapter Summary
In this chapter, we presented an embedding and routing scheme for point-to-point geomet-
ric routing in arbitrary internetwork graphs using generated, artificial node coordinates in
the hyperbolic plane.
Desirable properties of network embedding and routing schemes are the ability to embed
newly added nodes in an online fashion, without having to change the coordinates of pre-
viously embedded nodes, as well as the ability to provide routing success guarantees in
embedded networks where nodes can join or leave during network runtime or can exhibit
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unscheduled downtime periods.
Our proposed C embedding algorithm supports an arbitrary number of online node joins
by providing incremental embedding that does not affect the rest of the embedding, and
requires only local communication for its operation.
Our proposed routing algorithm, the Gravity–Pressure routing, provides guarantees of 100%
routing success, even in the presence of a significant fraction of link or node failures or
nodes leaving the network after the network embedding was completed. Unlike other posi-
tion routing techniques for embedded graphs which include a separate, non-greedy routing
mode for routing around local minima in the distance-to-destination function, the tech-
nique presented in this chapter can be viewed as a generalization of the greedy principle,
that always succeeds in finding a route to the destination if a path in the network exists.
GP routing is stateless in the sense that each node participating in packet forwarding needs
to be aware only of its one-hop neighboring nodes and their locations in order to perform
the routing function. GP routing does not make any restrictive assumptions about network
node capabilities, graph types, or coordinate types and can work with physical Euclidean
coordinates as well as virtual node coordinates in any metric space. As the results of our
experimental study show, GP routing is particularly suitable for application in graphs em-
bedded using the online embedding procedure described in this chapter.
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Chapter 4
Low-Stretch Greedy Embedding Heuristics
4.1 Introduction
In this chapter we study the possibilities for constructing graph embeddings in virtual met-
ric spaces that are both greedy and have low hop stretch. We employ the procedures of
Kleinberg [Kle07] and Cvetkovski and Crovella [CC09] to obtain greedy embeddings.
Henceforth, we refer to the greedy embeddings [Kle07] and [CC09] as K embedding and C
embedding respectively.
Motivated by the observation that varying some of the parameters of a greedy embedding
can cause significant changes to the obtained average and maximum hop stretch, we start by
studying how the properties of K-embedded graphs influence the hop stretch. Our finding
is that the choice of a spanning tree is a central problem in the reduction of the hop stretch
of greedy embeddings based on spanning trees.
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We use the obtained insights to design embedding heuristics that yield low hop stretch
greedy embeddings. Subsequently, we verify the effectiveness of our proposed heuristics
on a range of synthetic and real-world graphs, using both K and C greedy embeddings.
We emphasize that our heuristics are not limited in applicability to the K or C embed-
dings and are expected to produce good results with any embedding procedure based on
the extraction of an arbitrary spanning tree, including “almost greedy” embeddings, greedy
embeddings such as those described in [Kle07, CC09, Epp10, EG11, May06], as well as
graph embeddings that might be devised in the future. To the best of our knowledge, this is
the first study to demonstrate these insights and to construct corresponding heuristics.
4.2 Preliminaries
The input to the K embedding algorithm [Kle07] is a finite, connected, undirected and
unweighted graph representing a communication network. The procedure places the graph
nodes in the hyperbolic plane, and uses the standard hyperbolic distance (see e.g. [And07])
for the forwarding function. The generic algorithm of [Kle07] (see also Appendix B) finds
a greedy embedding of the infinite d-regular tree for any integer d ≥ 3. To embed an
actual graph G, first a spanning tree T of G is chosen to serve as a minimal, loop-free
subgraph that spans all the vertices and provides a unique simple path between any two
of them. Subsequently, the maximal degree d of T is determined. Finally, the nodes of T
are identified with the embedded nodes of the d-regular tree, as obtained by the embedding
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algorithm. This completes the greedy embedding of the tree T . It is easy to see that this
embedding is also a greedy embedding of the graph G.
To start our study, we note that the average node degree of the input graph, as a topological
property, strongly influences the average hop stretch of any greedy embedding. In the
extreme case when the graph is itself a tree (G = T ), there is a unique path for each pair
of vertices making the greedy and the corresponding shortest path coincide, and the hop
stretch is 1. The other extreme case, when G is a complete graph, also has an ideal hop
stretch of 1 since in this case all pairs are direct neighbors and both the greedy and the
shortest paths are always 1 hop. Graphs with average node degrees between a bare tree and
a complete graph typically have higher hop stretch.
To demonstrate the dependence of the hop stretch on the average node degree, we show
an initial series of experiments using the largest connected component of G(no, p) graphs
with varying edge probability p, resulting in graphs with n≈ 50 nodes. For several values
of the average node degree between those of a tree (2(n− 1)/n / 2) and a complete graph
(2n(n− 1)/(2n) = n− 1 ≈ 50) we perform a K embedding based on a spanning tree sampled
uniformly at random [Ald90], and average the hop stretch over 32 graph instances. Figure
4.1 shows the results for the average hop stretch. Figure 4.2 shows the corresponding
results for the maximum hop stretch. We observe that there is a range of critical node
degrees, roughly between 3 and 8 for which both the average and the maximum hop stretch
are maximal. In light of this fact, our subsequent experiments focus on node degrees from
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Figure 4.1: Dependence of the average hop stretch of a greedy embedding on the
average node degree of the graph, averaged over 32 instance of a G(n0, p) graph.
There is a range of critical node degrees, typically between 3 and 8 for which the
hop stretch is maximal.
the critical range [3...8].
While the hop stretch for the K embedding depends both on the choice of spanning tree and
its mapping to the embedded nodes of the d-tree, we find that in practice the mapping step
has relatively little impact on the stretch. To illustrate this observation, we show results
from a typical experiment using the K embedding in which for a randomly generated graph
and a randomly chosen spanning tree, we generate 600 different random spanning tree
mappings. For each mapping, we record the average and the maximum hop stretch of the
embedding. As typical values, the average hop stretch is 1.28 ± 0.02 and the maximum
hop stretch is 4.3 ± 0.26. Since in our experiments the spanning tree mapping does not
significantly influence the hop stretch of the embedding, in the remainder of our study, we
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Figure 4.2: Dependence of the maximum hop stretch of a greedy embedding on the
average node degree of the graph, averaged over 32 instance of a G(n0, p) graph.
There is a range of critical node degrees, typically between 3 and 8 for which the
hop stretch is maximal.
focus only on the choice of spanning trees for low hop stretch embeddings.
4.3 Heuristics
4.3.1 Maximum Weight Spanning Tree Heuristics
We start by laying the foundation for our first heuristic, which we term the maximum weight
spanning tree (MWST). Consider a connected graph G that is K-embedded starting from
some chosen spanning tree. The choice of a spanning tree T partitions all graph edges into
tree and non-tree (shortcut) edges. A greedy path typically consists of some tree edges
and some shortcut edges. Intuitively, shortcut edges may help make progress toward the
49
D
S 1
S 2
S 3
S 4
Λ4
Λ3
Figure 4.3: A simplified model: The number of next hop candidates exponentially
decreases as the packet gets closer to the destination.
destination more rapidly than the tree edges and would thus lower the hop stretch.
When can a packet take a shortcut? Consider a packet currently at node S and destined
for node D. There are between 1 and d tree edges incident to S, one of which leads to the
relative parent of S (denoted pi (S)) when D is taken as the root of the tree T . Forwarding to
pi (S) certainly brings the packet closer to the destination D by the greedy property of the
embedding of T . In addition, there may or may not be some non-tree edges incident to S.
Of those non-tree edges, useful as a next hop will be only those that bring the packet closer
to D than pi (S) is. Characterization of the exact shape of the locus of points containing next
hop node candidates reachable via shortcuts from S is beyond the scope of this analysis.
To gain some insight, here we resort to a simplified calculation in which we consider the K
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embedding of a graph whose spanning tree is the full regular rooted tree of degree d.
As a concrete example, Figure 4.3 schematically illustrates the first L= 5 levels of a regular
tree with d = 3, spanning a random graph on n nodes along with several possible packet
source locations (S1 ... S4), and a single destination D. Assuming that the graph has an
average node degree δ¯ = 6 leaves on average δ¯ − d = 3 non-tree edges incident on each
node (not shown). The locus of next hop shortcut candidates when the packet is at node
S` at level ` is labeled Λ` in the figure and contains approximately #Λ` = n/(d−1)L−`+1
nodes. (See Appendix A.10 for details.) The probability of a non-tree edge between S` and
any other node is assumed to be uniform, and the probability that a shortcut edge incident
on S` is inside Λ` is approximately p` = #Λ`/n = (d−1)−(L−`+1) whence the probability
of at least one useful shortcut is
pU = 1− (1− p`)δ−d = 1− (1− (d−1)−(L−`+1))δ−d
for ` = 2..L− 1. The key point is that the value of pU is small for critical average degree
values, and additionally, it decreases exponentially as the packet approaches the destination.
Figure 4.4 illustrates the dependence of pU on the current packet level ` for several node
degree values δ .
Thus we expect that for small node degrees (from the critical interval [3...8]), on average the
fraction of used shortcuts compared to the total number of hops taken by greedy forwarding
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Figure 4.4: The probability of at least one useful shortcut. L = 5, d = 4, δ = 5..20
will be small.
To explore this claim numerically, we set up an experiment to determine the usage of non-
tree hops. The usage of shortcut (non-tree) edges is defined as the fraction of all hops
traversed by greedily forwarded packets, that represent non-tree edges. We start the exper-
iment by extracting the largest connected component of G(no, p) graphs of varying size n0
and edge probability p, resulting in graphs with n ≈ 50 nodes and node degrees [3...15].
From each such graph we sample 1000 spanning trees uniformly at random and K-embed
them. For each such embedding, the usage of shortcuts is recorded. The routing is per-
formed for all pairs in the graph. The results are presented in Figure 4.5.
Indeed, as predicted by our simplified model, small node degrees imply that the greedy
routes will mainly consist of tree edges. In other words, for graphs with node degrees from
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Figure 4.5: The usage of shortcut edges vs. the average node degree. The boxes
show the 25th, 50th and 75th percentile as well as the minimum and the maximum
value.
the critical interval, shortcuts, although present are rarely used for greedy forwarding and
this is the reason for the corresponding increase of the average hop stretch.
Based on these observations, we propose a heuristic for choosing spanning trees that yield
small hop stretch of greedy graph embeddings. The hop stretch measures the extent to
which greedy paths coincide with the shortest paths of the graph. To lower the hop stretch,
we need to increase this coincidence. If we choose a spanning tree whose edges represent
as many of the shortest paths in the graph as possible, the embedding based on this tree
will have low hop stretch since the greedily forwarded packets will be taking the tree edges
and thus greedy paths will more closely approximate the shortest paths.
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To construct a tree consisting of the edges that are most frequently used by the shortest paths
in the graph, for experimental purposes, we proceed as follows: We assign to each edge in
the graph a weight that represents the total number of shortest paths (for all pairs) that pass
through that edge. From this weighted graph we choose the spanning tree of maximum
weight and use it as a basis of a greedy embedding. We call this tree the maximum weight
spanning tree (MWST).
To initially examine the hop stretch properties of K embeddings based on the MWST, we
set up an experiment that correlates the average hop stretch and the utilization of shortcuts
in greedy embeddings based on the MWST and 1200 spanning trees sampled uniformly at
random from the largest connected component of a 60-node G(n, p) graph of average node
degree 3.5. Figure 4.6 shows the results. For control, the minimum weight spanning tree
(mWST) is also included.
We observe in Figure 4.6 that for randomly sampled spanning trees, typically only 15–
30% of the traversed edges are shortcuts, while the majority of hops (70–85%) taken by
greedy forwarding are tree edges for most spanning trees. Some spanning trees provide
better utilization of shortcut edges, and as expected this improves the hop stretch of the
embedding. Thus, one way to lower the hop stretch appears to be choosing a spanning tree
that provides better shortcut utilization. However, this relation holds only on average, and
the dependency between the hop stretch and the fraction of shortcuts is weak. On the other
hand, the MWST shows an average hop stretch of 1.14 (14%) compared to the values for
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random trees (20–55%) and at the same time, the MWST renders an embedding having a
notably low participation of shortcuts in the greedy paths (about 13%).
To investigate whether the MWST retains the low hop stretch of the embedding for varying
node degrees and multiple graph instances, we perform an experiment similar to the one
described in Section 4.2, but this time including the embeddings based on the MWST as
well as the mWST. The results are shown in Figures 4.7 (average hop stretch) and 4.8
(maximum hop stretch) and confirm that on average, for the entire interval of critical node
degrees, the MWST performs consistently and significantly better than the average random
tree and the minimum weight spanning tree. Above the critical interval, the three curves
coalesce since more and more nodes are directly connected and greedy forwarding trivially
finds the one-hop paths to the destinations.
Further evaluation of the MWST heuristic over a wider class of test cases is presented in
Chapter 5.
4.3.2 Minimum Diameter Spanning Tree Heuristics
In this section, we investigate the usability of an alternative low-stretch heuristic for K
embedding – the minimum-diameter spanning trees (mDST).
In this work we define the diameter of a spanning tree as the length in hops of the longest
simple1 path between any two vertices of the spanning tree. That is, we are concerned with
1Not having repeated vertices
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Figure 4.6: The average hop stretch vs. the fraction of shortcut hops taken by all
greedy routes for a random, 60-node graph. The fraction of shortcuts (non-tree
edges) used by the greedy paths is relatively small.
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Figure 4.7: Dependence of the average hop stretch of a greedy embedding on the
average node degree of the graph, averaged over 32 instance of a G(n0, p) graph.
On average, for the entire interval of critical node degrees, the MWST performs
consistently and significantly better than the average random tree and the minimum
weight spanning tree.
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Figure 4.8: Dependence of the maximum hop stretch of a greedy embedding on the
average node degree of the graph, averaged over 32 instance of a G(n0, p) graph.
On average, for the entire interval of critical node degrees, the MWST performs
consistently and significantly better than the average random tree and the minimum
weight spanning tree.
the diameter of unweighted spanning trees. A minimum diameter spanning tree (mDST)
for a given graph G is defined as any spanning tree of G whose diameter is the smallest
among all spanning trees of G.
From our previous considerations it appears that a spanning tree representing a large num-
ber of short paths of the graph, provides relatively low hop stretch. Since the minimum
diameter spanning tree minimizes the maximum length of the shortest paths on the tree
among all the spanning trees, we conjecture that mDSTs will, like MWSTs, also represent
a large number of short paths and thus provide low hop stretch compared to a randomly
sampled spanning tree.
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Figure 4.9: Spanning tree weight percentage of the total graph weight vs. spanning
tree diameter for 2000 spanning trees sampled uniformly at random and used as a
basis for the K embedding of a random 50-node graph. The MWST, mWST and
mDST are also shown.
As a first experiment, we examine the correlation between the spanning tree diameter and
its weight as defined in Section 4.3. For this purpose, we sample 2000 spanning trees
uniformly at random from a 50-node graph representing the largest connected component
of a G(n, p) graph with an average node degree of 4. Typical results are illustrated in
Figure 4.9, along with the MWST, mWST, and mDST. We observe that while the mDST
does not capture as much graph weight as the MWST, it still has more weight than most
random spanning trees. This encourages further investigation of the hop stretch provided
by mDSTs.
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4.4 Additional Properties of High-Weight Spanning Trees
In this section we briefly survey several additional properties typically found in trees of
“high weight”, i.e. trees that are associated with good hop stretch performance when used
as a basis for greedy embedding.
In particular, the examined quantities are
• Average or maximum hop length of the non-tree edges measured on the tree. Choos-
ing a spanning tree partitions all the edges of the graph into tree and non-tree edges.
Each non-tree edge has a hop length measured on the tree, and these hop lengths
depend on the choice of the tree. For the set of non-tree edges we can calculate the
average as well as the maximum hop length measured on the particular tree;
• The spanning tree diameter;
• The average spanning tree length is the average of the path lengths in hops for all
pairs measured on the tree alone, that is, by disregarding the non-tree edges. This
may be a more comprehensive property of the tree compared to the tree diameter
because it represents an average value derived from the whole tree, rather than a
maximum quantity that pertains only to a particular pair of nodes. However, as the
tree diameter gets closer to the minimum possible diameter, the two quantities be-
come more related. A similar remark can be made for the average versus maximum
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hop length of non-tree edges measured on the tree.
• The maximum degree of the spanning tree.
Figures 4.10, 4.12, and 4.11 show typical results for a GCC of a G(n, p) graph of 63 nodes,
with average node degree 3.5. The dots in each diagram represent one thousand spanning
trees chosen uniformly at random from the graph. Additionally, the mDST, mWST and
MWST are labeled on the diagrams.
Figure 4.10 depicts the average (above) and maximum hop stretch (below) vs. the hop
length of non-tree edges. We observe that MWST and mDST have comparable perfor-
mance in both the average and the worst case. Both the MWST and mDST have small av-
erage and maximum length of non-tree edges which counters a naive intuition that longer
shortcuts would bring the packet closer to the destination sooner (in fewer hops). The
diagrams are isomorphic in appearance.
Figure 4.11 shows the average hop stretch vs. the average spanning tree length (left) and
diameter (right). For the particular instance, the mDST has lower length and diameter than
the MWST, but this does not guarantee the best performance. Still most random spanning
trees have larger lengths and worse performance.
Figure 4.12 examines the correlation between the maximum degree of the spanning tree
and the average hop stretch of the embedding. Good spanning trees typically have a high
maximum degree.
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Figure 4.10: Average (above) and maximum hop stretch (below) vs. the hop length
of non-tree edges
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Figure 4.12: Average hop stretch vs. the maximum degree of the spanning tree
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In sum, small hop length of non-tree edges, small tree length and diameter, and large max-
imum tree degree are strong indicators of good stretch performance.
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Chapter 5
Performance Evaluation
5.1 Numerical Evaluation for Synthetic Graphs
In this section we present additional comparative results on various properties of the MWST
and mDST heuristics.
So far we have considered random graph instances generated from the G(n, p) model. Here
we also use graphs generated by placing nodes uniformly at random in the Euclidean plane
and placing an edge between pairs of nodes if the Euclidean distance between them is
below a chosen threshold. We refer to this model as a wireless graph. The average node
degree of the wireless graph can be varied by varying the threshold distance. We use the
largest connected component of the generated graphs.
Figures 5.1 and 5.2 illustrate instances of connected components of G(n, p) and wireless
graphs, as well as typical histograms of the average hop stretch for 400 spanning trees
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Figure 5.1: Typical hop stretch results for a G(n, p) graph
sampled uniformly at random. The MWST, mWST as well as the mDST are also shown.
Figures 5.3 and 5.4 show the correlation between the average hop stretch and the spanning
tree diameter for the G(n, p) and the wireless graph model. We observe that for the general
random spanning tree, there is no strong correlation between the two quantities, but the
correlation becomes notable toward the low stretch – low diameter end of the spectrum.
We also observe that a spanning tree of maximum weight does not necessarily have the
minimum diameter, but the diameter of the MWST is usually low.
We conclude that for both graph types, MWST consistently shows the best stretch perfor-
mance. The mDST has somewhat higher, but still satisfactorily low hop stretch.
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Figure 5.2: Typical hop stretch results for a wireless graph
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Figure 5.3: Average hop stretch vs. spanning tree diameter for the G(n, p) graph
model
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Figure 5.4: Average hop stretch vs. spanning tree diameter for the wireless graph
model
5.2 Numerical Evaluation for Large Real-World Graphs
Prompted by the potentially high computational cost of the MWST heuristic as described
in Section 4.3.1, in this section we study the performance of MWSTs computed from a
relatively small sample of node pairs and a single sample from the possibly many shortest
paths between each sampled pair. Henceforth, for brevity, we call such trees sampled
MWSTs. Sampled MWSTs allow for significant reduction of computation costs for large
networks consisting of thousands of nodes and thus, billions of source-destination pairs.
Moreover, sampled MWSTs allow for a design trade-off between performance and cost.
Here we demonstrate that just like full MWSTs, sampled MWSTs also perform consistently
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and significantly better than the average random spanning tree. Using sampled MWSTs,
we then proceed to show the applicability of the MWST heuristic on instances of several
classes of large real-world network graphs.
5.2.1 Sampling
To get an initial sense of the fraction of samples likely to provide a good approximation of
the weight matrix, we set up an initial experiment in which we progressively increase the
number of sampled random pairs and note the change of the number of nonzero entries of
the weight matrix calculated from the sampled pairs alone. The results are shown in Figure
5.5 for the cases of random graphs of cca. 60, 100 and 500 nodes. Each point on the curves
corresponds to a sampled weight matrix. From the diagrams we observe that (i) sampling
only few percent of the total number of pairs saturates the number of edges seen during
the sampling and (ii) the threshold percentage at which saturation occurs, decreases as the
number of nodes increases. Based on these observations, we expect that a relatively small
sample will suffice to find a good sampled weight matrix, especially for large graphs.
To investigate how the performance of sampled MWSTs and mWSTs depends on the num-
ber of sampled pairs used for the calculation of the weighted graph, we set up the following
sampling experiment: We sample pairs of nodes uniformly at random from the graph to be
embedded, and for each such pair we calculate one shortest path between them, also chosen
uniformly at random from all the possible shortest paths for that pair. Starting from the ad-
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Figure 5.5: Number of nonzero elements vs. the fraction of sampled pairs
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jacency matrix of the graph, we increment by 1 those entries that correspond to an edge of
the calculated shortest path. The MWST as well as the mWST are subsequently calculated
from the so obtained sampled weight matrix and for the corresponding K embeddings, the
average and the maximum hop stretch are evaluated for greedy routing between all pairs.
The hop stretch results are shown in Figure 5.6 for the GCC of a G(n, p) graph consisting
of cca. 100 nodes (10,000 pairs). The graph is sampled progressively from 0 to 10% of all
possible pairs and hop stretch is calculated for several data points from that interval. We
observe that for a fraction of sampled pairs as small as 2%, the worst case of the average
stretch of the MWST in 150 experiment runs is better than the best case of the mWST
tree. We also observe that increasing the number of samples above this point soon starts to
provide diminishing returns.
5.2.2 Real-World Graphs
Using sampled spanning trees we are in a position to apply the MWST heuristic to large
real-world network graphs. For our empirical evaluation, we choose the four network in-
stances summarized in Table 5.1 and detailed below.
HEP–PH [LKF07] is a collaboration network containing edges between authors who coau-
thored at least one paper in the High-Energy Physics – Phenomenology category of the
ArXiv preprint database between January 1993 and April 2003 (124 months). It begins
a few months after ArXiv’s inception and thus represents a fairly complete history of the
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Figure 5.6: The average and maximum hop stretch as a function of the percent of
sampled pairs for the calculation of the weight matrix. The curves are averaged
over 150 runs of the experiment. The vertical lines show the min-max range for
each data point. For a fraction of pairs as small as 2%, the worst case of the MWST
was better than the best case of the mWST tree.
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Table 5.1: Large, real-world network graphs used in the evaluation of the MWST
heuristics. Number of nodes in the GCC nGCC; average node degree d.
Graph nGCC d Type
ArXiv HEP–PH [LKF07] 11204 20.996 Collaboration
Enron Email [LKF07, KY04] 33696 10.732 Communication
Gnutella [LKF07, RIF02] 22663 4.827 Internet P2P
AS Graph [ZLMZ05] 41491 6.282 Internet AS
HEP-PH section up to 2003. A paper co-authored by k authors induces a completely con-
nected subgraph on k nodes.
The Enron Email Network [KY04] is a communication network describing email commu-
nication of Enron, a US based energy, commodities and services company. Nodes in the
network are email addresses and there is an edge if address i sent at least one email to the
address j. Here we use the graph described in [LKF07], containing data from October 2003
to May 2005.
Gnutella [RIF02] is peer-to-peer file sharing network and represents an example of a large
self-organized network of independent entities. We use a snapshot from 3/25/2002 [LKF07].
Nodes represent the hosts in the Gnutella network and edges represent file transfers between
them.
The AS (Autonomous System) Graph is a graph representing the topology of the Internet
at the inter-domain level where each AS is a node, and the BGP peering between two ASes
is a link. We use a snapshot of the AS Graph from the Internet Topology Collection Project
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at UCLA [ZLMZ05] as of 04/24/2012 and extract the links that have been seen in the last
20 days.
We set up an experiment to evaluate the performance of the MWST heuristic on each of
these four large networks, the results of which are presented in Figures 5.7, 5.8, 5.9 and
5.10. For each network, we start by sampling progressively from 10 to 150,000 pairs and
the sampled weighted graph is calculated for several data points from that interval. For
each data point, we find the MWST and the mWST and calculate the corresponding K and
C greedy embeddings. Then we find the length of the greedy path for 300 pairs chosen
uniformly at random from the network.
In Figures 5.7, 5.8, 5.9 and 5.10 we report the average and maximum hop stretch for 10
runs of this experiment. The left column shows the average hop stretch for 10 sampled
weight matrices and 300 sampled source-destination pairs for the K embedding [Kle07].
The right column shows the average hop stretch for the same cases when the C embedding
[CC09] is used. The corresponding axes and data points are identical for all charts.
The vertical bars show the minimum and the maximum values of the series. In order to
demonstrate that MWST consistently performs better than a randomly chosen spanning
tree in each case, for each graph we also report the hop stretch for 10 spanning trees chosen
uniformly at random from the graphs.
In all cases, we observe that even for a very small fraction of pairs there is a significant
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Table 5.2: Average hop stretch at 100,000 sampled pairs, K embedding
Graph MWST Random mWST
ArXiv HEP–PH 1.45 2.04 (+0.59) 1.87 (+0.42)
Enron Email 1.15 1.55 (+0.40) 1.73 (+0.58)
Gnutella 1.89 3.53 (+1.64) 3.33 (+1.44)
AS Graph 1.11 1.32 (+0.21) 1.48 (+0.37)
improvement of the hop stretch when using the MWST compared to a random spanning
tree. In the Enron dataset, MWST calculated from as few as 1,000 pairs provided bet-
ter results than a random tree in all 10 runs of the experiment. In the AS Graph, 4,000
random pairs were sufficient to see a definite improvement. In the cases of HEP-PH and
Gnutella, MWST was better than a random tree for any number of samples and notably
improved with increasing of the number of samples above 5,000. In all cases, saturation
in the improvement for both the average and the maximum stretch appeared above 50,000
pairs which is 0.04%, 0.004%, 0.01%, and 0.003% of all pairs for the HEP–PH, Enron,
Gnutella and the AS Graph, respectively.
The average hop stretch for 100,000 sampled node pairs (which is the rightmost data point
in the charts of Figures 5.7, 5.8, 5.9 and 5.10) is summarized in Table 5.2 for the K embed-
ding and in Table 5.3 for the C embedding.
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(a) High Energy Physics - Phenomenology collaboration network [LKF07]
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(b) Enron email communication network [LKF07, KY04]
Figure 5.7: Numerical evaluation of the average hop stretch on large real-world
network graphs.
The left column shows the average hop stretch for 10 sampled weight matrices
and 300 sampled source-destination pairs for the K embedding [Kle07]. The right
column shows the average hop stretch for the same cases when the C embedding
[CC09] is used. The vertical bars show the minimum and the maximum values
among the experiments. The hop stretch for 10 random spanning trees is also
shown. The corresponding axes and data points are identical.
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(c) Gnutella peer-to-peer file sharing network [RIF02]
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(d) Internet AS Graph [ZLMZ05]
Figure 5.8: Numerical evaluation of the average hop stretch on large real-world
network graphs (continued).
In each case the MWST had a significantly lower average stretch than a randomly
chosen spanning tree.
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(a) High Energy Physics - Phenomenology collaboration network [LKF07]
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(b) Enron email communication network [LKF07, KY04]
Figure 5.9: Numerical evaluation of the maximum hop stretch on large real-
world network graphs.
The left column shows the average of the maximum hop stretch for 10 sampled
weight matrices and 300 sampled source-destination pairs for the K embedding
[Kle07]. The right column shows the average of the maximum hop stretch for the
same cases when the C embedding [CC09] is used. The vertical bars show the
minimum and the maximum values among the experiments. The hop stretch for
10 random spanning trees is also shown. The corresponding axes and data points
are identical.
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(c) Gnutella peer-to-peer file sharing network [RIF02]
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(d) Internet AS Graph [ZLMZ05]
Figure 5.10: Numerical evaluation of the maximum hop stretch on large real-
world network graphs (continued).
In each case the MWST had a significantly lower maximum stretch than a ran-
domly chosen spanning tree.
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Table 5.3: Average hop stretch at 100,000 sampled pairs, C embedding
Graph MWST Random mWST
ArXiv HEP–PH 1.62 2.09 (+0.47) 1.99 (+0.37)
Enron Email 1.19 1.55 (+0.36) 1.82 (+0.63)
Gnutella 2.28 3.92 (+1.64) 3.85 (+1.57)
AS Graph 1.15 1.30 (+0.15) 1.53 (+0.38)
5.3 Remarks
In a network graph there may be multiple shortest paths between a pair of nodes. In generat-
ing edge weights for the purpose of validating the MWST on synthetic graphs, we took into
consideration all possible shortest paths between each pair. To calculate all shortest paths,
for each pair, we used a slightly modified version of an efficient algorithm for finding the
k-shortest loopless paths in a network [Yen71]. Once the weighted graph is obtained from
the initial unweighted topology, finding the MWST or the mWST is a matter of applying
a classical minimum weight spanning tree algorithm (e.g. [KJ56, Pri57]). However, in the
evaluation of the MWST heuristic on large real-world networks (Section 5.2), we showed
that using only one randomly chosen shortest path also provides the desired reduction of
the hop stretch.
Given that the input graph is unweighted, shortest paths can be found by a randomized
breadth-first search from one source to many or all destinations with time complexity of
O(N +E), where N and E are the number of nodes and edges respectively. On the other
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hand, a minimum diameter spanning tree ([CGM80, HT95]) can be performed in linear
time via distributed asynchronous computation ([BBL04]).
The K and C embeddings of large graphs may require increased precision for representing
the coordinates of the nodes, depending on the diameter of the chosen spanning tree. The
results presented here demonstrate that spanning trees of low diameter and high node de-
gree perform better in terms of hop stretch. Such trees also tend to minimize the required
number of bits for the node coordinates. For the numerical experiments presented in this
work, we used MPFR [MPF], a library for multiple-precision floating-point computations.
The weight matrix used for the computation of the MWST is essentially a matrix whose
entries correspond to edge betweenness, a centrality measure corresponding to the number
of shortest paths that go through each edge [Ant71, New04]. In this work, as a proof of
concept, we showed that sampling can be used to greatly reduce the computational cost of
the weight matrix for real-world networks. A recent study on more efficient edge centrality
algorithms can be found in [DMFFR12]. In this context, the weight of a tree used in this
work can be considered a centrality measure of a spanning tree and the maximum weight
spanning tree can be viewed as a tree of maximum tree centrality.
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5.4 Chapter Summary
In this chapter we studied how topological and geometric properties of greedy embeddings
influence the hop stretch. Our finding is that the choice of a spanning tree is a central
problem in the reduction the hop stretch of greedy embeddings based on spanning trees.
From the obtained insights of our study, we construct the maximum-weight spanning tree
(MWST) heuristic from which we derive the minimum-diameter spanning tree (mDST)
and the sampled MWST heuristics for reduction of the hop stretch. We provide arguments
and insights explaining why our proposed heuristics are justified.
We emphasize that our heuristics can be applied to any greedy embedding procedure based
on the extraction of an arbitrary spanning tree, including those described in [Kle07, CC09,
Epp10, EG11, May06]. Furthermore, a spanning tree constructed by any method that gath-
ers sufficient weight according to our definition is likely to perform well. This observation
opens the problem of constructing efficient methods for the (preferably distributed) calcu-
lation of high-weight spanning trees for low-stretch greedy embeddings.
For the graph models considered in our evaluations, these heuristics typically improve av-
erage hop stretch from e.g. 1.50 (worst) or 1.30 (average) to <1.15 in the case of G(n, p)
or wireless graphs. For the considered instances of large real-world graphs we measured a
reduction of the average hop stretch between 0.21 and 1.64 with respect to a randomly cho-
sen spanning tree, for a modest fraction of sampled pairs for the calculation of the MWST.
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Overall, the MWST is the best performer most of the time. The derived heuristics (mDST
and sampled MWST) appear more amenable for implementation in real-world graphs and
perform just as well as the full-fledged MWST.
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Chapter 6
Related Work
A complete or detailed survey of the vast and growing literature on the subject of geometric
routing is beyond the scope of this chapter. Rather, presented here is a brief chronological
overview of some of the most notable concepts to help put the results presented in this
dissertation in the proper perspective.
An early work on geometric (“Cartesian”) routing [Fin87] studied in detail the advantages
and disadvantages of using Euclidean coordinates of router nodes in conjunction with sim-
ple geometric routing rules for message forwarding. Geometric routing is scalable to very
large networks, and is robust and loop-free. The implementation is straightforward and
only little state needs to be kept. To address the encountered problem of routing failure due
to various anomalies (“outages”), limited flooding was proposed. This however could not
guarantee delivery if the outage diameter was too large.
Subsequently, several works [KSU99,KK00,BMSU01,KWZ02,KWZZ03,KWZ03,SHG04,
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LML05] focused on geometric routing with guaranteed delivery. The common motivation
in these works is to use relatively simple routing algorithms on a suitably chosen span-
ning subgraph of the original graph that would guarantee message delivery. Such routing
schemes could then be used as a fallback mechanism for the simple greedy routing rule
for handling of the problem of local minima. The adopted principle in these works is to
use face routing on a planar spanner. Planar subgraphs can be embedded in the Euclidean
plane with no edges crossing each other and appear as a tilings of well defined “faces”.
The idea of the face routing is then to forward the message using edges of the faces that are
intersected by the straight line connecting the source and the destination node. Like greedy
routing, face routing is relatively simple to implement and needs only local knowledge of
the location and the ordering of the neighboring nodes at each hop.
Face routing assumes the availability of a planar subgraph of the given network topology.
Several planar graph extraction procedures were proposed for use with face routing, among
which are the relative neighborhood graph [Tou80] in [KK00], the Gabriel graph [GS69]
in [KK00, BMSU01], versions of Delaunay triangulations suitable for distributed compu-
tation such as the localized Delaunay graph [LCW02], and the restricted Delaunay graph
[GGH+05]. The Cross-Link Detection Protocol (CLDP) [KGKS05] is notable in that it
was the first work to address arbitrary unweighted graphs, while a large body of previous
works on planarization for face routing assumed a unit-disk graph (UDG). CLDP produces
subgraphs with guaranteed delivery by having nodes probe the faces on which their incident
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links sit to determine if there exists a crossing link. Crossing links are eliminated without
disconnecting the resulting subgraph.
Extracting a planar subgraph has the inherent disadvantage that edges are removed from
the available topology and thus some shortest paths can be removed. Further, face routing
algorithms are not guaranteed to find the shortest paths on the planar subgraphs themselves.
The situation can be mitigated by using greedy routing and resort to face routing only
when necessary. Numerous other solutions have been proposed in the literature [MWH01,
GSB03, AKK04, LW07, CV07].
Another thrust in the literature on simple geometric routing with guaranteed delivery is
developed under the assumptions that router nodes do not know their physical coordinates.
A hybrid solution where only a small number of nodes – location proxies – are informed of
their coordinates has been proposed in [DCM01]. A node that does not know its location
can find and route route via a nearby proxy node. Another alternative is the use of virtual
coordinates for the nodes. One of the first works to address situations where location
information is not available at the nodes was [RRP+03]. This algorithm assigns virtual
coordinates to the nodes that are computed using two beacons and are unrelated to the
physical locations.
Leighton and Moitra [LM10] resolved a conjecture made in [PR05], showing that all 3-
connected graphs that exclude K3,3 as a minor admit a greedy embedding into the Euclidean
plane. If any spanning subgraph of a network graph G is greedily embedded in a metric
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space (e.g. the Euclidean plane), then G is also greedily embedded into this metric space,
and the success of greedy routing without location information is guaranteed. Kleinberg
[Kle07] showed that a spanning tree can be greedily embedded in the hyperbolic plane.
Since every connected graph has a spanning tree, every graph can be greedily embedded.
Kleinberg’s embedding of an infinite d-regular tree is a {∞,d} tesselation of the hyperbolic
plane [CTBM11]. In Chapters 2 and 3 of this dissertation we show conceptually different
greedy embeddings of irregular trees, obtained by graph drawing and not based on a tesse-
lation of the hyperbolic plane with regular polygons. Tanuma et al. [TIM10, TIM11] make
several interesting observations on the relationship between hyperbolic Voronoi diagrams
[OT96, NM06] and greedy embeddings in the hyperbolic plane. A hyperbolic Delaunay
graph is defined as the dual of its hyperbolic Voronoi diagram and having connected by
geodesic segments the pairs of vertices that share a Voronoi edge. The greedy embeddings
of trees in [Kle07] and Chapter 3 in this dissertation are two examples of hyperbolic Delau-
nay graphs that are trees. Hyperbolic Delaunay graphs that are trees are easily obtainable
as hyperbolic Voronoi diagrams whose Voronoi edges do not intersect. Following [CC09],
Tanuma et al. formally generalize the procedure of drawing hyperbolic Delaunay trees in
d-dimensional hyperbolic space (d ≥ 2) ([TIM11], Lemma 4 and Theorem 8). They also
observe that greedy routing in hyperbolic plane can be viewed as greedy power routing
[BGG06,BGW07] in the Euclidean plane, but greedy power routing in the Euclidean plane
cannot always be viewed as greedy routing in the hyperbolic plane.
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Communication network graph embeddings in hyperbolic space for purposes other than ob-
taining greedy graph embeddings have also been considered in the recent literature. [ST08]
study hyperbolic embedding of the Internet graph for distance estimation. They use the pair
distances in the target space as estimates for the real distances. Their numerical examples
illustrate that models of the hyperbolic space may be better suited than Euclidean space
for embedding network graphs with core-and-tendrils structure. For such applications, the
authors’ insight was that the shortest paths in the studied networks often pass through the
core and are therefore longer than the straight-line distance, and this observation empiri-
cally matches the behavior of distance function in the hyperbolic plane.
The “big-bang simulation” (BBS) numerical embedding method used in [ST08], is dis-
cussed in [ST04]. BBS is a variant of a steepest descent method that models the point
configuration as an inertial system in a force-generating field. Termination is guaranteed
by introducing empirical dampening in the mechanical system. The initial configuration in
BBS is always chosen to be a single point in which all particles are collocated, ensuring
a fair initial amount of potential energy. [Wal04, CC11] present the theory and the imple-
mentation details of generic multidimensional scaling embeddings designed specifically
for the hyperbolic plane. Numerical experiments using both synthetic and real-world data
suggest that MDS achieves significantly better results in terms of embedding inaccuracy in
hyperbolic than in Euclidean space for naturally arising network graphs.
Early experimental results on the choice of spanning tree for low stretch greedy forwarding
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are presented in [Seh09] for the Euclidean case. The case of greedy embeddings in the
hyperbolic plane is studied in detail in [CC12] and [CC13].
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Chapter 7
Conclusion
In this dissertation we considered the problems of designing greedy graph embeddings for
geometric forwarding that yield low hop stretch of the greedy paths over the shortest paths
and can accommodate network dynamics.
In Chapter 2 we set a basis for drawing of graphs that are trees such that the resulting
node coordinates represent a greedy embedding. The C condition is intuitively simple,
applicable in any metric space and is easily generalizable to higher dimensional spaces.
Proceeding from the principles developed in Chapter 2, in Chapter 3 we presented a novel
algorithm for incremental greedy embedding of arbitrary irregular unweighted trees in the
Poincaré disk model of the hyperbolic plane. The proposed C embedding algorithm is
easily generalizable to higher-dimensional hyperbolic space and to other models of the
hyperbolic space [TIM11]. It represents a constructive proof, alternative to [Kle07], that
every connected unweighted graph admits a greedy embedding in the hyperbolic plane. In
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this chapter we also presented a simple generalization of the most-forward-within-reach
greedy geometric forwarding, called Gravity–Pressure (GP) forwarding. Our initial find-
ings that GP forwarding is particularly suitable for greedily embedded real-world networks
in hyperbolic space. This was independently confirmed by the more detailed study on the
subject [PKBV10].
In Chapter 4 we established that spanning trees whose edges are of high centrality provide
the best hop-stretch performance. The proposed measure of tree weight, which can be
viewed as tree centrality, is easily generalized to any spanning subgraph to be used as
a basis of graph embedding or routing. We demonstrated that this measure can be used
to reliably predict the hop-stretch performance. Our conjecture is that it is universally
applicable to all greedy embeddings based on a spanning tree or other spanners that can be
used as basis for greedy embedding.
In Chapter 5 we provided an extensive numerical verification of the proposed concepts
using two types of graph embeddings. In particular, we demonstrated the usability of our
proposed concepts on the AS graph of the Internet and several other classes of real-world
complex networks.
All in all, this dissertation presents a number of tools that are useful and applicable in
their own right to a range of problem settings, and using these tools, demonstrates the
applicability of greedy routing as a promising paradigm in packet forwarding in real-world
networks.
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Appendix A
Elements
A.1 Möbius transformations
Möbius transformations are a class of transformations of the complex plane that preserve
generalized circles. The special Möbius transformations that take D to D and preserve the
hyperbolic distance have the form
f (z) =
az+b
bz+a
, a,b ∈ C, |a|2−|b|2 6= 0. (A.1)
A.2 The matrix of composition ( f ◦g)(z) from matrices F and G
Write f ↔ F if f (z) = az+b
cz+d
corresponds to F =
 a b
c d

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If f (z) :=
a1z+b1
c1z+d1
↔ F =
 a1 b1
c1 d1
 and
g(z) :=
a2z+b2
c2z+d2
↔ G =
 a2 b2
c2 d2

then ( f ◦g)(z)↔ F ·G =
 a1a2+b1c2 a1b2+b1d2
a2c1+ c2d1 b2c1+d1d2
 .
Namely: ( f ◦g)(z) = f (g(z)) = z(a1a2+b1c2)+a1b2+b1d2z(a2c1+c2d1)+b2c1+d1d2 .
In particular, if f is represented by F , then
f i (z) ∆= ( f ◦ f ◦ . . . f )︸ ︷︷ ︸
i times
(z) corresponds to F i =∏i1 F .
A.3 The matrix of f−1 (z) given F
If f ↔ F and g↔ G and g = f−1,
then f−1↔−|F |F−1 = G where |F | is the determinant of F .
Also, by symmetry, F =−|G|G−1, and |F |= |G|
Explicitly, if F =
 a b
c d
, then G =
 −d b
c −a
.
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A.4 Fractional conformal mapping
A fractional conformal mapping is determined by three points and their images under the
mapping. Given three points and the corresponding images under w = w(z) =
az+b
cz+d
, here
we find the coefficients a, b, c, d.
Let wk = w(zk) , k = 1,2,3. Then
wi−w j = azi+bczi+d −
az j +b
cz j +d
=
(zi− z j) |W |
(czi+d)
(
cz j +d
)
where W =
 a b
c d
 and |W | is the determinant of W . Observing the i j invariance of the
denominator, we have
(w−w1)(w2−w3)
(w−w3)(w2−w1) =
(z− z1)(z2− z3)
(z− z3)(z2− z1) .
Solving i.t.o. w = w(z),
w(z) =
−(w1 (w2 (z− z3)(z1− z2)+w3 (z− z2)(z3− z1))+w2w3 (z− z1)(z2− z3))
w1 (z− z1)(z2− z3)+w2 (z− z2)(z3− z1)+w3 (z− z3)(z1− z2) .
That is,
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a = w2w1 (z2− z1)+w1w3 (z1− z3)+w3w2 (z3− z2)
b = w1w2z3 (z1− z2)+w1w3z2 (z3− z1)+w2w3z1 (z2− z3)
c = w1 (z2− z3)+w2 (z3− z1)+w3 (z1− z2)
d = w1z1 (z3− z2)+w2z2 (z1− z3)+w3z3 (z2− z1)

A.5 The invariant point of a transform
Let
f (z) =
az+b
cz+d
.
The invariant point of the transform is the solution of z = f (z), that is
z =
a−d±√a2−2ad+4bc+d2
2c
.
A.6 Geodesic through 2 points
In the context of the Poincaré disk model, given two points A(xa,ya) and B(xb,yb) in or
on the unit circle, we can find the coordinates of the center C (xc,yc) and the radius R
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Figure A.1: Geodesic through 2 points
of the geodesic through A and B. This can be completed using suitably chosen Möbius
transformations, but here we opt to proceed without an appeal to them. All coordinates xi,
yi herein are Euclidean.
As in Figure A.1, let the Euclidean bisector of the segment AB be be y = ax+b. The slope
of AB is sAB = (yb− ya)/(xb− xa) and the slope of bisector is thus
a =−1/sAB =−(xb− xa)/(yb− ya)
The bisector passes through the midpoint of AB M (xm,ym) with xm = (xa+ xb)/2. ym =
95
(ya+ yb)/2 and satisfies ym = axm+b whence
b = ym−axm.
Further, R2 + r2 = OC2 with r = 1 since 4OCD is a right-angled triangle. Also, R =
AC = BC since C is on the bisector of AB. Therefore, AC2+1 = OC2. Substituting AC2 =
(xc− xa)2+(yc− ya)2 and OC2 = x2c + y2c we have (xc− xa)2+(yc− ya)2+1 = x2c + y2c ⇒
−2xcxa+ x2a−2ycya+ y2a+1 = 0.
Substituting yc = axc+b, yields
−2xcxa+ x2a−2(axc+b)ya+ y2a+1 = 0
whence
xc =
xa2+ ya2+1−2bya
2(aya+ xa)
and we can calculate
yc = axc+b
R =
√
(yc− ya)2+(xc− xa)2
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Figure A.2: Geometric mean
A.7 Geodesic through 2 ideal points
In the context of the Poincaré disk model, given two ideal points a and b on the unit circle,
we can find the center c and the radius R of the geodesic through a and b. The derivation
shown here does not make use of Möbius transformations. All coordinates are Euclidean
complex.
In Figure A.2, 4ABC is a right-angled triangle and b = √pq. Namely, by similarity of
triangles, p/b = b/q and b2 = pq.
In Figure A.3, a and b are ideal points on the unit circle, G is a geodesic with center c and
radius R, and m= (a+b)/2 is the midpoint of the Euclidean segment ab. r = 1 is the radius
of the unit circle.
We have r =
√
pq⇒ 1 = pq⇒ q = 1/p = 1/ |m|. The center of the geodesic c is
c =
m
|m| ·q =
m
|m| |m| =
m
|m|2 =
m
m ·m =
1
m
=
2
a+b
(A.2)
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where m is the complex conjugate of m. The radius can be subsequently calculated as
R = |c−a| . (A.3)
When a and b are on a diameter of the unit circle, we have m = 0 and c = 1/m→ ∞ and
R→ ∞. Thus Equations (A.2) and (A.3) hold for this case as well.
We note that
1. the midpoint m of the Euclidean segment ab is the reflection of the origin O in the
geodesic defined by a and b Namely, R =
√
OC ·mC⇒ R2 = OC ·mC.
2. The center c and the midpoint m are reflections of each other in the unit circle.
Namely, pq = 1 = r2.
A.8 Reflection of a point from a geodesic
Given a geodesic in the Poincaré disk model and a point P we can find the reflection Q
from the geodesic.
Generally, given a circle K (C,R) with center C (xc,yc) in Euclidean coordinates and radius
R and points P(xp,yp) and Q
(
xq,yq
)
on the ray CP, then we say P and Q are reflections of
each other in the circle K if PC ·QC = R2. P can be on the circle in which case P ≡ Q. If
P≡C then Q is at ∞. To find the coordinates of Q given the coordinates of P,
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Figure A.3: Geodesic through 2 ideal points
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Figure A.4: Reflection of a point from a geodesic
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xq = xp+∆cosα (A.4)
yq = yp+∆sinα (A.5)
where
∆= ρq−ρp (A.6)
ρp =
√
(xp− xc)2+(yp− yc)2 (A.7)
ρq =
R2
ρp
(A.8)
α =
pi
2
sign(yp− yc)− tan−1 xp− xcyp− yc (A.9)
The above, in complex coordinates: zp = xp+ iyp, zc = xc+ iyc, zq = xq+ iyq
zq = zp+∆eiα
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where
∆= ρq−ρp ρp =
∣∣zp− zc∣∣
ρq = R2/ρp α = ∠(zp− zc)
Listing A.1: refl()
1 function zq=refl(zp,zc,R)
2
3 ro_p=abs(zp−zc);
4 ro_q=R^2./ro_p;
5 zp=zp+i∗(imag(zp−zc)==0)/10000;
6 angl=pi/2∗sign(imag(zp−zc))−atan(real(zp−zc)./imag(zp−zc));
7 zq=zp+(ro_q−ro_p).∗exp(i∗angl);
Eqs. (A.4)–(A.9) work without modification for P outside of the circle. Eq. (A.9) re-
turns the angle ∠(CP,Ox) between the ray CP and the positive x-axis: α ∈ [−pi,pi), unlike
tan−1
( y
x
)
which returns angles only in quadrants 1 and 4.
Listing A.1 shows refl(), a Matlab implementation of Eqs. (A.4)–(A.9). refl() can
take a vector zp of complex points and returns the vector of corresponding images. Line 4
in Listing A.1 is to avoid division by zero in (A.9) by replacing zeros with 10−4.
A.9 Hyperbolic distance in the Poincaré disk
The advantage of using the Poincaré disk model D over the half-plane model of the hy-
perbolic plane is that there exists an explicit formula to convert between hyperbolic and
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Euclidean distance for a pair of points in D.
The formula that links Euclidean and hyperbolic distance between z1 and z2 in D is
|z1− z2|2(
1−|z1|2
)(
1−|z2|2
) = 1
2
(coshd−1) = sinh2 d
2
(A.10)
where d is the hyperbolic distance dD (z1,z2) and |z1− z2| is the Euclidean distance. The
proof is by direct calculation [And07, Prop4.3]
Solving cosh:
cosha =
ea+ e−a
2
= x
(ea)2−2xea+1
ea = x+
√
x2−1 a = log
(
x±√x2−1
)
But also
(
x+
√
x2−1
)(
x−
√
x2−1
)
= 1
log
(
x+
√
x2−1
)
+ log
(
x−
√
x2−1
)
= 0
so only one is positive and finally
a = log
(
x+
√
x2−1
)
.
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
As an alternative to Equation (A.10), the hyperbolic distance between x and y in D can be
calculated using
d (x,y) = 2atanh
∣∣∣∣ y− x1− xy
∣∣∣∣ (A.11)
Namely, for x 6= y points in the Poincaré disk D, choose
p(z) =
az+b
bz+a
with |a|2−|b|2 = 1. p(z) moves the pair (x,y) to (0, p(y)) with p(y) real and positive:
p(z) =
a(z− x)
a(−xz+1) ;
Then
p(x) = 0, p(y) =
a(y− x)
a(1− xy) > 0
and
d (x,y) = d (0, p(y)) .
To find the hyperbolic length of a segment OA where O is the center and A is any point on
the positive real line such that OA has Euclidean length r:
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Parametrize in Euclidean rectangular coordinates: f (t) = t, t ∈ [0,r]. (That is, x(t) = t,
y(t) = 0). Then |z|= |t|= t in the given interval and |dz|= | f ′ (t)|dt = |t ′|dt = dt
`D f =
ˆ
f
2 |dz|
1−|z|2 =
ˆ t=r
t=0
2dt
1− t2 =
=
ˆ t=r
t=0
(
1
1+ t
+
1
1− t
)
dt =
= ln
(
1+ r
1− r
)
= 2tanh−1 (r) .
d (0, p(y)) = 2atanh(p(y)) = 2atanh
(
a(y− x)
a(1− xy)
)
.
But since p(y)> 0,
p(y) = |p(y)| ,
so
d (0, p(y)) = 2atanh(p(y)) = 2atanh
∣∣∣∣ y− x1− xy
∣∣∣∣= d (x,y) . (A.12)

Eq. (A.12) is computationally more convenient than (A.10).
A.10 Number of next hop candidates
In the context of the analysis of Section 4.3.1, consider a rooted d-regular tree. For exam-
ple, Figure A.5 shows such a tree with d = 3 (binary tree). Let d1 = d−1 be the number of
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S 1
S 2
S 3
S 4
Λ4
Λ3
Figure A.5: A simplified model
children at each non-leaf node. Take the root node D to be at level `= 1, its children nodes
at level `= 2, etc. We have for the total number of nodes up to level L:
n = 1+d+d (d−1)+d (d−1)2+ ...+d (d−1)L−2 =
=
d (d−1)L−1−2
d−2 =
(d1+1) ·dL−11 −2
d1−1 .
Therefore the exact number of nodes in Λ` is
#Λ` =
(d1+1) ·d`−21 −2
d1−1
and
p` =
#Λ`
n
=
(d1+1)d`−21 −2
(d1+1)dL−11 −2
.
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The free terms can be easily omitted for the d values typically occurring in the graphs of
interest in this work, whence
p` ≈
d`−21
dL−11
= d−(L−`+1)1 .
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Appendix B
K Embedding
This section outlines the details of the implementation of the d-regular tree greedy embed-
ding procedure [Kle07], used in Chapters 4 and 5.
As in [Kle07], every node w in the infinite regular tree of rooted at node r has an associated
Möbius transformation µw () such that the node’s complex coordinate in the Poincaré disk
model greedy embedding of the tree can be calculated as
Cw = µ−1w (v) (B.1)
where
v =−σ (0) (B.2)
is a constant that can be calculated for a given d (see below).
For a node w in the regular tree of degree d, let the w0, w1, ... , wd−1 be a relative naming
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of w’s direct neighbors such that w0 is the parent node of w relative to the root r. Let w’s
Möbius transformation µw () have a corresponding matrix Mw (as in Section A.3). Then
for k = 1..d−1 the functions µwk () of the neighbors wk of w have corresponding matrices
given by
Mwk = B
k ·A ·Mw (B.3)
and their complex coordinates in the Poincaré disk model are given by Cwk = µ
−1
wk (v) .
The matrix A =
 −1 0
0 1
 does not depend on d and its corresponding transformation is
a(z) =−z. The matrix B is given by
B = SRS−1 (B.4)
where
R =
 ei2pi/d 0
0 1

since ρ (z)↔ R is the rotation ρ (z) = zei2pi/d =
(
zei2pi/d +0
)
/(0z+1).
To obtain the matrix S corresponding to σ (z), we apply the method given in Section A.4 to
the points
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z1 = 1 w1 = 1
z2 = zP w2 = 0
z3 = zB w3 =−1
Refer to Figure B.1 for the calculation of zP and zB. In the figure, C is the Euclidean
center of the geodesic between the ideal points A and B defining one side of the ideal
polygon with vertices eik2pi/d , k = 0..d−1. The complex coordinate of C is zC = xC + iyC.
Clearly xC = 1 and from 4OAC we have yC =− tan pid ; the Euclidean radius of the arc AB
is R = |yc| = tan pid . Let P be the intersection of the ray OC and the arc APB. Clearly P is
the center of the arc APC. Let ∆ denote the Euclidean distance of the segment OC. Then
∆= OC−R =
√
x2C + y
2
C−R =
√
1+R2−R. and the coordinates of P are
xP = ∆cos
pi
d
yP = −∆sin pid
whence zP = xP+ iyP = ∆e−ipi/d . On the other hand, zB = e−i2pi/d .
Alternatively, as in [Kle07], the midpoint of the arc AQB, zQ, given by zQ = e−
pi
d = z1/2B can
be used to calculate σ () in which case the points to be used with the Section A.4 method
are
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Figure B.1: zP and zB
z1 = 1 w1 = 1
z2 = zB1/2 w2 =−i
z3 = zB w3 =−1
In any case we would have
σ (z) = 1− z (2+2i)+ e
pi i
d (2+2i)− ze pi id (2+2i)−2−2i
2 cos
(pi
d
)−2 sin(pid )−2ze pi id −2+ ze pi 2id (1− i)+ z (1+ i) .
The calculation of the node coordinates according to Eqs. (B.1) and (B.3) would require
the inversions
M−1wk = M
−1
w ·A−1 · (B−1)k. (B.5)
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It is interesting to note that B−1 has a more compact symbolic expression compared to B.
It can be obtained by substituting S and R into Eq. (B.4):
B−1 = SR−1S−1 =
 12
(
e−
2pi i
d +1
)
− ie− pi id −12
(
1+ e−
2pi i
d
)
−12
(
1+ e−
2pi i
d
)
1
2
(
e−
2pi i
d +1
)
+ ie−
pi i
d
 (B.6)
Listing B.1 contains a Matlab calculation of B−1 for a given value of d in variable-precision
arithmetic (VPA).
Listing B.1: K Embedding Calculations
1 RR=tan(vpa(pi)/d);
DEL=sqrt(1+RR^2)−RR;
3 zP=DEL∗exp(−i∗vpa(pi)/d);
zB=exp(−i∗2∗vpa(pi)/d);
5 z1=1 ; w1=1 ; z2=zP ; w2=0 ; z3=zB ; w3=−1 ;
wa=−w1∗w2∗(z1−z2)−w1∗w3∗(z3−z1)−w2∗w3∗(z2−z3);
7 wb=w1∗w2∗(z1−z2)∗z3 + w1∗w3∗(z3−z1)∗z2 + w2∗w3∗(z2−z3)∗z1;
wc=w1∗(z2−z3) +w2∗(z3−z1) + w3∗(z1−z2);
9 wd=−w1∗(z2−z3)∗z1 −w2∗(z3−z1)∗z2 −w3∗(z1−z2)∗z3;
11 S=[wa wb ;wc wd];
% A=[ a b; c d ] = [A(1) A(3) ; A(2) A(4)]
13 v=−S(3)/S(4);
15 % B^−1
B_1 = @(d)[1./(2.∗exp((2.∗vpa(pi).∗i)./d))−i./exp((vpa(pi).∗i)./d)+vpa(1)./2
−1./(2.∗exp((2.∗vpa(pi).∗i)./d))−vpa(1)./2;
17 −1./(2.∗exp((2.∗vpa(pi).∗i)./d))−vpa(1)./2 (exp((2.∗vpa(pi).∗i)./d)+2.∗i.∗exp((
vpa(pi).∗i)./d)+vpa(1))./(2.∗exp((2.∗vpa(pi).∗i)./d))];
19 B_1d=B_1(d); % substitute the concrete value of d
21 A=vpa([−1 0; 0 1]);
A_1=A^−1;
We note that the fixed point σ (0) in Eq. (B.2) (see also Section A.5) and the matrix B with
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unit determinant in the cases d = 3,4,6 have simple, closed-form symbolic expressions
summarized below.
d σ (0) B
3 i
(
2−√3)
 1/2+ i 1/2
1/2 1/2− i

4 i
(√
2−1
) 
√
2/2+ i
√
2/2
√
2/2
√
2/2− i

6 i
√
3
3

√
3/2+ i
√
3/2
√
3/2
√
3/2− i

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Appendix C
C Embedding
Listing C.1 contains a Matlab implementation of the C Embedding [CC09].
Listing C.1: C Embedding
function coord=f(predecessors,root,list)
2
% 1. INITIALIZE
4 alpha(root)=pi; % real
beta(root)=2∗pi; % real
6
aa(root)=exp(i∗alpha(root)); % complex
8 bb(root)=exp(i∗beta(root)); % complex
10 geo_ctr(root)=2/( conj( aa(root) + bb(root) ) ); % complex
geo_rad(root)=abs(geo_ctr(root) − aa(root)); % real
12
coord(root)=−0.1−i∗0.1; % complex
14
% 2. FOR EACH
16 for curnode=list(2:end),
18 parent=predecessors(curnode);
20 % 2a (i)
alpha(curnode) = alpha(parent);
22 beta (curnode) = ( alpha(parent)+beta(parent) ) / 2; % real
24 % 2a (ii)
alpha(parent) = beta(curnode); % update
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26
% 2b (i)
28 aa(curnode) = exp(i∗alpha(curnode)); % complex
bb(curnode) = exp(i∗beta(curnode)); % complex
30 geo_ctr(curnode) = 2 / ( conj( aa(curnode) + bb(curnode)) ); % complex
geo_rad(curnode)=abs(geo_ctr(curnode)−aa(curnode)); % complex
32
coord(curnode)=geo_rad(curnode)^2/(conj(coord(parent)−geo_ctr(curnode)
))+geo_ctr(curnode); % complex
34
% 2b (ii)
36 alpha(curnode)= ( alpha(curnode) + beta(curnode) ) / 2;
38 end
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