The logarithm of the relative risk function in a proportional hazards model involving one or more possibly time-dependent covariates is treated as a specified sum of a constant term, main effects, and selected interaction terms. Maximum partial likelihood estimation is used, where the maximization is taken over a suitably chosen finite-dimensional estimation space, whose dimension increases with the sample size and which is constructed from linear spaces of functions of one covariate and their tensor products. The L 2 rate of convergence for the estimate and its ANOVA components is obtained. An adaptive numerical implementation is discussed, whose performance is compared to (full likelihood) hazard regression both with and without the restriction to proportional hazards.
1. Introduction. In survival analysis, a popular approach for treating the relationship between the survival time and the covariates is through the use of Cox's proportional hazards regression model [Cox (1972) ]. Kalbfleisch and Prentice (1980) , Cox and Oakes (1984) , Fleming and Harrington (1991) and Andersen, Borgan, Gill and Keiding (1993) discuss this approach in considerable detail. An important issue that has been overshadowed by the popularity of the Cox model is the assumption of linearity of the covariate effects, which may or may not be valid in practice. If it is violated, then the corresponding estimates will be biased. One remedy is the use of nonparametric modeling, in which covariate effects are estimated without imposing a prespecified parametric form. Nonparametric modeling provides more flexibility than Cox's original approach, but when there are multiple covariates its direct implementation is subject to the "curse of dimensionality," which refers to the difficulty caused by data sparseness in high dimensions. This difficulty can be ameliorated by using functional analysis of variance (ANOVA) models, where the overall effect of the covariates is modeled as a specified sum of a constant effect, main effects (functions of one covariate) and selected low-order interactions (functions of a few covariates). Such ANOVA models can be used to achieve dimensionality reduction and at the same time retain the flexibility of nonparametric modeling.
A comprehensive review of one approach to functional ANOVA modeling is given in Stone, Hansen, Kooperberg and Truong (1997) . The main objective of the present paper is to conduct a theoretical investigation of this approach in the context of proportional hazards regression. To this end, let T, C and X = X · have a joint distribution, where T and C are nonnegative random variables and X t is a random vector of possibly time-dependent covariates X 1 t X L t (some of which could also be vector valued). In survival analysis, T and C are referred to as the survival time (or failure time) and censoring time, respectively. Set Y = min T C and δ = ind T ≤ C . The indicator random variable δ equals 1 if failure occurs on or before the censoring time (i.e., if T ≤ C), and it equals 0 otherwise. The observable time Y is said to be uncensored or censored according as δ = 1 or δ = 0. Instead of observing the triple (T C X), we only observe (Y δ X).
The covariate process X is assumed to be external, that is, not directly involved with the failure mechanism [see page 123 of Kalbfleisch and Prentice (1980) ]. For identifiability, it is assumed that T and C are conditionally independent given X. Let F t X = P T ≤ t X and F t X = P T > t X denote the conditional distribution function and conditional survival function, respectively, of T given X. The conditional density function f t X is assumed to exist, and the conditional hazard function is given by λ t X = f t X / F t X . The proportional hazards assumption is that the log-hazard function has the form log λ t X = α 0 t + α X t , where λ 0 = exp α 0 and α are referred to, respectively, as the baseline hazard function and log relative risk function (log of the relative risk function). Here the log-hazard at time t is assumed to depend only on the current values of the covariates. Note that in the above expression for log λ t X , if one adds a constant to α 0 t and subtracts the same constant form α X t , then log λ t X does not change. Hence we say that the function α · is not identifiable and some identifiability constraint needs to be imposed to make α X t uniquely defined. [In the Cox model the usual constraint is α 0 = 0.] The goal is to estimate the log relative risk function α · .
The functional ANOVA approach involves the choice of a special form for the log relative risk function. Suppose, for example, that L = 3 and consider the model α X t = α 1 X 1 t + α 2 X 2 t + α 3 X 3 t + α 1 2 X 1 t X 2 t (1) which omits the three-factor interaction and contains exactly one of the three possible two-factor interactions. In order to make the representation in (1) unique, we need to impose some identifiability constraints on the various components in the representation. Given a random sample, we can use maximum partial likelihood estimation to obtain an estimateα having the same form as (1), where the partial log-likelihood is defined in (3) of Section 2 and the maximization is carried out in a suitably chosen finite-dimensional estimation space, whose dimension increases with the sample size. If the components of the ANOVA decomposition of α are accurately estimated by the corresponding, similarly constrained, components ofα, then examination of the components ofα should shed light on the relationship of the survival time T to X through the log relative risk function α.
In this paper the estimation spaces are constructed from linear spaces of functions of one variable and their tensor products while respecting the ANOVA structure of the target function α. In particular, polynomial splines and their tensor products can be used as building blocks for the estimation spaces. We will give conditions under whichα converges to α and, more important, the components ofα converge to the corresponding components of α. Rates of convergence are also studied.
Technically speaking, the theory developed in this paper does not depend on the validity of the assumed form of the ANOVA model for the log relative risk function. In particular, if (1) is invalid, thenα can be viewed as an estimate of the function α * having the form α * X t = α * 1 X 1 t + α * 2 X 2 t + α * 3 X 3 t + α * 12 X 1 t X 2 t (2) that maximizes the expected partial log-likelihood as defined in (4) in Section 2. In fact, the proofs do not even depend on the validity of the proportional hazards assumption. If this assumption is invalid, then (2) corresponds to an approximation to λ t X having the form given by log λ * t X = α * 0 t + α * X t . Cox's model with nonparametric or additive covariate effects has been a very useful exploratory tool for analyzing survival data. There are several methodological approaches. For example, O'Sullivan (1998) and Gray (1992) used smoothing splines. Tibshirani and Hastie (1987) considered the local likelihood method. Sleeper and Harrington (1990) and Gentleman and Crowley (1991) employed regression spline methods. LeBlanc and Crowley (1999) developed an adaptive regression spline method for fitting additive and general interaction models. Gu (1996) developed a smoothing spline approach to (nonproportional) hazard regression that has similarities to the HARE methodology of Kooperberg, Stone and Truong (1995a) . Wahba, Wang, Gu, Klein and Klein (1995) discussed ANOVA decompositions for smoothing spline models in a general context, but did not treat hazard regression explicitly. In theoretical papers, O'Sullivan (1993) studied rates of convergence of the penalized methods (smoothing spline approach) for saturated models and Dabrowska (1997) considered a partly linear model in which a kernel method is used to adjust for the nonparametric covariate effects while obtaining the usual n −1/2 rate of convergence for the parametric effect. Neither paper considered additive models or more generally functional ANOVA models. The current paper gives a rather complete theoretical account of functional ANOVA models for maximum partial likelihood estimation over finite-dimensional estimation spaces. Similar results for other methods have yet to be established.
An alternative approach to functional ANOVA modeling in proportional hazards regression is to model the entire hazard function, including the baseline hazard and the covariate effects, and to maximize the full likelihood to fit the data. Theoretical accounts of this approach have been given in Kooperberg, Stone and Truong (1995b) and Huang and Stone (1998) ; Kooperberg, Stone and Truong (1995a) developed an adaptive hazard regression methodology (HARE). In comparison with the full likelihood approach, a theoretical obstacle that arises in maximum partial likelihood estimation is the lack of identifiability of the relative risk function when the baseline hazard function is not modeled. This obstacle causes difficulties in establishing the existence of the best approximation in the model space (see the proof of Theorem 1). The lack of identifiability also causes the lack of negative definiteness of the Hessian of the partial log-likelihood and expected partial log-likelihood functions, which is handled by using orthogonality to constant functions as an identifiability constraint [see (5) and Section 2.2]. To ensure that the identifiability constraint does not destroy the nice structure of the ANOVA decompositions of the model space and estimation space, the theoretical inner product is used to impose the identifiability constraint on the target function while the empirical inner product is used for the estimate (see Section 2.3). The imposition of these constraints necessarily complicates the analysis. Another technical obstacle we overcome here is that, due to the special features of partial log-likelihood, the empirical inner product cannot be expressed as a summation over iid random variables, so the theory in Huang (1998a) cannot be used directly as in Huang and Stone (1998) .
The rest of the paper is organized as follows. In Section 2, we present the main theoretical results. Section 2.1 contains the theoretical set-up, in which the partial log-likelihood function is defined and the unknown log relative risk function is modeled in a general linear function space, referred to as the model space. Theorem 1 establishes the existence and uniqueness of the function α * in the model space that maximizes the expected partial log-likelihood. This function should be viewed as the target of our estimate. Under the assumption of proportional hazards, α * can be thought of as the best approximation in the model space to the log relative risk function α. A general result (Theorem 2) on the rate of convergence of the maximum partial likelihood estimate is given in Section 2.2 Section 2.3 is devoted to functional ANOVA modeling, where the ANOVA decompositions of the estimate and target function are formally defined. The convergence properties of the maximum partial likelihood estimate and its ANOVA components are given in Theorem 3. Section 2.4 treats functional ANOVA modeling when polynomial splines and their tensor products are used as the building blocks in constructing the estimation spaces; here Theorem 3 is applied to obtain the rate of convergence of the corresponding estimate. Section 3 describes some experience with a numerical adaptive implementation of proportional hazards regression, which is compared to HARE both with and without a restriction to consider only proportional hazards models. This material should be regarded as merely suggestive, not as an attempt at a thorough study of the methodological issues that complement the present, mainly theoretical, investigation. Some discussion is given in Section 4. The proofs of Theorems 2 and 3 are given in Section 5 and 6, respectively. The proofs of Theorem 1 and several of the lemmas in Section 5 are collected in the Appendix.
Main results.
2.1. Theoretical set-up. Let τ be a fixed positive number and suppose that censoring automatically occurs at time τ if it has not occurred prior to that time; that is, P C ≤ τ = 1. Suppose also that each of the random vectors X t , t ∈ 0 τ , takes values in a fixed compact set of some Euclidean space. Conditions similar to the following one are used in Kooperberg, Stone and Truong (1995b) and Huang and Stone (1998) .
X is bounded away from zero uniformly in X; (ii) the density function of X(t) exists and is bounded away from zero and infinity on uniformly over t ∈ 0 τ ; (iii) the conditional log-hazard log λ t X is bounded uniformly over t ∈ 0 τ and X.
Set Z t = ind Y ≥ t and N t = ind δ = 1 and T ≤ t = ind T ≤ t and T ≤ C . It follows from Condition 1 that E Z t X = P Y ≥ t X = P T ≥ t X P C ≥ t X is bounded away from zero uniformly over t ∈ 0 τ . Consider a random sample
i N i t . Then, up to a term that does not depend on h, the normalized partial log-likelihood h corresponding to the candidate h for the log relative risk function can be written as
[see Cox (1972) , Andersen and Gill (1982) and O'Sullivan (1993) ]. The asymptotic value of h as n → ∞ is given by
which we refer to as the expected partial log-likelihood. It follows as in the proof in Section A.1 of the second conclusion of Theorem 1 below that, under the assumption of the proportional hazards model, the actual log relative risk function α maximizes · over all integrable functions h.
Let 0 , referred to as the model space, be a finite-or infinite-dimensional linear space of integrable functions on . For convenience in starting the identifiability constraint, we require that this linear space contain the constant functions. We envision that the space 0 incorporates structural, assumptions on α and we construct our estimate pretending that α is a member of 0 . For example, the original Cox model for the log relative risk function amounts to choosing 0 to be the space of linear functions on . The additive model for the log relative risk function amounts to choosing 0 to be the space of integrable functions of the form
Appropriate choices of 0 also yield functional ANOVA models that will be discussed in detail in Section 2.3.
Note that h = h + c for c ∈ and h ∈ 0 , so the space 0 is not identifiable. We impose the following identifiability constraint on functions h ∈ 0 :
The identifiability constraint can be imposed in different ways. However, the way used here makes it convenient to study functional ANOVA models (see Section 2.3). Set = h ∈ 0 h satisfies 5 . The theorem below states that there is an essentially unique function α * ∈ that maximizes the expected partial log-likelihood over . When the proportional hazards assumption is valid but α is not a member of , we think of α * as the "best" approximation in to α. In general, we think of α * as the target of our estimate regardless the validity of the proportional hazards assumption. In the statement of this theorem, "essentially uniquely determined" means that any two such functions are equal almost everywhere relative to Lebesgue measure on . The proof of the theorem will be given in Section 7.1. The closedness requirement on 0 is obviously satisfied by the original Cox model. According to Lemma 4.1 of Stone (1994) , additive models, or more generally functional ANOVA models (Section 2.3), also satisfy this closedness requirement.
Before proceeding further, it is convenient to introduce some notations. For any function h on , set h ∞ = sup x∈ h x and if h is square-integrable, set h
Given positive numbers a n and b n for n ≥ 1, let a n b n mean that a n /b n is bounded and let a n ∼ b n mean that a n b n and b n a n . Given random variables W n for n ≥ 1, let W n = O P b n mean that lim c→∞ lim sup n P W n ≥ cb n = 0 and let W n = o P b n mean that lim sup n P W n ≥ cb n = 0 for all c > 0. For a random variable V, let E n denote the expectation relative to its empirical distribution, that is, E n V = n −1 i V i , where V i 1 ≤ i ≤ n, is a random sample from the distribution of V. We use M M 1 M 2 to denote generic constants which may vary from one context to another.
Maximum partial likelihood estimation.
From now on we restrict our attention to square-integrable functions. Let us first introduce the theoretical and empirical inner products on the space of such functions. The corresponding norms will be used to measure the distance between the estimate and the target function. These inner products will play a critical role in the study of functional ANOVA models below. For a square-integrable functions h 1 and h 2 on , set
Define the empirical and theoretical inner products by
The corresponding norms are given by h 2 n = h h n and h 2 = h h . It will be shown in Lemma 1 (Section 5) that · is equivalent to · L 2 , the L 2 norm relative to Lebesgue measure on . Note that the empirical inner product and norm are determined by the data and thus do not depend on unknown quantities. For a square-integrable function h, the identifiability constraint (5) can be written in terms of the theoretical inner product as h 1 = 0.
We estimate α by using maximum partial likelihood over an appropriately chosen space. Let 0 = 0 n ⊂ 0 be a finite-dimensional linear space of bounded functions on , which we refer to as the estimation space. It is assumed that this space contains all constant functions and hence has dimension N n ≥ 1. We also require that it be theoretically identifiable: if g ∈ 0 and g = 0, then g identically equals zero. This requirement is used to rule out the pathological cases. The space 0 is said to be empirically identifiable if g ∈ 0 and g n = 0 implies that g identically equals zero.
Note that g = g + c for c ∈ and g ∈ 0 . We need to restrict our attention to a subspace of the estimation space to get a unique maximizer of · . To this end, an identifiability constraint is introduced similar to that for the model space, but defined in terms of the empirical inner product so that it is determined by the data. Specifically, set = g ∈ 0 g 1 n = 0 . Also, setα n = argmax g∈ g , which we refer to as the maximum partial likelihood estimate.
The function α * , shown to exist in Theorem 1, is guaranteed to be integrable, but not necessarily square-integrable or smooth. In the context of the next theorem we require that α * be bounded and we set ρ n = inf g∈ 0 g − α * ∞ and
Theorem 2. Suppose Condition 1 holds and that lim n A n ρ n = 0 and lim n A 2 n max N n log n /n = 0 Then, except on an event whose probability tends to zero as n → ∞ 0 is empirically identifiable andα n exists and is uniquely defined. Moreover, α n − α * 2 = O P ρ 2 n + N n /n and α n − α * 2
Remarks.
1. If 0 is the space of linear functions on , we can choose 0 = 0 . Then A n and N n are constants not depending on n and ρ n = 0. Applying Theorem 2, we get that α n − α * 2 = O P 1/n , which is the parametric rate of convergence. 2. For nonparametric cases, the estimation space 0 is usually chosen such that log n N n ; if so, then the assumption lim n A 2 n max N n log n /n = 0 reduces to lim n A 2 n N n /n = 0. 3. The conclusion that 0 is empirically identifiable does not depend on the assumption that lim n A n ρ n = 0; see Lemma 3 in Section 5.1.
Theorem 2 gives a very general treatment of the rate of convergence for the maximum partial likelihood estimate, which is parallel to the result on least squares estimation for the regression context established in Theorem 1 of Huang (1998a) . The two terms that govern the magnitude of the error α n − α * have intuitively appealing explanations: N n /n is just the inverse of the number of observations per parameter, and ρ n is the best possible approximation rate in the estimation space to the target function. In the statement of the theorem, the constant A n is a measure of the irregularity of the estimation space, while for a specific choice of the estimation space, the rate of decay of ρ n reflects a smoothness assumption on α * . As elaborated in the cited paper, the magnitudes of the constants A n and ρ n are easily found for the linear estimation spaces that are commonly used in approximation theory. As a consequence, we can obtain rates of convergence when the estimation spaces are built up from polynomials, trigonometric polynomials, and polynomial splines. We will use this theorem to study the rates of convergence for functional ANOVA models in the next subsection.
2.3. Functional ANOVA models. In this subsection we first give the precise definition of functional ANOVA decompositions and then state the main result for functional ANOVA models. The ANOVA decomposition of the target function is constructed in such a way that each nonconstant component is orthogonal to the proper lower-order components relative to the theoretical inner product defined in the previous section. The ANOVA decomposition of the estimate is defined by a similar orthogonality requirement relative to the empirical inner product defined in that section. We shall see that not only does the estimate converge to the target function, but the components of the estimate also converge to the corresponding components of the target function. In addition, we shall see that, when the ANOVA model for the target function is invalid, the estimate will converge to its best approximation having the indicated ANOVA form. This result is important since in practice the functional ANOVA model is usually only an approximation.
Suppose
is the Cartesian product of compact sets 1
It is convenient to use subset notation to denote the various components in an ANOVA decomposition. Let ٠ denote the space of constant functions on . Given a nonempty subset s of 1 L , let s denote the space of square-integrable functions on that depend only on the variables x l l ∈ s. Also, set 0 s = h ∈ s h ⊥ r for every proper subset r of s here h ⊥ r means that h h r = 0 for h r ∈ r .
Let 0 be a nonempty collection of subsets of 1 L . It is assumed that 0 is hierarchical: if s ∈ 0 and r ⊂ s then r ∈ 0 . Set 0 = s∈ 0 h s h s ∈ s . Under Condition 1, every function h ∈ 0 can be written in an essentially unique manner as s∈ 0 h s , where h s ∈ 0 s [see Lemma 3.1 of Stone (1994) ]. We refer to s∈ h s as the theoretical ANOVA decomposition of h corresponding to the inner product · · and to h s s ∈ as the components of h is this decomposition. The component h s is referred to as the constant component if # s = 0, as a main effect component if # s = 1 and as an interaction component if # s ≥ 2; here, # B denote the cardinality (number of members) of a set B.
In order to use 0 to model the log relative risk function, we impose the identifiability constraint (5). This turns out to be very convenient, since imposing (5) is equivalent to setting the constant component in the theoretical ANOVA decomposition of h ∈ 0 to be zero. (This is actually the motivation for choosing that particular form of identifiability constraint.) Now, set = 0 \ ٠ and = h ∈ 0 h ⊥ 1 = s∈ h s h s ∈ 0 s . We say that specifies a functional ANOVA model. Different choices of provide different models. For example, choosing = 1 L gives an additive model. A square-integrable function given by (1) could be described as a member of by setting = 1 2 3 1 2 . Let ٠ denote the space of constant functions on , which has dimension N ٠ = 1. Given l ∈ 1 L , let l ⊂ l denote a linear space of bounded functions, which can vary with the sample size and has finite, positive dimension N l . Given a subset s of 1 L , let s denote the tensor product of l l ∈ s, which is the linear space of functions on spanned by functions g of the form g x = l∈s g l x l , where g l ∈ l for l ∈ s. Also, let N s = l∈s N l denote the dimension of s , set N s for s ∈ 0 , as the empirical ANOVA decomposition of g ∈ 0 . Set = g ∈ 0 g ⊥ n 1 , which is the direct sum of 0 s s ∈ . Suppose the maximum partial likelihood estimateα n in exists and write its empirical ANOVA decomposition as s∈ α s . Suppose also that α * = argmax h∈H h exists as a member of and write its theoretical ANOVA decomposition as s∈ α * s . The similarity of the structures of and is crucial in ensuring the convergence ofα s to α * s for s ∈ . In the next theorem it is required that the components α * s s ∈ , of the target function α * be bounded. Set ρ s = inf g∈ s g − α * s ∞ for s ∈ and A s = sup g∈ s g ∞ / g L 2 ≥ 1, and setρ n = s∈ ρ s . Then, except on an event whose probability tends to zero as n → ∞ 0 is empirically identifiable andα n exists. Moreover,
The results in the above theorem about the convergence properties of the maximum partial likelihood estimate and its ANOVA components are parallel to that in Huang (1998a) for the regression context. Using this theorem, we can obtain rate of convergence results when polynomials, trigonometric polynomials, or splines and their tensor products are used as building blocks for the estimation spaces. To get such results, we need only find upper bounds for the constants A s and ρ s by employing results from approximation theory literature. We shall illustrate this in the next subsection when the estimation spaces are built from spline functions.
Note that we do not restrict any of the explanatory variables x 1 x L to be one-dimensional, so any of the main effect components (components depending on one variable) in the ANOVA decomposition of the log relative risk function could be bivariate or multivariate. This provides additional flexibility in functional ANOVA modeling.
, where p is a suitable defined measure of smoothness of α * s . Correspondingly, the rate of convergence in the theorem is given byρ 2 n + N n /n = O n −2p/ 2p+d , which is of the standard form; see Stone (1982 Stone ( , 1994 and Huang (1998a) . 
Let k be a nonnegative integer and set p = k + β. A function on is said to be p-smooth if it is k times continuously differentiable on and D i satisfies a Hölder condition with exponent β for all i with i = k.
Let J be a positive integer, and let t 0 t 1 t J t J+1 be real numbers with Schumaker (1981) and DeVore and Lorentz (1993) .
Assume that the components α * s s ∈ of the target function α * are p-smooth for some positive number p. Let m ≥ p − 1 be an integer. For l = 1 L, let l be the space of splines of degree m with J = J n knots. Suppose that max 0≤j≤J−m t j+m+1 − t j min 0≤j≤J−m t j+m+1 − t j ≤ η (6) for some positive constant η. Then A s J # s /2 N s J # s and ρ s J −p for s ∈ ; see Huang (1998a) .
Set d = max s∈ # s and suppose that p > d/2 and J 2d = o n . Then the conditions in Theorem 3 are satisfied. Thus, α s − α * s
for s ∈ and α n − α * 2 = O P n −2p/ 2p+d . The rate n −2p/ 2p+d is the optimal rate for estimating a p-smooth, d-dimensional function; see Stone (1982) . This result shows that, by using models with only main effects and low-order interactions, we can ameliorate the curse of dimensionality that adversely affects the saturated model (d = L). For instance, by considering additive models d = 1 < L or by allowing interactions involving only two factors d = 2 < L , we can get faster rates of convergence than by using the saturated model. The results in this section are parallel to those in Kooperberg, Stone and Truong (1995b) and Huang and Stone (1998) , where the baseline hazard is modeled as a smooth function and the maximum (full) likelihood estimate is used.
3. Software implementation and examples. For a fixed linear estimation space , the problem of finding the maximum partial likelihood estimate is reduced to the estimation of finite number of coefficient parameters after a basis of is chosen. Specifically, given a collection B j j = 1 p of basis functions that span , the estimate has the form
where the coefficients β 1 β P are estimated from the available data by maximum partial likelihood. Thus, if the set of basis functions or, equivalently, the estimation space is manually selected by the user, then the estimate can be obtained by using any statistical package that can fit parametric proportional hazards models by defining new "covariates" that are equal to the basis functions. In practice, the manual selection of appropriate spline basis functions by users is typically infeasible, so additional code for the automatic, adaptive selection of such basis functions is required.
In the following we will describe an adaptive implementation of proportional hazards regression (PHARE), which we have designed as similarly as possible to the hazard regression (HARE) implementation of Kooperberg, Stone and Truong (1995a) . In this implementation, linear splines and their tensor products are used to build the estimation spaces. We assume throughout the remainder of this section that the covariates are all time independent. (Timedependent covariates increase the complexity of the program, but they do not make the calculations more time-consuming.)
Adaptive implementation. In the adaptive implementation, one important issue to be resolved is the choice of the linear space . Following Kooperberg, Stone and Truong (1995a) and Stone, Hansen, Kooperberg and Truong (1997) , we select from a family of allowable spaces through a process of stepwise addition and deletion of basis functions. We refer the reader to these two papers for motivation of the allowable spaces and further discussion of the stepwise procedure; here we restrict ourselves to listing the basis functions that we consider and indicating when these basis functions can be in . As in HARE, we require that the basis functions all depend on at most two of the covariates. Let x + = x when x > 0 and 0 otherwise. The basis functions that we consider are:
1. Basis functions that are linear in one of the covariates, B X = X j , can always be in . 2. Basis functions that model a knot in one of the covariates, B X = X j −r + , for some value of r within the range of X j are only allowed in when B X = X j is also in . 3. Basis functions that are tensor products of two different linear basis functions, B X = X j 1 X j 2 , are only allowed in when B X = X j 1 and B X = X j 2 are also in . 4. Basis functions that are a tensor product of a linear basis function and a basis function depending on a knot in a different covariates, B X = X j 1 X j 2 −r + , are only allowed in when B X = X j 1 X j 2 and B X = X j 2 −r + are also in . 5. Basis functions that are a tensor product of two basis functions depending on knots in different covariates, B X = X j 1 − r 1 + X j 2 − r 2 + , are only allowed in when B X = X j 1 − r 1 + X j 2 and B X = X j 1 X j 2 − r 2 + are also in .
In our adaptive implementation we initially fit the model with p = 0 and = 0 . Then we proceed with stepwise addition. Here we successively replace the p − 1 -dimensional allowable space 0 by a p-dimensional allowable space containing 0 as a subspace, choosing among the various candidates for a new basis function by a heuristic search designed approximately to maximize the corresponding Rao (score) statistic; see Kooperberg, Stone and Truong (1995a) for details. Upon stopping the stepwise addition stage with p = P max basis functions we proceed with stepwise deletion. Here we successively replace the p-dimensional allowable space by a p − 1 -dimensional allowable subspace 0 until we arrive at p = 0, at each step choosing the candidate space 0 so that the Wald statistic for a basis function that is in but not in 0 is smallest in magnitude.
During the combination of stepwise addition and deletion, we get a sequence of models indexed by ν, with the νth model having p ν parameters. Letˆ ν be the fitted partial log-likelihood for the νth model, and let AIC α ν = −2ˆ ν + ap ν be the AIC with penalty parameter a. We select the model corresponding to the value of ν that minimizes AIC α ν . As for HARE we take a = log n, as in BIC [Schwarz (1978) ].
By design, the PHARE methodology under consideration is very similar to the HARE methodology, the main differences being that HARE also models the (baseline) hazard function and the parameters in HARE are estimated using the full likelihood function. In practice, this means that HARE also allows for basis functions that are linear splines in time and for basis functions that are tensor products of a basis function in time and a basis function in a covariate. When such tensor product basis functions are included in the model, it is no longer a proportional hazards model. The basis functions in HARE are constructed such that the conditional hazard function λ t X is constant in the right tail for all X. See Kooperberg, Stone and Truong (1995a) for more details. Kooperberg and Clarkson (1997) extend the HARE methodology to include cubic splines, interval-censored data and time-dependent covariates.
An alternative way to fit proportional hazards model is to use existing HARE software, but to restrict the allowable models in HARE to exclude any tensor product basis functions that depend on time and at least one covariate, which we refer to as HARE-ph. Thus PHARE and HARE-ph have the same collection of basis functions to model the covariate effects, but the latter has additional candidate basis functions to model the baseline hazard. While the parameters in PHARE are estimated using maximum partial likelihood, those in HARE-ph are estimated by maximizing the full likelihood. In the examples below we will see that these two different ways of fitting proportional hazards regression models give surprisingly close results.
Examples. Our first example uses the breast cancer data of Gray (1992) , which was also discussed in Section 9.3 of Kooperberg, Stone and Truong (1995a) . The data come from six breast cancer studies conducted by the Eastern Cooperative Oncology Group. There were 2404 patients in this study, for whom the response is survival time (years) since surgery. There are six covariates: estrogen receptor status (ER 0 is negative, 1 is positive), the logarithm of the number of positive axillary lymph nodes, tumor size (in cm), age (in years), body mass index (BMI), and menopause (0 is premenopause, 1 is postmenopause). See Kooperberg, Stone and Truong (1995a) for more details.
Initially we applied three algorithms to the data: HARE, HARE-ph, and PHARE. The results are summarized in Table 1 . Observe the similarity of the three fitted models. In particular, the only differences between HARE and HARE-ph are two basis functions that involve both time and a covariate that are in the HARE model but not in the HARE-ph model (in other examples, the proportionality restriction on HARE does lead to major changes in the other basis functions). The fact that nonproportional hazards models fit the data better than proportional hazards models was already observed by Gray (1992) and Kooperberg, Stone and Truong (1995a) . The only difference between the HARE-ph model and the PHARE model is the location of the knot in age; even the coefficients for those basis functions that do not involve age or menopause, which is highly correlated with age, are very similar in the two models. When we move the knot from the location of one model to the location of the other model and refit all coefficients, the coefficients for HARE-ph and PHARE are indistinguishable: the largest difference in a coefficient is 0.0033 and the largest difference in a standard error is 0.00004.
Clearly small implementation differences can cause the algorithm that searches for a location of a knot [see Section 11.3 of Kooperberg, Stone and Truong (1995a) ] to yield different knot locations. To examine further the effect of knot location, we fitted models similar to the HARE-ph model and the PHARE model in Table 1 , in which we varied the location of the knot in age over the observed range of age in the data. In Figure 1 we plot the resulting (partial) log-likelihood as a function of the location of the knot in age; that is, for each value of the location of this knot we estimated all coefficients for a HARE-ph model and a PHARE model like the one in Table 1 . We lined up the maximum value of the log-likelihood and the partial log-likelihood in this figure. Note that the two curves are almost identical. HARE-ph almost finds the location of the left mode, while PHARE finds the location of the right mode. The heights of the two modes are nearly equal, so we cannot say that one algorithm does a better job than the other. The dip between the two modes is explained by the presence of a menopause basis function in the model: this basis function is 0 for almost all women under 48, and 1 for almost all women over 55. Thus, for the breast cancer data, for which the underlying model appears to have nonproportional hazards, HARE-ph and PHARE give virtually identical results. This has been our experience with a number of examples: differences between the results from these two methods are either at the noise level or can be traced back to tiny implementation details that differ between the two methodologies.
One might suspect, however, that for more extreme nonproportional hazards models HARE-ph and PHARE would give different results. To investigate this suspicion we generated an extremely high signal to noise dataset (in survival analysis the signal to noise ratio is usually much lower). This dataset involves a single covariate X, which is uniformly distributed on [0.5, 2.0], and an uncensored survival time T, whose conditional distribution given that X = x coincides with the distribution of Z x with Z having the exponential distribution with mean 1 (which conditional distribution is a Weibull distribution). The corresponding conditional hazard function is given by
The dataset consisted of a random sample of size n = 10 000 from the joint distribution of T and X. To keep the set-up of this example simple, we did not censor the data. We applied HARE, HARE-ph and PHARE to this dataset. In Figure 2 we show the true and the fitted hazard rates for the values 0.6, 1.0 and 1.8 of the covariate X. Note that both axes are logarithmic, so the true hazard function is a straight line. As can be seen, HARE does a good job of fitting the hazard functions, except in the extreme tails of the distribution. The HARE model includes five knots in time, a knot in X and five basis functions that depend on time and X. The largest knot in time is beyond the plotted region; beyond this last knot the fitted hazard functions are constant. The HARE-ph model is forced to fit a proportional hazards model, which clearly does not fit the data. The fitted HARE-ph model has six knots in time (again, the last one is beyond the plotted region), but X occurs only linearly in the model. The coefficient of the basis function X is −0 2600 with a standard error of 0.0244. The fitted PHARE model has X linearly as its only basis function, models with knots in X have higher AIC values. The coefficient of this linear basis function is −0 2599 with a standard error of 0.0245. Since PHARE does not yield an estimate for the baseline hazard function, we cannot provide a plot like that of Figure 2 for this method.
4. Discussion. The difference between our general proportional hazards model and Cox's original model is that the log relative risk function is now allowed to have a more flexible form than linear. The role of the baseline hazard in our model is similar to that in Cox's model. After the proportional hazards model is fit, one can use Breslow's estimator [Breslow (1972) ] to estimate the baseline hazard.
There are two approaches in fitting a proportional hazards model: maximum partial likelihood with the baseline hazard function not modeled (PHARE) or, maximum full likelihood with the baseline hazard function modeled as a smooth function (HARE-ph). Theoretically speaking, the two approaches cannot be distinguished in terms of rates of convergence of the resulting estimates, but the first approach has the advantage of not requiring a smoothness assumption on the baseline hazard function. More precisely, provided that the baseline hazard is reasonably smooth, the same rates of convergence can be achieved by both approaches under the same smoothness conditions on the log relative risk function; compare the results in Section 2.4 with those in Kooperberg, Stone and Truong (1995b) . This seems to be consistent with the observation in the data examples in the previous section. For both the breast cancer data and the simulated data the results that we obtained from PHARE and HARE-ph are extremely similar. Maybe this should have been anticipated since Breslow (1974) pointed out that if the hazard function is approximated by a step function with jumps at each observed failure time (which is a spline of order one), then the partial likelihood estimates are identical to the full likelihood estimates.
For proportional hazards models with parametric covariate effects, Efron (1977) showed through an information calculation that using Cox's partial likelihood has full asymptotic efficiency over using full likelihood. A similar result should hold in our nonparametric framework. However, to make a mathematically rigorous statement, one needs to establish an asymptotic distribution theory and especially to determine biases due to spline approximations. This is an interesting area for future research.
There are some computational advantages of PHARE over HARE-ph. An equivalent implementation of PHARE requires far less cpu time than that for HARE. Indeed, a count of the number of addition and multiplication operations suggests that for a dataset the size of the breast cancer data, HARE with linear splines would require 5-10 times as many floating operations as PHARE, due primarily to the integration that is required for HARE. (This integration may be done analytically, but requires many floating point operations. HARE with higher order splines requires numerical integration and is thereby much more computationally intense.) The intellectual, effort to write a program for PHARE is much smaller than that required to write one for HARE, as many more standard routines for fitting Cox models and computing corresponding score functions and Hessians are available. The subtleties of integration are an added complexity for HARE.
However, the computational advantages of PHARE over HARE may not be serious for a user that has access to a computationally efficient version of HARE. (HARE software, written in C with an interface to S-Plus is publically available from the second author http://bear.fhcrc.org/˜clk/soft.html; PHARE software is currently not available.) Perhaps the main advantage of PHARE over HARE is its familiarity. There is a large body of literature on using Cox's partial likelihood. Within the biomedical community using partial likelihood is conventional, so a statistician may have an easier time convincing a scientist who is interested only in covariate effects to use or accept results from PHARE than from HARE. There are also several advantages of HARE over PHARE. When a (smooth) estimate for the baseline hazard function is desired, using HARE-ph (rather than PHARE and some post hoc technique to estimate a smooth baseline hazard) makes much more sense. In addition, HARE can be used to examine the assumption of proportional hazards.
5. Rates of convergence. We prove Theorem 2 in this section and assume that the conditions of this theorem hold throughout. We decompose the error into approximation error and estimation error and then treat them separately. Recall thatα n = argmax g∈ g . Since is random and may not be contained in , it is convenient to introduce a proxy of in = g ∈ 0 g 1 = 0 ⊂ . When it exists, we refer to α * n = argmax g∈ g as the best approximation to α in . Recall that α * = argmax h∈ h . We have the decompositionα n − α * = α * n − α * + α n − α * n , where the first term on the right side of this equation is referred to as the approximation error and the second term as the estimation error.
Preliminary lemmas.
This section collects some useful lemmas. To simplify our presentation, we introduce two ancillary inner products and norms in parallel to the theoretical and empirical ones defined in Section 2. Specifically, we set
The corresponding squared norms are given by f 2 0n = f f 0n and f 2 0 = f f 0 . In the proof of Theorem 2, these two norms will serve as bridges to build the relationships between the Hessian of the expected log-likelihood and the theoretical norm and between the Hessian of the log-likelihood and the empirical norm.
The following results on the equivalence of norms play important roles in the proofs of Theorems 2 and 3. Lemma 1 establishes the equivalence of the theoretical norm and the L 2 norm on 0 . Lemma 2 establishes the equivalence of the ancillary theoretical norm and the L 2 norm on .
Proof. It follows from Condition 1 that E Z t ∼ 1 and
Consequently,
Proof. Observe that
uniformly in f ∈ ; here, we use the fact that E Z t is bounded away from zero and infinity uniformly in t. Arguing as in the proof of Lemma 1, we obtain that
On the other hand,
Thus f x p x dx = 0 for f ∈ . note that p x is bounded away from zero and infinity. Hence
The equivalence of the empirical and theoretical norms is implied by the next two results. Lemma 3 reveals that the empirical inner product is uniformly close to the theoretical inner product on the estimation space 0 , while Lemma 4 is the analogue of Lemma 3 for the ancillary inner products. The proofs of these two lemmas and of Lemma 5 are given in the Appendix.
Lemma 3. Suppose Condition 1 holds and that lim n A 2 n max N n log n / n = 0. Then
Consequently, 0 is empirically identifiable except on an event whose probability tends to zero as n → ∞.
Lemma 4. Suppose Condition 1 holds and that lim n A 2 n max N n log n / n = 0. Then
Lemma 5. Let φ i be an orthonormal basis of 0 relative to · · , and let h n n ≥ 1, be uniformly bounded functions on . Then
Lemma 6. Let h n n ≥ 1, be uniformly bounded functions on . Then
Proof. Note that g h n n − g h n = I 1 + I 2 , where
Let φ i be an orthonormal basis of 0 relative to · · . Observe that if g ∈ 0 , then g = i a i φ i and g 2 = i a 2 i . Thus, by the Cauchy-Schwarz inequality,
Thus, by the Markov inequality, J 2 = O P N n /n 1/2 . This completes the proof. ✷
Approximation error.
Lemma 7. The best approximation α * n to α in exists and is uniquely defined for n sufficiently large,
To prove the above lemma, we need the following result. 
and, by integration by parts,
Note that α * is bounded and h ∞ ≤ U. Thus, by Condition 1 and Lemmas 1 and 2,
The desired result follows. ✷ Proof of Lemma 7. By the strict concavity of · on , α * n is uniquely defined if it exists. In fact, if both α * n andα * n maximize · over , then A n ρ n . Thus, for n sufficiently large, g ∞ A n ρ n + g * ∞ ≤ 1 + α * ∞ . Now applying Lemma 8 with U = 1 + α * ∞ , we get that, for n sufficiently large,
and
for all g ∈ with g−α * = cρ n . Let c be chosen such that c > M 1 /M 2 . Then g * − α * < cρ n , and it follows from (8) and (9) that, for n sufficiently large, g < g * for all g ∈ with g − α * = cρ n . Therefore, by the definition of α * n and the concavity of g as a function of g α * n exists and satisfies α * n − α * 2 < cρ n for n sufficiently large. Thus, α *
n . This result together with the inequality g * − α * ∞ ≤ 2ρ n , the triangle inequality and Lemma 3 implies that α * n − α * 2 n = O P ρ 2 n . The last part of the lemma follows from the first part, lim n A n ρ n = 0, and the inequalities α *
Lemma 9. Except on an event whose probability tends to zero as n → ∞, the maximum partial likelihood estimateα n exists. Moreover, α n − α * n 2 = O P N n /n . Proof. Note that the approximation space depends on the random sample. It is easier to work with an "estimate" in the space , which does not vary with the sample. Thus, suppose thatα n = argmax g∈ g exists. Then α n =α n − α n 1 n 1 1 n is the unique maximum partial likelihood estimate in . [Suppose another estimateα 1 n maximizes g over . Then d 2 /du 2 1 − u α n + uα 1 n = 0, 0 < u < 1, and hence α n −α 1 n 0n = 0; see (12) below. Thus, by Lemmas 1, 2 and 4,α 1 n =α n except on an event with probability tending to zero.] Since α n 1 = 0, we have that
Suppose that α n = O P 1 . Then it follows from Lemma 6 that
Note thatα n − α * n = α n −α n + α n − α * n . In light of Lemma 6, it remains to prove thatα n exists and α n − α * n = O P N n /n 1/2 .
Let φ j 1 ≤ j ≤ N n be an orthonormal basis of relative to the theoretical inner product · · . Then each g ∈ can be represented uniquely as g = j β j φ j , where β j = g φ j for j = 1 N n . Let ␤ denote the N n -dimensional vector with entries β j . To indicate the dependence of g on ␤, we write g · = g · ␤ . Let · denote the Euclidean norm of vectors. Then g · ␤ = ␤ . Let␤ and ␤ * be given byα n · = g · ␤ and α * n · = g · ␤ * . Then α n − α * n = ␤ − ␤ * . The corresponding partial log-likelihood function is given by
denote the score at ␤; that is, the N n -dimensional vector whose entries are given by
the Hessian of g . Then the following identity holds:
To complete the proof, we need the following results, the proofs of which will be given shortly. 
on an event n a with lim n P n a = 1.
Since ␤ is a concave function of β, we conclude from (10) and Lemma 11 that
Hence, by Lemma 10,
Consequently,α n = g · ␤ exists with probability tending to one; moreover,
This completes the proof of Lemma 9. ✷ Proof of Lemma 10. Note that
By the definition of ␤ * , ∂/∂β j ␤ * = 0 for each j; that is,
Thus, S j ␤ * = I 1j − I 2j − I 3j , where
. Now let us deal with j I 2 1j . We have that
1 n j φ j 2 = N n n and hence j I 2 1j = O P N n /n . To deal with j I 2 2j , by the Cauchy-Schwarz inequality,
Note that α * n is bounded uniformly in n. Using the same argument in the proof of Lemma 5, we obtain that j I 2 2j = O P N n /n . The argument used in handling J 2 2 in the proof of Lemma 6 leads to j I 2 3j = O P N n /n . ✷ Proof of Lemma 11. Choose M 1 > α * ∞ and let a > 0. It then follows from Lemma 7 that, for n sufficiently large, g ∞ ≤ α * n ∞ + A n g − α * n ≤ M 1 for all g ∈ with g−α * n = a N n /n 1/2 . We now prove that there is a positive constant M 2 such that, except on an event whose probability tends to zero as n → ∞,
for 0 < u < 1 and all g 1 g 2 ∈ with g 1 ∞ ≤ M 1 and g 2 ∞ ≤ M 1 . Indeed,
Since
except on an event whose probability tends to zero as n → ∞; here we use Lemmas 1, 2 and 4 to obtain the equivalence of the norms. This completes the proof of (11).
Choose g ∈ such that g − α * n 2 = a N n /n 1/2 . Then by the definition of A n and Lemma 1,
Moreover, α * n is bounded uniformly in n by Lemma 7. Hence it follows from (11) that, except on an event whose probability tends to zero as n → ∞,
for 0 < u < 1 and all g ∈ with g − α * n = a N n /n 1/2 . Equivalently,
for 0 < u < 1 and all ␤ ∈ N n with ␤−␤ * = a N n /n 1/2 or an event n a with lim n P n a = 1. The desired result follows with M = M 2 1 0 1 − u du = M 2 /2. ✷ 6. Convergence in functional ANOVA model. The proof of Theorem 3 is given in this section. Note that N n ∼ s∈ N s and ρ n ≤ρ n . It follows from the Cauchy-Schwarz inequality that A n s∈ A 2 s 1/2 ; see the proof of Theorem 2 of Huang (1998a) . The first part of the theorem then follows from Theorem 2.
We have the ANOVA decompositionsα n = s∈ α s and α * = s∈ α * s , wherê α s ∈ 0 s and α s ∈ 0 s for s ∈ . To prove the second part of Theorem 3, we need the following result from Huang (1998b) . (We have customized the notation.)
(ii) sup g∈ 0 g n / g − 1 = o P 1 and (iii) for every sequence f n , n ≥ 1, of uniformly bounded functions on ,
Conditions (i) and (ii) hold because of Lemmas 1 and 3, respectively. Condition (iii) follows from Lemma 6 with 0 replaced by s for s ∈ . Consequently, Theorem 3 follows from Theorems 2 and 4. APPENDIX A.1. Existence of the best approximation. This section contains the proof of Theorem 1. The proof is rather involved due to the identifiability constraint. We first give some ancillary results.
Lemma 12. Let W be a random variable with P c 1 ≤ W ≤ c 2 = 1, where 0 < c 1 ≤ c 2 < ∞, and let WZ have mean zero. Then log E We Z ≥ 2 log 1 + 1 2
Proof. Suppose first that E We Z < ∞ and define the function f on [0,1] by f s = E We sZ . Then f 0 = EW, f 0 = 0 and
which yields the desired result. The general result now follows from the monotone convergence theorem and an elementary truncation argument. ✷ Corollary 1. Let W be a random variable with P c 1 ≤ W ≤ c 2 = 1, where 0 < c 1 ≤ c 2 < ∞, and let Z have finite mean. Then = E E Z t e h X t X = E e h X t E Z t X
Note that E Z t X = ρ t X and dE N t X = γ t X dt where ρ t X = exp − t 0 λ u X du P C ≥ t X and γ t X = ρ t X λ t X . It follows from Condition 1 that ρ t X and γ t X are bounded away from zero and infinity uniformly over t ∈ 0 τ and X.
Set W 1 t = γ t X and W 2 t = 1/λ t X , and let c 1 c 2 be such that 0 < c 1 ≤ c 2 < ∞ and P c 1 ≤ W 1 t ≤ c 2 = 1 and P W 2 t ≥ c 1 = 1 for 0 ≤ t ≤ τ. Now we are ready to prove the first conclusion of Theorem 1. Choose h ∈ and observe that h = τ 0 E h X t W 1 t − log E e h X t W 1 t W 2 t E W 1 t dt
It follows from Condition 1 that
where the positive function ψ is bounded away from zero and infinity on . Thus, by Corollary 2 and Condition 1 (see the proof of Corollary 1), there are positive constants C 1 , C 2 and C 3 such that h ≤ −C 1 log 1 + C 2 h x dx + C 3 h∈ (14) and hence h ≤ C 3 for h ∈ . Consequently, the numbers h , h ∈ , have a finite least upper bound L. Choose h n ∈ such that h n > −∞ and h n → L as n → ∞. Observe that the numbers h n x dx, n ≥ 1, are bounded. It follows from (13) h n x dx = 0 (15)
We will prove that an appropriately translated version of h n converges and that the limit is the desired best approximation.
Let A denote the Lebesgue measure of a subset A of . Let c 0 > 0 be sufficiently large that \A mn c 0 ≤ /2 [and hence A mn c 0 ≥ /2] for m n 1, where A mn c = x ∈ h m x ≤ c and h n x ≤ c c>0
Set mn u = 1 − u h n + uh m for 0 ≤ u ≤ 1. Then mn is bounded above by L, and it follows from Hölder's inequality that this function is concave. Set h mn = h m − h n , let c ≥ c 0 , and set x ∈ h mn x − h n x −h mn c 0 ≥ η = 0 η>0
Let U be uniformly distributed on and set U n = h n U . Then U m − U n −h mn c 0 converges in probability to zero as m n → ∞. Moreover, U n , n ≥ 1, are bounded in probability. Thus, by a compactness argument, there is an increasing sequence (n j ) of positive integers such that U n j has a limiting distribution. Consequently, U n j −U n l converges in probability to zero as j l → ∞. Therefore, there is an integrable function α * such that h n j → α * in measure as j → ∞. It follows from Condition 2 that α * ∈ 0 . By adding a constant to α * if necessary, we can assume that α * ∈ . It follows from (13), (15) and Fatou's lemma that α * ≥ L and hence that α * = max h∈ h . Similarly, if h ∈ and h = α * , then h = α * almost everywhere. Therefore, the first statement of the theorem is valid.
In order to verify (16), set W mnt u = exp h n X t + uh mn X t W 1 t W 2 t To prove the second statement of the theorem, suppose that λ t X = λ 0 t e α X t , where λ 0 = exp α 0 . Then dE N t X = ρ t X λ 0 t e α X t dt, so h = E τ o h X t e α X t ρ t X λ 0 t dt
log E e h X t ρ t X E e α X t ρ t X λ 0 t dt Set g = h − α and ψ t X = e α X t ρ t X E e α X t ρ t X Then we can write h − α = τ 0 π t g E e α X t ρ t X λ 0 t dt where π t g = E g X t ψ t X − log E e g X t ψ t X It follows from Jensen's inequality that π t g ≤ 0 and that π t g < 0 unless g is essentially constant on . This yields the desired result.
A.2. Proofs of Lemmas 3, 4 and 5.
Proof of Lemma 3. For f 1 f 2 ∈ 0 , write f 1 f 2 n − f 1 f 2 = I 1 + I 2 + I 3 where
