In some electromagnetic iterative methods, the convergence to the solution is slow and the stable solution is not always found. The present paper describes three methods used to improve the speed and the stability of the convergence process for the Wave Concept Iterative Procedure (WCIP). Two of these methods are not directly related to the electromagnetic fields computation and can be used in other iterative computing procedures as well.
I. INTRODUCTION
In (Azizi et al. 1995; Azizi et al. 1996 ) the Fast Wave Concept Iterative Process (FWCIP) is introduced. It relies on the definition of transverse waves based on the tangential electric and magnetic fields on some active surface. The same (essentially) method is denoted in literature as FWCIP (Azizi et al. 1995) , Transverse Wave Formulation -TWF (Wane et al. 2005 ) and more recently Wave Concept Iterative Procedure -WCIP .
WCIP compares favorably (Wane and Bajon 2006) with other commercially available software regarding the precision and promises better performance in computation efficiency in structures with very different layer heights. Let Ω be a discontinuity plane inside a metallic box (figure 1). The regions on both sides are filled with homogenous dielectric. The two regions are designated as region 1 (ε r1 , h 1 , etc.) and region 2 (ε r2 , h 2 , etc.).
Let Ω i be a surface infinitely close to Ω in region i, n i the unit vector normal to Ω and directed into region i, i = 1 or 2.
We define the transverse incident and reflected wave in Ω i (1) 
The waves are subject to constraints imposed by the discontinuity (2) and by the reflection over the metallic walls of the box (3). 
A 0 is the incident wave generated by the source in the two regions and Γ Γ Ω, denotes the reflection operator on the discontinuity surface Ω and on the metallic walls respectively. The WCIP method solves (2) (3) by an iterative procedure. In (4), (5) k denotes the current iteration and the starting conditions are imposed by the source (6).
Equation (2) is applied in the space domain, while (3) is easily implemented in the modal domain, so a fast modal transform (FMT), based on FFT (N'gongo and Baudrand 1999), can be developed in order to go from (4) to (5) and vice versa through the iterative procedure.
While this method found its best applications in the analysis of microwave multilayer structures (Akatimagool et al. 2001 , Wane et al. 2005 , Wane and Bajon 2006 , it has been also successfully applied to cylinders (Raveu et al. 2004 ) and photonics (Azizi et al. 2008) The WCIP has some convergence problems, even in simplest structures. In the following example, we show the results found for a microstrip transmission line, extending from one side of the box to another. The box is rectangular (a by b), divided by a uniform grid in 32 by 32 pixels. The dimensions are: a = 17mm; b = 17mm; ε r1 = 1; h 1 = 1000mm; ε r2 = 10; h 2 = 1.5mm. The line is 2 pixels wide (1.06mm) (figure 1) and of course short-circuited at the end by the box, so purely imaginary impedance is expected. The convergence is verified by plotting the impedance value on the source surface (figure 2). Figure 2 show that 150 iterations are required to obtain the "convergence" but some big enough oscillations still remain, for the real part around 0, for the imaginary part around -170Ω. These curves show that a real convergence is not reached in 400 iterations and will not be reached, even with more iterations, thus the used algorithm suffers from certain instability. Figure 3 shows the computed fields on the discontinuity plane. The shape of the y direction current J y clearly shows the instability. Investigation of other fields through the iterations shows little variation in shape and values. 
II. ITERATIVE PROCEDURE IMPROVEMENT TECHNIQUES
We will model the WCIP iterative numerical problem as a discrete in time system. We have an input (the source) and an output: the variation in "time" (read iterations) of the desired quantities (field values, impedances etc.). We will be able to use systems theory in order to insure the WCIP convergence (discrete in time system stability) as in (Smith 1999) . As shown in figure 4 we obtain a feedback discrete system, which, as is well known, might have in some cases stability problems. 
Source modification technique
A step variation source as in (6) will excite high "frequency" oscillations in the solution. A source with a slow variation in time (measured in iterations) will eventually solve the instability problem, thus offering the desired convergence. From spectral windowing techniques (Nuttall 1981; Lyons 1998) , we choose a Blackman-Harris window for its reduced high frequencies contents, decreasing the amplitude of the oscillations. 
As in (7) with optimal parameters in (8), we increase the source gradually for k 0 iterations before reaching the desired value A 0 . Figure 5 shows the results. In both cases, the final value is almost the same, and we decrease the oscillations. The effect is more obvious for larger k 0 (b) with the expense of the convergence rate.
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Structure modification technique
Another approach is to modify the surface reflection operator. In (4) the surface reflection takes different values for the metal, dielectric and surface impedance. To ensure a smoother convergence we will try to make a soft transition between the different materials, at least until the field reaches a "good enough" value, after which we can return to the physics related surface reflection in order to obtain the correct solution.
We will adopt definition (9) for the surface reflection operator:
The transition function α will increase gradually from 0 to 1 in k 0 iterations in order to obtain a smooth transition.
(S -denotes the surface type: D=dielectric, M=metal, Z=surface impedance) will gradually change from the first iterations when we have a homogenous discontinuity (no transition between materials), to the correct values for the surface reflection in k 0 iterations. Various functions can be used but the experience shows that a suitable function must raise fast enough after k=0 in order to improve the convergence rate and also to have a slow variation when approaching k 0 to prevent oscillations. We use function (10) with different values for n to obtain fast convergence and low oscillations. Figure 7 shows the results obtained for the same test structure, using the transition function (10) for n = 8. The final fields are identical to those in figure 6 and will not be plotted again. The conclusions are similar to those from the Blackman-Harris source: larger k 0 decrease the oscillations but increase the convergence time while the n parameter has an opposite effect.
III. MODIFIED WAVE DEFINITION
In the previous section, we investigated two methods that can be used in any iterative procedure to improve the convergence, but those methods, while offering a better convergence and a better field solution, only lowers the intrinsic instability of the WCIP method.
Some changes are to be made inside the method itself. In WCIP many of the concepts are physics related and cannot be changed. The only place where we imposed some of the parameters is the definition of the waves where we chose a space domain definition (1). The value of the impedance was chosen equal to that of the corresponding medium (11).
This value is not imposed by any physical constraints so in principle it can be changed. This approach has not shown an improvement in the convergence procedure so it seems that the only adjustable parameter will not give us the means to stabilize the system.
Modal domain definition of the waves
We will try to define the waves in the modal domain. For every region, we state the modal decomposition: and Z 0 becomes a matrix resulting in a different impedance value for every spatial mode: Z 0mn .
As seen from (4) the surface reflection operator needed in order to apply WCIP is localized so cannot be conceived in modal domain and its value relies on a constant value of the impedance. As a first impression, definitions (12)-(13) are not possible. We can yet find a method to decouple the modes. First, we write the iterative procedure from (4)-(6):
The surface reflection operator takes different values depending on the surface type.
( )
In the same way as in (16) we define the localization function for the dielectric and for the lossy dielectric.
We can see that the spatial variables x and y appear only in the localization functions and not in the specific surface operator. Thus, we can move these operators inside the Inverse FMT, in fact moving the surface reflection in the modal domain.
We find every particular solution (18)- (20) with the hypothesis that the discontinuity plane is homogenous: all metallic (18) or all dielectric (19) or all lossy dielectric (20). Then we find the correct solution (17) choosing for every pixel in the grid the corresponding value.
This method allows now the existence of 2×M×N parameters which we can modify in order to improve the convergence speed and the stability of the solution. Some tests have been carried out to prove the validity of the theory and the method works fine for Z 0mn defined as in (11). We obtain exactly the same results as before.
Edge effect
We must find the right strategy to define the spatial mode impedance Z 0mn . Figure 2 show the existence of some instability that we believe to be connected to the spatial distribution of the electromagnetic fields, especially in the vicinity of the metal -dielectric transition (Wane et al. 2005) .
It is probably necessary to explain the above statement. Let us look to the field distributions found by the "classic" WCIP method. The structure is the same microstrip line used before, placed in the middle of the box, along the x axis. The frequency is set to 5GHz. The line being only 2 pixels wide we expect only longitudinal current to exist on the line. Even incomplete as stated before and with errors, WCIP offers still the "good" shape of the fields (Edwards 1992; Gupta et al. 1996) . As in figure 8 only E y and J x have considerable values, while E x and J y are small and "noisy", and appear as an influence of the source (which creates x direction fields) and mainly due to method errors (the lack of the convergence).
Electric Field , discontinuity 1-2, iteration 300, frequency 5GHz   62  60  58  56  54  52  50  48  46  44  42  40  38  36  34  32  30  28  26  24  22  20  18  16  14  12  10  8  6  4  2 Figure 8 shows two interesting facts. First, the E y and J x fields seem connected and in antiphase. We will investigate this connection later. Second and more important, both E y and J x , and consequently the waves A x , A y , B x , B y (as E x and J y can be neglected) have some major step discontinuities when going through a dielectric-metal discontinuity. These step discontinuities will not be accurately modeled by complex exponentials (as in the Fourier transform or even in the general TE/TM modes theory). It is our belief that this fact generates the instability of the WCIP method.
Let us consider a dielectric-metal interface along the xaxis as in figure 9 . We consider a metallic sheet, occupying the x>0 semi plane in the xOy plane. The sheet height will be considered to be 0 (dz→0) for the case of the ideal planar circuit, and the width of the sheet analyzed will be decreased (dy→0) for the investigation of the edge effect (distribution of the fields around the Ox axis). 
If we consider the edge effect, we apply (22) in the proximity of the interface (dy→0) so the normal surface current (J Sy ) becomes 0, the surface current distribution changes to a linear distribution and, correspondingly, the surface charge density transforms into a linear charge density, along the edge: ρ x .
Therefore, for x ≅ 0; x > 0, the following apply:
For the second interface, we find in the same way for x ≅ 0; x < 0:
We must find the connection between the linear current density J Lx and the linear charge density ρ x . To achieve this we will consider an elementary volume on the interface between the metal and the dielectric like in figure 10 . The calculus of the charge conservation in the elementary volume and equations (23) and (24) offer the connection between the fields existing in each side of the x-axis metal-dielectric interface:
Correspondingly, for the dielectric-metal interface along the y-axis we obtain:
Redefinition of the waves
From (25) and (26) we can see that there is a definition of the wave functions that will allow a smooth transition over the metal-dielectric interfaces. In the space domain this definition will be:
where [R] is a rotation operator that interchanges the x and y components of a vector (29).
[ ]
Definitions (27) and (28) allow the extraction of the electric field, but the surface current can be obtained only by integration of the divergence operator. Like in section 2 we will try to define the waves in the modal domain. Some problems arise and must be solved.
First, the x and y components of a vector have different basis functions. In all the methods described above, x and y where independent directions and where treated separately the only connection between the two directions was made through a separation transform K but after the modal decomposition. Definitions (27) and (28) rely upon a mixture between x and y components and we must find a way to do this before the modal decomposition. 
The convergence plot for the same structure as in section 1 is in figure 11 . This time the input impedance computed from the redefined waves (31) loses its physical sense as we perform the inversion of these definitions only at the end of the iterative procedure, but it is an accurate description of the convergence towards the solution. 
IV. CONCLUSIONS
We present in this work three methods used to improve the convergence efficiency in WCIP. All computations were performed using custom software developped in our laboratory in C++ and visual Windows technology.
Section II introduces two generally available methods, appropriate for almost any iterative methods. Analogy with a discrete in time feedback system allows altering temporarily the energy source and/or the structure itself in order to achieve better convergence. We obtain more accurate and faster results in term of field distributions. Relative improvement in speed is between 2 and 3 depending on the parameters of the alteration, with the added benefit of the improved solution.
Section III offers a particular method in the case of the WCIP. We obtain a very good behavior of the iterative procedure. The new definition of the waves reaches a stable solution in around 30 iterations as opposed to 150 iterations in figure 2 and without the oscillations showing the lack of convergence of the classic method.
This work is still in progress. Alternate definitions of the impedance matrices in (31) are investigated, in order to provide a smooth transition of the waves over the metal/dielectric edge.
