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STOCHASTIC DIFFERENTIAL EQUATIONS WITH CRITICAL DRIFTS
KYEONGSIK NAM
Abstract. We establish the well-posedness of SDE with the additive noise when a sin-
gular drift belongs to the critical spaces. We prove that if the drift belongs to the Orlicz-
critical space Lq,1([0, T ], Lpx) for p, q ∈ (1,∞) satisfying
2
q
+ d
p
= 1, then the corresponding
SDE admits a unique strong solution. We also derive the Sobolev regularity of a solution
under the Orlicz-critical condition.
1. Introduction
According to the classical theory in the ordinary differential equations (ODE), if the
vector field b(t, x) is uniformly Lipschitz continuous in x and continuous in t, then there
exists a unique solution x(t) associated with ODE x′(t) = b(t, x(t)), x(t0) = x0. In the
absence of Lipschitz continuity in x, the existence or uniqueness may not hold. For instance,
when b(t, x) is just continuous in x, we only have the existence of a solution according to
the classical Peano existence theorem. The example b(t, x) =
√
|x| demonstrates the non-
uniqueness of solutions to ODE.
A breakthrough progress in this context was made by Diperna and Lions [12]. They
introduced the theory of a Lagrangian flow, which generalizes the notion of a classical flow
associated with ODE. They proved that under a suitable integrability condition on b and
divb, which is weaker than Lipschitz continuity, it is possible to construct a Lagrangian flow
associated to such ODE. This result was extended to the bounded variation (BV) vector
fields by Ambrosio [1]. A key observation is the link between the Lagrangian flow of ODE
and the continuity equation ∂tµ + div(bµ) = 0. Once the well-posedness of the continuity
equation in L∞([0, T ], L1(Rd)∩L∞(Rd)) can be proved for singular b, then one can construct
a unique regular Lagrangian flow of ODE (see [1] for details).
Once the noise is added to ODE, we have well-posedness results for a considerably larger
class of drifts b. Consider the stochastic differential equation (SDE) of the following form:{
dXt = b(t,Xt)dt+ dBt, 0 ≤ t ≤ T,
X0 = x.
(1.1)
Here, Bt denotes the standard Brownian motion on a filtered space (Ω,F ,Ft, P ). According
to the classical theory by Itô, SDEs with Lipschitz continuous drift and diffusion coefficients
possess a unique strong solution. There have been numerous works to extend this classical
result to a broad class of singular coefficients. Veretennikov [36] obtained a satisfactory
result when the additive SDE (1.1) has a bounded drift b in the case of dimension one.
Krylov and Röckner [22] made a breakthrough by establishing the well-posedness of SDE
(1.1) under the condition:
b ∈ Lq([0, T ], Lpx), for
2
q
+
d
p
< 1, 1 < p, q <∞ (1.2)
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(d denotes the dimension of the underlying space). This is a striking result considering
that no regularity condition is imposed on the singular drift b, and b does not needed
to be bounded. The key ingredient to prove the well-posedness of (1.1) is a Yamada-
Watanabe principle [37, 38]: existence of a weak solution together with the uniqueness of a
strong solution to (1.1) imply the existence of a strong solution and uniqueness of a weak
solution to (1.1). After this groundbreaking work, lots of the well-posedness results have
been established for the various types of non-degenerate diffusion coefficients under the
condition of type (1.2). For instance, Zhang [40] proved that SDE:
dXt = b(t,Xt)dt+ σ(t,Xt)dBt, X0 = x,
admits a unique local strong solution when σ is non-degenerate and b belongs to the local
Lq([0, T ], Lpx) space:
b ∈ Lq([0, T ], Lploc), for
2
q
+
d
p
< 1, 1 < p, q <∞.
We refer to [2, 10, 11, 27, 39, 41] for the further results in this direction.
As mentioned above, the well-posedness theory of SDEs (1.1) at the subcritical regime
(1.2) has been quite well-established. However, at the supercritical regime:
b ∈ Lq([0, T ], Lploc), for
2
q
+
d
p
> 1, 1 < p, q <∞, (1.3)
SDE (1.1) may not be well-posed in general. In fact, it is proved in [4, Section 7.2] that for
a singular drift b given by
b(t, x) = −β x|x|21x 6=0, β >
1
2
, (1.4)
the corresponding SDE (1.1) with the initial condition X0 = 0 does not admit a solution.
Since a singular drift b in (1.4) satisfies
b ∈ L∞([0, T ], Lploc)
for any p < d, this counterexample shows that SDE (1.1) may not be well-posed at the
supercritical regime (1.3). In other words, the lack of integrability of a singular drift may lead
to the non-existence of a solution. Therefore, this counterexample at the supercritical regime
(1.3) and the previously known well-posed results at the subcritical regime (1.2) demonstrate
that the qualitative properties of SDE (1.1) depend delicately on the integrability condition
on the singular drift b.
However, to the best of author’s knowledge, there have been no clear answers at the
critical regime:
b ∈ Lq([0, T ], Lpx), for
2
q
+
d
p
= 1, 1 < p, q <∞. (1.5)
In fact, it has been a long-standing conjecture whether or not SDE (1.1) is well-posed under
the critical condition (1.5).
The condition 2q +
d
p ≤ 1, including both the subcritical case (1.2) and the critical
case (1.5), is often referred to as Ladyzhenskaya-Prodi-Serrin (LPS) condition. The space
Lq([0, T ], Lpx) with
2
q +
d
p ≤ 1 is a function space where the regularity of a solution to the
3D Navier-Stokes equations holds (see [24, 25, 32, 35]). There have been several ways to
study Navier-Stokes equations in the probabilistic point of view. For example, the stochas-
tic Lagrangian representation of the 3D incompressible Navier-Stokes equations was studied
by Constantin and Iyer [7] (see also [8] for the Eulerian-Lagrangian description of Euler
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equations). They proved that for a sufficiently smooth divergence-free vector field u0, if the
pair (u,X) satisfy the following stochastic system:
dX = udt+
√
2dB,
u = EP
[∇T (X−1)(u0 ◦X−1)],
(P is the Leray-Hodge projection on divergence-free vector fields), then u satisfies the in-
compressible Navier-Stokes equations with an initial data u0. Also, another probabilistic
interpretation of a certain class of solutions to the Navier-Stokes equations using the Hamil-
tonian dynamics approach was found by Rezakhanlou [30, 31]. These fundamental relation-
ships between the Navier-Stokes equations and SDEs demonstrate that it is important to
establish qualitative properties of the SDEs (1.1) with rough drifts, in particular when drifts
b satisfy the critical LPS condition (1.5).
As mentioned before, the well-posedness question of SDE (1.1) at the critical regime (1.5)
has been a longstanding conjecture. One may wonder if the previously known arguments to
prove the well-posedness of SDE (1.1) under the subcritical condition (1.2) can be extended
to the critical case (1.5). To the best of author’s knowledge, all of the known arguments
break down at the critical regime (1.5). For instance, Rezakhanlou [31] proved the existence
of a strong solution to SDE (1.1) under the subcritical condition (1.2) by controlling the
following quantity:
E
∣∣∣[ ∫
t0<t1<···<tn<t
n∏
i=1
biαi(ti, x+Bti)dt1 · · · dtn
]∣∣∣ (1.6)
in terms of
∥∥bi∥∥
Lq([0,T ],Lpx)
’s (b1, · · · , bn are smooth functions, α1, · · · , αn are multi-indices
with |αi| = 1, and biαi denotes the partial derivative). In fact, by approximating the singular
drift b by smooth drifts, the upper bound of (1.6) provides an enough compactness to obtain
a solution to SDE (1.1). However, the existing argument to control the quantity (1.6) by∥∥bi∥∥
Lq([0,T ],Lpx)
’s does not work under the critical case (1.5).
The methods in [15, 22, 39, 40] to prove the well-posedness of SDE (1.1) under the
subcritical condition (1.2) also break down at the critical regime (1.5). For instance, the
arguments used in [15, 22] to obtain the Khasminskii-type estimate (see [20]), which is
a key ingredient to prove the existence of a weak solution to SDE (1.1), highly rely on
the subcritical assumption (1.2) (see Section 3.1 for explanations). The difficulties also
arise when we try to obtain a priori estimate of solutions to the Kolmogorov PDE, which
plays a crucial role in proving the strong uniqueness of SDE (1.1). At the critical regime,
this Kolmogorov PDE possesses a singular coefficient which belongs to the critical Lebesgue
space (1.5). The lack of nice embedding properties for the mixed-norm Sobolev spaces at the
critical regime causes difficulties to study this singular PDE under the critical condition (1.5)
(see Section 3.2 for explanations). Even if these problems are resolved, several difficulties also
emerge when proving the strong uniqueness of SDE (1.1) using the Zvonkin’s transformation
method [42].
Recently, an interesting result at the critical regime (1.5) was obtained by Beck et al. [4].
It is proved that for almost all realization w, one can construct a stochastic Lagrangian flow
associate with SDE (1.1). Here, φ : [0, T ] × Rd × Ω → Rd is called a stochastic Lagrangian
flow to (1.1) provided that the following conditions are satisfied:
(i) w-almost surely, φ(·, ·, w) − Bt(w) is a Lagrangian flow to the random ODE: x′(t) =
bw(t, x(t)), where bw(t, x) = b(t, x+Bt(w)).
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(ii) If we denote Ft by a natural filteration of the Brownian motion Bt, then φ is weakly
progressively measurable with respect to Ft.
The main ingredient of the proof is to study the following random divergence form PDE:
uwt + div(b
wuw) = 0. (1.7)
It was proved in [4] that w-almost surely, there exists a unique weak solution to (1.7) in a
suitable function space. From this, authors proved the existence of a solution to SDE (1.1)
for almost everywhere x ∈ Rd, w-almost surely.
In this paper, we establish the well-posedness of SDE (1.1) for arbitrary starting point
x ∈ Rd at the critical regime. More precisely, we prove that there exists a unique strong
solution to SDE (1.1) for every x ∈ Rd when the Lebesgue-type Lq integrability in a time
variable is replaced with a slightly stronger Lorentz-type Lq,1 integrability condition:
b ∈ Lq,1([0, T ], Lpx) for
2
q
+
d
p
= 1, 1 < p, q <∞ (1.8)
(see Theorem 2.1). We refer to the condition (1.8) as Orlicz-critical condition. Under this
condition, we can resolve some of the difficulties that we encounter in the Lebesgue-critical
case (1.5) explained above (see Section 2 for details).
To the best of author’s knowledge, this is the first well-posedness result of SDE (1.1)
for arbitrary starting point x ∈ Rd at the critical regime. This well-posedness result of
SDE (1.1) at the Orlicz-critical regime can be regarded as orthogonal to the result in [4]
at the Lebesgue-critical regime. In fact, in [4], the existence of a solution is proved for
almost everywhere starting point x ∈ Rd under the Lebesgue-critical condition (1.5). On
the other hand, the main result of this paper Theorem 2.1 claims that when a slightly more
integrability condition is imposed on the time variable, SDE (1.1) admits a unique solution
for every starting point x ∈ Rd. As mentioned before, since SDE (1.1) may not be well-posed
at the supercritical regime (see the counterexample (1.4)), Theorem 2.1 below provides an
almost optimal well-posedness result.
Once the well-posedness of SDE (1.1) is established at the Orlicz-critical condition (1.8),
the next natural and crucial task is studying qualitative properties of a solution to SDE
(1.1). Unlike the ODE, an interesting regularization effect happens when the noise is added
to the ODE. In fact, the regularity of a flow associated to ODE x′(t) = b(t, x(t)) is not
better than the regularity of b in general. On the other hand, in the case of SDE (1.1), it is
proved by Flandoli et al. [18] that if b ∈ L∞t (Cαx ) for 0 < α < 1, then a solution to (1.1) is
almost surely C1+β for arbitrary β < α. This regularization effect also happens even when
a singular drift b has no regularity. For example, Fedrizzi and Flandoli [15] obtained the
Sobolev regularity of a solution of SDE (1.1) under the subcritical condition (1.2). They
proved that the stochastic flow φ(0, t, x) associated with SDE (1.1) is differentiable in the
following sense: for any elementary direction vector ei,
lim
h→0
φ(0, ·, x + hei)− φ(0, ·, x)
h
exists as a strong limit in L2(Ω× [0, T ],Rd).
In the second part of this paper, we establish the improved regularity property of a
solution to SDE (1.1) under the Orlicz-critical condition (1.8). We prove that a solution
to SDE (1.1) possesses the Sobolev regularity, and its (spatial) weak derivative has a nice
integrability property (see Theorem 2.2).
The paper is organized as follows. We state the main results of this paper in Section
2. In Section 3, we prove that SDE (1.1) is well-posed at the Orlicz-critical regime (1.8).
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In Section 4, we derive the Sobolev regularity of a solution to SDE (1.1) under the Orlicz-
critical condition (1.8). Finally, we introduce the key properties of the Lorentz spaces and
some useful lemmas used in Appendix A.
Throughout this paper, Bt and B
x
t denote the Brownian motions starting from the origin
and x, respectively. ∇, ∆, andM denote the gradient, Laplacian, and the Hardy-Littlewood
maximal function. For two Banach spaces X and Y , [X,Y ]θ,q denotes a real interpolation
of X and Y with parameters 0 < θ < 1 and q ∈ [1,∞]. Also, f .α g means that f ≤ Cg
for some constant C = C(α). We say f ∼α g provided that f .α g, g .α f . Finally, for
d× d matrix A, |A| denotes a Hilbert-Schmidt norm.
2. Main results
The first main result of this paper is the well-posedness result of SDE (1.1) from every
starting point x ∈ Rd at the Orlicz-critical regime:
Theorem 2.1. Suppose that the drift b satisfies:
b ∈ Lq,1([0, T ], Lpx) for
2
q
+
d
p
= 1, 1 < p, q <∞. (2.1)
Then, there exists a unique strong solution to SDE (1.1) for any x ∈ Rd.
The proof of Theorem 2.1 follows the arguments in [15, 22], and uses the Yamada-
Watanabe principle. We prove the existence of a weak solution and the uniqueness of a
strong solution separately. In both cases, one has to play with the Orlicz-critical condition
(2.1) in a delicate way due to the critical nature of the exponents p and q. In order to prove
the weak existence, we need to obtain the exponential integrability of a certain stochastic
process under the Orlicz-critical condition (2.1). This can be successfully done with the aid
of Khasminskii’s Lemma and the functional inequality for the Lorentz spaces (see Section
3.1 for details).
Several difficulties arise when we prove the strong uniqueness. The main problem comes
from the Kolmogorov equation possessing critical coefficients. We first establish the new
embedding properties for the mized-norm Sobolev spaces at the Orlicz-critical regime (2.1),
as an application of the O’Neil’s convolution inequality for the mixed-norm Lorentz spaces
(see Proposition 3.9 and A.4). Then, by obtaining an a priori estimate for the standard heat
equation using the interpolation theory, we obtain a nice a priori estimate of a solution to
the Kolmogorov equation. This well-posedness result for the parabolic equations possessing
critical singular coefficients is also one of the main accomplishments of the paper (see Section
3.2 for details). Finally, by deriving nice exponential integrability properties of a solution
to SDE (1.1) at the Orlicz-critical regime (see Remark 3.17), we can finally prove the strong
uniqueness of SDE (1.1). This can be done by introducing a new auxiliary SDE transformed
from the original SDE (1.1), motivated by the Zvonkin’s transformation method [42] (see
Section 3.3 for details).
The second result of this paper is the Sobolev regularity of a solution to SDE (1.1) under
the Orlicz-critical condition (2.1):
Theorem 2.2. There exists a stochastic flow φ(s, t, x) associated with SDE (1.1) under the
condition (2.1). Also, for each 0 ≤ t ≤ T , φ(0, t, ·) is almost surely weakly differentiable and
its weak derivative belongs to L∞(Rd, Lr(Ω)) for any r ∈ [1,∞).
We prove the improved Sobolev regularity of a solution using the ideas in [14]. More
precisely, we obtain the regularity for the auxiliary SDE first, and then derive the regularity
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properties of the original SDE (1.1). The key steps are similar to [14], but we need to work
in a delicate way due to the critical nature of the exponents p and q (see Section 4.2 for
details).
3. Well-posedness result at the Orlicz-critical regime
In this section, we construct a unique strong solution to SDE (1.1) under the Orlicz-
critical condition (2.1). Thanks to the Yamada-Watanabe principle [37, 38], it reduces to
establish the existence of a weak solution and the uniqueness of a strong solution to SDE
(1.1). We prove both of them separately under the Orlicz-critical condition (2.1). In Section
3.1, we show the existence of a weak solution. In Section 3.2, we study the Kolmogorov
PDE associated with SDE (1.1), which is an essential ingredient to apply the Zvonkin’s
transformation method [42] to obtain an auxiliary SDE. Section 3.3 is devoted to prove the
uniqueness of a strong solution to SDE (1.1).
3.1. Existence of a weak solution to SDE. In this section, we construct a weak solution
to SDE (1.1) under the Orlicz-critical condition (2.1). Throughout this section, we assume
that Bxt is a Brownian motion starting from x with a natural filtration Ft. First, we recall
the following key lemma by Khasminskii (see [20]):
Lemma 3.1. Suppose that a nonnegative function f satisfies
sup
x∈Rd
E
∫ T
0
f(s,Bxs )ds = M < 1.
Then, we have
sup
x∈Rd
E e
∫ T
0
f(s,Bxs )ds ≤ 1
1−M .
The quantity supx∈Rd E
∫ T
0 f(s,B
x
s )ds in Lemma 3.1 can be controlled for a large class of
functions:
Proposition 3.2. Suppose that two exponents p, q ∈ (1,∞) satisfying 2q + dp = 2 are given.
Then, for any f ∈ Lq,1([0, T ], Lpx),
sup
x∈Rd
E
∫ T
0
f(s,Bxs )ds < C ‖f‖Lq,1([0,T ],Lpx)
holds for some constant C = C(p, q) independent of f and T .
Proof. Let p′, q′ be the conjugate exponents of p, q, respectively. Then,
E
∫ T
0
f(s,Bxs )ds =
∫ T
0
∫
Rd
(2πs)−
d
2 f(s, x+ y)e−
|y|2
2s dyds
≤
∫ T
0
(2πs)−
d
2 ‖f(s, ·)‖Lpx
∥∥∥∥e− |·|22s
∥∥∥∥
Lp
′
x
ds
= K
∫ T
0
‖f(s, ·)‖Lpx sd/2p
′−d/2ds
≤ C ‖f‖Lq,1([0,T ],Lpx)
∥∥∥s− d2 (1− 1p′ )∥∥∥
Lq′,∞([0,T ])
= C ‖f‖Lq,1([0,T ],Lpx) .
Here, we used the fact that for some universal constant K,
∥∥∥∥e− |·|22s
∥∥∥∥
Lp
′
x
= K · s d2p′ for all
s > 0 in the third line, and applied the Hölder’s inequality for the Lorentz spaces in the
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fourth line (see Appendix A). Also, we used the fact d2(1 − 1p′ ) = 1q′ in order to conclude
that
∥∥∥s− d2 (1− 1p′ )∥∥∥
Lq′,∞([0,T ])
= 1. 
Remark 3.3. The analogous result is proved in [15, 22] for f ∈ Lq([0, T ], Lpx) with 2q+ dp < 2.
However, at the critical regime 2q +
d
p = 2, the quantity
∥∥∥s− d2 (1− 1p′ )∥∥∥
Lq′ ([0,T ])
in the proof
of Proposition 3.2 is not finite due to the singularity at s = 0. This quantity can be made
finite by imposing a slightly stronger Lorentz integrability on the time variable of a function
f .
Proposition 3.2, combined with the Markov property and Lemma 3.1, implies the following
proposition.
Proposition 3.4. Suppose that f ∈ Lq,1([0, T ], Lpx) for p, q ∈ (1,∞) satisfying 2q + dp = 2.
Then, the following quantity is finite:
sup
x∈Rd
E e
∫ T
0
f(s,Bxs )ds. (3.1)
Proof. Without loss of the generality, we assume that f ≥ 0. In order to apply Lemma 3.1,
let us divide the interval [0, T ] into several intervals [Ti−1, Ti], 0 = T0 < T1 < · · · < Tk <
Tk+1 = T , such that
sup
x∈Rd
E
∫ Ti−Ti−1
0
f(Ti−1 + s,B
x
s )ds ≤ α
holds for some α < 1. This can be done thanks to Proposition 3.2 and Remark A.2.
Applying Lemma 3.1, we obtain
sup
x∈Rd
E e
∫ T
0
f(s,Bxs )ds = sup
x∈Rd
E e
∫ T1
0
f(s,Bxs )ds . . . e
∫ T
Tk
f(s,Bxs )ds
= sup
x∈Rd
E
[
e
∫ T1
0
f(s,Bxs )ds . . . e
∫ Tk
Tk−1
f(s,Bxs )ds
E(e
∫ T
Tk
f(s,Bxs )ds|FTk)
]
= sup
x∈Rd
E
[
e
∫ T1
0
f(s,Bxs )ds . . . e
∫ Tk
Tk−1
f(s,Bxs )ds
E e
∫ T−Tk
0
f(Tk+s,B
y
s )ds|y=BxTk
]
≤ 1
1− α supx∈Rd E
e
∫ T1
0
f(s,Bxs )ds . . . e
∫ Tk
Tk−1
f(s,Bxs )ds
≤ . . .
≤ ( 1
1− α)
k+1.

Remark 3.5. In [15, 22], a similar result is proved for f ∈ Lq([0, T ], Lpx) with 2q + dp < 2.
It is also shown that the quantity (3.1) can be controlled by ‖f‖Lq([0,T ],Lpx). At the Orlicz-
critical regime, one can control the quantity (3.1) in some weak sense. In fact, thanks to
Lemma 3.1 and Proposition 3.2, there exists a constant K = K(p, q) such that the following
holds: there exists a function C : R→ R such that for any f satisfying ‖f‖Lq,1([0,T ],Lpx) < K,
sup
x∈Rd
E e
∫ T
0
f(s,Bxs )ds ≤ C(‖f‖Lq,1([0,T ],Lpx)).
This means that for functions f having sufficiently small ‖f‖Lq,1([0,T ],Lpx), the quantity (3.1)
can be controlled in terms of ‖f‖Lq,1([0,T ],Lpx).
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Now, as an application of the Girsanov theorem, one can derive the existence of a weak
solution to SDE (1.1) under the Orlicz-critical condition (2.1):
Theorem 3.6. Suppose that b satisfies the condition (2.1). Then, SDE (1.1) admits a
weak solution. More precisely, we can construct processes Xt and Bt for 0 ≤ t ≤ T on
some filtered space (Ω,F ,Ft, P ) such that Bt is a standard Ft-Brownian motion and almost
surely,
Xt = x+
∫ t
0
b(s,Xs)ds +Bt (3.2)
holds for all 0 ≤ t ≤ T .
Proof. Let Xt be a Brownian motion starting from x on the probability space (Ω,G, Q),
equipped with a natural filtration Ft. Then, using Proposition 3.4, one can conclude that
αt = exp
[ ∫ t
0
b(s,Xs)dXs − 1
2
∫ t
0
|b(s,Xs)|2ds
]
is a Q-martingale since the Novikov condition is satisfied. Thus, a process defined by
Bt = Xt −
∫ t
0
b(s,Xs)ds− x
is a Ft-Brownian motion starting from the origin with respect to the new probability measure
dP (w) = αT (w)dQ(w) on FT due to the Girsanov theorem. 
3.2. Associated PDE results. In this section, we study the following Kolmogorov PDE:{
ut − 12∆u+ b · ∇u+ f = 0, 0 ≤ t ≤ T,
u(0, x) = 0,
(3.3)
for singular functions b and f in the Orlicz-critical space (2.1). This PDE (3.3) provides a
key ingredient to prove the strong uniqueness of SDE (1.1).
The PDE (3.3) has been extensively studied when singular coefficients b and f belong to
the subcritical Lebesgue space (1.2) (see for example [15, 22, 41]). On the other hand, a
theory of PDE (3.3) with critical coefficients has not been well-established due to the lack
of nice embedding properties for the mixed-norm parabolic Sobolev spaces at the critical
regime. In this section, we obtain the parabolic Sobolev embedding properties under the
case when a slightly stronger Lorentz integrability condition is imposed on the time variable
(see Proposition 3.9). From this, we establish the well-posedness result of PDE (3.3) with
singular coefficients in the Orlicz-critical spaces (2.1), and then obtain a priori estimate of
a solution.
For 1 < p, q <∞, and S ≤ T , let us define a function space Xq,p([S, T ]) to be a collection
of functions satisfying
u, ut,∇u,∇2u ∈ Lq,1([S, T ], Lpx).
Note that derivatives are interpreted as a distribution sense. Its norm is defined by
‖u‖Xq,p([S,T ])
:= ‖u‖Lq,1([S,T ],Lpx) + ‖ut‖Lq,1([S,T ],Lpx) + ‖∇u‖Lq,1([S,T ],Lpx) +
∥∥∇2u∥∥
Lq,1([S,T ],Lpx)
.
One can easily check that Xq,p([S, T ]) is a quasi-Banach space. The main result of this
section is the following theorem, which establishes the well-posedness of PDE (3.3) and a
priori estimate of a solution:
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Theorem 3.7. Assume that b satisfies (2.1). Then, there exists T0 ≤ T satisfying the follow-
ing properties: for any f ∈ Lq,1([0, T0], Lpx), there exists a unique solution u ∈ Xq,p([0, T0])
to (3.3) for 0 ≤ t ≤ T0, and the estimate
‖u‖Xq,p([0,T0]) ≤ C ‖f‖Lq,1([0,T0],Lpx) (3.4)
holds for some constant C depending only on ‖b‖Lq,1([0,T0],Lpx).
The first step to establish this theorem is to obtain an a priori estimate for the Lq,1([0, T ], Lpx)-
norm of the following heat equation:{
ut − 12∆u = f, 0 ≤ t ≤ T,
u0 = 0.
(3.5)
Proposition 3.8. For any p, q ∈ (1,∞) and f ∈ Lq,1([0, T ], Lpx), there exists a unique
solution u ∈ Xq,p([0, T ]) to PDE (3.5). Also, there exists some constant C = C(p, q)
independent of T such that for any f ∈ Lq,1([0, T ], Lpx),∥∥∇2u∥∥
Lq,1([0,T ],Lpx)
≤ C ‖f‖Lq,1([0,T ],Lpx) , (3.6)
‖u‖Xq,p([0,T ]) ≤ Cmax{1, T} ‖f‖Lq,1([0,T ],Lpx) . (3.7)
Proof. Let us first prove the estimate (3.6). For f ∈ C∞c ([0, T ] × Rd), let us define u(t) =∫ t
0 Tt−sf(s)ds, where Tt denotes the semigroup generated by
1
2∆. Obviously, u is a classical
solution to the heat equation (3.5). According to [21, Theorem 1.2], for any p, q ∈ (1,∞),
there exists some constant C = C(p, q) independent of T such that for any f ∈ Lq([0, T ], Lpx),∥∥∇2u∥∥
Lq([0,T ],Lpx)
≤ C ‖f‖Lq([0,T ],Lpx) .
Since Lq,1t (L
p
x) can be realized as a real interpolation space of two mixed-norm Lebesgue
spaces: for 0 < θ < 1 satisfying 1q =
1−θ
q1
+ θq2 ,
[Lq1([0, T ], Lpx), L
q2([0, T ], Lpx)]θ,1 = L
q,1([0, T ], Lpx),
we obtain the estimate (3.6) (see [5] for the details of interpolation spaces). Also, using the
equation (3.5) and the estimate (3.6), for some constant C1 = C1(p, q) independent of T ,
‖ut‖Lq,1([0,T ],Lpx) ≤ C1 ‖f‖Lq,1([0,T ],Lpx) .
Using the Minkowski’s integral inequality, Hölder’s inequality and the trivial inequality
u(t, x) ≤ ∫ T0 |ut(s, x)|ds, it follows that for some constant C2 = C2(p, q) independent of T ,
‖u‖Lq,1([0,T ],Lpx) ≤ C2T ‖f‖Lq,1([0,T ],Lpx) .
Furthermore, using the interpolation inequality ‖∇u‖Lpx . ‖u‖Lpx +
∥∥∇2u∥∥
Lpx
and the afore-
mentioned results, we readily obtain (3.7).
The existence of a solution u ∈ Xq,p([0, T ]) to the heat equation (3.5) can be established
via a standard approximation argument and the estimate (3.7). Uniqueness immediately
follows from the estimate (3.7). 
In order to obtain an a priori estimate (3.4) for the PDE (3.3) using the result in
Proposition 3.8, we need to handle the first order term ‖b · ∇u‖Lq,1([0,T ],Lpx). Since b ∈
Lq,1([0, T ], Lpx), this term can be controlled once we are able to control ‖∇u‖L∞([0,T ]×Rd).
The embedding theorems for the mixed-norm parabolic Sobolev spaces are obtained in [22,
Lemma 10.2]: ∇u is bounded and Hölder continuous in (t, x) provided that
ut,∇2u ∈ Lq([0, T ], Lpx)
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for 1 < p, q < ∞ satisfying the subcritical condition 2q + dp < 1. However, in general,
∇u may not be bounded under the critical condition 2q + dp = 1: recall that the Sobolev
embedding W 1,d(Rd) →֒ L∞(Rd) fails at the critical regime. Remarkably, when a slightly
stronger Lorentz integrability condition is imposed on the time variable, the boundedness
of ∇u can be established at the critical regime 2q + dp = 1:
Proposition 3.9. Suppose that u ∈ Xq,p([0, T ]) with u(0) = 0, and the exponents 1 <
p, q <∞ satisfy the condition:
2
q
+
d
p
= 1.
Then ∇u ∈ L∞([0, T ] × Rd). Also, there exists some constant C = C(p, q) independent of
T such that for any u ∈ Xq,p([0, T ]),
‖∇u‖L∞([0,T ]×Rd) ≤ C(‖ut‖Lq,1([0,T ],Lpx) +
∥∥∇2u∥∥
Lq,1([0,T ],Lpx)
). (3.8)
Proof. Let us define f := ut −∆u. One can represent ∇u in terms of the heat kernel:
∇u(t, x) =
∫ t
0
∫
Rd
∇( 1
sd/2
e−|y|
2/4s) · f(t− s, x− y)dyds.
If we denote p′, q′ by the conjugate exponents of p, q, respectively, then according to Propo-
sition A.3, we have
∇( 1
td/2
e−|x|
2/4t) ∈ Lq′,∞([0, T ], Lp′x ).
Thus, using the O’Neil’s inequality for the mixed-norm Lorentz spaces (Proposition A.4),
‖∇u‖L∞([0,T ]×Rd) ≤ C
∥∥∥∥∇( 1td/2 e−|x|2/4t)
∥∥∥∥
Lq′,∞([0,T ],Lp
′
x )
‖f‖Lq,1([0,T ],Lpx)
≤ C(p, q)(‖ut‖Lq,1([0,T ],Lpx) +
∥∥∇2u∥∥
Lq,1([0,T ],Lpx)
).
Note that the estimate Proposition A.4 is global in time, whereas the above inequality is
integrated only over [0, T ]. This subtle problem can be easily overcome by extending two
functions g(s, y) = ∇( 1
sd/2
e−|y|
2/4s) and f(s, y) to the whole real line by setting f, g = 0
outside [0, T ]. 
Remark 3.10. In [19], parabolic Riesz potentials are studied in the context of the mixed-
norm spaces. If we denote p(t, x) by the standard heat kernel, then the operator defined
by
p ∗ f(t, x) :=
∫ ∞
0
∫
Rd
p(s, y)f(t− s, x− y)dyds
is bounded from Lq1(R, Lp1x ) to Lq2(R, L
p2
x ) for 1 ≤ p1 < p2 < ∞ and 1 ≤ q1 < q2 < ∞
satisfying 1 = d2(
1
p1
− 1p2 ) + ( 1q1 − 1q2 ). Note that this result does not include the endpoint
case p2 = q2 = ∞. However, one can cover the endpoint case Proposition 3.9, at the price
that a slightly stronger Lorentz norm shows up in the right hand side of (3.8).
Now, we are ready to study the Kolmogorov PDE (3.3).
Proof of Theorem 3.7. We use a fixed point theorem for the quasi-Banach spaces (see Propo-
sition A.5) to prove the existence of a solution. For u ∈ Xq,p([0, T ]), we have ∇u ∈
L∞([0, T ]×Rd) according to Proposition 3.9. Therefore, for b, f ∈ Lq,1([0, T ], Lpx), we have
f + b · ∇u ∈ Lq,1([0, T ], Lpx). Using Proposition 3.8, let us define w = F (u) ∈ Xq,p([0, T ]) to
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be a unique solution of the following PDE:{
wt − 12∆w = −(f + b · ∇u), 0 ≤ t ≤ T,
w(0, x) = 0.
Using the estimates (3.7) and (3.8), for some constants C,C1 independent of T ,
‖F (u1)− F (u2)‖Xq,p([0,T ]) ≤ Cmax{1, T} ‖b · ∇(u1 − u2)‖Lq,1([0,T ],Lpx)
≤ Cmax{1, T} ‖b‖Lq,1([0,T ],Lpx) · ‖∇(u1 − u2)‖L∞([0,T ]×Rd)
≤ C1max{1, T} ‖b‖Lq,1([0,T ],Lpx) · ‖(u1 − u2)‖Xq,p([0,T ]) .
Let us denote c = c(q, 1) > 1 by a constant from (A.2), and choose a sufficiently small T0
satisfying
‖b‖Lq,1([0,T0],Lpx) <
1
2cC1max{1, T0}
(see Remark A.2 for its validity). Then, a map F : Xq,p([0, T0])→ Xq,p([0, T0]) satisfies
|F (x)− F (y)| < 1
2c
|x− y|.
Therefore, applying a fixed point theorem for the quasi-Banach spaces (see Proposition A.5),
there exists u ∈ Xq,p([0, T0]) satisfying PDE (3.3) for 0 ≤ t ≤ T0.
Now, let us prove the estimate (3.4). Using (3.7) and (A.2), for some constants C,C1,
‖u‖Xq,p([0,T0]) ≤ Cmax{1, T0} ‖f + b · ∇u‖Lq,1([0,T0],Lpx)
≤ C1max{1, T0}(‖f‖Lq,1([0,T0],Lpx) + ‖b‖Lq,1([0,T0],Lpx) ‖u‖Xq,p([0,T0])).
Therefore, for sufficiently small T0 satisfying
‖b‖Lq,1([0,T0],Lpx) <
1
C1max{1, T0} , (3.9)
we obtain the estimate (3.4). Note that a constant C in (3.4) can be chosen depending only
on ‖b‖Lq,1([0,T0],Lpx). 
Remark 3.11. From the proof of Theorem 3.7, one can check that for any b with sufficiently
small ‖b‖Lq,1([0,T ],Lpx), there exists a unique solution u to PDE (3.3) for 0 ≤ t ≤ T satisfying:
‖u‖Xq,p([0,T ]) ≤ C(‖b‖Lq,1([0,T ],Lpx) , p, q) ‖f‖Lq,1([0,T ],Lpx) .
For these b’s, one can easily derive a stability property of PDE (3.3). More precisely, there
exist a constant C0 depending on T satisfying the following statement: for any bi and fi,
i = 1, 2, satisfying
‖fi‖Lq,1([0,T ],Lpx) , ‖bi‖Lq,1([0,T ],Lpx) < C0,
define ui to be a solution to PDE (3.3) with bi and fi in place of b and f , respectively. Then,
for some constant C¯ > 1 depending on C0,
‖u1 − u2‖Xq,p([0,T ]) , ‖u1 − u2‖L∞([0,T ]×Rd) , ‖∇(u1 − u2)‖L∞([0,T ]×Rd)
≤ C¯
2
(‖b1 − b2‖Lq,1([0,T ],Lpx) + ‖f1 − f2‖Lq,1([0,T ],Lpx)). (3.10)
In particular, when fi = bi, the RHS of (3.10) can be written as C¯ ‖b1 − b2‖Lq,1([0,T ],Lpx).
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Assume that b satisfies (2.1), and T0 is from Theorem 3.7. According to Theorem 3.7,
there exists a unique solution u˜ ∈ Xq,p([0, T0]) to the following PDE:{
ut +
1
2∆u+ b · ∇u+ b = 0, 0 ≤ t ≤ T0,
u(T0, x) = 0.
(3.11)
The following proposition plays an essential role in Section 3.3.
Proposition 3.12. There exists a sufficiently small T1 such that the following holds: if u˜
is a solution to (3.11) with T1 in place of T0, then there exists a version u of u˜, which is
continuous in (t, x), such that Φ(t, x) := x+ u(t, x) satisfies the following conditions:
(i) Φ(t, ·) is a C1 diffeomorphism from Rd to itself for each 0 ≤ t ≤ T1.
(ii) For each 0 ≤ t ≤ T1,
1
2
≤ ‖∇Φ(t, ·)‖L∞(Rd) ≤ 2,
1
2
≤ ∥∥∇Φ−1(t, ·)∥∥
L∞(Rd)
≤ 2.
Here, we say u1 is a version of u2 if u1 = u2 for (t, x)-a.e.
Proof. Let us first prove that there exist a version u of u˜ which is C1 in x. Choose a smooth
approximation un of u˜ in X
q,p([0, T0]) norm. Thanks to Proposition 3.9,
‖∇(un − um)‖L∞t,x([0,T0]×Rd) ≤ C ‖un − um‖Xq,p([0,T0]) .
Therefore, ∇un converge uniformly to some continuous function w. Since un converge
uniformly to some continuous function u which is a version of u˜, u is differentiable in x and
its spatial derivative is w. Since w is continuous, u is C1 in x.
Now, let us show that for sufficiently small T1, ∇Φ(t, x) is non-singular for each 0 ≤ t ≤
T1. Note that using the estimates (3.7) and (3.8), for some constants C,C1, C2 independent
of T ,
‖∇u‖L∞([0,T ]×Rd) ≤ C ‖u‖Xq,p([0,T ]) ≤ C1max{1, T} ‖b · ∇u+ b‖Lq,1([0,T ],Lpx)
≤ C2max{1, T}(‖b‖Lq,1([0,T ],Lpx) ‖∇u‖L∞([0,T ]×Rd) + ‖b‖Lq,1([0,T ],Lpx)).
Therefore, if we choose sufficiently small T1 so that ‖b‖Lq,1([0,T1],Lpx) is small enough, then
‖∇u‖L∞([0,T1]×Rd) ≤
1
2
.
This immediately implies the first inequality in the condition (ii). From this, we obtain
the non-singularity of ∇Φ(t, ·), and lim|x|→∞ |Φ(t, x)| = ∞ for each t ∈ [0, T1]. Therefore,
according to the Hadamard’s Lemma (see Proposition A.7), Φ(t, ·) is a global diffeomorphism
for each t ∈ [0, T1], which concludes the proof of the first property.
The second inequality in (ii) follows from the identity
∇Φ−1(t, x) = [∇Φ(t,Φ−1(t, x))]−1 = [I +∇u(t,Φ−1(t, x))]−1,
and the fact supt∈[0,T1] ‖∇u‖L∞(Rd) ≤ 12 . 
Remark 3.13. In [15, 17], authors considered the following PDE with a potential λu
(λ > 0):
ut +
1
2
∆u− b · ∇u− λu = b
in order to obtain a global bijectivity of the map Φ(t, ·). They proved that for sufficiently
large λ, ‖∇u‖L∞([0,T ]×Rd) < 12 . However, this method is not applicable in our case due to
the critical nature of the exponents p and q. Instead, we accomplished this by taking the
time T sufficiently small.
STOCHASTIC DIFFERENTIAL EQUATIONS WITH CRITICAL DRIFTS 13
From now on, we use the notations u(t, x), Φ(t, x), and T1 from Proposition 3.12.
3.3. Uniqueness of a strong solution to SDE. In this section, we prove the uniqueness
of a strong solution to SDE (1.1) up to time T1. The following proposition claims that a
strong solution to (1.1) yields a new strong solution to the auxiliary SDE which contains no
drift terms. It is called the Zvonkin’s transformation method [42].
Proposition 3.14. Suppose that b satisfies (2.1), and Xt is a strong solution to SDE (1.1)
up to time T1. Then, Yt defined by Yt = Φ(t,Xt) is a strong solution to the following SDE:{
dYt = σ˜(t, Yt)dBt, 0 ≤ t ≤ T1,
Y0 = Φ(0, x) = y,
(3.12)
for σ˜ defined by
σ˜(t, x) = I +∇u(t,Φ−1(t, x)). (3.13)
Proof. One can check that the standard Itô’s formula
f(t,Xt)− f(0,X0) =
∫ t
0
(ft + b∇f + 1
2
∆f)(s,Xs)ds+
∫ t
0
∇f(s,Xs)dBs
holds for any functions f ∈ Xq,p([0, T ]) with p, q satisfying 2q + dp = 1. In fact, the proof in
[22, Theorem 3.7] applies to our case without any changes. Thus, applying Itô’s formula to
a function u, we have
u(t,Xt) = u(0,X0) +
∫ t
0
(ut + b · ∇u+ 1
2
∆u)(s,Xs)ds+
∫ t
0
∇u(s,Xs)dBs
= u(0,X0)−
∫ t
0
b(s,Xs)ds+
∫ t
0
∇u(s,Xs)dBs
= u(0,X0)−Xt +X0 +Bt +
∫ t
0
∇u(s,Xs)dBs.
Therefore, we obtain
Yt − Y0 = Φ(t,Xt)− Φ(t,X0) =
∫ t
0
∇u(s,Xs)dBs +Bt =
∫ t
0
∇u(s,Φ−1(s, Ys))dBs +Bt.

Let us call SDE (3.12) by a conjugated SDE. Before proving the strong uniqueness of SDE
(1.1), we prove the following two lemmas which will be used frequently.
Lemma 3.15. For any λ1, λ2 ∈ R and b satisfying the condition (2.1),
sup
x
E exp
[
λ1
∫ T
0
b(s,Bxs )dB
x
s + λ2
∫ T
0
b2(s,Bxs )ds
]
<∞. (3.14)
Proof. If we denote E (M)t by a Doléans-Dade exponential of the martingale Mt, then by
Hölder’s inequality,
E exp
[
λ1
∫ T
0
b(s,Bxs )dB
x
s + λ2
∫ T
0
b2(s,Bxs )ds
]
≤
[
E E
[ ∫ T
0
2λ1b(s,B
x
s )dB
x
s
]]1/2[
E exp
[
(λ2 + λ
2
1)
∫ T
0
b2(s,Bxs )ds
]]1/2
. (3.15)
Since b ∈ Lq,1([0, T ], Lpx), it follows that b2 ∈ Lq/2,1/2([0, T ], Lp/2x ). Letting q˜ = q2 and p˜ = p2 ,
we have b2 ∈ Lq˜,1([0, T ], Lp˜x) with 2q˜ + dp˜ = 2. Therefore, the second term of (3.15) is finite
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according to Proposition 3.4. The first term of (3.15) is equal to 1 since the Novikov’s
condition is satisfied. 
Lemma 3.16. Let Xt be a solution to SDE (1.1) with b satisfying the condition (2.1). Then,
for arbitrary λ1, λ2 ∈ R and f ∈ Lq,1([0, T ], Lpx),
sup
x
E exp
[
λ1
∫ T
0
f(s,Xs)dB
x
s + λ2
∫ T
0
f2(s,Xs)ds
]
<∞. (3.16)
Proof. By Girsanov formula, LHS of (3.16) equals to
sup
x
E
[
exp
[
λ1
∫ T
0
f(s,Bxs )dB
x
s + λ2
∫ T
0
f2(s,Bxs )ds
]
·
exp
[ ∫ T
0
b(s,Bxs )dB
x
s −
1
2
∫ T
0
b2(s,Bxs )ds
]]
.
Since both b and f belong to Lq,1([0, T ], Lpx) with
2
q +
d
p = 1, Hölder’s inequality and Lemma
3.15 conclude the proof. 
Remark 3.17. It is proved in [15, 17] that under the subcritical condition (1.2), quantities
(3.14) and (3.16) can be controlled by ‖b‖Lq([0,T ],Lpx). At the Orlicz-critical regime (2.1),
these quantities can be controlled by ‖b‖Lq,1([0,T ],Lpx) in some weak sense. In fact, by applying
Lemma 3.1 and Proposition 3.2 to Lemma 3.15 and 3.16, one can show that there exists a
constant K = K(p, q, λ1, λ2) and functions C1, C2 : R → R such that the following holds:
for any f and b satisfying
‖f‖Lq,1([0,T ],Lpx) , ‖b‖Lq,1([0,T ],Lpx) < K,
we have
sup
x
E exp
[
λ1
∫ T
0
b(s,Bxs )dB
x
s + λ2
∫ T
0
b2(s,Bxs )ds
]
≤ C1(K),
sup
x
E exp
[
λ1
∫ T
0
f(s,Xs)dB
x
s + λ2
∫ T
0
f2(s,Xs)ds
]
≤ C2(K). (3.17)
If we denote Xµt by a solution to SDE (1.1) with the initial distribution µ, then (3.17)
implies that
sup
µ
E exp
[
λ1
∫ T
0
f(s,Xµs )dB
x
s + λ2
∫ T
0
f2(s,Xµs )ds
]
≤ C2(K) (3.18)
(sup takes over all of the probability measures on Rd). This is because if we denote Px by
a law of {Xt | 0 ≤ t ≤ T} which is a solution of (1.1) starting from x, then Pµ =
∫
Pxdµ(x)
is a law of {Xµt | 0 ≤ t ≤ T}.
Also, by letting λ1 = 0 and λ2 = 1 in Lemma 3.16 and using the inequality 1 + x ≤ ex,
one can conclude that there exists a function C : R→ R such that for any f and b satisfying
‖f‖Lq,1([0,T ],Lpx) , ‖b‖Lq,1([0,T ],Lpx) < K(p, q, 0, 1),
we have
sup
x
E
∫ T
0
f2(s,Xs)ds < C(K).
Now, we are ready to prove the strong uniqueness of SDE (1.1) under the condition (2.1)
using Lemma 3.15 and 3.16. Proof follows the argument in [15, Theorem 4.1].
Proposition 3.18. A strong solution to SDE (1.1) is unique up to T1.
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Proof. Let X1t and X
2
t be strong solutions to SDE (1.1) starting from x
1 and x2, respectively.
According to Proposition 3.14, if we define Y it = Φ(t,X
i
t), then Y
i
t is a solution to the
conjugated SDE (3.12) starting from yi = Φ(0, xi), respectively. Thus, we have
d(Y 1s − Y 2s ) = [σ˜(s, Y 1s )− σ˜(s, Y 2s )]dBs. (3.19)
For any r ∈ (1,∞), using the Itô’s formula,
d|Y 1s − Y 2s |r
=
r(r − 1)
2
Trace
(
[σ˜(s, Y 1s )− σ˜(s, Y 2s )][σ˜(s, Y 1s )− σ˜(s, Y 2s )]T
)|Y 1s − Y 2s |r−2ds+ dMs
≤ r(r − 1)
2
|σ˜(s, Y 1s )− σ˜(s, Y 2s )|2|Y 1s − Y 2s |r−2ds+ dMs
= |Y 1s − Y 2s |rdAs + dMs
for some martingale Ms with zero mean (the martingale property can be checked as in [16,
Theorem 5.6]). Here, we introduced an auxiliary process At (0 ≤ t ≤ T1) satisfying
r(r − 1)
2
∫ t
0
|σ˜(s, Y 1s )− σ˜(s, Y 2s )|2ds =
∫ t
0
|Y 1s − Y 2s |2dAs, (3.20)
and for any c > 0,
E e
cAt <∞ (3.21)
(with the aid of Lemma 3.15 and 3.16, the proof of [15, Lemma 4.5] applies to our case
without any changes). Thus, applying the product rule,
d(e−As |Y 1s − Y 2s |r) = −e−As |Y 1s − Y 2s |rdAs + e−Asd|Y 1s − Y 2s |r ≤ e−AsdMs.
Integrating this inequality in time and then taking the expectation, we have
E[e
−At |Y 1t − Y 2t |r] ≤ |y1 − y2|r.
Therefore, using the Hölder’s inequality,
E |Y 1t − Y 2t |r/2 = E e
−At
2 |Y 1t − Y 2t |r/2e
At
2
≤ [E e−At |Y 1t − Y 2t |r]1/2[E eAt ]1/2 ≤ |y1 − y2|r[E eAt ]1/2,
which implies that for each t ∈ [0, T1],
E |Y 1t − Y 2t |r/2 ≤ C|y1 − y2|r/2. (3.22)
In particular, when x1 = x2, we have E |Y 1t − Y 2t |r/2 = 0. Since trajectories are continuous
and Φ(t, ·) is bijective, we obtain the strong uniqueness of SDE (1.1). 
Theorem 3.19. Existence and uniqueness of a strong solution to SDE (1.1) holds up to
time T1.
Proof. Note that we proved the weak existence in Theorem 3.6 and the strong uniqueness
in Proposition 3.18. Therefore, according to the Yamabe-Watanabe principle [37, 38], we
obtain the existence and uniqueness of a strong solution to SDE (1.1) up to time T1. 
In the next section, we construct a strong solution to SDE (1.1) up to time T as an
application of Theorem 3.19.
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4. Sobolev regularity of a solution
In this section, we study the regularity and stability properties of a solution to SDE
(1.1) under the condition (2.1). In Section 4.1, we construct a stochastic flow to SDE (1.1).
Section 4.2 is devoted to study the Sobolev regularity and stability of the stochastic flow.
4.1. Construction of the stochastic flow. Let us first define a stochastic flow.
Definition 4.1. (Stochastic flow). A map (s, t, x, w) → φ(s, t, x)(w), 0 ≤ s ≤ t ≤ T is
called a stochastic flow associated to the stochastic differential equation (1.1) on the filtered
space with a Brownian motion (Ω,F ,Ft, P,Bt) provided that it satisfies:
(i) For any x ∈ Rd and 0 ≤ s ≤ T , the process Xst,x = φ(s, t, x) for s ≤ t ≤ T is a Fs,t-
adapted solution to SDE (1.1). Here, Fs,t := σ(Bu −Br|s ≤ r ≤ u ≤ t).
(ii) w-almost surely, φ(s, t, x) = φ(u, t, φ(s, u, x)) holds for any 0 ≤ s ≤ u ≤ t ≤ T and
x ∈ Rd.
We refer to [23] for the classical theory of stochastic flows. This classical theory has been
extended to a large class of SDEs with singular coefficients. For instance, Flandoli et al.
[18] constructed a regular stochastic flow when the SDE with additive noise possess a low
Hölder regularity of drift.
In this section, we prove that a stochastic flow associated with SDE (1.1) exists under
the Orlicz-critical condition (2.1). The following theorem, combined with Proposition 3.18,
immediately implies Theorem 2.1 and the first part of Theorem 2.2.
Theorem 4.2. There exists a stochastic flow φ to (1.1) up to time T .
The main ingredient to prove Theorem 4.2 is the Kolmogorov regularity theorem. Thanks
to Proposition 3.14 and Theorem 3.19, there exists a strong solution Y yt , 0 ≤ t ≤ T1, to
(3.12). We first prove the Hölder regularity of Y yt using the method in [17].
Proposition 4.3. There exists some constant C such that for any 1 ≤ r <∞, 0 ≤ t < s ≤
T1, and x, y ∈ Rd,
E |Y xt − Y xs |r ≤ C|t− s|
r
2 , E |Y xt − Y yt |r ≤ C|x− y|r.
Proof. Let us prove the first inequality. Applying the Burkholder-Davis-Gundy inequaltiy
and using the fact that ‖∇u‖L∞([0,T1]×Rd) is finite, one can conclude that
E |Y yt − Y ys |r = E |
∫ t
s
(I +∇u(σ,Φ−1(r, Y xσ )))dBσ |r
≤ C E |
∫ t
s
|I +∇u(σ,Φ−1(σ, Y xσ ))|2dσ|
r
2 ≤ C|t− s| r2 .
We have already obtained the second inequality in (3.22). 
Now, one can prove Theorem 4.2 by applying the Kolmogorov’s regularity theorem.
Proof of Theorem 4.2. Since both Φ and Φ−1 are continuous in (t, x), we first prove the same
statement for the conjugated SDE (3.12). Thanks to the Kolmogorov’s regularity theorem,
one can construct a stochastic flow ψ associated with SDE (3.12) up to time T1, which is
a version of Y yt , satisfying the following property: almost surely, ψ(s, ·, ·) is (α, β)-Hölder
continuous for each 0 ≤ s ≤ T1 and any 0 < α < 12 , 0 < β < 1. In order to construct a
stochastic flow of SDE (1.1), let us define
φ(s, t, x) := Φ−1(t, ψ(s, t,Φ(s, x)))
STOCHASTIC DIFFERENTIAL EQUATIONS WITH CRITICAL DRIFTS 17
for 0 ≤ s ≤ t ≤ T1. It is obvious that φ is a stochastic flow associated with (1.1) up to time
T1, and almost surely, φ(s, ·, ·) is continuous for each 0 ≤ s ≤ T1.
Now, we extend this construction globally up to time T . Divide [0, T ] into the finite
number of intervals [Tk−1, Tk], 1 ≤ k ≤ N , such that the stochastic flow φ of SDE (1.1)
on each [Tk−1, Tk] can be constructed. More precisely, we take a sufficiently small interval
[Tk−1, Tk] such that the following property holds: if u
k is a solution to PDE{
ukt +
1
2∆u
k + b · ∇uk + b = 0, Tk−1 ≤ t ≤ Tk,
uk(Tk, x) = 0,
(4.1)
then uk satisfies the conditions in Proposition 3.12. In other words, Φk(t, x) = x+ uk(t, x)
is a global diffeomorphism for each Tk−1 ≤ t ≤ Tk and
1
2
<
∥∥∥∇Φk(t, x)∥∥∥
L∞([Tk−1,Tk]×Rd)
,
∥∥∥∇−1Φk(t, x)∥∥∥
L∞([Tk−1,Tk]×Rd)
< 2. (4.2)
Repeating the arguments mentioned before, one can construct a stochastic flow φ(s, t, x)
associated with SDE (1.1) for Tk−1 ≤ s ≤ t ≤ Tk. Then, we can glue them together as
follows: for each 0 ≤ s ≤ t ≤ T , choose the indices i and j satisfying
Ti−1 ≤ s < Ti < · · · < Tj < t ≤ Tj+1,
and then define
φ(s, t, ·) = φ(Tj , t, ·) ◦ φ(Tj−1, Tj , ·) ◦ · · · ◦ φ(s, Ti, ·). (4.3)
Here, composition happens in the spatial variable. It is obvious that φ satisfies the properties
of the stochastic flow. 
4.2. Sobolev regularity and stability of the stochastic flow. In the previous section,
we constructed the stochastic flow φ associated with SDE (1.1). In this section, we show
that φ is almost surely weakly differentiable in the spatial variable. More precisely, we prove
the following theorem, which is a restatement of the second part of Theorem 2.2:
Theorem 4.4. For each r ∈ [1,∞) and t ∈ [0, T ], φ(0, t, ·) is weakly differentiable almost
surely and its weak derivative satisfies
sup
x∈Rd
E |∇φ(0, t, ·)|r <∞. (4.4)
This theorem is proved in several steps. First of all, we approximate b by suitable smooth
drifts bn, and then show the weak compactness of stochastic flows φn associated with smooth
drifts bn. We also obtain the convergence of stochastic flows φn to φ in a suitable topology.
Combining these results, one can conclude the proof of Theorem 4.4.
Recall that we first constructed a stochastic flow on each small time interval, and then
we obtained a global stochastic flow by gluing together. Due to this nature of the stochastic
flow, we need to take a careful approximation to b. Let us define K = K(p, q, 0, 1) and
N = N(d) by constants from the Remark 3.17 and Proposition A.6, respectively. Also, we
denote [Tk−1, Tk]’s, a the partition of [0, T ], by the sub-intervals on which arguments in the
proof of Theorem 4.2 are valid and satisfying the following two conditions:
(i) For each k,
‖b‖Lq,1([Tk−1,Tk],Lpx) < min{K,C0} (4.5)
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(constant C0 is from Remark 3.11 with [Tk−1, Tk] in place of [0, T ]).
(ii) Solution uk constructed in (4.1) satisfies∥∥∥uk∥∥∥
Xq,p([Tk−1,Tk])
,
∥∥∥M(∇2uk)∥∥∥
Lq,1([Tk−1,Tk],L
p
x)
< min{ K√
2N2
,
K√
4C1N2
} (4.6)
(constant C1 is given by C1 = 16C¯
4, where C¯ > 1 is a constant from Remark 3.11 with
[Tk−1, Tk] in place of [0, T ]).
Let us briefly explain what these conditions mean. First condition means that the stability
estimate (3.10) of PDE (4.1) holds on each interval [Tk−1, Tk]. Second condition says that
uk’s are small enough in some sense, which is a crucial assumption in order to apply the
results in Remark 3.17. It is possible to construct such partition by taking each sub-interval
[Tk−1, Tk] sufficiently small.
Now, assume that not only bn converges to b in L
q,1([0, T ], Lpx), but also converges in the
following sense: for each k,
bn → b in Lq,1([Tk−1, Tk], Lpx). (4.7)
For smooth drift bn satisfying (4.7), let u
k
n be a solution to PDE (4.1) with bn in place of b.
From (4.6) and (4.7), one can check that for each k,
lim sup
n
∥∥∥ukn∥∥∥
Xq,p([Tk−1,Tk])
, lim sup
n
∥∥∥M(∇2ukn)∥∥∥
Lq,1([Tk−1,Tk],L
p
x)
< min{ K√
2N2
,
K√
4C1N2
} (4.8)
(see the condition (4.5) and Remark 3.11), and Φkn(t, x) = x+ u
k
n(t, x) satisfy
1
2
<
∥∥∥∇Φkn(t, x)∥∥∥
L∞([Tk−1,Tk]×Rd)
< 2,
1
2
<
∥∥∥∇−1Φkn(t, x)∥∥∥
L∞([Tk−1,Tk]×Rd)
< 2.
Let φn be a stochastic flow associated with the drift bn constructed as in the proof of
Theorem 4.2. More precisely, φn is constructed on each interval [Tk−1, Tk], and then glued
together. Under the condition (4.7), we show that the stochastic flow φn converges to φ in
the following sense:
Theorem 4.5. Suppose that smooth drifts bn converge to b in the sense of (4.7), and the
following quantity is uniformly bounded in n:
sup
t∈[0,T ],x∈Rd
E exp
[
2
∫ t
0
bn(s,B
x
s )dB
x
s −
∫ t
0
b2n(s,B
x
s )ds
]
. (4.9)
Then, for any r ∈ [1,∞) and x ∈ Rd, we have
lim
n→∞
sup
0≤t≤T
E |φn(0, t, x) − φ(0, t, x)|r = 0. (4.10)
In order to prove this theorem, we first show the statement of type (4.10) for the conju-
gated SDE (3.12). We follow the arguments in [14, Lemma 3], but due to the critical nature
of exponents p and q, the careful analysis is needed. We first prove this statement for r = 1,
and later we will extend this to the general r ∈ [1,∞).
Proposition 4.6. Let Zn and Z be random variables and assume that smooth drifts bn
converge to b in the sense of (4.7). On each interval [Tk−1, Tk], let us denote X
n
t by a strong
solution to SDE (1.1) with a drift bn and the initial condition X
n
Tk−1
= Zn, and similarly
Xt by a strong solution to SDE (1.1) with a drift b and the initial condition XTk−1 = Z.
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Then, for some constant C independent of Zn and Z,
lim sup
n→∞
sup
Tk−1≤t≤Tk
E |Φkn(t,Xnt )− Φk(t,Xt)| ≤ C lim sup
n→∞
E |Φkn(Tk−1, Zn)− Φk(Tk−1, Z)|,
lim sup
n→∞
sup
Tk−1≤t≤Tk
E |Xnt −Xt| ≤ C lim sup
n→∞
E |Zn − Z|. (4.11)
Proof. Step 1. Proof the first inequality : without loss of the generality, let us only consider
the case Tk−1 = 0, Tk = T1. Throughout the proof, we use the simplified notations un := u
1
n,
u := u1, Φn := Φ
1
n, Φ := Φ
1, and Lq,1t (L
p
x) := Lq,1([0, T1], L
p
x) (recall that ukn is a solution
to PDE (4.1) with bn in place of b). If we define that for 0 ≤ t ≤ T1,
Y nt = Φn(t,X
n
t ), Yt = Φ(t,Xt),
then Y nt , Yt are solutions to the conjugated SDE (3.12) with
σ˜n(t, x) = I +∇un(t,Φ−1n (t, x)), σ˜(t, x) = I +∇u(t,Φ−1(t, x)),
and the initial conditions Y n0 = Φn(0, Z
n), Y0 = Φ(0, Z), respectively. Using Itô’s formula,
d|Y nt − Yt|2 = Trace[(∇un(t,Xnt )−∇u(t,Xt))(∇un(t,Xnt )−∇u(t,Xt))T ]dt+ dMt
for some martingale Mt with a zero mean. The martingale property of Mt can be easily
verified using the boundedness of ∇un and ∇u. Note that due to Remark 3.11,
|∇un(t,Xnt )−∇u(t,Xt)| = |(∇un(t,Xnt )−∇un(t,Xt)) + (∇un(t,Xt)−∇u(t,Xt))|
≤ C¯(|∇un(t,Xnt )−∇un(t,Xt)|+ ‖bn − b‖Lq,1t (Lpx)).
Thus, we have
d|Y nt − Yt|2 ≤ 2C¯2(|∇un(t,Xnt )−∇un(t,Xt)|2 + ‖bn − b‖2Lq,1t (Lpx))dt+ dMt
= 2C¯2|Xnt −Xt|2
|∇un(t,Xnt )−∇un(t,Xt)|2
|Xnt −Xt|2
dt+ 2C¯2 ‖bn − b‖2Lq,1t (Lpx) dt+ dMt
≤ 16C¯4|Y nt − Yt|2dAnt + 16C¯4 ‖bn − b‖2Lq,1t (Lpx) dA
n
t + 16C¯
4 ‖bn − b‖2Lq,1t (Lpx) dt+ dMt,
(4.12)
where an auxiliary process Ant is defined by
dAnt = 1Xnt 6=Xt
|∇un(t,Xnt )−∇un(t,Xt)|2
|Xnt −Xt|2
dt.
Note that in order to derive the inequality (4.12), we used the fact that
|Y nt − Yt| = |Xnt + un(t,Xnt )−Xt − u(t,Xt)|
≥ |Xnt + u(t,Xnt )−Xt − u(t,Xt)| − |un(t,Xnt )− u(t,Xnt )|
≥ 1
2
|Xnt −Xt| − ‖un − u‖L∞ ≥
1
2
|Xnt −Xt| − C¯ ‖bn − b‖Lq,1t (Lpx)
(see Remark 3.11 and the conditions (4.2), (4.5), (4.7)), which implies that
|Xnt −Xt| ≤ 2C¯(|Y nt − Yt|+ ‖bn − b‖Lq,1t (Lpx)). (4.13)
Therefore, setting C1 = 16C¯
4, from (4.12),
d(e−C1A
n
t |Y nt − Yt|2) = e−C1A
n
t d(|Y nt − Yt|2)− C1e−C1A
n
t |Y nt − Yt|2dAnt
≤ e−C1Ant [C1 ‖bn − b‖2Lq,1t (Lpx) dA
n
t + C1 ‖bn − b‖2Lq,1t (Lpx) dt+ dMt].
Integrating in t and then taking the expectation, we obtain
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E e
−C1Ant |Y nt − Yt|2 ≤ E |Φn(0, Zn)− Φ(0, Z)|2
+ C1 ‖bn − b‖2Lq,1t (Lpx) E
[ ∫ t
0
e−C1A
n
s dAns +
∫ t
0
e−C1A
n
s ds
]
. (4.14)
We now prove that
lim sup
n
E
[ ∫ T1
0
e−C1A
n
t dAnt
]
<∞. (4.15)
Applying Proposition A.6, we obtain
E
∫ T1
0
e−C1A
n
T dAnt = E
∫ T1
0
e−C1A
n
T
|∇un(t,Xnt )−∇un(t,Xt)|2
|Xnt −Xt|2
dt
≤ E
∫ T1
0
|∇un(t,Xnt )−∇un(t,Xt)|2
|Xnt −Xt|2
dt
≤ 2N2 E
∫ T1
0
(|M(∇2un)(t,Xnt )|2 + |M(∇2un)(t,Xt)|2)dt.
Due to Remark 3.17, for all sufficiently large n, the following quantities
E
∫ T1
0
2N2|M(∇2un)(t,Xnt )|2dt, E
∫ T1
0
2N2|M(∇2un)(t,Xt)|2dt
are uniformly bounded since
sup
n
∥∥M(∇2un)∥∥Lq,1t (Lpx) < K√2N2 , lim supn ‖bn‖Lq,1t (Lpx) < K, ‖b‖Lq,1t (Lpx) < K
(see conditions (4.5), (4.7), (4.8), and (3.18) in Remark 3.17). Thus, we obtain (4.15).
Also, it is obvious that
lim sup
n
E
[ ∫ T1
0
e−C1A
n
t dt
]
≤ T1. (4.16)
Furthermore, from the definition of Ant , we have
AnT1 ≤ 2N2
∫ T1
0
(|M(∇2un)(t,Xnt )|2 + |M(∇2un)(t,Xt)|2)dt
due to Proposition A.6. Thanks to conditions (4.5), (4.7), (4.8), and Remark 3.17, we have
lim sup
n
E e
C1AnT1 <∞. (4.17)
Therefore, applying (4.14), (4.15), (4.16), and (4.17) to the inequality
E|Y nt − Yt| ≤ [E e−C1A
n
t |Y nt − Yt|2]1/2[E eC1A
n
t ]1/2,
one can conclude the proof of the first statement of the proposition.
Step 2. Proof of (4.11): using (4.13), on t ∈ [Tk−1, Tk],
|Xnt −Xt| ≤ 2C¯(|Φkn(t,Xnt )− Φk(t,Xt)|+ ‖bn − b‖Lq,1([Tk−1,Tk],Lpx)).
Combining this with the first statement of the proposition, for some constant C,
lim sup
n→∞
sup
Tk−1≤t≤Tk
E |Xnt −Xt| ≤ C lim sup
n→∞
E |Φkn(Tk−1, Zn)− Φk(Tk−1, Z)|
≤ C(lim sup
n→∞
E |Φkn(Tk−1, Zn)− Φkn(Tk−1, Z)|+ lim sup
n→∞
E |Φkn(Tk−1, Z)− Φk(Tk−1, Z)|)
≤ 2C lim sup
n→∞
E |Zn − Z|.
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Here, we used the uniform Lipschitz continuity of Φkn(t, ·) and the fact
lim sup
n→∞
E |Φkn(Tk−1, Z)− Φk(Tk−1, Z)| ≤ lim sup
n→∞
∥∥∥Φkn − Φk∥∥∥
L∞
≤ C lim sup
n→∞
‖bn − b‖Lq,1([Tk−1,Tk],Lpx) = 0
which follows from the estimate (3.10).

Proof of Theorem 4.5. When r = 1, (4.10) immediately follows from the estimate (4.11)
and the semigroup property of the stochastic flow. For example, on the interval [T1, T2],
lim sup
n→∞
sup
T1≤t≤T2
E |φn(0, t, x) − φ(0, t, x)|
= lim sup
n→∞
sup
T1≤t≤T2
E |φn(T1, t, φn(0, T1, x))− φ(T1, t, φ(0, T1, x))|
≤ C lim sup
n→∞
E |φn(0, T1, x)− φ(0, T1, x)| = 0.
Similar argument works on each interval [Tk−1, Tk] as well. For general r ∈ [1,∞),
E |φn(0, t, x) − φ(0, t, x)|r ≤ [E |φn(0, t, x) − φ(0, t, x)|]1/2[E |φn(0, t, x) − φ(0, t, x)|2r−1]1/2
thanks to the Hölder’s inequality. Note that
E |φn(0, t, x) − φ(0, t, x)|2r−1 ≤ C(E |φn(0, t, x)|2r−1 + E |φ(0, t, x)|2r−1),
and due to the Girsanov’s theorem,
E |φn(0, t, x)|2r−1 = E
[
|Bxt |2r−1 exp
[ ∫ t
0
bn(s,B
x
s )dB
x
s −
1
2
∫ t
0
b2n(s,B
x
s )ds
]]
≤ E |Bxt |4r−2 · E exp
[
2
∫ t
0
bn(s,B
x
s )dB
x
s −
∫ t
0
b2n(s,B
x
s )ds
]
.
Thus, combining this with the uniform boundedness of the quantity (4.9),
sup
n
sup
0≤t≤T
E |φn(0, t, x) − φ(0, t, x)|2r−1 <∞.
Since we have already proved (4.10) for r = 1, the proof is completed. 
We now prove the main Theorem 4.4. As in Proposition 4.6, we first show the Sobolev
differentiablity of a solution Yt to the conjugated SDE (3.12). We introduce a refined notion
of the convergence, which depends on the exponent r. For given 1 ≤ r <∞, let us take sub-
intervals [T rk−1, T
r
k ]’s, a partition of [0, T ], on which the arguments in the proof of Theorem
4.2 are valid and the following two conditions hold:
‖b‖Lq,1([T rk−1,T rk ],Lpx) < min{K,C0}, (4.18)∥∥∥∇2uk∥∥∥
Lq,1([T rk−1,T
r
k ],L
p
x)
<
K√
4r(2r − 1) . (4.19)
Here, K = K(p, q, 0, 1) and C0 are constants from Remark 3.17 and Remark 3.11, respec-
tively. We say that smooth drifts bn r-converge to b provided that for each k,
bn → b in Lq,1([T rk−1, T rk ], Lpx). (4.20)
Note that due to the conditions (4.18), (4.19), and the stability result Remark 3.11, we have
lim sup
n
∥∥∥∇2ukn∥∥∥
Lq,1([T rk−1,T
r
k ],L
p
x)
<
K√
4r(2r − 1) . (4.21)
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For T rk−1 ≤ t ≤ T rk , let us define Y n,kt (y) := Φkn(t,Xnt ) to be a solution to the conjugated
SDE (3.12) starting from y at t = T rk−1.
Proposition 4.7. For each r ∈ [1,∞), suppose that smooth drifts bn r-converges to b in
the sense of (4.20). Then, for each k, the quantity
sup
T rk−1≤t≤T
r
k
sup
y∈Rd
E |∇Y n,kt (y)|r
is uniformly bounded for all sufficiently large n.
Proof. We follow the argument in [14, Lemma 5]. Without loss of the generality, let us
consider the case T rk−1 = 0 and T
r
k = T
r
1 , and use the simplified notations un := u
1
n,
Φn := Φ
1
n, Y
n := Y n,k. Differentiating (3.12), we obtain
d(∇Y nt ) = [∇2un(t,Φ−1n (t, Y nt ))∇Φ−1n (t, Y nt )∇Y nt ]dBt.
Using the Itô’s formula,
d|∇Y nt |2r ≤ 4r(2r − 1)|∇Y nt |2r|∇2un(t,Φ−1n (t, Y nt )|2dt+ Znt dBt (4.22)
for some process Znt satisfying
|Znt | ≤ C|∇2un(t,Φ−1n (t, Y nt ))||∇Y nt |2r (4.23)
for some universal constant C. Here, we used the fact that
∥∥∇Φ−1n ∥∥L∞t,x < 2 (see Proposition
3.12). If we define an auxilary process At via
dAnt = |∇2un(t,Φ−1n (t, Y nt ))|2dt,
then by (4.22), we have
d(exp[−4r(2r − 1)Ant ]|∇Y nt |2r) ≤ exp[−4r(2r − 1)Ant ]Znt dBt. (4.24)
Let τl be a stopping time defined by
τl = inf{0 ≤ t ≤ T r1 | |∇Y nt | > l},
and τl = T
r
1 if the above set is empty (τl depends on n, but we drop the index n to alleviate
the notation). Integrating (4.24) in t and then taking the expectation, we have
E
[
exp[−4r(2r − 1)Ant∧τl ]|∇Y nt∧τl |2r
] ≤ dr + E ∫ t
0
exp[−4r(2r − 1)Ans ]Zns 1s≤τldBs (4.25)
since ∇Y n0 = I (recall that | · | denotes a Hilbert-Schmidt norm). Note that according to
Lemma 3.16 and (4.23), for each l,∫ t
0
E
[
exp[−4r(2r − 1)Ans ]Zns 1s≤τl
]2
ds ≤ C2l4r
∫ t
0
E |∇2un(t,Xnt )|2ds <∞.
This implies that the second term of RHS in (4.25) is equal to zero. Thus, thanks to Fatou’s
lemma and (4.25),
E
[
exp[−4r(2r − 1)Ant ]|∇Y nt |2r
] ≤ lim inf
l→∞
E
[
exp[−4r(2r − 1)Ant∧τl ]|∇Y nt∧τl |2r
] ≤ dr.
Using the Hölder’s inequality,
E |∇Y nt |r ≤
[
E exp[−4r(2r − 1)Ant ]|∇Y nt |2r
] 1
2
[
E exp[4r(2r − 1)Ant ]
] 1
2
≤ d r2 E
[
exp[4r(2r − 1)Ant ]
] 1
2 .
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Due to the conditions (4.18) and (4.21), for all sufficiently large n, the quantity
E exp[4r(2r − 1)AnT r
1
] = E exp
[
4r(2r − 1)
∫ T r
1
0
|∇2un(s,Xns )|2ds
]
is uniformly bounded (see (3.18) in Remark 3.17). This concludes the proof. 
Proof of Theorem 4.4. Fix r ∈ [1,∞) and then choose a partition [T rk−1, T rk ] of [0, T ] satisfy-
ing (4.5), (4.6), (4.18), and (4.19). Let us choose a smooth approximation bn to b satisfying
the following two conditions;
(i) bn converges to b in L
q,1([T rk−1, T
r
k ], L
p
x) for each k,
(ii) the following quantity is uniformly bounded in n:
sup
t∈[0,T ],x∈Rd
E exp
[
2
∫ t
0
bn(s,B
x
s )dB
x
s −
∫ t
0
b2n(s,B
x
s )ds
]
. (4.26)
It is possible to choose such approximation once we recall the proof of Lemma 3.15 and
Proposition 3.4. For all sufficiently large n,
sup
0≤t≤T
sup
x∈Rd
E |∇φn(0, t, x)|r
is uniformly bounded due to Proposition 4.7, semigroup property, and the uniform bound-
edness of ∇Φn, ∇Φ−1n . Thus, for any t ∈ [0, T ], there exist a random field Ψ such that
∇φn(0, t, ·) ⇀ Ψ weak-* in L∞(Rd, Lr(Ω))
up to an appropriate subsequence. From this, we will show that φ(0, t, ·) is almost surely
weakly differentiable, and its weak derivative is Ψ. For any test function ϕ ∈ C∞c (Rd) and
random variable Z ∈ L∞(Ω),
E
[( ∫
Rd
Ψϕ(x)dx
)
Z
]
= lim
n→∞
E
[( ∫
Rd
∇φn(0, t, x)ϕ(x)dx
)
Z
]
= − lim
n→∞
E
[( ∫
Rd
φn(0, t, x
)∇ϕ(x)dx)Z]
= −E
[( ∫
Rd
φ(0, t, x)∇ϕ(x)dx)Z]. (4.27)
Let us check the validity of the last line (4.27) of the above identities. Note that Theorem
4.5 implies that for each x ∈ Rd,
E[φn(0, t, x)∇ϕ(x)Z] → E[φ(0, t, x)∇ϕ(x)Z] (4.28)
as n→∞. Also, according to the Girsanov theorem and Hölder’s inequality, we have
|E[φn(0, t, x)Z∇ϕ(x)]| ≤ C E |φn(0, t, x)|
= C E
[
|x+Bt| · exp
[ ∫ t
0
bn(s,B
x
s )dB
x
s −
1
2
∫ t
0
b2n(s,B
x
s )ds
]]
≤ C
[
E |x+Bt|2
]1/2
·
[
E exp
[
2
∫ t
0
bn(s,B
x
s )dB
x
s −
∫ t
0
b2n(s,B
x
s )ds
]]1/2
. (4.29)
It is obvious that for any compact set K in Rd,
sup
x∈K
E |x+Bt|2 <∞.
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Since the quantity (4.26) is uniformly bounded in n and ϕ has compact support, from (4.29),
we obtain
sup
n
|E[φn(0, t, x)Z∇ϕ(x)]| ∈ L1(Rd).
Thus, (4.27) follows from (4.28) and the Lebesgue dominated convergence theorem.
Therefore, from (4.27), since Z ∈ L∞(Ω) is arbitrary, w-almost surely,∫
Rd
Ψϕ(x)dx = −
∫
Rd
φ(0, t, x)∇ϕ(x)dx
holds for any ϕ ∈ C∞0 (Rd). This immediately implies that the weak derivative of φ(0, t, ·)
is equal to Ψ. Since Ψ ∈ L∞(Rd, Lr(Ω)), we have
sup
x∈Rd
E |∇φ(0, t, ·)|r <∞.
This concludes the proof. 
Appendix A. Lorentz spaces and some lemmas
In this appendix, we recall some useful properties about the Lorentz spaces. Also, we
introduce some useful lemmas used frequently in this paper.
Definition A.1. (Lorentz spaces). A complex-valued function f defined on the measure
space (X,µ) belongs to the Lorentz space Lp,q(X, dµ) if the quantity
‖f‖Lp,q(X) := p
1
q
∥∥∥tµ(|f | ≥ t) 1p∥∥∥
Lq(R+, dt
t
)
(A.1)
is finite.
The concept of Lorentz spaces is introduced in [26]. These spaces can be regarded as
generalizations of the standard Lebesgue Lp(X, dµ) spaces. In the case when q = p, Lp,p
coincides with the standard Lp spaces, and when q = ∞, Lp,∞ coincides with the weak
Lp spaces. Lorentz spaces are quasi-Banach spaces in the sense that for some constant
c = c(p, q) > 1,
‖f + g‖Lp,q ≤ c(‖f‖Lp,q + ‖g‖Lp,q ) (A.2)
for any f, g ∈ Lp,q, and it is complete with respect to ‖·‖Lp,q . Also, Lorentz spaces can
be realized as a real interpolation of two Lp spaces: for the exponents 1 < p, p1, p2 < ∞,
0 < θ < 1, 1 ≤ q ≤ ∞ satisfying 1p = 1−θp1 + θp2 ,
[Lp1 , Lp2 ]θ,q = L
p,q,
where [·, ·]θ,q denotes the real interpolation (see [5] for details).
Remark A.2. From the definition of Lorentz spaces, we can easily check that the following
property holds: if p <∞, then for any ǫ > 0, there exists δ > 0 such that
‖f‖Lp,q(A) < ǫ
for all measurable set A ⊆ X satisfying µ(A) < δ. Also, one can check that for any two
disjoint measurable sets A,B ⊆ X and f ∈ Lp,q(X),
‖f‖Lp,q(A) + ‖f‖Lp,q(B) ∼p,q ‖f‖Lp,q(A∪B) .
The following lemma is used to prove Proposition 3.9.
Lemma A.3. Let us denote P (t, x) by the standard heat kernel. Then, ∇P ∈ Lq,∞(R, Lpx)
for any exponents p, q ∈ (1,∞) satisfying 2q + dp = d+ 1.
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Proof. Note that∣∣∣Dxj ( 1
td/2
e−|x|
2/4t)
∣∣∣ = ∣∣∣xj
2t
1
td/2
e−|x|
2/4t
∣∣∣ ≤ |x|
2t(d+2)/2
e−|x|
2/4t.
Therefore, using the condition 2q +
d
p = d+ 1, for some constant C = C(p, q),
‖∇P‖Lq,∞t (Lpx) ≤
∥∥∥∥∥
∥∥∥∥ |x|2t(d+2)/2 e−|x|2/4t
∥∥∥∥
Lpx
∥∥∥∥∥
Lq,∞t
= C
∥∥∥∥∥ t
(p+d)/2p
2t(d+2)/2
∥∥∥∥∥
Lq,∞t
= C
∥∥∥∥12 t−1/q
∥∥∥∥
Lq,∞t
<∞.

There are counterparts of the Hölder’s and Young’s inequalities for the Lorentz spaces.
Hölder’s inequality for the Lorentz spaces claims that for 1 ≤ p1, p2, p <∞ , 0 < q1, q2, q ≤
∞ satisfying 1p = 1p1 + 1p2 and 1q = 1q1 + 1q2 ,
‖fg‖Lp,q(X,dµ) ≤ C(p, q, p1, q1, p2, q2) ‖f‖Lp1,q1 (X,dµ) ‖g‖Lp2,q2 (X,dµ) .
O’Neil’s convolution inequality [28] claims that for 1 < p1, p2 <∞, 0 < q1, q2 <∞ satisfying
1 + 1p =
1
p1
+ 1p2 and
1
q =
1
q1
+ 1q2 ,
‖f ∗ g‖Lp,q(Rd,dx) ≤ C(p, q, p1, q1, p2, q2) ‖f‖Lp1,q1 (Rd,dx) ‖g‖Lp2,q2 (Rd,dx) .
One can extend the O’Neil’s convolution inequality to the mixed-norm Lorentz spaces. We
in particular consider the case p = q =∞ for our purposes (see Proposition 3.9):
Proposition A.4. Suppose that p1, p2, q1, q2 ∈ (1,∞) and r1, r2, s1, s2 ∈ [1,∞] satisfy
1
p1
+ 1p2 =
1
q1
+ 1q2 = 1 and
1
r1
+ 1r2 =
1
s1
+ 1s2 = 1. Then, for any f ∈ Lq1,r1(R, Lp1,s1(Rd))
and g ∈ Lq2,r2(R, Lp2,s2(Rd)),
‖f ∗ g‖L∞t,x ≤ C(p1, p2, q1, q2, r1, r2, s1, s2) ‖f‖Lq1,r1t (Lp1,s1x ) ‖g‖Lq2,r2t (Lp2,s2x ) .
Proof. Note that
|f ∗ g|(t, x) ≤
∫
R
∫
Rd
|f(s, y)g(t− s, x− y)|dyds = ‖f(·, ·)g(t − ·, x− ·)‖L1t (L1x) .
Since ‖g‖Lq2,r2t (Lp2,s2x ) is invariant under the operations g(·) 7→ g(c + ·) and g(·) 7→ g(−·), it
suffices to prove that
‖fg‖L1t,x ≤ C ‖f‖Lq1,r1t (Lp1,s1x ) ‖g‖Lq2,r2t (Lp2,s2x ) .
Using Hölder’s inequality for the Lorentz spaces, we obtain
‖fg‖L1t,x =
∫
R
∫
Rd
|f |(t, x)|g|(t, x)dxdt
≤ C
∫
R
‖f(t, ·)‖Lp1,s1x ‖g(t, ·)‖Lp2,s2x dt ≤ C ‖f‖Lq1,r1t (Lp1,s1x ) ‖g‖Lq2,r2t (Lp2,s2x ) .

We need a slight extension of the standard Banach fixed point theorem to the quasi-
Banach spaces, since the Lorentz spaces are quasi-Banach spaces.
Proposition A.5. Suppose that X is a quasi-Banach space, and for some c > 1,
‖x+ y‖ ≤ c(‖x‖+ ‖y‖)
hold for any x, y ∈ X. Also, assume that for some θ > 0 satisfying cθ < 1, a map T : X → X
satisfy that for any x, y ∈ X,
|T (x)− T (y)| ≤ θ|x− y|.
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Then, T has a unique fixed point.
Proof. The proof of Proposition A.5 is similar to the standard proof of Banach fixed point
theorem. Choose an arbitrary x0 ∈ X and let us define xn := T (xn−1) inductively for n ≥ 1.
It is obvious that
d(xn+1, xn) ≤ θnd(x1, x0).
Using a quasi-norm property of X, for any m > n,
d(xm, xn) ≤ cd(xm, xn+1) + cd(xn+1, xn)
≤ c2d(xm, xn+2) + c2d(xn+2, xn+1) + cd(xn+1, xn)
≤ · · ·
≤ cm−(n+1)d(xm, xm−1) +
m−(n+1)∑
k=1
ckd(xn+k, xn+k−1)
≤
[
cm−(n+1)θm−1 +
m−(n+1)∑
k=1
ckθn+k−1
]
d(x1, x0)
< ((cθ)m−1c−n + (1− cθ)−1c−(n−1))d(x1, x0).
This implies that {xn} is a Cauchy sequence, thus it converges to a limit x∗ in X since
(X, d) is complete. Since T is continuous, we can readily check that x∗ is a fixed point.
Uniqueness is obvious. 
Now, we introduce some useful lemmas used in the paper.
Proposition A.6. Let us denoteM by the Hardy-Littlewood maximal function. Then, there
exists a constant N = N(d) such that the following property holds: for any u ∈ C∞(Rd)
and x, y ∈ Rd,
|u(x) − u(y)| ≤ N |x− y|(M|∇u|(x) +M|∇u|(y)).
The last proposition is a useful criteria to derive a global bijectivity of the map, which is
called the Hadamard lemma (see [29, Theorem V.59]).
Proposition A.7. Suppose that a Ck(k ≥ 1) map F : Rd → Rd satisfies the following
properties:
(i) ∇F (x) is non-singular for every x ∈ Rd,
(ii) lim|x|→∞ |F (x)| =∞.
Then, F is a Ck diffeomorphism from Rd to itself.
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