ABSTRACT
INTRODUCTION
The first step in road safety improvement process is the identification of black-spots [1] . In a road network, if accident experience of a point or a segment is higher than the other segments of the network, most probably, the reason are the road and/or environmental conditions in that point or segment. Places like these are called accident-prone locations (also called hot spots, black spots, hazardous locations, sites with promise, risky sections, etc.).
There are two classic approaches for determining accident-prone locations. One is based on the observed number of crashes, and the other is based on regression analyses [2] . As Miranda-Moreno et al. [3] stated, the raw risk estimators have several limitations as discussed in a number of studies [4, 5] . Specifically, a ranking method relying on raw accident rates may produce large numbers of misclassifications (e.g. selecting relatively safe locations as accident-prone ones or vice versa) due to the random variation of traffic accidents from year to year [4, 6, 7, 8] . False positives (observation of elevated crash frequencies at a relatively safe site) lead to investment of public funds with little to no safety benefits. On the other hand, false negatives (an unsafe site that does not reveal elevated crash frequencies) lead to missed opportunities for effective safety investments [8] .
Statistical models, such as Poisson or negative binomial regression models, have been employed to analyse vehicle accident frequency for many years. However, these models have their own model assumptions and pre-defined underlying relationship between dependent and independent variables. If these assumptions are violated, the model could lead to erroneous estimation of accident likelihood [9] . Recently some researchers have proposed 'distribution free' methodologies for the analysis of crash data. No inherent assumptions about the distribution of the crash frequency data are needed to apply these techniques, which are essentially driven by observed data. These data-driven techniques are powerful data analysis tools [10] .
Many alternative ranking methods have been proposed for accident-prone location identification. Geurts and Wets [11] prepared a literature review about methods and techniques that are used to analyse black spots and black zones.
Elvik [12] studied the variables and methods used to identify hazardous road locations in eight European countries. The countries are Austria, Denmark, Flanders (the Flemish speaking region of Belgium), Ger-F. Yakar: Identification of Accident-Prone Road Sections by Using Relative Frequency Method many, Hungary, Norway, Portugal and Switzerland. It is stated that most of the approaches used in the countries surveyed were primitive and are likely to involve substantial inaccuracies. Most operational definitions of hazardous road locations were found: (1) not to refer to any population of similar sites, (2) to rely on a sliding window approach, and (3) identify hazardous road locations in terms of the recorded number of accidents.
Kwon et al. [13] evaluated the performances of three different methods for segmenting freeway sites to identify high collision concentration locations: Sliding Moving Window, Peak Searching and Continuous Risk Profile. For each of these three methods, the traffic collision data were used to estimate the excess expected average crash frequency with Empirical Bayes adjustment and the resulting lists were compared with the previously confirmed high collision concentration locations (or hot spots). The findings revealed that the Continuous Risk Profile method has the lowest false positive.
Montella [14] compared seven commonly applied Hot Spot Identification methods (crash frequency, equivalent property damage only crash frequency, crash rate, proportion method, empirical Bayes estimate of total-crash frequency, empirical Bayes estimate of severe-crash frequency, and potential for improvement) against four evaluation variables (the site consistency test, the method consistency test, the total rank differences test, and the total score test). He concluded that the empirical Bayes method should be the standard in the identification of hotspots.
Cheng and Washington [8] used experimentally derived simulated data, and evaluated three hot spot identification methods observed in practice (simple ranking, confidence interval, and Empirical Bayes) in terms of percent false negatives and positives. Also, the effects of crash history duration are assessed. The results illustrate that the Empirical Bayes technique significantly outperforms the ranking and confidence interval techniques. False positives and negatives are inversely related, and three years of crash history appears, in general, to provide an appropriate crash history duration.
Qin et al. [2] stated that crash data often have skewed distributions and exhibit substantial heterogeneity. Changes at mean level do not adequately represent patterns present in the data and used quantile regression technique for identifying intersections with severe safety issues. They suggested that relative to other methods, quantile regression yields a sensible and much more refined subset of risk-prone locations.
Ghaffari et al. [1] compared the reliability analysis method with the commonly implemented Frequency and Empirical Bayesian methods using simulated data in identification of black -spots. The results indicated that the traditional methods can lead to an inconsistent prediction due to their inconsider¬ation of the variance of the number of crashes on each site and their dependence on the mean of the data.
Pirdavani et al. [15] developed a model to prioritize accident hotspots by using Multiple Criteria Decision-Making method, when traffic accident data are not available. The model is validated against an existing database of road sections and a sensitivity analysis is carried out on the proposed method.
Sadeghi et al. [16] represented a method to identify and prioritize accident-prone sections, which incorporates the segmentation procedure into data envelopment analysis technique.
In Turkey, the method used by General Directorate of Highways (GDH) for identifying black spots is called Rate-Quality-Control Method. This method is a statistical method and consists of calculating three different parameters (accident rate, accident frequency, and severity index) for each one kilometre long road section. Each of these values is compared with a critical value and if a certain road section has higher values than the critical ones for all these three parameters, the section is considered a black spot. This method is highly dependent on accident numbers, which can fluctuate from year to year and may lead to misclassifications. Also, the selection of the critical values are subjective judgments.
In internationally recognized iRAP methodology [17], the information taken from the road and the surroundings by a specially equipped vehicle is then analysed to assess the infrastructure risk factors. Star Rating Scores for road segments are calculated by using values taken from the tables. These tables were created by using previous studies and valid for all roads. On the basis of this analysis, the appropriate action plans are determined, in order to improve road safety [18] .
In this study, Relative Frequency Method (RFM) (also called frequency ratio method, likelihood-frequency ratio method, likelihood ratio method, probabilistic-based frequency ratio method, etc.) is suggested for accident-prone road section determination. Road sections are the units of analysis in this method: Relative hazardousness of road sections are identified with respect to other sections of the road.
In this method, the number of accidents or accident rate is not used directly; instead, a relationship between accident number and environmental properties of road sections is established and this relationship is used for accident-prone road section identification. Thus, limitations of raw risk estimators (producing large numbers of misclassifications due to the random variation of traffic accidents from year to year) are minimized. Besides, by using accident history together with environmental properties of the road, the effect of local conditions (rules and regulations of the place, characteristics and traffic culture of the local people, etc.) to accident proneness of the road can be reflected better. Moreover, contrary to some statistical mod-els such as Poisson or negative binomial regression, no inherent assumptions about the distribution of the accident data are needed to apply this method. One other advantage of the method is its simplicity: It is not necessary to use a special statistics software or deep knowledge of mathematics or probability. Even a simple calculator or an excel sheet is adequate to apply this method. Detailed information about RFM is given in Section "2.2. Relative Frequency Method".
MATERIALS AND METHODS

Study area and data
The study is conducted on 22 km (11 km west -east and 11 km east-west direction) long segment of D10 State Highway (generally known as Black Sea Coastal Highway), that is passing through Arsin and Yomra counties of Trabzon province of Turkey.
In Turkey, any accident involving deaths or injuries is officially reported and its location is recorded. This is not the case for material damage only accidents. Hence, the accidents under study are limited to those with deaths and/or injuries.
In the study, the data about accidents were obtained by one by one investigation of Traffic Accident Reports of 132 accidents with death and/or injury, belonging to 22 km study area for the years 2006-2010.
It is very important to determine the study period. From a purely statistical point of view, it is favourable to have as many accidents as possible. On the other hand, there should not be any changes at the spot (traffic flows or behaviour, geometry or surface, etc.) during the study period. This limits the size of the time -period. For these reasons, the length of the period used to identify black spots varies from 1 to 5 years and a period of 3 years is frequently used [12, 8] . In this study, since accident numbers are not so high in the study area, a 5-year period was used in order to obtain a balance between having a long period for getting many accidents and a short period so that the spot is not changed too much.
Only properties related to road itself and its environment were handled in the study. Other properties related to drivers, vehicles, weather conditions and time of the day were not handled. The properties of road and its environment were summarized from both inventory files of GDH, which is the responsible institution, and Traffic Accident Reports. These data are then confirmed by on-site investigation.
The study showed that road and environment properties may be different for each direction of the divided highway. For example, if there is a merging road in one direction, it only affects that direction and does not affect the other one. Therefore, in this study, each direction of the divided road was handled as a different road segment. Accident-prone location determination studies should use as many factors as possible that are known to influence road safety. At the beginning of the study 17 variables were planned to be used. However, when data were collected, it was seen that the effect of some of these variables (road type, lighting conditions, sidewalk existence, shoulder existence, type of the pavement, lane width, speed limit, and the number of lanes) on accident occurrence cannot be observed in this study area, since variable value is the same for all along the road. These variables were cancelled and the remaining nine variables that are listed in the second column of Table 1 were used in the study. In this table, the first column shows the variable number, and the third column shows the possible values for the variables. The fourth and fifth columns are used in the calculation of RF values given in the last column. These last three columns are explained in the next section (Section 2.2. Relative Frequency Method (RFM).
The determination of the section length is very important in accident-prone location determination studies. Use of a constant length is almost compulsory because the interpretation of accident data would be more complicated for sections of variable length. On the other hand, there is no clear indication of what the best length of a dangerous road segment should be, nor or whether an optimal length can be defined [11] . If the selected section length is too long, it will be hard to ensure homogeneity in the sections. On the other hand, if the selected section length is too short, the precision of the location data may become inadequate. All of these subjects should be simultaneously taken into consideration in determination of the section length. In this study, the section lengths were decided as one km long at the beginning. However, the difficulty of ensuring the homogeneity of the section properties along 1 km was realized and this length was decided to be shortened. Then, a trial was made with a 100 m section length, but this time it was found that the precision of location data makes it impossible. Consequently, 500 m section length was chosen as an optimum length which can both ensure the section homogeneity and take into account the location data precision.
The total length of the road under study is 22 km and when this length is divided by 500 m long sections, a total of 44 sections was obtained. The sections 1 to 22 were on the west-east direction and 23 to 44 were on the east-west direction. The values of the variables on these sections as well as the number of accidents in these sections are given in Table 2 (due to lack of space, only a small portion of that table is given). For example, on the first section, the value for the first variable (first variable is settlement variable) is 1, which indicates that this section is passing through a settlement area (as it can be seen from the third column of Table 1 ). 
Relative Frequency Method (RFM)
The RFM is an easily applied probability model, and it is widely used especially in landslide susceptibility mapping literature [19, 20, 21, 22, 23, 24] . The main assumption of these studies is "In general, it is necessary to assume that land slide occurrence is determined by land-slide-related factors, and future landslides will occur under the same conditions as past landslides" [25] . This model uses ratios of the area where the landslide occurred to the total area, normalized to have an average value of one. A ratio above one indicates a relatively higher correlation between a parameter and the occurrence of a landslide in that area, whereas values less than one imply a lower correlation [19] . Similar to main assumption of these studies, it can be assumed that "traffic accident occurrence is determined by some road and environment related factors, and future traffic accidents will occur under the same conditions as past traffic accidents". Therefore, RFM method can be adapted for determination of accident-prone road sections. The steps of the study are as follows: 1) The first step is the determination of variables related to road itself and its environment, which may influence accident occurrence. A long list can be obtained from the past studies and technical reports. However, every variable found from literature cannot be used in every study due to several reasons. For example, data about a variable may not be available (due to any reason) or that variable may have the same value all along the road. Or, variables to be used may change according to the type of the road (for example, one of the most important variables for a road passing through settlements may be the existence of pedestrian facilities, whereas this variable will not have any meaning for an access controlled road). Therefore, variables should be determined carefully for each study. The possible values of each variable (that is, variable classes) should also be defined carefully. 2) The second step is the determination of sections.
Ensuring that the comparison is possible, the section lengths should be equal. The subjects that should be taken into consideration while determining the section lengths were discussed in section "2.1. Study area and data". After determining the section length, beginning from the first point and adding the section length each time, the sections should be determined and numbered. 3) The third step is the determination of section properties. For each section, the value of variables should be determined. For example, while evaluating "the horizontal curvature" variable (2 nd variable, as seen in Table 1 ), the values of this variable (1-straight, 2-slight curve, 3-sharp curve with fences, 4-sharp curve without fences) should be determined for all sections. For this purpose, the inventory files of GDH, Traffic Accident Reports, or field surveys may be used. 4) In the fourth step, a threshold is determined and sections having more accidents than this threshold are defined as "section with accident". The determination of this threshold is explained in Section "2.2.1. Determination of accident threshold and the number of risk classes". 5) In the fifth step, relative frequencies of variable classes are calculated by using the formula in Equation 1.
where: RF -relative frequency of variable class; A -the number of "sections with accident" belonging to related class of a variable; B -the total number of "sections with accident"; C -the number of sections belonging to the related class of a variable; D -the total number of sections.
The B and D values in the formula are the same for all of the variables: D is determined in the second step, and B is determined in the fifth step. However, C and A values should be calculated separately for each class of different variables. The relative frequency values calculated by Equation 1 represent the relative contribution of that class to the accident occurrence. Relative frequencies higher than 1 mean high correlation and relative frequencies lower than 1 mean low correlation. 6) By adding relative frequency values for all variables, the total relative frequency values are obtained for each section. The total relative frequency value of a section represents relative accident risk of that section: the higher the total relative frequency value, the higher is the accident risk. 7) After calculating the total relative frequency values for all sections, the task is to determine the accident-prone sections. This decision should be made by creating risk classes according to total relative frequencies of the road under investigation. Sections may be divided into two groups: "accident-prone" and "relatively safe" sections. Similarly, risk classes 3, 4, or 5 may also be created. Determining the number of classes is explained in detail in Section "2.2.1. Determination of accident threshold and the number of risk classes".
The range (the difference between maximum and minimum total relative frequency values) is divided by the number of risk classes in order to find the risk class widths. According to this width, a table of risk classes is created. By using this table, the risk class of each section is determined. The sections corresponding to the first class are determined as accident-prone sections.
Determining the accident threshold and the number of risk classes
Accident threshold is the threshold that determines whether a section is defined as a "section with accidents" or a "section without accidents". It is not possible to determine an accident threshold that will F. Yakar: Identification of Accident-Prone Road Sections by Using Relative Frequency Method be valid for all studies. Instead, this threshold should be determined according to the data period length and the properties of the road handled. For example, this threshold may be determined as 2 for a study using a data period of one year, whereas a threshold may be determined as 6 if the data period is three years. Similarly, this threshold will be high on the roads with high AADT value, since the number of accidents will be higher on these roads.
The number of risk classes has also great influence on the results. In the study, the sections may be divided into two, as "accident-prone" and "relatively safe" ones; however, depending on the aim of the study, more than two classes (3, 4, 5, or more) may also be used (for example, if 5 classes are used, the sections can be identified as very risky -little risky -neutrallittle safe -safe).
According to the different values of the above-explained two factors, several combinations may come out. These combinations are given in the second and third columns of Table 3 (due to the lack of space, a part of the table is not given). In order to determine the best combination, the sensitivity and specificity values, which are explained in section 2.2.2, should be calculated.
Calculation of sensitivity and specificity
Sensitivity and specificity are statistical measures of the performance of a binary classification test, also known in statistics as "classification function". There are four possible results of a test (Table 4) . Positive (Accident-prone) TP (3) FP (7) Negative (Relatively safe)
In Table 4 : TP (True Positive) -Actually "accident-prone", test result is also "accident-prone";
FP (False Positive) -Actually "relatively safe", but test result is "accident-prone"; FN (False Negative) -Actually "accident-prone", but test result is "relatively safe"; TN (True Negative) -Actually "relatively safe", test result is also "relatively safe". Sensitivity (also called the true positive rate) measures the proportion of actual positives which are correctly identified as such.
Specificity (sometimes called the true negative rate) measures the proportion of negatives which are correctly identified as such.
A perfect predictor would be described as having 100% sensitivity and 100% specificity; however, theoretically it is very rare. Therefore, the test method is better if it has high sensitivity and specificity values. In this study, the sum of these two measures (the last column in Table 3 ) is used for the selection of the best combination.
Performance of the method
One of the methods that can be used to measure the performance of the results is the simple overlaying method. Ayalew et al. [26] used this method in order to measure the performance of their landslide sensitivity map created by using logistic regression technique. In their study, they overlaid the sensitivity map by landslide inventory map and investigated how many "cells with landslide" are present in each of their sensitivity map classes. They stated that, in high performance studies, it is desired that the percent of cells identified as "risky cells" should be as low as possible, whereas the percent of the landslide coinciding with these cells should be as high as possible.
If the same approach is adapted to this study, the number of sections in each of the risk classes and the number of accident-prone sections in these risk classes can be determined in order to measure the perfor- mance of the method. In high performance studies, it is desired that the percent of sections identified as "accident-prone" should be as low as possible whereas the percent of the "sections with accidents" coinciding with these sections should be as high as possible. Results are given in Section "3. Results".
RESULTS
The procedure explained in section "2.2 Relative Frequency Method" was applied to the data. The variables and variable classes were determined and given in Table 1 . Then, sections were determined and given in Table 2 , and thus, the total number of sections (D value in Equation 1; for this study 44) was obtained. Then, the section properties were determined, that is, for each section, it was determined which class is valid for each variable and given in Table 2 (due to the lack of space, a part of the table is not given). The number of accidents occurred in those sections was also given in the last column of the same table (Table 2) .
Then, accident threshold and the number of risk classes were determined. For this purpose, sensitivity and specificity values, as well as their sums, were calculated for various combinations of accident threshold and the number of risk classes. These values were given in Table 3 . In this Table, the combination making the sum of sensitivity and specificity values maximum (1.83) was selected, which was the combination 33 (the accident threshold is 8 and the number of risk classes 2).
By using the selected accident threshold value of 8, "sections with accident" were determined from Table 2 . That is, sections having more than 8 accidents were identified as "section with accident", and these sections were written with bold characters in Table 2 . Thus, the total number of "sections with accident" (B value in Equation 1; for this study, 3) was obtained.
In the following step, the numbers of "sections with accident" belonging to each class of each variable (A values in Equation 1 ) and the number of sections belonging to each class of each variable (C values in Equation 1) were obtained from Table 2 . For example, for "horizontal curvature" variable (second variable, as can be seen from Table 1 ), the number of sections belonging to "slight curve" class (second class) will be denoted as C, and the number of "sections with accident" belonging to that class (slight curve class) will be denoted as A. A and C values, which are calculated for each class of each variable were given in the fourth and fifth columns of Table 1 . By using this numbers and Equation 1, the RF values of each class of each variable were calculated and given in the last column of Table 1 .
RF values were assigned to sections for all variables and the Total RF values were calculated for each section by adding all RF values. RF and Total RF values were given in Table 5 (due to the lack of space, a part of the table is not given).
After calculating the Total RF values for all sections, the range, that is, the difference between maximum and minimum total relative frequency values (18.44 -4.20 = 14.24) , is divided by the number of risk classes (for this study 2) in order to find the risk class width and by using this width, a table of risk classes is created ( Table 6) .
By using Table 6 , the risk class of each section is determined as shown in the last column of Table 5 . Ten sections corresponding to the first class are identified as "accident-prone". 
DISCUSSION
Traffic accident occurrence is determined by some road-and environment-related factors, and future traffic accidents will occur under the same conditions as past traffic accidents. With this assumption, the use of RFM in the determination of accident-prone road sections is investigated in this study. The RFM is widely used especially in landslide susceptibility mapping literature. Since the study area has two dimensions in landslide studies, the basic units are the cells with two dimensions. However, since the handled property is a linear engineering structure (can be assumed as one dimension) in this study, the basic units are the road sections with 1 dimension.
Contrary to many other accident-prone road section determination methods, no inherent assumptions about the distribution of the accident data are needed to apply this method.
The most important advantage of the method is its simplicity. It is not necessary to use a special software or deep knowledge of mathematics or probability. Even a simple calculator or an excel sheet may be adequate for the application. On the other hand, in order to speed up and ease the procedure, it may be beneficial to utilize a software in big studies having so many sections and so many variables. This study used a computer program that was prepared by using MATLAB software. By using this program, it becomes also possible to make several trials by changing the section lengths, the number of risk classes, or the accident threshold, very quickly.
In order to measure the performance of the method, the number of sections and the number of accident-prone sections in each of the risk classes were determined. As it can be seen from Table 6 , 10 out of 44 sections (22.72%) exist in the 1 st class (that is, accident-prone). On the other hand, 3 out of 5 "sections with accident" (60%) exist in the 1 st class. That is, a large percent of "sections with accident" was captured in a small percent of sections.
The sensitivity and specificity values were calculated as 1.00 and 0.83, respectively. The 1.00 value for sensitivity is a very good value and it reflects that the method identifies all of the "accident-prone" sections and there is no false negative. The 0.83 value for specificity is also a good value and it shows that the method has very strong ability to distinguish "relatively safe" sections.
CONCLUSION
It is possible to make use of the Relative Frequency Method in various ways. For example, accident-prone sections of a road can be identified very easily and quickly in order to determine the sections to be rehabilitated. The most useful property of the method is that, if accident data do not exist due to any reason for some part of the road, the method can be still used to identify accident-prone sections by using the road (and environmental) properties. In order to validate this property, a test was applied for measuring the performance of the method in cases where accident data are absent for some part of the road. In the test, accident data belonging to sections 15-19 were deleted and the method was applied to the remaining data. In this case, the combination making the sum of sensitivity and specificity values maximum (0.75 + 0.98 = 1.73) was the combination 22 (the accident threshold is 5 and the number of risk classes is 3) and for this combination, 26.52% of accidents were captured in 9.09% of sections.
Note that this property is valid for sections belonging to the same road. This method identifies the relatively risky sections of the road and can make comparisons only in the handled road sections. RF values obtained from different roads cannot be used to compare the accident-proneness of different roads.
This study dealt with accidents involving fatalities and injuries together, but in the future studies more weight can be placed on the accidents with fatalities by simply multiplying the number of accidents with fatalities with a number greater than 1. Also, the future studies may investigate the effect of section length, the effect of data period, or the effect of the number of classes.
