We define the class of sofic-Dyck shifts which extends the class of Markov-Dyck shifts introduced by Krieger and Matsumoto. The class generalizes also the class of shifts obtained by excluding words of fixed length from Dyck shifts. The class of sofic-Dyck shifts is a particular class of shifts of sequences whose finite factors are contextfree languages. We show that the class of sofic-Dyck shifts corresponds exactly to the class of shifts of sequences whose set of factors is a visibly pushdown language. We give an expression of the zeta function for this deterministic sofic-Dyck shifts.
Introduction
Shifts (or subshifts) of sequences are defined as sets of bi-infinite sequences of symbols over a finite alphabet avoiding a given set of finite factors (or blocks) called forbidden factors. Well known classes of shifts of sequences are shifts of finite type which avoid a finite set of forbidden factors and sofic shifts which avoid a regular set of forbidden factors. Sofic shifts may also be defined as labels of bi-infinite paths of a finite-state labelled graph where there are no constraints of initial or infinitely repeated states.
In [15] , [23] , [16] , Inoue, Krieger, and Matsumoto introduced and studied special classes of shifts of sequences characterized by a context-free language of factors. The simplest class is the class of Markov-Dyck shifts which generalizes the Dyck shifts. Factors of sequences of a Dyck shifts are factors of well parenthesized words.
Such shifts are accepted (or presented) by a finite-state graph equipped with the graph inverse semigroup. The graph can be considered as an automaton which operates over words over an alphabet which is partitioned into two disjoint sets, one for the left parenthesis, the other one for the right parenthesis. In [16] , Inoue and Krieger introduced an extension of Markov-Dyck codes by constructing shifts from sofic systems and Dyck shifts. Their class contains the Motzkin shifts.
In this paper, we introduce a larger class of context-free shifts: the shifts accepted by a finite-state automaton (a labelled graph) equipped with a graph semigroup (which is no more an inverse semigroup) and a set of pairs of matching edges. We call such structures Dyck-automata. The labelled graph is not necessarily local (or does not necessarily presents a shift of finite type) as for the case of Markov-Dyck shifts. The automaton operates over words over an alphabet which is partitioned into three disjoint sets of left parenthesis, also called call symbols, right parenthesis, also called return symbols, and internal symbols (for which no matching constraints are required).
We call these shifts sofic-Dyck shifts. We prove that this class is exacly the class of shifts of sequences whose set of factors is a visibly pushdown language of finite words. So these these shifts could also be called visibly pushdown shifts.
Visibly pushdown languages [1, 2] are embeddings of context-free languages which are rich enough to model many program analysis questions. They form a natural and meaningful class in between the class of regular languages and the class of context-free languages extending the parenthesis languages [27] , [21] , the braketed languages [13] , and the balanced languages [6] , [7] . Visibly pushdown languages are accepted by the so-called visibly pushdown automata. The class of these languages is moreover tractable and robust. For instance the intersection of two visibly pushdown languages is a computable visibly pushdown language.
In a second part of the paper, we give a formula for the zeta function of a sofic-Dyck shift accepted by a deterministic Dyck-automaton. The zeta function allows one to count the number of periodic points of a subshift. It is conjugacy invariant of a class of shifts. Two subshifts which are conjugate (or isomorphic) have the same zeta functions. The invariant is not complete and it is not known, even for shifts of finite type, whether the conjugacy is a decidable property [24] . The zeta function is also useful to derive a computation of the topological entropy of a shift which estimates the growth rate of the number of factors of a given size of the shift.
The formula of the zeta function of a shift of finite type is due to Bowen and Lanford [11] . Formulas for the zeta function of a sofic shift were obtained by Manning [25] and Bowen [10] . Proofs of Bowen's formula can be found in [24] and [5, 4] . An N-rational expression of the zeta function of a sofic shift has been obtained in [9] . See also [3] for an overview of zeta functions. Formulas for zeta functions of flip systems are given in [18] (for flip systems of finite type) and in [19] (for sofic flip systems). The zeta functions of the Dyck shifts were determined by Keller in [17] . For the Motzkin shifts where some unconstrained symbols are added to the alphabets of a Dyck shift, the zeta function was determined by Inoue in [15] . In [23] , Krieger and Marsumoto obtained an expression for the zeta function of a Markov-Dyck shift by applying a formula of Keller and with a clever encoding of periodic points of the shift.
In Section 5, we give an expression of the zeta function of a sofic-Dyck shift. The proof combines techniques used to compute the zeta function of a (non Dyck) sofic shift and of a Markov-Dyck shift. We implicitely use the fact the intersection of two visibly pushdown languages is a visibly pushdown language. We give an example of computation of the zeta function for a simple sofic-Dyck shift.
Shifts and zeta functions
We introduce below some basic notions of symbolic dynamics. We refer to [24, 20] for an introduction to this theory. Let A be a finite alphabet. The set of finite sequences or words over A is denoted by A * and the set of nonempty finite sequences or words over A is denoted by A + . The shift transformation σ on A Z is defined by
A subshift (or shift) of A Z is a closed shift-invariant subset of A Z equipped with the product of the discrete topology. If X is a shift, a finite word is allowed for X (or is a block of X) if it appears as a factor of some bi-infinite sequence of X. We denote by B(X) the set of factors (or blocks) of X and by B n (X) the set blocks of length n of X. Let F be a set of finite words over the alphabet A. We denote by X F the set of bi-infinite sequences of A Z avoiding each word of F . The set X F is a shift and any shift is the set of bi-infinite sequences avoiding each word of some set of finite words. When F can be chosen finite (resp. regular), the shift X F is called a shift of finite type (resp. sofic). When F can be chosen context-free, the shift X F is called a context-free shift.
A subshift X is irreducible (or transitive) if for any u, v ∈ B(X), there is a word w ∈ B(X) such that uwv ∈ B(X). A subshift X is primitive if there is a nonnegative integer n such that, for any u, v ∈ B(X), there is a word w ∈ B n (X) such that uwv ∈ B(X).
Let X ⊂ A Z , Y ⊂ A ′Z be subshifts and m, a be nonnegative integers. A map Φ : X → Y is called an (m, a)-local map (or an (m, a)-block map) if there exists a function φ : B m+a+1 (X) → A ′ such that, for all x ∈ X and any
A block map is a map which is an (m, a)-block map for some nonnegative integers (m, a). The block map is called proper if we have moreover Φ(x) i ∈ A (resp. A, I) whenever x i ∈ A (resp. A, I).
It is known from the Curtis-Lyndon-Hedlund theorem (see [14] ) that block maps are exactly the maps Φ : X → Y which are continuous and commute the shift transformation, i.e. such that σ(Φ(x)) = Φ(σ(x)) for all x ∈ X.
A property of subshifts which is invariant by conjugacies is called a conjugacy invariant.
The topological entropy of the subshift X is defined as
A positive integer p is said to be a period of a bi-infinite sequence x if and only if σ p (x) = x. The sequence x is said to be a periodic point of X of period p. Note that p may not be the smallest period of x. Denoting by p n the number of points of X of period n, the zeta function of X is defined as
We extend this definition to sets X of bi-infinite sequences which are not supposed to be shifts. The entropy and the zeta function are conjugacy invariants of subshifts (see [24] ). The zeta function is a stronger invariant.
Markov-Dyck shifts
The notion of Markov-Dyck shift was introduced in [22] and [26] (see also [23] ). It is a subclass of context-free shifts defined as follows. Let G = (Q, E, A) be a directed labelled graph on a finite alphabet A with a finite set of vertices Q and a (finite) set of edges E ⊂ Q × A × Q. Such a directed labelled graph is also called a finite automaton. We assume that all edges of E have distinct labels: (p, a, q), (p ′ , a, q ′ ) ∈ E implies p = p ′ and q = q ′ . We denote by A the alphabet (disjoint from A) {ā | a ∈ A}, and note B = (A, A). We denote by E = {(q,ā, p) | (p, a, q) ∈ E}. Let A = (Q, E ∪ E, B) be the finite automaton obtained with Q and the edges E and E.
The graph inverse semigroup S of G (see [29] ) is the semigroup generated by the set E ∪ E ∪ {x p | p ∈ Q} ∪ {0} with the following relations. 0s = s0 = 0 for s ∈ S, x p x q = 0 for p, q ∈ Q, p = q,
(p, x, q)(r, y, s) = 0, for p, q, r, s ∈ Q, q = r, x, y ∈ A ∪ A,
The semigroup S is an inverse semigroup since for any s ∈ S, there exists a unique element t ∈ S with sts = s and tst = t. When G has one state, the semigroup S is called the Dyck inverse monoid [28] . If π is a finite path of A, we denote by f (π) its image in the semigroup S. The Markov-Dyck shift X ⊂ (A ∪ A) Z is defined as the set of labels of biinfinite paths x of A such that each finite factor w = ((p i , x i , p i+1 )) ℓ≤i≤ℓ+n of x satisfies f (w) = 0 in S. We also say the the shift is accepted (or defined, or presented) by A. Let D k be the Dyck shift of parenthesis of k kinds. It is known that B 2n (D 0 k ) is C n k n , where C n is the Catalan number 1 n+1 2n n ≡ 4 n √ πn 3 (see for instance [12, Example 1.16] ). Thus the growth of B 2n (D k ) is roughly comparable to 4 n k n modulated by a subexponential factor. This implies that the topological entropy of D k is 1 + 1 2 log(k + 1) (see [22] ).
Sofic-Dyck shifts
4.1. Definitions. In this section, we define the class of sofic-Dyck shifts which generalizes the class of Markov-Dyck shifts. If A is a finite alphabet, we denote by A the alphabet {ā | a ∈ A} (disjoint from A). Let I be an alphabet distinct from A and A called the internal alphabet. We set B = (A, A, I). The letters of A are called call letters, the letters of B are called return letters, and the letters of I are called internal letters. Let A = (Q, E, B) be a directed labelled graph (or automaton) on a finite alphabet B with a finite set of vertices Q and a (finite) set of edges E ⊂ Q × B × Q. We say that A is deterministic if there is at most one edge of a given label and starting at a given state.
Let M be a set of pairs ((p, a, q), (r, b, s)) of edges of A with a ∈ A and b ∈ A. It is called the set of matched edges. We define the graph semigroup S associated to (A, M ) as the semigroup generated by the set
Note that X = (x pq ) p,q∈Q satisfies X 2 = X assuming that x pq + x pq = x pq . If π is a finite path of A, we denote by f (π) its image in the graph semigroup S. A finite path π of A such that f (π) = 0 is said to be admissible path of (A, M ) (or for A when M is understood). A finite word is admissible for (A, M ) if it is the label of some admissible path of (A, M ).
The sofic-Dyck shift X ⊂ B Z is defined as the set of labels of bi-infinite paths x of A such that each finite factor of x is admissible. The triple (A, M ) is called a Dyck-automaton. Note that there may exists in A several biinfinite paths having the same bi-infinite label, hence the terminology sofic. We say the sofic-Dyck shift is accepted (or defined, or presented) by the Dyck-automaton (A, M ), or the Dyck-automaton A, when P is understood. When M is the set of all pairs of edges ((p, a, q), (r,ā, s)) where a ∈ A, the Dyck-automaton is said to be strict and a sofic-Dyck shift accepted by such an automaton is called strictly sofic-Dyck.
Note that an admissible word may not be a block of X since an admissible word may not be extended to a bi-infinite sequence whose all factors are admissible.
Lemma 1. The sofic-Dyck shift X accepted a Dyck-automaton (A, M ) is exactly the set of bi-infinite sequences x such that each factor of x is an admissible word.
Proof. By definition, any factor of a bi-infinite sequence of X is admissible. The converse part is due to a classical compacity argument. Let x be a bi-infinite sequences such that each factor of x is an admissible word. Thus for any positive integer i, there is a path
which is admissible for (A, M ). There is an infinite number of these paths sharing the state at index 0. There is then an infinite number of them sharing the states at index k for k ∈ {−1, 0, 1}. Finally, for any positive number m, there is then an infinite number of them sharing the states p k at index k for −m ≤ k ≤ m. Let π be the infinite path (p k−1
Each finite factor of π is an admissible path of A and x is the label of π. Thus x ∈ X.
Proof. Let X be a sofic-Dyck shift defined by an automaton (A, M ) and its graph semigroup. Let F be the set of non admissible words for (A, M ). Then X = X F and thus X is a subshift.
Proposition 2. A strictly sofic-Dyck shift is accepted by a deterministic Dyck-automaton.
Proof. Let X be a strictly sofic-Dyck shift X is accepted by a Dyck-automaton (A = (Q, E, B), M ), where all a-edges are matched with allā-edges, for any a in A. If A is not deterministic, we can determinize it using the classical automata determinization. We build an automaton D = (P(Q), F, B) where P(Q), is the set of states of Q, and F is defined as follows. For each
pairs of a-edges andā-edges. We can finally recursively delete any state of D which has no incoming edge or no outgoing edge. By construction, the Dyck-automaton (D, M ′ ) is deterministic and accepts the same bi-infinite sequences as (A, M ). The proof is the same as the one for sofic shifts (see [24, Theorem 3.3 
.2]).
A general sofic-Dyck shift may not be accepted by a deterministic Dyckautomaton. We call deterministic sofic-Dyck shift a sofic-Dyck shift accepted by a deterministic Dyck-automaton. 
The pairs of matched edges of M ′ are ((1, a, 1), (1,ā, 1)), ((1, a, 1), (2,b, 2)), ((2, a, 2), (1,ā, 1)), ((2, a, 2), (2,b, 2)).
Example 2. Figure 2 shows two Dyck-automata accepting sofic-Dyck shifts which are not Markov-Dyck shifts.
4.2.
Visibly pushdown shifts. In this section we show that the class of sofic-Dyck shifts is the class of visibly pushdown shifts, i.e. the subshifts whose set of blocks are factorial extensible visibly pushdown languages.
The class of visibly pushdown languages of finite words can be described either by pushdown automata or by context-free grammars. We give below the grammar-based definition of these languages (see [2, Section 5] ). A context-free grammar over an alphabet B is a tuple G = (V, S, P ), where V is a finite set of variables, S ∈ V is a start variable and P is a finite set of productions of the form X → α such that X ∈ V and α ∈ (V ∪ B) * . The semantics of the grammar G is defined by the derivation relation ⇒ over (V ∪ B) * . If X → α is a production and β, β ′ are words of (V ∪ B) * , then βXβ ′ ⇒ βαβ ′ holds. The language accepted by the grammar G, denoted
A context-free grammar G = (V, S, P ) over B is a visibly pushdown grammar with respect to the partitioning B = (A, A, I) if the set V of variables is partitioned into two disjoint sets V 0 and V 1 , such that all the the productions in P are of one of the following forms
The variables in V 0 derive only well-matched words (i.e. where there is a one-to-one correspondence between symbols a and b matching a [1] ). The variables in V 1 derive words that can contain unmatched a ∈ A as well as unmatched b ∈ A. In X → aY bZ, the word generated by Y is a well-matched word and thus belongs to V 0 . If X is required to generate a well-matched word, then Y also. Let L be a language of finite words over a finite alphabet A. The language is extensible if for any u ∈ L, there are letters w, z ∈ A + such that wuz ∈ L. It is factorial if any factor of a word of the language belongs to the language.
If X is a subshift, B(X) is a factorial extensible language. Conversely, if L is a factorial extensible languages, then the set X(L) of bi-infinite sequences x such that any finite factor of x belongs to L is a subshift [24] . Proposition 3. Let X be a sofic-Dyck shift. Then B(X) is a visibly pushdown language. Conversely, if L is a factorial extensible visibly pushdown language, then X(L) is a sofic-Dyck shift.
Proof. Let X be the sofic-Dyck shift presented by (A = (Q, E, B), M ). Let G = (V, S, P ) the context-free grammar whose set of variables is S ∪ p,q∈Q (D 0 pq ∪ D 1 pq ∪ D + pq ) and with the following productions.
| δ pq ε with δ pq = 1 if p = q and 0 otherwise,
and finally
Words generated by D 0 pq are well-matched words labelling an admissible path of A going from p to q. Words generated by D 1 pq are not well-matched words labelling an admissible path of A going from p to q. Let u be a finite word of B * . We denote by bal(u) the difference between the number of letters of u in A and the number of letters of u in A. Words generated by D + pq are positive words labelling an admissible path of A going from p to q, i.e. words x such that for each nonempty prefix u of x, we have bal(u) > 0. Similarly, we call negative words finite words labelling an admissible path of A going from p to q, i.e. words x such that for each nonempty prefix u of x, we have bal(u) < 0.
In order to get the standard form of a visibly pushdown grammar, we replace each right part V of a production starting from S with the productions starting from V , we obtain a visibly pushdown grammar with respect to the partitioning B = (A, A, I) accepting the set of admissible words of A.
Since not all admissible words are blocks of X, we may have to remove some variables and productions to build a visibly pushdown grammar accepting the blocks of X.
We build a graph H left whose set of states is V and with the following edges. For each production Y → aZbT , we add an edge labelled by + from Z to Y and from T to Y . For each production Y → bZ, we add an edge labelled by + from Z to Y . We also build a graph H right whose set of states is V and with the following edges. For each production Y → aZbT , we add an edge labelled by + from Z to Y and an unlabelled edge from T to Y . For each production Y → bT , we add an unlabelled edge from T to Y . By construction, there is a path in H right with at least one labelled edge from T to Y if and only if, for any word u generated by T , there are words v ∈ B * , w ∈ B + such that the word vuw is generated by Y . There is path in H right from T to Y if and only if, for any word u generated by T , there are words v, w ∈ B * , such that the word vuw is generated by Y . Similar characterizations hold for H left . We remove from G the variables Y for which there is no path in H left going from Y to a cycling path containing a labelled edge and the variables Z for which there is no path in H right going from Z to a cycling path containing a labelled edge. The resulting grammar accepts exactly the blocks of X.
Conversely, let L be a factorial extensible visibly pushdown language generated by a visibly pushdown grammar G = (V, S, P ) over an alphabet B = (A, A, I). Without loss of generality, we may assume that any variable of V generates at least one word in B * . We define the gram-
where (Z, bT ) is a new variable, and then by adding, for each production Z → α, the production (Z, bT ) → α.
A variable (Z, bT ) belongs to V ′0 since Z belongs to V 0 . It is clear that G ′ generates the same language as G. For each variable Y of G ′ , we define the set final(Y ) of variables Z such that Z is the rightmost symbol in V of a derivation starting at Y (which may include Y itself) and such that Z generates the empty word. We define the finite Dyck-automaton (A = (Q, E, B), M ) whose set of states Q is the set of variables of G ′ . For each production Y → cZ of G ′ we add to E the edge Y c − → Z. For each production Y → a(Z, bT )bT of G ′ we add to E the edge (Y, a, (Z, bT )). For each variable U ∈ final(Z, bT ), we add to E the edge (U, b, T ) and set ((Y, a, (Z, bT )), (U, b, T )) ∈ M . Note that the label of any path going from some state (Z, bT ) to some state in final(Z, bT ) is admissible and wellmatched since Z ∈ V 0 .
Let X be the sofic-Dyck shift accepted by (A = (Q, E, B), M ). By construction any word x generated by G ′ is a word labelling an admissible path of A. Since L(G ′ ) is extensible, it is a factor of a bi-infinite word of the sofic-Dyck shift X. Thus x is a block of X.
Let us now show that any block x of X is a factor of a word generated by G ′ , and hence belongs to G ′ since L(G ′ ) is factorial. It is enough to show that x is factor of a word generated by some variable of G ′ . Let w be an admissible path in A labelling x. The claim is trivial if x is the empty word. Thus we may assume that x is nonempty. We prove by induction on the size of w that if w starts at a node Y ∈ V ′ , then x is a factor of a word generated by Y and, if w moreover ends at a node U ∈ final(Y ), that x is a generated by Y .
Let us first assume that x is well-matched. In the case w starts with (Y, a, (Z, bT )), we have w = (Y, a, (Z, bT ))((Z, bT ), w ′ , U )(U, b, T ), where U ∈ final(Z, bT ), (Z, bT ) ∈ V ′0 and the label x ′ of w ′ is well-matched. By induction we may assume that x ′ is generated by (Z, bT ). Since Y → a(Z, bT )bT is a rule of G ′ , x is a factor of word generated by Y . If T ∈ final(Y ), we moreover have x is generated by Y .
In the case w starts with (Y, b, Z) with b ∈ A or b ∈ I, Z ∈ V , we have w = (Y, b, Z)(Z, w ′ , Z ′ ) and w ′ is well-matched. By induction the label x ′ of w ′ is the factor of a word generated by Z. Since Y → bZ is a rule of G ′ , x is a factor of word generated by Y . If Z ′ ∈ final(Z), we have also Z ′ ∈ final(Y ) and x is a generated by Y .
The case where x is not well-matched is treated in a similar way.
When the rules in the third item defining a visibly pushdown grammar G are required to be of the form X → aYāZ with a ∈ A and Y ∈ X 0 and G satisfies
aZāT ′ ∈ P , the language generated by the grammar is said to be strictly visibly pushdown. The constraints on the above rules guaranty that the matched edges are all pairs of a-edges andā-edges for each a ∈ A in the corresponding Dyck-automaton. are productions of G. We change these productions into Proof. Let X be a sofic-Dyck shift. By Proposition 3, the set of blocks of X are generated by a context-free grammar which is furthermore computable Let m, a be nonnegative integers. We says that A is (m, a)-local if whenever two admissible paths (p i , a i , p i+1 ) −m≤i≤a , (q i , a i , q i+1 ) −m≤i≤a , of A of length m + a have the same label, then p 0 = q 0 . We says that A (or (A, M )) is local if it is (m, a)-local for some nonnegative integers m and a. Note that if A is deterministic local if there is a nonnegative integer m such that for any admissible word x of length m of A, all admissible paths of A labelled by x end in a same state (depending on x).
A finite-type Dyck shift is a sofic-Dyck shift presented by a local Dyckautomaton. Let Y be the sofic-Dyck shift accepted by A ′ . It is clear that Y is a finitetype Dyck shift since distinct edges of A ′ have distinct labels. We define a (0, 0)-block map Φ : Y → X with φ : B ′ → B. We set φ(a pq ) = a, By construction, φ extends to finite words and maps an admissible word for A ′ to an admissible word for A. Thus φ maps a block of X to a block of Y . Conversely, any admissible word for A is the image of admissible word for A ′ and thus any block of X is the image by φ of a block of Y . Thus Φ is onto. Figure 5 . The finite-type Dyck shift Y is accepted by the automaton (A ′ , M ′ ) pictured on the right part of Figure 5 . The (0, 0)-block map Φ is onto from Y to X.
Zeta function of sofic-Dyck shifts
In this section, we give an expression of the zeta function of a deterministic sofic-Dyck shift which extends the formula obtained by Krieger and Matsumoto in [23] for Markov-Dyck shifts. The proof of Krieger and Matsumoto is based on so called Markov-Dyck codes which encode paths of the directed graph. We use a similar encoding to compute the zeta functions of sofic-Dyck shifts.
As counting periodic points for sofic shifts is trickier than for shifts of finite type, counting periodic points of sofic-Dyck shifts is also trickier than for Markov of finite-type Dyck shifts.
Let X be a sofic-Dyck shift defined by a deterministic Dyck-automaton (A, M ) as in Section 4. We denote by D 0 pq the set of well-matched blocks of X labeling an admissible path going from p to q and by D 0 the set of well-matched blocks of X.
We generalize the notion of Markov-Dyck codes to sofic-Dyck codes. A sofic-Dyck code is a set C pq , for p, q ∈ Q, of finite words c labelling admissible paths going from p to q in an automaton (A = (Q, B, I), M ), such that c ∈ D 0 and for any strict prefix u of c, u / ∈ D 0 . Note that a word in C pq is nonempty. Words of C pq are called prime words of D 0 pq . We denote by M (resp. M ) the adjacency matrix of A restricted to labels in A (resp. A), i.e. M pq is the sum in A * of letters a such that there is an edge labelled by a from p to q. We denote by M * pq (resp. M * pq ) the set labels of paths of A labelled in A (resp. A) and going from p to q. It is well known that M * = (1 − M ) −1 and M * = (1 − M ) −1 when A is deterministic (and thus unambiguous).
We denote by C the matrix (C pq ) p,q∈Q whose coefficients are in B + . We denote by C + (resp. C − ) the matrix CM * (resp. the matrix M * C).
Let P C be the set bi-infinite paths in A denoted π = ((p i , c i , p i+1 )) i∈Z , where c i ∈ C p i p i+1 , and all shifts of these points. Note that if c i = x i,1 · · · x i,|c i | , where the x ij are letters, then (p i , c i , p i+1 ) denotes the path
In particular, this notation implies that the edge of index 0 of π is (p i,0 , x i,1 , p i,1 ). Let X C be the shift-invariant set containing all orbits of points x ⊂ B Z which are labels of bi-infinite paths of P C . Although X C is by definition shift-invariant, it is not a subshift in general since it may not be a closed subset of B Z . The shift invariant sets X C + , X C − are defined similarly.
We say that the matrix (X pq ) p,q∈Q , where each X pq is a set of nonempty words over B is circular if for all n, m ≥ 1 and x 1 ∈ X p 0 ,p 1 , x 2 ∈ X p 1 ,p 2 , . . . x n ∈ X p n−1 p 0 , y 1 ∈ X q 0 ,q 1 , y 2 ∈ X q 1 ,q 2 , . . . y m ∈ X q m−1 q 0 and p ∈ B * and s ∈ B + , the equalities sx 2 x 3 · · · x n p = y 1 y 2 · · · y m , x 1 = ps implies n = m p = ε and
Thus notion extends the notion of circular codes (see for instance [8] ). A stronger notion than circular codes is the following. We say that the matrix (X pq ) p,q∈Q , where each X pq is a set of nonempty words over B is strongly circular if for all n, m ≥ 1 and x 1 ∈ X p 0 ,p 1 , x 2 ∈ X p 1 ,p 2 , . . . x n ∈ X p n−1 p 0 , y 1 ∈ X q 0 ,q 1 , y 2 ∈ X q 1 ,q 2 , . . . y m ∈ X q m−1 q 0 and p ∈ B * and s ∈ B + , the equalities sx 2 x 3 · · · x n p = y 1 y 2 · · · y m , x 1 = ps implies n = m p = ε and
A weaker notion than the circularity is the following of code. We say that the matrix (X pq ) p,q∈Q , where each X pq is a set of nonempty words over B is a code if for all n, m ≥ 1 and x 1 ∈ X p 0 ,p 1 , x 2 ∈ X p 1 ,p 2 , . . . x n ∈ X p n−1 pn , y 1 ∈ X q 0 ,q 1 , y 2 ∈ X q 1 ,q 2 , . . . y m ∈ X q m−1 qm , the equality x 1 x 2 · · · x n = y 1 y 2 · · · y m implies n = m and
Proposition 6. Let A be an automaton. The sets (C pq ) p,q∈Q , (C + pq ) p,q∈Q , (C − pq ) p,q∈Q ) defined from A are circular codes. If A is local, they are strongly circular.
Proof. The proof is straightforward.
Lemma 2. Let u be a nonempty word and v a prefix of u with |v| < |u|. If u r v ∈ C pq for some p, q ∈ Q, r ∈ N, then either r = 0 or r = 1 and v = ε.
In order to count periodic points of sofic-Dyck shifts, we need some machinery similar to the one used to count periodic points of sofic shifts.
Let (A = (Q, E, B), M ) be a deterministic Dyck-automaton. Let (A ⊗ℓ be the labelled graph whose set of states is the set Q ⊗ℓ of all subsets of Q having ℓ elements. We fix an ordering on the states in each element of Q ⊗ℓ . Let P = (p 1 , . . . , p ℓ ), P ′ = (p ′ 1 , . . . , p ′ ℓ ) be two states of Q ⊗ℓ with p 1 < · · · < p ℓ and p ′ 1 < · · · < p ′ ℓ according to this ordering. There is an edge labelled by b from P to P ′ in A ⊗ℓ if and only if there are edges labelled by b from p i to q i for 1 ≤ i ≤ ℓ and (q 1 , . . . , q ℓ ) is an even permutation of P ′ . If the permutation is odd we assign the label −b. Otherwise, there is no edge with label +b or b from P to P ′ . The labelled graph A ⊗ℓ is an automaton on the alphabet
and with setting −a = −a. We define M ⊗ℓ as the set of pairs of edges ((p 1 , . . . , p ℓ ), a, (p ′ 1 , . . . , p ′ ℓ )), (r 1 , . . . ,
We say that a path of A ⊗ℓ is admissible if it is admissible when the signs of the labels are omitted.
We denote by C ⊗ℓ,P P ′ the set of signed words c labelling an admissible path in A ⊗ℓ from P to P ′ such that c ∈ D 0 and for any strict prefix u of c, u / ∈ D 0 . We denote by C ⊗ℓ the matrix (C ⊗ℓ,pq ) P,P ′ ∈Q ⊗ℓ whose coefficients are sums of signed words of B + . 5.1. Zeta functions of X C . For any language L of finite words in B * and denoting by L n the number of words of L of lengths n, the ordinary generating series of L is defined by
The coefficient of z n in a series g(z) is denoted by [z n ]g(z). If M = (M pq ) p,q∈Q is a matrix with coefficients in B * , then [M ] n denotes the matrix (M pq ∩ B n ) p,q∈Q and M (z) denotes the matrix (M pq (z)) p,q∈Q .
Denoting by p n the number of points of X C of period n, the zeta function of the invariant set X C is defined as
Proposition 7. Let r be the cardinality of Q. The zeta function of X C is
Proof. Since C is a circular code, we have
for all 0 ≤ i ≤ k, 1 ≤ s ≤ m, p (0,1) = p (k,m) , |c 1 | = j, |u| = n}, or, equivalently,
for all s such that 1 ≤ s ≤ m.}.
Let j be a fixed integer between 1 and n, let us show that
Note that u appears in trace(
for some integers k, m ≥ 0 and some states q 0 , · · · , q m = q 0 . Thus we can write
where c(u) ∈ Z.
We will show that c(u) = 1 for every u ∈ ([C] j [C k ] n−j ) q s−1 qs , 1 ≤ s ≤ m, q m = q 0 , k ≥ 0.
Suppose that u = c 1 · · · c k with c 1 ∈ [C] j,qs and c 2 · · · c k+1 ∈ [C k ] n−j,st . Note that if such a nonnegative integer k exists, it is unique since C is a code. Then there must be at least one subset of Q on which u acts as a permutation. If two subsets have this property, then does the union. Hence there is a largest subset P ⊆ Q on which u acts as a permutation. At this point we need a combinatorial lemma used in [24, Lemma 6.4.9] . We recall its proof for the sake of completeness.
In the following lemma, the notation π| R means the restriction of a permutation π to a set of states R and ε(π) is the signature of the permutation π. Proof of Lemma 3. Recall that P decomposes under π into disjoint cycles, say P 1 , · · · , P m . Thus each π| P i is a cyclic permutation and so
The nonempty sets R ⊂ P for which π(R) = R are exactly the nonempty unions of subcollections of {P 1 , · · · , P m }. Thus
Returning to the computation of the coefficient c(u) in Equation 1, let P be the largest subset of Q on which u acts as a permutation. The coefficient
Returning to the computation of ζ X C , we get function of X C for this automaton. We have C = C 11 C 12 C 21 C 22 , C ⊗2 = C (1,2), (1, 2) .
We have C 11 = aC * 11ā , C 22 = 0, C 12 = c, C 21 = c.
Hence
C 11 (z) = z 2 1 1 − C 11 (z) .
Thus C 11 (z) 2 − C 11 (z) + z 2 = 0. Since [z 0 ]C 11 (z) = 1, we get 
5.2.
Zeta functions of X C + and X C − . Since C + and C − are circular, the computation of the zeta function of ζ X C + and ζ X C − is the same as the computation of ζ X C . Thus
where H is C, C + or C − .
5.3.
Zeta function of X. Let x be a periodic point of X defined by an automaton A = (Q, E, B) with B = (A, A, I)). We call the positive part of A the automaton A + = (Q, E ′ , A) obtained by keeping only the edges labelled in A. Similarly the negative part of A is the automaton A − obtained by keeping only the edges labelled in A. We denote by Z + the sofic shift accepted by A + and by Z + the sofic shift accepted by A − . Proposition 8. Let x be a periodic point of X accepted by A. Let X C , X C + , X C − , Z + , and Z − defined as above. Then x is a periodic point of either X C , X C + , X C − , Z + , or Z − . Furthermore, periodic points of X C belong to both X C + and X C − .
Proof. Let us assume that a point x is equal to u ∞ = · · · uu · uu · · · , where u is conjugate to a well matched word, then x is a periodic point of X C . If x = u ∞ with u conjugate to a positive word, then x belongs either to X C + or to Z + . If x = u ∞ with u conjugate to a negative word, then x belongs either to X C − or to Z − .
Since periodic points of X C are counted in X C + and in X C − , the zeta function of the sofic-Dyck shift X is
We can now compute the zeta function of X. We get the following expression for ζ X .
Proposition 9. The zeta function of a sofic-Dyck shift accepted by an automaton A with codes C, C + , C − is given by the following formula. det(I − M ⊗ℓ (z)) (−1) ℓ = 1 1 − z .
We also have C + = CM * = C 11 c c 0 a * 0 0 ε = C 11 a * c ca * 0 ,
The same equality holds for C − . We finally get
Since ζ X (z) = exp n>0 p n n z n , we have ζ ′ X (z) ζ X (z) = exp n>0 p n z n−1 .
This allows us to recover the coefficients p n . On this example, a symbolic computation gives 0, 3, 5, 15, 29, 73, 149, . . as the first coefficents of (p n ) n≥0 .
