Introduction
Catch forecasts can be valuable to fishery administrators, fishermen, and fish processors. In this study the autoregressive structure of Atlantic menhaden catch data is examined and an autoregressive model is applied to forecast year ahead catches. The Atlantic menhaden fisher}' has been described in detail by Reintjes (1969) and Henr~ (1971) . The menhaden fishery is the largest U.S. fishery in terms of tons landed and it also is important economically. Schaaf and I luntsman (1972) have applied both a surplus production model and a dynamic pool model to the Atlantic menhaden fishery and they also have published data on catch and effort from 1941 to 1969. The catch data published by Schaat and Huntsman (1972) were used for the ttmc series znaIysis and for estimation ~f the parameters in the ~ut c,~ e,2.rcssivc model.
For time series analysis the catch sequence is considered as a realization of a set of jointly distributed random variables. A stochastic process is called an uutoregressive process if the weight of the catch at time t is a function of the catch at. previous periods of time. An autoregressive model can bc applied to make one-step ahead forecasts of catch and to calculate an error bound or confidence interval for the forecast.
Since time series forecasting requires only historical catch data, it has an advantage over methods also relying on effort data since measures of catch are usually more accurate and more readily available than measures of fishing effort. Effort for the menhaden fishery is measured as vessel weeks. However, a vessel week of 1940 is not the same effort as a vessel week of 1970 due to the introduction of new gear such as spotter airplanes, fish pumps, power winches, and power blocks. Also, because of the stratificati~Jn of Atlantic menhaden by age and size, the variation in density between different areas, and the size and efficiency of vessels in different areas, a vessel week in one area does not generate the same fishing mortality as a vessel week in another area. Hence, it is difficult to adjust effort for different areas to a standard unit.
Autocorrelation of Catch Data
The autocorrclations for a time series are estimated using the equ~tti,an Schaaf and Huntsman (1972) is of short duration, the correllogram for menhaden is incomplete (Fig. I) . The maximum time lag in a time series analysis should not exceed T/2, where T is the length of the historical record (Box and Jenkins 1970) .
To obain a correllogram for the catch from a fishery of longer duration, the catch data of whitefish from northern Lake Michigan for the years 1929 1973 were analyzed (Fig. 2) . The autocorrelations for menhaden and whitefish were similar and resembled a damped sine wave, indicating that at least a second order autoregressive model is necessary to describe catch data. Whereas the correllogram for a first order process decays exponentially to zero. the correllogram for a second order process is a damped sine wave (Box and Jenkins 1970). The order of the catch process may be higher than second order, but since the application of a third order model did not result in better predictions of catch only a second order model was considered.
Statistical analysis using the natural logarithms of observations often gives better results than statistical analysis using untransformed observations when the data involve population growth. The corrcllogram for the natural logarithm of lake whitefish catch (Fig. 3) is noticably smoother than one for untransformed observations. An autoregressive model for forecasting catch can be constructed from the logarithm of catch, but calculating the catch predictions and their standard deviations is more difficult for transformed data. Since the autoregressive model fitted to the logarithm of catch did not result in significantly better predictions the untransformed catch data were used.
Autoregressive Model
A discrete linear second order autoregressive process is described by the equation 
