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Abstract. We prove the local well posedness of the Benjamin-Ono equation and
the generalized Benjamin-Ono equation in H1(T). This leads to a global well-
posedness result in H1(T) for the Benjamin-Ono equation.
1 Introduction, main results and notations
1.1 Introduction and main results
In this paper we study the H1(T) local well-posedness problem for the
Benjamin-Ono equation and the generalized Benjamin-Ono equation
(GBO)
{
∂tu+H∂xxu = u
k∂xu , (t, x) ∈ R× T ,
u(0, x) = u0(x) .
Here T = R/(2πZ), k ≥ 1 is an integer and H denotes the Hilbert transform
defined for 2πλ-periodic functions by{
Ĥ(f)(q) = −i sgn(q)fˆ(q) , q ∈ λ−1Z∗ ,
Ĥ(f)(0) = 0 .
When k = 1, (GBO) is the well known Benjamin-Ono equation. This
equation has been derived as a model for the propagation of long internal
gravity waves in deep and stratified fluids [3], and, at least when the spatial
domain is the whole real line, has been studied in a large amount of works in
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the last decades. The Benjamin-Ono equation is a totally integrable system
[8], and possesses among others the three following invariant quantities :
I(u) =
∫
u(t, x) dx , M(u) =
∫
u2(t, x) dx ,
and
F (u) =
∫
u2x(t, x)−
3
4
u2(t, x)Hux(t, x) −
1
8
u4(t, x) dx .
Using Sobolev embedding theorems together with standard interpolation
inequalities, it is straightforward to check that these conservation laws lead
to the following H1(R) a priori estimate for regular solutions of the (BO)
equation,
∀t ≥ 0 , ‖u(t)‖H1 ≤ C ‖u0‖H1 . (1)
Thus, any local well possedness result in H1(R) for the (BO) equation can
be extend to a global one.
In our knowledge the first results concerning the well possedness of (BO)
in the Sobolev spaces Hs(R) have been obtained in [22] where the global
well posedness is proved in H3(R). This was improved later to a global well
posedness result in Hs(R), s > 3/2 in [1], [11] and next in H3/2(R), see [21].
Then, by means of some dispersive estimates for the non homogeneous linear
Benjamin-Ono equation, (BO) has been proved to be locally well posed in
Hs(R), s > 5/4 in [16] and next in Hs(R), s > 9/8, [13]. Recently T. Tao
[23] get the global well posedness in H1(R) by using a gauge transformation
together with the well known Strichartz estimate
‖V (t)ϕ‖L4t,x ≤ C ‖ϕ‖L2 , (2)
where V (·) denotes the free linear group associated to the linear Benjamin-
Ono equation. Up to now the best result concerning this problem is due
to A.D. Ionescu and C.E. Kenig who obtained very recently the global well
posedness of (BO) in L2(R), [12].
It is worth noticing that all these recent results have been obtained
by coupling compactness methods together with ”smoothing” estimates for
V (·). It is also important to notice that, for all s ∈ R, the flow map is not
of class C2 from Hs(R) to C([0, T ],Hs(R)), [20]. Actually it has recently
been proved in [17] that, for all s > 0, the flow map is not even uniformly
continuous on bounded sets of Hs(R). This is mainly due to some bad
interactions between low and high frequencies in the nonlinear term uux as
pointed out in [20] and [17] and this explains why contraction methods can
not be used to solve (BO) in Hs(R).
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Concerning the periodic case, the global well posedness inHs(T), s > 3/2
is derived in [1]. It is worth noticing that the proof did not use the smoothing
properties of V (·). Recall that in the periodic case both the dispersive
estimates
‖V (t)ϕ‖L∞x . t
−1/2 ‖ϕ‖L1 , (3)
and the sharp Kato smoothing effect
‖D1/2x V (t)ϕ‖L∞x L2t . ‖ϕ‖L2 (4)
fail. This probabely explains why there is no result concerning the periodic
Cauchy problem in Hs(T), s ≤ 3/2, for the (BO) equation. In this paper,
following the work of T. Tao [23], we use a gauge transformation together
with the periodic estimate (8) proved in [6] to obtain the following result
(see subsection 1.2 below for the definition of the space X1T ) :
Theorem 1.1 For all u0 ∈ H
1(T) and all T > 0, there exists a unique
global solution u of the Benjamin-Ono equation in
X1T ∩ Cb(R,H
1(T)) .
Moreover, the flow-map is continuous from H1(T) to C([0, T ],H1(T)) and,
for all γ ∈ R, is Lipschitz on every bounded subset of Γγ where
Γγ = {f ∈ H
1(T) ,
∫
− f(x) dx = γ} .
Remark 1.1 To prove the above Lipschitz property and the uniqueness part
of Theorem 1.1, we will use in a crucial way that, in sharp contrast with the
non periodic case, the gauge transformation is in fact a Lipschitz map from
the set of L2 functions with zero mean value on the circle into L∞. This
also avoid to consider some frequency enveloppe considerations as done in
[23].
When k ≥ 2, (GBO) is no more a totally integrable system and there
is no conservation law at the level H1. Nonetheless we still have the three
following quantities conserved by the flow,
I(u) =
∫
u(t, x) dx , M(u) =
∫
u2(t, x) dx ,
and
E˜(u) =
∫ (1
2
|D1/2x u(t, x)|
2 ∓
1
(k + 1)(k + 2)
u(t, x)k+2
)
dx (energy) .
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In [19], in the case of the whole real line, by means of a gauge transforma-
tion together with some linear estimates, we proved the local well posedness
of (GBO) on the line in Hs(R), s ≥ 1/2 for k ≥ 5, in Hs(R), s > 1/2 for
k = 2, 4 and in Hs(R), s ≥ 3/4 for k = 3 1. In all those cases we also
obtained that, in a sharp contrast with the (BO) equation, the flow map
is lipschitz on bounded set of Hs(R) which has to be viewed as a stability
result for the (GBO) equation when k 6= 1.
In the periodic case, using again the proofs given in [11], it is straight-
forward to derive the local well posedness of (GBO) in Hs(T) when s > 3/2.
On the contrary, up to our knowledge, there is no available result on this
problem when s ≤ 3/2. As for the (BO) equation, this is probably due
to the failure of the dispersive estimate (3) and the sharp Kato smoothing
effect (4). Again, using a gauge transformation and the periodic estimate
(8) we prove the following result,
Theorem 1.2 Let k ≥ 2 be an integer. For all u0 ∈ H
1(T) there exists
T = T (‖u0‖H1) > 0 and a unique solution u of (GBO) in
X1T ∩ C([0, T ],H
1(T)) .
Moreover, the flow-map is continuous from H1(T) to C([0, T ],H1(T)).
1.2 Notations
In the sequel C denotes a positive constant which may differ at each appear-
ance. When writing x . y (for x and y two nonnegative real numbers), we
mean that there exists C1 a positive constant (which does not depend of x
and y) such that x ≤ C1y.
We will use the space-time Lebesgues spaces LpTL
r
λ of the 2πλ-periodic
function (in space) endowed with the norms
‖f(t, x)‖LpTL
r
λ
= ‖ ‖f(t, ·)‖Lr([0,2piλ])‖Lp([−T,+T ]) .
When p = r, we rather use the notation LrT,λ = L
r
TL
r
λ.
We will also need the functional spaces X0T , X
1
T and X
2
T respectively defined
trough the norms
‖u‖X0λ
= ‖u‖L∞T L
2
λ
+ ‖u‖L4T,λ
,
‖u‖X1λ
= ‖u‖X0λ
+ ‖ux‖L∞T L
2
λ
+ ‖ux‖L4T,λ
,
1See also [18] where optimal results are obtained for (GBO) by contraction methods
in the particular context of small initial data.
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and
‖u‖X2λ
= ‖u‖X1λ
+ ‖uxx‖L∞T L
2
λ
+ ‖uxx‖L4T,λ
.
In a standard way Hsλ denotes the space of 2πλ-periodic functions such that
‖f‖Hsλ =
( ∑
q∈Z/λ
(1 + q2)s |Cq(f)|
2
)1/2
< +∞ ,
where, for q ∈ λ−1Z,
Cq(f) =
1
2πλ
∫ 2piλ
0
f(t)e−iqt dt .
Also, for a 2πλ-periodic function f we respectively defined the projection
operators P+, P−, Pk and P>k by
P+(f) =
∑
q∈Z
∗
+/λ
Cq(f) e
iqx , P−(f) =
∑
q∈Z
∗
−
/λ
Cq(f) e
iqx ,
Pk(f) =
∑
q∈Z/λ, |q|≤k
Cq(f) e
iqx and P>k(f) =
∑
q∈Z/λ, q>k
Cq(f) e
iqx .
2 Linear estimates
Let us first recall the following estimate established by Bourgain [6] (it was
proven for the Schro¨dinger group but the adaptation for the Benjamin-Ono
group is straightforward).
‖V (t)ϕ‖L41L41 . ‖ϕ‖L21 . (5)
Of course (5) still holds for any period λ ∼ 1. On the other hand, by a
scaling argument, it is clear that pushing λ to +∞, a factor λ1/4 will appear
at the right-hand side of (5). Since to solve the Cauchy problem for large
initial data, we will use a rescaling argument that will make us work with a
large period, the estimate (5) will not be sufficient. We will rely instead on
the following improved Zygmund estimate also shown in [6] :
‖u‖L41L41 . ‖u‖X3/8,01
. (6)
Here the Xs,b1 are the function spaces introduced by Bourgain to solve the
Cauchy problem for the periodic Schro¨dinger equation. Recall that
‖u‖
Xb,s1
= ‖U(−t)u(t)‖
Hb,s1
, (7)
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where U(t) is the Schro¨dinger one parameter linear group. Again, by sep-
arating the positive and the negative frequencies of u and using (6), it is
obvious to see that (6) still holds when replacing U(·) by V (·) in the def-
inition of Xs,b(see (7)). With (6) in hand, we establish now the following
lemma that gives a periodic estimate which turns out to be uniform with
respect to large periods λ.
Lemma 2.1 There exists a constant C > 0 such that ∀λ ≥ 1, ∀ϕ ∈ L2λ,
‖V (t)ϕ‖L4
[0,1]
L4λ
≤ C‖ϕ‖L2λ
. (8)
Proof . We first take λ = 1. Let ψ be a C∞-function such that 0 ≤ ψ ≤ 1,
ψ ≡ 1 on [−1/4, 1/4] and suppψ ⊂ [−1/2, 1/2]. We set ψT (·) = ψ(·/T ). Of
course, ψT ≡ 1 on [−
T
4 ,
T
4 ] and suppψT ⊂ [−
T
2 ,
T
2 ]. Moreover, for 0 < T ≤ 1,
ψT can be extended outside [−1/2, 1/2] to a 1-periodic function. Therefore,
by (6),
‖V (t)ϕ‖L4
[− T4 ,
T
4 ]
L41
. ‖ψT V (t)ϕ‖L41L41 = ‖V (t)(ψTϕ)‖L41L41
. ‖ψTϕ‖X3/8,01
. ‖ψT ‖H3/81
‖ϕ‖L21 . T
1/8‖ϕ‖L21 . (9)
Where in the last step we use that
‖ψT ‖H3/81
. ‖ψT ‖L21 + ‖ψT ‖H˙3/81
. T 1/8 .
Now for ϕλ ∈ L
2
λ, we define ϕ(·) = λϕλ(λ·) ∈ L
2
1. Setting uλ(t, x) =
(V (t)ϕλ)(x) and u(t, x) = (V (t)ϕ)(x), we easily check that u(t, x) = λuλ(λ
2t, λx).
Hence, taking T = 4λ−2 in (9), we get
‖V (t)ϕλ‖L4
[0,1]
L4λ
= λ−1/4‖V (t)ϕ‖L4
[0,1/λ2]
L41
. λ−1/2‖ϕ‖L21
. ‖ϕλ‖L2λ
. (10)
This completes the proof of the lemma.
3 Proof of Theorem 1
We start by the proof of the local well-posedness result for the Benjamin-
Ono equation which is much simpler than the one for (GBO). This is mainly
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due to the three following facts :
• The equation satisfied by the gauge transform is simpler.
• There exists a global existence result for smooth initial data.
• The L2-norm is surcritical for (BO).
3.1 Gauge transformation and nonlinear estimates
Let λ ≥ 1 and u be a global H∞λ -solution of (BO) with initial data u0. In
the sequel, we assume that u0 has zero mean value. Otherwise we do the
change of unknown
v(t, x) = u(t, x− t
∫
−u)−
∫
−u . (11)
Since
∫
−u is preserved by the flow, it is straightforward to see that v satisfies
(BO) with v0 = u0 −
∫
−u0 as initial data and that
∫
− v = 0. Hence we are
reduced to the case of a zero mean-value initial data and thus to the case of
zero mean-value solutions. Also, changing u to u/2, we can always assume
that u satisfies the equation,
ut +Huxx = 2uux .
We define F = ∂−1x u which is the periodic, zero mean value, primitive of u
and following T. Tao [23], we introduce the gauge transform
W = P+(e
−iF ) ,
and we consider
w =Wx = −iP+(e
−iFFx) = −iP+(e
−iFu) .
Following the calculations performed in subsection 4.1 (for k = 1) and notic-
ing that
P+(e
−iFP−(uxx))− iP+(ue
−iFP−(ux)) = ∂xP+
(
e−iFP−(Fxx)
)
,
and that
∂−1x ∂x(u
2) = u2 − P0(u
2) ,
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we then obtain that w solves the following Schro¨dinger equation :
wt − iwxx = −2 ∂xP+
(
P−(Fxx)e
−iF
)
+ P0(u
2)P+(ue
−iF )
= −2∂xP+
(
P−(ux)e
−iF
)
+ P0(u
2)P+(ue
−iF ) . (12)
Using the Duhamel formulation of this Schro¨dinger equation on w it follows
from (8) and standard TT ∗ arguments that
‖w‖X1T,λ
≤ ‖w(0)‖H1λ
+ ‖ − 2∂xP+
(
P−(ux)e
−iF
)
+ P0(u
2)P+(ue
−iF )‖L1TH1λ
Now, from Lemma 4.1 and the estimate for |P0(u
2)|L∞T derived in subsection
4.2, we obtain that, for 0 < T ≤ 1,
‖w‖X1T,λ
. ‖w(0)‖H1λ
+ ‖∂xP+(P−(ux)W )‖L1TH
1
λ
+ |P0(u
2)|L∞T ‖P+(u e
−iF )‖L1TH
1
λ
. ‖w(0)‖H1λ
+ T 1/2 ‖ux‖L4T,λ
‖J1xw‖L4T,λ
+ T‖u‖X1T,λ
(‖u‖X1T,λ
+ ‖u‖2X1T,λ
)
(13)
which leads to
‖w‖X1T,λ
. ‖u0‖H1λ
+ ‖u0‖
2
H1λ
+ T 1/2‖u‖X1T,λ
(‖u‖X1T,λ
+ ‖u‖2X1T,λ
+ ‖w‖X1T,λ
) . (14)
On the other hand, we can rewrite u as
u = eiF e−iFu = eiFP+(e
−iFu) + eiFP−(e
−iFu) , (15)
and so,
P>1u = iP>1
(
eiFw
)
+ P>1
(
eiFP−(e
−iFu)
)
= iP>1
(
eiFw
)
+ P>1
(
P>1(e
iF )P−(e
−iFu)
)
.
Hence from Lemma 4.1 (and since u is real-valued), we infer that
‖u‖X1T,λ
= ‖P1u‖X1T,λ
+ 2‖P>1 u‖X1T,λ
. ‖P1u‖X1T,λ
+ ‖w‖X1T,λ
+ ‖u‖X1T,λ
‖w‖X0T,λ
+ ‖P>1(e
iF )‖L∞T,λ ‖u‖X1T,λ
+ ‖u‖2X1T,λ
. ‖P1u‖X1T,λ
+ ‖w‖X1T,λ
+ ‖u‖L∞T,λ ‖u‖X1T,λ
+ ‖u‖2X1T,λ
(16)
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where in the last step we use that, by Bernstein’s inequality for 2πλ-periodic
functions,
‖P>1(e
iF )‖L∞T,λ . ‖∂x(e
iF )‖L∞T,λ = ‖e
iFFx‖L∞T,λ = ‖Fx‖L
∞
T,λ
= ‖u‖L∞T,λ ,
and that, ‖w‖X0T,λ
≤ ‖u‖X0T,λ
.
3.2 Local well-posedness for small data
We will now prove the local well-posedness result for small initial data. The
result for arbitrary large data will follow from scaling arguments.
3.2.1 Existence
Let u0 ∈ H
∞
λ be a 2πλ-periodic zero mean-value function and let us assume
that ‖u0‖H1λ
. ε2 for some small 0 < ε << 1 depending only on the implicit
constant contained in the above estimates. At this stage, it is worth recalling
that these implicit constants do not depend on the period λ.
Our aim is to show that the emanating solution u ∈ C(R;H∞λ ) satisfies
‖u‖X11,λ
. ε2.
First, since the L2-norm of u is constant along the trajectory, we obtain
from Bernstein inequalities that
‖P1u‖X11,λ
. ‖u‖L∞1 L2x = ‖u0‖L2x . ε
2 . (17)
On the other hand, since ‖w(0)‖H1λ
. ‖u0‖H1λ
+ ‖u0‖
2
H1λ
. ε2, by continuity
we can assume that
‖u‖X1T,λ
. ε and ‖w‖X1T,λ
. ε ,
on some small enough interval [0, T ] ⊂ [0, 1]. But (14) then gives ‖w‖X1T,λ
.
ε2 and this last inequality together with (16)-(17) imply now that ‖u‖X1T,λ
.
ε2. In a standard way this proves that T can be taken equal to 1 and thus
we have
‖u‖X11,λ
. ε2 .
Consider now u0 ∈ H
1
λ such that ‖u0‖H1λ
. ε2. Approximating u0 in H
1
λ
by a sequence {u0,n} ⊂ H
∞
λ , it follows that the sequence of the emanating
solutions {un} ⊂ C(R;H
∞
λ ) is bounded in X
1
1,λ. We can thus pass to the
limit up to a subsequence and obtain the existence of a solution u ∈ X11,λ of
(BO).
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3.2.2 Continuity, uniqueness and regularity of the flow map
As we notice already in the introduction, one of the main differences with the
problem on the real axis is that the gauge transformation is Lipschitz from
the space of L2 functions with zero mean value on the circle into L∞. This
property turns out to be crucial to get the uniqueness and the continuity
of the flow. We first prove that the flow-map is Lipschitz on a small ball of
H1λ. The continuity of t 7→ u(t) in H
1
λ will follow directly.
Let u1 and u2 be two solutions of (BO) in X
1
T,λ associated with the
initial data ϕ1 and ϕ2 in H
1
λ. We assume that they satisfy
‖ui‖X1T,λ
. ε2 , i = 1, 2, (18)
for some 0 < T ≤ 1 and where ε is taken as above. We set
z = w1 − w2 = −iP+(e
−iF1u1) + iP+(e
−iF2u2)
with Fi is defined as F and where u is replaced by ui. Obviously, z satisfies
zt − izxx = ∂xP+
[
P−(∂xu1 − ∂xu2)W1
]
+ ∂xP+
[
P−(∂xu2)(W1 −W2)
]
+ P0(u
2
1)P+
(
(u1 − u2)e
−iF1
)
+ P0(u
2
1)P+
(
u2(W1 −W2)
)
+ P0
(
z(u1 + u2)
)
P+(u2) . (19)
Note that (18) clearly ensures that for i = 1, 2,
‖wi‖X1T,λ
. ‖ui‖X1T,λ
(1 + ‖ui‖X1T,λ
) . ε2 . (20)
As previously, it follows that
‖z‖X1T,λ
. ‖z(0)‖H1λ
+ ‖A‖L1TH
1
λ
(21)
where A denotes the right hand side of (19). Note first that,
‖z(0)‖H1λ
. ‖ϕ1 − ϕ2‖H1λ
(
1 + ‖ϕ1‖H1λ
+ ‖ϕ2‖H1λ
)
+ ‖e−iF1(0) − e−iF2(0)‖L∞‖ϕ2‖H1λ
(1 + ‖ϕ2‖H1λ
) (22)
with
‖e−iF1(0) − e−iF2(0)‖L∞λ . ‖∂
−1
x (ϕ1 − ϕ2)‖L∞λ . λ
1/2 ‖ϕ1 − ϕ2‖L2λ
(23)
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and so,
‖z(0)‖H1λ
. (1 + λ1/2ε2)‖ϕ1 − ϕ2‖H1λ
. (24)
We give now an estimate for ‖A‖L1TH
1
λ
. From Lemma 4.1 we easily obtain
that
‖∂xP+
[
P−(∂xu1 − ∂xu2)W1
]
‖L1TH
1
λ
. T 1/2 ‖u1 − u2‖X1T,λ
‖w1‖X1T,λ
,
‖∂xP+
[
P−(∂xu2)(W1 −W2)
]
‖L1TH
1
λ
. T 1/2 ‖u2‖X1T,λ
‖z‖X1T,λ
,
‖P0(u
2
1)P+
[
(u1 − u2)e
−iF1
]
‖L1TH
1
λ
. T 1/2 ‖u1 − u2‖X1T,λ
(1 + ‖u1‖X1T,λ
)‖u1‖
2
X1T,λ
,
‖P0
(
z(u1 + u2)
)
P+(u2)‖L1TH
1
λ
. T 1/2 ‖z‖X1T,λ
‖u2‖X1T,λ
(‖u1‖X1T,λ
+ ‖u2‖X1T,λ
) ,
and proceeding as for ‖z(0)‖H1λ
,
‖P0(u
2
1)P+(u2(W1 −W2))‖L1TH
1
λ
. T 1/2 ‖u1‖
2
X1T,λ
‖u2‖X1T,λ
‖W1 −W2‖L∞T,x
+ T 1/2 ‖u1‖
2
X1T,λ
‖u2‖X1T,λ
‖z‖X1T,λ
. T 1/2λ1/2 ‖u1‖
2
X1T,λ
‖u2‖X1T,λ
‖u1 − u2‖L∞T L2x
+ T 1/2 ‖u1‖
2
X1T,λ
‖u2‖X1T,λ
‖z‖X1T,λ
. (25)
Hence gathering (20), (24) and the previous estimates we infer that,
‖z‖X1T,λ
. (1 + ε2λ1/2)‖ϕ1 − ϕ2‖H1λ
+ ε2T 1/2
(
‖z‖X1T,λ
+ (1 + λ2)‖u1 − u2‖X1T,λ
)
. (26)
On the other hand, we have
u1 − u2 = ∂xF1 − ∂xF2
= ieiF1
[
z + ∂xP−
(
e−iF1 − e−iF2
)]
+ i(eiF1 − eiF2)
(
w2 + ∂xP−(e
−iF2)
)
and thus
P+(u1 − u2) = iP+(e
iF1z) + iP+
[
eiF1∂xP−
(
e−iF1 − e−iF2
)]
+iP+
[
(eiF1 − eiF2)w2
]
+ iP+
[
(eiF1 − eiF2)∂xP−(e
−iF2)
]
.
Therefore, as in (16),
‖u1 − u2‖X1T,λ
. ‖z‖X1T,λ
(1 + ‖u1‖X1T,λ
) + ‖u1 − u2‖X1T,λ
‖u2‖X1T,λ
+‖eiF1 − eiF2‖L∞T,λ
(
‖u1‖X1T,λ
+ ‖u2‖X1T,λ
+ ‖u1‖X1T,λ
‖u2‖X1T,λ
)
+‖w2‖X1T,λ
(
‖eiF1 − eiF2‖L∞T,λ(1 + ‖u1‖X1T,λ
) + ‖u1 − u2‖X1T,λ
)
.
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But, proceeding as in (23), we see that
‖e−iF1 − e−iF2‖L∞T,λ . λ
1/2‖u1 − u2‖L∞T L
2
λ
. (27)
Writing now the equation satisfied by u1 − u2 and using it’s Duhamel for-
mulation together with TT ∗ arguments and Sobolev inequalities we easily
obtain that for 0 < T ≤ 1,
‖u1 − u2‖L∞T L
2
λ
. ‖ϕ1 − ϕ2‖L2λ
+ T 1/2‖u1 − u2‖X1T,λ
(‖u1‖X1T,λ
+ ‖u2‖X1T,λ
) .(28)
Gathering these estimates and recalling (18), (20) we finally obtain
‖u1 − u2‖X1T,λ
. (1 + λ1/2ε2)‖ϕ1 − ϕ2‖H1λ
+ε2‖z‖X1T,λ
+ ε2‖u1 − u2‖X1T,λ
+ λ1/2ε2‖u1 − u2‖L∞T L
2
λ
. (1 + λ1/2ε2)‖ϕ1 − ϕ2‖H1λ
+ ε2‖u1 − u2‖X1T,λ
+T 1/2 ε4λ1/2‖u1 − u2‖X1T,λ
. (29)
Hence, for 0 < T ≤ Tλ ∼ λ
−1, we get
‖u1 − u2‖X1T,λ
. (1 + ε2λ1/2)‖ϕ1 − ϕ2‖H1λ
. (30)
With (30) in hand, we observe that the approximative sequence un con-
structed above is a Cauchy sequence in C([0, Tλ];H
1
λ) since ‖un‖X11,λ
. ε2
and so u0,n converges to u0 in H
1
λ. Hence, u belongs to C([0, Tλ];H
1
λ). Re-
peating this argument we get that actually u ∈ C([0, 1];H1λ). Moreover, (30)
clearly ensures the uniqueness in the considered class and that the flow-map
is Lipschitz from the ball of H1λ with radius ε
2 into C([0, 1];H1λ).
3.3 The case of arbitrary large initial data
Here we used the dilation symmetry of the equation to extend the result for
arbitrary large data. First note that if u(t, x) is a 2π-periodic solution of
(BO) on [0, T ] with initial data u0 then uλ(t, x) = λ
−1u(λ−2t, λ−1x) is a 2πλ-
periodic solution of (BO) on [0, λ2T ] emanating from u0,λ = λ
−1 u0(λ
−1x).
Now, let u0 ∈ H
1. If ‖u0‖H1 ≤ ε
2 we are in the small initial data case.
Otherwise, we set
λ = ε−4‖u0‖
2
H1 ≥ 1
so that u0,λ satisfies
‖u0,λ‖H1λ
. ε2 .
12
Hence we are reduce to the case of small initial data. Therefore, there exists
a unique local solution uλ ∈ C([0, 1];H
1
λ) ∩ X
1
1,λ of (BO) emanating from
u0,λ. This proves the existence and uniqueness in C([0, T ];H
1)∩X1T,1 of the
solution u emanating from u0 with T ∼ ‖u0‖
−4
H1
. The fact that the flow-map
is Lipschitz on every bounded set of H1 follows as well.
Finally, note that the change of unknown (11) preserves the continuity
of the solution and the continuity of the flow-map in H1(T). Moreover, the
Lipschitz property (on bounded sets) of the flow-map is also preserved on
the hyperplans of H1(T) with fixed mean-value.
4 Gauge transform for (GBO) and nonlinear esti-
mates
Let us now begin the proof of Theorem 2. As for the (BO) equation we have
to perform a gauge transformation to obtain suitable estimates in X1T,λ for
regular solutions of (GBO).
4.1 The gauge transformation
For u a smooth 2πλ-periodic solution of (GBO) we consider v defined as
v(t, x) = 21/k u(t, x+
∫ t
0
∫
−uk) , (31)
which satisfies{
∂tv +H∂
2
xv = 2M(v
k)∂xv , (t, x) ∈ R× T ,
v(0, x) = u0(x) ,
whereM(g) = g −
∫
− g (such a manipulation is used in [7] for the generalized
Korteweg-de-Vries equations on the torus). In the same spirit as in [10] and
[19], define w the gauge transform of u by
w = P+(e
−iF v) , F (t, x) =
∑
q∈Z
∗
/λ
Cq(M(v
k))
eiqx
iq
= ∂−1x (M(v
k)) . (32)
In the sequel our aim is to derive a suitable equation satisfied by w. Noticing
that {
wt = P+[e
−iF (−iFtv + vt)] ,
wxx = P+[e
−iF (−2ivxFx + vxx − F
2
x v − iFxxv)] ,
13
we obtain that w solves the semilinear Schro¨dinger equation
wt − iwxx = P+[e
−iF ((vt − ivxx − 2Fxvx) + (−Fxxv + iF
2
x v)− iFtv)] . (33)
We compute now the three terms appearing in the right hand side of (33).
First we have,
A = vt − ivxx − 2Fxv
= vt +Hvxx − 2iP−(vxx)− 2M(v
k)vx
= −2iP−(vxx) . (34)
Next we have,
B = −Fxx + iF
2
x v
= −[M(vk)]xv + i[M(v
k)]2v
= B1 +B2 . (35)
On the other hand C = −ivFt with,
Ft =
∑
q∈Z
∗
/λ
Cq(M(v
k)t)
eiqx
iq
= k
∑
q∈Z
∗
/λ
Cq(v
k−1vt)
eiqx
iq
= −k
∑
q∈Z
∗
/λ
Cq(v
k−1Hvxx)
eiqx
iq
+ 2k
∑
q∈Z
∗
/λ
Cq(v
k−1M(vk)vx)
eiqx
iq
= C1 + C2 , (36)
with,
C1 = −k
∑
q∈Z
∗
/λ
Cq(v
k−1Hvxx)
eiqx
iq
= k
∑
q∈Z
∗
/λ
[
∑
r,q−r∈Z
∗
/λ
(q − r)2Cr(v
k−1)Cq−r(Hv)]
eiqx
iq
= −k
∑
q∈Z
∗
/λ
[
∑
r,q−r∈Z
∗
/λ
Cr(v
k−1)Cq−r(Hvx)]e
iqx
+ k(k − 1)
∑
q∈Z
∗
/λ
[
∑
r,q−r∈Z
∗
/λ
Cr(v
k−2vx)Cq−r(Hvx)]
eiqx
iq
14
= −k
∑
q∈Z
∗
/λ
Cn(v
k−1Hvx)e
inx + k(k − 1)
∑
q∈Z
∗
/λ
Cq(v
k−2vxHvx)
eiqx
iq
= −kM(vk−1Hvx) + k(k − 1)
∑
q∈Z
∗
/λ
Cq(v
k−2vxHvx)
eiqx
iq
= C1,1 + C1,2 . (37)
and,
C2 = 2k
∑
q∈Z
∗
/λ
Cq(v
k−1M(vk)vx)
eiqx
iq
= 2
∑
q∈Z
∗
/λ
Cq(M(v
k)M(vk)x)
eiqx
iq
=
∑
q∈Z
∗
/λ
Cq((M(v
k)2)x)
eiqx
iq
= M [M(vk)2] . (38)
Gathering (34)-(38)and noticing that
B1 − iv C1,2 = M(v
k)xv + ikvM(v
k−1Hvx)
= kvM(vk−1P+vx)− kvM(v
k−1P−vx)− kv
kvx
= kvM(vk−1P+vx)− kvM(v
k−1P−vx)− kvM(v
k−1vx)
= −2kvM(vk−1vx) , (39)
and that
B2 − iv C2 = −iv [M(M(v
k)2)−M(vk)2]
= −iv P0(M(v
k)2) , (40)
we infer that,
wt − iwxx = P+(e
−iF v P0(M(v
k)2)
− 2iP+(ei
FP−vxx)
− 2kP+(e
−iF vM(vk−1P−vx))
− k(k − 1)P+
(
e−iF v
∑
q∈Z
∗
/λ
Cq(v
k−2vxHvx)
iq
eiqx
)
:= a+ b+ c+ d . (41)
which gives us the Schro¨dinger equation satisfies by w.
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4.2 Nonlinear estimates on the gauge transform
In this subsection we derived X1T,λ andX
2
T,λ-estimates for w the gauge trans-
form of v a 2πλ-periodic solution of (GBO). Our aim is to prove the follow-
ing estimate,
Proposition 4.1 Let v a X1T,λ-solution of (GBO) and let us consider w =
P+(e
−iF v) . Then for 0 ≤ T ≤ 1 and for λ > 1,
‖w‖X1T,λ
. ‖w0‖H1λ
+ T 1/4 (‖v‖k+1
X1T,λ
+ ‖v‖2k+1
X1T,λ
+ ‖v‖3k+1
X1T,λ
) . (42)
Moreover there exists a polynomial function Q such that,
‖w‖X2T,λ
. ‖w0‖H1λ
+ T 1/4Q(‖v‖X1T,λ
) ‖v‖X2T,λ
. (43)
Proof. We will only prove (42) since (43) can be derived in exactly the same
way (the linear dependence in the strong norm ‖u‖X2T,λ
of the right hand
side of (43) is standard). Recall first that w solves
wt − iwxx = f = a+ b+ c+ d ,
where a, b, c and d are defined in (41). Hence from the periodic estimate
‖w‖L∞t L2x + ‖w‖L4t,x ≤ ‖f‖L1tL2x (44)
we infer that
‖w‖X1T,λ
. ‖a‖L1tL2x + ‖∂xa‖L1tL2x + ...+ ‖d‖L1tL2x + ‖∂xd‖L1tL2x . (45)
Now we recall the following periodic version of of Lemma 3.4 in [18] which
allows to share derivatives when estimating terms like DαxP+[fP−(D
β
xg)].
Lemma 4.1 Let α > 0, β ≥ 0, 1 < p < +∞ and 1 ≤ q ≤ +∞. Then
‖DαxP+[fP−(D
β
xg]‖LqqLpx . ‖D
γ1
x f‖Lq1t L
p1
x
‖Dγ2g‖Lq2t L
p2
x
, (46)
with 1 < pi, qi < +∞, 1/p1 + 1/p2 = 1/p, 1/q1 + 1/q2 = 1/q and γ1 ≥ α,
γ1 + γ2 = α+ β.
. Estimates for a = P0[M(v
k)2]P+(e
−iF v) . We have,
‖a‖L1TL2x
= |P0[M(v
k)2]| ‖v‖L1TL2x
. T ‖M(vk)‖2L∞T L2x
‖v‖L∞T L2x
. T ‖v‖2kL∞T L2kx
‖v‖L∞T L2x
. T ‖v‖2k+1
X1T,λ
. (47)
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Next we have
‖∂xa‖L1tL2x . |P0[M(v
k)2]| ‖∂xP+(e
−iF v)‖L1tL2x
. ‖v‖2kX1T,λ
(‖M(vk)v‖L1tL2x + ‖e
−iF vx‖L1tL2x)
. ‖v‖2kX1T,λ
(‖M(vk)‖L∞t,x‖v‖L1tL2x + ‖vx‖L1tL2x)
. T ‖v‖2kX1T,λ
(‖v‖k+1
X1T,λ
+ ‖v‖X1T,λ
) , (48)
where we use that ‖M(vk)‖L∞t,x . ‖M(v
k)‖L∞t H1x . ‖v‖
k
L∞t H
1
x
.
. Estimates for b = −2iP+[e
−iFP−(vxx)]. ¿From Lemma 4.1 we have,
‖b‖L1tL2x . ‖∂xe
−iF ‖L∞t L4x ‖vx‖L1tL4x
. T 3/4 ‖M(vk)‖L∞t L4x ‖vx‖L4t,x
. T 3/4 ‖M(vk)‖L∞t H1x ‖vx‖L4t,x
. T 3/4 ‖v‖k+1
X1T,λ
. (49)
Now, again from Lemma 4.1, we have
‖∂xb‖L1tL2x . ‖∂xx(e
−iF )‖L4t,x‖vx‖L4/3t L4x
. T 2/3 ‖vk−1vx‖L4t,x ‖vx‖L4t,x
. T 2/3 ‖vk−1‖L∞t,x ‖vx‖
2
L4t,x
. T 2/3 ‖v‖k−1
L∞t H
1
x
‖vx‖L4t,x
. T 2/3 ‖v‖k+1
X1T,λ
. (50)
. Estimates for c = −2kP+(e
−iF vM [vk−1P−(vx)]).
‖c‖L1tL2x . ‖vM [v
k−1P−(vx)]‖L1tL2x
. ‖v‖L∞t,x ‖v
k−1P−(vx)‖L1tL2x
. ‖v‖L∞t H1x‖v
k−1‖L∞t,x‖vx‖L1tL2x
. T ‖v‖k+1
L∞t H
1
x
. T ‖v‖k+1
X1T,λ
. (51)
Next from obvious calculation, the Sobolev embeding (in space) H1 →֒ L∞
and Lemma 4.1 we infer that
‖∂xc‖L1tL2x . ‖M(v
k) vM [vk−1P−(vx)]‖L1tL2x + ‖vxM [v
k−1P−(vx)]‖L1tL2x
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+ ‖vk−1 vxP−(vx)‖L1tL2x + T
1/2 ‖P+[e
−iF vkP−(vxx)]‖L2tL2x
. ‖v‖2kX1T,λ
‖vx‖L1tL2x + ‖v‖
k−1
X1T,λ
‖vx‖
2
L2tL
4
x
+ T 1/2 ‖∂x(e
−iF vk)‖L4t,x ‖P−(vx)‖L4t,x
. T ‖v‖2k+1
X1T,λ
+ T 1/2‖v‖k+1
X1T,λ
(1 + ‖v‖kX1T,λ
) . (52)
. Estimates for d = −k(k − 1)P+[vhe
−iF ] where
h =
∑
q∈Z
∗
/λ
Cq(v
k−2vxHvx)
iq
eiqx . (53)
We note first that,
‖d‖L1tL2x . ‖v‖L1tL2x ‖h‖L
∞
t,x
. T ‖v‖L∞t L2x ‖v
k−2vxHvx‖L∞t L1x
. T ‖v‖X1T,λ
‖vk−1‖L∞t,x‖vx‖
2
L∞t L
2
x
. T ‖v‖k+1
X1T,λ
.
(54)
On the other hand, in the same way than previously, we see that
‖∂xd‖L1tL2x . ‖vxh‖L1tL2x + ‖M(v
k)vh‖L1tL2x + ‖v
∑
q∈Z
∗
/λ
Cq(v
k−2vxHvx)e
iqx‖L1tL2x
. ‖vx‖L1tL2x ‖v
k−2vxHvx‖L∞t L1x
+ ‖M(vk)‖L∞t,x‖v‖L1tL2x‖v
k−2vxHvx‖L∞t L1x
+ T 1/2‖v
∑
q∈Z
∗
/λ
Cq(v
k−2vxHvx)e
iqx‖L2t,x
. T ‖v‖k+1
X1T,λ
+ T ‖v‖2k+1
X1T,λ
+ T 1/2‖v‖L∞t,x ‖v
k−2‖L∞t,x‖vxHvx‖L2t,x
. T ‖v‖k+1
X1T,λ
+ T ‖v‖2k+1
X1T,λ
+ T 1/2‖v‖k−1L∞t,x
‖vx‖
2
L4t,x
. (T + T 1/2) ‖v‖k+1
X1T,λ
+ T ‖v‖2k+1
X1T,λ
.
(55)
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5 Local well-posedness for (GBO)
5.1 Local well-posedness for ”small” initial data
5.1.1 Nonlinear Estimates on u
As for the (BO) equation, we first state the result for ”small” data. More
precisely, for any real number A > 1 given, we first prove the local well-
posedness result for u0 ∈ H
1
λ such that
‖u0‖L2λ
. Aε1/k−1/2 and ‖∂xu0‖L2λ
. ε1/2+1/k (56)
for some 0 < ε = ε(A) <1 which does not depend on λ. Note that the L2-
norm of u0 may be taken arbitrary large in (56). We stress out the attention
of the reader that this will be necessary to consider such initial data since
the L2-norm is subcritical for (GBO) as soon as k ≥ 2 and since we will use
some dilation arguments in the case of non small initial data.
So let us consider u0 ∈ H
∞
λ satisfying (56) and let u be the emanating
maximal solution given for instance by [1]. We are going to prove that
u ∈ C([0, 1];H∞λ ) with
‖u‖X01,λ
. Aε1/k−1/2 and ‖∂xu‖X01,λ
. ε1/2+1/k . (57)
Notice that despite the local existence is only known for H2λ initial data,
it will be enough to derive X1T,λ estimates for u since we will check at the
end of this subsection that for 0 < T ≤ 1, ‖u‖L∞T H
2
λ
-norm cannot blow
up as long as ‖u‖X1T,λ
remains bounded. Therefore, according to the local
well-posedness result in [1], the solution can be extended in C([0, T ];H∞T )
as soon as ‖u‖X1T,λ
<∞.
First, by a continuity argument, we can assume that ‖∂xu‖X0T,λ
. ε1/2
for some 0 < T < T ∗ where T ∗ is the maximal time of existence of the
solution u. Next, since the L2-norm of u is a constant of the motion, to
prove the desired result, it suffices to prove that if
‖u‖L∞T L
2
λ
. Aε1/k−1/2 and ‖∂xu‖X0T,λ
. ε1/2, (58)
with 0 < T < 1, then
‖u‖L4T,λ
. Aε1/k−1/2 and ‖∂xu‖X0T,λ
. ε1/2+1/k . (59)
The estimate on ‖u‖L41,λ
is trivially satisfied since by Sobolev inequalities
and interpolation,
‖u‖L41,λ
. ‖u‖
L∞1 H˙
1/4
λ
. ‖u‖
3/4
L∞1 L
2
λ
‖ux‖
1/4
L∞1 L
2
λ
. ε3/(4k)−1/4 . ε1/k−1/2 .
19
We now estimate the L∞T L
2
λ-norm of ux. Recall that since u is real valued,
‖ux‖L∞T L
2
λ
≤ ‖P1(ux)‖L∞T L
2
λ
+ 2 ‖P+(ux)‖L∞T L
2
λ
(60)
with
P+(ux) = P+(∂x(e
iFw)) + P+
(
∂x[e
iFP−(e
−iFu)]
)
, (61)
We consider the first term in the right hand side of (60). Since u solves
(GBO), it follows from Bernstein inequalities that,
‖P1ux‖L∞T L
2
λ
. ‖V (t)∂xu0‖L2λ
+
∥∥∥∫ t
0
V (t− t′)uk+1(t′) dt′
∥∥∥
L∞T L
2
λ
. ‖∂xu0‖L2λ
+ T ‖u‖k+1
L∞T L
2(k+1)
λ
. ‖∂xu0‖L2λ
+ T ‖u‖k+1
X1T,λ
. ε1/k+1/2 (62)
choosing T = T (ε) > 0 small enough.
We consider now the second term in the right hand side of (60) by means
of the decomposition given by (61). From (42) in Proposition 4.1 we infer
that for T = T (ε) > 0 small enough,
‖∂xP+(e
iFw)‖L∞T L
2
λ
. ‖Fx w‖L∞T L
2
λ
+ ‖∂xw‖L∞T L
2
λ
. ‖u‖k+1
L∞T L
2(k+1)
λ
+ ‖∂xw0‖L2λ
+ T 1/4 ‖u‖3k+1
X1T,λ
. ‖u‖k+1
L∞T L
2(k+1)
λ
+ ‖u0‖
k+1
L
2(k+1)
λ
+ ‖∂xu0‖L2λ
+ ε1/2+1/k
. ‖u‖k+1
L∞T L
2(k+1)
λ
+ ‖u0‖
k+1
L
2(k+1)
λ
+ ε1/2+1/k . (63)
Moreover, using Lemma 4.1 we see that∥∥∥∂xP+(eiF P−(e−iFu))∥∥∥
L∞T L
2
λ
. ‖∂xF‖L∞T L
2(k+1)/k
λ
‖u‖
L∞T L
2(k+1)
λ
. ‖u‖k+1
L∞T L
2(k+1)
λ
. (64)
It thus remains to get a good estimate on ‖u0‖
k+1
L
2(k+1)
λ
and ‖u‖k+1
L∞T L
2(k+1)
λ
. To
do this we first note that we have,
‖u0‖
k+1
L
2(k+1)
λ
. ‖u0‖
k+1
H˙
k/[2(k+1)]
λ
. ‖u0‖
k/2
H˙1λ
‖u0‖
(k+2)/2
L2λ
. ε(1/2+1/k)k/2 ε(1/k−1/2)(k+2)/2
. ε1/2+1/k . (65)
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Concerning ‖u‖k+1
L∞T L
2(k+1)
λ
, remark that,
‖u‖k+1
L∞T L
2(k+1)
λ
. ‖P1u‖
k+1
L∞T L
2(k+1)
λ
+ ‖∂xP>1u‖
k+1
L∞T L
2
λ
. ‖P1u‖
k+1
L∞T L
2(k+1)
λ
+ ε(k+1)/2 . (66)
But using that u is a solution of (GBO), Sobolev, Bernstein and Strichartz
estimates, (56) and (58), we infer that
‖P1u‖
k+1
L∞T L
2(k+1)
λ
. ‖V (t)u0‖
k+1
H˙
k/[2(k+1)]
λ
+
∥∥∥∫ t
0
V (t− t′)uk+1(t′) dt′
∥∥∥k+1
L∞T L
2
λ
. ‖u0‖
k+1
H˙
k/[2(k+1)]
λ
+ T k+1 ‖u‖
(k+1)
L∞T L
2(k+1)
λ
. ε1/k+1/2 + T k+1 ‖u‖
(k+1)
L∞T L
2(k+1)
λ
(67)
since the operators ∂x P1 and V (·) are respectively bounded from L
2(k+1) to
L2 and from L2 to itself. This ensures that for T = T (ε) > 0 small enough,
‖P1u‖
k+1
L∞T L
2(k+1)
λ
. ε1/k+1/2 . (68)
Gathering (60)-(70), we thus obtain for 0 < T < 1,
‖∂xu‖L∞T L
2
λ
. ε1/2+1/k . (69)
Let us now estimate the L4T,λ-norm of ux. Proceeding in the same way than
previously we first infer that
‖P1ux‖L4T,λ
. ‖V (t)∂xu0‖L4T,λ
+
∥∥∥∫ t
0
V (t− t′)uk+1(t′) dt′
∥∥∥
L4T,λ
. ‖∂xu0‖L2λ
+ T ‖u‖
L∞T L
4(k+1)
λ
. ε1/k+1/2 (70)
choosing T = T (ε) > 0 small enough.
Next we have,
‖∂xP+(e
iFw)‖L4T,λ
. ‖Fx w‖L4T,λ
+ ‖∂xw‖L4T,λ
. ‖u‖k+1
L
4(k+1)
T,λ
+ ‖u0‖
k+1
L
2(k+1)
λ
+ ‖∂xu0‖L2λ
+ T 1/4‖u‖k+1
X1T,λ
. (71)
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This combines with (69) and (61) completes the proof of (57), since by (56),
(69) and Sobolev inequalities,
‖u‖k+1
L
4(k+1)
T,λ
. ‖u‖k+1
L∞T H˙
(2k+1)/[4(k+1)]
λ
. ‖u‖
(2k+1)/4
L∞T H˙
1
λ
‖u‖
(2k+3)/4
L∞T L
2
λ
. ε(1/2+1/k)(2k+1)/4 ε(1/k−1/2)(2k+3)/4
. ε3/4+1/k . (72)
It remains to check that ‖uλ‖X2T,λ
can not go to infinity as long as
‖uλ‖X1T,λ
remains bounded. First we have (here we use (43)),
‖∂2xP+(e
−iFw)‖X0T,λ
. ‖∂xF ∂xw‖X0T,λ
+ ‖∂2xw‖X0T,λ
+ ‖∂2xF w‖X0T,λ
+ ‖(∂xF )
2 w‖X0T,λ
. ‖∂2xw‖X0T,λ
+ ‖u‖kL∞T,λ
(1 + ‖u‖kL∞T,λ
)‖w‖X1T
+ ‖u‖k−1L∞T,λ
‖w‖L∞T,λ ‖∂xu‖X0T,λ
. ‖u‖kX1T,λ
(1 + ‖uλ‖
k
X1T,λ
)‖w‖X1T,λ
+ ‖∂2xw0‖L2λ
+ T 1/4Q(‖u‖X1T,λ
)‖u‖X2T,λ
. (73)
Furthermore,∥∥∥∂2xP+(eiF P−(e−iFu))∥∥∥
X0T,λ
. (‖∂2xF‖L∞T L
2
λ
+ ‖∂xF‖
2
L∞T L
4
λ
)‖u‖L∞T,λ
. ‖u‖k+1
X1T,λ
(1 + ‖u‖kX1T,λ
) . (74)
Hence, gathering (73)-(74), we infer that
‖u‖X2T,λ
. ‖u0‖H2(1+‖u0‖
2k
H2)+‖u‖X1T,λ
(1+‖u‖2k+1
X1T,λ
)+T 1/4Q(‖u‖X1T,λ
) ‖u‖X2T,λ
.
(75)
This completes the proof of (57).
5.1.2 Local existence
Now, let u0 ∈ H
1
λ satisfying (56) and let {u
n
0} ⊂ H
∞
λ a sequence converging
to u0 in H
1
λ. We denote by un the solution of (GBO) emanating from u
n
0 .
From the previous results un ∈ C([0, 1];H
∞
λ ) and moreover, ‖un‖X11,λ
.
ε1/k−1/2 uniformly in n. Thus we can pass to the limit up to a subsequence
which leads to the existence of a solution u ∈ X11,λ of (GBO) with u0 as
initial data.
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5.1.3 Continuity, uniqueness and regularity of the flow map
As for the (BO) equation we first prove that the flow-map is Lipschitz on a
small ball of H1λ. The continuity of t 7→ u(t) in H
1
λ will follow directly.
Let u1 and u2 be two solutions of (GBO) in X
1
T,λ, associated with the
initial data ϕ1 and ϕ2 in H
1
λ. We assume that they satisfy
‖ui‖X1T,λ
. Aε1/k−1/2 and ‖∂xui‖X0T,λ
. ε1/2+1/k , i = 1, 2 , (76)
where 0 < ε = ε(A) <1 has the same value as in (56). We then consider
z = w1 − w2 = −iP+(e
−iF1u1) + iP+(e
−iF2u2)
with Fi defined as F with u replaced by ui. Following the calculations
performed in Subsection 4.2 we clearly have,
‖z‖X1T,λ
. ‖ϕ1−ϕ2‖H1(1+‖ϕ1‖
k
H1)+T
ν ‖z‖X1T,λ
(‖u1‖
k
X1T,λ
+‖u2‖
k
X1T,λ
) (77)
Setting
Λ =
2∑
i=1
‖ui‖L∞T L
2(k+1)
λ
+ ‖ui‖L4(k+1)T,λ
,
clearly, ‖wi‖L∞T L
2(k+1)
λ
+ ‖wi‖L4(k+1)T,λ
. Λ, and by (57) and Sobolev inequali-
ties,
Λ . ε
1/k− 1
2(k+1) . (78)
From (61) and Lemmas 4.1, we get after straightforward computations,
‖∂x(u1 − u2)‖X0T,λ
. ‖∂xz‖X0λ
(1 + Λk) + Λk‖u1 − u2‖X1T,λ
+‖(eiF1 − eiF2)‖L∞T,λ
(
‖∂xw2‖X0T,λ
+ Λk+1
)
.(79)
On the other hand,
‖F1−F2|‖L∞T,λ . ‖u
k
1−u
k
2‖L∞T L
1
λ
. ‖u1−u2‖L∞T L
k
λ
(‖u1‖L∞T L
k
λ
+‖u2‖L∞T L
k
λ
)k−1 .
Hence, noticing that by Sobolev inequality,
‖ui‖L∞T L
k
λ
. ‖ui‖
1/2+1/k
L∞T L
2
λ
‖∂xui‖
1/2−1/k
L∞T L
2
λ
. 1, i = 1, 2 ,
we thus obtain that,
‖eiF1 − eiF2‖L∞T,λ . ‖F1 − F2‖L
∞
T,λ
. ‖u1 − u2‖X1T,λ
. (80)
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Noticing also that
‖∂xw2‖X0T,λ
. ‖∂xu2‖X0T,λ
+ Λk+1 . ε1/2+1/k ,
and
‖(u1−u2)‖X0T,λ
. ‖u1−u2‖L2λ
+T 1/4‖u1−u2‖X1T,λ
(‖u1‖X1T,λ
+‖u2‖X1T,λ
) (81)
we finally deduce from (77)-(81) that
‖u1 − u2‖X1T,λ
. ‖ϕ1 − ϕ2‖H1λ
(1 + ‖ϕ1‖H1λ
) . (82)
Combining (82) with the same arguments as in the end of Section 3.2, we
obtain that the solution u constructed above belongs to X11,λ ∩C([0, 1],H
1
λ)
and is unique in this class. Moreover, the flow-map is Lipschitz from the
ball of H1λ
{ϕ ∈ H1λ, ‖ϕ‖L2λ
≤ Aε1/k−1/2, ‖ϕx‖L2λ
≤ ε1/2+1/k }, with ε = ε(A),
into X11,λ ∩ C([0, 1],H
1
λ)
5.2 Arbitrary large initial data
We used the dilation symmetry argument to extend the result for arbitrary
large data. First note that if u(t, x) is a 2π-periodic solution of (GBO)
on [0, T ] with initial data u0, then uλ(t, x) = λ
−1/ku(λ−2t, λ−1x) is a 2πλ-
periodic solution of (GBO) on [0, λ2T ] emanating from the initial data u0,λ =
λ−1/ku0(λ
−1x).
Let u0 ∈ H
1. If ‖∂xu0‖L2 ≤ ε
1/2+1/k with
ε = ε[(‖∂xu0‖
k−2
k+2
L2
+ 1)‖u0‖L2 ] < 1 ,
then u0 satisfies (57) with A = (‖∂xu0‖
k−2
k+2
L2
+ 1)‖u0‖L2 and so we are done.
Otherwise, we set
λ = ε−1‖∂xu0‖
2k
k+2
L2
≥ 1 ,
so that u0,λ satisfies (57) with ε and A defined as above. We are thus
reduced to the case of small initial data. Therefore, there exists a unique
local solution uλ ∈ C([0, 1],H
1
λ)∩X
1
1,λ of (GBO) emanating from u0,λ. This
proves the existence and uniqueness in C([0, T ],H1) ∩X1T of the solution u
emanating from u0 with T = T (‖u0‖H1) and T → +∞ as ‖u0‖H1 → 0. The
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fact that the flow-map is Lipschitz on every bounded set of H1 follows as
well.
Finally, note that the change of unknown (31) preserves the continuity of
the solution and the continuity of the flow-map in H1. Moreover, for k = 2,
the flow-map is Lipschitz on every closed set Sβ of H
1(T) of the form
Sβ = {ϕ ∈ H
1(T),
∫
−ϕ2 = β } .
On the other hand, it does not preserve the Lipschitz property of the flow.
Therefore, contrary to the real line case (cf.[19]), we do not know if the flow-
map is Lipschitz or even uniformly continuous on bounded set. Recall that
on the real line, the flow-map is known to be real-analytic on a small ball of
H1(R) (cf. [15] and [18]) and Lipschitz on every bounded set of H1(R) (cf.
[19]).
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