Abstract: This paper is concerned with almost periodic random sequences in probability. Some basic and fundamental properties of such sequences are established.
Introduction
The theory of almost periodicity which generalizes the notion of periodicity has received much attention because of its importance in various elds. It is an area of interest in its own right and has sundry applications in elds like Mathematical Biology for example. Almost periodic random functions in probability have been investigated in (Bezandry and Diagana [3] , Deng and Ding [6] , Deng et al. [7] , Bezandry et al. [4] ) and reference therein. The case of almost periodic random sequences in probability received less attention (see Han and Hong [8] ).
In this paper we study and develop some basic and fundamental properties of almost periodic random sequences in probability on the set of positive integers. Our approach is quite di erent. In our case, a random sequence is seen as a function de ned on the set of positive integers taking its values in the space made up by the equivalence classes of random variables with values in a given Banach space for the relation of almost sure equality. As a result, we obtain a composition lemma in the space of almost periodic random sequences in probability. The application of such sequences to stochastic di erence equations is still under investigation.
The rest of the paper is organized as follows. In Section 2, we recall the convergence in probability and its topology. In Section 3, we study and develop some properties of almost periodic sequences in probability. 
Proof. The proof of the above proposition is straightforward and hence will be omitted.
To state the next result we will need the following notion: (Xn) ⊂ L (Ω) is called a Cauchy sequence with respect to the convergence in probability if, for any ε > , there exists a positive integer n such that P{ Xn − Xm > ε} < ε whenever n, m > n . Equivalently, this means that for any ε > , there exists a positive integer n such that d (Xn , Xm) < ε whenever n, m > n . Proof. Let (Xn) be a Cauchy sequence in L (Ω) for d . Then, for any ε > , there exists a positive integer n such that d (Xn , Xm) < ε for all m, n ≥ n . By Proposition 2.2, the latter is equivalent to for any ε > . there exists a positive integer n such that
for all m, n ≥ n . Now, let ε = −k in Eq. (2.2) and put n = and by deduction, let n k the smallest positive integer such that for all n, m ≥ n :
Thus, n k ≥ n k− and
which implies that
By Borel-Cantelli Lemma, (Xn k ) converges almost surely and that the sequence (Xn) converges in probability. Hence, (Xn) converges for d . We can conclude that L (Ω) is complete for d .
Remark 2.4. It is important to note that the vector space L (Ω) equipped with the metric d is not generally locally convex.
We can also de ne another metric on L (Ω) as follows
This metric also de nes the topology of convergence in probability. 
Proof. The rst inequality is straightforward. It follows from the fact that x + x is bounded above by x and . As to the second inequality, we break down the proof into two cases: x > and x ≤ . For x > , we have
As to x ≤ , we have
Hence, the second inequality follows.
Almost periodic sequences in probability and their properties
In this section we establish a basic theory for almost periodic random sequences. We denote by Z+ the set of all nonnegative integers. Let X = {Xn} n∈Z+ be a sequence of B-valued random variables. Thus, interchangeably we can, and do, speak of such a sequence as a function, which goes from Z+ into L (Ω).
This setting requires the following preliminary de nitions.
De nition 3.1. A B-valued random sequence X = {X(n)} n∈Z+ is said to be almost periodic in probability if for each ε > , and η > there exists a positive integer N (ε, η) such that among any N consecutive integers there exists at least an integer p > for which
Using the metric d , Eq. (3.1) can be replaced with
The collection of all B-valued random sequences X = (Xn) which are almost periodic in probability is then denoted by APR(X+; L (Ω)).
De nition 3.2.
A random sequence X : Z+ → L (Ω) is said to be bounded in probability if, for every η > , there exists a number M > such that
, then X is bounded in probability.
Proof. Assume that X is almost periodic in probability. Take ε = and x η > . Then, there exists a positive integer N (η) such that among any N consecutive integers there exists at least an integer p > for which
For xed n ∈ Z+, take the interval of length N to be (n − N , n).
where < n − p < N . On the other hand, for k = , , . . . , N , there exists an M > such that
Hence,
The proof is complete.
De nition 3.4.
An L (Ω)-valued random sequence X = {X(n)} n∈Z+ is said to be Bohr almost periodic in mean if for each ε > there exists a positive integer N (ε) such that among any N consecutive integers there exists at least an integer p > for which
In the latter de nition, L (Ω) is the space of B-valued random variables V such that E V < ∞.
Theorem 3.5. [2]
If X is almost periodic in mean, then it is almost periodic in probability and there also exists a constant M > such that E X(n) ≤ M for all n ∈ Z+. Conversely, if X is almost periodic in probability and the sequence X(n) , n ∈ Z+ is uniformly integrable, then X is almost periodic in mean.
Let k = {k(i)} i∈Z+ and denote T k X(ω, n) := lim i→∞ X(ω, n + k(i)) for each ω ∈ Ω and each n ∈ Z+ if it exists.
De nition 3.6. A B-valued random sequence X = {X(n)} n∈Z+ satis es Bochner's almost sure uniform double sequence criterion if, for every pair of sequences (k 
(In this case, Ω depends on the pair of sequences (k (ii) X is almost periodic in probability.
The proof of the theorem can be seen in Bedouhene et al. [1] for instance. 
De nition 3.9.
is said to be almost periodic in probability in n ∈ Z+ uniformly in U ∈ K where K ⊂ L (Ω; B ) is a compact if for any ε > and η > , there exists a positive integer l(ε, η, K) such that among any l consecutive integers there exists at least a integer p with the following property
for each random variable U ∈ L (Ω; B ) and n ∈ Z + .
Here again, the number p will be called an ε-translation of F and the set of all ε-translations of F is denoted by E(ε, F, K).
Let B(Z+; L (Ω)) denote the metric space of all functions X from Z+ to L (Ω) equipped with the metric d∞ de ned for each X and Y in B(Z+; L (Ω)), by
, d∞ is also a complete metric space. Proof. Let (Xm) ⊂ APR(Z+; L (Ω)) be convergent in probability to a random sequence X : Z+ → L (Ω). We need to show that X ∈ APR(Z+; L (Ω)).
Assume that d∞(Xm , X) → as n → ∞ for some X ∈ B(Z+; L (Ω)). Fix ε > and choose m such that d∞(Xm , X) < ε . Now, since each Xm is almost periodic in probability, then there exists a positive integer N (ε) such that among any N consecutive integers, there exists at least a positive integer p for which
We have
and hence sup n∈Z+ d (X(n + p), X(n)) < ε .
In view of the above, the space APR(Z+; L (Ω)) equipped with the distance d∞ is closed subset of B(Z+; L (Ω)) . Therefore, it is also a complete metric space. We can now state the following composition result. Proof. The proof is similar to that of Theorem 2.8 [5] , p.61 and hence omitted.
