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INTRODUCCIÓN
El control del nivel de líquido y su flujo en 
tanques es un problema básico en la industria. La 
industria de procesos requiere de líquidos que sean 
bombeados, almacenados en tanques y luego llevados 
a otros tanques (Bateson, 1999). Independientemente 
de la aplicación, el nivel del fluido en un tanque 
siempre es una variable que puede ser controlada, 
y cuando los tanques están acoplados, los niveles 
entran en interacción y la tarea de control se hace 
más ardua. El control del nivel y el flujo en tanques 
está en el corazón de todos los sistemas de ingeniería 
química, y los sistemas químicos están en el corazón 
de las economías. Entre las industrias donde el control 
del nivel y el flujo en tanques es esencial, están las 
industrias petroquímicas, de manufactura de papel y 
de tratamiento de aguas. Por estas razones, para los 
ingenieros de control es importante entender cómo 
se comportan los sistemas de control de tanques y 
cómo se puede solucionar el problema de control 
del nivel de los tanques; es así cómo los sistemas de 
tanques acoplados se han convertido en un clásico de 
la enseñanza en la ingeniería de control, y se pueden 
encontrar en muchos laboratorios de control. Uno de 
ellos es el del Instituto Tecnológico Metropolitano, 
ItM, de Medellín.
Existen muchas alternativas para el diseño de 
controladores que pueden ser aplicadas en el problema 
de control del nivel de un fluido en tanques. Varios 
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autores han investigado el problema de control de líquido y flujo, 
en uno o múltiples tanques: Sarkar y Agrawal (1994) propusieron 
un control de estructura variable para sistemas de segundo 
orden no lineales con saturación en la entrada, y lo aplicaron en 
el control de nivel de un sistema de dos tanques; Grega (1994) 
usó un método de control con tiempo mínimo de realimentación 
en el mismo sistema;  Evans et al. (1994) emplearon un control 
por redes neuronales; Ng et al. (1995) desarrollaron algoritmos 
genéticos; Ghwanmeh, Jones y Williams (1996) utilizaron un 
control difuso de auto-aprendizaje; Rojas et al. (1997) adoptaron 
un control difuso para el control de nivel en un tanque; Kwok, 
Ping y Li (2000) se valieron de un algoritmo de control que 
utilizaba múltiples bloques de sistemas de control distribuido 
tipo Proporcional Integral Derivativo (PId) para implementar una 
estrategia de control predictivo basado en modelo; Saini y Singh 
(2000) usaron un control difuso que usaba conocimiento causal; 
Korba y Frank (2000) emplearon un control difuso de ganancia 
programada basado en optimización; Poulsen et al. (2001) 
desarrollaron un algoritmo de control predictivo restringido 
basado en la linealización de la retroalimentación y lo aplicaron 
a un sistema de tanques acoplados; Wu et al. (2001) propusieron 
un control de segundo grado de libertad para el control de nivel, 
donde solo se requería un parámetro de diseño; Tan et al. (2002) 
formularon un control PId auto-sintonizante y robusto, y lo 
probaron para controlar el nivel de un fluido en un tanque esférico; 
Korba, Babuska y Frank (2003) aplicaron un control difuso 
basado en modelo; Murray, Kocijan y Gong (2003) usaron un 
nuevo método de control basado en la convolución, para controlar 
el nivel de líquido en un sistema de tanques acoplados; Pan et al. 
(2005) aplicaron técnicas de control de backsteping adaptativo 
y backsteping basado en modelo; Khan y Spurgeon (2006) 
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desarrollaron un algoritmo de control por modos deslizantes y lo 
usaron para controlar el nivel en un sistema de tanques acoplados.
Como puede verse de la revisión del estado del arte, el control 
de nivel en sistemas de tanques es un problema bien estudiado. 
Sin embargo, en la práctica, es frecuente que se sigan aplicando 
con más frecuencia las técnicas de control clásicas y no técnicas 
de control inteligente (Zumberge y Passino, 1998). Esto se debe 
al relativo poco trabajo de investigación dedicado a determinar 
las ventajas de las nuevas aproximaciones frente a las técnicas de 
control convencional (Passino y Özgüner, 1996). Con frecuencia, 
los ingenieros necesitan los análisis comparativos, tanto teóricos 
como experimentales, para tomar una decisión sobre la estrategia 
de control que se va a utilizar, pues aunque las técnicas de control 
inteligente hayan demostrado en muchas ocasiones tener mejor 
desempeño que los controles clásicos para problemas complejos 
de control, la complejidad extra, así como la necesidad de mayores 
niveles de programación, pueden no estar justificadas en ciertos 
casos (Kwok, Ping y Li, 2000). Adicionalmente, los parámetros 
en los sistemas de control de nivel pueden ser difíciles de medir 
de manera exacta, y debido a estas incertidumbres, muchos 
ingenieros prefieren medir las constantes de tiempo del sistema 
de manera experimental durante la etapa de diseño y usar leyes 
de control convencional, de tal forma que los técnicos puedan 
sintonizar los sistemas de control sin mucho entrenamiento y 
que el control trabaje de manera aceptable aun cuando cambien 
los parámetros del sistema. Además, en análisis comparativos 
realizados, se observan opiniones encontradas: Fang, Shen, Wang 
y Zhou, describieron, por ejemplo, que los sistemas de nivel de 
tanque presentan características de desfase, no linealidades y 
dificultad en la construcción de modelos, y la implementación 
de un controlador PId convencional a veces no puede obtener 
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los efectos esperados, por lo que  un controlador difuso muestra 
mejor respuesta dinámica y mayor estabilidad; pero en otros 
estudios realizados (Santos, López y de la Cruz, 2006; Jantzen, 
1998) donde se comparaban el control PId y un control difuso, 
se observó que los controladores difusos son no lineales y más 
dificultosos para controlar comparados con un controlador PId.
Es así como se observa la necesidad de un trabajo de 
comparación entre diferentes técnicas de control. Claramente, un 
análisis comparativo entre las técnicas de control convencional y 
las técnicas de control inteligente está por fuera del alcance de este 
libro. El enfoque es, entonces, realizar un análisis comparativo 
entre algunas técnicas en un marco experimental. Particularmente, 
la comparación se realizará entre controles PId (diseñado por 
cuatro técnicas diferentes: tanteo, curva de reacción, ganancia 
límite y método del lugar de las raíces), control por el método de 
Ragazzini, control difuso, y redes neuronales (para el problema 
de control de nivel en un sistema de tanques acoplados). Así, se 
trata de un enfoque basado en simulación y una comparación 
experimental entre las técnicas de control mencionadas.
Para el análisis comparativo, se parte de una planta 
instrumentada y calibrada: la planta de fluidos del ItM. De esta 
planta se hace el desarrollo de un modelo matemático donde 
el sistema presenta parámetros dinámicos que son estimados 
mediante el método de mínimos cuadrados. El modelo se utiliza 
para realizar pruebas en simulación, así como para el diseño de 
los sistemas de control.
De esta forma, el libro se convierte en un texto que puede 
ser consultado, tanto por docentes como por estudiantes de las 
asignaturas de control automático, ya que muestra información 
sobre modelado de sistemas, estimación de parámetros y diseño 
de diferentes técnicas de control, con la ventaja de que no es un 
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texto simplemente teórico, sino que los desarrollos se basan en 
una planta real usando datos experimentales. Adicionalmente, 
dado que se trata de una planta encontrada en las instalaciones 
del ItM, el libro es atractivo para los docentes y estudiantes del ItM 
que dictan o cursan asignaturas de control, y puede ser usado para 
el desarrollo de prácticas de laboratorio.
La composición de este libro es la siguiente: en el Capítulo 1 
se presenta la introducción; en el Capítulo 2 se presenta la teoría 
de modelado de sistemas; en el Capítulo 3 se explica la teoría para 
el diseño de estrategias de control convencional PId; en el Capítulo 
4 se explica el procedimiento para diseñar un control difuso y 
la forma en que se diseña un control por redes neuronales; y en 
el Capítulo 5 se detalla la instrumentación usada en la planta de 
fluidos del ItM y se aplica la teoría explicada en los Capítulos 2, 
3 y 4 para el modelado de la planta y el diseño de las técnicas de 
control, y se hace un análisis de los resultados obtenidos con las 
diferentes técnicas de control sobre la planta de fluidos.
En el Anexo 1 se presenta el instructivo del software de 
simulación HeMeflu: Herramienta en Matlab®/Simulink para 
el Estudio de la Planta de Fluidos del Instituto Tecnológico 
Metropolitano, ITM; y en el Anexo 2 se presenta el manual básico 
de operación de dicha planta.
1 MODELADO DE SISTEMAS
El objetivo del modelado de sistemas es determinar un 
modelo matemático que describa el comportamiento de un 
sistema o proceso. Cuando el modelado de sistemas involucra 
datos experimentales, el proceso se conoce como identificación 
(Ljung, 1987).
La construcción de modelos a partir de datos observados es un 
elemento fundamental en la ciencia, donde varias metodologías 
y nomenclaturas han sido desarrolladas en diferentes áreas de 
aplicación. Una de las áreas de aplicación es la teoría de control, 
que ha contribuido a la teoría de modelado en considerar este 
proceso como un ejercicio de diseño que busca estimar, dentro 
de un conjunto de modelos, cuál de ellos se aproxima lo mejor 
posible a la realidad, en lugar de emprender una búsqueda por el 
verdadero «modelo» (Gevers, 2005). Si el modelo de un sistema 
fuera exacto, sería óptimo para cualquier aplicación. Sin embargo, 
si el modelo es únicamente una aproximación del verdadero 
sistema, la calidad del modelo debe depender de la aplicación 
que quiera dársele. De acuerdo con esto, se debe sintonizar el 
problema de modelado según sea el uso que se le dará al modelo.
En esta nueva visión dada por la teoría de control, el proceso 
de modelado de un sistema a partir de datos experimentales 
involucra los siguientes aspectos: un conjunto de datos, un 
conjunto de modelos candidatos (una estructura del modelo) y 
una regla por medio de la cual los modelos candidatos pueden ser 
determinados a partir de los datos. A partir de esta información, 
un algoritmo de identificación busca el modelo que mejor 
reproduzca los datos medidos y, finalmente, viene un proceso de 
validación, que involucra varios procedimientos para determinar 
el desempeño del modelo.
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Es importante tener en cuenta que el sistema real no es igual 
al modelo matemático que se use para describirlo. Se pueden 
comparar ciertos aspectos del sistema real con la descripción 
matemática, para determinar qué tan preciso es el modelo y si 
es lo suficientemente bueno para cierto propósito, pero no se 
puede decir que el modelo sea real. La descripción matemática 
de sistemas tiene aspectos de profundidad filosófica; así que en 
términos prácticos, el modelo será simplemente una herramienta 
útil más que una herramienta «real».
Si durante la validación del modelo este resulta ser deficiente, 
puede ser porque el procedimiento numérico falló en encontrar 
el mejor modelo según el criterio, el criterio no se eligió bien, la 
estructura del modelo no era la adecuada, o los datos tomados en 
la experimentación no tenían información suficiente. En caso de 
que el modelo no pase la prueba de validación, se deben revisar 
estas variables para comenzar de nuevo el proceso. Todo el 
procedimiento de modelado se resume en la Figura 1.
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Fuente: L. Ljung (1987). System Identification: theory for the user. Englewood Cliffs. 
Prentice Hall.
A continuación se explica cada una de las etapas mostradas 
en la Figura 1.
1.1 DISEÑO EXPERIMENTAL
La planificación experimental consiste en hacer un plan de 
trabajo antes de comenzar el proceso de modelado.  El diseño 
de un experimento de identificación incluye varias decisiones: 
cuáles señales medir y cuándo medirlas, qué señales manipular y 
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cómo manipularlas. Esto implica identificar el tipo de señal con la 
cual se excitará la planta, el tiempo de muestreo para la toma de 
datos y la cantidad de datos que se registrarán. También se debe 
tener en cuenta si la experimentación se hará con el modelo en 
lazo abierto o en lazo cerrado. Cada una de estas consideraciones 
se detalla a continuación.
1.1.1 VARIABLES DE DISEÑO
La selección de las variables en el experimento de 
identificación es algo crucial, y debe hacerse con cuidado, con el 
objetivo de obtener datos que sean lo suficientemente informativos. 
Para esto, se deben establecer cuáles señales serán consideradas 
como salidas y cuáles como entradas, ya que esto define dónde 
estarán ubicados los sensores (salidas) y cuáles señales van 
a ser manipuladas (entradas) para excitar el sistema durante la 
experimentación. Cuando hay algunas variables que afectan al 
sistema pero que no pueden manipularse (perturbaciones), si 
estas pueden medirse, es ideal tratarlas como entradas y medirlas 
(aun cuando desde un punto de vista operativo, deberían ser 
consideradas como perturbaciones medibles) (Ljung, 1987). La 
selección de las señales de entrada tiene una influencia substancial 
en los datos observados. Las señales de entrada determinan 
el punto de operación del sistema y cuáles partes y modos del 
sistema se excitan durante la experimentación.
No existe una regla general para determinar cuáles deben ser 
las variables de diseño para un sistema; estas deben determinarse 
según el conocimiento que se tenga del sistema y el uso que se le 
vaya a dar al modelo. En el área de control, por ejemplo, se debe 
observar qué variables son manipulables en el sistema (entradas) 
y cuáles se desea controlar (salidas).
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1.1.2 SEÑAL DE EXCITACIÓN
La señal de excitación es la señal con que se excita la entrada 
del sistema. Lo ideal es hacer que el experimento asemeje la 
situación en la cual se empleará el modelo. Esto puede ser difícil, 
ya que el objetivo de la identificación es, en muchas ocasiones, 
encontrar las condiciones adecuadas de operación. Si se sospecha 
que el sistema es no lineal y se quiere encontrar un modelo lineal, 
entonces lo razonable es realizar la experimentación alrededor del 
punto nominal de operación para la planta.
El grado de libertad que se tiene para manipular las entradas 
puede variar considerablemente con la aplicación. En la industria 
de procesos es posible que no se permita manipular un sistema 
en modo de producción continua. Para otros sistemas, como 
los económicos o los ecológicos, simplemente no es posible 
afectar el sistema con el propósito de hacer un experimento de 
identificación. En aplicaciones de laboratorio y durante las fases 
de desarrollo de nuevos equipos, por el contrario, la selección de 
las entradas posiblemente no esté muy restringida. En los casos 
donde se permite manipulación de la señal de entrada, se tienen 
diferentes alternativas, siendo las más conocidas el impulso, el 
escalón y la  onda sinusoidal, aunque se tienen otras alternativas 
(onda cuadrada, ruido blanco, (Pseudo Random Binary Sequence 
–Prbs– y secuencia binaria pseudoaleatoria, entre otras). La 
señal que se elija depende principalmente del método que se va 
a emplear en la etapa de identificación. Por ejemplo, si se usa un 
método de análisis transitorio, se debe utilizar una señal escalón, 
mientras que para el método de análisis de frecuencia, se debe 
utilizar señal sinusoidal.
A continuación se presentan las tres señales más conocidas 
en la teoría de control.
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1. IMPULSO UNITARIO
















Gráficamente, la función de impulso unitario se representa 
como se muestra en la Figura 2.
fIgura 2 - rePresentacIón gráfIca de la señal IMPulso




















Fuente: elaboración de los autores a partir de Matlab®.
En la práctica, esta función se puede usar para representar 
ciertos fenómenos que suceden en lapsos de tiempo muy cortos, 
como las fuerzas de choque o las descargas eléctricas.
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La razón para emplear señales de impulso es que los 
sistemas Single Input Single Output (sIso) de primer orden (que 
son comunes) quedan completamente definidos a partir de su 
respuesta al impulso. Siendo δ (t) la función impulso unitario, se 
obtiene la función de transferencia del impulso ( ) ( )u t t= δ  como 
la correspondiente función de salida del sistema. La respuesta al 
impulso es entonces una caracterización completa del sistema. Sin 
embargo, es difícil generar una entrada de impulso en el dominio 
de tiempo continuo; además, tal entrada puede inducir efectos 
no lineales que perturbarían el comportamiento linealizado del 
modelo. Esta es la razón por la cual el uso de entradas de impulso 
raramente se ve en situaciones prácticas.
2. ESCALÓN
Debido a que la señal de impulso es poco práctica, muchos 
investigadores han propuesto métodos para determinar el valor 
de los parámetros a partir de funciones en el tiempo de salida de 
procesos donde la entrada al proceso es una señal bien conocida. 
De primera importancia son las funciones escalón como señales 
de entrada y las respuestas al escalón como señales de salida.
Una señal escalón unitario, o función de Heaviside, se define 
como la integral de la señal impulso unitario. Está representada 
por la Ecuación 3, y gráficamente se representa como muestra la 
Figura 3.
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fIgura 3 - rePresentacIón gráfIca de la señal escalón unItarIo




















Fuente: elaboración de los autores a partir de Matlab®.
Una razón para utilizar la señal de escalón como señal de 
excitación es que se tiene bien establecida una metodología para 
estimar la función de transferencia de un sistema a partir de 
un número pequeño de valores característicos de la función de 
respuesta al escalón.
Por ejemplo, para sistemas de primer orden, un modelo 
ampliamente utilizado en el análisis de respuesta al escalón es 
el de primer orden con retardo, cuya estructura se presenta en la 
Ecuación 4.
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De hecho, hay un buen número de sistemas, especialmente 
en el control de procesos, que pueden ser aproximados por medio 
de un modelo de primer orden con retardo. Los parámetros de la 
Ecuación 4 se pueden derivar a partir de la respuesta al escalón, 
determinando la respuesta en estado estable a la entrada escalón y 
la constante de tiempo (Rake, 1980). Esta última se puede obtener, 
ya sea a partir de la tangente de mayor pendiente o del tiempo que 
tarda el ascenso de 10 a 90 % del cambio en la salida (Figura 4).
fIgura 4 - resPuesta al escalón tíPIca de un sIsteMa de PrIMer orden con 
retardo
Fuente: elaboración de los autores.
Para sistemas de segundo orden, se puede obtener el valor de 
los parámetros a partir de la respuesta al escalón, determinando la 
respuesta en estado estable, el sobreimpulso máximo, el tiempo 
requerido para alcanzar el primer pico y el tiempo requerido para 
alcanzar el 50 % del valor en estado estable.
Para el caso general de sistemas de orden superior, es mejor 
usar un método de gradiente para encontrar los parámetros 
32 Modelo MateMático y control de un sisteMa de fluidos
del modelo, de tal forma que se minimice la integral del error 
cuadrático (Ljung, 1987).
3. ONDA SINUSOIDAL
La interpretación física fundamental de la función de 
transferencia es que el número complejo tiene 
información acerca de lo que pasa ante una entrada sinusoidal. 
Entonces, con una entrada de la forma presentada en la Ecuación 5:
( )u t cos t=α ω 5
La salida es la Ecuación 6:
( ) ( )i0y(t( cos t (t) transienteG e ω=∝ ω +ϕ +ν + 6
donde:
( )i0arg G e ωϕ= 7
Esta propiedad es la pista para una forma simple de determinar 
( )ioG e
ω
con la entrada sinusoidal, se determina la amplitud y 
el cambio de fase en la señal coseno resultante y se calcula una 
estimación ˆ ( )iNG e
ω
con base en esta información. Se repite el 
proceso para un número de frecuencias en la banda de frecuencia 
de interés.
33Paula andrea ortiz Valencia • José leonardo raMírez echaVarría 
lorena cardona rendón
1.1.3 LAZO CERRADO
En algunos casos es necesario llevar a cabo el experimento de 
identificación en lazo cerrado. La razón puede ser que la planta 
sea inestable, que tenga que estar controlada para producción o 
por razones de seguridad o economía. También puede ser que 
contenga mecanismos de realimentación inherente. El problema 
básico con los datos en lazo cerrado es que típicamente tienen 
menos información sobre el sistema en lazo abierto, puesto que un 
propósito importante de la realimentación es hacer que el sistema 
en lazo cerrado sea menos sensible a los cambios que el sistema 
en lazo abierto. Cuando se tiene el problema de identificación de 
sistemas en lazo cerrado, existen dos aproximaciones:
1. DIRECTA 
Se utilizan los datos u, y en la misma forma que para el lazo 
abierto, ignorando el lazo cerrado y la señal de referencia r. Se 
identifica el sistema en lazo abierto.
2. INDIRECTA
Se identifica el sistema en lazo cerrado usando la señal de 
referencia r como entrada y la señal y como la salida. Una vez se 
tiene el modelo del sistema en lazo cerrado, se calcula el sistema 
en lazo abierto; para esto el regulador debe ser conocido.
1.1.4 CANTIDAD DE DATOS
La decisión sobre la cantidad de datos que deben tomarse para 
la identificación depende del método de identificación usado. 
Sin embargo, un criterio determinante en la selección es que la 
34 Modelo MateMático y control de un sisteMa de fluidos
respuesta del sistema logre superar el estado transitorio y llegue 
al estado estable.
1.1.5 PERÍODO DE MUESTREO
Luego de que se ha decidido qué y dónde medir, la siguiente 
pregunta es cuándo. La mayoría de las señales se muestrean 
usando un intervalo constante T (período de muestreo), y este 
intervalo es una variable que puede ser elegida.
La selección óptima para el tiempo de muestreo está alrededor 
de la constante de tiempo del sistema. Aunque es más perjudicial 
para el experimento elegir un período de muestreo muy grande 
que uno muy pequeño, si se elige este último se tienen problemas 
numéricos, el modelo se ajusta en las bandas de alta frecuencia y 
no se logran mayores beneficios por la carga computacional extra 
que implica un periodo más pequeño. Una frecuencia de muestreo 
de aproximadamente 10 veces el ancho de banda del sistema sería 
una buena elección en la mayoría de los casos (Ljung, 1987). Otra 
opción es elegir el período de muestreo según la Tabla 1. En esta 
tabla se muestran los períodos de muestreo recomendados de 
acuerdo con el tipo de variable o proceso que se está identificando 
(Ramírez, 2009).
tabla 1 - tIeMPos de Muestreo recoMendados según el Proceso












* Se refiere a todos aquellos procesos que son demasiado rápidos en su respuesta, tales 
como turbinas, fuentes ininterrumpidas de potencia y otros.
Fuente: Landau, Ian Doré y G. Zito (2005). Digital Control Systems – Design, 
Identification and Implementation. Londres, Springer.
1.2   SELECCIÓN DE LA ESTRUCTURA DEL MODELO
Una estructura de modelo está descrita, en el caso lineal, 
por los coeficientes de ciertos polinomios o por las matrices del 
espacio de estado. La selección de una estructura de modelo 
apropiada M es crucial para una identificación exitosa. La elección 
debe basarse en un entendimiento, tanto del sistema que va a 
ser identificado, como del procedimiento de identificación. Los 
aspectos para tener en cuenta en el proceso de selección de una 
estructura del modelo son: la complejidad y el costo del modelo, 
y el uso que se le dará. Cada uno de estos aspectos se define a 
continuación:
1.2.1 COMPLEJIDAD DEL MODELO
La mejor estructura del modelo es la que tiene el grado 
de flexibilidad óptimo. Una estructura flexible es aquella que 
ofrece buenas capacidades para describir diferentes sistemas 
posibles. La flexibilidad se puede obtener, ya sea usando muchos 
parámetros, o ubicándolos en posiciones estratégicas. El aumento 
en la flexibilidad implica un aumento en la complejidad de la 
estructura. La razón por la cual la complejidad juega un papel 
importante en la selección de la estructura es la siguiente: si se 
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asume que existe una verdadera descripción S, conceptualmente 




  ˆS y M  y son cualquier propiedad escalar del objeto, por 
ejemplo, la ganancia estática de un sistema dinámico.
En este caso, el error cuadrático medio (W) es:








En la Ecuación 10, el error cuadrático medio  se divide entre un 
sesgo (cuadrado) B y un error de varianza V. Esta es una relación 
muy elemental y bien conocida (Ljung y Wills 2010). B es función 
de la complejidad de la estructura del modelo (flexibilidad) C 
(Ecuación 11), y disminuye a medida que C aumenta. De igual 
forma, V aumenta al aumentar C (no hay expresiones elementales 
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para esto, pero intuitivamente es suficiente entender que mientras 
más amplia sea una estructura de modelo, más susceptible será de 







N es el tamaño del conjunto de datos de estimación.
La búsqueda pragmática de la mejor estructura del modelo 
significará entonces la búsqueda de la complejidad de modelo C 
que minimice W. Esta minimización de W favorece estructuras de 
modelos menos flexibles que contienen buenas aproximaciones 
del objeto real. Esto significa que es mejor reducir el tamaño 
del modelo tanto como sea posible, usando leyes físicas sobre la 
naturaleza del objeto.
1.2.3 COSTO DEL MODELO
El costo del modelo se asocia con el esfuerzo computacional 
requerido para calcularlo, depende mucho de la estructura del 
modelo (que afecta la complejidad del algoritmo), aumenta a 
medida que se incrementa el número de parámetros en la estructura 
del modelo, y en general, crece al incrementarse la complejidad 
de la estructura. Una vez más, entonces, es preferible usar una 
estructura de modelo de menor complejidad, involucrando, si 
es posible, el conocimiento físico del sistema, para disminuir el 
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costo de computación del modelo. Este se puede cuantificar de 
diversas formas, siendo más común usar el tiempo que tarda la 
estimación de los parámetros del modelo.
1.2.4  USO QUE SE LE DARÁ AL MODELO
Puede ser que el modelo se requiera para diseñar un regulador 
o hacer predicciones o simulaciones. Es así como el uso determina 
aspectos como la forma del modelo (función de transferencia, 
espacio de estado o ecuaciones diferenciales, por ejemplo) la 
precisión requerida y la linealidad.
La selección final de la estructura del modelo es un 
compromiso entre los tres aspectos mencionados (complejidad, 
costo y uso). Para tomar la decisión sobre estos aspectos, se 
pueden tener en cuenta consideraciones a priori o se puede hacer 
un análisis previo de los datos de la experimentación. En general, 
el proceso de selección de la estructura del modelo involucra, por 
lo menos, los tres pasos siguientes:
1. SELECCIÓN DEL TIPO DE MODELO
Involucra la selección entre modelos lineales y no lineales, y 
entre funciones de transferencia o representaciones en espacio de 
estado.
La pregunta sobre la linealidad del sistema puede 
resolverse fácilmente a partir de los datos recolectados durante 
la experimentación. La selección del tipo de modelo involucra 
aspectos como la disponibilidad de software y la familiaridad 
que se tiene con ciertos modelos. La selección de la complejidad 
está en el corazón de la selección. El consejo general es probar 
primero las soluciones más simples. Se pueden buscar estructuras 
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más sofisticadas únicamente si las más simples no pasaron las 
pruebas de validación.
2. SELECCIÓN DEL TAMAÑO DEL MODELO
Involucra aspectos como seleccionar el orden de un modelo 
en espacio de estado, el grado de un polinomio o el número de 
neuronas en una red neuronal. También involucra el problema 
de seleccionar las variables que se incluirán en la descripción 
del modelo. Para determinar el orden del modelo existen varias 
técnicas, como la estimación del análisis espectral de la función 
de transferencia, la prueba de rango en las matrices de covarianza 
de las muestras, la correlación entre las variables y el examen de 
la matriz de información.
Otro método que resulta útil, si se dispone de algún software 
apropiado, es probar estructuras de modelo con diferente orden 
y comparar los modelos resultantes bajo algún criterio para 
determinar cuál de todos obtuvo mejor desempeño.
3. SELECCIÓN DE LA PARAMETRIZACIÓN DEL MODELO
Cuando un tipo de modelo ha sido elegido es necesario 
parametrizarlo, es decir, encontrar una estructura que lo describa. 
Para seleccionarla, en algunos casos se usan leyes físicas y 
relaciones establecidas para lograr un modelo con algunos 
parámetros desconocidos. En otros se usan modelos estándar sin 
ningún soporte físico.
Una práctica común en la teoría de control es describir 
únicamente la parte determinística del sistema. En el control 
estocástico, los polinomios lineales se utilizan con frecuencia 
debido a que estos modelos describen la parte estocástica y 
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determinística de un sistema. Sin embargo, en la ingeniería 
de control clásica, la parte determinística del sistema es más 
importante que la estocástica; por lo tanto, se puede tomar ventaja 
de la relación entre las señales de entrada y salida de una función 
de transferencia para describir la parte determinística del mismo.
Las estructuras para funciones de transferencia de diverso 
orden son bien conocidas y documentadas en la literatura. Por 
ejemplo, la estructura de modelo para un sistema sIso lineal 

























Y para un sistema Multiple Input Multiple Output (MIMo), se 
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