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 Abstract 
The focus of this thesis is on the different encryption algorithms 
used in the field of communication to provide data security and 
integrity while they are transmitted through the communication 
channel, which is accomplished through turning digital data in 
to an unintelligible data. 
The thesis includes full details about the RSA encryption 
algorithm which is one of the common public-key encryption 
algorithms available for use today. 
The thesis studied encryption in pocket switched networks and 
the protocols used for this purpose. 
Finally the thesis suggested implementation of encryption 
algorithm using Java programming language which is an object 
oriented programming language.  
 
 
 
 
  
 
 ﺧﻼﺻﺔ اﻟﺒﺤﺚ 
 
ﻳﺮآﺰ هﺬا اﻟﺒﺤﺚ ﻋﻠﻰ ﺧﻮارزﻣﻴﺎت اﻟﺘﺸﻔﻴﺮ اﻟﻤﺨﺘﻠﻔﺔ اﻟﻤﺴﺘﺨﺪﻣﺔ ﻓﻲ ﺣﻘﻞ اﻻﺗﺼﺎﻻت 
ﻟﺘﺄﻣﻴﻦ ﺳﻼﻣﺔ وأﻣﻦ اﻟﺒﻴﺎﻧﺎت ﺧﻼل ﻧﻘﻠﻬﺎ ﻋﺒﺮ ﻗﻨﺎة اﻻﺗﺼﺎل ،واﻟﺬي ﻳﺘﺤﻘﻖ ﻣﻦ ﺧﻼل 
  .ﺗﺤﻮﻳﻞ اﻟﺒﻴﺎﻧﺎت إﻟﻰ وﺣﺪات رﻗﻤﻴﻪ ﻏﻴﺮ ﻣﻔﻬﻮﻣﺔ
   
 ي ﺑﻴﺎﻧﺎت آﺎﻣﻠﺔ ﻋﻦاﻟﺪراﺳﺔ ﺗﺤﻮ          )namledA,rimahS,tseviR( ASR
  .وهﻲ إﺣﺪى ﺧﻮارزﻣﻴﺎت اﻟﺘﺸﻔﻴﺮ ﺑﺎﺳﺘﺨﺪام اﻟﻤﻔﺘﺎح اﻟﻌﺎم ﺷﻴﻮﻋَﺎ هﺬﻩ اﻷﻳﺎم
  
ﺗﺒﺤﺚ اﻟﺪراﺳﺔ اﻟﺘﺸﻔﻴﺮ ﻓﻲ ﺷﺒﻜﺎت ﺑﻜﻴﺘﺎت اﻟﺒﻴﺎﻧﺎت اﻟﻤﺤﻮﻟﺔ ، واﻟﺒﺮﺗﻮآﻮﻻت اﻟﻤﺨﺘﻠﻔﺔ 
  .اﻟﻤﺴﺘﺨﺪﻣﺔ ﻟﻬﺬا اﻟﻐﺮض
  
ﺣﺪى ﻟﻐﺎت أﺧﻴﺮَا ﺗﻘﺘﺮح اﻟﺪراﺳﺔ ﺗﻨﻔﻴﺬ ﺧﻮارزﻣﻴﺔ ﺑﺎﺳﺘﺨﺪام ﻟﻐﺔ اﻟﺒﺮﻣﺠﺔ ﺟﺎﻓﺎ وهﻲ إ
  .اﻟﺒﺮﻣﺠﺔ هﺪﻓﻴﺔ اﻟﺘﻮﺟﻪ
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1.1 Overview: 
      Organizations with a need for intense information 
security, such as government agencies, law enforcement, 
financial institutions, businesses, and health care facilities, 
can leverage strong, modern cryptosystems to help ensure 
that their data is not accessible to outsiders. 
      Cryptography is the art and science of keeping 
information secure from unintended audiences. Conversely, 
cryptanalysis is the art and science of breaking encoded 
data. The branch of mathematics encompassing both 
cryptography and cryptanalysis is cryptology. 
      Cryptography, dates as far back as 1900 BC when a 
scribe in Egypt first used a derivation of the standard 
hieroglyphics of the day to communicate.1 
      There are many notable personalities who participated 
in the evolution of Cryptography.  For example, “Julius 
                                                 
1 Encryption Definition and Methods used in data communications systems 
http://www.TCCwhitepaper.html. 29 May 2005 . 
Caesar (100-44 BC) used a simple substitution with the 
normal alphabet (just shifting the letters a fixed amount) in 
government communications”, and later, Sir Francis Bacon 
in 1623, who "described a cipher which now bears his name  
a biliteral cipher, known today as a 5-bit binary encoding.  
He advanced it as a steganographic device by using variation 
in type face to carry each bit of the encoding”.2   
         For all the historical personalities involved in the 
evolution of cryptography, it is William Frederick 
Friedman, founder of Riverbank Laboratories, cryptanalyst 
for the US government, and lead code-breaker of Japan’s 
World War II Purple Machine, who is “honored as the 
father of US cryptanalysis”. In 1918 Friedman authored The 
Index of Coincidence and Its Applications in Cryptography, 
which is still considered by many in this field as the 
premiere work on cryptograph written this century.3 
                                                 
2http://www.secantnet.com/product1.html,January20,1998  
  ,20045December/com.dataeind.www//:httppaper  -Security white 3    
         During the late 1920s and into the early 1930s, the US 
Federal Bureau of Investigation (FBI) established an office 
designed to deal with the increasing use of cryptography by 
criminals.  At that time the criminal threat involved the 
importation of liquor. 
       Although cryptography was employed during World 
War I, two of the more notable machines were employed 
during World War II: the Germans’ Enigma machine, 
developed by Arthur Scherbius, and the Japanese Purple 
Machine, developed using techniques first discovered by 
Herbert O. Yardley.4 
       In the 1970s, Dr. Horst Feistel established the precursor 
to today’s Data Encryption Standard (DES) with his ‘family’ 
of ciphers, the ‘Feistel ciphers’, while working at IBM’s 
Watson Research Laboratory. In 1976, The National 
Security Agency (NSA) worked with the Feistel ciphers to 
establish FIPS PUB-46, known today as DES. Today, triple-
DES is the security standard used by U.S. financial 
                                                 
4 http://www.secantnet.com/product1.html,January20,1998  
institutions.  Also in 1976, two contemporaries of Feistel, 
Whitfield Diffie and Martin Hellman first introduced the 
idea of public key cryptography in a publication entitled 
"New Directions in Cryptography".5 Public key 
cryptography is what PGP, today's industry standard, uses 
in its software. 
      In the September, 1977 issue of The Scientific American, 
Ronald L. Rivest, Adi Shamir and Leonard M. Adleman 
introduced to the world their RSA cipher, applicable to 
public key cryptography and digital signatures.6 The 
authors offered to send their full report to anyone who sent 
them self-addressed stamped envelopes, and the ensuing 
international response was so overwhelming the NSA balked 
at the idea of such widespread distribution of cryptography 
source code. When no response was made by the NSA as to 
the “legal basis of their request”, distribution recommenced, 
                                                 
5SSH.”Strength of Cryptography algorithms.” 
http://www.ssh.com/support/cryptography/Introduction/strength.html.20Dec.2002.  
6RSA security http:/rsasecurity.com/rsalabs/faq/3-1-9.html. 15 jan.2003/ 
and the algorithm was published in The Communications of 
the ACM the following year. 
         In the mid-1980s ROT13 was employed by USENET 
groups to prevent the viewing of “objectionable material 
[by] innocent eyes”, and soon thereafter, a 1990 discovery by 
Xuejia Lai and James Massey proposed a new, stronger, 
128-bit key cipher designed to replace the aging DES 
standard:  IDEA7. Called the International Data Encryption 
Algorithm, IDEA, this algorithm was designed to work more 
efficiently with “general purpose” computers used by 
everyday households and businesses. 
         Concerned by the proliferation of cryptography, the 
FBI renewed its effort to gain access to plaintext messages of 
US citizens In response, Phil Zimmerman released his first 
version of Pretty Good Privacy (PGP) in 1991 as a freeware 
product, which uses the IDEA algorithm. PGP, a free 
program providing military-grade algorithm to the internet 
                                                 
7 Meyer,Peter.”An introduction to the use of Encryption”. 
http://serendipity.magnet.ch/hermetic/crypto/ 17 Dec,2002    
community, has evolved into a cryptographic standard 
because of such widespread use. [8] The initial versions of 
PGP were geared towards the more computer literate 
individual, but to the individual nonetheless.  Phil 
Zimmerman could be compared to Henry Ford in his efforts 
to provide PGP to every home by making it free, and 
therefore, affordable.   Today, PGP's updated version is 
offered free to the public. 
          Most recently, in 1994, Professor Ron Rivest, co-
developer of RSA cryptography, published a new algorithm, 
RC5, on the Internet.  
         Modern cryptographers emphasize that security should not 
depend on the secrecy of the encryption method (or algorithm), 
only the secrecy of the keys. The secret keys must not be 
revealed when plaintext and cipher text are compared, and no 
person should have knowledge of the key. Modern algorithms 
are based on mathematically difficult problems - for example, 
prime number factorization, discrete logarithms, etc. There is no 
mathematical proof that these problems are in fact are hard, just 
empirical evidence.  
         Modern cryptographic algorithms are too complex to 
be executed by humans. Today's algorithms are executed by 
computers or specialized hardware devices, and in most 
cases are implemented in computer software.  
         The design of secure systems using encryption 
techniques focuses mainly on the protection of (secret) keys. 
Keys can be protected either by encrypting them under 
other keys or by protecting them physically, while the 
algorithm used to encrypt the data is made public and 
subjected to intense scrutiny. When cryptographers hit on 
an effective method of encryption (a cipher), they can patent 
it as intellectual property and earn royalties when their 
method is used in commercial products. In the current open 
environment, many good cryptographic algorithms are 
available in major bookstores, libraries and on the Internet, 
or patent office.  
         There are two types of key-based encryption, symmetric 
(or secret-key) and asymmetric (or public-key) algorithms. 
Symmetric algorithms use the same key for encryption and 
decryption (or the decryption key is easily derived from the 
encryption key), while asymmetric algorithms use a different 
key for encryption and decryption, and the decryption key 
cannot be derived from the encryption key.  
Symmetric algorithms can be divided into stream ciphers 
and block ciphers. Stream ciphers can encrypt a single bit of 
plaintext at a time, whereas block ciphers take a number of 
bits (typically 64 bits in modern ciphers), and encrypt them 
as a single unit. An example of a symmetric algorithm is 
DES. 
         Asymmetric ciphers (also called public-key 
cryptography) make a public key universally available, 
while only one individual possesses the private key. When 
data is encrypted with the public key, it can only be 
decrypted with the private key, and vice versa. Public key 
cryptography adds a very significant benefit - it can serve to 
authenticate a source (e.g. a digital signature). Public key 
cryptography was invented by Whitfield Diffie and Martin 
Hellman in 1975. An example of an asymmetric algorithm is 
RSA. 
          There are important strength and weakness of both 
types of cryptosystems that must be understood before 
selecting a solution. Performance, data type, data access, 
cost, community acceptance, strength of algorithm, and key 
management should all be determined in order to select the 
most appropriate solution. After a cryptosystem has been 
selected and implemented, it is critical that users understand 
how to safeguard their encryption keys. The strength of 
most current encryption algorithms is far beyond the ability 
of computing technology to defeat, so the preferred method 
of attacking a cryptosystem is key theft.  
          Selecting a cryptosystem that provides a high level of 
security, while meeting the business requirements of an 
organization; is extremely important. Knowing the types of 
systems that are available, their strengths and weaknesses, 
and how to evaluate a system are key considerations when 
evaluating cryptographic technologies for an organization. 
        In general, symmetric algorithms execute much faster 
than asymmetric ones. In real applications, they are often 
used together, with a public-key algorithm encrypting a 
randomly generated encryption key, while the random key 
encrypts the actual message using a symmetric algorithm. 
This combination is commonly referred to as a digital 
envelope. 
          IP-based networks are of great importance in today’s 
information society. At first glance, this technology might 
appear a bit confusing and overwhelming. Therefore, we’ll start 
by presenting the underlying network components upon which 
this technology is built. A network is comprised of two 
fundamental parts, the nodes and the links. A node is some type 
of network device, such as a computer.  Nodes are able to 
communicate with other nodes through links, like cables. There 
are basically two different network techniques for establishing 
communication between nodes on a network:  the circuit-
switched network and the packet-switched network techniques. 
The former is used in a traditional telephone system, while the 
latter is used in IP-based networks. IP-based networks on the 
other hand utilize a packet-switched network technology, which 
uses available capacity much more efficiently and minimizes the 
risk of possible problems, such as a disconnection. Messages 
sent over a packet-switched network are first divided into 
packets containing the destination address. Then, each packet is 
sent over the network with every intermediate node and router in 
the network determining where the packet goes next. A packet 
does not need to be routed over the same links as previous 
related packets. Thus, packets sent between two network devices 
can be transmitted over different routes in the event of a link 
breakdown or node malfunction. 
         IPsec which is a suite of protocols designed to secure 
communication at the network layer provides protection to IP 
traffic. In order to achieve this objective, IPsec provides security 
services at the IP layer that enable a system to select security 
protocols, determine the algorithms to use, and put in place any 
cryptographic keys required. These set of services provide 
access control, connectionless integrity, data origin 
authentication, rejection of replayed packets (a form of partial 
sequence integrity) confidentiality (encryption) and limited 
traffic flow confidentiality. Because these services are provided 
at the IP layer, they can be used by any higher layer protocol, 
e.g., TCP (Transfer Control Protocol), UDP (User Datagram 
Protocol), etc.  
     IPsec can be used to secure communications between a 
pair of hosts, between a pair of security gateways, or 
between a security gateway and a host. (The tem "security 
gateway" is used throughout the IPsec documents to refer to 
an intermediate system that implement IPsec protocols. For 
example, a router or a firewall implementing IPsec is a 
security gateway. A "trusted sub network" contains hosts 
and routers that trust each other not to engage in active or 
passive attacks and trust that the underlying communication 
channel isn't being attacked. 
1.2 Problem definition:           
      Digital data integrity and security were concerned by 
most of the computers users because of  the need to 
accomplish their data privacy. Also the need for security has 
grown as the World Wide Web expanded. Millions of 
participants share several communication channels across 
the World Wide Web, and the data sent by one user to 
another usually passes through several intermediate nodes 
before it reaches its final destination. A user's message may 
be received by an unauthorized opponent during 
transmission, who my view its contents and moreover alters 
the message. 
      A method is required to support integrity of data (ensure 
that data was not altered) while its transmission over the 
communication channel and its security by disallowing any 
participants rather than the intended one to read it, which is 
the main goal of the encryption. Encryption accomplishes its 
goal by turning transmitted data to unintelligible data. 
      Encryption ensures data integrity and security but when 
implementing an encryption system in the different 
premise's systems issues such as the efficiency of the 
encryption system used and whether there is a possibility to 
attack this system or not which requires studying the 
different aspects of the system used for encryption.   
         Networks security is a very important issue and it 
requires more advanced techniques used by individual users. 
The layered architecture of the packet switched networks 
makes the concept of network security more complicated. 
Features that support security at specific layers of the 
network architecture enhanced networks security, and 
added flexibility to the techniques used to accomplish 
network security.    
1.3 objectives:    
         The main objective of this study is to illustrate the 
concept  of cryptography, and how it supports data integrity 
and security. As different applications and systems may 
require different levels; this brought the need for different 
types of crypto- systems. The thesis considered two primary 
cryptosystems, secret-key cryptosystem which is much 
suitable for individuals who wish to ensure their files 
privacy while they are kept in their own storage devices 
(external or internal), and they use simple mechanisms in 
general such as permutation and substitution, thus they are 
very fast and have considerably low costs which makes them 
suitable for the individual use. The other cryptosystem is the 
public-key cryptosystem which uses a key for encryption 
(public key) that is different from the key used for 
decryption (private key). This system is suitable for 
encrypting data that travel through communication 
channels, because it provides applications such as 
authentication and confidentiality. 
         Another objective of the thesis is to discuss in details 
one of the most powerful public-key encryption algorithms; 
the RSA encryption algorithm which is found suitable for 
encrypting data in data communication networks. The thesis 
also includes an implementation of the RSA algorithm using 
JAVA programming language. The source code emulates the 
function of the algorithm as it receives the contents of the 
file specified by the user, encrypts its contents one character 
at a time using the RSA encryption mathematical equation 
(C=Me mod n); and in an inverse operation it decrypts the 
encrypted file one character at a time using the RSA 
decryption mathematical equation (M=Cd mod n)* .  
When the user chooses to perform encryption on a specific 
file the program produces n unintelligible copy of the file, 
and when the user decides to perform decryption on the 
encrypted file the program produces a file that is identical to 
the original source file. 
         The final objective of the study is to discuss the use of 
special network protocols features to improve packet 
networks security including a feature of the IP (Internet 
Protocol) called IP security; which employs encryption  and 
other applications to maintain network security. 
1.4 Thesis layout: 
         The thesis discussed the concept of cryptography in 
five chapters. The first chapter serves as an introduction to 
the entire research, it overviews all of the subjects that the 
thesis dealt with through the thesis chapters. The chapter 
                                                 
 M: is a block of the plain text,   C: is a block of the cipher text , e and d: some integers.*  
also illustrates the main problem handled by the thesis; and 
the main objectives of the study. 
          The second chapter studied the primary concepts of 
cryptography and the objectives accomplished through it. 
Cryptography concepts such as encryption/decryption, 
encryption algorithms, and cryptanalysis are discussed in 
addition to the interrelationship between them. Two basic 
cryptosystems are studied in this chapter, which are 
symmetric cryptosystem and asymmetric cryptosystem; the 
chapter also includes a compromise between the two systems 
beside multiple examples of each system’s common 
encryption algorithms. 
The last section of the chapter  fully describe a very popular 
asymmetric algorithm which is RSA (Rivest , Shumin, 
Adelman) encryption algorithm including how the algorithm 
works, and the mathematical issues that the algorithm deals 
with, and finally the mechanisms used to attack the 
algorithm which is known as the algorithm cryptanalysis. 
         Computer networks security was also a concern of this 
thesis. It was found that by implementing security at the IP 
(Internet Protocol) level of the network protocols layers, an 
organization can ensure secure networking. The IP security 
concept is the emphasis of chapter three as it plays an 
important role in networks security. The chapter studied 
different aspects of the IP security including the main 
services it provides, its architecture, and how it services in 
the field of network security. 
          Chapter four can be considered the heart of the thesis 
as it represents the practical side of it. It contains an 
implementation of a common public-key encryption 
algorithm (RSA) which is used widely these days. The 
algorithm is implemented using an object oriented 
programming language (JAVA); and the way the source 
code functions to accomplish encryption and decryption 
using the RSA algorithm is described in this chapter beside 
the final results that it produced. 
         The last chapter in this thesis concludes the thesis and 
suggests some directions and recommendations for future 
work. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
2.1 Cryptography:              
          Cryptography is the art or science of mathematical 
techniques related to such aspects of data security as:- 
• Confidentiality: keeping secret the content of 
information from unauthorized parties. 
• Data integrity: detecting the unauthorized alteration of 
data; 
• Authentication: identifying data origins (party that sent 
the data); 
• Non-repudiation: This means preventing an entity 
(sender or receiver) from denying previous 
commitments or actions. Thus, when a message is sent 
the receiver can prove that the message was sent by the 
alleged sender, and when a message is received the 
sender can prove that it was received by the alleged 
receiver. 
          Cryptography mainly consists of the following 
elements: 
• Encryption: encryption is the process that modifies 
information in a way that makes it unreadable; the 
original message is called plain text or clear text. The 
encrypted message is called cipher text. 
• Decryption: decryption is opposite to the encryption 
process; it is the process of retrieving the plain text 
from the cipher text. Encryption and decryption 
usually make use of a key, and the coding method is 
such that decryption can be performed only by 
knowing the proper key. 
• Encryption algorithm: an encryption algorithm can be 
defined as the set of rules that use a certain 
mathematical procedure (depending on the algorithm 
used) to perform encryption and decryption on data. 
The algorithm defines which encryption method is 
used. 
       In general there are two forms of encryption 
algorithms available for use, restricted-algorithm and 
key-based algorithms.   A restricted –algorithm is 
secure for as long as the way it works is kept secret; 
while the security of a key-based algorithm does not 
rely on hiding details of the encryption mechanism, but 
on keeping the key used a secret. Even if the way the 
algorithm works is known for the public, it can be used 
securely with a secret key. 
Restricted algorithms are inadequate for a large group 
of users, such as in a large organization, because as 
soon as someone leaves the organization everyone else 
must switch to another algorithm. That is why mass 
market products only use key-based algorithms. 
Examples of key-based algorithms are the symmetric 
and asymmetric encryption algorithms. 
2.2 key-based encryption algorithms: 
       Mainly there are two types of encryption 
algorithms in use, symmetric (secrete-key) and 
asymmetric (public-key) encryption algorithms, and 
they are both key-based encryption algorithms. 
2.2.1 Symmetric (secret-key) encryption algorithms:- 
      Symmetric-key encryption is an encryption method 
that uses the same key for encrypting a plain text and 
decrypting the cipher text. As shown in Figure 2.1. The 
figure shows the original plain text entered as an input 
to the symmetric encryption algorithm to be encrypted 
via the secret key to form the cipher text then the 
cipher text will be entered to the decryption algorithm 
which is essentially the encryption algorithm running 
in reverse using the same secret key used for 
encryption to retrieve the original plain text. 
 
 
 
                                                          Secret key  
 
 
 
 
    
      
Figure 2.1 symmetric encryption 
   
       Symmetric encryption is also called conventional 
encryption. All conventional encryption algorithms are 
based on two kinds of manipulations of the data which are 
substitution and permutation. 
Substitution:  each element of the plain text is mapped to 
another element. To clarify this concept, suppose that there 
are sixteen 4-bit numbers will be replaced by 2-bit values as 
shown Figure 2.2. That constitutes a substitution cipher 
which substitutes only 2 bits for 4. 
Encryption 
Algorithm 
Decryption 
Algorithm 
Plain text     Cipher Plain text     
 Permutation: the elements in the plain text are rearranged. 
Permutation is also called transportation. To explain 
permutation with an example suppose that the bits of a 4-bit 
binary number are to be reordered such that the 2nd is 
promoted to the 1st position, the 4th to 2nd, the 3rd is left 
alone, and the 1st is denoted to 4th. Then the sixteen 4-bit 
binary numbers, left column, get rearranged to the numbers 
in the right column, as shown in Figure 2.3. 
 
 
0000       01 
0001       11 
0010       00 
0011       10 
0100       11 
0101       01 
0110       10 
0111       00 
1000       00 
1001       11 
1010       10 
1011       01 
1100       01 
1101       11 
1110       11 
1111       10                                      
 
 
Figure 2.2 example of 
 
0000       0000 
0001       0100 
0010       0010 
0011       0110 
0100       1000 
0101       1100 
0110       1010 
0111       1110 
1000       0001 
1001       0101 
1010       0011 
1011       0111 
1100       1001 
1101       1101 
1110       1011 
1111       1111 
 
Figure 2.3 example of permutation 
 
                       
       Conventional encryption is quick due to the use of 
substitution and permutation and well suited when the data 
does not need to be shared (hard disk encryption, or file 
encryption of sensitive data on a computer), and this is 
because the secret key in this case need not to be distributed 
over a communication channel. 
2.2.1.1 Symmetric algorithms: 
• DES (Data Encryption Standard):  
       DES was endorsed by the U.S government in 1977 as an 
official standard. It has been extensively studied since its 
publication and is the most well-known and widely used 
cryptosystem in the world.  
       DES keys consist of 64 binary digits of which 56 bits are 
randomly generated and used directly by the algorithm. The 
other eight bits, which are not used by the algorithm, may be 
used for error detection. The eight error detecting bits are 
set to make the parity of each 8-bit byte of the key odd, i.e., 
there is an odd number of “1”s in each byte. 
         DES was cracked several times by a community of 
thousands people during a contest organized by the 
American company RSA. Recently, breaking DES went 
faster (22 hours in January 1999), but almost 100000 PCs 
worked on it in parallel, including a supercomputer 
especially for that purpose. DES has many variants (Triple 
DES, DESX). 
 • IDEA (International Data Encryption Algorithm): 
       This algorithm Offers very good performance (twice as 
fast as DES) and high security. It is often considered as the 
quickest and most secure algorithm available to the public 
today. It uses a 128 bit key, and operates on 64-bit plain text 
block. The code is public, but commercial use is subject to 
license. 
• Blowfish: 
        Blowfish was developed by Bruce Schneier in 1993; it 
was conceived as replacement for DES or IDEA. Blowfish 
uses a variable length key, from 32 bits to 448 bit, and is 
appropriate for both domestic and international use. The 
algorithm is only suitable for applications where the key 
does not change often, like a communications link; this is 
because it is very time consuming when initializing the 
algorithm with a new key. But it is considered significantly 
faster than DES. 
• Skipjack : 
       Skipjack was developed by the National Security Agency 
(NSA). The algorithm was made publicly available in 1998. 
It encrypts and decrypts data in 64-bit blocks, using an 80-
bit key. Skipjack has 32 rounds, meaning the main 
algorithm is repeated 32 times to produce the cipher text. 
Skipjack was used to encrypt sensitive, but not classified, 
government data. It is currently one of the preferred 
cryptosystems, and it has not been broken. 
• Triple-DES: 
       Triple –DES was developed due to concerns about the 
weakness of the DES algorithm due to the advances in 
computer processing power. It is important in Triple-DES to 
use different keys during the encryption process. As shown 
Figure 2.4, the data is encrypted with the first key, 
decrypted with the second key, and then encrypted again 
with the third key. The algorithm uses a 112 or 168-bit key, 
and it encrypts and decrypts data in 64-bit chunks. 
             
Figure 2.4 Triple-DES encryption and decryption 
 
• RC4 :  
        RC4 was designed in 1987 by Ron Rivest and it is 
owned by RSA security, Inc. This algorithm uses a variable 
key-size. The algorithm is considered a stream cipher 
algorithm because it encrypts plain text one byte at a time, 
and the operation of a stream cipher is shown clearly 
through Figure 2.5. The figure shows a pseudorandom byte 
generator which is a facility that generates a byte of data 
each time with random value by taking the secrete key as 
input. The output of the pseudorandom generator is 
unpredictable without knowledge of the input key [2]. The 
output of the pseudorandom generator is combined with the 
plain text byte stream using the exclusive-OR (XOR). In 
RC4 algorithm; eight to sixteen machine operations are 
required per output byte, and the cipher can be expected to 
run very quickly in software. 
 
 
 
 
 
 
 
 
Figure 2.5 stream cipher [2] 
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 2.2.1.2 Cryptanalysis of symmetric encryption: 
       When studying the possibility of the conventional 
encryption scheme to be attacked two approaches should be 
considered, and these are: 
• Cryptanalysis: 
       This approach depends mainly on the knowledge of the 
general characteristics of the plain text, or it may rely on an 
obtained sample plain text-cipher text pairs. The nature of 
the algorithm used for encryption is an important factor in 
this kind of attacks; because although conventional 
algorithms share general characteristics, each uses different 
techniques. This type of attack exploits the characteristics of 
the algorithm to determine a specific plain text or the key 
used for encryption. If the secret key was determined 
successfully, all future and past messages encrypted with 
that key are compared. 
• Brute-force attack: 
        In this scheme the attackers after obtaining a piece of 
cipher text; they try every possible key on the cipher text 
until intelligible plain text is obtained. On average, half of all 
possible keys must be tried to achieve success. 
2.2.2 Asymmetric (public-key) encryption: 
       A public-key algorithm uses a key pair. As shown in 
Figure 2.6 the key used for encryption is called public key, is 
different from the key used for decryption which is called 
private key. In this system the key used for encryption is 
made public (hence its name public key) while the 
decryption key must be kept secret (hence its name of 
private or secrete key). 
      The way this scheme of encryption works can be 
illustrated via the following example. If a company uses a 
public-key system for encrypting e-mail attachments. Every 
employee has his own pair of keys (public and private) plus 
a list of every body’s public key. When user A wants to send 
a file to user B, he just looks up B’s public key in the 
available list, encrypts the file with B’s public key and send 
it. User B then decrypts the received file with his own 
private key. The form of this scheme shows clearly that it is 
suitable when the encrypted data has to be shared or has to 
travel through a communication channel, because the key 
used for decryption will not be transmitted across the 
communication channel , so there is no risk of anyone 
intercepting it. 
                                               
                    Public key                              private key 
 
                                                                     
 
 
 
 
                       
Figure 2.6 public-key encryption 
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 2.2.2.1 Applications for asymmetric (public-key) encryption: 
       Public key cryptography provides mainly three 
applications, some of the public key encryption algorithms 
which will be studied later in this chapter are suitable for all 
three applications, whereas others can be used only for one 
or two of these applications  [2]. The applications the public 
key encryption provides are: 
1. Encryption/decryption:  The sender encrypts a message 
with the receiver’s public key which is available from a 
public key list, which is in turn available for authorized 
users only. The receiver decrypts the received message 
using his own private key. 
2. Digital signature: the sender appends his own signature 
to the message to be sent. The sender’s signature is 
made using the message as input to an encryption 
algorithm and encrypts it using the sender private key. 
The algorithm is applied to the entire message or to a 
small block of the message that is a function of the 
message. Using digital signature the receiver can be 
sure of the sender’s identity and that the message 
arrived intact. 
3. Key-exchange: This application involves exchanging the 
private key of one or more parties that are cooperating 
together. This application is explained in more details 
in the next section. 
 
2.2.2.2 Asymmetric (public-key) key management: 
        Since public-key encryption uses public and private 
keys; two aspects should be considered when studying key 
management, which are distribution of public keys, and 
distribution of private keys. 
Distribution of public keys: 
      There are several techniques that had been proposed to 
the purpose of distributing public keys and the following are 
general schemes proposed for this purpose: 
• Public announcements of public keys:  
        In this scheme the user simply broadcasts his public key 
to all other users, thus every user’s public key will be 
available for the large community. In this approach there is 
the risk that one of the users that received a public key of 
another user may pretend to be the original user, which 
makes hem able to read all encrypted messages intended to 
the original user, plus using the original user’s public key to 
form the digital signature. 
 
• Public availability directory:  
       In this scheme a specific entity (for example 
organization) will gain the authority of maintaining and 
distributing what is called public directory. In public 
directory there is an entry dedicated for each participant, 
which includes his name and his public key. Each 
participant has the right to change his own public key at any 
time. The authorized organization updates the public 
directory periodically. Figure 2.7 shows the interaction 
between the authority and participants. This scheme is more 
secure than public announcements.  
 
 
 
 
                                                               
 
   
     
   
• Public-key authority: 
       This scheme also depends on the use of public-key 
directory. Figure 2.8 shows the entire interaction between 
the authorities that holds the public-key directory.  
       In the figure a participant first sends what is called a 
time stamp message to the authority requesting through it 
Public-key directory 
User B public key User A public key 
USER A USER B 
Figure 2.7 public availability directory 
the public key of another participant. In response the 
authority sends a message encrypted using the authority 
own private key; since the participant already knows the 
authority’s public key the message will be decrypted. The 
message contains the requested public key, the original 
request to confirm that it was not altered before being 
received in the authority, and the original timestamp to 
assure that this is exactly the requested message. The 
recipient encrypts the message to be sent using the received 
public key and stores the public key. The intended 
participant receives the message and requests the sender’s 
public key from the authority in the same manner, which 
leads to a protected exchange of the public keys and other 
data between the two participants. 
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Figure 2.8 public-key authority 
Distribution of secrete keys: 
       Public-key encryption offers slow data rates, thus few 
users will wish to make exclusive use of public-key 
encryption for communication. According to the above fact, 
public-key encryption is more reasonably viewed as vehicles 
for the distribution of secrete keys to be used for 
conventional (secret-key) encryption [2]. The following is 
one of the most common techniques used for distributing the 
secrete keys using public-key encryption. 
 
• Simple secret key distribution: 
Second user’s public key 
+ request + timestamp 
First user Second user 
Second user’s public key 
+ request + timestamp 
Encrypted using authority   
Private Key   
Encrypted using authority   
Private Key   
       This scheme is very simple, and can be described clearly 
by Figure 2.9. The figure shows two participants who wish to 
communicate securely using conventional encryption as it 
offers relatively high data rates for communication.  
       The first user generates a public / private key pair and 
transmits its public key in a message to the other user. Once 
the second user received the message he generates a secret 
key and transmits it in a message encrypted via the first 
user’s public key. The first user decrypts the message using 
his own private key to recover the secrete key. The first user 
discards his public/private key pair, and the second user 
discards the first user’s public key he received previously. 
        These two participants can now communicate securely 
using secrete-key encryption since the secrete key which is 
called in this case session key is known only to the two 
participants. At the end of the communication session both 
users discard the secrete key (session key). This scheme was 
proposed by Merkle in 1997. 
  
 
 
  
 
 
 
 
 
2.2.2.3 public-key encryption algorithms:    
      There are several public-key encryption algorithms 
available for use today.  
• Elliptic curves: 
       Which is not widely in use, but the support for it is 
growing. The low resources requirements make this 
algorithm attractive to organizations with limited processing 
KU1 
Second user First user 
Ks 
Message encrypted 
using KU1 
Figure 2.9 simple secrete key distribution 
KU1: first 
user’s public 
key. 
Ks: secrete 
key. 
power. Elliptic curves can achieve the same security of 
conventional cryptosystems using shorter key sizes. 
• Digital certificates: 
       Digital certificates are available for individuals, 
organizations, servers, and software developers. It is 
available in classes, based on the amount of identification 
information provided by the certificate requestor, the higher 
the certificate level, the more trust-worthy the certificate. 
       A respected organization will take a key pair from a 
user and use its own private key to encrypt the message. The 
organization’s public key and a certificate are sent to the 
message recipient to verify that the sender is valid. Digital 
certificates that are trusted by web browsers and mail 
clients allow users to digitally sign e-mails and encrypt their 
contents and attachments, protecting messages from being 
read by online intruders.  
• RSA: 
       RSA is the most popular asymmetric algorithm. RSA 
stands for Rivest, Shamir, and Adleman (its designers). The 
RSA system is currently used in a wide Varity of products, 
platforms, and industries. 
The RSA algorithm is built into current operating systems 
by Microsoft, Apple, Sun, and Novell. The algorithm is fully 
described in the last section of this chapter. 
2.2.3 Asymmetric (public-key) versus symmetric (secrete-key) 
encryption: 
• Public-key cryptography is considered more secure 
than secret-key cryptography because private keys 
used to decrypt messages in public-key encryption 
never needs to be transmitted or revealed to anyone; 
instead each participant keeps his own private key. In a 
secret-key system, by contrast, secret keys must be 
transmitted (either manually or through a 
communication channel) since the same key is used for 
encryption and decryption. A serious concern is that 
there may be a chance that an enemy can discover the 
secret key during transmission. 
• Public-key can provide digital signatures as one of its 
main applications, and digital signatures can not be 
repudiated because each user has the responsibility for 
protecting his or her private key. This propriety of 
public-key authentication is often called non-
repudiation. Secret-key systems, on the other hand, 
requires the sharing of secret keys between many users 
for authentication. As a result, a sender can repudiate a 
previously authenticated message by claiming the 
shared secret key somehow compromised by one of the 
other parties sharing the secret keys. 
• Public-key cryptography offers relatively low data 
rates. There are many secret-key encryption methods 
that are significantly faster than any currently 
available public-key encryption method. For example 
in software, DES is about 100 times faster than RSA (in 
hardware 1000 times faster). Nevertheless, public-key 
cryptography can be used with secret-key 
cryptography to get the best of both systems. This 
concept is shown clearly in Figure 2.10. In the figure 
the plain text is encrypted with a symmetric key. The 
symmetric key itself is then encrypted with the public 
key of the recipient, and then stored at the end of the 
file. At decryption time, the secret key is used to 
decrypt the symmetric key, which is then used to 
decrypt the message to retain the original plain text. 
This technique is used, for example, by PGP (Pretty 
Good Privacy). PGP uses IDEA for the symmetric part 
and RSA for the public part. 
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• In some situations, public-key cryptography is not 
necessary and secret-key cryptography alone is 
sufficient. These include environments where secure 
secret key distribution can take place, for example, 
distributing secret key using public-key encryption. It 
also includes environments where a single authority 
knows and manages all keys, for example, a closed 
banking system. 
Symmetric 
encryption of the 
message 
Cipher text 
Encrypted file 
Encrypted file 
Plain text 
Plain text 
Encrypted 
secrete key 
Cipher text 
• Public-key cryptography is usually not necessary in a 
single –user environment. For example, if user wants to 
keep his personal files encrypted, he can do so with any 
secret key encryption algorithm using his personal 
password as the secret key. In general, public-key 
cryptography is best suited for an open multi-user 
environment. 
• Public-key cryptography may be vulnerable to 
impersonation, even if user’s private key is not 
available. A successful attack on a certification 
authority (which is used in public keys management) 
will allow an adversary to impersonate whomever he or 
she chooses by using a public-key certificate from the 
compromised authority to bind a key of the 
adversary’s choice to the name of another user. 
2.3 RSA encryption algorithm: 
       The RSA encryption algorithm is one of the most widely 
used public key encryption algorithms that have ever been 
invented. The pioneering paper by Diffie and Hellman [2] 
introduced a new approach to cryptography and, in effect, 
challenged cryptologists to come up with a cryptographic 
algorithm that met the requirements for public-key systems. 
One of the first of the responses to the challenge was 
developed by the three scientists Ron Rivest, Adi Shamir, 
and Len-Adleman(RSA) scheme has since that time reigned 
supreme as the most widely accepted and implemented 
general-purpose approach to public-key encryption [2]. 
2.3.1 Description of the algorithm: 
      The RSA algorithm is a block cipher algorithm in which 
the plain text is encrypted one block at a time, the encrypted 
blocks then forms the cipher text. The plain text and cipher 
text are integers between 0 and n-1. A typical size for n is 
1024 bits. 
       The block size denoted by K is related to the value n 
such that,  
2k <n<=2k+1. 
Encryption and decryption in RSA algorithm are described 
by the following equation: 
              C=Me mod n       (encryption) 
               M=Cd mod n      (decryption) 
Where M stands for the plain text block, C is the cipher text 
block, and e and d are some integers. Thus, the algorithm 
takes each block of the plain text as an entry to the 
encryption equation to get a block of the cipher text. To get 
the plain text the algorithm performs a reverse operation on 
the cipher text. 
       Both sender and receiver must know the value of n. the 
sender knows the value of e which is along with the value of 
n forms the public key denoted by (KU) used for encryption. 
Only the receiver knows the value of d which is along with 
the value n forms the receiver’s private key denoted by KR, 
so that only the receiver will have the ability to decrypt the 
message which is encrypted using his own public key. Thus, 
RSA algorithm is a public-key encryption algorithm that 
uses a pair of keys, a public key (KU) which is a function of 
{e, n}, and a private key (KR) which is a function of {d, n}. 
      The RSA algorithm involves three main operations, 
which are key generation (public and private), encryption, 
and decryption. The algorithm starts with generating a 
user’s public key and private keys. This requires finding two 
different prime numbers (p and q), calculating the value of n 
which must be known to the sender and receiver, such that 
n=pxq. Then the value ø (n) (Euler totient function) used in 
Euler’s theorem which is the number of positive integers less 
than n and relatively prime to n ; is determined such that  
ø(n)=(p-1)(q-1). the value of e which is known to the sender 
is then determined and must satisfy that the greatest 
common divisor of  Euler’s totient function ø(n) and e is 
equal to one  (gcd(ø(n),e); the greatest common divisor of 
two integers is found using an algorithm refereed to as the 
extended Euclid’s algorithm which is summarized in 
appendix (A). The final step is to calculate the integer value 
(d) which is known only to the receiver such that d=e-1 mod 
ø(n). The private key consists of {d,n} ,and the public key 
consists of {e,n}. 
      After generating the pair of keys encryption of the plain 
text can be accomplished. Suppose that there are two users 
(A and B) wishing to communicate securely using RSA 
encryption. User A first publishes his public key. User B who 
knows user’s A public key uses the public key to encrypt a 
block of the original message to get a block of the cipher text 
such that (C=Me mod n) and transmits C over the 
communication channel to user A. once the cipher text is 
received, user A starts the decryption operation to retain the 
original plain text using the formula (M=Cd mod n). Those 
two operations (encryption and decryption) are easily 
performed since the values of both integers (e and d) are 
determined previously in the key generation step. 
 
 
2.3.2 Mathematical guts of RSA encryption: 
       As mentioned in the previous section the RSA algorithm 
involves three operations key generation, encryption, and 
decryption. Key generation of the pair of keys must precede 
both encryption and decryption, thus we will start with the 
key generation process and then consider encryption and 
decryption. 
• Key generation: 
      Before the application of the public-key cryptosystem, 
each participant must generate a pair of keys (public and 
private). Key generation begins by finding two prime 
numbers, p and q such that n=pxq. But p and q must be 
sufficiently large to prevent discovery of their values by 
intruders since the value of n will be known to any potential 
opponent. One of the most efficient and popular algorithms 
used for this purpose, is the Miller-Rabin algorithm, which 
is described in appendix (A). In this algorithm, the 
procedure for testing whether a given integer n is prim, is 
done by performing some calculation that involves n and 
randomly chosen integer a [2]. If n passes many such tests 
with many different randomly chosen values for a, then n is 
considered prime. This is a somewhat tedious procedure, but 
on the other hand the procedure is performed only when a 
new pair of keys is needed. 
       Having determined prime numbers p and q, the process 
of key generation is completed by selecting a value of e and 
calculating d, or alternatively selecting a value of d and 
calculating e. 
• Encryption and decryption: 
       Both encryption and decryption in RSA involve raising 
an integer to an integer power, mod n. If the exponentiation 
is done over the integers and then reduced modulo n, the 
intermediate values would be gargantuan. It is possible to 
make use of a property of modular arithmetic: 
[(c mod n) x (d mod n)] mod n= (cxd) mod n 
Thus, we can reduce intermediate results modulo n. This 
makes the calculation practical.  
Another consideration is the efficiency of exponentiation, 
because RSA deals with potentially large exponents.  
Considering that x16 is required to be computed. A straight 
approach requires 15 multiplications: 
 
x16= x X x X x X x X x X x X x X x X x X x X x X x X x X x X 
x X x 
                       However, we can achieve the same final result 
with only four multiplications if we repeatedly take the 
square of each partial result, successively forming x2, x4, x8, 
and x16. 
                       More generally, if the value am should be 
computed, with a, and m positive integers. If m was 
expressed as a binary number  
 bkbk-1…b0, then we have  
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2.3.3 Cryptanalysis of RSA algorithm: 
       There are a few possible interpretations of "breaking" the 
RSA system. The most damaging would be for an attacker to 
discover the private key corresponding to a given public key; 
this would enable the attacker both to read all messages 
encrypted with the public key and to forge signatures. The 
obvious way to do this attack is to factor the public modulus, n, 
into its two prime factors, p and q. From p, q, and e, the public 
exponent, the attacker can easily get d, the private exponent. 
The hard part is factoring n; the security of RSA depends on 
factoring being difficult. In fact, the task of recovering the 
private key is equivalent to the task of factoring the modulus: 
you can use d to factor n, as well as use the factorization of n to 
find d .It should be noted that hardware improvements alone 
will not weaken the RSA cryptosystem, as long as appropriate 
key lengths are used. In fact, hardware improvements should 
increase the security of the cryptosystem. 
       Another way to break the RSA cryptosystem is to find a 
technique to compute eth roots mod n. Since C= (Me ) mod n, 
the eth root of (C mod n) is the message M. This attack would 
allow someone to recover encrypted messages and forge 
signatures even without knowing the private key. This attack is 
not known to be equivalent to factoring. No general methods are 
currently known that attempt to break the RSA system in this 
way. However, in special cases where multiple related messages 
are encrypted with the same small exponent, it may be possible 
to recover the messages. 
       The attacks just mentioned are the only ways to break the 
RSA cryptosystem in such a way as to be able to recover all 
messages encrypted under a given key. There are other methods, 
however, that aim to recover single messages; success would not 
enable the attacker to recover other messages encrypted with the 
same key. Some people have also studied whether part of the 
message can be recovered from an encrypted message. 
      The simplest single-message attack is the guessed plaintext 
attack. An attacker sees a cipher text and guesses that the 
message might be, for example, "Attack at dawn," and encrypts 
this guess with the public key of the recipient and by 
comparison with the actual cipher text; the attacker knows 
whether or not the guess was correct. Appending some random 
bits to the message can thwart this attack. Another single-
message attack can occur if someone sends the same message m 
to three others, who each have public exponent e = 3. An 
attacker who knows this and sees the three messages will be 
able to recover the message m. fortunately; this attack can also 
be defeated by padding the message before each encryption with 
some random bits. There are also some chosen cipher text 
attacks (or chosen message attacks for signature forgery), in 
which the attacker creates some cipher text and gets to see the 
corresponding plaintext, perhaps by tricking a legitimate user 
into decrypting a fake message.  
       Of course, there are also attacks that aim not at the 
cryptosystem itself but at a given insecure implementation of the 
system; these do not count as "breaking" the RSA system, 
because it is not any weakness in the RSA algorithm that is 
exploited, but rather a weakness in a specific implementation. 
For example, if someone stores a private key insecurely, an 
attacker may discover it. One cannot emphasize strongly enough 
that to be truly secure, the RSA cryptosystem requires a secure 
implementation; mathematical security measures, such as 
choosing a long key size, are not enough. In practice, most 
successful attacks will likely be aimed at insecure 
implementations and at the key management stages of an RSA 
system. 
2.3.4 Necessity of strong primes for securing RSA algorithm: 
       In the literature pertaining to the RSA algorithm, it has 
often been suggested that in choosing a key pair, one should use 
so-called "strong" primes p and q to generate the modulus n. 
Strong primes have certain properties that make the product n 
hard to factor by specific factoring methods; such properties 
have included, for example, the existence of a large prime factor 
of p-1 and a large prime factor of p+1. The reason for these 
concerns is that some factoring methods - for instance, the 
Pollard p-1 and p+1 method are especially suited to primes p 
such that p-1 or p+1 has only small factors; strong primes are 
resistant to these attacks. 
       However, advances in factoring over the last ten years 
appear to have obviated the advantage of strong primes; the 
elliptic curve factoring algorithm is one such advance. The new 
factoring methods have as good a chance of success on strong 
primes as on "weak" primes. Therefore, choosing traditional 
"strong" primes alone does not significantly increase security. 
Choosing large enough primes is what matters. However, there 
is no danger in using strong, large primes, though it may take 
slightly longer to generate a strong prime than an arbitrary 
prime. 
      It is possible that new factoring algorithms may be 
developed in the future which once again target primes with 
certain properties. If this happens, choosing strong primes may 
once again help to increase security.         
2.3.5 The size of RSA algorithm key: 
       The size of a key in the RSA algorithm typically refers to 
the size of the modulus n. The two primes, p and q, which 
compose the modulus, should be of roughly equal length; this 
makes the modulus harder to factor than if one of the primes is 
much smaller than the other. If one chooses to use a 768-bit 
modulus, the primes should each have length approximately 384 
bits. If the two primes are extremely close1 or their difference is 
close to any predetermined amount, then there is a potential 
security risk, but the probability that two randomly chosen 
primes are so close is negligible.  
       The best size for a modulus depends on one's security 
needs. The larger the modulus, the greater the security, but also 
the slower the RSA algorithm operations. One should choose a 
modulus length upon consideration, first, of the value of the 
protected data and how long it needs to be protected, and, 
second, of how powerful one's potential threats might be. 
       In 1997, a specific assessment of the security of 512-bit 
RSA keys shows that one may be factored for less than 
$1,000,000 in cost and eight months of effort. Indeed, the 512-
bit number RSA-155 was factored in seven months during 1999 
[14]. This means that 512-bit keys no longer provide sufficient 
security for anything more than very short-term security needs. 
       RSA Laboratories currently recommends key sizes of 1024 
bits for corporate use and 2048 bits for extremely valuable keys 
like the root key pair used by a certifying authority. Several 
recent standards specify a 1024-bit minimum for corporate use. 
Less valuable information may well be encrypted using a 768-
bit key; as such a key is still beyond the reach of all known key 
breaking algorithms. 
       It is typical to ensure that the key of an individual user 
expires after a certain time, say, two years. This gives an 
opportunity to change keys regularly and to maintain a given 
level of security. Upon expiration, the user should generate a 
new key being sure to ascertain whether any changes in 
cryptanalytic skills make a move to longer key lengths 
appropriate. Of course, changing a key does not defend against 
attacks that attempt to recover messages encrypted with an old 
key, so key size should always be chosen according to the 
expected lifetime of the data. The opportunity to change keys 
allows one to adapt to new key size recommendations. RSA 
Laboratories publishes recommended key lengths on a regular 
basis. 
       Users should keep in mind that the estimated times to break 
the RSA system are averages only. A large factoring effort, 
attacking many thousands of modules, may succeed in factoring 
at least one in a reasonable time. Although the security of any 
individual key is still strong, with some factoring methods there 
is always a small chance the attacker may get lucky and factor 
some key quickly. 
      As for the slowdown caused by increasing the key size , 
doubling the modulus length will, on average, increase the time 
required for public key operations (encryption and signature 
verification) by a factor of four, and increase the time taken by 
private key operations (decryption and signing) by a factor of 
eight. The reason public key operations are affected less than 
private key operations is that the public exponent can remain 
fixed while the modulus is increased, whereas the length of the 
private exponent increases proportionally. Key generation time 
would increase by a factor of 16 upon doubling the modulus, but 
this is a relatively infrequent operation for most users. 
       It should be noted that the key sizes for the RSA system 
(and other public-key techniques) are much larger than those for 
block ciphers like DES , but the security of an RSA key cannot 
be compared to the security of a key in another system purely in 
terms of length.  
 
 
 
 
 
 
 
 
 
                         
3.1 Introduction: 
       Network security is a broad topic that can be addressed 
at the data link, or media level (where packet snooping and 
encryption problems can occur).It can also be addressed at 
the network layer (the point at which Internet Protocol (IP) 
packets and routing updates are controlled), and at the 
application layer (where, for example, host-level bugs 
become issues). 
       As more users access the Internet and as companies 
expand their networks, the challenge to provide security for 
internal networks become increasingly difficult. Companies 
must determine which areas of their internal networks they 
must protect, learn how to restrict user access to these areas, 
and determine which types of network services they should 
filter to prevent potential security breaches. 
      The internet community has developed application-
specific security mechanisms in a number of application 
areas, including electronic mail, client/server, web access, 
and others. However, users have some security concerns that 
cut across protocol layers. For example, an enterprise can 
run a secure, private TCP/IP network by disallowing links to 
untreated sites, encrypting packets that leave the premises. 
By implementing security at the IP level, an organization 
can ensure secure networking not only for applications that 
have security mechanisms but for the many security-
ignorant applications. 
      IP-level security encompasses three functional areas: 
authentication, confidentiality, and key management. The 
authentication mechanism assures that a received packet 
was, in fact, transmitted by the party identified as the 
source in the packet header. In addition, this mechanism 
assures that the packet has not been altered in transit. 
The confidentiality facility enables communicating nodes 
to encrypt messages to prevent intrusion by third parties. 
The key management facility is concerned with the secure 
exchange of keys.            
3.2  IPSec overview: 
       IPSec is a suite of protocols designed to secure 
communication at the network layer. It has become a de 
facto industry and finds its application in many internet 
communications products and systems. The suite of 
protocols is constantly evolving.  
      IPSec provides two traffic security protocols, the 
authentication Header (AH) and the Encapsulating 
Security Payload (ESP). Each AH/ESP protocol can work 
in either Transport or Tunnel mode. The AH and ESP 
protocols differ in that AH provides authentication (with 
no confidentiality), while ESP provides confidentiality 
and optional authentication. Transport mode is used for 
host to host communications where the IP header is not 
protected. In applications such as VPN 8 Tunnel mode is 
employed. The original IP header is protected and a new 
IP header is appended. 
                                                 
8 VPN: Virtual Private Network is a data network that uses public telecommunications 
infrastructure, but maintains privacy through the use of a tunneling protocol and security 
procedures. 
       For a specific connection, the ESP or AH header 
contains a unique Security Parameter Index (SPI) to 
identify the connection, and a sequence number. An IPSec 
implementation manages a database of so called Security 
Associations (SAs). A security association record holds 
information of how to process an IP packet. The 
information includes parameters such as encryption 
transformation and key, etc. the SA is unidirectional, and 
distinct records must be used for send and receive 
directions. The SPI is used to index the correct SA in the 
database.  
3.2.1 Applications of IP Security: 
       IPSec provides the capability to secure 
communications across a LAN (Local Area Network), 
across private and public WANs (Wide Area Networks ( ،
and across the internet [2]. The following are some of the 
common IPSec applications 
• Secure branch office branch office connectivity over the 
internet: a good example of this application may be 
represented by the capability of building a secure 
virtual private network over the internet, or over a 
public WAN. This enables the company to rely 
extensively on the Internet and reduces its need for 
private networks, and thus saving costs and network 
management overhead. 
• Secure remote access over the internet: IP security 
protocols enable an end user to call an Internet Service 
Provider (ISP) to gain secure access to a company 
network connected directly to that ISP. This capability 
reduces the cost of toll calls and toll charges for 
traveling employees. 
• Enhancing electronic commerce security: the use of IPSec 
enhances the security of electronic commerce, even in 
those web and electronic commerce applications that 
have built-in security protocols. That is because IPSec 
has the ability to encrypt and authenticate all traffic at 
the network layer level. Thus, all distributed 
applications, including remote logon, client/server, e-
mail, file transfer, and web access can be secured. 
       Figure 3.1 illustrates an example of how IPSec can be 
used. The figure shows two different LANs owned by the 
same organization; where the traffic among each LAN is a 
non secure IP traffic. When an end system wishes to transfer 
data to an end user at a different LAN through public or 
private network; the transmitted data must first pass 
through networking device such as a router or firewall, 
which support IPSec protocols. The IPSec networking device 
will encrypt and compress all traffic going into the WAN, 
and decrypt and decompress traffic coming from the WAN; 
these operations are transparent to workstations and servers 
in the LAN. Individual users can also communicate securely 
using IPSec protocols capabilities, but they must be 
equipped with IP security protocols. 
  
 
 
                                               
                            
 
 
 
Figure 3.1 IP security scenarios 
 
3.2.2 Benefits of IPSec: 
• IPSec can provide security for individual users if their 
systems are equipped with IP Security protocols. This 
can be useful in building a secure virtual sub network 
User system with 
IPSec 
IP header 
Public 
(internet) or 
private 
network 
IPSec header Secure IP payload 
IP payloadIP header 
IPSec header Secure IP payload  IP header 
Networking device 
with IPSec 
within organization’s network for sensitive 
applications. 
• IPSec can be transparent to end users in a LAN to a 
public or private network; thus the end users need not 
to gain knowledge of the security mechanisms. 
• IPSec is below the transport layer, since it works in the 
network layer, and so it is transparent to applications 
or to the application layer. There is no need to change 
software in a user or server system when IPSec is 
implemented in a firewall or a router. Even if IPSec is 
implemented in end systems, upper-layer software, 
including applications, is not affected. 
• When IPSec is implemented in a firewall or router, it 
provides strong security to all traffic that crosses the 
networking device out to a public or private network. 
Thus traffic within a LAN should not go through 
security processing that may cause overhead. 
• IPSec in a firewall is resistant to bypass if all traffic 
from the outside must use IP, and the firewall is the 
only means of entrance from the internet to the 
organization. 
3.2.3 Routing applications:  
       IPSec provides security to end users and networks, and 
it also offers exhaustive routing applications which are 
required for internet working. 
The following are some of the routing applications provided 
by IPSec: 
• IPSec ensures that a router advertisement [2] comes 
from an authorized router.[9] 
• IPSec assures that a neighbor advertisement [3] comes 
from an authorized router. 
• IPSec assures that a routing update [4] is not altered or 
forged. 
                                                 
[2] Router advertisement: message sent by the router periodically through all of its sockets to 
advertises its presence.  
[3] neighbor advertisements: message sent by the router to its neighbor routers in the routing 
domain in order to establish relationships with them.  
[4] routing update: messages sent by the router periodically to the other routers connected to it ; 
to inform them with any updates in the routing topology. 
• IPSec can assure that a redirect message comes from 
the router to which the initial packet was sent. 
3.3 IP security architecture 
3.3.1 IPSec documents 
      The IPSec specification consists of numerous 
documents. The most important documents, issued in 
November of 1998, are RFCs 2401, 2402, 2406, and 2408 
[2]. Each document contains specifications for certain 
areas of the IP Security as follow: 
• RFC 2401: Contains an overview of security 
architecture. 
• RFC 2402: describes the extension added to both 
versions of the internet protocol (IP) which operates 
at the network layer; the older version (IP version 4) 
and the latest version (IP version 6); this extension is 
used for packet authentication and it is called 
Authentication Header (AH). 
• RFC 2406: describes the extension added to both 
versions of IP protocol. This extension is added as an 
extension header that follows the main IP header, 
and it is used for packet encryption service. This 
extension is called Encapsulating Security Payload 
(ESP) header. The use of this feature is optional for 
IPv4 but mandatory for IPv6. 
• RFC 2408: specification of key management 
capabilities. 
3.3.2 security associations: 
       An association can be defined as a one-way 
relationship between a sender and a receiver that can 
provide the traffic carried on it with security services 
which include access control, connectionless integrity, 
data origin authentication , confidentiality, and limited 
traffic flow confidentiality. For two-way secure exchange; 
which means that both sender and receiver afford 
security services; to be accomplished two security 
associations are required. A security association provides 
security services through the use of either AH protocol or 
ESP protocol, but not both. 
      Each security association is identified by parameters 
and SA selector; starting with the SA parameters; each 
security association must be identified by three main 
parameters which are: 
• Security Parameters Index (SPI): It is a string of bits 
assigned uniquely to each SA and it is one of the 
fields used in AH and ESP headers so that the 
receiving system can decide which SA will be 
responsible for processing the received packet using 
the security services that it affords. 
• IP destination address: As mentioned before an 
association is a one-way relationship between a 
security association and a sender which may be an 
end user system or a network system such as a 
firewall or router. IP destination address is the 
address of that end point which is connected to this 
specific SA. 
• Security protocol identifier: This identifier indicates 
whether the association is an AH or ESP security 
association. Since a SA can use either AH protocol 
or ESP protocol but not both. 
       IPSec provides high capability of discriminating 
between traffic that is protected by IPsec and traffic that 
is allowed to bypass IPsec (not protected by IPsec); This is 
accomplished through relating the traffic to specific SAs 
(when the traffic should be protected by IPsec (Internet 
Protocol)), or not relating the traffic to any SA when the 
traffic is allowed to bypass IPsec. For this purpose a 
database called Security Policy Database (SPD) is used 
optionally by the implementers. 
      Each SPD entry is defined by what is called selectors. 
Selectors are a set of IP and upper-layer protocol fields 
values. These selectors are used to filter outgoing traffic to 
map it to specific SA. Each SPD entry is defined by the 
following selectors: 
• Destination IP address: This may be a single IP 
address, an enumerated list or range of addresses, or 
a mask address.  
• Source IP address: This may be a single IP address, 
an enumerated list or range of addresses, or a mask 
address. 
• UserID: A user identifier from the operating system. 
This is not a field in the IP or upper-layer headers 
but is available if IPSec is running on the same 
operating system as the user. 
• Data sensitivity level: Used for systems providing 
information flow security. 
• Transport layer protocol: Obtained from the IPv4 
protocol or IPv6 next header field. This may be an 
individual protocol number, a list of ports. Or a 
mask port. 
• IPv6 class: Obtained from the IPv6 header. This may 
be a specific IPv6 class or value or a mask value. 
• IPv6 Flow Label: Obtained from the IPv6 header. 
This may be a specific IPv6 Flow Label value or a 
mask value. 
• IPv4 Type Service (TOS): Obtained from the IPv4 
header. This may be a specific IPv4 TOS value or a 
mask value (wildcard). 
3.4 Authentication Header: 
       The Authentication Header provides two important 
features, which are data integrity and authentication of IP 
packets. Data integrity ensures that an alteration applied 
to a packet during transmission will be detected. The 
authentication feature enables an end system or network 
device (router or firewall) to identify packet origin and 
filter traffic accordingly.  
      Figure 3.2 shows the fields of the Authentication 
Header which are: 
• Next header: An 8 bits field that identify the type of 
header immediately following this header. 
• Payload length: An 8 bits field that specify the length 
of the authentication header in 32-bit words, minus 
two words.  
• Reserved (16 bits): For future use. 
• Security parameters Index (32 bits): Identifies a 
security association (SA) to which the packet is 
related to. 
• Sequence number (32 bits): Counter whose value 
increases periodically. 
• Authentication data: It is a variable-length field, but 
its length must be an integer of 32-bit words. It 
contains the Integrity Check Value (ICV), OR 
MESSAGE Authentication Code (MAC), for the 
packet. 
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3.5 Encapsulating Security Payload (ESP): 
       IP security uses what is called a combined 
encryption/authentication protocol to provide security ; 
using a unique packet format called, Encapsulating 
Security Payload. This protocol provides confidentiality 
services, including confidentiality of message contents, 
which means insuring that a message contents have not 
been altered during transmission (data integrity). In 
addition the Encapsulating Security Payload provides the 
authentication service as an optional feature. 
            Figure 3.3 shows the format of an ESP packet which 
contains the following fields: 
• Security parameter index: A 32-bits field used to enable 
the system that received the packet to specify a security 
Security parameters index (SPI) 
Sequence number 
 
 
Authentication data (variable) 
 
Figure 3.2 IPSec Authentication Header fields 
association (SA) which is responsible of processing the 
received packet. 
• Sequence number (32 bits): A counter whose value 
increases periodically. 
• Payload data: A variable length field that is protected by 
encryption. This field contains a TCP (Transfer 
Control Protocol) segment in the case of using 
transport mode, or it contains an IP packet (network-
level segment) in the case of using the tunnel mode. 
Transport and tunnel modes are discussed in the next 
section. 
• Padding: The length of this field varies between 0 and 
255 bytes. This field is essential in the encryption 
service provided by encapsulating security payload; 
since the encryption algorithm process the plain text 
one block at a time, thus the plain text must be a 
multiple of the block size used by the encryption 
algorithm. The padding field used to expand the plain 
text to the required length. 
•  Pad length (8 bits): Indicates the number of pad bytes 
immediately preceding this field. 
• Next header (8 bits): Identifies the type of data 
contained in the payload data field which as mentioned 
before could be a TCP segment in the case of using the 
transport mode, or an IP packet in the case of using the 
tunnel mode. This is accomplished by identifying the 
first header in that payload. 
• Authentication data (variable): This variable-length field 
(its length must be an integral number of 32-bit words) 
contains the Integrity Checked Value (ICV) which is a 
value calculated over the ESP packet using what is 
called a hash algorithm, such as MD5 (Message Digest) 
algorithm or SH-1 (Secure Hash) algorithm; This value 
after being calculated will be stored at the 
authentication data field and at reception the receiver 
will calculate this value over the received ESP packet, 
and the result will be compared with the value stored 
in the authentication data field of the received packet. 
If the comparison results in a match the receiver will 
be sure of the packet integrity, otherwise a mismatch 
indicates that a packet was altered during 
transmission. 
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3.6 Transport and Tunnel modes: 
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Figure 3.3 Encapsulating Security Payload fields 
      Both Authentication Header (AH) and Encapsulating 
Security Payload (ESP) support two modes of operation 
which are transport and tunnel modes. Each of the two is 
illustrated in the following: 
-Transport mode: 
      In the transport mode the IP security provides 
security services such as authentication and encryption 
primarily for upper-layer protocols, such as the transport 
layer (the layer right above the IP layer) protocols 
including TCP (Transfer Control Protocol) and UDP 
(User Datagram Protocol). When the authentication 
Header operates in transport mode it authenticates the 
packet payload. The payload depends on the version of 
the Internet Protocol used; in the case of IP version 4 the 
payload is the data that follow the original IP header. In 
the case of (IP version 6) the payload is the data that 
follows the IP header and any IPv6 extension headers if 
they are present. When AH operates in transport mode; 
authentication is called end-to-end authentication because 
in this case the authentication will be between two end 
systems (e.g. a client and a server, or two workstations). 
This is illustrated in Figure 3.5 which shows a 
workstation that authenticates (send a request to the 
server to gain access to the server)  it self to a server that 
exists in the same network as the workstation; this is 
accomplished by sending a message from the workstation 
containing message authentication code and the data to be 
sent to the intended server which specify the SA 
responsible of processing the received message and 
forward the packet toward it. End-to-end authentication 
could also be between two end systems in different 
networks. 
      ESP which provides confidentiality service through 
encryption and authentication service optionally; when it 
is operating in the transport mode encrypts and 
optionally authenticates the IP payload which as 
mentioned before differs depending on the IP version 
used, but it does not encrypt the IP header. ESP provides 
authentication service optionally and when it does so it 
authenticates the IP payload and the ESP header. 
 
 
                                                                                                
 
 
 
          
                   
Figure 3.4 End-to-End authentication [2] 
   
 -Tunnel mode: [2] 
      When AH and ESP operate in tunnel mode; operation 
through authentication and encryption is provided to the 
Server
End-to-end authentication 
End-to-end 
authentication 
entire IP packet whether it was (IPv6) or (IPv4). This is 
accomplished by doing the following: 
After adding AH and ESP fields to the IP packet, the 
entire packet plus the security fields will be considered 
the payload of a new outer IP packet with a new outer IP 
header. The entire original or inner, packet travels 
through a tunnel from one point of an IP network to 
another; no routers along the way are able to examine the 
inner IP header. Because the original packet is 
encapsulated, the new, larger packet may have totally 
different source and destination addresses, adding to the 
security. Tunnel mode is used when one or both ends of 
an SA is a security gateway, such as a firewall or router 
that implements IPSec. With tunnel mode, a number of 
hosts on networks behind firewalls may engage in secure 
communications without implementing IPSec. The 
unprotected packets generated by such hosts are tunneled 
through external networks by tunnel mode SAs setup by 
the IPSec software in the firewall or secure router at the 
boundary of the local network. 
      The following example illustrates how IPSec operates 
on the tunnel mode. Host A on a network generates an IP 
packet with the destination address of host B on another 
network. This packet is routed from the originating host 
to a firewall or secure router at the boundary of A’s 
network. The firewall filters all outgoing packets to 
determine the need for IPSec processing. If this packet 
from A to B requires IPSec, the firewall performs IPSec 
processing, and encapsulates the packet with an outer IP 
header. The source IP address of this outer IP packet is 
this firewall, and the destination address maybe a firewall 
that forms the boundary to B’s local network. This packet 
is now routed to B’s firewall, with intermediate routers 
examining only the outer IP header. At B’s firewall, the 
outer IP header is stripped off; and the inner packet is 
delivered to B.  
      ESP in tunnel mode encrypts and optionally 
authenticates the entire inner IP packet, including the 
inner IP header. AH in tunnel mode authenticates the 
entire inner IP packet and selected portions of the outer 
IP header. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
4.1 preface: 
       In the implementation of RSA encryption algorithm 
three operations should be considered , key generation 
which results in generating the public key used to encrypt 
the original data, and the private key used to decrypt the 
cipher text to retain the original plain text, thus key 
generation process should precede the two other 
operations (encryption/decryption). 
      The source code used to implement the RSA algorithm 
is based on three main procedures; Key generation, 
encryption, and decryption procedures. The procedures 
interleave with each other to accomplish the purpose of 
the source code (implementation of RSA algorithm). The 
source code includes an interface which functions as a 
window between the user and the source code, where each 
procedure has its own interface.    
      The main program in the source code first performs a 
call to a function responsible for generating the pair of 
keys public/private; key generation is performed only 
once and it will not be repeated unless the user decides to 
change his pair of keys. The program prompts the user to 
decide whether to perform encryption or decryption 
operation. If the user decides to perform encryption, he or 
she should specify the name of the file to be encrypted and 
the location where the encrypted file should be saved. In 
case the user decides to perform decryption; the user 
should specify the name of the file to be decrypted and the 
location where the decrypted file should be saved.  
      The source code is subdivided into four sections: main 
program, key generation procedure, encryption 
procedure, and decryption procedure. Each of those 
procedures will be illustrated in details in the following 
sections, starting with the main program which connects 
the other procedures with each other. 
      4.2 RSA implementation program 
          4.2.1 Main program: 
       The main program is best illustrated by the flow chart 
shown in Figure 4.1 below. In the flow chart once the 
program started running a call to the key generation 
procedure is performed. Program execution then jumps to 
the key generation function (generateKey) which will be 
discussed in more details in the next section. Once the key 
generation process produces the pair of keys 
(public/private); program execution returns to the main 
program. If the user chooses to encrypt a file, program 
execution jumps to the encryption procedure. If the user 
chooses to decrypt a file, program execution jumps to the 
decryption procedure; otherwise the user chooses to do 
nothing and exits which moves program execution to the end 
of the program. 
       Interaction between the user and the program is 
through the program interface. The main program interface 
is shown in Figure 4.2. The entire program interfaces are 
represented in the source code through a public class called 
EncDec. The class is declared public so it can be entered by 
any external function (not declared in the class); because it 
holds declarations for all the procedures interfaces. Every 
item in the interfaces whether it was a panel, a label, a field 
or a button is declared inside the body of the EncDec class. 
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Figure 4.1: Main program flow chart 
 
             
       Considering the main program interface shown in 
Figure 4.1; which appears first when the program 
starts running. The program prompts the user through 
this interface to decide whether to encrypt a file, 
decrypt a file, or to exit the program. Choosing 
between these three operations is done by clicking one 
of the three buttons that appear in the interface. The 
Items that appear in the main program interface are 
declared in the EncDec class each by its type as follow: 
-super (“Enc and Dec”): super is a type used to declare 
the sentence between the brackets  as the header of the 
panel. 
-Enc=new Jbutton (“Encryption”): declares an object 
called Enc which is of type button. The button 
(Encryption) should move the user to the encryption 
operation panel. 
-Exit=new Jbutton (“exit”): this statement builds an 
object of the type button and it’s given the value (Exit). 
The action performed by the Exit button is moving 
program execution to the end of the program and 
closing the panel. The function (addActionListener 
(this)) is applied to the exit object as 
(Exit.addActionListener (this)) so that it will perform 
the expected action when a user clicks the exit button. 
The action performed by the exit button is recognized 
as the default close operation that ends program 
execution which is accomplished by applying the 
function SetDefaultCloseOperation on the pointer this 
which in turn will be passed to the function 
(Exit.addActionListener (this). The statement 
representing this in the source code is 
(this.SetDefaultCloseOperation ()). 
-panel1.add (new Jlabel1 (“the RSA algorithm”); this 
statement adds an object of the type label called (the 
RSA algorithm) to the first panel of the program 
interface which is the main program panel. 
-Dec=new Jbutton (“Decryption”): this statement 
builds an object of type button. The button Decryption 
when clicked by the user should move the user to the 
decryption operation panel. 
The items described above are the main items that 
appear in the main program panel shown in Figure 4.2.  
 
 
 
 Figure 4.2 Main program panel 
 
       A function called (addActionListener) is called on 
the Dec object to enable performing the required 
action once the button is clicked. 
4.2.2 Key generation procedure: 
       As mentioned earlier, before performing 
(encryption/decryption) a pair of keys (public/private) 
must be generated for each participant. As seen in the 
main program flow chart; the program starts execution 
by performing a call to the function that is responsible 
of key generation in the source code (generateKey ()). 
The function takes no parameters and returns a null 
value; which is clear from its declaration (void 
generateKey ()). 
       Figure 4.3 shows the flow chart that clarifies the 
main steps involved in the key generation process. We 
will illustrate these steps and explain how they are 
performed. 
      Key generation procedure as shown in the flow 
chart begins by generating two numbers (p and q). 
These two numbers must be prime numbers. This is 
accomplished using a loop that repeats the statement 
(p= (int) (Math. random ()) which calls the function 
Math. random; this function acts as a pseudorandom 
number generator to generate random integer values 
and assigned it to the variable p. The loop continues 
until the variable p passes the test of primarity. Each 
time a new random value is generated for the variable 
p; p will be passed as a parameter to the function 
(prime (p)). This function takes an integer as a 
parameter and returns a variable of type Boolean. The 
function (prime) returns the Boolean value (true) when 
the integer passes the test of primarity, and it returns 
the value (false) when the integer does not pass the test 
of primarity. This function performs the Miller-Rabin 
algorithm illustrated in appendix (A). The function 
prime uses a (For) loop to perform the primarity test. 
The counter variable (I) is set to (2), and it’s 
incremented after every pass of the loop until it reaches 
the square value of the integer parameter passed to the 
function. At each pass of the loop the condition (p%i= 
=0) is tested. If the result of (p) modular (I) is zero then 
the parameter p is considered prime and the function 
prim will return the value (true). Once the prime 
function returns a Boolean variable of the value (true); 
a (do) loop begins; which performs the same function 
as the first loop , but this time it generates and tests the 
primarity of the second integer (q).  
 When the two integers (p and q) pass the primarity 
test; the value of the integer (n) (which represents the 
size of the block) is calculated such that (n=q*p). The 
next step is to calculate ø (n) denoted in the source code 
by (phy). 
Ø (n) is calculated such that (phy= (p-1)*(q-1). 
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Figure 4.3 Key generation procedure flow 
chart
       The final steps are to determine the value of 
integers (e) and (d). A (do) loop is used to generate 
random integer values of (e) using (Math. random) 
function, and at each pass of the loop a test is made to 
check whether the greatest common divisor of e and ø 
(n) is one or not. 
This kind of test is made using a function called 
(Gcd_Is_One (e, phy)). This function takes two integers 
and returns the value (true), otherwise it returns the 
value (false). If  the greatest common divisor of e and 
phy is one, then e is considered prim to phy. The 
function (Gcd_Is_One (e, phy)) represents Euclid’s 
algorithm which is discussed in appendix (A). The 
function first compare the two positive integers (e and 
phy), and if e is greater than phy their values will be 
switched; in both cases the next step will be testing the 
two numbers using a (for) loop. As Euclid’s algorithm 
states that for a positive integer to be the greatest 
common divisor of two other integers; this positive 
integer must be a divisor of the two integers and any 
divisor of the two integers must be a divisor of that 
positive integer which is the subject of the test. The 
function (Gcd_Is_One (e, phy) first assumes that e is 
the greatest common divisor of e and phy. the (for) loop 
counter starts at the value of e down to 2. at each pass 
of the loop two conditions are tested; the first condition 
is whether e is a divisor of phy or not, the second 
condition is whether e is a divisor of e or not. If the two 
conditions are satisfied the function returns a Boolean 
variable of the value (true) which indicates that e is 
prime to phy; otherwise the (for) loop counter is 
decremented to start the next pass of the loop. 
       Euclid’s algorithm calculates the greatest common 
divisor of two integers, and if the gcd is one, it will 
determine the inverse of one of the integers modulo the 
other. In the source code once the value of e is 
determined; the positive integer (d) is initialized to the 
value (1). A test is made to determine whether the value 
of d satisfies the condition (d*e=1 mod ø (n)) or (d*e 
mod ø (n) =1). If d failes the test its value is 
incremented each time until the condition is satisfied. 
Once the values of n, e, and d are determined; key 
generation process is completed. The public key is a 
function of {n, e}, and the private key is a function of 
{n, d}. Now that the pair of keys is generated to the 
user; the user is free to perform an encryption or 
decryption operation.  
4.2.3 Encryption procedure: 
      When we discussed the main program interface we 
mentioned that the user is free to choose between three 
operations: Encryption, Decryption, or exiting the 
program. Clicking the encryption button moves the 
user to the encryption panel; which is shown in Figure 
4.4. The figure shows that the user is prompted to enter 
the name of the file to be encrypted in the source file 
name field, specify the location where the cipher text 
should be saved, and finally either start encryption or 
back to the main program panel. 
      The contents of the encryption panel are declared 
in the EncDec class as follows: 
-super (“Enc&Dec”): super is a type used to declare the 
sentence between the brackets as the header of the 
panel. 
-lable1=new Jlabel1 (“source File Name :”): this 
statement builds an object of type label and the 
sentence between the brackets is the label title. This 
label points to the field which receives the name of the 
file to be encrypted as an entry. 
-field1=new JTextfield(3): this statement builds an 
object of the type Textfield which is a field that accepts 
a text as a value assigned to it, and the number between 
the brackets indicates the maximum number of 
characters in the text. 
-lable2=new Jlabel (“Encr File Name :”): this 
statement builds an object of the type label which 
points to the field where the name of the decrypted file 
should be entered. 
-field2=new JTextfield (30): the field built in this 
statement receives the name of the encrypted file as an 
entry, and the file name length should not precede 
thirty characters. 
- Preview=new Jbutton (“Back to Main”): this 
statement builds the button object which is called 
(Back to Main). The button when clicked enables the 
user to return to the main panel. 
-Enc=new button (“Encryption”): here an object of 
type button is built. When the user decides to encrypt 
the source file specified; the user should click this 
button to start the encryption operation which will be 
discussed in the following. 
 
                
      The main steps involved in the encryption 
procedure are illustrated in the flow chart shown in 
Figure 4.5. Encryption starts once the user clicks the 
encryption button in the encryption panel. 
 
 
 
 
 
START
I=1
Figure 4.4 Encryption 
  
 
 
 
 
 
                                                                                               
 
Figure 4.5: Encryption procedure flow char           
      As shown in the flow chart the encryption process starts 
with reading a character from the file designated by the 
user. This is accomplished using a (for) loop; the flow chart 
shows that the loop counter (I) is set to one. The loop stops 
once a maximum value is reached. This maximum value is 
the length of the source file. The function Encrypt which is 
responsible of the encryption process receives the contents of 
the file as strings of characters and returns arrays of 
Ci=Mic mod n
End of file?
End 
I=I+1
Read a character from the file 
NO 
Yes 
integers. An object of type array of integers called 
(encResult) is first built using the following statement: 
       Int [] encResult=new int [str.length ()] 
This statement shows that the object (encResult) is an 
array of integers; and the array size is equal to the size 
of string read from the file. The size of the string is 
determined using the function (length ()), where (str) is 
a variable of type string; this is done using the function 
(str.charAt (I)). The variable (a) will then be passed as 
a parameter to a function called (enc1) which is 
responsible of encrypting the variable passed to it. This 
function receives an integer and returns an integer. 
The main equation used for encryption is (Ci=Mie mod 
n) for some plain text block M and cipher text block C. 
the function (enc1) is based on this equation. Mi in the 
equation represents variable (a). To satisfy the 
encryption equation the function (enc1) uses a (do) loop 
that is repeated until (e) reached the value of (1). At 
each pass an equation that multiplied (a) by it self and 
then divides the result by (n) using modulo division; is 
performed as follow: 
                   Int enc1 (int m) { 
                         Int ans=m; 
                            Do { 
                                  Ans= (ans*m) %n; 
                                  e - - 
                                         } 
                                         While (e>1); 
                                          Return ans;} 
After each pass the value of e is decremented until it 
reaches the value (1), and that when the loop 
terminates and the function returns integer value (m) 
which will be assigned to another integer (b) in the 
encryption function. The returned value will be 
considered the first element in the array of integers 
that the file encryption function returns. This process 
continues until the (for) loop terminates which 
indicates the end of the file; when the end of the file is 
reached the encryption procedure comes to its end. 
Figures 4.6 and 4.7 show the source file before 
encryption and the source file after encryption 
successively. 
 
Figure 4.6 source file before encryption 
      As shown in the figure the data that appear in the 
encrypted file is unintelligible, this serves well for the 
purpose of security, so that an unintended opponent 
will not be able to read the original file (plain text). 
 
  
 
 
Figure 4.7 source file after encrption 
 
4.2.4 Decryption procedure: 
      Decryption process is opposite to the encryption process. 
It takes the decrypted file as an entry, and if decryption was 
performed successfully the resultant decrypted file should be 
an exact copy of the original source file. 
      Starting with the decryption operation interface shown 
in Figure 4.9; the figure shows an interface panel that is 
similar to the encryption panel but with few differences. The 
items that appear in the decryption panel are declared in the 
source code as follow: 
-lable2=new Jlabel (“Encr File Name :”): this statement 
builds an object of the type label which points to the field 
that receives the name of the encrypted file as an entry.  
-lable3=new Jlabel (“Dest File Name :”): this statement 
builds an object of type label which is the label of the field 
that receives the name of the decrypted file as an entry. 
-Dec=new JButton (“Decryption”): this statement declares 
an object of type button. When the user decides to decrypt 
an encrypted file; the user should click the (decryption) 
button to start decrypting the specified file. 
 
 Figure 4.8 Decryption panel 
       The process of decryption is illustrated clearly in the 
flow chart shown in Figure 4.9. Comparing this flow chart 
with the flow chart that represents the encryption process; it 
is clear that the two flow charts are identical but they differ 
only in the equations used for encryption and decryption. 
The equation used for encryption (Ci=Mei mod n) encrypts 
the plain text characters to produce the cipher text 
characters. Whereas the equation used for decryption 
(Mi=Cdi mod n) decrypts the cipher text characters one at a 
time to retain the original plain text characters. The function 
representing the decryption operation in the source code 
(Decrypt) has a reverse action to the action performed by 
the function (Encrypt) used for encryption. It receives an 
array of integers and produces strings of characters. To 
perform the mathematical equation used for decryption it 
performs a call to a function called (dec1) which is similar to 
the function (enc1) used in encryption, but it uses integer (d) 
as an exponent instead of integer (e). Once the function dec1 
finishes its job it returns an integer value which will be 
converted to a character; this character is considered the 
first character in the retained plain text. This operation 
proceeds until the end of the encrypted file is detected. 
  A very good understanding of the encryption procedure 
leads to an understanding of the decryption procedure. Once 
the decryption process is performed successfully; the process 
should results in an exact copy of the original source file. 
  
 
 
 
 
 
 
 
 
                         
 
     Figure 4.9: Decryption procedure flow chart 
 
      Figure 4.10 shows the file which is the result of 
decrypting the encrypted file. It is very clear that this file is 
identical to the source file shown in Figure 4.6; this means 
START
I=1
Mi=Cdi mod n
End of file?
End 
I=I+1
Read a character from the file 
NO 
Yes 
that decryption was performed successfully and the original 
plain text was fully retained.  
                                                                                          
 
 
Figure 4.10 source file after decryption 
 
 
 
 
5.1 conclusions: 
      This thesis defined the aspects of data security related to 
the concept of cryptography. It also illustrated the main 
elements of cryptography such as encryption, the inverse 
operation (decryption), and finally the encryption algorithm. 
The thesis also discussed two primary types of cryptosystems 
which are secrete-key cryptosystem and public-key 
cryptosystem. 
      Secrete-key cryptosystems use two minor operation to 
perform encryption/decryption, which are permutation and 
substitution, and it uses the same key for encryption and 
decryption.. The thesis included examples of the popular 
public-key algorithms such as Digital certificates and the 
RSA encryption algorithm that is fully described in 
separated section. Several aspects of public-key 
cryptosystems are handled including applications supported 
by this type of cryptosystems which are mainly digital 
signature, encryption/decryption, and key exchange. The 
thesis dealt with the mechanisms used to distribute the 
public-key and the use of public-key encryption to distribute 
the secrete keys. 
         The thesis described the RSA encryption algorithm.. 
The thesis discussed the RSA algorithm in details, and it 
discussed the approaches of attacking RSA algorithm 
including the timing and the brute force attack.   
      The thesis discussed one of the applications used for the 
purpose of network security; the IP security. 
       Finally the thesis described an implementation of the 
RSA encryption algorithm using Java programming 
language; the implementation illustrated how RSA is used to 
encrypt a user’s file so that it becomes unreadable by an 
unintended participant.. The file produced after encryption 
is an unintelligible copy of the original file which makes it 
impossible for unauthorized users to read it.  The file 
produced after decryption is identical to the original source 
file. This means that the source code is working properly.  
5.2 Recommendations for future works: 
      Cryptosystems are powerful tools, but they are not the 
final answer to the threats related to security. Modern 
algorithms are so strong that attackers typically focus their 
efforts on obtaining a copy of a key used for decryption. Safe 
guarding these keys by implementing an effective key 
management plan is critical, as is educating the system 
users. Cryptosystems should be used in conjunction with 
other security technologies such as firewalls, intrusion 
systems, virtual private networks, and access controls. 
       For future work another feature may be added to the 
software included in this thesis (implementation of the RSA 
algorithm); this feature should enable a user to send a file 
after being encrypted to specific server. This can be 
accomplished by adding a routine to the source code; this 
routine should be connected to a socket in the user’s 
machine through TCP/IP and offers send and receive line 
through that socket to a line server. This routine is called the 
sending routine. A sending button should be added to the 
encryption panel, and it should be connected to the sending 
routine. The routine should enable a user to enter the IP 
address of the intended server, and it should be using the 
internet connection. 
 
 
 
 
 
 
 
 
 
 
 
 
 
A.1 Euclid's algorithm: 
      Euclid's algorithm is a simple procedure for determining 
the greatest common divisor of two positive integers. 
The greatest common divisor for two positive integers (c, d) 
is denoted gcd (c, d), for a positive integer to be the greatest 
common divisor of (c and d) it must satisfies the following 
conditions: 
1. It must be a divisor of c and d. 
2. Any divisor of c and d is a divisor of that positive 
integer. 
Euclid's algorithm is based on the following theorem: for 
any nonnegative integer c and any positive integer d, 
Gcd(c, d) =gcd (d, c mod d) 
      Euclid's algorithm makes repeated use of the above 
equation to determine the greatest common divisor, as 
follows. The algorithm assumes c > d > 0. It is acceptable to 
restrict the algorithm to positive integers because gcd (c, d) 
= gcd (| c|, |d|). [2] 
EUCLID (c, d) 
1. C         c; D      d 
2. if D  = 0 return C=gcd (c,d) 
3. R = C mod D 
4. C         D 
5. D         R 
6. goto 2 
 The algorithm has the following progression: 
                         C1=D1 x Q1 x R1 
                         C2=D2 x Q2 x R2 
                                       C3=D3 x Q3x R3 
                                       C4=D4 x Q4 x R4 
For example 8 and 15 are relatively prime because the 
positive divisors of 8 are 1,2,4 and 8, and the positive 
divisors of 15 are 1,3,5,and 15, so 1 is the only integer on 
both lists. 
A.2 Euler's theorem: 
      Euler's theorem states that for every a and n, which are 
relatively prim: 
na mod1 (n) Ø = …………….(1) 
              
For example: 
A=3; n=10; Ø (10) =4; 34 =81=1 mod 10 
A=2; n=11; Ø (11) =10; 210 1024 =1 mod 11 
Equation (1) is true if n is prim, because in that case : 
Ø (n) = (n-1) it is also holds for any integer n. Ø (n) is the 
number of positive integers less than n that are relatively 
prim to n. consider the set of such integers, labeled as 
follows: 
R = {x1, x2… x Ø (n)} 
Now multiply each element by a, modulo n: 
S= {(ax1 mod n), (ax2 mod n)… (ax Ø (n) mod n)} 
The set S is a permutation of R, by the following line of 
reasoning: 
1. because a is relatively prime to n and xi is relatively 
prime to n, axi must also be relatively prime to n. thus, 
all the members of S are integers less than n that are 
relatively prim to n. 
2.  There are no duplicates in S. if axi mod n = axj mod n, 
then xi=xj.  
Therefore, 
( ) ∏∏
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=
 (n) Ø
1i
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1i
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( )na mod1(n) Ø ≡  
      A corollary to Euler's theorem that is useful in 
demonstrating the validity of the RSA algorithm. Given two 
prime numbers p and q, and integers n=pq and m, with 0< 
m< n, the following relationship holds: 
                           ( )( ) nmmm qp mod111 (n) Ø ≡= −−−+  
If gcd (m, n) =1, that is, if m and n are relatively prime then 
the relationship holds virtue of Euler's theorem. Suppose 
gcd (m, n) ≠ 1. Because n = pq, the quality to the logical 
expression (m is not a multiple of p) AND (m is not a 
multiple of q). if m is a multiple of p, then n and m share the 
prime factor p and are not relatively prime, and if m is a 
multiple of q, then n and m share the prime factor p and are 
not relatively prime. Therefore, the expression gcd (m, n) ≠ 1 
must be equivalent to the negation of the forgoing logical 
expression (m is a multiple of p) OR (m is a multiple of q). 
      In the case when m is a multiple of p, so that the 
relationship m=cp holds for some positive integer c. in this 
case, the value gcd (m, q) =1 must hold.  Otherwise, we have 
m a multiple of p and m a multiple of q and yet m < pq. If 
gcd (m, q) = 1, then Euler's theorem holds and  
                             qm mod1 (q) Ø ≡  
But then, by the rules of modular arithmetic, 
qm mod1][
   (q) Ø  (p) Ø ≡  
qm mod1
 (n) Ø ≡  
Therefore, there is some integer k such that 
kqm += 1 (n) Ø  
Multiplying each side by m = cp, 
kcnmkcpqmm +=+=+1 (n) Ø  
nmm mod1 (n) Ø ≡+  
       An alternative form of this corollary is directly relevant 
of RSA: 
( )[ ] nXmmm kk mod (n) Ø1 (n) Ø ≡+  
( )[ ] nXmk mod1≡       by Euler’s theorem 
nmmod≡  
A.3 Miller-Rabin algorithm: 
      This algorithm is used for testing the primality of a 
positive integer. For a candidate odd integer n ≥ 3, consider 
the even number (n-1). This number can be expressed in the 
form of some power of 2 times an odd number: 
n-1 = 2kq    with k > 0, q odd 
That is, we divide (n-1) by 2 until the result is an odd 
number, for a total of k divisions.  
       Next an integer a, is chosen in the range 1 < a < n-1. The 
algorithm then involves computation of the residues modulo 
n of the following sequence of powers: 
qqqq kk aaaa 222 ,,.....,,
1−      (2) 
      There may or may not be an earlier element of the 
sequence in equation (2) that has a residue of 1. To clarify 
what follows, we characterize the sequence the sequence in 
equation (2) in the following form: { kja qi ≤≤0,2  }. Then, if n is 
prime, there is a smallest value of j (0 ≤ j ≤ k} such that 
qia 2 mod n = 1. There are two cases to consider. 
• Case 1 (j = 0): in this case we have aq -1 mod n = 0, or, 
equivalently, n divides (aq – 1). 
• Case 2 (1 ≤ j ≤ k): in this case we have ( q
i
a2 – 1) mod n 
= (
qia
12 −
-1) (
qia
12 −
+1) mod n = 0. This implies that n 
divides either (
qia
12 −
-1) or (
qia
12 −
+1). Because, by 
assumption, j is the smallest integer such that n divides 
(
qia2 -1), n does not divide ( q
i
a2 -1). Therefore n 
divides (
qia
12 −
+1), or equivalently 
qia
12 −
mod n = (-1) 
mod n  
          = n-1. 
      There considerations lead to the conclusion that if n is  
prim, then either the first element in the list of residues 
qqqq kk aaaa 222 ,,.....,,
1−   equals 1,or some element in the list equals 
(n-1); otherwise n is not prim. However, if the condition is 
met, that does not necessarily mean that n is prim.  [2]  
 
 
 
 
  
 
     
        // main program 
import java.awt.*; 
import java.awt.event.*; 
import javax.swing.*; 
import java.io.*; 
import java.awt.datatransfer.*; 
import javax.swing.text.*; 
 
 
 
public  class EncDec extends JFrame implements 
ActionListener  { 
 
 
 
 
JButton Enc,Dec,Exit,Preview; 
 JLabel lable1,lable2,lable3; 
  JTextField field1,field2,field3,field4,field5; 
  Container cont; 
 private String  
PriKey="pri",PubKey="pub",enc,dec,file; 
 private int length,e,d,n; 
 JPanel 
panel1,panel2,panel3,panel4,panel5,panel6,panel7; 
 String f1=""; 
 int len=0; 
 int[] encArray; 
 int[] decArray; 
 
 public EncDec (int m){ 
 
  super ("Enc & Dec "); 
  lable1 = new JLabel("Source File Name :"); 
  field1 =new JTextField(30); 
  lable2 = new JLabel("Encr File Name :"); 
  field2 =new JTextField(30); 
  lable3 = new JLabel("Dest File Name :"); 
  field3 =new JTextField(30); 
  field4 =new JTextField(10); 
  field5 =new JTextField(10); 
  //field4.setEditable(false); 
  //field5.setEditable(false); 
 
        Enc = new JButton("Encription"); 
        Dec = new JButton("Decription"); 
      Preview = new JButton("Back To Main");   
Exit = new JButton("Exit"); 
 Exit.addActionListener(this); 
 Enc.addActionListener(this); 
        Dec.addActionListener(this); 
 Preview.addActionListener(this); 
 
        cont= getContentPane(); 
        cont.setLayout(new GridLayout(7,1)); 
        panel1=new JPanel(); 
  panel2=new JPanel(); 
  panel3=new JPanel(); 
  panel4=new JPanel(); 
  panel5=new JPanel(); 
  panel6=new JPanel(); 
  panel7=new JPanel(); 
        panel1.add(new JLabel("\t\t The RSA Algorithm ")); 
        panel2.add(lable1); 
        panel2.add(field1); 
        panel3.add(lable2); 
        panel3.add(field2); 
        panel4.add(lable3); 
        panel4.add(field3); 
        panel5.add(Enc); 
        panel5.add(Dec); 
 panel5.add(Preview); 
 panel5.add(Exit); 
        panel6.add(new JLabel("The Public Key > ")); 
        panel6.add(field4); 
        panel7.add(new JLabel("The Private Key > ")); 
        panel7.add(field5); 
        cont.add(panel1); 
        cont.add(panel2); 
        cont.add(panel3); 
        cont.add(panel4); 
        cont.add(panel6); 
        cont.add(panel7); 
        cont.add(panel5); 
  this.setBounds(200,100,500,500); 
  this.setVisible(true); 
 
 this.setDefaultCloseOperation(JFrame.EXIT_ON_CL
OSE); 
 
 
 
 
 
 generateKey(); 
 
 } 
 public void actionPerformed(ActionEvent e){ 
 
 
 
 
if(e.getSource()==Preview){   
 
//fmain r= new fmain(); 
//r.setSize(200,200); 
 //f1.setVisible(true); 
//r.setVisible(true); 
this.setVisible(false); 
} 
 
if(e.getSource()==Exit){   
System.exit(0);} 
 
 
if(e.getSource()==Enc){ 
   String 
file1=field1.getText(),file2=field2.getText(); 
   file=file1; 
   if (file1.equals("")){} 
   else{ 
    String s1=openFile(file1); 
    if (s1.equals("")){} 
    else{ 
     f1=file1; 
      encArray=Encrypt(s1); 
      
JOptionPane.showMessageDialog( this,"Encryption Ok", 
"Okay",3); 
      saveFileInt(file2, encArray); 
     } 
    } 
 
 
   } 
  else 
   if(e.getSource()==Dec){ 
    String 
file3=field3.getText(),file2=field2.getText(); 
    file=file2; 
    if (file2.equals("")){} 
    else{ 
     int[]s1=openFileInt(file2); 
     if (s1.equals("")){} 
     else{ 
 
       String 
decArray=Decrypt(s1); 
     
 JOptionPane.showMessageDialog( this,"Decryption 
Ok", "Okay",3); 
      saveFile(file3,decArray); 
      } 
     } 
    } 
 
 
  } 
 boolean prim(int x){ 
  boolean f=true; 
  for(int i=2 ; i<=(int)Math.sqrt(x);i++) 
   if (x%i==0) 
    f=false; 
  return f; 
  } 
 boolean Gcd_Is_One(int x,int y){ 
  boolean f=true; 
  if(x>y){ 
   int l=x; 
   x=y; 
   y=l; 
   } 
  For (int i=y;i>=2;i--) 
   if((x%i==0)&&(y%i==0)) 
    f=false; 
  return f; 
} // key generation procedure 
 
 void generateKey(){ 
  int p,q,phy; 
  do{ 
   do{ 
    p=(int)(Math.random()*250); 
    } 
   while(!prim(p)); 
   do{ 
    q=(int)(Math.random()*250); 
    } 
   while(!prim(q)); 
   n=q*p; 
   } 
  while((n<255)||(n>1000)); 
  phy=(p-1)*(q-1); 
  do{ 
   e=(int)(Math.random()*100); 
   } 
  while(!Gcd_Is_One(e,phy)); 
  d=1; 
  do{ 
   d++; 
   } 
  while(((e*d)%phy)!=1); 
 
  PubKey=""+d; 
  PriKey=""+e; 
  System.out.println("D:"+d+" N: "+n+" 
E:"+e+"\n"); 
  field4.setText(""+PubKey); 
  field5.setText(""+PriKey); 
  } 
 int enc1(int m){ 
  int e1=e; 
  int ans=m; 
  do{ 
   ans=(ans*m)%n; 
   e1--; 
   } 
  while(e1>1); 
  return ans; 
  } 
 int dec1(int m){ 
   int d1=d; 
   int ans=m; 
   do{ 
    ans=(ans*m)%n; 
    d1--; 
    } 
   while(d1>1); 
   return ans; 
  
 } 
     
 
 
 
// Encryption procedure 
 
public int[] Encrypt(String str){ 
  System.out.println("\n******************** 
Encryption ********************"); 
 
 
   String enc=""; 
   int[] encResult=new int[str.length()]; 
   len=str.length(); 
   for(int i=0;i<str.length();i++){ 
    int a=str.charAt(i); 
    char aa=str.charAt(i); 
    int b=enc1(a); 
    encResult[i]=b; 
    System.out.println("from file :"+aa+" 
Ord :"+a+" enc:"+b); 
    } 
 
   return encResult; 
  } 
 
 public String Decrypt(int[] enc1){// content of file 
    
String dec=""; 
 
// Decryption procedure 
 
  
 System.out.println("\n******************** 
Decryption ********************"); 
   for(int i=0;i<len;i++){ 
    int b1=enc1[i]; 
    int b=dec1(enc1[i]); 
    char c=(char)b; 
    System.out.println("from file :"+b1+" 
dec char:"+c); 
 
    dec+=c; 
    } 
   return dec; 
  } 
 
 public int [] openFileInt(String name){ 
  String text=""; 
  int[] arr=new int['0']; 
  if(file == null){ 
    return null; 
    } 
  try { 
   DataInputStream in =new 
DataInputStream( new FileInputStream(name)); 
   int i=0; 
    while ( in.available() > 0 ){ 
    arr[i]=in.readInt();i++;} 
        } 
  Catch ( IOException ioException ) { 
      
JOptionPane.showMessageDialog( this, "FILE 
ERROR","FILE ERROR", 
JOptionPane.ERROR_MESSAGE ); 
            } 
  return arr; 
  } 
 public String openFile(String name){ 
   String text=""; 
   if(file == null){ 
     return ""; 
     } 
   try { 
    BufferedReader in = new 
BufferedReader(new FileReader(file) ); 
    StringBuffer buffer = new 
StringBuffer(); 
    text=in.readLine(); 
         } 
   Catch ( IOException ioException ) { 
       
JOptionPane.showMessageDialog( this, "FILE 
ERROR","FILE ERROR", 
JOptionPane.ERROR_MESSAGE ); 
             } 
   return text; 
  } 
 
 
 
 public void saveFileInt(String name,int[] enc){ 
  try { 
   DataOutputStream out =new 
DataOutputStream( new FileOutputStream(name)); 
   for(int i=0;i<enc.length;i++) 
    out.writeInt(enc[i]); 
   out.flush(); 
 
        } 
   catch ( NumberFormatException 
formatException ) { 
            
JOptionPane.showMessageDialog( this,"Error in write", 
"Error",2); 
              } 
   catch( IOException ioException ) { 
            
JOptionPane.showMessageDialog( this, "FILE 
ERROR","FILE ERROR", 
JOptionPane.ERROR_MESSAGE ); 
                 } 
 
 
  } 
 public void saveFile(String name,String text){ 
   try { 
    text=(new BufferedReader(new 
FileReader(new File(f1)))).readLine(); 
    BufferedWriter out = new 
BufferedWriter(new FileWriter(name) ); 
    StringBuffer buffer = new 
StringBuffer(text); 
    out.write(text); 
    out.flush(); 
 
         } 
    catch ( NumberFormatException 
formatException ) { 
             
JOptionPane.showMessageDialog( this,"Error in write", 
"Error",2); 
               } 
    catch( IOException ioException ) { 
             
JOptionPane.showMessageDialog( this, "FILE 
ERROR","FILE ERROR", 
JOptionPane.ERROR_MESSAGE ); 
                  } 
 
 
  } 
 
 public static void main(String args[]){ 
  new EncDec(4); 
 } 
} 
 
 
 
 
 
 
import java.awt.*; 
import java.awt.event.*; 
import javax.swing.*; 
 
 
 
public  class fmain extends Frame implements 
ActionListener  { 
Button Enc = new Button("Encription"); 
Button Dec = new Button("Decription"); 
Button Ex = new Button("Exit"); 
EncDec q = new EncDec(1); 
 
  
 public fmain (){ 
super ("Enc & Dec "); 
 
q.setVisible(true);   
 
 Ex.addActionListener(this); 
 Enc.addActionListener(this); 
        Dec.addActionListener(this); 
Label Label1 = new Label("    The RSA Alogrithm"); 
Label Label2 = new Label(""); 
         
setLayout(new GridLayout(7,1)); 
         
   
 
add(Label1);      
add(Label2);    
add(Enc); 
    add(Dec); 
 add(Ex); 
      
      
} 
 
public void actionPerformed(ActionEvent e){ 
if(e.getSource()==Ex){   
System.exit(0); 
} 
 
 
if(e.getSource()==Enc){ 
 
q.setVisible(true); 
q.Exit.setVisible(false); 
q.Dec.setVisible(false); 
q.field3.setVisible(false); 
q.lable3.setVisible(false); 
 
//this.setVisible(false); 
//this.dispose(); 
 
q.Enc.setVisible(true); 
q.field1.setVisible(true); 
q.lable1.setVisible(true); 
 
} 
   
 
 
if(e.getSource()==Dec){ 
 
q.setVisible(true); 
q.Exit.setVisible(false); 
q.Enc.setVisible(false); 
q.field1.setVisible(false); 
q.lable1.setVisible(false); 
q.Dec.setVisible(true); 
q.field3.setVisible(true); 
q.lable3.setVisible(true); 
 
} 
 
} 
public static void main(String args[]){ 
fmain r= new fmain(); 
r.setSize(200,200); 
 //f1.setVisible(true); 
r.setVisible(true); 
 
  
 
} 
} 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
References  
Books:   
[1] Nayeem Islam, et al.,”A Flexible Security System for             
using Internet content, September 1997, IEEE Software. 
[2]   William Stallings,” Cryptography and Network Security 
  Principles and practice” Third edition, 2003, Prentice Hall © 
by Person Education, Inc.       
[3]   William Stallings,” Network Security Essentials:  
       Applications and Standards “, 2000, Prentice-Hall. 
[4]   Tomas Sander and Christian Tshudin,” Towards mobile 
cryptography”.  
[5] Boneh, D.”Twenty years of attacks on the RSA cryptosystems”, 
February 1999, Notices of the American Mathematical 
Society. 
[6] Corment, T.: Leiserson.c; Rivest, R; and Stein, C.,”Introduction 
to Algorithms”, 2001, Cambridge. A: MIT press. 
[7]   Stison, D,”Cryptography: Theory and Practice”, 2002, 
         Boca Raton, FL: CRC Press. 
 [8]   Schneier, Bruce,” Secrets and lies: Digital Security in a 
Network World”, 2000, New York: John Wiley & Sons, Inc. 
Web sites: 
[9]   SSH.”Strength of Cryptography Algorithms.” 
         http://www.ssh.com/support/cryptography/ 
         Introduction/strength.html.20 Dec.2002. 
[10]    XILINX. “Networks Security.”5 Jan.2003.         
http://www.ZILINX.COM/ESP/OPTICAL/COLLATERAL/       
NETWORK_SECURITY.PDF 
[11]   Meyer, Peter.” An introduction to the use of Encryption” 
        http://serendipity.magnet.ch/hermetic/crypto/intro.html.  
        17 Dec, 2002. 
[12]   Network Computing. “Web Proxy servers, 1/e: 
        Encryption and Authentication security.” 2 Apr.1999. 
         http://www.networkcomputing.com/netdesign/ 1007 part 
2a.html.18 Dec.2002. 
 
[13]    Verisign. “Secure Messaging.” 
          http://www.verisign.com/products/email/index.html.29 
jan.2003. 
 [14]    RSA Security. “What are elliptic curve cryptosystem?” 
          http://www.rsasecurity.com/rsalabs/faq/3-5-1.html.15 
jan.2003.  
 [15]    RSAsecurity.”Is the RSA cryptosystem currently in use?” 
http://rsasecurity.com/rsalabs/faq/3-1-9.html.15 jan.2003.   
[16]    Cryptanalysis and attacks on cryptosystems:-          
http://www.ssh.com/support/cryptography/introduction/crypt
analysis.html 
[17]   Cryptographic protocols and standards  
        http://www.ssh.com/support/cryptography/protocols/ 
[18] Encryption Definitions and Methods used in data 
communications systems 
        http://TCCwhitepaper.html.29 May 2005 
[19]   Security white-paper 
  http://www.dataeind.com/ December 5, 2004, version 1.1 
 [20] Data Encryption Standard (FIPS PUB 46), Federal 
Information Processing Standards Publication 46, National 
Bureau of Standards, Washington, D.C., January 15, 1977 
[21] HTTP://WWW.Secantnet.com/product1.html , January 20, 
1998.   
         
     
  
 
              
 
