In many applications it is desirable to achieve a signal that is as close as possible to ideal white noise. One example is in the design of artificial reverberator, whereby there is a need for its lossless prototype output from an impulse input to be perceptually white as much as possible. The Ljung-Box test, the Drouiche test, and the Wiener Entropy, also called the Spectral Flatness Measure are three well-known methods for quantifying the similarity of a given signal to ideal white noise. We conducted listening tests to measure the Just Noticeable Difference (JND) on the perception of white noise, which is the JND between ideal Gaussian white noise and noise with a specified deviation from the flat spectrum. We report the JND values using one of these measures of whiteness, which is the Ljung-Box test. We also found considerable disagreement between the Ljung-Box test and the other two methods and we show that none of the methods is a significantly better predictor of listeners' perception of whiteness. This suggests a need for a whiteness test that is more closely correlated to human perception.
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I. INTRODUCTION
Contexts where we need to quantify the deviation of a signal from ideal white noise include linear predictive coding, perceptual audio coding, and designing digital reverberation networks [1] [2] [3] [4] . Due to design constraints, we usually can not achieve perfectly white output and are forced to make trade-offs in the optimisation process. For that reason it would be helpful to know not simply how much variance a spectrum has but also to know whether or not that level difference from ideal white noise is audible. Some of the common measures of whiteness include the Wiener Entropy or Spectral Flatness Measure (SFM) 5 , Ljung-Box test 6 , and Drouiche Test 7 . When building an feedback delay network (FDN) reverberator, we normally begin by making a lossless prototype reverberator whose impulse response should resemble random white noise 4 . An FDN typically comprises a bank of between 8 to 16 delay lines 3 . After adjusting delay times to achieve a spectrally well-balanced result from the lossless prototype, we then apply additional filters and decay coefficients to achieve the desired decay time and spectral envelope 3 . Hence to ensure that these filters produce the intended effect, the sound of the unfiltered lossless FDN should resemble white noise as closely as possible [8] [9] [10] [11] .
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In linear predictive coding, we optimize a linear model to account for as much of a signal as possible, allowing us to reduce the data rate by coding only the coefficients of the linear predictor and the residual signal. Since an ideal model would account for all but the random component of a stationary signal, the goal of the model optimization can be expressed in terms of the whiteness of the residual signal; the more closely the residual resembles white noise, the more perfect the model 5, 12, 13 . We present listening test results in this work, comparing zero-mean Gaussian white noise signals with other noise signals of known spectral variance. From the listening test results in Section III, we derived JND values that indicate the smallest audible deviation of spectral variance from zero-mean Gaussian noise. The JND is the smallest change in a given parameter that is audible in more than fifty percent of the trials of listening test experiments 14 . There have been studies on the perception of other aspects of white noise in the literature, such as the sensitivity and perception of interrupted white noise and periodic white noise, but not the attempts to establish a JND for spectral variance in specific. Miller et. al 15 investigated the perception of short bursts of white noise. Pollack 16 presented another study where he found that the periodicity pitch of interrupted white noise is factual. In 17 , Wicke et. al found that the musical pitch of interrupted white noise is rather weak. Duifhuis 18 studied the audibility of harmonics in a periodic white noise.
The perceptual sensitivity in the changes of white noise intensity has also been studied 19 . In this work, however, we present a study on the perception of white noise itself.
In this paper, the spectral variance of all the noise signals and the JND value is presented in terms ofQvalue calculated using the Ljung-Box test. In section IV we discuss the lack of agreement between the Ljung-Box test, which is based on autocorrelation, and the Drouiche test, which are frequency domain based methods. In section IV B we discuss the perceptual implications of this disagreement and suggest a direction for future study to design a more perceptually relevant measure of whiteness.
II. BACKGROUND INFORMATION A. Measures for whiteness
In this section we briefly summarize three widelyused methods for quantifying the similarity between a given sequence of audio samples and ideal white noise: the Wiener Entropy or SFM, the Ljung-box test 6 and the Drouiche test 7 . One of the simplest methods for quantifying the spectral variance of a sequence of audio samples is to take the ratio of the geometric mean and arithmetic mean of the power spectrum. This is known as the Wiener Entropy, also called the Spectral Flatness Measure, abbreviated by the letters SFM. The ratio of geometric mean to arithmetic mean was first applied to audio signals in the time domain by Cox 12 . The earliest work we could find that used this method to compute spectral flatness in the frequency domain is 13 . However, many authors cite a later work by 5 as the source. Let x be an array of time series samples of length N ,
and let X = {X(0), X(1), X(2), ..., X(N )} denote the ztransform of x that is computed on the unit circle. The power of X is the squared magnitude of X, denoted as |X| 2 . Then the SFM of X is,
The value of Ξ lies in the interval [0, 1]. A signal with a completely flat spectrum will have Ξ = 1 and the value of Ξ decreases as the spectral variance increases. A pure tone, with non-zero magnitude spectrum at only one frequency, would have an SFM of zero.
20 notes that the SFM is problematic due to the fact that if X(n) = 0 for any one of the frequency bins n then Ξ(X) will be zero regardless of the variance of the remaining portion of the spectrum. To mitigate this problem he modifies Equation (2) as follows,X
The measure G provides a meaningful result even if the magnitude spectrum contains some zero values. We generated 10 million noise signals with a zeromean Gaussian amplitude distribution. Their length is 4096 samples each. We found their average SFM value to be 0.56. Since an SFM of one corresponds to a flat spectrum, this indicates that these Gaussian white noise samples are not white in the sense that they do not have flat spectra 21 . Therefore we need to reiterate the definition of white noise in stochastic terms. From this point onwards, we use the term Gaussian white noise (GWN), and we precisely mean noise that is the output of a zeromean Gaussian random process with variance of 1, for which the expected value of the spectrum is flat. However, it does not mean that individual observations from such a process ought to have flat spectra. This definition takes a form that resembles a hypothesis test. For example, given that we observed a particular value of Ξ(X), what is the probability that the sequence x could be the output of a stationary, zero-mean random process?
To make a precise calculation of this likelihood, it would be necessary to derive the probability distribution function (PDF) of Ξ(X) under the assumption that x is a white noise output from Gaussian random processes. Unfortunately, an exact formula for this probability distribution function is not known. For this reason, we prefer to use spectral variance measures for which the PDF is known.
Ljung and Box discovered a now widely-used portmanteau statistic that was originally intended to test for lack of fit in time series models by calculating the average autocorrelation in the residual 6 . This test is based on the idea that a perfectly fitted linear model should account for 100% of the components of the time series data that are stationary in the frequency-domain, leaving only pure white noise in the residual signal. Therefore, by comparing the residual against ideal white noise, we get an idea of how well the linear model fits the data. This idea of testing the lack-of-fit of a linear model was originally applied in the context of linear predictive coding 5 . However, in the context of audio signal processing, the Ljung-box test is applicable in any situation where we want to compare an audio signal to white noise, even if the signal we are testing is not actually the residual error of a linear prediction.
The Ljung-Box statistic Q(x) quantifies the average normalised autocorrelation in the signal over lag times between 1 and m,
where r k is the autocorrelation at a lag value of k samples,
Note that unlike the SFM, higher values of Q indicate a higher amount of spectral variance. If the input signal is made up of zero-mean, independent and identically distributed (i.i.d.) N (0, σ 2 ) random deviates then Q(x) follows the Chi-squared (χ 2 ) distribution with m degrees of freedom, which has an expected value of m and variance of 2m. If we define white noise to be the output of an i.i.d. random process, then it is impossible to say with absolute certainty that a given signal is or is not white noise, because for any signal we observe, there is a finite probability that a random process could generate such a signal. The advantage of using the statistic Q(x), rather than the SFM mentioned previously, is that its probability distribution function is known. Therefore, for any signal x we can calculate a p-value that represents the probability of an i.i.d. random process generating a signal with the same or greater auto-correlation than x. In this way we obtain a statistically meaningful answer to the question of whether x is white noise or not.
The fact that the Ljung-Box method is based on auto-correlation of the signal in the time domain has perceptual implications that we will discuss in the next section.
7 proposed a method that allows us to make similar statistical statements about the whiteness of x but it is based on characteristics of its frequency-domain representation. The spectral density of x at frequency ω is defined by,
This is also known as the periodogram of x, usually calculated using the Fast Fourier Transform. The Drouiche statistic for estimating spectral variance is as follows,
where γ is the Euler constant. If x is the output of a zero-mean Gaussian process then W N is a normal random variable. When standardized, the pdf of W N approaches the standard normal distribution, 
where µ = 1 − (2/9m) and σ = 2/9m. This transformation enables us to compare the Ljung-box test results directly against the Drouiche test results, by comparing Q toŴ , both of which are standard normal random variables when the input signal is GWN. We will report the JND value in Section III based on the standardized Qvalue (Q) in Equation 11 above.
III. LISTENING TEST A. Psychometric evaluation method
Commonly practiced psychometric evaluation methods in the literature include the method of constant stimuli, the method of limits, and the method of adjustment 23, 24 . These methods are used to determine perceptual thresholds 23, 24 . In this paper we measure the spectral variance JND, which is the smallest spectral deviation from a reference state (GWN) that is audible to listeners.
In the method of constant stimuli 23, 24 , each subject typically reports whether or not he or she notices a difference in each pair of stimuli presented. One sample in each pair is the reference stimulus and the other is the variable stimulus with adjustable intensity. This process is typically repeated hundreds of times with various amount of stimulus intensity in the variable stimulus in random order. The threshold is determined as the amount of intensity in the variable stimulus that is detected half the time. This method is known to be time consuming since listeners have to be exposed to all values of the variable stimuli. During our preliminary test, listeners complained of fatigue and was unable to complete the test using this method. Hence the method of constant stimuli was not a viable option.
The method of adjustment 23, 24 and method of limits 23, 24 are known to be more efficient since they allow us to find the threshold with smaller number of samples. In both methods, the subject is presented with two similar stimuli. The intensity in one of the stimuli is then gradually increased until the difference between the two is perceivable. This is called an ascending test. Alterna-tively, the subject may be presented with two stimuli that are very different, and the intensity in one of the stimuli is slowly reduced until the difference is no longer perceivable. This is called a descending test. The difference between the method of adjustments and the method of limits is that in the method of adjustments the subjects control the intensity of the variable stimulus by themselves, while in the method of limits, the adjustment of the variable stimulus is automated or controlled by the experimenter.
There are two types of errors that often arise in the method of limits and the method of adjustment, called habituation errors and expectation errors 23, 24 . Habituation error describes the problem where the subject becomes accustomed to giving one type of answer. For example, the subject makes a habit of answering yes when asked if he or she hears a difference between the two stimuli, resulting in underestimation of the threshold in descending trails and overestimation in ascending trials. Expectation error arises when the subject anticipates the threshold value, resulting in underestimation of the threshold in ascending trials and overestimation of threshold in descending trials. A common solution to eliminate these errors is by averaging the results from an equal number of ascending and descending trials. Hence for this listening test, we conducted two ascending and two descending trials. We then select lowest value from the two ascending trials and the lowest of the two descending trials and average those two numbers. In section III B 4, we further explain how our listening test procedure further mitigates both errors.
Additionally, we incorporated the staircase method 25 in our listening test procedure. This modification allows the subjects to concentrate around questions that are in their threshold range and find their whiteness threshold efficiently. It allows subjects to complete all four sets of test before reaching fatigue. Due to this reason we chose to design the listening test to resemble the method of limits rather than the method of adjustment so that the staircase procedure can be automated.
B. Listening test procedure
User interface
We created an iOS app to administer the listening tests. The user interface of the app is shown in Figure 1 . The subjects were able to play three different audio files by tapping and holding the A, B, and Reference buttons. Each audio file is approximately 6 seconds long.
Variable stimuli
The Reference file is a Gaussian white noise denoted as G. The A file is another GWN denoted as K with added variable spectral variance α, and the B file is the same GWN K with added variable spectral variance β. Hence, the variable stimuli in this listening test takes the form of spectral variance α and β. By definition, the Reference file G does not contain any stimuli or spectral variance. Both G and K are similar GWN sequences of the same length. We chose G and K such their Q values are similar (see Section III C 1 for details on how to generate them).
The condition for α and β in this test is that α = 0 if β > 0 and β = 0 if α > 0. Also, they can only take positive values since they represent the expected amount of squared deviation from a flat spectra. When either α or β is zero, then either file A or B is the unaltered GWN K. Otherwise when either α or β is positive, then either file A or B becomes colored respectively. With this condition, only one of the files, A or B is colored at any given time. In Section III C we further explain the procedure to generate these noise files.
Task
Subjects were tasked to indicate which one of the audio files, A or B, sounds more differently colored than the Reference file by choosing the answer at the top of the screen. In other words, to choose whether it is file A or B that is the colored noise (having positive spectral variance). Recall that only one of the files, A or B is colored at any given time. We did not limit their time to complete the listening test. Short breaks between trials were encouraged to delay the onset of fatigue.
Subjects were not required to listen to the entire 6s length and were free to repeat any audio files in any order. If the subject could not distinguish between A or B (i.e. perceive both has having the same color), he or she may indicate an 'uncertain' answer, denoted by the question mark ' ?' in Figure 1 . This was done so that the candidates were not forced to give random answers.
Prior to the test, subjects were briefly instructed to focus on the color (texture) of the noise instead of plain, time-domain or temporal cues difference (differences in signal values over time) between the noise files. This was done because the concept of noise color is more sub- tle than temporal cues. In our informal test, we found that time domain differences are more easily perceptible. On the surface, two GWN signals may sound different despite having a flat spectra. This is because a GWN signal may carry certain temporal artifacts, such as abrupt changes in amplitude, short periods of time where the random variation in the spectrum temporarily accentuates a particular frequency to the point that we begin to have a sense of tiny elements of tonality. One could describe these various types of events as squeaks, clicks, or crackles throughout the noise signal. However the overall color or texture of the noise is white. Therefore, subjects who weren't familiar with the concept of noise colors were briefly trained to notice it. To avoid bias, we showed them samples of coloured noise signals that aren't used in the main listening test (other white, brown, blue, and pink noise samples). Once the subject is able to grasp concept of noise color, we allow them to begin the test. On average, most subjects only took a few minutes to understand and perceive noise color. Also, due to this subtle notion of noise color, we added the Reference file as another example of GWN file instead of directly asking subjects to simply choose whether file A or B is the colored noise. The purpose of the Reference file was to guide and remind them of the perceptual impression of a GWN noise. They might have noticed that files A and B have different color, but without the Reference noise they may face difficulties in deciding which of the signals is less white (or equivalently, more colored). The prior brief training was done so that they may notice the notion of noise color in a given signal, but it wasn't enough to familiarize themselves with the absolute perception of whiteness.
Ascending and descending test procedure
Each subject has to complete two ascending and two descending tests. Subjects can either begin with descending or ascending test at random but will not do the same type of test consecutively.
For the descending test, the difference between α and β is set to be at maximum, which we call level 75. We assign at random which variance, α or β is nonzero. Each time the subject correctly identifies the file with higher spectral variance, we progressively reduce the level of difference between α and β and repeat the task. Otherwise, we reverse the direction and increase their level of difference. The test stops once the subject triggers the fourth direction reversal. Figure 2 (left) shows an example of how a subject progress through a descending test until a threshold is found. The speed of increase or decrease in stimuli levels is 15 levels at a time before the first reversal, 10 levels before the second reversal, 5 levels before the third reversal, and 1 level before the fourth reversal. This is indicated by varying step heights in Figure 2 .
To ensure that reversal and the subject's JND is meaningful and not by chance, we allow reversal from higher level to lower level only when the subject correctly identifies the signal with more variance in at least three consecutive levels, and reversal from lower level to higher level when subject fails to do so. In Figure 2 (left) we show one possible scenario where reversal from lower to higher level is canceled because the subject was able to give the correct answer in three consecutive levels although he gave the wrong answer at level 45.
Similarly in ascending test, the difference between α and β is set to be at minimum, which we call level 1. Figure 2 (right) shows an example of how a subject progress through a ascending test until the fourth reversal is triggered.
By randomizing the assignment non zero variance and by requiring the subjects to correctly identify the button with colored noise for at least 3 consecutive levels before reversal, we reduce the effect of errors due to habituation and expectation. The listening test procedure mitigates habituation errors because the correct answer sequence is random, therefore the subjects could not have identified the colored noise correctly if the difference was not noticeable. It is also impossible for expectation error to artificially lower the JND we obtain from this test 
18 samples long random sequences derived from standard Normal distribution until we found one such that Q − m < , where is the mean absolute difference of the χ 2 distribution with m degrees of freedom. This is important because the spectrum of Gaussian noise is random and some observations fall far from the mean value of spectral variance. We want the both G and K to have Q near m to ensure that the random sequence we select is a typical example of GWN and not an outlying case. Hence, both G and K are GWN but they do not have identical individual sample values.
Generation of colored noise signals
The colored signals for this listening test is GWN K that is processed through a randomised finite impulse response (FIR) filter with adjustable spectral variance α to produce audio files A and β to produce audio files B.
To create these filters, we generated the Fourier series of a signal whose power spectrum is randomized with the desired mean and variance and use the inverse Fourier transform to produce the filter kernel. The length of the kernel is 2 14 samples. We convolved K with the kernel to produce A and B files. We then compute the Ljungbox statistic of the colored noise signals to ensure that the randomization of the filter produced a result with the desiredQ value.
When not taking the value of zero, spectral variance α and β can be varied in the range of 0.5 to 15.5 dB. We precomputed these signals with various spectral variance in 0.15 dB increment between 0.5dB and 15.5dB so that they can be accessed directly at runtime to speed up the test. In total we have 75 different levels of spectral variance. The first level corresponds to 0.5dB of variance, the second level corresponds to 0.65 dB of variance and so forth. Finally, the 75 th level corresponds to 15.5dB of variance.
It is also important to note that we precomputed four different sets of colored signals, each set containing 75 signals from 75 different levels of added spectral variance. Similar to the generation of K and G, we ensured that the difference inQ values of each colored signal with the same spectral variance level across four sets is smaller than . This is to ensure that the individual sample values of signals in the same level in each of the four tests (two ascending and descending) are different despite having similarQ amount. Figure 3 shows the averageQ values that corresponds to these 75 different levels of added spectral variance in all 4 trials. HigherQ means that the signal is less white or more colored. For example, when α is set to be at level 10 (2dB spectral variance) in the first trial, the app associates button A with the precomputed signal at level 10 in the first precomputed set of questions designated for the first trial (which itsQ value is 13.2) and button B with GWN K.
Frequency range of all test signals
The GWN files G and K generated have spectral energy between 0 and 22050 Hz. However, the FIR filters only vary the frequencies in the range from 50 Hz to 16500 Hz. We set the lower limit at 50Hz in case of hardware limitations in the ability of producing frequencies below 50 Hz as accurately as higher frequencies. The upper limit is based on the assumption that human hearing deteriorates with age and that older listeners may only hear up to 14000Hz -16000 Hz. Filtering out higher frequencies helps to ensure that age differences do not affect the test results 26, 27 . To compute theQ-values of the noise files, we set the maximum autocorrelation lag to m = 44100/50 = 882 samples. This is so that the its value will not be influenced by frequencies below 50 Hz, since the relation between lag time and its corresponding frequency is as stated in Equation 12.
D. Equipments
We installed and ran the app on an iPad Mini. We used (ER 400 SR) studio reference in-ear headphones and an amplifier. To ensure that no unintended filtering from the equipment (headphones and iPad) affected the test, we measured the frequency response output of the headphones by playing a GWN and recording the output from the headphones using a reference microphone (G.R.A.S. 46 BD 1/4" CCP Pressure Standard Microphone Set), a conditioning amplifier (Bruel & Kjaer Nexus), and an audio interface (MOTU UltraLite MK4). We then applied the same inverse filter to all of the recordings to flatten the frequency response. The tests were conducted in a very silent environment, a carpeted small indoor meeting room (approximately 2m by 3m by 3.5m) located inside a quiet office The doors were closed at all times and the air conditioning was turned off during the test. Residual ambient noise was reported as inaudible once the in-ear headphones were plugged into the ear canals.
E. Subjects
A total of 50 subjects, 24 females and 26 males between 20 and 40 years of age participated in this listening test and received remuneration. Similar-sized groups of test subjects have been used to establish JND in psychoacoustics related fields, for example, in 28 and 29 . None of the test subjects reported any hearing impairments. Nine of them have experience with audio recording and mixing and 28 out of 50 are musicians. One subject decided not to complete the test when he found that he was unable to grasp the idea of noise color during training. Therefore we present results from the remaining 49 subjects in the next sections. The subjects took on average 30 minutes to complete all four trials of the test. Figure 4 presents the answers from each of the 49 subjects, two results (one from the ascending and another one from the descending test that have the lowest JND value) per subject. In total, there are 108 results displayed in Figure 4 . The y-axis indicates the degree of whiteness, presented in terms ofQ values (standardized Q-values, computed from Equation 11 from a given Q) of the colored signal (refer to Figure  3) , that each subject encountered during traversal via the staircase method. The circle, cross, and star labels indicate true, false, and uncertain answers respectively. We can immediately notice in Figure 4 that the answers aboveQ = 50 and belowQ = 20 are sparser. Most of the answers are concentrated around levels withQ between 20 − 50. The staircase method leads to this phenomenon, as it allows the candidates to quickly skim over levels that are not near their JND, which is levels withQ > 50 and Q < 20. Outliers are present in trial 66 made by subject 33 (descending trial), and in trials 85 and 86 (both ascending and descending) made by subject 43.
Almost all participants correctly identified the colored noise with highQ-values, (Q > 56. 5) , that is when the colored noise was far less white than the Reference file. On the other hand, there is a relatively even mixture of true, false, and uncertain answers forQ between 0.4 and 15. This indicates randomness in their answers, and it shows that the subjects are not able to clearly distinguish the colored noise from the GWN in these low levels of spectral variance. The staircase method leads test subjects to listen to more levels withQ values between 27.8 -43.3, indicated by denser points around this range in Figure 4 . This is because for most subjects, the JND lies in that range and the staircase method requires them to pass over the JND value three times, reversing direction thrice. Figure 5 shows the histogram of the spectral variance threshold values of all 49 subjects. Recall that each subject was required to do 4 trials: 2 ascending and 2 descending trials. As mentioned in the previous section, the JND for each test subject is found by averaging the single-trial JND from lowest descending and the lowest ascending trials from each subject. The median JND from 49 subjects isQ = 33.8. The mean, minimum, maximum, and standard deviation is shown in Table I .
The large standard deviation is due to the presence of two outliers shown in figure 5 , with JND ofQ = 101.8 andQ = 151.9 respectively. These two subjects were unable to correctly identify the colored signal even at level 75 spectral variance (Q = 83.2), where the difference between audio file A and B is at its maximum. TheseQ values correspond to a spectral variance of 22 dB and 30 dB, respectively. The remaining 47 subjects did not have any difficulty finding their JND threshold below 15dB of spectral variance. The responses from the two outlying test subjects are shown in Figure 4 , trials number 66 (subject 33), 85 and 86 (subject 43). The first boxplot on the left in Figure 6 shows more clearly the presence of these outliers. We presented them with additional colored signals with much higherQ values above 87 until we found their JND threshold. On the opposite end of the spectrum, two subjects who claimed to be have perfect pitch scored very low thresholds at nearQ = 4.82 which corresponds to a spectral variance of 1.2dB.
Based on our informal observations of the test subjects, we believe that the ability to hear a difference for lower difference levels is not only a function of hearing ability. With the tremendously wide range of JND results coming from a group of people who all have normal hearing ability, it seems more likely that the variance also has a psychological explanation. We observed an obvious correlation between the JND score and the attitude with which the listeners approached the test. The majority of the subjects showed considerable effort in completing the test, but some listeners expressed dislike for the sound of the noise after a few trials, and had unusually high JND at the last trial. We attempted to reduce the effect from this problem by selecting best ascending and best descending trials as their JND. A couple of listeners became involved in an ego-contest to show off their listening skills, and tried to do the test to the best of their ability. Not surprisingly, they made up part of the candidates who were able to consistently and correctly identify the colored noise at the lower levels of spectral variance and also took the longest time to finish the test. They expressed that they felt competitively motivated to achieve a better JND score. On the other end of the spectrum, a few subjects said that they did not feel this test was meaningful or significant. These type of candidates tend to give random answers at lower levels and only correctly identify the colored noise when the difference level is extremely high, such as the case with subject 33 and subject 43. They form the outliers. For this reason, we believe that we will overestimate the JND if we set it to be the median JND value from all 49 subjects. We feel that the lower values in the results are the more relevant indication of the actual JND for spectral variance, and therefore the overall JND will be more accurate if we eliminate the outliers from the dataset. The simplest methods for removing outlying scores work by trimming both extreme values in the dataset, or by Winsorizing 30 these extreme values. The difference between trimming and Winsorizing datasets is that instead of simply discarding the top and bottom p percentile, in Winsorization method we replace the respective extreme data with values from the p th top and bottom percentiles. A more robust way to exclude outliers is by using the median absolute deviation (MAD) 31 . This method can be used even for datasets that are not known to be normally distributed. As a cutoff, we can typically use a consistency scale factor of 2.0 to 3.0. If we assume that the threshold data is normally distributed then a consistency scale factor of 1.4826 can be used. Table I lists the median, mean, min, max, and standard deviation values of the threshold dataset after applying various methods to eliminate outliers, along with the number of data points left. The boxplots in Figure 6 graphically show the distribution of the data after various trimming methods. We can see that the variance is tremendously reduced when the outliers are eliminated, especially when MAD method is used.
Spectral variance JND
By definition, the median value can be translated to be the JND of spectral variance since at this Q-value, the colored noise is correctly distinguishable from the GWN by at least half the subjects 14 . From Table I , the median value ranges from aboutQ = 30.35 toQ = 33.84, depending on the method used to eliminate outliers. This corresponds to spectral variance stimuli between 6.8dB to 7.4dB. 
Feedback and analysis
We conducted several informal experiments prior to the test in section III and concluded that 4 trials is the maximum amount the listeners can comfortably finish before reaching fatigue. During this preliminary round, our test subjects expressed some fatigue after 20 minutes (completed 4 trials without breaks), and more visible fatigue and discomfort after 30 minutes (completed 6 trials without breaks). We then encouraged them to take breaks in between trials and even then, most subjects show some signs of struggle in completing the 5 th trial. We believe that our ability to collect meaningful results diminishes when the listening test subject is tired because under fatigue conditions he or she becomes more easily confused and unable to correctly distinguish the colored noise from the GWN. For the listening test in section III, we encourage the subjects to take their time in completing the test. They typically take very short breaks in between trials, thus leading to an average of 30 minutes completion time for 4 trials.
It is impossible for the subjects to artificially lower their JND since they were tasked to correctly identify the randomly assigned colored signal on button A or B three times in a row before we record their JND. However, this does not prevent the listener from reporting the threshold higher than the real JND. Some listeners appear to stop making an effort to hear the difference between the two signals A and B when they reach the level of variance where they think the JND ought to be located based on experience from a previous trial.
At first, it seems logical to present the subjects with files A and B and asked them to indicate whether there was a difference. We thought that such test would have been much shorter and the subject could have completed more trials before reaching fatigue, thus reducing the effect of habituation error that may surface. However due to the subtle perception of noise color (especially noise whiteness), the differences in temporal cues were overwhelming in comparison. As discussed earlier in section III B 3, even two GWN signals could certainly sound different despite having the same color. The subjects will almost certainly indicate that there is always a difference between the two signals and it defeats the purpose of the listening test. The test was then modified to require the subject to correctly identify which of the two files were colored and that the correct answer is randomized. However this modification was not good enough because subjects who are not experienced with the notion of noise color do not know which of the file is less white, despite fully realising that they are differently colored. In the preliminary round, we found that the subjects actually took longer time in completing the test due to this confusion. The presence of the Reference file served as a useful guidance on how the color of an ideal GWN is perceived, and in fact causing the duration of the test to be shorter. Most subjects constantly compare A and B to the Reference file and quickly select the file that they feel is perceptually 'further' away from the Reference file. A few of more experienced subjects, such as those who are experts in audio mixing did not make use of the Reference file and were able to identify the coloured noise because they were already familiar with the notion of white noise.
We did not find a strong correlation between musical background and the spectral variance JND. Subjects with musical background do not necessarily have a lower threshold or vice versa. In fact, the one subject who failed to complete the test is experienced in choir yet another subject that scored one of the lowest JND threshold is an experienced pianist. However we found that the subjects who are experienced with audio mixing and recording have their threshold slightly below the median JND. Further study needs to be done with more related candidates to establish if correlation exists between their experience as an audio engineer and their spectral variance thresholds.
We also would like to add a note that not all listeners who had higher JND approached the test negatively. It appeared that they truly had higher JND values than the average despite trying their best and having what it seems to be a normal hearing ability. Conversely, not all the listeners who scored very low JNDs were competitive (showing excessive effort) or took a long time to complete the test. There were a couple of listeners who seemed to be able to distinguish correctly the colored noise at the lowest levels effortlessly. Investigating the correlation between hearing ability, attitude, and spectral variance JND is beyond the scope of this paper, but it points to a possible direction for further study. 
IV. UNEVEN SPECTRAL EMPHASIS
A. Disagreement between Q and W Definition IV.1. Disagreement -for two sequences x and y and two spectral variance measures W and Q, if W (x) > W (y) and Q(x) < Q(y), then Q and W disagree about which of the sequences has the greater spectral variance.
The Ljung-Box test, although strongly correlated, frequently disagrees with the Drouiche statistic on pairs of signals with similar but high amount of spectral variance. This occurs because the underlying time-frequency transformations give different emphasis to different parts of the spectrum. The computation of Q in Equation 5 requires autocorrelation that depends on lag time k. In autocorrelation, the frequency corresponding to lag time k, denoted by f k is as follows,
where f s is the sampling rate. By distributing the autocorrelation measurements r k in Equation 5 unevenly over the spectrum, emphasis is effectively given to variance at lower frequencies and the high frequencies are de-emphasized. On the other hand, the computation of W in Equation 8 utilizes Discrete Fourier Transform (DFT). The bins of DFT are evenly spaced over the linear frequency spectrum between Direct Current (DC) and Nyquist. Figure 7 shows the density of lag times k and FFT bins per octave in the log-scale frequency. We can observe that the Ljung-Box test has excessive emphasis on the lower parts of the spectrum and the Drouiche test excessive emphasis on the higher parts of the log-scale spectrum.
At this point we consider the question, what distribution over the frequency spectrum, of lag times or FFT bins, would be optimally white from a perceptual standpoint? It is well known that the human hearing apparatus is not linear, and therefore the linear frequency scale is not relevant to the perceptual sense 32 . The scales that may be more relevant to the auditory sense are the Bark scale 33 or the logarithmic scale.
In the next section we describe a listening test result that indicates that neither the Ljung-box statistic nor the Drouiche statistic is more strongly correlated with human perception.
B. Evaluation by listening test
Autocorrelation is used to compute Ljung-Box Qvalue, while the FFT is used to compute the Drouiche W -value. As explained in the previous section, both methods place uneven emphasis across the audible spectrum. Since we set m = 882 to account for autocorrelation above 50Hz, more than half of these lags used to compute Q correspond to frequencies between 50Hz and 100Hz. The density of lag times per Hz decreases as f increases (see Figure 7) . In contrast, the frequency f that corresponds to bin number i of FFT of a signal with length N is f = i(F s /n). Although this gives equal emphasis in linear frequency, it is uneven with respect to the more perceptually relevant log scale and bark scale spectra. An increase in spectral variance in the frequency range from 50 to 100Hz will affect the Q-value of the signal more than the W -value.
As the spectral variance α or β increases, we can see an increase in cases of disagreement betweenQ and W values. Figure 8 shows strong correlation between W andQ but a degree of disagreement is also visible at high values ofQ and W. Therefore, we conducted a second listening test with a smaller pool of test subjects to determine which of the metrics, Q or W , is more correlated with human perception. A total of 10 subjects participated in the second test, 4 females and 6 males with ages ranging from 20 to 40 years. These subjects also participated in the JND lis-tening test explained in Section III. In this second test, subjects were presented with 30 pairs of signals. For each pair in this test, we selected signal A and B such that the Q and W values disagree about which of the two signals has greater spectral variance. The W and Q values for each pair are shown in Figure 9 . Each subject was asked to choose which signal, A or B, is more colored (less white). We also present them with the white Gaussian noise signal G used in the previous listening test as a reference point at all times. No time limit is imposed and subjects were free to replay any signals in any order. The purpose of this test is to determine if the listener's answers are more correlated with W or with Q in cases where W and Q disagree with each other. After each subject is done, we counted the number of pairs of signals for which the listener agreed with Q, meaning that the subject selected the signal with higher Q value as more colored. We also counted the number for which he or she agreed with W . Figure 10 shows the results of the second listening test. From the figure, we can see that there is no consistent agreement between the their answers and either W or Q.
The graph in Figure 7 is a possible explanation of that result. In Figure 7 , we can see that the normalised weights given to each octave of the frequency spectrum by autocorrelation and FFT-based methods are exact mirror images of each other in the log spectrum. None of the methods has linear weights in the logarithmic scale, that is known to be more related with perceptual sense 32 
V. SUMMARY AND FUTURE WORK
There are many applications where it is desirable to achieve a signal, residual, or output that is as close as possible to ideal GWN. In the context of building a digital reverberation network, for example, we typically begin by designing a lossless prototype and tuning its parameters to achieve a white-noise-like impulse response. In the process of optimising those parameters, it would be helpful to know how close to GWN we have to get before the difference becomes inaudible. In this work we studied the perceptual threshold, or also known as the JND value for spectral variance to find out how far from ideal GWN a signal can be before the coloration becomes audible. Results from all 49 candidates who participated in the test show that the JND value for spectral variance isQ = 30.35. As shown in table I, this value can vary slightly betweenQ = 30.35 andQ = 33.84, depending on the methods used to trim the outliers. Since we believe the results may be slightly biased toward the high end due to lack of enthusiasm on the part of some test subjects, we consider the lower bound estimate to be the better estimate. We say this because if in some signal processing application we knew that a noise we intend to sound white would in fact sound coloured to a significant fraction of listeners, we would consider that noise as not perceptually equivalent to GWN.
In Section IV we show that Ljung-Box method places uneven emphasis on particular parts of the frequency spectrum, mainly concentrating on the lower frequencies. However, Drouiche Test and SFM place emphasis on the upper part of the spectrum much more than the human hearing apparatus does. Since these methods do not place the same amount of emphasis on particular parts of the frequency spectrum, they may have contradicting results that become more apparent as spectral variance increases. We found no indication that neither the Ljung-Box statistic or the Drouiche statistic is significantly more correlated to human perception. As future work, we suggest further investigation to this matter by developing a spectral variance measure that places even emphasis across a perceptually relevant frequency scale such as the Mel scale 34 or the Bark scale 33 . In the literature we sometimes see the JND used as a unit of measurement, as if a value of three JND could be understood to be just audibly different from a value of two JND, as three JNDs is one JND higher than two JNDs 35, 36 . However, in the case of spectral variance we are not convinced that this would be accurate. For a future study we recommend conducting listening tests to locate theQ andŴ values for 1 JND above 1 JND, which means the minimum audible increase inQ above 30.35 for which listeners hear a difference. Similarly for 1 JND above 2 JND and so on, so that we can estimate a curve that expresses spectral variance in a unit that is linear in a perceptual scale. This would be helpful because other measures of spectral variance exist that are not linear with respect to Q and W and it is not clear which of them is a better indication of human perception.
