INTRODUCTION
An important recent trend in health promotion and disease prevention has been the increasing number and scope of communitybased interventions.
These programs are aimed at entire populations, which are usually geographically defined, and they attempt to change health behavior and disease risk through mass media campaigns, activation of existing community organizations, or changes in the physical or sociocultural environment. Several large programs of this kind have been mounted for cardiovascular disease prevention (30, 33, 44, 56, 71) , as reviewed by Shea and Basch (79, SO) , and the approach is increasingly being applied to other disease areas and populations (3,34, 67, 89, 92) .
As investment in community-based programs has grown, so has the importance of evaluating their effectiveness, as evidenced in part by the recent publications of Green and Lewis (38) and Bracht (6). In this review, we focus on a selection of methodological issues that assume special importance in evaluating community-based programs, but receive little coverage in standard texts on program evaluation. These issues include:
1. Specification of the theoretical model. The design of an intervention is usually based on some theory of program action. An important early step in program evaluation is to make this theoretical model explicit: What are the key intervention components, and what are the causal mechanisms by which they are expected to work? An explicit model is needed to guide evaluation design decisions, to help identify the specific shortcomings of a program found to be ineffective, or to facilitate dissem-ination of an effective one. The task can be complex for community-level interventions aimed at individual-level health behavior because of the need for a multilevel conceptualization. 2. Communities as units of allocation. Because interventions aim at entire communities, an evaluation design with concurrent controls will likely involve assignment of communities en bloc to intervention and control groups. This feature has important implications for both planning study size and data analysis.
3. Allocation of a small number of communities. Cost and feasibility considerations usually limit the intervention and evaluation to a small number of communities, thus complicating the task of achieving comparable study groups.
4. Longitudinal versus repeated crosssectional samples. Community surveys may be needed to measure change in certain key outcomes. These surveys can be conducted by either following a panel of individuals in each community over time or drawing a fresh cross-sectional sample in each community at each time point. Both approaches have unique strengths and drawbacks.
5. Validity of self-reported health characteristics. Particularly because of the highly public nature of the intervention and the inability to blind participants to their treatment group membership, the validity of self-reported data on health behavior can be a concern.
6. Measures of community environment. Assessing features of the community environment can help test the underlying causal model, detect early program effects, and avoid excessive reliance on self-reported behavior change.
We now discuss each of these six issues in turn.
SPECIFICATION OF THE THEORETICAL MODEL
The randomized controlled trial has become a widely accepted paradigm for evaluating the effect of healthinterventions, against which nonexperimental methods are judged and often found wanting. The design and the size of most randomized trials are usually driven by a primary research question, which typically concerns the effect of an intervention on final outcomes. Unfortunately, this focus on final outcomes may result in overlooking the need to characterize both the intervention itself and the causal mechanisms by which it is supposed to work. Interventions then become "black boxes" whose overall effects may be detectable, but whose contents are obscure. Careful specification of the intervention and its presumed mechanism of action is an important step in designing an appropriate evaluation.
What are black box interventions? Lipsey (57) describes them as "situations for which inputs and outputs can be observed, but the connecting processes are not readily visible." The black box then contains the causal sequence between inputs (e.g., receipt of grant funds and formation of a community coalition) and outputs (e.g., cessation of cigarette smoking). For simpler interventions, such as an immunization program, opening the black box, albeit desirable, may not be as essential to interpreting the evaluation results, replicating effective interventions, or tinkering with ineffective ones. For such interventions as community-based prevention efforts, the contents of the black box are much more complex, and their obscurity is a serious deterrent to understanding and progress. A key reason to open black boxes is to improve interventions.
With this in mind, an approach to process evaluation based on theoretical considerations has emerged in the evaluation literature (13, 24) . At the heart of the approach is the notion of treatment theory, which describes how program inputs translate into outputs. An optimal treatment theory is specific enough to guide evaluation design and analysis, yet general enough to illuminate the field. The more critical need, however, is for specific applicability to the intervention under study and to the context in which it will be implemented. This need has led Lipsey (57) to label such intervention theories as "small theories of treatment." Large theories, such as diffusion theory or exchange theory, might guide the elaboration of treatment theory, but can be too abstract and general to guide evaluation design. Auseful treatment theory provides a model to show how the program will produce its postulated effects. At minimum, it must include key inputs (e.g., formation of a new community coalition) and outputs (e.g., avoidance of substance use by adolescents), and the sequence of events of processes connecting them. For community-based prevention programs, these events or processes must delineate a believable scenario by which the mobilization of community organizations and programs can motivate and assist individual citizens to change their behaviors.
A useful small theory of treatment would describe how grant funds, program specifications, technical assistance, and other inputs translate into effective community structures that can produce and disseminate intervention components with a chance of success.
A critical aspect of useful treatment theory and process evaluation, in general, is the specification of key steps in program implementa- (75) . For most community-based health programs, major concerns include the functionality of the community coalition or board, the scientific quality of intervention components as actually delivered, and the exposure of community residents to those interventions. within a community and community-level variation within a treatment group. We must also consider two kinds of sample sizes: the number of individuals per community and the number of communities per treatment group. For a fixed total number of individuals studied, statistical power is almost always lower when allocation is by community (or cluster) rather than by individual, as shown in a short and accessible paper by Cornfield (27) . At least under classical methods of analysis, part of the loss of power occurs because the number of degrees of freedom for a statistical test of treatment effect depends on the number of communities studied, not on the number of individuals studied in those communities (17, 48) . When the number of communities is small, this number of degrees of freedom is also small, and the critical value that a test statistic must achieve is higher than for studies that allocate individuals.
This effect on power can grow large when the number of communities falls below about 10.
More specifically, the power to detect an effect of the intervention depends directly on the precision with which the mean level of the relevant outcome can be estimated for each treatment group. For a simple design involving randomization of c communities to an intervention group and c more to a control group, with M individuals studied per community, the expected sampling variance of the mean for each treatment group is:
where oc* is the community-level variance component (i.e., variance in the true mean level of the outcome variable among communities) and o2 is the individual-level variance component (i.e., variance in the outcome variable among individuals within a community). As a rule, the evaluator has little control over the size of oc2 or 02, but must estimate them both to estimate study power.
The above expression also shows that if 0,' is at all large relative to 02, there are likely to be only modest gains from studying more individuals per community (i.e., increasing n), but potentially major gains in power from studying more communities per treatment group (i.e., increasing c). Of course, these two options for enhancing power may have quite different cost implications.
In some situations, the marginal cost of each intervention site may be large, but the marginal cost of a control site may be more modest. If so, the evaluator may wish to form unequal-sized treatment groups, with more control sites than intervention
sites. An equivalent way of considering this issue (23) is to note that, under community allocation, observations on the individuals in each treatment group cannot be considered statistically independent of each other, as they can under individual allocation. Instead, observations on individuals who reside in the same community tend to be correlated. For continuous variables, the appropriate measure of correlation is the intraclass correlation, which can be expressed as:
The formulation based on correlated observations is thus closely linked to that based on variance components, as the intraclass correlation can be viewed as a measure of the relative sizes of the two variance components. Mickey et al. (61) timates of oc2 from these data sets are based on small numbers of communities and thus have rather wide confidence limits. When such data are used in study planning, it may be wise to use several estimates of oc2, which vary through a plausible range and yield "optimistic" and "pessimistic" estimates of sample size or statistical power.
Particularly for large data sets, the task of computing variance component estimates can be time-consuming and costly, and an investigator may lack the resources to do so. Sometimes, only published, community-level means or prevalences may be available. In these situations, an investigator can obtain a crude point estimate of oc2 by simply computing the variance of the set of communitylevel means or prevalences. On average, such an estimate tends to be conservative (i.e., too large) and probably still has wide confidence limits if based on a small number of communities. But, at least the estimate gives an investigator an idea of oc2 for use in study planning. is not yet widely available, however.
ALLOCATION OF A SMALL NUMBER OF COMMUNITIES
Often, funding agencies or communities themselves decide whether a program is to be mounted in a particular community or set of communities, and an evaluator may have little say in the matter. On other occasions, a multi-community program may be set up as a planned social experiment, thus allowing evaluation considerations to affect the process by which communities are designated as intervention or nonintervention sites. But, even when an evaluator has the luxury of allocating communities to treatment groups, it may be far from clear how best to do so. Here, we consider two aspects of the decision.
Should Communities
Be Randomized?
When only a few study communities are available to be allocated randomly to an intervention and a control group, there is an increased risk of a major imbalance between groups on important confounding factors, whether these factors are known or unknown. One can argue that some possible outcomes of simple randomization would be unacceptable, such as those that put intervention and control communities into the same media market and lead to cross-contamination.
For
and that difficulty remains whether randomization is used or not. Other methods for achieving balance, such as matching or stratification, can be used in conjunction with randomization.
In the COMMIT project, for example, 11 pairs of communities were formed, and one member of each pair was chosen at random to be the intervention site (34); in the Kaiser Health Promotion Evaluation Project, a form of restricted randomization was used after study communities were arranged into strata (89) . Restricted randomization can also be used to deal with the problem of shared media markets by ruling out certain unacceptable study group configurations in advance and selecting one of the remaining acceptable configurations at random, as long as each community ultimately has an equal chance of becoming an intervention or a control site. (This may be a particularly suitable context in which to use a randomization test for statistical inference.) In brief, although a carefully designed random allocation process may not prevent problems of treatment group comparability as neatly as it does with larger samples, it need not complicate them either. And, randomization offers other advantages: namely, a firm basis for formal hypothesis testing and a public perception of even-handedness in forming the comparison groups that is hard to achieve any other way
Be Matched?
As noted above, matching can be used with or without randomization to achieve some degree of comparability between intervention and control groups or to enhance power. Theoretically, the best factor on which to match is one that is highly correlated with change in the outcome variable; in practice, there may be limited knowledge about which community characteristics qualify as good matching factors on this basis. Freedman et al. (34) showed that a matching scheme that incorporated geographic proximity and community size appeared to perform well in forming matched pairs that were similar with regard to the prevalence of the target behavior at baseline. However, Martin et al. (59) suggest that when the number of study communities is small, matching should be used only in the presence of a very good matching factor, chiefly because the loss of degrees of freedom that results from using the community pair (rather than the individual community) as the unit of analysis can seriously compromise power and, in fact, weaken the comparison.
LONGITUDINAL VERSUS REPEATED CROSS-SECTIONAL SAMPLES
A central goal of most community-based health promotion programs is to reduce risky health behaviors in study communities. Surveys of community residents at two or more points in time are often required to obtain direct evidence on whether this goal is met. These surveys may use either longitudinal samples, which consist of a panel of individuals in each community who are surveyed repeatedly, or repeated cross-sectional samples, which consist of a fresh sample of individuals from each community on each survey occasion (usually with only a small probability of repeated selection of the same individual If the survey involves a large fraction of the community, and if population turnover is low, one may, in fact, generate a longitudinal subsample within the cross-sectional samples by repeated selection of the same individuals. In other situations, there may be ways to circumvent limitations of a specific sampling approach by altering other aspects of the survey methodology.
For example, respondents in a follow-up cross-sectional survey can be asked about their length of residence in the community and about any changes in their health behavior that occurred during the study period. It may also be possible to supplement a longitudinal sample or to replace those lost to follow-up with newcomers during the study to render its composition more representative of the community at each time point, even though this option complicates data analysis. Given that the longitudinal-sample approach may be more susceptible to a variety of biases, as discussed above, Martin et al. (58) derived a simple inequality that shows how large the added bias must be to outweigh the power advantages of a longitudinal sample, at least for a simple design situation. Specifically, consider a design in which Y = the correlation between individual's baseline and follow-up health behavior status, n = the number of individuals surveyed per occasion, bL = the amount of bias in the estimate of mean change from baseline to follow-up based on a longitudinal sample, bx = the corresponding bias for a cross-sectional sample, and s2 = the overall variance in behavior. Martin showed that when r < n(bL2 -bx*)/Zs', then a crosssectional sample approach yields a lower expected mean-squared error than a longitudinal-sample approach. Unfortunately, a confident choice between sampling approaches depends on having good advance estimates of the likely extent of several kinds of bias and of the expected intertemporal correlation in the characteristics being measured. Moreover, all of these factors can be expected to vary from one behavior to another, so that the superior sampling approach for studying one behavior may be inferior for studying another. Perhaps for these reasons, several evaluations of large-scale community interventions have used both longitudinal and cross-sectional samples; these evaluations usually let the baseline survey sample serve both as the longitudinal sample and as the first crosssectional sample (29, 44, 89) . Building on this practical stratagem of safety through redundancy, Thornquist and Anderson (86) have recently proposed what they nickname a "belt and suspenders" method for combined analysis of data from longitudinal and crosssectional samples, which uses generalized estimating equations. Koepsell et al. 199 
VALIDITY OF SELF-REPORTED HEALTH CHARACTERISTICS
In community-based health promotion and disease prevention studies, information about health behavior is often gathered directly from individuals through interviews or self-administered questionnaires.
There is a widespread belief that people are inclined to overreport desirable healthbehaviors and underreport undesirable health behaviors. As more attention is paid to health behaviors in the media, in public places, in worksites, and in clinical practice, individuals, families, and different social groups may become sensitized to socially desirable forms of behavior. Therefore, methodologies to investigate and improve the validity of self-reports are important to develop and apply.
One major approach is to search for "objective" measures of behavior, on the assumption that they are free of subjective bias. Biochemical validation tests, such as those used in smoking research, are prized for their criterionvalidity.
These"goldstandard"measures, however, may be too costly, as well as vulnerable to between-individualvariation in absorption, metabolism, and excretion (37). One investigative team even concludes that I, . . . questionnaire response appears to be the standard against which physiologic test of smoking must be judged, not vice versa" (68). Self-reports often become the only feasible method for collecting data on health behaviors. We summarize here published evidence for the validity of self-reports for two forms of health behavior that have been common targets of community-based interventions: cigarette smoking and dietary behavior. We also discuss the major methodologies for evaluating and improving these reports.
Cigarette Smoking
A recent review and meta-analysis of studies, which uses biochemical validation of smoking behavior, suggests that self-reports of cigarette smoking obtained by in-person interviews have fairly high sensitivity and specificity among adult respondents who participate in community studies, when examined in relation to a biochemical measure of smoking status (66) . Similar validation studies, which have been carried out among students, suggest that self-reports among adolescents involved in smoking cessation interventions are less accurate. Biochemical validation remains desirable in evaluations of smoking cessation interventions.
Biochemical validation cannot determine, however, the accuracy of reports regarding smoking consumption, i.e., the number of cigarettes smoked (85) . Nor canbiochemical tests be used to validate smoking histories that yield estimates of risk in terms of pack-years. Lifetime smoking consumption is likely underreported,
given the difficulties of longterm recall.
Several methodological techniques have been used to evaluate and improve selfreports of smoking behavior. Studies of surrogate reports of behavior, usually next-of-kin and particularly spouses, indicate that selfreports of cigarette smoking correlate highly with surrogate reports (60).
Other studies have suggested that informing subjects that a biochemical measure of cigarette smoking, such as salivary cotinine or expired carbon monoxide, is to be obtained improves the validity of self-reports (4,26). In some instances, bogus measurement procedures are used, or biochemical samples are obtained but never analyzed. This approach has been called the "bogus pipeline." When genuine objective measures were used in research with adolescents, Bauman and Dent (4) found that adolescents who had recently smoked reported significantly greater amounts of smoking if they were informed about the biochemical measure before completing the questionnaire.
Unfortunately, published studies evaluating self-reports of cigarette smoking seldom contain the actual questions used to classify smokers and nonsmokers. Thus, the form and content of the questions themselves are difficult to evaluate. The actual wording of questions can influence the responses given and, hence, the categorization of respondents as smokers (87). Therefore, studies asking about smoking should report or reference the questions used, so that this potential source of invalidity can be examined and controlled. They should also report whether subjects were told before answering questions that they would later be asked to provide a specimen for biochemical validation.
Dietary Behavior
A problem with assessing dietary behavior through self-report is that eating is a mundane, frequent behavior that a person does with relatively little attention. At least three methods have been used in communitybased studies to assess dietary change: nutrient intake (diet records, 24-hour recall, and food-frequency questionnaires); biochemical measures (primarily serum cholesterol); and approaches aimed at the specific targets of the intervention (measures of individual behavior, such as "Yesterday, did you eat a vegetable with dinner?", or environmental measures as discussed below, such as percent of supermarket milk shelf-space devoted to lowfat milk) (50) .
The lack of a criterion measure of dietary intake in free-living persons is the major problem in evaluating the validity of these measures.
Assessing convergent validity (concurrence among different measures) is a common alternative.
In general, correlations among various nutrient intake measures are rarely above 0.6 and, depending upon the nutrient, are frequently as low as 0.3 (5.5). Even for food frequency questionnaires, which are designed to minimize intra-individual variability, test-retest correlations are rarely above 0.65 and may be as low as 0.2 (84) .
A Comparisons with daily food records have indicated overestimates of up to 50% on food frequency judgments for "healthy" foods and underestimates of up to 30% for "unhealthy" foods (74) . Various approaches need to be investigated to both assess and minimize these biases in dietary recall. For example, social desirability and food salience scales may be included in evaluation schemes (28). Less direct approaches include making the dietary intake assessment an adjunct to some other task not so closely related to health habits (e.g., embedding it in a longer series of questions about consumer buying behavior). Another approach might be to include bogus foods (e.g., lowfat olive oil) in food frequency questionnaires to estimate the overreporting of "healthy"
foods. Both laboratory-based and communitylevel studies are needed to advance our understanding of how individuals evaluate and report health behaviors, and whether any biases we find differ for persons in community intervention and control communities. Over the last few decades, the accumulated research suggests that self-reports of smoking require biochemical validation in intervention studies, particularly with adolescents in school-based cessation programs. The lack of such biochemical measures for self-reported dietary behavior adds considerable complexity to the assessment of an inherently complicated and multifaceted behavior. Another close relative to environmental indicators in the existing literature are the "unobtrusive" or "nonreactive" measures first collected and categorized by Webb et al. (90) . A measure is unobtrusive if the object of interest is unaware of being observed. Nonreactive measures do not suffer from the problem of reactivity bias, i.e., the "true" response is not altered by the process of measurement. All unobtrusive measures are nonreactive, but some nonreactive measures may be highly obtrusive (e.g., blood tests). In many cases, these unobtrusive measures would be classified as individual-level measures under our scheme, as the observations are made on individuals and then aggregated to get an estimated mean or proportion for the group of interest. However, several other measures reported in the literature are based on characteristics of the community environment (e.g., graffiti /781) and can, therefore, be classified as environmental indicators. Table 3 provides examples of communitylevel measures related to tobacco use. These measures are categorized along two dimensions: the measurement category (individualdisaggregated, individual-aggregated, and environmental) and the obtrusiveness and reactivity bias likely to be associated with the measure. The environmental measures are further subdivided according to the component of the environment being measured (e.g., workplace, restaurant).
MEASURES OF COMMUNITY ENVIRONMENT
The examples in Table 3 may help clarify the earlier discussion of terminology. The newspaper poll of attitudes could, in principle, be shifted to the individual-disaggregated category, if the newspaper collected demographic information on the respondents and made the individual-level information available to outside investigators.
The worksite environmental indicators cover aspects of company smoking policy. The interview with the company president is likely to be colored by concern about public relations, and thus subject to a considerable amount of reactivity bias. The company will also be aware that a survey is being conducted of its smoking policy, but because the assessment could focus on written policy statements, there is less chance of an untruthful response. The observation of the prevalence of no-smoking areas could be made unobtrusively, if admittance were gained for some reason other than to conduct such a survey (e.g., the observations could be made by an employee). The drawbacks of environmental indicators are the same ones that have held back the development of unobtrusive measures in social psychology: lack of persistent and credible efforts to assess and improve the validity and reliability of candidate measures (78) . An effort to overcome this lack of evidence for environmental indicators has begun, however. For example, the reliability of a grocery store instrument designed as an environmental indicator of dietary habits has been assessed as part of the evaluation of the Kaiser Family Foundation Community Health Promotion Grants Program (11, 89) . The validity of the grocery store instrument has also been assessed, by comparing the results of the survey with a phone survey of individuals in the same communities (20) . Only through such a process of accumulating information about validity, reliability, and responsiveness to change can a fair test of these measures be conducted.
CONCLUSIONS
At present, the community-based approach to health promotion appears to be in an expansion phase, spurred in part by the apparent success of several large-scale, communitywide programs aimed at prevention of cardiovascular disease. New programs are now being developed for a wider array of health conditions, the definition of "community" is being broadened to include both larger and smaller social units, and the range of target populations is being widened demographically and socioeconomically.
Many newer community-based programs are being mounted with fewer resources and a different mix of intervention modalities than their predecessors. All of these factors emphasize the importance of rigorous evaluation to determine when, where, how, and for whom the community-based approach succeeds. We hope that the above discussion helps sensitize evaluators to the special challenges they face in attempting to answer those important questions and kindles the interest of methodologists to develop new and better evaluative tools.
