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Re´sume´ : Dans cet article nous nous interrogeons sur la manie`re d’outiller la
phase de conceptualisation lors de la construction d’une ontologie a` partir de
textes. La mise en perspective des re´sultats obtenus a` partir de techniques issues
de la terminologie et de la fouille de textes est re´alise´e selon trois plans (discours,
linguistique et conceptuel). Cette e´tude permet de mieux appre´hender les moyens
envisageables pour outiller efficacement et de fac¸on cohe´rente le processus de
conceptualisation.
Mots-cle´s : construction d’ontologies, textes, conceptualisation
La construction d’ontologies a` partir de textes constitue un sous-domaine a` part
entie`re de l’inge´nierie des ontologies. Dans le contexte du Web se´mantique, ces onto-
logies servent essentiellement a` l’annotation se´mantique de ressources et a` la structura-
tion de bases de connaissances. Le recours aux textes est le´gitime´ par les travaux mene´s
en linguistique dont l’hypothe`se principale est que les textes sont porteurs de connais-
sances stabilise´es et partage´es par des communaute´s de pratiques. En outre, meˆme s’ils
ne les remplacent totalement, les textes sont plus facilement disponibles que les experts
qui manquent de temps pour participer au processus de construction. Une ontologie
est une spe´cification formelle d’une conceptualisation d’un domaine, partage´e par un
groupe de personnes, qui est e´tablie selon un certain point de vue impose´ par l’appli-
cation construite (Studer et al., 1998). Une telle ontologie est constitue´e d’un ensemble
de concepts a` la fois organise´s hie´rarchiquement et structure´s par des relations liant ces
concepts. Nous ne pre´jugeons pas ici de l’existence de re`gles et/ou d’axiomes associe´s
a` l’ontologie. Un cadre me´thodologique en quatre e´tapes (constitution d’un corpus de
documents, analyse linguistique du corpus, conceptualisation, ope´rationnalisation de
l’ontologie) est commun a` la plupart des me´thodes de construction d’ontologies a` par-
tir de textes. Ces e´tapes, relativement inde´pendantes, re´alisent un double mouvement
permettant de passer du niveau textuel (la connaissance est de´crite dans des corpus) au
niveau conceptuel (la connaissance est de´crite via des concepts de´note´s par les entite´s
linguistiques et les relations entre ces concepts) et de l’informel vers le formel.
Cet article met l’accent sur la phase de conceptualisation qui permet d’articuler le
niveau du discours et le niveau ontologique et de penser le passage de l’un a` l’autre,
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ce qui est essentiel pour toutes les applications ou` les ontologies doivent servir de base
a` l’annotation se´mantique. Classiquement le passage du niveau du discours au niveau
ontologique (Buitelaar et al., 2005) est repre´sente´ par un empilement de couches suc-
cessives qui laisse penser que ce passage se fait de fac¸on se´quentielle et dans une
meˆme dimension. Or ces diffe´rentes couches se situent dans des plans diffe´rents :
le discours repre´sente´ par le corpus, le niveau linguistique constitue´ d’entite´s termi-
nologiques et le niveau ontologique constitue´ des entite´s de l’ontologie, auxquelles
sont e´ventuellement associe´es des instances, meˆme si nous ne conside´rons pas qu’elles
fassent partie inte´grante de l’ontologie. Distinguer ces trois plans permet de de´finir de
manie`re plus rigoureuse les entite´s manipule´es (termes vs. concepts, relations lexicales
vs. conceptuelles) et de mieux comprendre le roˆle des techniques de traitement automa-
tique des langues (TAL) et de fouille de textes dans le processus de conceptualisation.
Cette distinction e´tablie, les e´tapes pre´paratoires a` ce processus de conceptualisation
sont mieux caracte´rise´es (famille de techniques, nature des re´sultats, etc.) et il devient
alors possible d’organiser la cohe´rence des traitements afin d’outiller ce processus dans
le cadre d’une plate-forme de´die´e a` la construction d’ontologies.
L’article est structure´ en trois parties. La premie`re partie pre´sente trois syste`mes de
construction d’ontologies repre´sentatifs des tendances actuelles ou` la phase de concep-
tualisation est re´alise´e de manie`re automatique ou semi-automatique. Un exemple issu
du corpus du Bureau International du Travail permet d’illustrer les re´sultats obtenus
apre`s les traitements re´alise´s par ces outils. Dans la seconde partie, nous montrons com-
ment les textes sont exploite´s pour la conceptualisation en indiquant a` la fois quelles
sont les informations extraites des textes et comment elles sont utilise´es. La discussion
de la troisie`me partie analyse le processus permettant de passer des textes a` l’ontologie
et pointe quelques verrous qui restent a` supprimer pour progresser.
1 Syste`mes de construction d’ontologies a` partir de
textes
Nous avons se´lectionne´ trois syste`mes repre´sentatifs des approches e´voque´es en in-
troduction pour la construction d’ontologies a` partir de textes. Nous avons privile´gie´ des
syste`mes ope´rationnels, disponibles sur la toile et pouvant exporter au format OWL.
Text2Onto (Cimiano & Volker, 2005) est un outil conc¸u pour construire des onto-
logies a` partir de textes de manie`re comple`tement automatique (voir figure 1). Il est
code´ en java et est compose´ de modules qui extraient a` partir des textes des concepts1,
des relations entre ces concepts (relation d’e´quivalence, hie´rarchiques, etc.) et des ins-
tances de concepts. Chaque module peut utiliser diffe´rents algorithmes et combiner
leurs re´sultats : on peut ainsi combiner des patrons d’extraction “a` la Hearst” et une
ressource commeWordNet pour construire une hie´rarchie. Text2Onto utilise l’architec-
ture GATE pour pre´-traiter les textes. Les re´sultats sont dote´s d’une mesure de confiance
entre 0 et 1 obtenue a` l’aide de diffe´rentes mesures combinables (TF.IDF, RTF, entro-
pie). De notre point de vue, Text2Onto se pre´sente comme une boıˆte a` outils. L’onto-
logue doit lui-meˆme se´lectionner les algorithmes a` utiliser. Il peut accepter ou rejeter
1qui s’apparentent selon nous davantage a` ce que nous appelons plus loin des candidats-termes.
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les re´sultats obtenus mais pas les modifier ni revenir aux parties des documents dont
ils sont issus. Le syste`me KASO (Wang et al., 2006) dont la conception est centre´e
utilisateur peut eˆtre couple´ a` Text2Onto pour affiner l’ontologie produite a` l’aide de
me´thodes d’acquisition de connaissances telles que la mise en e´chelle (laddering) et le
tri par cartes. La ne´cessite´ d’avoir recours a` des e´tapes en aval de Text2Onto montre les
limites de l’approche tout automatique pour la conceptualisation qui, de notre avis, ne
peut se passer de l’intervention humaine.
A partir de notre corpus exemple, Text2Onto extrait 560 “concepts” peu hie´rarchise´s
qui s’apparentent a` des mots rarement compose´s et quelques relations pertinentes (fire
is-a calamity). Nous avons toutefois choisi de ne pas utiliser de ressource externe
(WordNet) pour construire la hie´rarchie.
Corpus
Ebauche d'ontologie
Ontologie
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Text2Onto
Conceptualisation
FIG. 1 – Text2Onto + KASO
OntoGen (Fortuna et al., 2006), qui est code´ en .net, imple´mente une approche semi-
automatique pour la construction d’ontologies de the`mes (topic ontologies) a` partir de
collections de documents (voir figure 2). C’est un outil interactif qui sugge`re a` l’ex-
pert du domaine des concepts sous la forme de classes de documents, propose une
de´notation et leur associe automatiquement des instances (les documents). Il permet de
visualiser l’ontologie en cours de construction. OntoGen exploite des algorithmes de
fouille de textes non supervise´s (k-means(Hartigan & Wong, 1979), LSI(Deerwester
et al., 1990)) ou supervise´s (svm active learning(Tong & Koller, 2000)) mais toujours
selon une approche descendante. A chaque e´tape le classifieur travaille sur la sous-
collection associe´e au concept qui vient d’eˆtre construit. OntoGen propose a` l’expert, et
c’est a` ce dernier de choisir la proposition correcte parmi celles qui lui sont pre´sente´es.
C’est une approche semi-automatique de la conceptualisation : les outils de classifica-
tion de documents sont utilise´s pour pre´parer le travail de conceptualisation, l’expert
du domaine est guide´ dans une de´marche descendante mais c’est lui qui construit les
concepts et choisit quelles zones de l’ontologie affiner. Sur notre exemple provenant
du corpus BIT, OntoGen identifie les concepts du travail force´ (de´note´ par les mots
cle´s compulsory labour, forced compulsory labour), du travail des enfants (child, child
labour, worst form child labour), de la liberte´ syndicale (workers employment organisa-
tion, freedom, associations) et de la discrimination (occupation, discrimination, policy).
Il convient toutefois d’insister sur le fait qu’OntoGen se focalise sur la construction
d’ontologies de the`mes, et que les instances des concepts sont les documents.
Terminae (Aussenac-Gilles et al., 2008) est une me´thode (sche´matise´e sur la figure
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FIG. 2 – OntoGen
3) supporte´e par un logiciel. Elle propose de guider l’ontologue dans la conception de
l’ontologie. Terminae s’appuie sur les re´sultats des outils de traitement automatique
des langues (extracteur de termes, concordancier, de´tecteur de synonymie, analyseur
syntaxique) pour extraire des e´le´ments dans lesquels l’ontologue puise selon ses objec-
tifs de mode´lisation. Une fiche terminologique affiche les occurrences d’un terme dans
le corpus, une ou plusieurs de´finitions en langage naturel du ou des concepts termi-
nologiques associe´s et les termes synonymes. Le concept terminologique de´note´ par
le terme est alors construit par l’ontologue. La phase de conceptualisation, passant
par ces fiches, reste entie`rement manuelle mais elle est assiste´e : l’ontologue dispose
de diffe´rentes vues sur le mate´riau textuel et Terminae offre une trac¸abilite´ entre les
concepts de l’ontologie en cours de construction et le corpus (voir figure 3). Cette ap-
proche de la conceptualisation n’impose pas de strate´gie de construction a contrario de
la conceptualisation “guide´e” d’OntoGen qui impose de fait une strate´gie de construc-
tion top-down.
Notre corpus exemple traite´ par l’extracteur de termes Yatea (Aubin & Hamon, 2006)
met en exergue des candidats termes plus riches que les “concepts” de Text2Onto, par
exemple abolition of child labour, conditions of employment. Le terme forced com-
pulsory labour retrouve´ par OntoGen n’est pas trouve´ par Yatea, car il n’existe pas
directement dans le corpus mais existe sous la forme forced or compulsory labour.
Corpus
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FIG. 3 – Terminae
L’analyse de ces syste`mes de construction d’ontologies nous montre la diversite´ des
e´le´ments d’informations qui sont extraits des textes et des techniques utilise´es pour
Construction d’ontologies a` partir de textes : la phase de conceptualisation
alimenter le processus de conceptualisation.
2 A quoi servent les textes dans la construction d’onto-
logies ?
Si l’ontologie ne peut eˆtre directement extraite des textes, sa construction repose sur
les connaissances qui en sont issues. Dans la phase pre´paratoire de la conceptualisation,
on peut distinguer trois ope´rations principales : l’identification des termes, leur regrou-
pement en classes se´mantiques et leur structuration en re´seau terminologique. Nous
montrons comment chacune de ces ope´rations alimente le travail de conceptualisation.
2.1 Identifier les termes du domaine
L’analyse terminologique d’un corpus permet d’identifier les syntagmes qui semblent
avoir un fonctionnement terminologique, c’est-a`-dire qui rele`vent d’un vocabulaire spe´-
cialise´ dote´ d’une se´mantique relativement stable et consensuelle au sein d’une situation
de communication de´termine´e. Diverses me´thodes ont e´te´ propose´es et de´veloppe´es
pour extraire des termes de corpus2 mais le repe´rage du vocabulaire conceptuel ne peut
eˆtre entie`rement automatise´ car les re´sultats des extracteurs sont bruite´s et le jugement
terminologique est en partie subjectif.
Text2Onto et OntoGen utilisent les mesures statistiques de la recherche d’information
pour repe´rer les termes du corpus3. Terminae exploite les sorties d’un extracteur de
termes tiers, Lexter (Bourigault, 1995) ou Yatea.
Les termes e´tant des entite´s textuelles, ils subissent diffe´rentes modifications de sur-
face qui nuisent a` leur repe´rage en corpus et a` leur visualisation. Il est donc important, ne
serait-ce que pour mesurer leur fre´quence et les visualiser, de regrouper les diffe´rentes
formes d’un meˆme terme (Daille, 2005). Il existe des outils qui permettent de repe´rer
des variantes de termes (cf supra) et qui me´riteraient d’eˆtre inte´gre´s aux syste`mes de
construction d’ontologie a` partir de textes. Identifier la forme canonique commune a` un
groupe de termes serait e´galement une fonctionnalite´ pre´cieuse pour guider le choix des
e´tiquettes de concepts.
Une fois effectue´ ce recensement des candidats termes du corpus, il est important de
leur associer un poids et de les trier. Cela permet de focaliser le travail de construc-
tion d’ontologie sur un petit nombre de termes et de commencer par les e´le´ments les
plus importants4. Cette ponde´ration peut exploiter des crite`res varie´s. Certaines me-
sures reposent sur la structure du vocabulaire du corpus (la fre´quence des termes no-
tamment), sur la composition des termes, leur degre´ de spe´cialisation (Drouin, 2006)
ou leur saillance en corpus en tenant compte des marques d’emphase, de la structure
logique des documents, etc. (Mekki & Nazarenko, 2004).
2Voir Jacquemin & Bourigault (2003) pour une revue d’ensemble des outils d’analyse terminologique.
3(TF.IDF comple´te´ de RTF et d’entropie pour Text2Onto).
4L’extraction terminologique produit ge´ne´ralement des listes importantes de candidats-termes (typique-
ment, plusieurs milliers voire quelques dizaines de milliers de candidats pour un corpus de 100 000 mots).
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Meˆme s’ils en sont souvent le reflet, les termes ne sont pas des concepts et passer
des termes aux concepts rele`ve de la taˆche de conceptualisation. Le fait d’exploiter des
extracteurs de termes, de regrouper les variantes de termes proches et de les trier par
ordre de pertinence guide le processus de conceptualisation sans toutefois l’automatiser.
La de´marche pre´conise´e dans la me´thode Terminae consiste a` se´lectionner les termes
juge´s centraux du domaine et a` commencer a` construire l’ontologie a` partir de ceux-
ci mais Terminae laisse l’ontologue libre d’appre´hender la conceptualisation selon ses
de´sirs, de manie`re descendante par exemple.
2.2 Construire des classes se´mantiques
Une autre approche consiste a` regrouper les mots en classes se´mantiques suscep-
tibles de repre´senter les concepts du domaine. Cette approche repose sur l’hypothe`se
harrissienne selon laquelle le sens des mots peut se de´duire de leurs emplois (Harris
et al., 1989). De nombreuses variantes de cette me´thode ont e´te´ propose´es (Lin & Pan-
tel, 2002). Elles diffe`rent par la de´finition du contexte qu’elles prennent en compte
(feneˆtre de mots vs. de´pendances syntaxiques), par la mesure de similarite´ qu’elles uti-
lisent et par la me´thode d’apprentissage utilise´e. La me´thode LSI repose sur la meˆme
de´marche distributionnelle mais elle est de´pendante de la taille des contextes et cause
parfois des difficulte´s en cas de proximite´ du vocabulaire utilise´. Elle peut eˆtre ame´liore´e
par l’ajout de connaissances syntaxiques (Roche & Chauche´, 2006) et de connais-
sances se´mantiques (N.Be´chet et al., 2008). OntoGen inte`gre les algorithmes k-means et
LSI pour proposer a` l’utilisateur des candidats-concepts. Text2Onto et Terminae n’ex-
ploitent pas cette approche.
L’utilisation des classes se´mantiques pour le travail de conceptualisation ne va cepen-
dant pas de soi. On ne peut pas traduire directement une classe en concept. Les classes
obtenues ont une certaine cohe´rence se´mantique mais il faut ge´ne´ralement les nom-
mer, en retoucher les contours, les scinder, etc. La de´marche propose´e dans ASIUM
(Faure & Nedellec, 1999) est inte´ressante de ce point de vue parce qu’elle repose sur
un processus coope´ratif de classification hie´rarchique ascendante. Une autre difficulte´
vient de ce que cette approche par classification est difficile a` combiner avec l’approche
terminologique pre´ce´dente qui ne repose pas sur les meˆmes unite´s textuelles.
2.3 Ebaucher la structuration
Les textes expriment des informations sur les relations se´mantiques que les termes en-
tretiennent entre eux. Si l’on conside`re que les termes repre´sentent les concepts de l’on-
tologie a` construire, les relations se´mantiques qu’ils entretiennent peuvent eˆtre conside´-
re´es comme le reflet de relations conceptuelles et repe´rer ces relations aide a` structurer
l’ontologie. Diffe´rents types de relations se´mantiques sont exploite´s pour la construc-
tion d’ontologies : relations hie´rarchiques comme dans les the´saurus (hyperonymie ou
me´re´onymie) ou relations plus spe´cialise´es (par ex. avoir pour indication en me´decine).
L’extraction des relations terminologiques est cependant une taˆche complexe du fait
de la diversite´ des relations se´mantiques a` prendre en compte et de la diversite´ des
me´thodes mises en oeuvre. On trouve des me´thodes structurelles exploitant la struc-
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ture interne des termes et des me´thodes contextuelles qui reposent sur le contexte
d’emploi des termes. Les me´thodes utilise´es pour le regroupement se´mantique peuvent
e´galement servir a` la structuration. Certaines proposent une organisation des classes en
hie´rarchies. Dans la famille des me´thodes de regroupement non supervise´es, on dis-
tingue les me´thodes agglome´ratives (plus proche voisin, distance maximum...) qui re-
groupent des clusters existants selon des mesures de similarite´, des me´thodes divisives
(bisection k-means). L’analyse formelle de concepts telle qu’utilise´e par (Cimiano et al.,
2005) identifie tous les groupes de mots ayant des contextes syntaxiques communs (dits
concepts), la hie´rarchisation des groupes cre´e´s (treillis de concepts) et la factorisation
maximale des proprie´te´s entre ces groupes. Malheureusement, il n’existe pas d’outil
combinant ces diffe´rentes me´thodes qui gagneraient a` l’eˆtre car elles ne sont pas toutes
e´galement fiables et productives sur tous les corpus. Text2Onto permet de repe´rer des
relations hie´rarchiques a` l’aide d’approches structurelles, contextuelles et de ressources
externes (WordNet). Des relations d’e´quivalence entre concepts sont propose´es a` partir
d’une analyse contextuelle. OntoGen repe`re des clusters de termes, et c’est l’utilisateur
expert du domaine qui structure l’ontologie a` l’aide des propositions du logiciel. Dans
le cas de Terminae, la structuration de l’ontologie est essentiellement manuelle meˆme
si Terminae exploite les re´sultats de SynoTerm, qui extrait des relations de synonymie
entre termes (Hamon et al., 1998).
3 Discussion
3.1 Penser le passage des textes a` l’ontologie
Construire une ontologie a` partir de textes ne´cessite d’ope´rer un double changement
de perspective. Il faut d’abord passer du linguistique au conceptuel. Certes, l’ontolo-
gie peut eˆtre utilise´e comme mode`le de connaissance pour interpre´ter des textes et la
langue est un moyen privile´gie´ d’expression de la connaissance, mais les deux niveaux
linguistique et conceptuel ne sont pas le reflet direct l’un de l’autre. Passer du discours,
pris comme re´alisation linguistique avec ses re´pe´titions, son de´veloppement particu-
lier, un ancrage situationnel spe´cifique, a` un mode`le constitue un second changement
de perspective, qui demande lui-aussi a` eˆtre clarifie´. Nous conside´rons que trois plans
diffe´rents sont en jeu dans le processus de conceptualisation : le plan du discours (le
corpus), le mode`le linguistique et le mode`le conceptuel (l’ontologie et ses instances). Il
est essentiel de montrer comment ils s’articulent l’un a` l’autre pour analyser et de´finir
pre´cise´ment le roˆle de ce processus.
Passer des textes a` une ontologie, c’est donc passer de la re´alisation linguistique au
mode`le conceptuel. Le mode`le linguistique joue un roˆle charnie`re. On trouve a` ce ni-
veau la description des e´le´ments de vocabulaire (dictionnaire d’entite´s nomme´es, ter-
minologie, the´saurus, classes se´mantiques, etc.) associe´e a` certains e´le´ments de gram-
maire (re`gles contextuelles de de´sambiguı¨sation). Ce qui est repre´sente´ a` ce niveau,
c’est le sous-langage repre´sente´ par le corpus et non la langue dans toute sa ge´ne´ralite´.
Ce mode`le de la langue est une construction abstraite, obtenue par induction a` partir
des re´alisations observe´es en corpus en exploitant les re´sultats des outils de traitement
automatique des langues et de fouille de texte mentionne´s plus haut.
IC 2008
Une approche classique de construction d’ontologie repose sur l’ide´e qu’il est pos-
sible d’extraire des terminologies des corpus et que les termes ainsi mis en e´vidence
sont le reflet des concepts du domaine. On e´tablit ainsi une double correspondance entre
les unite´s textuelles et les unite´s terminologiques de la langue d’une part, puis entre ces
dernie`res et les concepts. Aucune de ces deux correspondances n’est cependant bijective
et dans les deux cas une intervention humaine est ne´cessaire : 1/ A une unite´ termino-
logique correspond plusieurs occurrences textuelles et a` l’inverse, les unite´s textuelles
ambigue¨s peuvent eˆtre associe´es a` plusieurs termes. 2/ De la meˆme manie`re, les termes
retenus au niveau de l’analyse terminologique peuvent avoir 0, 1 ou plusieurs corres-
pondant conceptuels et certains concepts n’ont pas de pendant terminologique.
On pourrait conside´rer que la de´marche consistant a` construire des concepts exten-
sionnellement a` partir des noms d’entite´s nomme´es –plus couramment appele´es “noms
propres”– repe´re´es en corpus et dont on fait l’hypothe`se qu’elles renvoient a` des ins-
tances de concepts (Cimiano, 2006) n’utilise pas de mode`le linguistique. Cependant,
tre`s souvent, on exploite un dictionnaire d’entite´s nomme´es qui joue plus ou moins
le meˆme roˆle que la terminologie. Il liste toutes les formes sous lesquelles une entite´
nomme´e peut eˆtre exprime´e en corpus et il leur associe un type se´mantique qui va guider
son rattachement a` un concept de l’ontologie.
Construire une ontologie a` partir de corpus ne peut donc eˆtre fait de manie`re entie`-
rement automatique. La langue refle`te le mode`le du domaine mais de manie`re partielle
et de´forme´e5. Des choix de mode´lisation sont a` faire. Les textes ne de´signent pas les
concepts du domaine6 meˆme si, a` travers le vocabulaire employe´, on voit poindre des
notions importantes, meˆme si on peut se faire une ide´e de l’envergure du domaine a`
mode´liser et donc de la couverture de l’ontologie a` produire, il reste un important travail
de conceptualisation a` faire. Il concerne au premier chef la construction des concepts :
a/ faut-il regrouper diffe´rents termes sous un meˆme concept ou au contraire introduire
des distinctions conceptuelles non refle´te´es dans la terminologie d’une langue ? b/ faut-
il inse´rer un noeud de structuration sans e´quivalent terminologique dans l’ontologie
(Aussenac-Gilles et al., 2005) pour regrouper des concepts apparente´s ? mais aussi et
plus fondamentalement, la forme sous laquelle sont repre´sente´es les notions dans l’on-
tologie : a/ est-il pre´fe´rable de repre´senter la notion de “travail obligatoire” par des
concepts ou par des relations ? b/ faut-il conside´rer le “Bureau International du Travail”
comme une instance ou comme un concept ?
Les re´ponses apporte´es a` l’ensemble de ces questions tiennent a` la granularite´ de
la description ontologique a` produire, mais aussi aux infe´rences que l’ontologie doit
pouvoir supporter a` son exploitation.
5Cette de´formation tient a` la fois a` la logique argumentative qui impose de passer sous silence les connais-
sances partage´es, aux choix stylistiques de l’auteur (raccourcis, me´taphores) et a` l’e´conomie propre de la
langue qui contraint la mise en mots.
6A noter que l’ope´ration inverse consistant a` annoter des textes a` partir d’une ontologie n’est pas
imme´diate non plus. Elle ne´cessite des re`gles de de´sambiguı¨sation pour passer du concept au terme et du
terme aux occurrences.
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3.2 Supprimer des verrous
Si la de´marche pre´sente´e ci-dessus paraıˆt viable pour construire une e´bauche d’on-
tologie en support au travail de mode´lisation, il nous semble cependant que certains
verrous restent a` supprimer pour avoir des plates-formes cohe´rentes et comple`tes de
construction d’ontologies a` partir de textes.
3.2.1 Exploiter a` la fois les termes et les entite´s nomme´es
Le premier verrou concerne le roˆle respectif des termes et des entite´s nomme´es dans
la construction d’ontologie. Le proble`me est a` la fois linguistique et technique.
L’opposition que fait la linguistique entre les termes (unite´s linguistiques relevant
d’un vocabulaire spe´cialise´) et entite´s nomme´es est souvent exploite´e pour de´signer
respectivement des concepts et des instances. On utilise donc les extracteurs de termes
pour repe´rer des concepts et l’extraction des entite´s nomme´es pour peupler l’ontologie.
Cette de´marche repose sur l’hypothe`se que les noms propres sont des noms d’entite´s qui
de´signent de manie`re univoque des entite´s re´fe´rentielles. Or certaines entite´s nomme´es
sont ambigue¨s et certaines expressions de´finies de´signent des entite´s re´fe´rentielles aussi
clairement que des noms propres. La de´marche associant les termes a` des concepts et
les entite´s nomme´es a` des instances a donc ses limites. Le proble`me se complique du
fait que les me´thodes utilise´es pour retrouver les termes et les entite´s nomme´es dans un
corpus sont elles-meˆmes diffe´rentes. L’analyse terminologique repose sur des crite`res
de composition morphosyntaxique et de re´currence tandis que l’extraction des entite´s
nomme´es repose davantage sur des re`gles typographiques et contextuelles. Quand on
les applique sur le meˆme texte, on obtient deux ensembles d’unite´s textuelles plus ou
moins disjoints, chacun comportant sa part de silence et de bruit. Toute la question
consiste alors a` bien de´finir le roˆle de chaque me´thode et de de´finir une me´thodologie
de conceptualisation qui exploite au mieux les deux.
3.2.2 Articuler les approches symboliques et distributionnelles
Si le travail de conceptualisation ne peut eˆtre automatise´, il peut eˆtre assiste´. On l’a vu
plus haut, il peut exploiter de multiples e´le´ments extraits des textes mais ces e´le´ments
sont produits par des outils diffe´rents et ils sont difficiles a` combiner.
Une difficulte´ importante a` laquelle on est confronte´ pour construire des ontologies
a` partir de textes est la diversite´ des outils d’analyse de corpus. Prenons l’exemple de
la structuration de l’ontologie en hie´rarchie de concepts. Plusieurs me´thodes sont pro-
pose´es. L’approche a` partir de patrons explore le corpus a` la recherche de mentions
explicites de liens d’hyperonymie entre termes (“X est une sorte de Y”) et se propose
de les interpre´ter en lien de subsomption entre concepts (Cx < Cy). L’approche distri-
butionnelle fait l’hypothe`se que le sens des mots se refle`te dans la manie`re dont ils sont
employe´s, c’est-a`-dire dans leur distribution, et s’en sert pour construire des classes
de mots qui ont des distributions proches. Les me´thodes de classification hie´rarchiques
permettent alors de hie´rarchiser les classes se´mantiques obtenues et on fait l’hypothe`se
qu’a` chaque classe correspond un concept. Ces diffe´rentes approches n’ont pas du tout
la meˆme porte´e : la premie`re fournit ge´ne´ralement peu de liens de subsomption mais
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est assez fiable ; la seconde est a` la fois plus productive et plus bruite´e car les distribu-
tions captent aussi bien des associations conceptuelles que des tournures linguistiques ;
la troisie`me est comple´mentaire de la seconde.
Articuler ces diffe´rentes approches pour permettre au travail de conceptualisation
d’exploiter l’ensemble du mate´riau textuel de manie`re cohe´rente rele`ve encore de la
gageure. Il faudrait pour cela fournir une boıˆte a` outils a` l’utilisateur en l’assortissant de
recommandations me´thodologiques mais aussi pre´senter l’ensemble des re´sultats dans
une interface unique, en les typant ou en les ponde´rant diffe´remment selon leur origine.
Il faudrait e´galement assister le travail de validation par des outils de ve´rification de
cohe´rence. Cela suppose en amont que les re´sultats produits par les diffe´rents outils
soient comparables a` de´faut d’eˆtre identiques ou compatibles. Or, les approches dis-
tributionnelles travaillent aujourd’hui sur les mots plutoˆt que sur les termes qui sont
souvent des unite´s polylexicales. Coupler un outil de classification distributionnelle de
mots et un extracteur de termes n’a donc pas de sens. Il est urgent a` notre sens de
re´soudre ce type de proble`me pour avoir des plates-formes de construction d’ontologies
exploitables.
3.2.3 Acque´rir des relations
L’acquisition des relations constitue sans doute le principal verrou aujourd’hui. On
retrouve comme dans le cas de la structuration hie´rarchique l’inconve´nient d’avoir des
me´thodes he´te´roge`nes pour l’acquisition des relations (me´thodes a` base de patrons,
me´thodes reposant sur la composition syntaxique ou se´mantique des termes, approche
distributionnelle pour ponde´rer les relations de´couvertes, etc.). La` aussi il est impor-
tant de tirer les lec¸ons du passe´ pour bien comprendre comment tirer profit de chaque
me´thode et les combiner au mieux. Le second proble`me vient de ce que la de´marche
d’acquisition de relation est tre`s de´pendante a` la fois du type de relation a` acque´rir
et du genre des corpus. Cela revient a` dire que l’extraction de relations est davantage
guide´e par l’ontologie que l’extraction des termes, qui repose sur des me´thodes plus
ge´ne´riques. Cela signifie aussi que l’acquisition de relations doit reposer sur un pro-
cessus coope´ratif ou` l’utilisateur forge ses outils de fouille de textes en fonction des
informations qu’il recherche. Peu de travaux vont dans ce sens.
4 Conclusion
La phase de conceptualisation est une phase cruciale de la construction d’une onto-
logie a` partir de textes qui effectue le passage du niveau du discours au niveau onto-
logique. Dans ce papier, nous revenons sur la pre´sentation habituelle en couches suc-
cessives de cette articulation et nous proposons de distinguer trois plans (le discours, le
linguistique et l’ontologique, les instances de l’ontologie constituant la frontie`re entre
l’ontologie et le corpus) afin de mieux appre´hender les difficulte´s inhe´rentes au passage
dans chacun de ces plans. Une fois cette distinction e´tablie, les entite´s manipule´es sont
de´finies de fac¸on plus rigoureuses et le roˆle des techniques de TAL et de fouille de textes
est plus facilement analyse´. En outre, il devient possible de s’interroger sur l’organi-
sation des traitements pre´paratoires au processus de conceptualisation et de pre´parer
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ainsi des re´ponses aux questions souleve´es par le de´veloppement de plates-formes de
construction d’ontologies telle que celle envisage´e pour le projet DaFOE4App7. A l’is-
sue de ce tour d’horizon, il semble que la re´flexion peut s’orienter vers des me´thodes
hybrides alliant les re´sultats de me´thodes terminologiques a` ceux issus de la fouille de
textes, a` condition de bien maıˆtriser les caracte´ristiques et les performances de chacune
d’entre elles.
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