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Inductive logic programming (ILP) is concerned with the development of induc-
tive learning algorithms that use first-order definite clause logic as the knowledge
representation language. ILP systems use either pure definite clause logic or varia-
tions such as provided by Prolog. If we take the distinguishing feature of the field
of logic programming to be its representation language, then ILP may be viewed
as the branch of logic programming that is concerned with inductive learning, rather
than deduction or abduction. The purpose of this special issue is to present state-of-
the-art research in ILP, as well as to attract logic programming researchers to some
of the pressing research issues that face ILP.
In the pure logic programming setting, we are given a set of definite clauses (a the-
ory) and wish to determine whether a given conjunction of atomic formulae logically
follows from the theory. If it follows, this can be proven using SLD-resolution. The
aim in ILP is essentially inverted. In ILP, we are not given a complete theory, but
rather a set of formulae that should logically follow from the theory and a set of for-
mulae that should not. These formulae are referred to as ‘‘data,’’ and we seek to ob-
tain the theory itself from this data.1 In analogy with resolution, an early method
proposed for ILP by Muggleton and Buntine was inverse resolution. The first paper
in this special issue, by Kerry Taylor, reviews the notion of inverse resolution, in par-
ticular the absorption operator. The paper proposes the use of a specific form of
absorption that constrains the non-determinism inherent in the general form of
absorption, thereby reducing the normally high computational eort. The paper
proves soundness and completeness properties that hold even for this con-
strained form of absorption, and it suggests further techniques to help control non-
determinism.
Inverse resolution is often referred to as a ‘‘bottom-up’’ induction technique,
working from a data point ‘‘up’’ toward a general clause that can explain this and
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other data points. Because the computation time required by existing bottom-up
methods is high, most recently developed ILP algorithms instead operate top-down;
these algorithms start with very general clauses that allow ‘‘too much’’ to be proven
and progressively refine the clauses. The second paper in this issue, by Bostrom and
Idestam-Almquist, distinguishes between two classes of top-down algorithms: cover-
ing algorithms and divide-and-conquer algorithms. The paper focuses on divide-and-
conquer, showing that this approach can have significant advantages in terms of time
complexity, although it has limitations if the target theory contains recursion.
We now turn from the discussion of broad issues in ILP algorithm design to more
detailed problems raised by real-world applications. The first problem is the use of
numerical data. Broadly speaking, one thinks of ILP as particulary well-suited to da-
ta consisting of complex logical relationships among objects,2 whereas traditional
statistical techniques or neural networks are deemed most appropriate for numerical
data. Nevertheless, many important applications involve both interesting logical re-
lationships and numerical information. The paper by Srinivasan and Camacho dis-
cusses an approach to handling numerical information in ILP, within the context of
predicting mutagenicity.
Another specific problem facing ILP is a preponderance of irrelevant information
that can enter via either the data or the background theory. Irrelevant information is
a problem for all machine learning algorithms, but it is particularly significant for
ILP because the representation language is so expressive. The paper by Lavrac,
Gamberger and Jovanoski provides general techniques for mitigating the eects of
irrelevant information. They apply their techniques in particular to the process of
learning from deductive databases.
While the first four papers in this special issue essentially deal with the traditional
machine learning task of concept learning, the last two are motivated primarily by
another task from the field of machine learning known as speed-up learning. In con-
cept learning, the aim of learning is to make new formulae provable; by contrast, the
aim of speed-up learning is to ‘‘speed up’’ the process of proving formulae that fol-
low from a given theory. The paper by Rieger develops techniques for optimizing
‘‘chain programs,’’ a natural class of programs that has proven useful in robotics ap-
plications. The paper by Greiner takes a computational learning theory approach to
show the hardness of certain natural problems in the use of learning to optimize logic
programs through re-ordering. This paper includes aspects of both speed-up learning
and concept learning, since in some cases the answer set can change.
The guest editors wish to thank all the referees who helped in the preparation of
this special issue, and all the authors who submitted papers. Special thanks are due
to the executive editor, Maurice Bruynooghe, for making this special issue possible,
for all his organizational help, and for handling the review process for the paper by
Srinivasan and Camacho and one other submission.
2 Examples include atoms in a molecule, nodes in a telecommunications network, or pages on a web site.
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