ABSTRACT At present, a hyperspectral image has a significant advantage in the aspect of application because of its high spectral resolution. However, owing to the limit of communication capacity, a hyperspectral image must be compressed. In this paper, we develop and propose a fractal lossy hyperspectral image compression method based on prediction. First, we exploit spatial correlation by applying predictive lossy compression to obtain a reference band of high quality. Then, the local similarity between the two adjacent bands is used through fractal encoding using a local search algorithm. Next, we encode the fractal parameters and the error and fractal residual is transformed by discrete cosine transform, quantized, and entropy encoded to improve the decoded quality. Through experiments, we demonstrate that the proposed algorithm leads to considerably improved performance in compression compared with the other well-known methods. Finally, we validate whether the compression affects the data in the hyperspectral images through classification. The results indicate that the accuracy of classification obtained for the reconstructed image is marginally less than the accuracy reported for the original data set; however, the loss in accuracy is less than 1% and thus acceptable.
I. INTRODUCTION
Imaging spectrometry can acquire spectral and spatial information of a ground target simultaneously. Consequently, a hyperspectral image is a three-dimensional data cube: two dimensionalities in space and one dimensionality in spectrum. In general, hyperspectral images consist of hundreds of bands, leading to extremely high data volume and creating a serious challenge to transmit, analyze, and store [1] . Therefore, it is necessary to compress hyperspectral images efficiently. Lossless and lossy compression methods are two main types of hyperspectral image compression algorithms. For lossless compression, the main concept is to eliminate data redundancy without information loss [2] . Lossless compression can preserve all the information from the original image; however, the compression ratio (CR) is considerably low, impractical to satisfy many applications [3] . In fact, we do not require all the information of a hyperspectral image in some research; hence, a lossy compression technique with acceptable information loss [4] and high compression ratio is more feasible in practice.
Hyperspectral images have two types of correlations: spatial and spectral correlations. The optimal use of the two correlations is necessary for determining an efficient compression scheme. Predictive coding was the technique of choice in the earlier studies on hyperspectral image compression. To underscore the potential impact of exploiting calibration-induced artifacts in the standard Airborne Visible Infrared Imaging Spectrometer (AVIRIS) data sets, a lossless compression algorithm based on prediction was proposed in [5] . In [6] , prediction, uniform-threshold quantization, and rate-distortion optimization were used to obtain low complexity compression. The performance of the algorithm was superior to the state-of-the-art coding schemes based on 3D transform; however, the complexity was significantly lower. Another predictive coding method for hyperspectral images was proposed in [7] . It demonstrated that when there are minimal changes between two images, a rate-distortion performance gain can be achieved over the independent coding of the current image. Further, a change-removal process can achieve a superior performance of the representation of the changed pixels at the expense of a marginal decrease in the rate-distortion performance. In [8] , the authors proposed a novel rate-control method for onboard predictive coding that demonstrated excellent performance in terms of accuracy in the output rate and rate-distortion characteristics. To address the low-complexity and high efficiency, a new multispectral image compression algorithm was proposed in [9] .
Lossy hyperspectral image compression has been successfully obtained using the Joint Photographic Experts Group (JPEG) 2000 [10] and other methods based on this. In [11] , Rucker et al proposed a discrete wavelet transform (DWT) + JPEG2000 method, applied a waveletbased decorrelating transform in the spectral direction, and then used JPEG2000 to compress the transformed data in the spatial direction. In [12] and [13] , Qian Du et al proposed a compression algorithm for hyperspectral images using JPEG2000 combined with principal component analysis (PCA). The PCA+JPEG2000 method has been used widely to provide improved compression performance compared to DWT+JPEG2000. In [14] , JPEG 2000 was modified by integrating a low-complexity Karhunen-Loeve Transform (KLT); the compression performance was superior to the original JPEG 2000. In [15] , a novel transform based on KLT with a minimal amount of side information was introduced; it could obtain improved coding performance compared to wavelets. In [16] , a transform coding technique for lossy hyperspectral data compression was proposed; the scheme significantly outperformed previous schemes in terms of rate-distortion performance. In [17] , a three-dimensional (3D) wavelet coder based on 3D significance tree splitting was proposed for hyperspectral image compression; the proposed algorithm outperformed Threedimensional Set Partitioned Embedded Block (3D SPECK); however, it demonstrated a minor loss of performance compared to Three-dimensional Set Partitioning in Hierarchical Tree (3D SPIHT). In [18] , a new 3D-SPECK algorithm based on DWT was proposed. This algorithm with sparse representation (SR) is efficiently used in the field of compression because spectral signatures can be transformed into sparse coefficients that have minimal nonzero values and compress data effectively. In [19] , the authors proposed an adaptive method for spectral-spatial hyperspectral image compression referred to as the spectral-spatial adaptive SR (SSASR) algorithm, which utilized the spatial and spectral information in hyperspectral images leading to excellent performance.
Compared to the algorithms above, the advantages of fractal coding are high decoding speed, high compression ratio, and resolution independence. These advantages qualify this approach to be considered as a promising compression method. Other researchers have applied 3D fractal algorithms to hyperspectral image compression successfully. In [20] , the authors proposed an algorithm for 3D fractal coding. Expanding the eight different types of fractal transforms to 19 in the 3D space improved the accuracy of the matching process and accelerated the process of encoding using eight-fork tree division and strategies for cube block classification. A hybrid scheme was proposed in [21] , where the data cube representing the hyperspectral image was first translated using 3D wavelets; subsequently, 3D fractal compression encoding was performed for the sub-band with the lowest frequency. The remaining higher frequency coefficients of the sub-bands were encoded using 3D SPIHT. Note that every divided data cube in the 3D fractal was required to perform 19 kinds of affine transformation; for every kind of affine transformation, the factors of contrast and brightness offset had to be calculated. Therefore it was extremely time consuming and thus not appropriate for onboard compression.
In [22] and [23] , Shiping Zhu proposed a hybrid prediction and fractal-based method for hyperspectral image encoding. In terms of the tradeoff among memory, complexity, and performance, in this paper, we redesign the framework of the program and propose an adaptive hyperspectral image-coding scheme based on an improved 2D fractal algorithm. First, we encode one band by prediction and obtain a reference band of high quality. Then, we perform fractal encoding on the two adjacent bands using a local search algorithm. Next, the residuals and fractal parameters are transformed and technically encoded. The results from our experiments demonstrate that the proposed algorithm acquires higher compression efficiency compared to the other existing state-of-the-art lossy compression methods.
The structure of the paper is as follows. The proposed novel algorithm is presented in Section 2. In Section 3, we compare the proposed algorithm with other well-known lossy compression methods such as JPEG 2000, 3DSPIHT, and their extensions through experiments. Finally, the conclusion of the paper and future research directions are provided in Section 4. Fig. 1 illustrates the proposed fractal-coding algorithm for hyperspectral images based on prediction. Compared with previous procedures, the proposed algorithm can choose between predictive encoding and fractal encoding adaptively according to an error threshold we set. In the first step, the first band of the hyperspectral image is encoded by the predictive encoding algorithm. In the second step, the next band is encoded using the fractal encoding method. After calculating the fractal residual, it is compared with the error threshold we set. If it is greater than the error threshold, the band is encoded using the predictive encoding algorithm; otherwise, the next band is encoded continuously. In this process, the prediction and fractal errors are transformed using Discrete Cosine Transform (DCT) quantized and reordered, and finally Context-based Adaptive Binary Arithmetic Coding (CABAC) is used to encode the entropy. Technically, entropy encoding of the fractal parameters is performed. The details of the algorithm are provided below.
II. PROPOSED COMPRESSION ALGORITHM

A. PREDICTIVE ENCODING
In this section, the prediction component of the proposed algorithm is presented. The main purpose of prediction is VOLUME 5, 2017 to remove the spatial correlation and obtain a high quality decoded reference band. A 16 × 16 prediction mode is used in this scheme. First, each hyperspectral image band is sub-divided into non-overlapping blocks, 16 × 16 pixels in size. There are four modes in the 16 × 16 prediction method, as displayed in Fig. 2 . The rate distortion costs of these modes must be calculated separately. Then, the mode with the least cost is selected. The rate distortion cost is calculated as:
where J represents the rate distortion cost using mode IMODE, s represents the original signal, c represents the signal predicted using mode IMODE, λ MODE represents the Lagrange factor, QP represents the quantization parameter, R represents the number of bits related to IMODE and QP, and SSD represents the distortion between the predicted signal and original signal. After selecting the mode with the least cost, the prediction error is transformed and encoded. The reconstructed band becomes the reference for fractal encoding.
B. FRACTAL ENCODING 1) IMAGE CODING THEORY BASED ON FRACTALS
The Partitioned Iteration Function System (PIFS) is the idea on which fractal image encoding is based. It leads to reduction in the redundancy found in the images by exploiting the selfsimilarity property of the images. Hence, each block must determine the regions that are most similar to the block from a large pool of blocks. The mathematical background and baseline method for compression using fractals are briefly introduced in the next sub-sections.
a: MATHEMATICAL BACKGROUND
Iteration Function System (IFS) [24] : An IFS is denoted by 
which is the contractive mapping with compressibility factor s = max {s i , i = 1, 2, . . . , N } in complete metric space (H (X ), d H ); it is also called the fractal space. Here, H (X ) is a space consisting of compact subsets of X that are non-empty and d H is the Hausdorff metric. Then, we have:
The compression transformation W is carried over a unique fixed pointĀ that satisfies
and
That is, the fixed pointĀ can be approximated at any precision by iterating the transformation W on consecutive results, commencing with any initial point B; the result is independent of the initial point. The fixed pointĀ is referred to as the attractor of IFS. The contractive transformation of an image at any fixed point is the most important aspect of fractal image compression and is frequently referred to as the inverse problem. Fortunately, this problem is solved as follows using the Collage Theorem.
Collage Theorem [26] : Let (H(X),d H ) be a fractal space, and suppose C ∈ H (X ). For some ≥ 0, if we can find an IFS{X ; w i , i = 1, 2, . . . , N }, with compressibility factor
PIFS: The only difference between PIFS and IFS is that a PIFS' definition domain is D i ⊂ X i (i = 1, 2, . . . , N ) , the subsets of the complete metric space (X, d), rather than the universal set. Hence, it resolves the limitation of IFS. A PIFS is denoted by {D i ⊂ X i (i = 1, 2, . . . , N )} .
From the theories above, we can conclude that fractal image compression is to determine a transformation that is contractive with a point that is fixed and is located near to the original image. To achieve this aim, we must minimize the ''collage'' distance between the original image and its transformed version. This problem can be solved by the Collage Theorem and guarantees that the contractive transformation at the approximate fixed point is at the least possible distance from the original image.
b: BASELINE METHOD
During the process of encoding, the original image is first partitioned into non-overlapping sub-blocks {R i } of size B×B (which are referred to as the range blocks), all of which cover the entire image, and sub-blocks {D i } of size 2B × 2B (which are referred to as the domain blocks), which can be overlapping and need not cover the entire image. Typically, the range blocks and domain blocks are obtained using a sliding window method.
Next, by computing the average of the four adjacent pixels, all the domain blocks can be contracted to the size of the range blocks.
Subsequently, the contracted domain block pool is extended with eight isometric transformations, which contain identity, rotating the blocks counter-clockwise at angles of 90 • , 180 • and 270 • , and reflecting the blocks about the mid-vertical axis, mid-horizontal axis, first diagonal and second diagonal, respectively, as indicated in Table 1 . The extended domain block pool is denoted as Ď k . Next, the brightness and contrast of Ď k is adjusted using the scaling factor s and offset factor o respectively.
The similarity is measured by mean square error (MSE) using the following equation:
where r i and d i represent the current R block magnitude and the value of the corresponding matching block separately, respectively. N is the number of pixels in the current R block, s represents the scale factor, and the offset factor is given by o. They can be obtained as follows.
Solving the equations of MSE (s, o):
The results are:
Finally, each of the range blocks acquired from the original image searches the contracted domain block pool and obtains the best matching domain block. The serial number of the isometric transformation is from zero to seven and the domain block locations s and o represent the fractal codes of the given range block. Storing the fractal codes of all the range blocks completes the image-encoding process.
For the decoding process, the initial image should be the same size as the original image. Using the relevant transformation coefficients iteratively, we can obtain the reconstructed image.
The different bands in the hyperspectral image have the same spatial topological structure in that they represent the same ground targets. Consequently, there exists high similarity in neighboring bands of a hyperspectral image cube. That is our starting point of extending fractal encoding in an image to two different bands.
C. FRACTAL ENCODING ALGORITHM
By exploiting the self-similarity in a localized area of an image, the algorithm based on fractals can compress an image efficiently. A partitioned R block must search for a matching D block with eight isometric transformations from the pool of matching blocks located in the same image; this is time consuming. Fig. 3 , the two adjacent bands of the hyperspectral image have high similarity. Accordingly, we search in the past adjacent band that has been decoded rather than the same band to improve the efficiency of image coding. Further, a new local search method is used to eliminate the requirement for isometric transformation operations and an exhaustive complete search. The region for searching used is centered at the collocated D block with shifts equal to in four directions. is a parameter estimated by experiments. In the proposed method, it is set to three and the residual is sufficiently small.
In the proposed algorithm, the threshold γ , used to determine if partitioning is required, is context adaptive and calculated as follows:
where row provides the quantity of pixels in a row of the block, vol is the number of pixels in a volume of the block, and N is equal to the overall number of pixels contained in the block. After extensive practice, it was determined that the compression performance was effective when th 16 was equal to 6.0, th 8 was equal to 8.0, and th 4 was equal to 10.5. This is primarily because for a large range of blocks, the fidelity of reconstruction must be high to ensure that effective decoding quality is obtained for the complete image; for a smaller range blocks, the threshold criterion must be relaxed to achieve a satisfied compression ratio.
In the following, we summarize the fractal encoding process.
First, the band being analyzed is divided into multiple nonoverlapping 16 × 16 range blocks.
Then, the range block is coded. We search for the domain block that the range block matches in the past adjacent decoded band with minimum MSE. The MSE is calculated using (8), where s is the scaling factor and o is the offset factor calculated using (11) and (12) . Then, we compare the minimum MSE with γ calculated by (13) and choose the appropriate size of the range block.
Next, the position of the best matching domain block, s and o are transformed and encoded.
Finally, we proceed with the process of encoding for the rest of the range blocks until the last is encoded.
The residual is calculated as:
Then, the residual is transformed and quantized. For efficiency and simplicity, we adopt integral DCT. Because we combine DCT with quantization, we are only required to perform additions, multiplications, and bit-shift operations during the entire transformation and quantization process. Then, we reorder the quantization parameters using zig-zag scanning. Subsequently, entropy encoding of the coefficients is performed by CABAC whose compression efficiency is higher than Context Adaptive Variable Length Coding (CAVLC). Golomb entropy encoding is used to encode the fractal parameters.
III. EXPERIMENTAL RESULTS
A. COMPRESSION RESULTS
The proposed algorithm was compared with the relevant classical or state-of-the-art compression methods, including the JPEG-BIFR method [2] , PCA+JPEG2000 method [13] , 3D-SPECK method [18] , PWSR method and SSASR method [19] . The parameters for these methods were set to the default values in [2] , [13] , [18] , and [19] , respectively.
In the experiments, we used three hyperspectral images collected by the AVIRIS sensor: the images of Indian Pines, Moffett, and Jasper Ridge. They all consisted of 224 spectral bands and the spatial sizes were 145 × 145, 512 × 512, and 512 × 512, respectively. Moreover, we used the Washington DC image, which was acquired by the Hyperspectral Digital Image Collection Experiment sensor, with 191 spectral bands in our experiments; each band contained 280 × 307 pixels. Fig. 4 displays the curves of rate-distortion (RD). The RD performance, which is an important indicator for hyperspectral image compression [13] , was analyzed. The signal-to-noise ratio (SNR) between the original image and the reconstructed image was calculated to ascertain the distortion in the hyperspectral images. This was calculated by
where F is the original image and F is the reconstructed image. From Fig. 4 , we can observe that the proposed algorithm achieved a relatively high SNR for the majority of the rates, thus demonstrating the superiority of the proposed algorithm. When the rates were small, the proposed method provided accuracies comparable to the SSASR method and the PCA+JPEG2000 method; however, as rates increased, the proposed algorithm demonstrated superior performance compared to the other methods in terms of SNR values. Hence, the proposed algorithm can provide an effective ratedistortion performance.
B. COMPLEXITY COMPARISON
The complexity of the proposed algorithm is analyzed in this section. The total encoding time is a key indicator of encoding complexity; hence, it is calculated in our experiments. The Indian Pines image was used in the experiments. Table 2 displays the time required to execute various compression methods. All experiments were conducted on an Intel(R) machine with Core(TM) @2.50 GHz CPU and 16 GB RAM. Table 2 displays a performance comparison in terms of encoding time between the proposed scheme and other algorithms. The encoding times of the proposed algorithm were greater than the other methods expect for the PWSR method when bitrate was greater than 0.5 bpppb. The reason for this is that the proposed method has not been optimized, adding complexity to the proposed method compared to the other algorithms. In the process, the predictive coding and CABAC are the operations that contribute the most significantly in terms of final runtime. During the predictive encoding, there are four modes in the 16 × 16 prediction method and we must calculate the rate distortion costs of each of these modes and select the mode with least cost. This is time consuming. However, with the increased encoding complexity, the ratedistortion performance of the proposed algorithm is superior to that of the other methods.
C. CLASSIFICATION RESULT
Classification experiments were performed using the Washington DC data, which was captured over the Washington DC Mall by HYDICE in August 1995. The original dataset consisted of 210 bands located in the wavelength ranges of the 0.4 -2.4 µm region of the visible and infrared spectrum. However, because the atmosphere was opaque, the bands located in the range 0.9 -1.4 µm were unusable and omitted from the original dataset. The final number of bands was 191 and each band contained 256 × 1024 pixels.
After selecting the appropriate samples, the Support Vector Machine (SVM) classification method was selected in ENVI. SVM was developed for the case where the number of samples is limited to obtain the best solution and is thus suitable for our experiment. The Radial Basis Function (RBF), whose parameters were the default value, was used in the experiment. Table 3 presents the classification accuracies calculated with respect to the overall accuracy (OA) and coefficient kappa (k) in the case of the original image and the reconstructed image at different bitrates. We calculated the average OA and k for five experiments at each bitrate and display the results in Table 3 . From Table 3 , we can observe that the classification accuracies for the reconstructed images were marginally less than those acquired for the original dataset. This is because when compared to the uncompressed dataset, the reconstructed image loses some information. However, the accuracy reduction was less than 1% and thus, is acceptable.
IV. CONCLUSIONS AND FUTURE WORK
In this paper, a novel and efficient lossy fractal-based hyperspectral image-encoding algorithm based on prediction was proposed. The compression results from the experiments confirm that the proposed algorithm can achieve an average SNR increase considering overall bitrates compared to the other state-of-the-art lossy compression methods. SVM was used to perform classification experiments over the HYDICE dataset and reconstructed image at different bitrates to evaluate the effect of compression on the classification accuracies. The results indicate an acceptable reduction in classification accuracies for the reconstructed image.
Though the rate-distortion performance of the proposed algorithm was superior, the encoding complexity increased. In future works, we aim to optimize the proposed method and decrease the complexity without the loss of its rate-distortion performance.
