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Abstract 
Incremental development involves creating a new specification or implementation by mod-
ifying an existing one. This is a commonly used technique for handling complex systems 
in hardware and software engineering. In fact, incremental development is fundamental to 
object-orientation, the widely adopted approach to software engineering which uses the 
mechanism of inheritance. 
Incremental development and object-orientation have been adopted for all phases of 
software engineering, from analysis to design and implementation. In the domain of con-
current systems, some researchers constrain incremental development by proposing re-
quirements that must hold between the original and incrementally modified components. 
Such proposals are commonly based on a process algebra correctness relation, or require 
that a bisimulation relation hold between the original and modified components. 
In Part I of this thesis we provide background on constraining incremental change and 
survey several existing proposals. We identify a number of problems typical of these pro-
posals which commonly limit their practical use. We then present Incremental Coloured 
Petri Net Modelling which is aimed at addressing these problems. The main contribution 
of this part of the thesis is the identification of these problems and the assessment of the 
practical applicability of Incremental Coloured Petri Net Modelling. This assessment is 
made by examining several case studies published in the literature. 
One of the primary benefits of using a formal method such as Coloured Petri Nets 
(CPNs) is its support for formal reasoning. State space analysis is a popular formal rea-
soning technique, but it is subject to state space explosion, where its application to real 
world models leads to unmanageably large state spaces. 
In Part II of this thesis we first review existing approaches for alleviating the state 
space explosion problem. The main contribution of Part II is a new approach, which we 
call Incremental Analysis. Incremental Analysis involves algorithms which take advan-
tage of Incremental CPN Modelling in attempting to alleviate the state space explosion 
problem. The thesis considers the implementation issues for these algorithms, identifies 
the situations under which they can be expected to lead to performance improvement, and 
presents case studies which demonstrate the value of the technique. 
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Chapter 1 
Introduction 
1.1 Motivation 
Concurrent systems are systems composed of elements that can operate concurrently and 
communicate with each other [79]. The majority of large systems are concurrent [167], 
and as Meyer says "Concurrency is quickly becoming a required component of just about 
every type of application, including some which had traditionally been thought of as fun-
damentally sequential in nature" [140, p. 951]. 
Concurrent software systems are inherently more complex than sequential software 
systems. This complexity arises because concurrent systems: 
• introduce non-determinism; that is, given the same input and initial state the system 
can produce several different output states. 
• usually exhibit an extremely large number of different behaviours due to the large 
number of possible interactions between components of the system. 
• have design concerns that are not apparent in sequential systems such as locality and 
synchronisation. 
The complexity of concurrent software systems means they are notably difficult to 
design [205, 140, 79]. To combat the complexity of a concurrent system it is widely 
recommended that aformal model of the system be developed [139, 18, 34, 87, 92, 144]. A 
formal model is a mathematically based description of the system that allows for reasoning 
about system properties. 
Many formal modelling techniques have been proposed, including process algebras [141, 
142, 91, 90, 24, 98], and Petri Nets [158, 102, 164, 78, 3]. Petri Nets are seen to have many 
positive attributes including: their graphical representation; their even-handed treatment of 
state and change of state; their ability to be simulated; their well-defined semantics; their 
ability to be used to represent systems at different levels of abstraction; and their ability to 
model true concurrency rather than interleaving semantics [145, 185, 102, 162] 
Usually the development of a formal model is an incremental process that begins with 
an abstract model. The abstract model is then refined, possibly over several iterations, 
to a more concrete model. In fact incremental development is fundamental to object-
orientation (see Chapter 2), one of the most widely used software engineering methods. In 
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object-orientation, incremental development is achieved through inheritance, where a new 
specification or implementation is developed by inheriting and incrementally changing an 
existing specification or implementation. Several proposals have been made to integrate 
Petri Nets and object-orientation [113, 22, 28, 71, 177]. 
The integration of object orientation and formal methods has seen a focus on the rela-
tionship between the original and incrementally changed component. This has lead some 
researchers to propose compatibility rules between the original and incrementally changed 
component [116, 60, 169, 148, 35, 17, 7, 17]. 
One of the main benefits of developing a formal model is that the model can be for-
mally analysed. Here we use the term formal analysis in a broad sense to mean answering 
formal questions about a system's behaviour. Formal analysis therefore encompasses ver-
ification (mathematically proving if a formal system has a formally stated property), error 
detection (finding errors in a system), as well as general questions such as "What is the 
maximum number of messages simultaneously in this queue?". 
We note that testing (unless it is exhaustive) cannot be used to verify the correctness 
system [68]. In order to verify (i.e mathematically prove) that a system conforms to a 
property, all possible behaviours of the system have to be checked. 
State based methods are one of the most successful strategies for the formal analysis of 
concurrent systems. They commonly involve exploring a global state graph representing 
all behaviours of the system. A major advantage of state based methods is that they are 
generally automatic and do not require highly skilled personnel. 
Formal modelling and analysis is seen as essential in many domains, including embed-
ded systems, safety and security critical systems, and protocol development and analysis. 
In the following sections we consider these domains in more detail, particularly their need 
for formal modelling and analysis. 
1.1.1 Embedded Systems 
An embedded system is one that is physically embedded within a larger system, the pri-
mary purpose of which is to maintain some property or relationship between other com-
ponents of the system [161]. Embedded systems are everywhere, they appear in just about 
anything electronic including cars, consumer electronics and computer peripherals. It is 
expected that the number of embedded systems will continue to grow rapidly due to the 
continued decrease in size and cost of microprocessors, and an increased desire to network 
systems that have not traditionally been networked. 
Embedded systems are often even more complex than non-embedded systems because 
they must frequently encompass one or more of the following characteristics: 
• real-time (the output of the system is dependent on the input and time). 
• reactive (the system is in continual interaction with its environment) 
• process control (the system controls physical processes and/or mechanical devices). 
This complexity together with the fact that embedded systems are often mass produced 
and cannot be easily changed means that formal methods and the associated formal analy-
sis is often essential. Moreover, in many cases embedded processors are used in mission-
critical applications such as medical instrumentation and security systems. A failure here 
could yield catastrophic results. 
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1.1.2 Critical Systems 
By their very definition, safety-critical systems such as aircraft controllers (e.g. Rushby 
[172]), medical systems (e.g. Ladeau [111]), and nuclear power plant controllers (e.g. 
Archinoff [14]) must satisfy certain requirements. Formal analysis provides the opportu-
nity to significantly increase confidence that these requirements are satisfied in the final 
system. For this reason, the use of formal methods has been strongly advocated for such 
systems [34, 85, 18]. 
With the explosive growth of the World Wide Web, there is increasing consumer de-
mand for secure access to electronic commerce systems such as money transfer, stock 
market and electronic shopping. Errors in such security-critical systems are simply not 
acceptable. To verify the correctness of security-critical components, we must be able to 
answer the question: is a particular state reachable from the initial state? [157] Formal 
analysis is the only practical way to answer such questions. 
1.1.3 Protocol Development and Analysis 
The development of new technologies such as satellite communication, intelligent man-
ufacturing systems, global education products, transport systems and multimedia appli-
cations (voice, data, images, video), all rely on various protocols. The consequences of 
failure of such protocols cannot be overstated; millions of dollars, and/or loss of life could 
be expected. As Needham et al [146, p. 999] say, protocols are prone to subtle errors that 
are" ... unlikely to be detected in normal operations. The need for techniques to verify 
the correctness of such protocols is great ... ". As an example of this, in a paper published 
in 1996, Lowe [134] breaks the Needham-Schroeder public-key protocol first proposed in 
1978. It is often vitally important that protocols are verified to work correctly under all 
situations. This is something that can only be done using formal modelling and analysis. 
1.2 Problem Statement 
This thesis addresses two main problems: 
Problem I: In the domain of formal modelling for concurrent systems many of the 
proposals constraining incremental change are aimed at guaranteeing that the incre-
mentally changed component can be substituted for the original component, without 
the environment being able to detect the difference. Concerns have been raised that 
such constraints for substitutability are too strong for use in practice [201]. It is 
not clear what is required for use in practice, and whether a recent proposal by 
Lakos [116] is appropriate. 
Problem II: The main and crippling problem of state based formal analysis methods 
is the often excessive size of the state space. Unfortunately, even for a relatively 
small model, the size of the state space is often far too large with respect to resources 
(time and space) to be fully generated [93]. This problem, referred to as the state 
space explosion problem, is the primary obstacle to practical application of State 
Space Methods (SSMs) [194]. 
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1.3 Contribution of the Thesis 
The first part of this thesis examines existing approaches to constraining incremental de-
velopment and identifies problems with the applicability of such approaches in practice. 
The approach developed by Lakos [116] — Incremental CPN Modelling — is presented 
and its practical applicability examined. The main contribution of this part of the thesis 
is the identification of problems typical of existing proposals and the assessment of the 
practical applicability of Incremental CPN Modelling. 
In the second part of this thesis we present algorithms that help alleviate the state space 
explosion. These algorithms take advantage of each of the forms of incremental change 
introduced in the first part of the thesis and are referred to as incremental algorithms. 
We discuss the implementation of the incremental algorithms and examine the conditions 
under which they can be expected to lead to performance improvements. We also examine 
the performance of the algorithms for some case studies. 
It is also worth noting what this thesis does not address. Although this thesis addresses 
several notions including Object-Orientation, Petri Nets and Coloured Petri Nets, Process 
Algebra, and equivalence, some notions such as Process Algebra are only introduced at a 
superficial level for the review of related work. On the other hand Coloured Petri Nets are 
formally defined and used throughout the thesis. The thesis does not provide a detailed ex-
amination of the case studies used to assess the practical applicability of Incremental CPN 
Modelling. Instead, it presents a summary of the investigations. The thesis provides a 
review of other state space reduction techniques, but does not provide a detailed examina-
tion of the relationship between the incremental algorithms and other state space reduction 
methods. Further, it does not consider the combination of the incremental algorithms with 
other state space reduction methods. 
1.4 Overview 
Chapter 2 presents background information on both parts of the thesis. This chapter covers 
object-orientation and formalisms for concurrent systems, including an introduction to 
Coloured Petri Nets. Chapters 3 – 5 constitute Part I of the thesis. Chapter 3 examines 
existing proposals for constraining incremental change, and identifies several problems 
typical of such proposals which limit their applicability in practice. Chapter 4 presents 
Incremental CPN Modelling. By examining a number of case studies from the literature, 
Chapter 5 assesses the practical applicability of Incremental CPN Modelling. 
Chapters 6 – 9 consider the state space explosion problem. Chapter 6 discusses exist-
ing approaches to alleviating state space explosion. Chapter 7 presents incremental algo-
rithms which take advantage of the various forms of incremental change to help alleviate 
state space explosion. Chapter 8 discusses the implementation of the incremental algo-
rithms. In Chapter 9 the performance of the incremental algorithms are compared to that 
of the standard algorithm for some case studies, and situations under which performance 
improvement can be expected are identified. Finally, conclusions are drawn and areas for 
future work are considered in Chapter 10. 
Chapter 2 
Background 
Incremental development is fundamental to object-orientation, one of the most commonly 
used software engineering methods [183]. The benefits of appropriate incremental de-
velopment have been widely recognised [183, 200, 140] and several proposals have been 
made to ensure appropriate incremental change [60, 169, 148, 35, 17, 7, 17]. These propos-
als often require behavioural compatibility between the original and changed components. 
This chapter presents background information relevant to both parts of the thesis. In 
Section 2.1 we present background information on object-orientation. Section 2.2 intro-
duces Petri Nets, including formal definitions of CPNs, and Section 2.3 discusses be-
havioural compatibility for concurrent systems. The two parts of the thesis that follow this 
chapter each present more specific background information and review related work. 
2.1 Object-Orientation 
Object-oriented technology is not new. It is generally agreed that its inception occurred 
in the late 1960s with the simulation programming language called Simula, developed by 
O.J. Dahl and K. Nygaard [61]. Simula introduced the idea of objects simulating real-
world entities. In the early 1970s, another programming language, SmallTalk [81], fur-
thered the idea of using software objects to simulate real-world objects for prototyping 
and developing applications. The 1980s saw a proliferation of so-called object-oriented 
programming languages. Around this time, faced with this genre of object-oriented pro-
gramming languages and increasingly complex applications, methodologists began to de-
velop new approaches to analysis and design. Presently many object-oriented analysis and 
design methodologies have been developed [32, 170, 99, 138, 176, 56, 100], and object-
orientation has been incorporated across the spectrum of programming languages, ranging 
from formal specification languages such as Object-Z [44] and SDL [2], to non-formal 
implementation languages, such as C++ [5] and Java [15]. 
Object-orientation is one of the most widely used software engineering methods. Some 
of the claimed benefits of object-orientation include: improved reuse, increased quality, 
faster development, and easier maintenance [89, 140]. Object-orientation has made a sig-
nificant contribution to the solution of problems faced in modern software development 
and is now providing a basis for researchers to investigate higher levels of abstraction such 
as design patterns [75] and software architecture [175]. 
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The philosophy underlying the object-oriented paradigm is to consider a system as a 
collection of active objects that collaborate with each other. That is, an object-oriented 
system is a collection of autonomous concurrent entities, each possessing its own identity, 
state, and behaviour [32]. The behaviour of each object is implemented by a set of meth-
ods. Other objects can request that an object — the receiver — behaves in a certain way by 
requesting that a particular method be performed. Usually only a subset of the receiver's 
methods can be requested. The names and properties, but not implementations, of this 
subset of methods can be viewed as the specification of the object, known as the externally 
observable behaviour. The implementation of the methods and any internal data of the 
object compose its internal structure. 
A request for an object to perform a particular method is known as a message. In-
deed, the only way an object can interact with another object is by sending it a message. 
Consequently there is a clear separation between the externally observable behaviour of 
an object and its internal structure. This separation, known as encapsulation, means that 
the internals of the object are "protected" from inadvertent access. Encapsulation is a key 
feature of an object-oriented system. 
An object-oriented system has the potential to evolve by the dynamic creation of ob-
jects. To facilitate this, it is common to group objects into classes. All the objects of one 
class have the same internal and external structure and behaviour. A class can be viewed 
as a template for object creation, or as a set of objects that share a common structure and 
common behaviour. Objects of a given class are known as instances of that class. An 
instantiation mechanism is provided for the dynamic creation of objects. 
A key principle of the object-oriented paradigm that follows from the class concept is 
the notion of inheritance. As Taivalsaari [183, p. 438] says: "Inheritance is often regarded 
as the feature that distinguishes object-oriented programming from other modern program-
ming paradigms, and many of the alleged benefits of object-oriented programming, such 
as improved conceptual modelling and reusability, are largely accredited to it". 
Inheritance is a technique for using existing class definitions as the basis for new defi-
nitions. In the object-oriented paradigm the original class is known as the parent or super-
class while the derived class is called the child or subclass. Some languages allow a class 
to be derived from more than one parent class. This is known as multiple inheritance. 
We adopt Wegner's classification of languages [199], shown in Figure 2.1. Wegner 
considers a language to be object-based if it supports encapsulation. The object-based 
paradigm requires two enhancements for it to be considered object-oriented. The first en-
hancement introduces the notion of class to the object-based paradigm. This sub-paradigm 
is therefore known as class-based. The second refinement introduces the concept of inher-
itance, resulting in the object-oriented paradigm. 
It is common for object-oriented languages to include a type system that allows the 
typing of objects. In general, types impose constraints that help to enforce correctness. 
In an object-oriented system, types impose constraints on object interaction that prevent 
objects from inconsistent interaction with other objects [43]. An object-oriented type rep-
resents a collection of objects upon which certain predicates hold [201]. A subtype of 
a given type is a new type defined by predicate modification of a given type [201]. We 
examine the relationship between inheritance and subtyping in Chapter 3. 
Another fundamental notion of object-orientation is polymorphism. Polymorphism 
can appear in various situations. Cardelli and Wegner [43] refine the Strachey [182] clas-
sification and propose the hierarchy given in Figure 2.2. Ad-hoc polymorphism is obtained 
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Encapsulation 
plus classes 
Object-based 
plus inheritance 
Class-based 
".■ 	
Object-Oriented 
Figure 2.1: The object-based paradigm refined to the object-oriented paradigm (modified 
from [199, P.  169]) 
when a function works on several different types (which may not exhibit a common struc-
ture) and can behave in an unrelated way for each type. This kind of polymorphism is con-
trasted to Universal polymorphism, in which a function works normally on many types, 
each of which has a common structure. 
Universal 
Polymorphism 
Ad-hoc 
Parametric 
1 Inclusion 
f Overloading 
1 Coercion 
Figure 2.2: Varieties of Polymorphism [43, P.  476] 
There are two major kinds of ad-hoc polymorphism. Overloading means that the same 
function name can be used to denote different functions, and then the context determines 
which function is used. Overloading is merely a syntactic convenience. On the other 
hand, Coercion is a semantic operation that is needed to convert an argument into the type 
expected by a function in a situation that would otherwise result in a type error. 
Universal polymorphism is divided into Parametric polymorphism and Inclusion poly-
morphism. In parametric polymorphism a function works uniformly on a range of types 
that exhibit a common structure. A typical example is the length function defined on 
lists of elements of any type. Inclusion polymorphism models subtypes and inheritance. 
Here an object can be viewed as belonging to many different classes that need not be dis-
joint; that is, there may be inclusion of classes. Subtyping and subclassing are examples 
of inclusion polymorphism. 
Soon after the appearance of object-oriented programming languages, methodologists 
began to develop object-oriented analysis and design methods. By the mid 1990s, a few 
methods had become clearly prominent, notably, Booch [32], Rumbaugh's OMT [170], 
Shlaer-Mellor [176], and Jacobson's 00SE [99]. Around this time the primary authors of 
the Booch, 00SE, and OMT methods joined to develop the Unified Modelling Language 
(UML) [6], which has rapidly become the de facto industry standard. Booch, Rumbaugh, 
and Jacobson also provide a development process for use with UML, referred to as the 
Unified Software Development Process [100]. Another prominent development process, 
that can be used with UML, is OPEN [84]. 
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UML is a language for visualising, specifying, constructing and documenting the ar-
tifacts of a software-intensive system [33]. UML defines nine different types of diagrams 
for describing different aspects of a system, including a class diagram showing classes 
and their relationships, and statechart diagrams showing dynamic behaviour (typically of 
a class). These diagrams are explained further in Appendix A. 
2.2 Formalisms for Concurrent Systems 
The design, implementation, and analysis of concurrent systems can be significantly more 
complex than for sequential systems. The interaction of different parts of the system in 
different ways means that a concurrent system often has many more possible states than 
a sequential system. In addition to this, a concurrent system can introduce new kinds of 
conditions that do not occur in sequential programs, such as deadlock. Formal methods 
are a way to combat the complexity of a system and reason about the properties of the 
system. Due to the extra complexity often found in concurrent systems, formal methods 
for concurrent systems are often essential. 
Formal models for concurrent systems generally fall into one of two broad categories: 
process algebraic models, and state-based models. Process algebra is a widely used frame-
work for describing and reasoning about concurrent systems. Process algebraic models are 
based on synchronising or communicating processes. That is, the models are a set of pro-
cesses that execute in parallel, pausing occasionally to synchronise and/or communicate 
with each other. A process algebraic method provides an algebraic language for the spec-
ification of processes and formulation of statements about them, together with calculi for 
the verification of these statements. Among the best-known process algebras are Miler's 
CCS [141, 142], Hoare's CSP [91, 90], and Bergstra and Klop's ACP [24]. The Interna-
tional Organisation for Standardization has developed a language known as LOTUS [98] 
that combines algebraic specification (for data typing) with a process algebra derived from 
CCS and CSP (for dynamic behaviour). 
Bolognesi and Brinksma [31] give a detailed introduction to LOTUS. Here we sim-
ply introduce some concepts that are used in a review of related work given in Chapter 3. 
The process algebra component of LOTUS deals with the description of processes, their 
behaviour, and how they interact with other processes. It is built on the concepts of ob-
servable and hidden behaviour together with the notion of synchronisation. A system is 
seen as a process, possibly consisting of several sub-processes. An essential component 
of a process definition is its behaviour expression, which is built by applying an operator 
to other behaviour expressions. For example, the behaviour expression a;stop can be built 
by using the action prefixing operator ; to prefix the action a to the completely inactive 
process stop. An unobservable action is denoted by i. (Since LOTOS process descriptions 
are machine readable then i is used to denote the unobservable action. Formal definitions 
tend to use T.) Another operator is the choice operator [I. If B1 and B2 are two behaviour 
expressions, then B1 0 B2 denotes external choice. That is, the environment determines 
whether the process behaves like B1 or like B2. For example, a behaviour expression us-
ing choice is: a;b;c;stop b;c;a;stop. Concurrent cooperation of processes is defined by 
parallel composition of their behaviour expressions (see [31]). 
Another formal model for concurrent systems are Perti Nets. Petri Nets were first de-
fined by Carl Adam Petri [158] and several variations of this first formalism have been 
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proposed (e.g. [102, 164, 78]). Petri Nets are seen to have many positive attributes in-
cluding: their graphical representation; their even-handed treatment of state and change of 
state; their ability to be simulated; their well-defined semantics; their ability to be used to 
represent systems at different levels of abstraction; and their ability to model true concur-
rency rather than interleaving semantics [145, 185, 102, 162]. Such positives have meant 
that Petri Nets have been used effectively for modelling, simulating, and reasoning about 
concurrent systems in application areas such as: communication protocols, workflow anal-
ysis, VLSI chip design, automated production systems, and distributed and embedded sys-
tems [104]. 
Thiagarajan [185, p. 28] lists the guiding principles of Petri nets as: 
1. States and change of states (transitions) are two intertwined but distinct notions that 
deserve an even-handed treatment. 
2. Both states and transitions are distributed entities. 
3. The extent of change caused by a transition is fixed; it does not depend upon the 
state at which it occurs. 
4. A transition is enabled to occur at a state if and only if the fixed extent of change 
associated with the transition is possible at that state. 
In the literature (e.g. see [165]) it is common to distinguish between a net and a net sys-
tem. A net simply defines the static structure of the model, while a net system includes dy-
namic behaviour. In the following sections we consider a number of types of net systems. 
The first category of net systems are known as Low-Level Petri Net Systems (Section 2.2.1). 
These include Elementary Net Systems [168] and Place-Transition Net Systems (PTN sys-
tems) [66]. The most significant complaint against low-level net systems is that they are in-
appropriate for describing complex systems. This has resulted in the development of High-
Level Petri Nets' (HLPNs) such as Coloured Petri Nets (CPNs) [102], Predicate/Transition 
Nets (Pr/T Nets) [78], Algebraic Petri Nets [3, 30] Modular CPNs [25, 102, 72], and more 
recently Object-Oriented Petri Nets (00PNs) [113, 22, 28, 71, 177]. BLPNs are described 
in Section 2.2.2. 
2.2.1 Low-Level Net Systems 
The most basic type of net can be defined as a bipartite digraph [189]. Nodes of the graph 
are either places (drawn as ovals) or transitions (drawn as rectangles). The directed edges 
of the graph are the arcs, and they connect places to transitions or vice versa. 
One of the simplest Petri Net formalisms is Elementary Net Systems (EN-systems) [168]. 
In EN-systems dynamic behaviour is introduced to nets by allowing each place to be 
marked with a token (drawn as a bold dot). The state of the net system, often referred 
to as a marking, is an indication of whether or not a token is contained in a place at a given 
point in time. Figure 2.3 shows an EN-system with a token in the place pi. 
Transitions change the distribution of tokens and hence alter the state of the net. Arcs 
indicate how the transitions affect neighbouring places. The input places of a transition 
l As is common in the literature we refer to HLPNs rather than HLPN Systems. Thus a HLPN includes 
both static structure and dynamic behaviour. 
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Figure 2.3: A net with one token in place pi 
are those places that have an arc directed from the place to the transition. Similarly the 
output places of a transition are those places that have an arc directed from the transition 
to the place. A transition is enabled if there is a token present in each of its input places. In 
the net of Figure 2.3 the transition t1 is enabled. An enabled transition can fire, which will 
cause the token to be removed from each of the input places of the transition (in this case 
the place p1) and a token to be added to each of the output places of the transition (in this 
case the places /32 and p3), as shown in Figure 2.4. Transitions t2 and t3 are then enabled 
and can fire simultaneously or at separate instants. Transition t4 will not be enabled until 
there is a token in both places pa and 135. 
    
    
    
    
t1 
  
t4 
    
    
  
    
Figure 2.4: The net of Figure 2.3 after transition t 1 fires 
The net of Figure 2.5 is an example of an EN-System. It models the dining philoso-
phers problem, which was first proposed by Dijsktra [68]. In the dining philosophers prob-
lem five philosophers are seated at a round table with one chopstick between each pair of 
philosophers and one bowl of spaghetti in the centre of the table. Initially the philosophers 
are all thinking. At random intervals, each philosopher becomes hungry and decides to 
eat. This will be possible if the philosopher can get hold of the chopstick on each side; it 
will not be possible if an adjacent philosopher is eating. We note that in this version of the 
dining philosophers problem each philosopher picks up both chopsticks simultaneously, 
thus preventing the situation where some philosophers may only have one chopstick but 
are not able to pick up the second chopstick as their neighbour has already done so (i.e. 
this version of the dining philosophers problem does not deadlock). 
Place/transition Net Systems (PTN-systems) are the most prominent and best studied 
class of Petri Nets [66]. PTN-systems are similar to EN-systems except that places can 
store more than one token. Formal definitions of basic PTN-systems and common exten-
sions can be found in [66]. One such common extension to basic PTN-systems are arc 
weights. A weighted arc specifies that more than one token is removed from a place, or 
added to a place by a single occurrence of a transition. 
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Figure 2.5: Dining Philosophers Elementary Net System 
2.2.2 High -Level Petri Nets 
High-Level Petri Nets (HLPNs) are an extension of PTN Systems. Most practical applica-
tions use one of the different kinds of HLPNs. Basic kinds of HLPNs include Algebraic 
Petri Nets [3, 30], Predicaten'ransition Nets (Pr/T Nets) [78] and Coloured Petri Nets 
(CPNs) [102]. Typically HILPNs do not have any greater modelling power than PTN sys-
tems — every Pr/T net or CPN has an equivalent PTN. However, HLPNs provide a greater 
descriptive power by avoiding much of the duplication that is necessary in PTNs. 
In our formulation of CPNs (see below) each place and transition is typed by a colour 
set. A token is a value taken from the type of its associated place. An arc from a place to a 
transition or vice versa can be annotated with a function over the colour of the transition. 
Each arc function maps a colour (or firing mode) of a transition to a multiset over the 
colour of the place. 
A CPN model of the dining philosophers (see Section 2.2.1), is given in Figure 2.6. 
In this net addition is assumed to be modulo 5. With n philosophers the CPN only needs 
3 places and 2 transitions, whereas the behaviourally equivalent PTN would require 3n 
places and 2n transitions [190]. The Design/CPN tool [105] is one of the most widely used 
tools supporting the use of CPNs. The notation adopted for CPN figures in this thesis is 
similar to the Desigm/CPN notation. Thus the colour of each place is written in italics next 
to the place. In the dining philosophers CPN, the colour of each place is Int5, where Int5 
is declared to be the set {0, 1, 2, 3,4}. A common notation [102] for multisets is adopted. 
This involves representing the multiset as a sum, with the number of appearances of each 
element of the set indicated before the element. For example, the multiset 1' a+ 2' b is 
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the multiset with one a element and two b elements. In the CPN figures presented in this 
thesis, the initial marking of each place that is not empty is the multiset sum written next 
to the place (note that opposed to the Design/CPN notation, we do not underline initial 
markings). In the dining philosophers CPN, the initial marking of the place Chopsticks 
is 1 0 + 1' 1 + 1' 2 + 1' 3 + 1' 4. The firing modes (colours) of each transition are not 
explicitly given in the net description. Instead, each arc is annotated with an expression 
involving one or two variables. The set of firing modes (or colour) of a given transition 
is assumed to be the cross product of the colour sets of the places input to the transition. 
The set of firing modes for a transition can be restricted by an expression that is given 
in square brackets next to the transition. This condition is referred to as the guard of the 
transition. The guard of the eat transition of the dining philosophers CPN is [j = i + 1]. 
(Recall that addition is assumed to be modulo 5.) Note that this guard is artificial and 
would not normally be used in this context, as is the case in the think transition, but is 
included to illustrate a guard. 
As with a PTN system, the marking of a CPN consists of the marking of each place 
of the net and describes the global state of the system. In order for a state to change a 
step must occur. Each step consists of one or more transitions each with a particular firing 
mode. For example, given the initial marking of the dining philosophers CPN as shown in 
Figure 2.6, the transition eat can occur with the mode 0 where i will be equal to 0 and j 
will be equal to 4 (since i = 4, then (i + 1) mod 5 = 0). This will result in the multiset sum 
1' 0+ 1' 4 being removed from the place Chopsticks, 1' 0 being removed from the place 
Thinking_Philosophers, and 1' 0 added to the place Eating_Philosophers. 
l'O + 	+ 1'2 
1'3+ 1'4 
Declarations: 
Int5 = {0,1,2,3,4} 
var i,j : Int5 
1'0 + 1'1 +1'2 
13 + 1'4 
Figure 2.6: Dining Philosophers Coloured Petri Net 
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We now formally define CPNs. The following definitions and explanatory notes are 
taken from Lakos [116]. This formulation of CPNs is slightly different from the common 
formulation [102], but they are to all intents and purposes equivalent. It is convenient to 
use this formulation in later chapters. 
For completeness the Definitions 2.1 — 2.3 define mathematical preliminaries (func-
tions, binary relations, multisets, and relations and operations on multisets). These pre-
liminaries are standard mathematical definitions. We use N to denote the natural numbers, 
that is N = {0, 1, 2, ... }. The power set of a set A, denoted by 2A , is the set of all subsets 
of A. 
Definition 2.1. For two nonempty sets A and B, a function f mapping A to B, written 
f : A B, is a subset of A x B such that for each a E A, there is one and only one element 
b E B such that (a, b) E f. For a function f : A —> B the domain of f is domain(f) = A, 
and the range of f is range(f) ={yHEB A y= f(x) for somexEA}. A function 
f : A 	B is: 
infective if f(ai) f(a2) whenever al a2, 
surjective if for every b E B there exists a E A such that f (a) = b, 
An injective and surjective function is called a bijection. For every set A the identity 
function Id : A —> A is given by /d(x) = x for all x E A. Clearly Id is a bijection. A 
bijection from a set A to itself is called a permutation on A. For any nonempty set A, we 
adopt the notation 71(A) for the set of all permutations on A. 
Definition 2.2. A relation (or a binary relation) on a nonempty set A is a nonempty set R 
of ordered pairs (a, b) of elements a,b E A. A relation RCA xA is: 
reflexive if Va E A (a,a) ER. 
transitive if (a,b) E R A (b,c) E R = (a, c) ER 
symmetric if (a, b) E R = (b, a) E R 
A reflexive and transitive relation is a preorder, while a reflexive, transitive, and symmetric 
relation is an equivalence. 
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Definition 2.3. A multi-set, 13, (also known as a bag) over a non-empty basis set A is a 
function: 
13 : A —> N 
We usually represent the multiset 13 by a formal sum: 
I I3(a) ' a 
aEA 
We define the multisets over A as pA = 	I 13: A —> N}. Let A be a non-empty set, 
131,132 E pA, and n E N. As in [3, 137] we define the following relations and operations: 
a. a E 13 <#.(3(a) >0 
	 (membership) 
b. PI = 132 <=> Va E A 131(a) = 132(a) 
	
(equality) 
c. p= 0 <#> Va E A : 13(a) = 0 	 (empty multiset) 
d. 132 < Va E A : 13 1 (a) < 132(a) 
	
(containment) 
e. 3=  Pi +132 •#>. Va E A : 13(a) = Pr (a) + I32(a) 
	
(addition) 
f. = 	— 132 <=>* Va E A : 	(a) 	02(a)) A [3(a) = (a) — 132 (a) (subtraction) 
g. 13 = n131 .4=> Va E A : 13(a) =nxf3i (a) 
	
(scalar multiplication) 
h. 131= E 13 (a) 
	
(cardinality) 
aEA 
Coloured Petri Nets 
We define Coloured Petri Nets in the context of a universe of non -empty colour sets E 
with an associated partial order <:C x E that is derived from type compatibility in the 
theory of object-oriented languages [42]. X <:Y means that the values of X can be used 
in contexts expecting values of Y, and typically that X has extra data components over Y. 
In this case we assume the existence of a (polymorphic) projection function Fly from the 
values of X to those of Y (that do not appear in any proper subtype). For our purposes, we 
only use the fact that values of X are also values of Y. 
Definition 2.4. As in [116, Section 3.1], given a universe of colour sets E we define: 
a. the functions over E as OE = {X Y I X, Y E E}, 
b. the sequences over a non empty set X as TX = {x1x2 ...xn I (n > 0) A (xi E X)} 
together with the empty sequence. For S* = sis2...s, E crX we use #(S*) to denote 
the number of elements in the sequence and si E S* to indicate that si is a member 
of the sequence S. Further, the function head(S*) returns the head of S*, that is it 
returns Si,  and the function tail(S*) returns the tail of S*,  that is it returns s2 	sn . 
We usually name sequences with an asterix superscript. 
CHAPTER 2. BACKGROUND 
	 15 
We now define CPNs. Here we provide a definition of the underlying semantics rather 
than of the graphical form that was introduced in Section 2.2.2. In order to clarify this 
distinction see [3]. 
Definition 23 (Coloured Petri Net). [116, def. 3.1] 
A Coloured Petri Net N is a tuple N = (P,T,A,C,E, M, Y, Mo) where: 
a. P is a set of places 
b. T is a set of transitions, s.t. PrIT = 0 
c. A is a set of arcs, s.t. A C (P x T) U (T x P) 
d. C: PUT —> determines the colours of places and (modes) of transitions 
e. E : A —÷ (1)/ gives the arc inscriptions, s.t. E (a) : C(t) 	itC(p) 
f. M = it{(p,c) I p E P, c EC(p)} is the set of markings 
g. Y = p.{(t,c) It E T, c E C(t)} is the set of steps 
h. Mo is the initial marking, Mo E M 
Note that there is at most one arc in each direction for any (place,transition) pair 
and that the effect of an arc is given by the arc inscription in conjunction with a partic-
ular transition firing mode. We refer to a (place,colour) pair as a token element, and a 
(transition,colour) pair as a firing element. The set of all token elements of a CPN N is 
denoted by TE: 
TE = f(p,c) pEP, cEC(p)} 
  
The set of all firing elements of a CPNN is denoted by FE: 
FE = {(t,c)t E T, CE C(t)} 
We define FEU C FE as the restriction of FE to firing elements involving transitions 
in X C T. That is FElx = {(t,c) E FE It E X}. 
Therefore the markings of N are multisets of token elements, and the steps of N are 
multisets of firing elements. While markings and steps are derivative quantities, they are 
included in the definition of a CPN so that it is clear that system morphisms : N N' 
(introduced in Chapter 4) map markings and steps to markings and steps respectively. 
As Lakos says [116, p.329], Definition 2.5 is "to all intents and purposes, equivalent to 
the common definition [102]". It does not include a guard function defined on transitions, 
but the same effect is achieved by limiting the colour set associated with the transition. 
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Definition 2.6. For a CPN N,xePUT, we define: 
the inputs of x, 'x = E PUT I (y,x) E AI 
the outputs of x, x' ={y E PUT I (x,y) E A} 
Having defined the structure of CPNs, we are now ready to define their behaviour. 
Definition 2.7. [116, def. 3.3] 
The incremental effects E+ ,E - : V —> M of the occurrence of a step Y are given by: 
E(Y) = E 	{p} x E(p,t)(m) 
(t,m)EY (p,t)EA 
E+ (Y) = 	E {p} x E(t,p)(m) 
(t,m)EY (1,p)EA 
Definition 2.8. [116, def. 3.4] 
For a CPN, N, a step Y E V is enabled in marking M E M, written M[Y), if and only if 
M > E- (Y). 
Definition 2.9. [116, def. 3.4] 
If a step Y E 17 of CPN N is enabled in marking M1 E M, it can fire leading to marking 
M2 E MI, written MI [Y)M2 with M2 = M1 — 	E±(Y). 
Definition 2.10. [116, def. 3.4] 
A step sequence Y* = Y1112. Yn E al' of a CPN N is enabled in marking M1 E M and 
can occur, leading to marking M2 E ME, written M1[Y*)M2, if there exists intermediate 
markings .. MI such that: 
MI [YIM and 
MaYi )M:+1 for i E 2, ... ,n — 1 and 
Min [Yn)M2 
Definition 2.11. [116, def. 3.4] 
We use [M) to denote the set of markings reachable from M E ML That is: 
[M) = {M1 E MI I Y* E aY : M[Y*)Mi} 
Definition 2.12. [116, def. 3.5] 
For CPN N step Y E V is realisable by Y* E 61( in marking M1 E M leading to marking 
M2 E M if Mi [Y*)M2 and 	y= Y.  
yer 
Definition 2.13. [116, def. 3.6] 
For a CPN N, the set of reachable markings MR C M is given by: 
MR = {M E M 3 Y* E aY : Mo[Y*)Ai} 
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Definition 2.14. [116, def. 3.6] 
For a CPN N, the set of enabled step sequences Y* E C crY is given by: 
YE * = {Y* E rYY HMEM : Mo[Y*)M} 
A range of other high level net formalisms have been proposed, including Algebraic 
Nets [30, 164, 3] and Predicate Transition Nets (Pr/T Nets) [78]. An Algebraic Net con-
sists of a coloured net where colours and firing rules are represented by interpretations of 
terms over an algebraic specification. Pr/T Nets were the first class of HLPNs proposed 
and are very similar to CPNs. (There are some technical differences between Pr/T Nets 
and CPNs.) CPNs are the most widely used HLPN formalism. Most of the other HLPN 
formalisms have a similar descriptive power to that of CPNs, and differ only in their un-
derlying formalism. 
The absence of compositionality has been one of the major criticisms raised against 
Petri Net models [102]. This has led to the development of Modular Petri Nets (Sec-
tion 2.2.3) and Object-Oriented Petri Nets (Section 2.2.4). 
2.2.3 Modular Petri Nets 
Modular Petri Nets [25, 102, 72] are a class of Petri Nets that allow a net to be described 
as a set of interacting modules. Typically the modules interact by shared places and/or 
shared transitions. Sharing is often accomplished by fusion sets. A place fusion set is a set 
of places that are considered to be a single conceptual place, while a transition fusion set 
is a set of transitions that are considered to be a single conceptual transition. 
Hierarchical Coloured Petri Nets (HCPNs) [102] are CPNs extended to provide hi-
erarchy constructs, whereby a subnet can be isolated as a separate page. HCPNs allow 
(coloured) nets to be constructed from CPN modules using fusion places. Another con-
struct, substitution transitions, is also used to provide hierarchy in HCPNs. Substitution 
transitions allow an abstract transition to be drawn in a top level diagram of the net and 
a more concrete net to be drawn for that transition in a lower level diagram. Substitution 
transitions are essentially macro expansions that do not require behavioural compatibility 
between the net before substitution of the transition and the net after substitution of the 
transition. 
2.2.4 Object-Oriented Petri Nets 
Both Petri Nets and the object-oriented paradigm are seen to have strengths and weak-
nesses. Petri Nets are a formal model for concurrent systems that possess an easy to 
understand graphical representation. However, in their basic form Petri Nets are not mod-
ular, meaning that it is not possible to produce a model of an industrially-sized system that 
is easy to understand. On the other hand, object-orientation was introduced pragmatically 
and without a formal basis. At the core of object-orientation is modularity. 
It is not surprising, therefore, that in order to provide powerful structuring and compo-
sitional mechanisms for Petri Nets, and/or to provide a formal basis for object-orientation, 
several proposals have been made to integrate Petri Nets and object-orientation [113, 22, 
28, 71, 177]. As Bastide [20] says, there are two main ways in which object-orientation has 
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been integrated into Petri Nets. The first of these is the Objects Inside Petri Net approach. 
Here one overall net acts as a control structure and the tokens of the net are objects which 
constitute the data structures of the net. The second approach is called Petri Nets Inside 
Objects. Here the system is divided into several objects each of which uses a Petri Net to 
describe its internal behaviour. A more general approach to integrating object-orientation 
and Petri Nets encompasses both of the previous approaches. This approach supports both 
Petri Nets inside objects and Objects inside Petri Nets. 
2.3 Behavioural Compatibility for Concurrent Systems 
As will be considered in more detail in Chapter 3, it has been argued that there should be a 
behavioural relationship between an original object and an incrementally changed version 
of that object. In an approach due to Milner [141], the properties of two concurrent systems 
are related by their observable behaviour. Analogous with observations made by humans 
when comparing systems, the more power the observers of concurrent systems have to see 
the details of a system, the more distinctions can be made between the systems. Various 
equivalence or preorder relations have been proposed for comparing concurrent systems, 
each of which has different capabilities for making distinctions between systems. If one 
relation makes fewer distinctions than another it is said to be a weaker relation. 
There has been significant work on equivalences and preorder relations in the context 
of concurrent systems. van Glabbeek [196] reviews 155 equivalences based on the ob-
servation of actions. Pomello et al [160] survey behavioural compatibility for elementary 
Petri Nets. They identify a broad group of relations based on observation of actions, many 
of which have been adapted from other theories of concurrent systems. This group can 
be further subdivided depending on whether the net semantics is interleaved, step-based, 
or partial order. The duality between places and transitions characterising Petri Nets also 
allows Pomello et al to identify a second group of relations — those based on observation 
of states. 
Historically, such equivalence and preorder relations are used as criteria for deter-
mining whether implementations (say of a protocol) meet specifications. More recently, 
however, proposals have required that various equivalence and preorder relations hold for 
incremental change (particularly in the context of object-oriented languages). 
van Glabbeek [195] has proposed the linear/branching time spectrum as a unifying 
framework for classifying action based observable equivalences. Figure 2.7, taken from [195, 
p. 280], illustrates the classification as a hierarchy for 11 concurrency semantics which are 
uniformly definable in terms of action relations. An arrow from a semantics R to a seman-
tics Q means that R is stronger than Q. There are many other forms of equivalence in [195] 
and elsewhere which have not been included in Figure 2.7. 
Typically such relations are defined in the context of Labelled Transition Systems [202, 
195, 193]. It will be clear that by attaching a label to each transition of an Elementary Petri 
Net, the same relations can be defined for Elementary Petri Nets. The definition of such 
relations for higher level nets (such as CPNs) is not as simple (see Section 4.7). We now 
define Labelled Transition Systems. The following definitions are adapted from those of 
Wehrheim [202]. They are used in Chapter 4, Section 4.7 when examining the relationship 
of Incremental CPN modelling [116] with other equivalence relations. 
• 
Ready simulation semantics 
Readiness semantics 	 Failures trace semantics 	Simulation Semantics 
Failures semantics 
ir 
Completed trace semantics 
i 
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Bisimulation semantics 
i 
2-nested simulation semantics 
Possible-futures semantics 	 • 
Ready trace semantics 
Trace semantics 
Figure 2.7: The linear-time/branching hierarchy [195, p. 280] 
Let A be a set of actions, and T be a special invisible action, t A, AT = AU {T}. GA 
is the set of all sequences over A, and (TA T is the set of all sequences over A. 
Definition 2.15. A Labelled Transition System (LTS) is a tuple T = (At ,Q, —> , 0) such 
that: 
a. Q is a set of states 
b. --- C Q x AT x Q the transition relation 
c. 0 E Q is the initial state 
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Definition 2.16. Let a* E GAT, A C AT , and ai E AT for 0 < i < n. The projection of a* 
on A, a* [ A, is the trace where all occurrences of actions not in A are deleted. We write: 
• q 	q, if (q, 	q, ) E 
ai+1 
• q 	if there are states q0,q1,... ,q„ such that q = q0, qi 	qi+ 1 and qn = 
• q= 	q' iff there is a trace t* E GAT such that q 	q' and a* = t* [ A. 
Definition 2.17. The set of traces of an LTS T = (AT, Q, ,go ) is: 
traces(T) {a*EGAI qEQ : qo 	ql 
Two systems T1 and T2 are trace equivalent if traces(Ti) =traces(T2)• 
In general, trace equivalence does not preserve deadlock situations [160]. The notion 
of failure equivalence, introduced by Hoare [91] in defining the semantics of CSP, was 
motivated by the perceived need to find an equivalence relation that preserves information 
on deadlocks but is otherwise as weak as possible. Two systems are failure equivalent if 
they have the same failure to observe a specific action after having made the same sequence 
of observations. 
A state is stable if no T actions are possible. The set of enabled actions of a stable state 
qEQis: enabled(q) = {a E A I 3 q' E Q : q -24 qq. The maximal refusals of a stable 
state q E Q are refusals(q) = A \ enabled(q) 
Definition 2.18. The set of failures of an LTS T = (AT , Q, 	, go) is: 
failures(T) = {(a* ,X) E aA x 2^ I 3qEQ : (qo = 	q) A (q is stable ) A 
(X c refusals (q))1 
Two systems Ti and T2 are failure equivalent ifffailures(Ti ) =failures(T2)• 
Two systems are bisimulation equivalent if after having observed the same sequence 
of actions on both systems, they are henceforth bisimilar. 
Definition 2.19. Given two labelled transition systems Ti = (A T , Qi , 	q0 1 ) and 
T2 = (AT) Q2 , ->27902) a binary relation R C Qi X Q2 is a bisimulation if for all (qi , q2) E 
R the following two conditions hold: 
a. for each Cc* E GAT and 	E Qi s.t. qi 	q/1 there is ql2 E Q2 SA. q2 	qI2 and 
(q 1 ,q12 ) E R 
b. for each a* E GAT and q'2 E Q2 S.t. 	14- q12 there is q'1 E Qi s.t. qi 	and 
42 ) E R 
Two LTSs are bisimilar if there is a bisimulation relating their initial markings (i.e. 
(goi,q02) E 1?). 
The above definition is often referred to as weak bisimulation since the set of actions 
includes the invisible action T. The definition of strong bisimulation is the same as weak 
bisimulation, but the set of actions does not contain the special invisible action and the 
relation = 	is replaced with c-1*-4. 
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Pomello et al [160] also consider equivalence of elementary net systems based on 
observation of states. Here a number of places are designated as observable and markings 
of the net that consist solely of observable places are called observable. 
2.4 Summary 
In this chapter we have supplied the background for the subsequent two parts of the thesis. 
The first part of the chapter presented objected orientation, including an introduction to in-
heritance, polymorphism, and object-oriented methods. Section 2.2 presented background 
information on formalisms for concurrent systems, with particular emphasis on Petri Nets, 
including a formal definition of Coloured Petri Nets. Finally, Section 2.3 considered be-
havioural compatibility for concurrent systems. Here Labelled Transition Systems were 
defined, and various equivalence relations including trace equivalence, failures equiva-
lence, and bisimulation were discussed. 
Part I 
Incremental Specification 
22 
Chapter 3 
Existing Approaches to Incremental 
Change 
Of all issues in object technology, none causes as much discussion as the 
question of when and how to use inheritance; sweeping opinions abound, for 
example on Internet discussion groups, but the literature is relatively poor in 
precise and useful advice. 
BERTRAND MEYER [140, p. 809] 
There have been several proposals [60, 169, 148, 35, 17, 7, 17] for constraining incre-
mental change. In this chapter we give the general background to the various approaches 
proposed and survey some of these proposals. An abbreviated version of this survey has 
already been published [124]. We discuss why these proposals are rarely adopted in prac-
tice. 
3.1 Appropriate Incremental Development 
In object-oriented systems, incremental development is achieved using inheritance (see 
Section 2.1), and therefore much of the existing work on appropriate incremental change 
has been formulated in the context of object-oriented systems. As we noted in Chapter 2, 
many of the benefits of object-oriented programming are largely credited to inheritance. 
One of the main benefits of inheritance is due to its support for abstraction, which is 
the most common and effective technique for dealing with complexity [68]. In particular 
inheritance provides support for conceptual specialisation, which as Taivalsaari [183] ex-
plains, involves the ordering of knowledge into hierarchies of abstractions. Another main 
benefit of inheritance is that it provides support at the implementation level for the reuse 
of code. That is, existing classes can be used as the basis for the definition of new classes. 
23 
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Historically, a common belief was that the use of inheritance for conceptual speciali-
sation should coincide with the use of inheritance for implementation. However towards 
the mid-to-late 1980s a number of researchers expressed the idea that a clear distinction 
ought to be made between the two concepts of subclassing and subtyping [178, 9, 57, 126]. 
Subclassing is a low level mechanism by which classes can share behaviour or data. Sub-
typing, on the other hand, was said to express specialisation. Pierre America explains the 
distinction: 
... it is useful to distinguish between the notions of class and type ... a 
class as a collection of objects that have the same internal structure: the same 
variables, methods and body. Then we can use the term "type" for a collection 
of objects that have certain common properties with respect to their behaviour. 
In other words, whereas a class groups together objects that have been built 
in the same way, a type comprises a collection of objects that can be used in a 
certain way. [10, p. 395]. 
LaLonde and Pugh [126] argue that similar to the distinction between inheritance and 
subtyping, there is a significant difference between subtyping and specialisation. They 
have proposed the following three definitions: 
• Subclassing is an implementation mechanism for sharing code and representation. 
• Subtyping is a substitutability relationship: an instance of a subtype can replace an 
instance of its supertype. 
• Is-a is a conceptual specialisation relationship: it describes one kind of object as a 
special kind of another. 
LaLonde and Pugh suggest that subclassing, subtyping, and specialisation are all im-
portant for different reasons [126]. Subclassing supports reusability for the class library 
implementor: new classes can be based on existing classes. Subtyping supports reusability 
for the class library user: to get maximum reusability we need to know which classes can 
be substituted by which others. Specialisation relationships are important for understand-
ing the relationships between the concepts. In this sense, specialisation is important for 
the class library designer. 
Figure 3.1 illustrates the differences between subclassing, subtyping, and specialisa-
tion. This shows, for example, that a Set is not a subtype of a Bag, since a Set cannot 
be substituted for a Bag (as operations on the Bag may assume duplicate elements exist). 
However, a Set is a conceptual specialisation of a Bag, since a Set eliminates duplicates in 
a Bag. 
The above definitions indicate that inheritance is a mechanism that is suited but not 
necessarily limited to specialisation. Similarly, inheritance is a mechanism that can be 
used to develop subtypes, but not all classes developed using inheritance are necessarily 
substitutable. The value of inheritance as a mechanism to facilitate abstraction and con-
ceptual specialisation has been widely recognised by practitioners for all phases of object-
oriented system design, from analysis to design and implementation [183, 173, 140]. On 
the other hand, the use of inheritance merely for implementation purposes alone is likely 
to cause difficulties and reflects poor understanding of the purpose of inheritance [183]. 
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Object 
Collection 
Object 
PrivateHashArray 
• 
Collection 
Set • • 
IntegerSet 
Bag Set 	IntegerSet 
Bag 
(a) Subclassing 
	 (b) Subtyping 
Object  
• 
Collection 
• 
Bag  
• 
Set 
I IntegerSet  
(c) Specialisation 
Figure 3.1: The three relationships distinguished [126, P.  58] 
As well as aiding the understanding of complex systems, the main benefits of using 
inheritance for conceptual specialisation include the reuse of code and often the ability 
to substitute subclasses. Therefore many rewards are gained when incremental change is 
used to achieve conceptual specialisation. The fundamental question is whether we can 
guide the developer to such appropriate use of incremental change. We examine existing 
proposals that constrain incremental change in the next section. 
3.2 Constraining Incremental Development 
Wegner and Zdonik [201] have identified four different levels of compatibility for incre-
mental modification in object-oriented systems. The weakest of these, cancellation, allows 
the operations of the class to be freely redefined, and even removed from the subclass. The 
second level, name compatibility, allows operations to be redefined, but requires the sub-
class to preserve the same set of names (that is, no properties may be removed). The 
third level, signature compatibility, requires full syntactic compatibility. The fourth level, 
behaviour compatibility, requires behavioural compatibility between classes and their sub-
classes. 
A common approach in programming languages to constrain incremental change is 
to impose statically-checkable constraints on the signatures of types to ensure signature 
compatibility. This approach establishes that all services are provided by the subtype and 
that no failure will occur upon substitution. However, it says nothing about the behaviour 
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of the system after substitution. For this reason many consider signature compatibility to 
be insufficient. A simple example is that a stack could be signature compatible with a 
queue, but substituting a stack for a queue will lead to incorrect behaviour [132]. (Signa-
ture compatibility and the associated compile-time type checking still has advantages such 
as the elimination of errors that would otherwise be manifest at run-time, and improved 
reliability, readability and efficiency [140].) This has led researchers to propose subtyping 
principles based on behaviour compatibility. Subtyping that requires behavioural compati-
bility is referred to as behavioural subtyping. Leavens proposes the following behavioural 
substitutability principle: 
If for each object 01 of type S there is an object 02 of type T such that for all 
programs P defined in terms of T, the behaviour of P is unchanged when 01 
is substituted for 02, then S is a subtype of T. [128] as cited by Liskov [131, 
p. 25]. 
This principle, sometimes referred to as the strong substitutability principle, requires com-
plete behavioural compatibility between the type and subtype. Upon first consideration, 
constraints on incremental change that ensure strong substitutability would seem to be 
most desirable, as they ensure both substitutability and conceptual specialisation. How-
ever, it has been argued that this is not necessarily the case. 
The main concern with constraints requiring substitutability are their applicability in 
practice. After all, the strong substitutability principle implies that systems cannot detect 
the difference between the subclass and superclass. Some authors have deemed it neces-
sary to relax the substitutability requirement so that it can be applied in practice. Wegner 
and Zdonik's comments are particularly pertinent here: 
The requirement of substitutability and the associated notion of subtype and 
[full] behavioural compatibility is too strong in many practical situations. ... 
template modification (which is at the heart of subclassing) is more power-
ful than subtyping as an incremental modification mechanism but also less 
tractable" [201, p. 65]. 
This concern for the practical use of constraints requiring strong substitutability has 
seen various proposals for behavioural subtyping made. Each proposal requires different 
levels of behavioural compatibility between the type and subtype. Two main approaches 
have emerged. The first approach, taken by a number of authors [11, 133, 67, 140] in-
volves comparing the methods of the subtype and supertype according to their pre and 
postconditions, together with the preservation of global properties on the type. 
The second approach involves directly comparing the dynamic behaviour (ordering 
of method execution) of classes, not their methods in isolation. This approach takes the 
view of classes being active entities, and is therefore appropriate for behavioural subtyp-
ing relations in concurrent object-oriented languages. In this approach the implementation 
details of the methods are not important, and so each method is usually represented by an 
identifier, for example, a labelled transition in a Labelled Transition System (see Defini-
tion 2.18). Many of the behavioural subtyping relations focusing on the dynamic behaviour 
of classes are based on some process algebra correctness relation involving the traces and 
failures of a class [60, 169, 148, 35, 17]. Other proposals require bisimulation to hold 
between the classes [7, 17]. We examine several of these proposals in the next section. 
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3.2.1 Proposals for Behavioural Subtyping 
Nierstrasz [148] suggests that substitutability should be checked using the Request Substi-
tutability preorder (RS-preorder). The RS-preorder requires that the traces of the refined 
system include the traces of the original, and if a trace of the original system is performed 
by the refined system, then its possible failures must be a subset of the corresponding fail-
ures of the original. Since failures equivalence is undecidable in general [97], Nierstrasz 
proposes that services be restricted to those that can be specified by a finite state protocol. 
The RS-preorder is based on the notion of active objects providing a service to their en-
vironment. A service is determined by the service requests that can be satisfied and hence 
the name of the preorder. The motivation for this approach is clearly that of substitutabil-
ity: a server is replaced by another offering the same service. It is not concerned with 
reuse of specifications. It will not allow the development of a server specification, where 
the original component can support a sequence of requests, but where an incrementally 
changed component can only accept that sequence if additional conditions are satisfied, 
perhaps with additional service parameters. 
Bowman et al [35] consider behavioural subtyping in LOTOS [98]. They are dissat-
isfied with the above proposal of Nierstrasz because they wish to maintain compatible 
behaviour even when the environment attempts to make a request that is not part of the 
agreed service. In such a situation, the original server would deadlock, and this behaviour 
would be expected of a compatible substitute. Such behavioural compatibility is satis-
fied by reduction. One system reduces another if it has a subset of traces and if, after a 
matching trace, it has a subset of refusals. The problem with this is that it does not allow 
the refined system to include additional methods, as is common in sub-classing in object-
oriented languages. To counter this, they introduce the notion of undefined behaviour 
which corresponds to calling an undefined method in a sequential system. In the context 
of LOTOS 1 , undefined behaviour can accept or refuse any request. Now, the addition of 
a method in a refinement will result in defined rather than undefined behaviour (as in the 
original). Thus, the refinement represents a reduction of the original, thus maintaining the 
desired properties (identified above). This approach has the strange result of saying that 
the process i; a; stop 11 b; c; stop can be refined by a; stop 0 c; stop and by a; stop 11 
b; a; stop. Clearly, the internal action i can be taken, thus committing the system to per-
form a; stop. One of the motivations for the above approach is claimed to be incremental 
system development, but it is unclear how this is achieved since the only concern seems 
to be a strongly constrained form of substitutability. The specific example cited is that of 
a trader in the context of an object oriented platform such as CORBA [150], the TINA 
DPE (Distributed Processing Environment) [4] or the ODP (Open Distributed Processing) 
Computational Model [1]. A trader is an object used in order to locate required services. 
The trader identifies a server that will respond to the desired requests, and as long as this 
functionality is supported, additional functionality may be present in the chosen server. 
In this context, it is not clear why Nierstrasz's proposal is inadequate, that is, why the 
refinement of the server should also reject requests that cannot be handled by the original 
service specification. 
van der Aalst and Basten [7] have used Labelled Place Transition Petri Nets to model 
object life-cycles. Labelled transitions correspond to the methods, and the net structure 
captures the possible ordering of method calls. It is possible to inherit and incrementally 
I See Section 2.2 for a brief introduction to LOTOS. 
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change a life-cycle and van der Aalst and Basten propose different definitions of the rela-
tionship that should hold between the life-cycle of a class and that of subclass. In these 
proposals the refined system can add methods and is required to be branching bisimilar 
with the original provided that the added methods are either blocked (protocol inheri-
tance) or hidden (projection inheritance). They also define life-cycle inheritance, which is 
a combination of protocol and projection inheritance. 
van der Aalst and Basten [19] recognise that proving bisimulation can be difficult 
and so present four inheritance-preserving transformation rules that can be used to derive 
subclasses. These transformations are motivated by the difficulties in proving bisimulation, 
and there is little evidence that such transformations will be useful in practice. 
The implication of the van der Aalst and Basten approach is that the occurrence of 
additional methods voids any requirements on behaviour. For example, consider the nets 
N1 and N2 of Figure 3.2. The label of each transition in these nets is shown inside the tran-
sition. Therefore in the net N1 the occurrence of the transition with label b can follow the 
transition with label a, but not vice versa. The net N2 is an incrementally changed version 
of N1 where the newly added components are rendered with darker and thicker lines. N2 
has the same behaviour as NI, but also allows the possibility of transition sequence cba. 
That is, N2 allows the transition with the label b to occur before the transition with the label 
a. In spite of this N2 is a valid incremental change from N1 according to van der Aalst and 
Basten, since by blocking the transition labelled c in the net N2 then N2 is bisimilar to N1. 
• 
  
a 
 
  
Ni 
N2 
Figure 3.2: A valid incremental change according to van der Aalst and Basten 
An example by Wehrheim [202] can be used to illustrate the problem with allowing 
refinement such as that demonstrated in Figure 3.2. The example, shown in Figure 3.3 
(where newly added components are rendered with darker and thicker lines) is that of an 
automatic teller machine, where the refinement introduces new actions for printing the 
balance of the account. If the balance transition is blocked, then the refined system is 
bisimilar to the original. However a basic property of the original system, namely entering 
a pin before withdrawing money, does not hold in the refined system. 
Thus, van der Aalst and Basten's definitions imply that newly added methods can 
change the behaviour (i.e. order of execution) of pre-existing methods. That is, the changed 
version can exhibit behaviour that is inconsistent with the behaviour of the original. Such 
change may be appropriate for workflow modelling, but seems too unconstrained for in-
cremental development. 
correct 
pin 
choose 
amount 
• 
. 
0 	
of print balance 
insert card 
deliver 
money 
V  
withdrawal 
balance 
withdrawal 
CHAPTER 3. EXISTING APPROACHES TO INCREMENTAL CHANGE 	29 
Figure 3.3: ATM example (modified from [202, p. 8]) 
It appears that if newly added methods are associated with pre-existing methods, then 
some sort of behavioural consistency should be imposed. Wehrheim [202] proposes three 
subtype relations and suggests that the most appropriate subtyping relation be chosen de-
pending upon the application domain. Once again, the motivation behind the proposed 
relations is substitutability: that any changes to the subtype should be transparent to users 
of the supertype. The first relation proposed suffers from the same problem as van der 
Aalst and Basten. The next two relations strengthen this first relation so that even if a new 
service of the subtype is used, no new possibilities of using the old service occur. The 
second relation ensures that no new possibilities of using the old service occur when only 
one client accesses the services of the subtype at any one moment. The third and strongest 
subtyping relation ensures that no new possibilities of using the old service occur when 
multiple clients can access the service of the subtype at any one moment. 
Under the Wehrheim proposals, two systems are related based on their traces and fail-
ures together with restriction and concealment. Restriction renames actions into invisible 
internal actions (denoted by t). Concealment is used to ensure that if a new service is 
used, the possibility of using old services does not arise. It renames actions to invisible 
but not internal actions (denoted by v). A problem identified by Wehrheim [202] with the 
proposals as they stand is that there are no syntactic conditions that help in the checking 
of the proposed subtype relations. This has been left as a matter for future work. 
Balzarotti et al [17] present a range of choices for the semantics of inheritance. They 
observe that previous proposals for behavioural compatibility — life-cycle inheritance of 
van der Aalst and Basten and the RS-preorder of Nierstrasz — are often too strong and 
cannot be applied in many cases. So they generalise these earlier proposals with the possi-
bility of renaming methods. This allows a refinement to support the methods of the original 
CHAPTER 3. EXISTING APPROACHES TO INCREMENTAL CHANGE 	30 
but under a different name. The strongest preorder, strong substitutability, is the protocol 
inheritance of van der Aalst and Basten (where additional methods are blocked and bisim-
ilarity is required of the result). Two weaker forms of preorder are strong substitutability 
with renaming (that is, the above approach with the possibility of renaming methods) and 
weak substitutability (which is the general form of life-cycle inheritance proposed by van 
der Aalst and Basten, where added methods can be blocked or hidden). Weaker than both 
of these is the form of preorder called weak substitutability with renaming, which is de-
rived in the obvious way. The above preorders are all based on action observability and 
are considered appropriate for subtyping. 
Balzarotti et at also consider the ST-preorder [160] appropriate for reuse of specifica-
tions. The ST-preorder has a more flexible renaming of states (than for actions) since there 
is an injective map from the Observable Local State Transformation (OLST) algebra [160] 
of the abstraction into the refinement. In other words, they acknowledge the difference 
between substitutability and code reuse, and provide different criteria for each. 
3.2.2 Constraints on Incremental Change in Practice 
Although there have been several proposals that can be used to constrain incremental 
change in concurrent systems, these proposals are rarely adopted in object-oriented lan-
guages. It is difficult to express behavioural constraints in non-formal implementation 
languages such as C++ [5] and Java [15]. Commonly such non-formal languages require 
only signature compatibility. An exception to this is Eiffel, which captures the behaviour 
using a class invariant, and pre and postconditions for each method. The subtype relation-
ship holds if and only if the behaviour of the incrementally changed type satisfies: 
• the invariant of the subclass is stronger than that of the superclass 
• the precondition of each subclass method is weaker than that of the corresponding 
superclass method 
• the postcondition of each subclass method is stronger than that of the corresponding 
superclass method. 
This approach focuses on the definition of classes and methods as opposed to the dynamic 
behaviour of the class (that is the ordering of method execution). 
The dynamic behaviour of an object is traditionally captured in the form of a finite 
state machine. For example, the UML uses a form of state transition diagram known 
as Statecharts (see Appendix A.2) for the specification of dynamic behaviour. Version 
1.3 of the UML [6] does not specify any specific policy of Statechart refinement, but 
instead supports a flexible mechanism that could allow a wide range of policies. Three such 
policies are discussed: subtyping, strict inheritance, and general refinement. The strongest 
of these is subtyping, which is intended to constrain the behaviour of the incrementally 
changed class. Subtyping is based on the rationale that the subtype preserves the pre 
and postcondition relationships of applying events/operations on the type. The pre and 
postconditions are realised by the states, and the relationships are realised by the transition. 
The policy is [6, p2-156]: 
• States and transitions are only added, not deleted. 
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• A refined state has the same outgoing transitions, but may add others, and a different 
set of incoming transitions. It can have a bigger set of substates, and can change its 
concurrency property from false to true. 
• A refined transition can lead to a new target state that is a substate of the state 
specified in the base class. This guarantees the postcondition specified by the base 
class. 
• A refined guard has the same guard condition, but can add disjunctions. This guar-
antees that preconditions are weakened rather than strengthened. 
• A refined action sequence contains the same actions (in the same sequence), but can 
have additional actions. The added actions should not hinder the invariant repre-
sented by the target state of the transition. 
It is apparent that these constraints are motivated by some kind of implementation of 
the state machines rather than properties of the state machines themselves. Thus, the con-
centration on pre and postconditions is appropriate to the definition of classes and meth-
ods but not to finite state machine behaviour, where one should consider the occurrence of 
transition sequences. 
As we observed in the previous section, several proposals impose constraints on the 
traces of method identifiers to ensure appropriate incremental change. However many 
object-oriented languages that support the specification of dynamic behaviour do not con-
strain inheritance. For example, the object-oriented Petri Net languages LOOPN++ [115], 
Esser's 00PN [71], and PN talk [46] have no constraints on the behaviour of an incre-
mentally changed class. These languages only require signature compatibility that can be 
statically checked. These languages allow transitions to be freely added and redefined in a 
subclass. None of them support the deletion of existing transitions from a subclass. 
The 00PN language CO-OPN/2 [28, 29] supports both subtyping and subclassing. 
The subclassing is unconstrained and allows net components to be added, deleted or re-
fined. The subtype hierarchy does not have to coincide with the subclass hierarchy, but in 
the published case studies using CO-OPN/2 the hierarchies have been the same. A class, 
(possibly defined using subclassing), is strongly substitutable for another class if there is 
a bisimulation between the second class and the first (restricted to the behaviour of the 
second). CO-OPN/2 does not provide a guide to the changes that can be made to the class 
to produce a bisimilar subclass. The bisimilarity is not checked by the CO-OPN/2 tool, 
but must instead be proved by the user. Proof of a behavioural relation such as bisimu-
lation is difficult. Automatic algorithms to prove such bisimulation are often infeasible 
in practice. For example, algorithms for bisimulation in one-safe Petri nets are PSPACE-
complete [70]. 
The language CLOWN (CLass Orientation With Nets), [22], uses a finite state machine 
to describe the life-cycle of each class and an algebraic specification (written in OBJ3 [80]) 
to describe their abstract data types. Incremental change requires the ST-preorder relation-
ship (introduced in [160]) to hold. It is intended that all subclasses in CLOWN satisfy this 
relationship, but the relationship is not automatically proved by the CLOWN tool. Instead 
it is left up to the specifier to prove by hand which is relatively easy since the net is a finite 
state machine. As with CO-OPN/2, CLOWN does not provide a method or guide as to the 
changes that can be made to the class to produce a behaviourally correct subclass. 
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Cooperative Nets (and the closely related Cooperative Objects) [21, 177] allow for a 
refinement of a system by replacing one or more transitions in an existing net, say N1, by 
service requests on a newly added subnet, say N2. The behavioural constraints imposed on 
this incremental change are that the new net will supply at least the services supplied by 
N1 (and possibly more), and that the new net is able to satisfy more requests than NI. The 
later constraint seems to run counter to the intuitive notion of conceptual specialisation 
since the incremental change allows for additional system behaviours. 
3.3 Summary 
The benefits of incremental change as a mechanism for specialisation have been widely 
recognised. Various proposals to constrain incremental change in concurrent systems 
have been made. Typically such proposals have focused on the substitutability of the 
incrementally changed component. One reason for this is that often a conceptually spe-
cialised component is in some sense substitutable for the original component. In fact, 
in the literature substitutability is commonly said to be equivalent to conceptual special-
isation [17, 201, 11]. However, as LaLonde and Pugh [126] argue, there is a significant 
difference between subtyping and specialisation. 
Concerns have been raised that constraints that require substitutability are too strong 
for use in practice. These concerns are supported both by our own experience, and by 
the incremental change used in the case studies from the literature that we have examined 
(see Chapter 5). In these studies, the incrementally changed components are not com-
pletely behaviourally compatible with the original components, even though they are valid 
conceptual specialisations. Further to this, the focus on substitutability has meant the con-
straints are not statically checkable and that there is no guide to the changes that can be 
made so that the required conditions hold. We believe it is for these reasons that typically 
only signature compatibility is adopted in practice. 
Requiring signature based compatibility can increase the expressive power of incre-
mental change, but at the same time it decreases structural clarity because so much less 
can be inferred about the properties of the descendants. What we need, therefore, are con-
straints that lie between full behaviour compatibility and signature compatibility, where 
maximum possible expressive power is supported while maintaining conceptual speciali-
sation. Of utmost concern is that they are usable in practice. To achieve this, the constraints 
should be statically checkable, guide the developer to the changes that can be made, and 
applicable in practical situations. In Chapter 4 we present a proposal that is statically 
checkable and guides the developer to the types of change that can be made. In Chapter 5 
we examine its applicability in practice. 
Chapter 4 
Incremental CPN Modelling 
In Chapter 3 we observed that many proposals constraining incremental change are fo-
cused on substitutability. A variety of constraints have been imposed in order to guarantee 
substitutability in one form or another. However, such constraints are so strong that it 
is often difficult to apply incremental change in practice. Rather than requiring substi-
tutability, Lakos argues [116, 125, 124] that incremental change should ensure conceptual 
specialisation and proposes that for every (complete) refined behaviour there should be a 
corresponding abstract behaviour, that is: if for each (complete) behaviour of a system S 
there is a corresponding behaviour in system T, then S is a conceptual specialisation of T. 
In this chapter we present Lakos' proposal [116], which we refer to as Incremental 
CPN Modelling. This chapter forms the basis of subsequent chapters and much of it has 
been previously published [116]. 
The above general principle is given in terms of morphisms on Coloured Petri Nets [116]. 
In order to guide the developer to the forms of change that can be used to ensure this prin-
ciple, Incremental CPN Modelling identifies three specific forms of refinement: type re-
finement, subnet refinement, and node refinement. Constraints on these refinements ensure 
that the above principle can be statically checked. 
The above principle does not require that an abstract behaviour has a corresponding 
refined behaviour, and therefore does not necessarily imply complete behavioural com-
patibility. This in turn means substitutability in the sense Leavens [128] defines it (see 
Section 3.2) is not guaranteed. We conclude this chapter with an examination of the rela-
tionship between this principle and complete behavioural compatibility (bisimilarity). 
4.1 A Simple Example 
This section presents type, subnet and node refinement using a simple example. The ex-
ample is taken from the tutorial provided with the HLPN Standard (Draft 3.4) [3]. The 
system is described as follows [3, p. 34]: 
Two companies, A_Co and B_Co, reside in different cities. A_Co packs and 
sends big crates of equal size to B_Co, one by one. B_Co has a room where 
the crates are stored. Crates may be taken from the store-room for processing 
(e.g. distributed to retails or opened and the contents consumed ... ). 
33 
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In the tutorial this system is modelled by the net of Figure 4.1. In this net a crate can 
be sent from A_Co (by firing sendCrate). The crate will then be in transit (in the place 
Crates_in_transit). A crate in transit can be received (by B_Co by firing receiveCrate). It 
will then be stored (in place Storeroom) and subsequently processed (by firing process-
Crate). This is an abstract view of the system that can be refined to add more detail. 
Declarations: 
Crate = {Cr} 
Crate 
	
Crate 
Figure 4.1: Crate sending example [3, p. 34] 
The first and simplest form of refinement, type refinement, involves incorporating ad-
ditional information in the tokens and firing modes, while leaving the net structure un-
changed. This simply involves extending the token type, and extending the corresponding 
type for the various transition firing modes. For example, it may be desirable to introduce 
a further classification of crates to identify the contents of the crates. The refined crate 
type might be RefinedCrate = Crate x String. That is, each token of the refined net would 
additionally contain a string describing the contents of the crate. An example of a refined 
token of this type is {Cr, "food"}. This token indicates that the crate contains food. In 
the refined net the receiveCrate transition simply consumes and generates a token of type 
RefinedCrate. Each value of the refined type can be projected onto a value of the abstract 
type. For example, the refined token {Cr, "food"} projects to the abstract token {Cr} . By 
projecting refined values to abstract values it can be seen that if there is a behaviour of the 
refined system, then there is a corresponding behaviour of the abstract system. 
The second form of refinement, called subnet refinement, involves augmenting a subnet 
with additional places, transitions, and arcs. (Also classified as subnet refinement is the 
extension of a token type or mode type to include extra values that are independent of 
previous processing. The extension of the type in this way corresponds to the addition 
of new net components in the unfolded net. Unlike type refinement, where every refined 
value is projected to an abstract value, under subnet extension of the type, the values of 
the extended type are not projected onto values of the abstract type, but are ignored in 
the abstraction. This may mean that some refined tokens have no corresponding abstract 
token.) In the tutorial, subnet refinement is used to refine the abstract net to model the 
following behaviour [3, p. 34]: 
The store-room of B_Co can only hold a certain number, say MAX, of these 
crates. In order to avoid being forced either to leave crates in the street or to 
rent another store room, B_Co agrees with A_Co on a "flow control protocol". 
To implement the protocol, A_Co keeps a record of Sending Credits, while 
B_Co keeps a record of empty "slots" available for placing crates in the store. 
Any time there are empty slots, B_Co may give the number of empty slots as 
sending credits for crates to A_Co. B_Co does this by sending a letter with 
this number and setting the number of empty slots to 0. 
The refined net, adapted from the Petri Net Standard tutorial to match our notation for 
CPN diagrams, is shown in Figure 4.2. The top of this figure is the same as the original net 
Sc n+1 
[sc>0] Crate Crate 
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(Figure 4.1). Places, transitions, and arcs have been added to the original net and these are 
rendered with thicker and darker lines. Now the sendCrate transition can only occur if the 
number of sending credits is greater than 0. Each time a crate is processed, the number of 
empty slots is increased. The transitions sendLetter and receiveLetter model a letter being 
sent from B_Co and received by A_Co respectively. This new net qualifies as a subnet 
refinement of the original since ignoring the newly added components in a behaviour of 
the refined net results in a behaviour of the original net. 
Declarations: 
Crate= {Cr} 
N= {0,1,2 ..... } 
Z is the set of integers 
var n, Cr, Sc: N 
var max : N 
+ is arithmetic addition over Z 
- is arithmetic subtraction over Z 
Vmax 
Figure 4.2: The crate sending model refined using subnet refinement [3, p. 35] 
The third form of refinement, called node refinement, involves replacing a place (tran-
sition) by a place (transition) bordered subnet. We refer to the subnet that replaces an 
abstract place p" as the superplace of p", and the subnet that replaces an abstract transi-
tion t" as the supertransition of t". A superizode is either a superplace or a supertransition. 
We call the transitions of the refined net that are not part of a supemode external transi-
tions. Similarly we refer to the places of the refined net that are not part of a supernode 
as external places. Lakos [116] advocates the use of canonical forms of such refinements. 
The basis for a canonical superplace is given in Figure 4.3. 
It has separate input and output border places, and in this case there are two of each. 
Each input (output) border place can have more than one incident input (output) arc from 
(to) the environment. Each input border place has an associated accept transition that will 
transfer tokens from the border place to an internal place, here called buf. Similarly, each 
output border place has an associated offer transition that will transfer tokens from the 
place buf to the output border place. All the border places and the place buf have the 
same token type, which is also the mode type shared by the accept and offer transitions. 
None of these transitions constrain the flow of tokens. The use of the common arc inscrip-
tion c guarantees conservation of tokens flowing through the canonical basis. For each 
superplace we can obtain the corresponding marking in the abstract net, referred to as the 
abstract marking of the superplace. Clearly, the abstract marking of such a canonical place 
refinement is given by the sum of tokens in the border places and the internal place buf An 
arbitrary superplace will be of the form of the basis of a canonical refinement (as above) 
augmented by subnet refinement which extends the accept and offer transitions. 
In our running example, such an incremental change might be the identification of 
the details of the transit of a crate. In other words, the place Crates_in_transit, might be 
replaced by a subnet that takes into account the delay in transit of a crate, the possibility 
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Figure 4.3: Canonical place refinement [116, p. 326] 
of damaging crates, etc. Such a subnet (i.e. the Crates_in_transit superplace) is shown 
in Figure 4.4. Note that this has one input border place called at A_Co and one output 
border place called at B_Co. The accept and offer transitions, together with the border 
places and the internal place buf constitute the basis of the canonical superplace. Further 
activity is achieved by the subnet refinement that extends transitions accept and offer, 
where the crate is given to the courier (in place given_to_courier) and it can either be 
damaged (by the occurrence of the damaged transition) or it can be successfully delivered 
(by the occurrence of the OK transition). (We note that the duplication of crate tokens 
in this net does not imply duplication of crates in the physical system since the net is 
(after all) an abstraction of the system.) This superplace retains the identity of the crates, 
and hence this information determines the abstract marking of the superplace. Thus, the 
place buf is redundant, since its marking is equivalent to the sum of markings of places 
given_to_courier, damaged_Crates, and for B_Co. (It is commonly the case that the place 
buf is redundant in superplaces.) Further, this abstract marking is not modified by the 
various actions internal to the superplace. Clearly, a refined behaviour of the net will have 
a corresponding abstract behaviour, though the reverse will not necessarily be the case. 
For example, because an unreliable courier is used then crates may be damaged, and will 
therefore never arrive at B_Co. 
For transition refinement, the canonical basis is given in Figure 4.5. It has separate 
input and output border transitions, in this case there are two of each. Each input (out-
put) border transition can have more than one incident input (output) arc from (to) the 
environment. Each input border transition has an associated place recd, which receives 
a token equal to the abstract firing mode, when the input border transition has fired with 
that mode. The transition switch can fire when all the input border transitions have fired 
(with the matching abstract firing mode), thereby completing the input phase. It removes 
the matching tokens from the recd places and puts corresponding tokens into all the send 
places. There is one such send place associated with each output border transition. Once 
such a token is available the output border transition can fire (with the same abstract firing 
mode). Initially, all the recd and send places are empty. The abstract firing of the super-
transition commences with the firing of any of the input border transitions, and is com-
pleted when all the matching output border transitions have fired and the recd and send 
Crate 
glven_t 	Cr 
courie 
Crate 
amaged_ 
crates 
receiveCrate sendCrate 
-------------- 
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Figure 4.4: Subnet indicating the transit of crates 
Figure 4.5: Canonical transition refinement [116, p. 328] 
places are again empty. Only such completed firing sequences will have corresponding 
abstract firing sequences. The canonical construction ensures that input border transitions 
fire before the corresponding output border transitions, thus guaranteeing the enabling of 
the corresponding abstract transition. 
An arbitrary supertransition will be of the form of a canonical refinement (as above) 
together with a subnet refinement that augments the border transitions and possibly even 
the switch transition. In our running example, we may wish to refine the processCrate tran-
sition to reflect the• component activities that occur when a crate is processed. This might 
involve unpacking the crate and storing its contents, and at the same time recording that 
the crate has been delivered. This can be modelled using the supertransition of Figure 4.6. 
The transition Store_crate_contents may fail to fire (e.g. if the contents have been dam-
aged in transit). In this case, the abstract firing of the supertransition will never complete, 
and hence such an incomplete refined activity will have no corresponding abstract activity. 
Crate Crate 
r 
Crate 	 Crate 
switch 
Crate 	 Crate 
record_delivery 
store_crate_contents 
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Crate 
Clore_ Cr MOM  
Figure 4.6: Refined processCrate transition 
Even though the above three forms 'of refinement can be clearly identified and anal-
ysed in isolation, they will commonly be used in combination in practical applications. 
4.2 Formalising Refinements 
As Desel [63] points out, net transformations play an important role in the analysis and 
synthesis of systems modelled by nets. Transformations that allow abstraction or refine-
ment are particularly important since they allow hierarchical models to be built, each 
model with a different level of detail. 
A transformation between nets is referred to as a net moThism. C.A. Petri describes 
the notion of a net morphism as a function "from one net into another which respects 
connectivity and orientation" [159, p.3]. Under this definition, net morphisms specify only 
structural constraints on nets (as opposed to behavioural constraints). That is they depend 
on, or respect, the structure of nets [77] and are usually graph theoretic in spirit [36]. We 
will refer to such morphisms as structure preserving net morphisms to avoid confusion 
with the more recent net morphisms that preserve net behaviour. 
Reisig [163] has defined abstraction and refinement in terms of structure respecting 
net morphisms. Here a net N2 is a refinement of a net N1 if the morphism is surjective and 
all arcs in N1 have a preimage in N2. Fehling [72] uses structure respecting morphisms 
to define hierarchical petri nets with building blocks. (The building blocks are slightly 
restricted hierarchical Petri Nets with hierarchically structured interfaces). 
Some ideas of preserving behaviour in graph theoretic low level net morphisms are 
presented by Desel and Merceron [64, 63]. Winskel [203] provides a definition for mor-
phisms of low level nets that respect behaviour. Here petri nets are viewed as certain 
2-sorted algebras and net morphisms are homomorphisms of the corresponding algebras. 
Another class of behaviour preserving morphisms are defined in a category theory frame-
work by Nielsen et al [147]. 
Morphisms for high-level nets that preserve behaviour are considered by Padberg et 
al [151]. Again the framework is category theory. Firstly, morphisms that preserve transi-
tions are defined. Under transition preserving morphisms no new arcs are added to mapped 
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transitions and no mapped arcs are deleted from their pre and post domains. Transition 
preserving morphisms are used as the theoretical basis of vertical structuring of high-level 
nets. Secondly, morphisms that preserve places are defined. Given a place preserving 
morphism mapping from net N1 to net N2 the pre and post domain of a transition in N2 
may contain more places than the original transition in N1. Place preserving morphisms 
are used to preserve safety properties (expressed via temporal logic formulas on markings) 
between nets. 
In Section 4.3 we present definitions for CPN morphisms. The notion of system mor-
phisms is used to capture behavioural compatibility [116], in contrast to structure respect-
ing morphisms. Type, subnet, and node refinement are defined in Sections 4.4, 4.5, and 4.6 
respectively. 
4.3 CPN Morphisms 
Definition 4.1. [116, def. 3.7] 
Given a refined net N and an abstract net N', related by a system morphism : N —+ N' 
then the preimage of x' E P' U T' is Ne = 4)-1 (x'). We write: 
= (Px 	 ,Y xi ,Moxi) 
In the remainder of the thesis we use P,e to refer to the set of places of the preimage of 
x E P' U T' and Tx, to refer to the set of transitions of the preimage of x'. 
We denote by P" the set of places of the abstract net that are replaced by non-trivial 
subnets in the refined net. Similarly we denote by T" the set of transitions of the abstract 
net that are replaced by non-trivial subnets in the refined net. 
Definition 4.2. Given a refined net N, and an abstract net N', related by a system mor-
phism : N N' then we define: 
a. P" = fp' E P' 7•1) 
b. T" = {t' E T' Pt, 0} 
c. X" = P" U T". 
Note: The set P" contains the abstract places that are refined by a subnet that includes 
transitions. The set T" contains the abstract transitions that are refined by a subnet that 
includes places. 
We refer to the subnet Ne that replaces the abstract place p" E P" in the refined net as 
the superplace of p", and the subnet Ale that replaces the abstract transition t" E T" as the 
supertransition of t". A supernode of x" E X" is either a superplace or supertransition. 
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Definition 4.3. For a refined net N, abstract net N', and an abstract node x" E X" we 
define: 
a. inpbdr(Ne) = fxEpeUTil,13yEPUT \PeUTe, :y E*.xl 
b. outbdr(Ne) = E Pe U 	I3yEPUT \p,,,,UTe:yEx'} 
c. bdr(Ne) = inpbdr(Ne) U outbdr(x") 
d. inpenv(Ne) = fy E (PUT) \ (Pe U Te) I 3 x E Pe U Te : y E *x} 
e. outenv(Ne) = ly E PUT \ Pxn U 	I x E Pe, U Te, :yEfl 
f. env(Nn) = inpenv(Ne) U outenv(N,e) 
Note: 
a. inpbdr(Ne) denotes input border of the supernode of x", that is, the set of nodes 
of the supernode of xll that have input from the environment of the supernode of x". 
b. outbdr(Ne) denotes output border of the supernode of x", that is, the set of nodes 
of the supernode of x" that have output to the environment of the supernode of x". 
c. bdr(Ne) denotes the border of the supernode of x". 
d. inpenv(Ne) denotes the input environment of the supernode of x", that is, the set 
of nodes of the supernode of x" that are input to the supernode of x". 
e. outenv(Ne) denotes the output environment of the supernode of x", that is, the set 
of nodes of the supernode of x" that are output of the supernode of x". 
f. env(Ne) denotes the environment of the supernode of x". 
Definition 4.4. [116, def. 3.8] 
A net morphism 4): N —> N' is a mapping from N to N' that is structure-respecting, namely: 
a. (1) is surjective with respect to P', 	, A' 
b. V(x,y) E A r1P x T : 4)(x) = 0(y) V (0(44(y)) E 	(PI x 
c. V(x,y) E A C1T x P : I)(x) = 4)(y) V (4)(x),4)(y)) E 	II (T I x P') 
This is the common definition of net morphisms (albeit with various additional con-
straints) which is primarily concerned with respecting the adjacency properties of the 
net [23, 64, 65, 72, 159, 163]. It does not constrain behaviour (except indirectly) — in 
fact, sets of markings and steps are not normally included. It also does not encompass re-
striction on places and transitions, that is, where selected places and transitions (and their 
associated arcs) are ignored by the morphism. 
Proposition 4.5. Given two net morphisms 4i : N N' and 02 : 	N" their composi- 
tion = 02  (p i : N -4 N" is a net morphism. 
Proof See Lakos [116, prop. 3.9]. 	 0 
CHAPTER 4. INCREMENTAL CPN MODELLING 
	 41 
Just as it is common to distinguish nets and net systems, we now define system mor-
phisms which respect behaviour and not just structure. In order to define the behaviour 
respecting properties of a system morphism it is desirable to consider complete steps, 
since the firing of multiple transitions in the refinement can correspond to the firing of one 
transition in the abstraction. 
Definition 4.6. [116, def. 3.10] as modified in [120] 
Given a morphism : N N', a step Y of N is complete if Vt 1 E :Vt E bdr(Nti) : 
Y (t) = (1)(Y)(t 1 ) 
Thus a step is complete if all border transitions occur with matching modes (that also 
match the mode occurrence of the corresponding abstract transitions). We refer to a step 
sequence Y* ecYY as a complete firing sequence if it is the realisation of a complete step. 
Definition 4.7. [116, def. 3.11] as modified in [119] 
A system molphism : N N' is a mapping from N to N' that is behaviour-respecting, 
namely: 
a. 4) is surjective with respect to P', , 
b. 4) is linear and total over both M and Y 
c. VM E MR : VY E Y : 
Y is realisable as Y1 Y2 . . . Yn at marking M 
(I)(Y) is realisable as 4)(Y1 )4)(Y2) ...4)(Yn ) at marking 4)(M). 
d. VM E MR : VY E Y: Y is complete 
4)(M +E -E (Y) E — (Y)) = 4)(M) + 4)(E + )(4) (Y))  
Note: 
c. If the refined step is realisable then its realisation can be used to derive the realisa-
tion of the corresponding abstract step, by projecting or restricting each component 
step. 
d. This modified rule for the effect of a refined step (cf. the definitions of 
Winskel [203]) is used since we cannot consider the component steps (of its reali-
sation) in isolation. Thus, part (c) guarantees the enabling of the abstract sequence, 
while part (d) captures its overall effect. 
This definition captures the requirement identified earlier, namely that refinement con-
strains the behaviour of the system since refined behaviours have a corresponding abstract 
behaviour. (Note that examples of system morphisms are given with the more specific 
definitions in the following sections.) 
Proposition 4.8. Given two system morphisms 4)i : N N' and 4)2 : —+ N" their com-
position 4) = 4 o : N N" is a system morphism. 
Proof See Lakos [116, prop. 3.12]. 	 0 
The above proposition tells us that we can combine the different forms of refinement 
(considered in subsequent sections) and we still have a system morphism. 
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4.4 Type Refinement 
The first and perhaps simplest form of refinement is to retain the structure of the net with-
out modification, but to replace some (or all) of the token and mode types by subtypes. 
Given the formulation of CPNs, where the arc inscriptions are functions (from modes to 
token multisets), it may not even be necessary to change the arc inscriptions, provided that 
they are given by polymorphic functions. For example, if an arc inscription is the identity 
function (that is, the mode determines the token to be added or removed), then a simple 
change to both mode and token type would give a refined behaviour. If the arc inscription 
functions are not given by polymorphic functions, then they will need to be replaced, but 
the new versions must be consistent with the old. The distinctive thing about type refine-
ment is that there is a projection function from subtype to supertype so that every refined 
state or action has a corresponding abstract state or action. 
Definition 4.9. [116, def. 3.13] 
A morphism 4 : N N' captures a type refinement if: 
a. 4) is an identity function on P, T, A, i.e. Vp E P: 4)(p) = p, etc. 
b. Vx E PU T : C(x) <: (1)(C)(x) 
c. Vx E PUT : Vc e C(x) : (I)(1' (x, c)) = 1 ' (x, Flo(c)(x)(c)) 
d. V(p,t) e A :V(t,c) E Y : 
0(E— ( 1 ' (t ,c)))(13) = Ho(c)(p)(E (P, OM) = 4(E)(13,004(c)(0W) 
(p, t) E A : V (t, E Y: 
(1) (E± (1 (t, c)))(P) = n4(c)(p)(E(t,13)(0) = 4)(E)(t ,19)(110(c)(t)(0) 
Note: 
a. There is no change to the structure of the net (to places, transitions and arcs). 
b. The colours associated with the places and transitions are consistently subtyped. 
c. Given the consistent structure, the morphism is defined for all markings and steps 
using the appropriate projection functions (see Section 4.3). 
d. The arc inscriptions are consistent, that is, the projected effect of a mode or step is 
the same as the effect of a projected mode or step. 
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In Section 4.1 we gave an example where the crate token type was refined to include 
information about the contents of the crate. There were corresponding changes to the 
relevant firing modes. For this to be considered a type refinement, we require that the 
(implicitly defined) morphism, 4) from the refined net to the abstract net satisfies Defini-
tion 4.9. Since there was no change to places, transitions, and arcs, then the morphism 
clearly satisifies part (a) of Definition 4.9. As required by part (b) the colour of each place 
or transition of the refined net in the example is a subtype of the type of the place or tran-
sition in the abstract net (in the example, the subtype is RefinedCrate). Hence part (b) is 
satisified. Further the morphism is defined for all markings and steps, as required for part 
(c). Since storing the contents of the crate with each token does not affect the enabling of 
the transitions then the projected effect of each mode or step is the same as the effect of 
the projected mode or step, as required by part (d). Hence the first example of Section 4.1 
qualifies as a type refinement. 
We note that type refinement can eliminate some abstract behaviour since the refined 
token requirements of a transition may not be satisfied, even though the abstract require-
ments are. As an example, the firing of sendCrate transition may be constrained in the 
refined net by the contents of the crate, so that any crate with dangerous goods are not be 
sent. 
Proposition 4.10. A morphism : N —÷ N' that captures a type refinement is a system 
morphism (in the sense of Definition 4.7). 
Proof See Lakos [116, prop. 3.14]. 	 0 
4.5 Subnet Refinement or Extension 
The second form of refinement is to add net components: places, transitions and arcs, or 
even additional token or mode values. As a morphism (from refined to abstract nets), this 
would be called a restriction, since the net components are being discarded or ignored. 
Where token or mode types are extended, then in contrast to type refinement, abstrac-
tion does not project the additional refined values onto abstract values but rather ignores 
them. (In the equivalent unfolded PTN, this is the same as ignoring places, transitions, 
and arcs.) This does not satisfy the structure respecting requirements for a net morphism 
(Definition 4.4), but it does qualify as a system morphism (Definition 4.7). 
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Definition 4.11. [116, def. 3.15] as modified in [120] 
A morphism : N -4 N' captures a subnet refinement if: 
a. The net structure is restricted, i.e. Vp E P : 4)(p) is defined = 4)(p) = p and simi-
larly for T, A. 
b. Vx E O(P) UO(T) : C(x) 	(x) 
c. Vx E PU T : Vc E C(x) : 	(x, c)) = 1‘ (x, c) if x E O(P) U 0(T) and c E 4)(C(x)), 
otherwise 0. 
d. VY E Y : •:1)(E+(Y)) = (1:•(E+) (0(Y)) and 4)(E — (Y)) =  
Note: 
a. The sets of places, transitions, and arcs, may be restricted by 4). 
b. The colours associated with retained places and transitions may be restricted. 
c. Given the consistent colouring, the morphism is defined for all markings and steps. 
d. The restricted incremental effect of the step is the same as the incremental effect 
of the restricted step. This implies that ignored transitions cannot modify retained 
places. 
In Section 4.1 we gave an example of subnet refinement, where the net was augmented 
to model the limited capacity of the store room. For this to be considered a subnet re-
finement, we require that the (implicitly defined) morphism, 4), from the refined net to the 
abstract net satisfies Definition 4.11. The places, transitions, and arcs added in the re-
finement are ignored by the morphism. The other places and transitions map to similarly 
named abstract places and abstract transitions. Therefore part (a) is satisfied. The type of 
each refined place that maps to an abstract place is the same as that of the abstract place, 
and similarly the type of each refined transition that maps to an abstract transition is the 
same as that of the abstract transition. Therefore part (b) is satisfied. Further the mor-
phism is defined for markings and steps, as required for part (c). Since if a crate can be 
shipped when store room capacity is considered, then it can be shipped when capacity is 
not considered, then the projected effect of each mode or step is the same as the effect of 
the projected mode or step. Therefore part (d) is satisfied. Hence the second example of 
Section 4.1 qualifies as a subnet refinement. 
Proposition 4.12. A morphism : N N' that captures a subnet refinement is a system 
morphism (in the sense of Definition 4.7). 
Proof See Lakos [116, prop. 3.16]. 	 0 
4.6 Node Refinement 
The third form of refinement is the replacement of a place (transition) by a place (transi-
tion) bordered subnet. This is referred to as node refinement to distinguish it from other 
forms of refinement being considered, even though traditional Petri Net theory simply 
refers to it as refinement [23]. Here we present canonical forms of node refinement. 
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Definition 4.13. [116, def. 3.171 
Given a colour-respecting morphism 4): N —) , then Np, is a canonical place refinement 
of p' E P' provided: 
a. Vp E P — Pp, :Vt E T — Tly : 
(1)(p) = p A 	= t A 
(p,t) E A 	“p,t) E 	E(p,t)=El(p,t)) 
(t,p) E A = ((t,p) E 	A E(t,p) = (t, 
b. Vt E env (Np,) : 
E i (pi ,t) = 	E 	E(p,t) and 
(p,t)Eari(pp, 
E(t,p) 
(r,p)Ean(TxPpr) 
c. bdr(Nly) = {inpl, inp2,... outl, out2,... } 
d. Ply = bdr(Nly) U {buf} U Pother 
e. T,,, = {acceptl, accept2,... offer!, offer2,... } U Tother 
f. Ap, = {(inpl,acceptI), 	(acceptl,buf),... (butoffer1),... (offerl,out1), 	} U Aother 
g. 'inpl C env(N/y) A inpr = {accept* A ... 
outl C env(Npi) A 'outl = {offer* A ... 
'but'= facceptl, ... 1 A bur = {offer!, ... } 
h. Vx E (Pp, — Pother) U (Ti — Tother) CI" (X) = C(X) = C (p') 
i. V a E Ai — Aorher E (a) = Id 
J. 
V(p, c) E TE : Cr (p,e)) = {
01' (pi ,c) if p E Pp, Pother —  
if p E Pother 
1' (p, c) otherwise 
V(t,c) E FE : 	(t,c)) = 1 (t, c) if t Tpr otherwise 0 
Note: 
a. Apart from the subnet NI" and its incident arcs, the rest of the net is unchanged. 
b. The flow of tokens across the boundary of the place refinement is consistent. 
c. The border of the subnet consists of the places inp1,...,outl, 
d-f. The component places, transitions, and arcs consist of the basis places, transi-
tions, and arcs respectively, plus others that constitute the subnet refinement of the 
accept and offer transitions (cf. Figure 4.3). 
g. The input (output) border places only have input (output) from environment tran-
sitions, other arcs incident on the basis places are exactly those of part (e). 
h. The colour of the basis places and transitions are all the same. 
i. The arc inscriptions for all the basis arcs are the same: the identity function. 
j. In abstracting the place refinement, the abstract marking is given by the marking 
of the basis places and the internal actions are ignored. 
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Definition 4.14. [116, def. 3.19] modified as in [118] 
Given a colour-respecting morphism : N N', then Aft, is a canonical transition refine-
ment of t' E T' provided: 
a. Vp E P — Pt, :Vt E T— : 
0(p) = p A (1)(t) = t A 
(p,t) E A = ((p,t) E A' A E(p,t)=Ei(p,t)) A 
(t , p) EA = ((t , p) EA' A E(t,p) = E i (t,p)) 
b. Vp E env (AO : 
	
t') = 	E 	E(p,t) and 
(p,t)EAn(Px 
(t' , p) = 	E 	E(t, p) 
(t,p)Eiin(7e x P) 
c. bdr(k) = finpl, inp2,... outl, out2,... 1 
d. Pe = {recd1,... ,sendl, 	} U Pother 
e. = bdr(k) U {switch} U Tother 
f. A t, = {(inpl,recd1), 	, (recd1,switch), 	(switch,send1),... (sendl,out1), ... 1 U 
Aother 
g. 'inp1 C env(Nti)U -Pother A 'recd1 = {inpl} A recdr = {switch} A ... 
outr C env((k) U Pother A sendl* = {out* A *send1 = {switch} A ... 
'switch D frecd1,... 	A switch D fsendl,... 1 
h. Vx E (Pr, — Pother) U (Te — Tother):Cti(X) =C(X) = (t i ) 
i. Va E A t , — Aother Etqa) = Id 
j. Vp E — Pother MOri(P) = 0 
k. 
V(p,c) E T E : 0(1' (p,c)) = l' (p,c) if p E P— Pe otherwise 0 
{ 
1' (t', c) 	if t = switch 
V(t,c) E FE:  4)(1' (t,c)) = 	0 	if t E T,'— [switch} 
1' (t,c) 	otherwise 
Note: 
a. Apart from the subnet Ne and its incident arcs, the rest of the net is unchanged. 
b. The flow of tokens across the boundary of the place refinement is consistent. 
c. The border of the subnet consists of the transitions inpl,...,outl, 
d-f. The component places, transitions, and arcs consist of the basis places, transi-
tions, and arcs respectively, plus others that constitute the subnet refinement of the 
border transitions (cf. Figure 4.5). 
g. The input (output) border transitions only have input (output) from environment 
places or the other internal places, the basis places only have the incident arcs of 
part (e). 
h. The colour of the basis places and transitions are all the same. 
i. The arc inscriptions for all the basis arcs is the identity function. 
j. The initial marking of all basis places is empty. 
k. The internal marking of the supertransition is ignored by the abstraction and the 
firing of the switch transition corresponds to the abstract firing of t'. 
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In Section 4.1, Figure 4.4 we gave an example where a place was refined to indicate 
the delay in transit of a crate, the possibility of damaging crates, etc. According to Def-
inition 4.13, the canonical basis of this refinement consists of the input border place (at 
A_Co), the output border place (at B_Co), the buffer place (buf), and the accept and offer 
transitions and corresponding arcs. In the example, subnet refinement augments the accept 
and offer transitions. The subnet refinement consists the places, transitions, and arcs that 
do not form part of the canonical basis. That is, it consists of the places damaged_crates, 
given_to_courier, for_Co_B, and the transitions damaged, and OK, and the corresponding 
arcs. 
Similarly, in Figure 4.6 we gave an example of transition refinement to indicate the 
activity when a crate is processed. According to Definition 4.14 the canonical basis of 
this refinement consists of the input transition, inp, the switch transition, and the output 
transition, out, together with the places recd and send and corresponding arcs. In the ex-
ample, subnet refinement augments the border transitions. The subnet refinement consists 
the places, transitions, and arcs that do not form part of the canonical basis. That is, it con-
sists of the transitions store_crate_contents and record_delivery together with their input 
and output places and corresponding arcs. 
Proposition 4.15. A morphism 1 : N N' with a canonical place refinement constitutes 
a system morphism (in the sense of Definition 4.7). 
Proof See Lakos [116, prop. 3.18]. 	 0 
Proposition 4.16. A morphism : N —> N' with a canonical transition refinement consti-
tutes a system morphism (in the sense of Definition 4.7). 
Proof See Lakos [116, prop. 3.20]. 	 0 
4.7 Relationship with Equivalences (cf Section 2.3, fig 2.7) 
It is helpful to consider the relation of the above refinement proposals to bisimilarity. By 
doing so we detail what extra is required for system morphisms to be bisimulations, and 
hence what is required for Incremental CPN Modelling to ensure strong substitutability. 
The first version of the following was proposed by Lakos [117]. It has since undergone 
several significant revisions by both the current author and Lakos. 
Bisimulation is usually defined in terms of Labelled Transition Systems (see Sec-
tion 2.3). Clearly by attaching a label to each transition, equivalent definitions can be 
formed for elementary net systems. Such elementary net systems are referred to as La-
belled Elementary Net Systems (LENs). There are several possible definitions of bisim-
ulation for LENs. Pomello [160] gives definitions of bisimulation based on interleaving, 
partial order, and step semantics for LENs. Here we are concerned with Coloured Petri 
Nets rather than LENs. As defined in Definition 4.19, we consider two CPNs to be bisim-
ilar according to step semantics if their equivalent unfolded nets are bisimilar according 
to step semantics. Recall from Chapter 2 that A is the set of observable actions. T V A 
denotes a special unobservable action and we use A T to denote AU 
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Definition 4.17. Given a net N = (P,T,A,C,E ,M,Y , Mo ,L, AT ), the labelling function 
L: FE AT attaches an action name to each firing element. This function can be extended 
to label steps, L: Y /AT , in the obvious way: 
{ 
T , if V(t, c) E Y L((t,c)) = T 
L(Y ) = 	E 1L-1 (a) nYlsa ,otherwise 
aEA 
The function can again be extended, this time so that it labels sequences of steps, L: crY 
GOAT): 
L(Y2 * ), if L(Y1) = VY1 E Y, VY2* E aY L(Y1172 * ) = gyogy2 *), otherwise 
Definition 4.18. Let (P,T,A,C, E 	, 410 L, AT ) be a labelled CPN, where L: aY 
a(PA)• Let e E cr(11A) and M1 , M2 E M, then: 
a.e is enabled at MI, denoted M1 	, if there exists Y* E CT Y such that L(Y*) = z* 
and MI [Y*) 
b. if z* is enabled at MI, then the occurrence of Z * can lead from M1 to M2, denoted 
M1 	M2, if there exits Y* E aY such that L(Y*) = z* and Mi [I" )1142. 
Now we define (weak) bisimulation and bisimilarity for labelled CPNs. 
Definition 4.19. Given two labelled CPNs 
= (Pi, ThAI,ChEi,M1,1(1,Mo i ,Li,AT ) and 
N2 = (P2, T2 , A2 , C2, E2, M2 Y21 MO2 , L2, AT), a binary relation RCA X M2 is a bisimula-
tion if for all (MI, MC ) E R then the following two conditions hold: 
a. for each e E G(A) and M2 E M such that M1 	M2 there is /1/4 E M' such that 
t1/4 and (M2,M) E R 
b. for each e E G(E1) and t% E MI such that M == M 	is M2 E M such that 
Mi =i=  M2 and (M2,M) E R 
Two labelled CPNs are bisimilar if there is a bisimulation relating their initial markings 
(i.e. if  (M0 1 ,MO2 ) E R). 
We now consider the relationship between system morphisms and bisimulation. We 
have already commented that system morphisms will restrict the possible system be-
haviours, that is, a refined behaviour will have a corresponding abstract behaviour, but 
not necessarily vice versa. This requirement is in fact weaker than bisimulation, since 
it does not require that every abstract behaviour has a corresponding refined behaviour. 
Therefore an incrementally changed component is not necessarily strongly substitutable 
(see Section 3.2). If we strengthen the system morphism definition by also requiring that 
the refined net is at least as live as the abstract net (see Definition 4.20) then there is a 
labelling of the refined net such that a weak bisimulation holds between the abstract and 
refined net. This is proved in Proposition 4.21. 
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Definition 4.20. Consider an abstract net N', refined net N, related by system morphism 
: N —> N'. Given Yo * E aY such that Mo[Y0*)M, and given (t, c) E FE then we say N is 
at least as live as N' provided: 
a. VY E Y: 4)(E- (Y)) = 4)(E- )(4)(Y)) 
b. Yo* can be extended to a complete firing sequence Yo*Yi* such that: 
1. M[YI*)M1 (what we mean by completion) 
2. (1)(Y1*) = 0 (minimal completion) 
3. 4)(Mi ) = MC is a reachable marking of N' (by system morphism). 
c. if 4)(M) = M' and there is an enabled step Y' of N' from M', i.e. Mi [Y 1 ), then there 
is a complete step sequence Y* = 	Y„, of N such that: 
1. M[Y* > 
2- (1) (Yi) = • • •CYn-1) = 0 
3- (l) (Yn) = Y 1 
4- (1)(Yn+1) = • • • OKI) = 0 
d. if 4)(M) = M' and there is an enabled step Y' of N' from M' leading to Mc, i.e. 
Mi [Y 1 )Mc then there is a marking M1 of N and a complete step sequence Y* = 
Ym of N such that: 
1. M[Y1Y2...Y 1 > Mi  
2. 4(Ml)= M  
3. CYO = • • •4) (Yn-I) = 0 
4. 4)(Y„) = 
5 - (0(Yn+i) = • • • CYlli) = 0 
Note: 
a. The restriction of the tokens removed by a step is the same as the tokens removed 
by the restriction of the step. This implies that ignored transitions cannot remove 
tokens from retained places. 
b. Each incomplete firing sequence can be extended to a complete firing sequence. 
c,d. Each abstract step corresponds to some activity (111... Yn_1) which does not have 
a correspondence in the abstract net (e.g. some activity internal to supernodes or 
extensions), followed by some activity (Y„) which does have a correspondence in 
the abstract net, followed by further activity (Y+' • • KO which does not have a 
correspondence in the abstract net (e.g. some activity internal to supernodes or ex-
tensions). 
In Proposition 4.21 we prove that if a refined net is at least as live as the abstract net 
then the refined and abstract nets are bisimilar. The proof is joint work between the author 
and Lakos [1171. 
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Proposition 4.21. If the net N is a refinement of N' by the system morphism : N 	, 
and N is at least as live as N', then N is bisimilar to N'. 
Proof 
First we define the labelling functions. Let the labelling function, L' of the abstract net N' 
be such that each distinct firing element has a distinct label. (The identity function would 
suffice.) We define the labelling function, L, of the refined net, N, such that each firing 
element that maps to an abstract firing element under 4)  has the label 1.! (O((t ,c))), and each 
firing element for which there is no mapping defined has the label T. 
Thus L(Y*) = L'(4)(Y*)). 
We now prove N is bisimilar to N' by contradiction. In this proof, we relate markings as 
follows: if Mo[Yo*)MI, and thus Mcii[4(Y0*))M1',  then (MI , MI') E R. Suppose (Mo, MO) 0 
R where R is as defined in Definition 4.19. Then there are two cases: 
a. There exists z1 *, z2* E a(pA) such that M0 4 MI 	z2*> and M0' 4 Mc but not 
M1' 	z2*> . (Note that z1* may be empty.) 
In this case, since Mo 4 /141 4 then there exists 111*, Y2 * E aY such that 
Mo[Yi * )M1 [Y2 * ). 
The system morphism property (Definition 4.7 (c)) implies that 4)(Mo)[4)(1 71 * ))Mx1 
for some 	E M'. We first show that Mx' 	zf> - 
We know from Definition 4.20 (b) that Yi* can be extended to a complete sequence 
Yi *K *  where Ye * E crY and 4)(Y,*) = 0 such that Mo[111*Itc *)Mc for some M, E M 
and hence 4)(Mc) = Mx '. (Note that Yc * will be empty if Y1* is complete.) Now 
suppose (I)(M1) > Mx'. This implies to reach a marking Mc such that CAM = 
Mr' , then 4)(E — ( 17c * )) 0. However, Definition 4.20 (a) implies 4)(E — (K * )) = 
= 4)(E)(0) = 0. Therefore 4)(M1) < Mx'. Now we know that MI [Y2 * )• 
The system morphism property (Definition 4.7 (c)) implies that 4)(M1)[4)(Y2*)). There-
fore Mxi[0(172*))•  We also know that L(Y2*) = z2*. Again the definition of the la-
belling function then implies L! (4)(Y2*)) = z2*. Thus we have Mx' z7 > - 
Now we show that Mx' = M1'. We first observe that since the labelling function 
L' assigns distinct labels to all firing elements then for any Ma',Mb', Mc ' E M' and 
z* E cr(pA) if Ma ' Mb/ and Ma ' == Mc ' then Mb' = Me ' . Now, since 4)(Mo) = 
Mo' then M0'[4)(Y1 * ))Mx'. Further, by the definition of the labelling function, since 
L(Y1*) = zi* then Mo' 4  Aix'. But we knOw Mo' 4 M1 1 . Therefore MI' = . 
Thus we have shown M1'    z2.s> . This is a contradiction. 
b. There exists z1 * ,z2 * E a (PA) such that Mo' 4l m,'   z2> and Mo 4 M1 but not 
M1 	z' *> . (Note that z1* may be empty.) 
In this case, since Mo 4 M1 then there exists Yi* E GY such that Mo[YI * )M1 • 
Further, since Mo' 4  M1' then Mo'b4)(Yt*))M11,  and since M1' 4. M21 then there 
exists Y2 * ' E aV such that Mi'[Y2 */ )M2'• 
Now by Definition 4.20 (b) Y1* can be extended to a complete sequence Y1*K* where 
Yc* E aY and 4)(K*) = 0. (Note that Y,* will be empty if Y1* is complete.) Now since 
4)( 11c * ) = 0 then by the definition of the labelling function, L(YI*Y c *) = L(Y1 * ) = z1 * . 
Suppose that Mo[Yi*Y,*)Mc where Mc E M. By Definition 4.7 (d) 4)(Mc ) -= Mt'. 
Definition 4.20 (c,d) implies that there is a sequence Y2 * E oY such that Mc [Y2*) and 
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(1)( 112 * ) = Y2* / . Thus by the definition of the labelling function, Mo = 	Mc 	z' *>. • 
Since Mc is reachable from M1 by actions labelled by T (i.e. since Mc is reachable 
from M1 by K*) then Mo = 	M1 	z2 > . This is a contradition. 
We have observed a contradiction in all cases. Therefore (Mo, NA) E R. That is, N is 
bisimilar to N'. 
We have shown that if N is related to N' by a system morphism, and additionally N is at 
least as live as N' then N is (weakly) bisimilar to N'. The forms of node refinement given 
in Section 4.6 will not necessarily satisfy the at least as live as definition (Definition 4.20). 
This highlights that the system morphism requirements are weaker than those of bisimu-
lation. As we discuss in the next chapter this means that Incremental CPN Modelling 
is widely applicable in practice, whereas proposals requiring bisimilarity often cannot be 
used. We now discuss the implications of the at least as live as definition on place and 
transition refinement as presented in Section 4.6. 
The at least as live as definition (Definition 4.20) implies that the subnet refinement of 
the canonical basis of a superplace will not prevent a token that is input to the canonical 
basis from being offered in the output of the basis. For example, a subnet refinement of the 
canonical basis of a superplace must not deadlock and thus prevent a token that has been 
input to the basis from being offered by the basis. 
For transition refinement (supertransitions) the restrictions are more severe. This is not 
surprising since bisimulation is based on observing actions. The general form of transition 
refinement given in Section 4.6 will not satisfy Definition 4.20 (a). The reason for this is 
that an input border transition of a supertransition can consume a token from a place that 
has a corresponding abstract place, but the input border transition is not mapped by the 
system morphism. For the canonical basis of a supertransition to satisfy Definition 4.20 
(a) there must be only one input border transition. Rather than the switch transition it is 
the occurrence of the input border transition that is mapped by the system morphism. (An 
alternative to mapping the input border transition is to collapse the input border transi-
tion and the switch transition using a transformation such as those of Haddad [86] (See 
Section 6.3.8).) Further to this (and similar to place refinement), Definition 4.20 implies 
that the subnet refinement of the canonical basis of a supertransition must not prevent a 
received token from being offered. For example, a subnet refinement of the canonical ba-
sis of a supertransition must not deadlock and thus prevent a token that has been received 
from being offered. 
4.8 Summary 
In this chapter we presented Incremental CPN Modelling. This is a new approach to-
wards incremental change proposed by Lakos [116]. It consists of a general constraint 
on incremental change — that each refined behaviour must have a corresponding abstract 
behaviour — which is formulated in terms of morphisms on CPNs. In order to guide the 
developer to the forms of change that can be used to ensure this principle is followed, three 
specific forms of refinement were identified: type refinement, subnet refinement, and node 
refinement. It is expected that these will commonly be used in combination in practical 
applications. 
CHAPTER 4. INCREMENTAL CPN MODELLING 	 52 
In the next chapter we assess the practical applicability of type, node, and subnet 
refinement. We examine several case studies which suggest that, opposed to existing ap-
proaches, Incremental CPN Modelling is widely applicable in practice. 
Existing proposals generally focus on the substitutability of the incrementally changed 
component (see Chapter 3). Here the system must not be able to detect any difference be-
tween the original and incrementally changed component; this can be ensured using bisim-
ulation. In the final part of this chapter we examined the relationship between Incremental 
CPN Modelling and bisimulation, showing that if additionally the refined net is at least as 
live as the abstract net, then the refined net is bisimilar to the abstract net. 
Chapter 5 
Incremental CPN Modelling In 
Practice 
Practice is the best of all instructors 
PUBLILIUS SYRUS 
As we saw in Chapter 3 commonly existing proposals for constraining incremental change 
focus on the substitutability of the incrementally changed component. Our primary con-
cern with such proposals is that they are not widely applicable in practice. In this chapter 
we examine the applicability of Lakos's [116] Incremental CPN Modelling in practice. 
One concern identified with existing proposals for constraining incremental change 
was that, in general, they do not guide the developer to the forms of incremental change 
that are appropriate (see Chapter 3). Instead they simply provide condition(s) that must 
be satisfied. In contrast to this, Incremental CPN Modelling consists of not only a gen-
eral constraint to ensure conceptual specialisation, but also three forms of refinement that 
comply with the general principle (see Chapter 4), and therefore guide the developer to 
incremental change that is considered appropriate. 
Another concern with existing proposals identified in Chapter 3 was that it is often 
difficult to prove the relation required between the abstract and the refined model holds. 
Commonly such proposals cannot be statically checked. We argued in Chapter 3 that this 
was one reason why such proposals have not been adopted in formal languages. 
We begin this chapter with a discussion of how Incremental CPN Modelling can be 
statically checked. Then, in order to assess the appropriateness of the proposed refine-
ments, we examine case studies from the literature. Typically, these studies present the ap-
plication of a formal method to a real (or realistic) problem. They are therefore constrained 
by that formal method and its provisions for incremental change. Clearly it is unlikely that 
pre-existing case studies will use exactly the canonical refinements proposed in Chapter 4. 
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Nevertheless, it is valuable to compare the refinements used in the case studies with those 
supported in Incremental CPN Modelling and hence assess the practical applicability of 
Incremental CPN Modelling. These studies indicate that the Incremental CPN Modelling 
refinements are widely applicable in practice, whereas strong substitutability often does 
not hold. 
Finally, since the UML has become the de facto industry standard for modelling the 
dynamic behaviour of an object, we conclude this chapter with a brief discussion of the 
application of the refinements supported in Incremental CPN Modelling to the Statecharts 
of the UML. This last section has been previously published [125]. 
5.1 Checking Incremental Change 
In Incremental CPN Modelling, to check whether a refinement is valid involves checking 
that the definitions 4.9 — 4.14 hold. The important thing to observe is that these definitions 
are statically checkable. To check type and subnet refinement (definitions 4.9 and 4.11) 
we must check that the structure of the refined net is valid, that the refined colours are 
valid, and that the abstract effect of firing a transition with a given mode in the refined net 
is the same as the effect of firing the corresponding abstract transition (if it exists) with the 
corresponding abstract mode. Such checks could be performed by a tool as the user makes 
the refinement, or alternatively, could be performed once all refinements have been made. 
We have implemented such checks in the Petri Net tool Maria [136]. We observe that 
the time required to perform these checks is 0(n) where n is the total number of firing 
modes and token elements in the refined net. We therefore recommend that the number of 
firing modes and token elements be kept as small as possible. In a tool (such as Maria) 
which does not allow explicit definition of the firing modes of a transition, this can be 
achieved by keeping the colour sets of places as small as possible. 
To check that node refinements are valid (definitions 4.13 and 4.14), we must first 
check that the supernode consists of a canonical basis, and second that the refinement 
of the basis is a valid type and/or subnet refinement. The first check could be easily 
performed by the tool (or alternatively the tool could only allow node refinement with 
a canonical basis, meaning this check would not be required). The second check can be 
made as described above. 
5.2 Case Studies 
We now examine the incremental change used in several case studies. These studies are 
examined to assess the applicability of Incremental CPN Modelling constraints. Clearly 
there will be examples where the refinement used does not conform to Incremental CPN 
Modelling. However the majority of the studies we have examined are formulated (or 
can be easily reformulated) to use the Incremental CPN Modelling refinements. This sug-
gests that, opposed to existing proposals for constraining incremental change, the forms of 
refinement proposed in Incremental CPN Modelling are widely applicable in practice. 
The studies we examined were chosen from those relatively few studies available 
that provided enough information to make a detailed study of the incremental change 
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used. These studies are: the HTTD production cell study [41], the Graftab specifica-
tion of a Steam boiler Controller [179], the Cooperative Structured Editors model [29], 
the Hydro-Electric Corporation's Billing System [37], an Artificial Neuron Network life-
cycle [62], the implementation of a dataflow language [112], the Sliding-Window Proto-
col [113], the specification of services in an intelligent network [40], a Communications 
Gateway [74, 73], the Z39.50 Protocol [127, 123, 122], the Fieldbus Protocol [143], a Die 
Bonder Study [101], and an Air-to-Air Missile Simulator [82, 83]. Clearly it is not practi-
cal to present a detailed examination of all of the studies. The studies we present here have 
been chosen since they: form a representative sample of those studies examined, are indus-
trial studies, and are published in international conferences or journals. In Section 5.2.6 
we provide a table summarising the types of changes made in all the case studies exam-
ined. In our presentation we do not provide declarations or functions for the nets since the 
refinement made can be conveyed to the reader without these. We refer the reader to the 
cited publications for full details of the nets, including declarations and functions. 
Some of the case studies we examined were formulated using the Design/CPN tool [105] 
which supports substitution transitions as a means of abstraction but without behavioural 
constraints. Substitution transitions are like macros or textual substitution: they maintain 
structural compatibility, but there is no concept of abstract behaviour. The semantics of 
the construct are defined in terms of textual (or graphical) substitution. This means that 
even if the designer has in mind a notion of abstract firing, there is no way to capture this 
formally in the model, either as an aid to understanding or as a hint to improve analysis. 
5.2.1 Designing and Verifying a Communications Gateway Using CPNs 
The concept of a packet radio network has been developed to allow military users deployed 
in the field to get access to civilian services and to integrate military communications at all 
levels of command and control with the civilian infrastructure. However, civilian telecom-
munication networks are increasingly broadband networks that offer a large number of 
services. Floreani et al [74, 73] have used the Design/CPN tool [105] to specify and verify 
a gateway between a narrowband packet radio network and a broadband-ISDN network. 
The design of this gateway is complex, partly due to its distributed nature, and there-
fore, although the CPN formalism does not directly support incremental specification, the 
methodology employed in the case study involved repeated use of incremental specifica-
tion. 
The most abstract model is given in Figure 5.1. This model describes the basic me-
chanics of the model. It consists of the sending and receiving interfaces of the gateway, 
a service handler that manages specific end user service (voice, data, messaging) trans-
fer through the gateway, and the Call Control Application (CCA). The CCA is the entity 
where call control is mapped between the two networks. In the most abstract model the 
CCA was represented simply as a place. This meant that " ... fundamental problems such 
as call setup and release issues could be resolved at higher levels before the intricacies of 
the lower levels clouded the issues." [73, p. 73]. This is exactly the situation we see as 
typical of incremental specification. 
The transitions send_prims, rec_prims, and sh_prims, are substitution transitions that 
handle the setup and release of calls, and configuration of the service handler, respectively. 
As noted previously, the substitution transitions supported by Desigm/CPN are like macros: 
they maintain structural compatibility, but not behavioural compatibility. However, in 
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Figure 5.1: Abstract model of a communications gateway 
this case study, these particular substitution transitions do satisfy the requirements for 
transition refinement, and hence the explicit use of transition refinement would increase 
the clarity of the model and guarantee behavioural compatibility between refinement and 
abstraction. 
Additionally, in this abstract model Floreani defines a colour set containing the infor-
mation required for setting up a call, and a colour set with this information plus addressing 
information. It is clear that this latter colour set is a type refinement of the former. 
Once the interfaces were verified to behave correctly, the abstract model was further 
refined. The CCA was replaced with a subnet that models sending, receiving, and gateway 
call control. The refined net is shown in Figure 5.2. Once again the transitions of this 
model are substitution transitions which again satisfy the Incremental CPN Modelling 
requirements for transition refinement. 
It is useful to briefly explain the operation of the CCA. Call setup messages, are passed 
to the Sending Call Control (SCC). If the call is accepted for further processing (depend-
ing upon interaction with the Sending Resource Management (SRM)), the SCC requests 
a gateway connection from the gateway call control by passing a token to GCCIO. The 
gateway call control queries the node location process and the gateway resource manage- 
ment process to look up routing information and evaluate the available gateway resources 	. 
respectively. If the destination address can be found and there are enough resources avail- 
able within the gateway, then the gateway informs the service handler. This involves setup, 
negotiation of mapping parameters, and the user service mapping within the gateway. If 
successful, the gateway passes the call setup information to the Receiving Call Control 
(RCC) for transfer to the end user. If the end user accepts the call, a connect message is 
passed back to the calling user and the user service, such as file transfer, can commence. 
In Figure 5.3 we have modified the net of Figure 5.2. The place SCC_RCC_GCCIO 
has been added, as have transitions connecting this place to the SCC, RCC, and GCCIO 
places. The SCC_RCC_GCCIO place has a type equal to the union of the types for the 
SCC, RCC, and GCCIO places. The SCC_RCC_GCCIO place serves as a combined in-
put and output place for the gateway. That is, the requests and responses of the gateway 
are input to or taken from the SCC_RCC_GCCIO place rather than being input directly 
to the SCC, RCC, or GCCIO place as appropriate. By replacing the SCC_RCC_GCCIO 
place of this modified net with input, output, and buffer places and associated accept and 
offer transitions we can obtain a canonical node refinement. Although (a refinement of) 
the additional place SCC_RCC_GCCIO is required under the constraints canonical refine-
ments, this place is actually redundant. It is therefore clear that the behaviour of the net 
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of Figure 5.3 is equivalent to the behaviour of the net of Figure 5.2 and hence the gateway 
refinement is equivalent to a canonical node refinement. 
We observe that in the abstract model, when a connect indication is made, or setup re-
quested, the appropriate token will always be accessible from the gateway place. However, 
this is not the case in the refined model, where a connect indication can be requested and 
fail because resources are not available, or if the destination address cannot be found. Sim-
ilarly, a connect setup request can fail because not enough resources are available. Thus 
not every behaviour of the abstract net will have a corresponding behaviour in the refined 
net. That is, the refined net does not satisfy the strong substitutability requirements of the 
proposals in Chapter 3. 
In his Ph.D. thesis, Floreani [73] uses trace equivalence to relate the abstract and re-
fined model, which seems an appropriate consistency relationship between the service and 
protocol specifications of a protocol. However, we note that the relationship can also be 
captured by our forms of incremental specification. The relationship between these two 
approaches is a subject for further research. 
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5.2.2 The Z39.50 Protocol 
The intent of the Z39.50 Protocol for Information Interchange [13] is to provide the ker-
nel of a client/server system that allows computer-to-computer information search and 
retrieval. The standard was developed to overcome the problems associated with multiple 
database searching such as needing to know the unique menus, command language, and 
search procedures of each system accessed. 
Lakos and Lamp [127, 123, 122] have modelled both the 1992 and 1995 versions [12, 
13] of the Z39.50 protocol. The Z39.50 standard defines the operation of what is called 
the Z39.50 origin and target, which are those parts of the client and server respectively that 
provide the facilities associated with networked information search and retrieval. In order 
to capture the structure more clearly, Lakos and Lamp model a number of origin-initiated 
services (including Initialize, Release, Search, Present) using a particular style of subnet 
shown in Figure 5.4. The state place indicates the state of the subnet. The subnet can be 
in one of three states: an initial state, an intermediate state, and a final state. In this net, 
when there is a request message to transmit and the protocol entity is in its initial state, 
the transition send sends the request from the origin to the net. The receive transition can 
fire if the appropriate response is received from the net and the protocol entity is in its 
intermediate state. The appropriate indication message is then sent to the protocol user 
and the protocol entity enters its final state. 
Similarly Lakos and Lamp model a number of target initiated responses with a generic 
net. The Z39.50 protocol can then be specified by using an instance of the request service 
subnet for each of the different possible requests (including Initialize, Release, Search, 
Present), and an instance of the response net for each of the possible responses. 
The information to be stored in each message is defined in the Z39.50 specification. 
For example, a search request (i.e. a request sent by the origin to query databases at the 
target) includes the names of the databases to be queried, the actual query, etc. However, 
this information does not affect the basic operation of the Z39.50 protocol, and therefore 
Lakos and Lamp have used a minimal message format which does not include such infor-
mation. It was intended that this information would be included in a more detailed model. 
This would correspond to the use of type refinement. 
Access control introduces an access rights challenge into the middle of the normal 
request-response interaction. Access control has been incrementally added to the generic 
nets. The request service enhanced with access control is shown in Figure 5.5. The mes-
sages of the original net are extended to include access requests and responses, and the 
Figure 5.4: Z39.50 request service 
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subnet is enhanced with the ability to respond to an access control (the added components 
are rendered with thicker lines). 
An access challenge sent from the target will be received in the fromNet place. If a 
request appropriate to such a challenge has previously been sent by the origin, then the 
receive challenge transition will remove the challenge token from the fromNet place and 
add a token to the access challenge place (and to the confirm place, to indicate a challenge 
has been received). The send response transition then retrieves both the challenge (from 
the access challenge) and the appropriate response (from the request place) and sends the 
response to the target (by placing it in the toNet place). 
The refinement shown in Figure 5.5 does not qualify as a subnet refinement, since 
subnet refinement requires that every refined behaviour has a corresponding abstract be-
haviour. This is not the case since the receive challenge transition extracts a sent message 
from the sent place. (Recall that under subnet refinement, Definition 4.11, a transition 
added by subnet refinement can refer to, but cannot permanently modify, an original place.) 
However, access control refinement can be formulated using subnet refinement by in-
troducing a duplicate Sent place as shown in Figure 5.6. Since the duplicate sent place 
is introduced by subnet refinement then the stringent requirements for existing places no 
longer apply. 
Since an access control challenge may fail then not every behaviour of the abstract net 
will have a corresponding behaviour in the refined net. That is, the incremental addition 
of access control will not satisfy the strong substitutability requirements of the proposals 
in Chapter 3. 
The protocol entity' was further refined in order to support the abort service, which 
allows for abrupt termination. The abort service is not acknowledged and can be initiated 
by either the target or origin. Once again it is possible to model this refinement using 
subnet refinement, but not the stronger proposals of Chapter 3. 
In addition to these incremental changes, Lakos and Lamp consider whether the later 
version of the protocol (the 1995 version) can be expressed as a modified version of the 
earlier one (the 1992 version) [122]. One improvement of Z39.50-1995 over the Z39.50- 
1992 is the support for segmentation of retrieval responses. Once a search has taken place, 
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the result set is established and the actual records can then be retrieved. Given the variabil-
ity of the length of the records, it is possible to return multiple records in each response 
(if the records are relatively short), or only part of a record (if the records are relatively 
long). Provision for the first is referred to as level 1 segmentation, while additional provi-
sion for the second is referred to as level 2 segmentation. Both are accomplished by the 
target sending a number of Segment requests followed by the Present response. (These are 
referred to as Segment requests rather than responses in order to fit the request-response 
paradigm of the protocol.) 
This extended service has been modelled as subnet refinement of the basic request 
service, as shown in Figure 5.7 (again the newly added components have been rendered 
with darker and thicker lines). 
Another significant change from the 1992 version was to introduce concurrent pro-
cessing of requests. In the 1995 version, the services still have the same sequence of 
operations. The difference is that access to the token of the state place should not pro-
hibit other services from accessing this token. To accommodate this the state place was 
replaced with the subnet shown in Figure 5.8. Now the place avail contains a single token 
that records a list of the available services. This place is updated each time a request is 
sent or received. The tokens in the place active are copies of the services that have been 
offered to the environment. This refinement does not qualify as a place refinement since 
tokens are not conserved. That is, when a token is taken by the environment, (by firing the 
get transition), a new token is also deposited in the avail place. 
The fact that this change does not qualify as a place refinement is not too surprising 
given the radical nature of the change. This change demonstrates that the use of inheritance 
can lead to new components which are not behaviourally compatible with their original 
component. 
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Figure 5.7: Z39.50 request service with segmentation 
Figure 5.8: The subnet to support concurrent operations 
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5.2.3 Fieldbus Protocol 
To meet new challenges in factory automation and process control, new local area network 
architectures, called Fieldbus Networks, have been proposed. The proposed architectures 
are hierarchical, where floor level devices (sensors and actuators), at low speed, are linked 
to their controlling devices and controlling devices can be linked among themselves at 
higher levels and higher speeds. The International Society for Measurement and Control 
(ISA) Data Link Layer (DLL) protocol has been proposed to handle such distributed con-
trol, and has been modelled using Design/CPN [143]. The top-level view of the system is 
shown in Figure 5.9. 
All the transitions in that view are substitution transitions and capture the logic of the 
various devices. All the places are simple places which are used to convey delegation of 
commands and associated time periods to the devices. The LAS-Model captures the logic 
of the Link Access Scheduler (LAS) with regard to arbitrating the synchronous and asyn-
chronous delegation of commands and time slices to the various devices. The LAS-DLE is 
the Data Link Element (DLE) for the LAS, which therefore captures its own requirements 
for time slices. Three instances of sensors (which return information about device status) 
are indicated, as are three instances of actuators (which receive data to modify the device 
status). 
Time slices are allocated regularly to the devices according to their fixed requirements. 
This is known as the synchronous phase. Time is also allocated as available and as required 
for miscellaneous tasks such as data collection and error reporting. When the LAS-Model 
wishes to perform the synchronous token delegation for a sensor, it deposits a token in the 
place CD] (for Compel Data 1) and then waits until the sensor relinquishes control and 
returns the relevant status information by depositing a token in the place DT1 (for Data 
1). The synchronous token delegation for an actuator only requires data to be sent (i.e. no 
response is expected) and hence is achieved by the LAS-Model depositing a token in the 
place CD2 (for Compel Data 2), whereupon the LAS-DLE deposits a token in the place 
DT2 (for Data 2) that is consumed by the relevant actuator. The LAS-DLE also deposits a 
token in the place End-DT to indicate the time when the actuator will be ready. 
Figure 5.9: Abstract view of the fieldbus protocol 
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When the LAS-Model wishes to perform the asynchronous token delegation for sen-
sors, actuators, or even itself, it deposits a token into the place Pol-Del and waits till a 
token is returned into the place Pol-Ret. Each device has a rather complex subnet for com-
puting the time consumed out of the asynchronous time delegation and the possible further 
requests for time. 
The key point is to recognise that the above abstraction captures a lot of information 
about the behaviour of the system. Sensors and actuators have the notion of abstract firing 
in two different sets of modes. One set of modes relates to the synchronous token dele-
gation, and the other set of modes relates to the asynchronous token delegation. Each one 
of these consumes a token and produces a token after some internal activity. (Actuators 
are slightly different in only consuming a token during the synchronous token delegation.) 
Thus, the substitution transitions for sensors and actuators basically satisfy the criteria of 
Incremental CPN Modelling for transition refinement. The abstract view will probably 
allow an arbitrary order of token delegation, while the refinement will constrain that order 
by the internal logic of the various components. 
However, as presented in the original paper, these substitution transitions exhibit fur-
ther complexities. Firstly, they share information via place fusion. This is not supported 
by Incremental CPN Modelling, but the same effect could be achieved by passing this in-
formation via additional interface places. Secondly, the system incorporates the notion of 
simulated time so that simulations can collect performance results. It would be useful to 
incorporate time into Incremental CPN Modelling. 
5.2.4 Modelling a Die Bonder with Object -Oriented Timed Petri Nets 
Janneck [101] uses an 00 Timed PN language [71] to model a die bonder. A die bonder is 
a manufacturing machine used in the integrated circuit packaging process to glue silicon 
dies onto lead frames. 
The model presents a number of incremental changes, including the modelling of the 
PickAndPlace component, which is one of three main components in the die bonder model. 
The PickAndPlace component synchronises the picking of a new die (from the wafer table) 
and the bonding of the die onto the lead frame. An abstract model of the PickAndPlace 
component is shown in Figure 5.10 1 . The component receives a ready signal from the 
wafer table (in place WHready). After the die is positioned it is indicated that the die 
has been picked (DiePicked). When the lead frame is in position the component receives 
a ready signal (in IndexerReady) and after the bonding time has elapsed, the component 
indicates that the die has been bonded (by placing a token in DieBonded). 
The abstract model is then refined as shown in Figure 5.11. Here each of the picking 
and bonding transitions are refined into two transitions, shown with a dashed outline. Such 
a refinement could be achieved using the notion of transition-refinement. However, the 
motivation behind this refinement was to split the delay time for picking and bonding 
into two parts, one being fixed by the necessary mechanical movements, and one being 
a process parameter that can be configured on the machine. The inclusion of time in 
Incremental CPN Modelling is a matter for further work. 
I Note that the language used [71] includes a notion of interfaces, but to avoid introducing further notation 
we simply use places to represent these interfaces. Also note that some places have not been named since they 
are not named in [101]. 
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The final refinement of the PickAndPlace component is shown in Figure 5.12. The 
arc with a circle at one end is an inhibitor arc which tests for the absence of tokens. This 
refinement takes into account that the moving arm sometimes has to be stopped whenever 
the image acquisition for the optical positioning of the wafer table is not yet complete. 
This happens when the arm is faster than the ready signal from the wafer table. As it 
stands, this refinement is not valid according to Incremental CPN Modelling. However, 
essentially this refinement introduces new behaviour for when the die is ready to be picked, 
and a node refinement of the ReadyToPick place can achieve the same effect. (Incremental 
CPN Modelling does not consider inhibitor arcs, but any coloured net with inhibitor arcs 
can be transformed to a behaviourally equivalent coloured net without them [49]). 
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Figure 5.10: An abstract model of a Die Bonder 
Figure 5.11: The first refinement of the Die Bonder 
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Figure 5.12: The second refinement of the Die Bonder 
5.2.5 Air-to-Air Missile Simulator 
Gordon and Billington [82, 83] have used Coloured Petri Nets and the Design/CPN tool [105] 
to design a distributed air-to-air missile simulator, intended to be used as a platform for 
testing missile guidance and control algorithms. The physical system modelled consists of 
an engaging aircraft, with an air-to-air missile on board, and a target aircraft. When the en-
gaging aircraft detects the target, it launches the missile. After launching, the missile uses 
its own guidance system to track the target. The model simulates from when the missile is 
launched. It does not simulate the launching aircraft or launching procedure. 
The missile has two physical devices that detect the location of the target: a radar (RF), 
and an infrared sensor (IR). Both mechanisms are used to improve accuracy. For example, 
the radar can give inaccurate data if electronic counter measures are taken by the target. In 
this case infrared data will be used. 
The methodology used in this case study involved first developing an abstract model 
and then refining this model. The abstract model is shown in Figure 5.13. It has two parts: 
the graphical user interface (GUI), and the simulator. In this abstract model, the simulator 
is represented simply by the Simulate transition. 
The abstract model is refined to include the details of the simulation algorithm The 
refined model is presented in Figure 5.14. (Note that to avoid clutter we have not described 
the colours of the nodes of the refined model nor included a description of the functions. 
Gordon [82] describes the colours and functions.) The refinement consists of node refine-
ment of the Simulate transition, node refinement of the Outputs place, and type refinement 
to introduce three dimensional coordinates to describe the position and velocity. 
The refined Outputs place consists of four places — RFRange, IRRange, TargetToGUI, 
and MCToGUI) — each of which serves to transfer tokens from the refined Simulate tran-
sition to the GUI. To avoid crossing arcs, we have duplicated these places in the refined 
Simulate transition subnet. The refined Simulate transition consists of four main compo-
nents: Target, Radar, Infrared, and Missile Control. Each component has been enclosed 
in a dashed box in Figure 5.14. The purpose of each of these components is to calculate 
new target, radar, infrared, and missile positions and velocities respectively. 
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The refined model is started by the occurrence of the Start transition and the change 
to the target made by the user is sent to the refined Simulate transition. Firstly the Target 
component calculates the new actual position of the target. This new position is subse-
quently used in the Radar and Infrared components where tracking algorithms estimate 
the position of the target. Using these estimated values, the Missile Control component 
estimates the missile position and missile trajectory. Finally, the missile position, radar 
and infrared values, and target position are relayed to the GUI, allowing either a Miss or 
Halt to occur. The occurrence of Miss starts a new simulation, whereas Halt will stop the 
simulation. 
The net of Figure 5.14 is slightly different from that presented by Gordon and Billing-
ton since their model does not use canonical node refinement. In general the canonical 
construction of a refined place is required to ensure that the general requirements of In-
cremental CPN Modelling hold (namely that every refined behaviour has a corresponding 
abstract behaviour). However, in the case of the refinement of the Outputs place, since the 
abstract place is simply replaced by four places then clearly every refined behaviour has a 
corresponding abstract behaviour, and the canonical construction is not required. For the 
refined Simulate transition we have added the basis places, transitions, and arcs. That is 
we have added the received, and send (recd, sendl , send2, send3, send4), and the begin 
and switch transitions. In Figure 5.14 thicker lines have been used to highlight these added 
components. By adding these components the supertransition of Figure 5.14 satisfies the 
requirements for canonical transition refinement (Definition 4.14). The added components 
do not constrain the occurrence of any transition internal to the refined Simulate transition 
(except that the output border transitions must occur after the switch transition). Therefore 
every firing sequence in the model we present is equivalent to a firing sequence in the 
model of Gordon and Billington, where the occurrence of the begin and switch transitions 
in the refined sequence are hidden. 
We note that in the abstract model of the missile simulator there is a non deterministic 
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choice as to whether the missile will hit the target. However, the introduction of coordinate 
data means that the choice becomes deterministic and hence the missile may never hit 
the target. Thus refinement does not satisfy strong substitutability requirements of other 
proposals. 
5.2.6 Case Study Summary 
Clearly proposals for incremental change are of little value in practice if they need to be 
consistently broken. We have examined several case studies for their use of incremental 
change, and observed that the forms of refinement supported in Incremental CPN Mod-
elling are commonly applicable in practice, whereas the strong substitutability often does 
not hold. Table 5.1 gives a summary of the refinement used in the various case studies we 
have examined. The type, subnet and node columns indicate type refinement, subnet re-
finement, and node refinement were used respectively. The other column indicates that the 
refinement used is not valid under Incremental CPN Modelling. The column Not strong 
subst. indicates that weak bisimulation does not hold between the original and incremen-
tally changed model. Strong substitutability, is required by many existing proposals for 
constraining incremental change (see Chapter 3), and therefore this column indicates the 
case studies whose incremental change would not be valid under most existing proposals. 
Case Study Type Subnet Node Other Not strong subst. 
Communications Gateway V ../ V 
Z39.50 Protocol V V V V V 
Fieldbus Protocol V V V 
Sliding Window Protocol V V 
Die Bonder V V 
Cooperative Editors V 
Missile Simulator V V V 
HTTD production cell V 
Steam boiler V V 
HEC Billing System V V 
Neuron Network lifecycle V V 
Dataflow language V V 
Table 5.1: Summary of case studies 
5.3 Incremental CPN Modelling Applied to the U1VIL 
The concern for the practical application of constraints on incremental change has also led 
us to consider the implications of Incremental CPN Modelling in the UML [125]. 
As noted in Chapter 2, in 00 modelling it is common to describe dynamic behaviour 
using a Petri Net or State Transition Diagram. Coloured Petri Nets provide a formal and 
powerful modelling framework. Coloured Petri Nets have a lot in common with the state 
machines mandated for use in the UML. There is a natural correspondence between state 
components and between state transition components in the two models. The inclusion of 
actions in a UML statechart is more involved but can be captured by token modification 
and additional transitions [114]. 
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There are two significant differences with respect to state components. Firstly, the 
tokens resident in CPN places capture all the data of a system, whereas the data associated 
with a UML state machine is captured in three ways: as the current state of the machine, as 
the globally accessible data values associated with the object, and as the events in transit 
between state machines. Clearly, CPNs will wrap the first two together into one set of 
places, and will have a separate set of places to support event transmission. Secondly, 
multiple tokens may correspond to multiple objects with the same lifecycle, whereas state 
machines normally assume one associated object. This is not a significant issue since the 
two views just represent different ways of folding Petri Nets [113]. 
The correspondence between state transition components is even more direct, given 
that a similar notation is adopted for so-called concurrent transitions in UML. The bar 
notation is only used for such transitions in UML, while they are always used in the Petri 
Net context. While UML transitions do not directly specify firing modes, nevertheless 
the event parameters and the access to the object state correspond to the CPN transition 
firing modes. It is also worth noting that the form of state machines supported by UML 
are more constrained than the possibilities available as CPNs. This is primarily apparent 
in the restrictions on concurrency (see Appendix A.2). 
Given the above correspondences between CPNs and object lifecycles, it is appropriate 
to use the above forms of refinement to maintain behavioural consistency between the 
lifecycles of superclasses and subclasses, within the constraints of UML state machines, 
as detailed below. 
Type refinement allows the replacement of types by subtypes provided that the subtype 
values can be projected onto supertype values. As noted above, such data values will arise 
as the value of an object and as event parameters. Thus, this form of refinement translates 
into UML as maintaining consistency between the refined and abstract value of an object, 
and by maintaining behavioural consistency between a refined and abstract lifecycle in the 
presence of refined events. Typically this will mean that additional attributes can be added, 
or that the type of existing attributes can be changed to subtypes, and that the structure of 
the state machine remains the same. 
Subnet refinement allows the addition of states and transitions provided that a refined 
transition sequence can be mapped to an abstract sequence by ignoring the additional com-
ponents. In the UML, this means that additional concurrent substates can be introduced 
provided that the associated transitions respond to (and produce) new events 2 . Similarly, 
new self loops can be introduced (for new events), even if these involve a sequence of 
new states and new transitions. The important thing here is that the occurrence of that 
loop returns to an original abstract state without having traversed other abstract states or 
processing preexisting abstract events. 
Node refinement allows a state to be refined into a hierarchical state with an arbitrary 
number of components. In UML, this corresponds to replacing a simple state with a com-
plex state. The key issue is that the refined state always has a corresponding abstract 
state. This is already guaranteed by the semantics of such hierarchical states. That is, the 
well-formedness rules for complex states (see Appendix A) are sufficient to guarantee the 
required relation between the substates and the complex state. Similarly, node refinement 
allows a transition to be refined into a sequence of transitions. (A concurrent transition can 
2The constraints on concurrency in the UML will mean that the transition must enter one of these newly 
added concurrent substates when it enters the complex state containing them. 
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be refined into a more complex set of transitions.) Each complete firing sequence of such 
a sequence will correspond to a firing of the original abstract transition. 
5.4 Summary 
As we saw in Chapter 3 it is common for existing proposals that constrain incremen-
tal change to focus on the substitutability of the incrementally changed component. Our 
primary concern with such proposals is that they are difficult to use in practice. Incremen-
tal CPN Modelling embodies a general principle to ensure conceptual specialisation, and 
three forms of refinement that comply with the general principle (see Chapter 4). In this 
chapter we examined the practical applicability of Incremental CPN Modelling. 
One concern we identified with existing proposals for constraining incremental change 
was that it is difficult to prove the proposed relation holds. Commonly such proposals 
cannot be statically checked; even automated non-static checks are often infeasible. We 
argued in Chapter 3 that this was one factor limiting the practical value of such propos-
als. We began this chapter with a discussion of how the Incremental CPN Modelling 
refinements can be statically checked. We then examined several case studies that use in-
cremental change. The majority of the incremental change observed can be achieved using 
Incremental CPN Modelling. In some cases changes were required to the models, but in a 
proper tool this would not be the case. In contrast, other proposals requiring strong substi-
tutability are often such that the incremental change used in the case studies would not be 
allowed. Our assessment is therefore that Incremental CPN Modelling is widely applica-
ble. We believe that its use would help to clarify the models and guarantee the conceptual 
specialisation which is in the mind of the developer, as well as guide the developer to the 
appropriate forms of incremental change, and (as is shown in the second part of this thesis) 
provide a mechanism to improve the state space construction and therefore help alleviate 
the state space explosion problem. 
Part II 
Incremental Analysis 
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Chapter 6 
State Space Reduction Methods 
State explosion cannot be cured without losing some analysis capability 
ANTTI VALMARI 
A major advantage of formal methods is that they allow for formal reasoning. State space 
methods (SSMs) are one of the most promising formal reasoning techniques, but they 
suffer from the state space explosion problem. This chapter introduces SSMs and explores 
some of the various approaches that have been proposed to alleviate state space explosion. 
6.1 Formal Reasoning Techniques 
There are two main approaches to verification, analysis, validation and error detection 
using formal methods: state space methods and theorem proving methods [194]. 
Theorem proving methods are based on formulating a correctness claim as a mathe-
matical theorem, and either manually or with the aid of a theorem proving tool, attempting 
to prove or disprove the theorem. As Valmari observes, generally the proof uses several 
invariants and variant functions. An invariant is a property that all states of the system 
must have. Invariants are used for showing the system does only acceptable things. Vari-
ants are an upper limit to the number of times something can happen before something else 
happens. Variants are used to show the system makes progress, and eventually does the 
things it should do [194]. If a theorem proving tool is used, then the invariants and/or vari-
ant functions must be provided by the user. Such a tool also often requires much human 
assistance to prove the theorem. Hence, theorem proving methods require highly skilled 
personnel and can take a lot of time [53]. 
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Other drawbacks of theorem proving methods are that they are focused on proving 
correctness and are difficult to use to provide debugging information (information on the 
nature and location of errors) and for the analysis of behaviour (i.e. answering the question 
of how the system behaves as opposed to whether it behaves in a given way) [194]. 
Conversely, SSMs are automatic and can be used for analysis and error detection as 
well as verification. State-based methods are therefore seen as one of the most promising 
formal reasoning techniques [194]. SSMs involve the investigation of all states that a 
system can reach given initial values for its input parameters. Most SSMs investigate 
the reachable states by constructing a directed graph called the Reachability Graph (RG) 
(also known as the Occurrence Graph [103]). In its most basic form a reachability graph 
(see Definition 7.1) is a directed graph consisting of all the states the system can reach 
from its given initial state. Each vertex of the graph is a unique state, and each directed 
edge is labelled with the action that leads to the next state (i.e. the next vertex of the 
graph). A reachability graph represents an interleaving semantics of a system. That is, 
it does not model the possibility of two or more actions occurring simultaneously. (It 
is possible to extend the reachability graph so that each edge stores a set of actions that 
occur simultaneously. Such a model is said to represent step semantics. However such 
extensions are rarely used.) 
An example of a reachability graph is that of the dining philosophers Elementary Net 
system (Figure 2.5), shown in Figure 6.1. The top line of each vertex lists the philosophers 
that are thinking and the next line lists the ones that are eating. (In this figure we have not 
included transition labels with the edges of the graph.) 
Figure 6.1: Dining philosophers reachability graph 
SSMs can be applied by less trained personnel, and provided the state space is not too 
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large they are usually fast [194]. SSMs are often able to answer a wide range of analysis 
questions from the generation of one state space. If for some reason the system cannot be 
fully investigated then SSMs can be used to give partial answers. However, SSMs are not 
without their problems. 
In general, SSMs are limited to investigating the system given a set of initial values. 
The state space must be regenerated if these initial values change. Another drawback of 
SSMs is that the system to be analysed must be finite-state, or a finite part of an infinite 
state system. (There have been methods for approximating certain types of infinite-state 
systems by finite-state systems, so that SSMs can be used [16, 8].) 
The biggest problem associated with SSMs is the state space explosion problem. Un-
fortunately, owing to simple combinatorics, the number of states of a system tends to 
increase exponentially as the complexity of the system increases. That is, the size of a 
state space of a system tends to grow exponentially in the number of its processes and 
variables. The state space explosion means that the total number of states of a system is 
often far too large with respect to resources (time and space) to be fully generated. 
The state space explosion problem is the primary obstacle to practical application of 
SSMs [194]. Holzmann illustrates that the state space explosion from composing even two 
simple communicating processes can easily make analysing a concurrent system imprac-
tical [93]. 
A general algorithm for computing the space of an arbitrary Petri Net is intuitively 
exponential. However unpleasant complexity results do not guarantee that state space 
techniques cannot be used in practice. The great advantages of SSMs have motivated 
many researchers to try to find ways of alleviating the problem. There is a large amount 
of literature on this area and we cannot hope to provide a comprehensive survey of all 
the techniques. Instead, in this chapter we introduce some of the strategies used (Sec-
tion 6.2) and survey some of the reduction techniques (Section 6.3). For a more detailed 
examination we refer the reader to Valmari's excellent article [194]. 
6.2 State Space Reduction Strategies 
There have been many attempts to combat state space explosion. Such attempts gener-
ally involve reducing the number of states constructed in the state space algorithm. A 
notable exception to this is the parallelisation of conventional reachability algorithms (e.g. 
Caselli [45]). The effectiveness of such parallel algorithms depends on factors such as 
the structure of the model and the architecture of the machine. In this section we con-
sider general state space reduction strategies, including: removing information from the 
state space (Section 6.2.1), representing the state space more efficiently (Section 6.2.2), 
taking advantage of the compositional structure of a model (Section 6.2.3), preprocessing 
the models to produce a smaller state space (Section 6.2.4) or only investigating part of 
the whole state space (Section 6.2.5). The consideration of specific state space reduction 
methods is deferred to Section 6.3. 
6.2.1 Removing Information 
Fortunately, it is often the case that we are only interested in analysing certain properties 
of the model and can therefore reduce the information in the graph without affecting the 
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properties under consideration. The main obstacle with removing information is to remove 
it so that the properties of concern are not affected. A technique to reduce the information 
in the graph is partial order reduction (Section 6.3.1) 
6.2.2 Compression 
This approach involves storing the state space (or part of it) in a non-standard, dense way. 
The main obstacle with compressing the storage of the state space is that if the information 
is represented more densely, it can become too difficult to use. For example, the net itself 
is a representation of the state space but is too compressed to be useful. Compression 
techniques include those that take advantage of equivalence relations (Section 6.3.2) and 
binary decision diagrams (Section 6.3.3). 
6.2.3 Compositional Techniques 
The advantages of using a modular structure are well known, and therefore many for-
mal methods advocate the use of modularity. (For some formal methods such as process 
algebraic techniques, compositionality is inherent). Compositional state space reduction 
techniques aim to take advantage of the modularity in a system to combat the state ex-
plosion. Compositional state space reduction is a desirable goal because it has the po-
tential to significantly increase the size of the systems that can be analysed with given 
computer resources [1911 Such techniques (e.g. those of Christensen and Petrucci [51], 
Yeh and Young [206], Kemper [107], Cheung and Kramer [47], and Valmari [191, 192]) 
work by analysing each module separately and combining the results of these analyses 
to analyse the whole system. The approach taken by Yeh and Young [206] and by Che-
ung and Kramer [47] is a divide-and-conquer approach, where reachability graphs of sub-
systems are independently derived, simplified and then combined to form representations 
of successively larger parts of a complete system. The approach taken by Christensen and 
Petrucci [51] and Kemper [107] involves using the modular structure for partial order re-
duction (the Christensen and Petrucci [51] approach is discussed further in Section 6.3.5). 
6.2.4 Preprocessing 
The state space can be reduced by modifying the system description before the construc-
tion of the state space, or by taking the needs of the state space into account when the 
system is first modelled. For example, it is customary to use as few variables as possible 
and to restrict their type to be as small as possible. It is also customary to make the degree 
of atomicity of transitions as coarse as possible [194]. It is possible to use sound theories 
and automatic tools for preprocessing such that the modified model can be used to answer 
certain properties of the original model. An example of preprocessing is reduction theory 
which is discussed in Section 6.3.8. 
6.2.5 Partial State Space Exploration 
Some believe the state space explosion problem is so big and fundamental that it will never 
be possible to find the complete state space for large-scale systems. However, even partial 
analysis (that is, exploration of only part of the full state space) can detect errors that 
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tend to be fundamentally different from those found by simulation [194]. It is therefore 
common to only investigate critical parts of the whole state space, possibly by making 
assumptions or abstraction on the other parts of the state space. 
Another common technique is to use on-the-fly verification. Here the algorithm that 
checks the validity of a property is integrated into the algorithm that constructs the state 
space. If at any stage in the construction an error against the property is found, then the 
algorithm stops. Hence the algorithm does not provide major advantages for a correct 
system, but can reduce the time to find errors in a system. This can be significant be-
cause incorrect systems tend to greatly increase the number of states compared to a correct 
system [194]. 
6.3 Survey of Efficient State Space Reduction Techniques 
We now survey some of the more popular techniques that are used to combat state space 
explosion. This survey briefly explains the technique and discusses the time overhead in-
curred by the technique. We note that the amount of reduction achieved by each technique 
is problem specific and so general results on the amount of reduction achieved cannot be 
given. 
6.3.1 Partial Order Reduction 
The state space explosion is due, among other causes, to the modelling of concurrency by 
interleaving, or more accurately to the exploration of all possible interleavings of concur-
rent events. For instance the execution of n concurrent events is investigated by exploring 
all n! interleavings of these events. Partial order reduction techniques use the fact that the 
total effect of a sequence of concurrent actions is independent of the order in which they 
are executed. They attempt to reduce the size of the reachability graph by considering 
(optimally) one interleaving of a sequence of concurrent actions. 
Under partial order reduction, the full state space cannot be recovered. However, par-
tial order reduction techniques ensure (provably so) that the reduced graph preserves the 
relevant properties of the full graph (e.g. various safety properties) so that reasoning can be 
performed on the reduced graph. The Stubborn Sets of Valmari [190], the Persistent Sets 
of Godefroid [79], and the Ample Sets of Peled [155] and combinations of these [79, 204] 
are partial order reduction techniques. These techniques differ on the actual details, but 
contain many similar ideas. 
Stubborn Sets 
A stubborn set [190, 194, 110] is the (restricted) set of transitions which are considered 
at a given state during reachability graph generation while maintaining the properties of 
interest. To build a reduced reachability graph, only transitions in the stubborn set are 
used to generate successor markings. The construction of stubborn sets depends on the 
properties being analysed or verified of the system, and on the type of Petri net that is 
being used. 
Stubborn sets are a type of persistent set [79]. Intuitively, a subset S of the set of 
transitions enabled at a state M is called persistent if all transitions not in S that are enabled 
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in M, or in a state reachable from M through transitions not in S, are independent of all 
transitions in S. That is, all transitions interfering with a transition in S belong to S. This 
notion is captured by dynamic stubborn sets, as defined in Definition 6.1. This definition 
is from Valmari [194], but modified for Coloured Petri Nets. 
Definition 6.1. A set S C FE is dynamically stubborn at a marking M E MR, if given 
(t, c) E S, and Y* E GY such that all firing elements in Y* are not in S then 
a. M[Y*)Mn A Mn [(t, c))/14 1 	3 M' E MR : (M[(t,c))M i A W[Y*)Min ) 
b. There is at least one firing element (tk, ck) E S such that if M[Y*)Mn , then 
Ain Rtk, ck ))• 
Note: 
a. All firing elements not in S that are enabled at M are independent of all firing 
elements in S. 
b. If M is not a dead marking then S contains at least one firing element enabled at a 
marking reached from M. 
The definition of dynamic stubbornness does not seem to imply a practical algorithm 
for computing dynamically stubborn sets. Static stubborn sets have been defined to pro-
vide a way for implementing stubborn sets. Static stubborn sets provide a sufficient static 
condition for a set being dynamically stubborn. That is if a set is statically stubborn then 
it is dynamically stubborn. 
A stubborn set must be constructed for every marking encountered during reachability 
graph generation. Its construction must therefore be fast. An "optimal" stubborn set is 
one that is "minimal" in the sense it will no longer satisfy the stubborn set requirements if 
any transition is removed from it. The computation of the "optimal" (static) stubborn set 
typically takes quadratic time with respect to the number of transitions. Such complexity 
would make the stubborn set method infeasible for practical cases. Fortunately however, 
it is not necessary to produce optimal stubborn sets. The use of stubborn sets that are not 
optimal can lead to larger reduced graphs, but the total analysis time can be smaller than 
the time taken if the optimal stubborn sets are found. Valmari [190] has developed an 
algorithm that, in linear time (with respect to the number of transitions of the net), finds 
an often good stubborn set. This algorithm involves constructing a dependency graph 
where the vertices represent transitions and there is an edge from ti to t2 if and only if t2 
is dependent on t1 (i.e. t1 enables or disables t2). The stubborn set can be found from the 
dependency graph because if ti is in the stubborn set, an edge from t1 to t2 implies that t2 
is also in it. 
A stubborn set for a Coloured Petri Net (CPN) can be constructed by unfolding it to 
an equivalent Place-Transition Net and using the method described above. However, un-
folding can be expensive. By means of an example, Kristensen and Valmari [110] show 
that there are some CPNs for which a good stubborn set cannot be constructed without 
unfolding or doing something equally expensive. They propose a method that constructs 
a good stubborn set for CPNs without unfolding. This method involves constructing a 
dependency graph where the vertices represent classes of firing elements rather than indi-
vidual firing elements. The size of such a dependency graph is intended to be proportional 
to the size of the CPN rather than its unfolded PTN. The firing element classes are deter- 
1 ' 
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mined by imposing extra structure on the CPN, namely process partitioning. If the CPN 
is partitioned into processes, then it is possible to perform stubborn set analysis without 
unfolding. 
Sleep Sets 
Sleep sets [79] are another partial order reduction technique. The sleep set method pro-
duces a reduced state space that is guaranteed to preserve all deadlocks of the full state 
space. As with the basic stubborn set method, a sleep set is associated with each state 
reached during the reachability graph construction. However, opposed to the stubborn set 
method, the sleep set is a list of transitions that are enabled in, but are not executed from, 
their associated state. 
The sleep set method does not exploit information about the static structure of the net, 
as persistent algorithms do, but rather the past history of the reachability generation is used 
to detect transitions that are independent, but do not have to be explored. These transitions 
form the sleep set. The sleep set method can be illustrated using the net of Figure 6.2 (a) 
and its reachability graph shown in Figure 6.2 (b). In this net the transition t1 is enabled 
and its occurrence will lead to the state s1 as shown in the reachability graph. Similarly 
the transition t2 is enabled and its occurrence will lead to the state s2. Since the transitions 
t1 and t2 are independent then t2 is still enabled after the occurrence of ti (i.e. t2 is enabled 
in s1) and ti is still enabled after the occurrence of t2 (i.e. ti is enabled in s2). However the 
exploration of both sequences ti t2 and t2t1 is wasteful since both these interleavings lead 
to the same state. In order to prevent this situation from occurring, the sleep set method 
does not explore t1 in the state s2. That is, t1 is introduced in the sleep set associated with 
S2. 
(a) 	 (b) 
Figure 6.2: A simple CPN (a) and its reachability graph (b) for illustrating the sleep set 
method 
The sleep set associated with the initial state, so, is empty. The sleep sets for the 
successors of a state s can be computed as follows. Let T be the set of transitions that have 
been selected to be explored from the state s. Suppose the first transition from T, ti E T 
leads to a state s'. The sleep set associated with the state s' is the subset of transitions in 
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the sleep set of s that are independent of ti in s. The sleep set of a second transition, t2, 
taken from T at state s, is the subset of transitions of the sleep set of s that are independent 
of t2 in s, augmented with t1. In general, the sleep set associated with a state s' reached by 
a transition t from a state s is the subset of transitions in the sleep set associated with s that 
are independent of t in s, augmented with the transitions already taken from T. 
Since transitions in the sleep set are independent, then the notion of sleep sets is orthog-
onal to the notion of persistent sets (including stubborn sets), and the algorithm presented 
by Godefroid [79] for finding sleep sets is integrated with the persistent set method. 
6.3.2 Equivalence Reduction 
A reachability graph with equivalence classes (RE-graph) is a graph of the state space, 
reduced in size by taking advantage of an equivalence relation for the set of token elements, 
and an equivalence relation for the set of firing elements. The RE-graph has a vertex for 
each equivalence class of markings that contains a reachable marking. It has an edge from 
vertex v1 to v2 for each equivalence class of firing elements that contain a firing element 
that leads from a marking of v1 to a marking of v2 [103]. Care must be taken to ensure that 
the RE-graph is consistent with the behaviour of the original net. Another drawback of 
the RE-graph approach is that the user must often specify the equivalence relations. Such 
relations are often not easy to find. 
Symmetries 
The symmetry technique — an equivalence reduction technique — was first proposed for 
Coloured Petri Nets by Huber et al [95]. Many concurrent systems are composed of com-
ponents, the identities of which are immaterial or interchangeable. This kind of structural 
symmetry is reflected in the reachability graphs of such systems. The symmetry technique 
exploits such symmetries to reduce the number of markings considered during reacha-
bility graph generation. The idea has also been applied to other models of concurrency 
(e.g. [69, 54]). 
A drawback of the symmetry method is that the symmetry relation must be given by 
the analyst (but its soundness can be automatically verified). An exception to this is the 
method of Chiola et al [48] which automatically determines the symmetries for models 
designed using a class of nets known as Well-Formed Coloured Nets [48]. In general 
however, the symmetry method requires external knowledge about the system so that the 
appropriate symmetry can be defined. A number of symmetries that are fairly easy for 
the analyst to detect in a model have been proposed. These include identity symmetries, 
shift symmetries, permutation symmetries, related symmetries, and product symmetries. 
Permutation symmetries, for example, can be obtained from permutations of the colours 
of the CPN (i.e. by bijective renamings of the colours). 
Algorithms (e.g. [95, 181]) have been presented for constructing a reduced reachabil-
ity graph that takes advantage of symmetries. The main disadvantage of these algorithms 
is that every generated marking must be compared for symmetry to every previously gen-
erated marking. On the other hand, this approach has the desirable property that no in-
formation is lost. The whole state space can be generated from the symmetric occurrence 
graph. 
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6.3.3 Binary Decision Diagrams 
Each state of a state space is in fact a finite set. The domain of the set depends on 
the formalism, for example, for CPNs each state is a net marking. One way to rep-
resent a finite set is to use explicit enumeration. Suppose we have a set S over the 
domain 0..15, an enumeration of a set S might be S = {7,11,12,13, 14, 15}. Repre-
sented in binary S= {0111,1011, 1100, 1101, 1110, 1111}. A symbolic representation 
of S is S = {x E {0... 15} I (x = 7 V x > 10)1. A symbolic binary representation is 
S = {v1v2v3v4 E 0000... 1111 I (vi A v2) V (((iYjA v2) V (vi A 1)) A v3 A v4)}. Binary de-
cision diagrams (BDDs) use a symbolic representation of the states and relations of the 
space rather than an explicit enumeration. Such a representation is sometimes more com-
pact, and has proved particularly successful in analysing hardware. An example of a BDD 
given by Valmari [194] for the set S is given in Figure 6.3. The number vi v2v3v4 is in the 
set if and only if the path through the BDD ends with T, where the path is determined by 
selecting the output edge from each vertex vi according to the value of v i . 
Figure 6.3: A BDD for (vi A v2) V (v3 A v4) [194, p. 496] 
The BDD approach involves representing the transition relation by boolean formulas 
and storing these relations using BDDs [38]. This usually results in a much smaller rep-
resentation of the relation, which means that extremely large state spaces can be checked, 
particularly in the domain of hardware verification. For example, [153] reports that spaces 
of size 1018 states can be efficiently calculated with a small BDD (103 vertices). 
6.3.4 Holzmann's Bitstate Hashing 
Another method for compressing the information in the state space is Holzmann's [94] 
bitstate hashing algorithm, also known as the Supertrace algorithml . The algorithm works 
on the principle that the set of reachable states of a system is usually only a fragment of 
the syntactically possible states. For example, in the dining philosophers system with n 
philosophers, the state of a philosopher can be encoded in two bits and the state of a fork in 
one bit. There are 23' = 8n syntactically possible states, but there are only 3n — 1 reachable 
states [194]. 
1 The name Supertrace appears to come from the Supertrace tool, a successor to the Trace tool, developed 
by Holzmann for tracing protocol errors. 
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Most formalisms represent the state of the system as a bit vector of fixed length. A bit 
vector of length n has 2" different values. It is common however that the set of reachable 
states of a system is only a small fragment of these values. The basic idea of the supertrace 
algorithm is to hash the original representation of the state to a shorter representation, and 
store the result in a hash table. In this approach, it is possible that there will be collisions, 
and therefore the algorithm may treat a newly found state as an already found state. The 
hashed approximation of the state space is not useful once the supertrace algorithm has 
terminated and so errors must be detected on-the-fly. 
Thus Supertrace is an on-the-fly error detection method, not a verification method. 
That is, supertrace cannot be used to prove the absence of errors, but can be used to detect 
errors. The significant advantage of supertrace is that it can be used almost irrespective of 
the size of the state space of the system in question, and the amount of available memory. 
Supertrace always gives an answer within the resources given to it. The quality of the 
answer improves as the resources are increased. 
6.3.5 Modular State Spaces 
Modular State Space Analysis [51] constructs a set of reachability graphs, one for each 
module, together with a Synchronisation Graph that synchronises the module graphs. The 
result is that redundant interleavings due to interaction between the modules of the net are 
not considered. Modular Analysis can therefore be classed as a partial order reduction 
technique. 
Modular analysis does not guarantee that the size of the state space will be reduced. 
There are pathological examples where there will be no reduction at all, for example a 
net consisting of only one module. However, modular analysis can be effective for well-
designed systems. Christensen and Petrucci report results where the ordinary state space 
has 1 728 vertices and 7 368 edges, while the synchronisation graph has 4 vertices and 54 
edges and the module graphs total 18 vertices and 18 edges [51]. 
Christensen and Petrucci [51] use modular nets, where modules interact by shared 
(fused) transitions. Each module reachability graph consists of markings that are reachable 
from the occurrence of transitions local to that module alone. The synchronisation graph 
represents the occurrence of fused transitions. The modular state space for the net of 
Figure 6.4 is given in Figure 6.5. The net of Figure 6.4 has two modules, module A and 
module B, with one fused transition, Synch. In Figure 6.5 the sets of vertices in dashed 
boxes are strongly connected components (SCCs). A given marking is represented in the 
synchronisation graph by the SCCs that the marking belongs to. That is, each vertex of the 
synchronisation graph is a product of SCCs of the modules. For example, the vertex of the 
synchronisation graph labelled by A1 B1 represents the product of markings in the SCC Al 
of the graph of module A with the markings in the SCC B1. In this case the markings in the 
SCC At is the set {ai } and the markings in the SCC B1 is the set {b1}, so ALB' represents 
the marking aibi. 
The edges of the synchronisation graph represent the occurrence of fused transitions. 
To determine the successors of a vertex of the synchronisation graph, the occurrence of 
fused transitions are considered from all markings internally reachable from the vertex 
(i.e. all markings reachable by the occurrence of non-fused transitions). For example, in 
the net of Figure 6.4, to find the edges in the synchronisation graph from the vertex A1 B1, 
the occurrence of Synch is considered from all markings internally reachable from A Bi 
Module A Module B 
Module A Module B Synchronisation Graph 
Figure 6.4: A modular Place/Transition net [51, p. 228] 
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That is, the occurrence of Synch is considered from aibi, a1b2, a1b3, a2b1, a2b2, a2b3, 
a3b1, a3b2, a3 b3 . The only marking in which Synch is enabled is a2b2. The occurrence of 
the Synch transition at a2b2 results in the marking a4b4. The SCC representation of a4b4 
is A3B3. Thus an edge is added to the synchronisation graph from AIBI leading to A3B3. 
The edges of the synchronisation graph additionally indicate the actual marking from 
which the fused transition occurs, and the marking resulting from its occurrence (i.e. the 
edge indicates the marking immediately preceding and following the fused transition). 
Thus the edge added from A1 B1 to A3B3 indicated that the Synch transition occurs from 
the internal marking a2b2, leading to the marking a4b4. Labelling the actual markings on 
each edge of the synchronisation graph allows the graphs of modular state space to be 
combined to give the full reachability graph. 
Figure 6.5: The modular state space of the net of Figure 6.4 [51, p. 229] 
CHAPTER 6. STATE SPACE REDUCTION METHODS 	 84 
•6.3.6 Parameterised Reachability Analysis 
A method for constructing a reduced reachability graph by compressing the information 
stored in the graph has been proposed by Lindqvist [130]. This method is known as Pa-
rameterised Reachability Analysis. This technique involves the introduction of parameters 
(i.e. variables) to the marking of high level nets (Lindqvist presents the work in terms of 
Predicate Transition Nets). For example, the markings Mi = (ai , b1), M2 = (a2, b) and 
M3 = (a3, b3) can be represented by the parameterised marking M = (xi, x2), where x1 and 
x2 are parameters. Lindqvist formally defines parameterised markings and also presents 
a formulation of the transition rule for parameterised nets. With this method and defini-
tions for determining when two parameterised markings are the same, Lindqvist is able to 
present an algorithm for constructing a parameterised reachability graph [130]. 
Unfortunately to fire a transition, parameters and constants must be matched (assigned) 
to the variables in the arc expressions. The best algorithm for this is little better than trying 
out every possible combination. Similarly, the comparison of the new marking with the 
already generated markings is computationally expensive. Also, given a parameterised 
reachability graph, in order to determine whether a particular marking is reachable from 
another (the relation represented by the standard reachability graph), it is necessary to 
"unfold" part of the reachability graph by fixing parameters. 
It is unclear how practical the parameterising method is and whether the parameterised. 
graph will yield significant reductions in size in industrial models. The parameterised 
method introduces significant overhead in developing the reduced reachability graph and 
extra work is required in the analysis of the graph. 
6.3.7 Abstraction 
In [55], Clarke et al propose a method for automatically constructing an abstract model of 
a given system and then analysing the abstract model. They report results of analysing a 
pipelined ALU circuit with over 10 1300 states! Clarke et al express properties about the 
system using the propositional temporal logic CTL* [52]. In CTL* formulas are expressed 
using the standard operators of linear temporal logic and two path quantifiers, V and 3. 
VCTL* is a subset of CTL* in which only the V quantifier is allowed. Clarke et al prove 
that the abstraction they use is conservative for properties expressed in VCTL*. That is, 
if a property expressed in VCTL* holds for the abstract model, then it holds for the actual 
model. However, if a property does not hold for the abstract model, then it may hold for 
the actual model, since a counterexample may be a behaviour of the abstract model but not 
of the actual model. 
6.3.8 Reduction Theory 
Reduction theory provides a set of rules that allow a net to be simplified while retaining 
some of the properties of the original net. This method is intended to reduce the number of 
reachable markings, and therefore simplify the analysis. The reduction rules are net trans-
formations that can be applied based on only the structure and initial marking of the net. 
Berthelot [26, 27] presents several reduction rules for Place-Transition Nets that preserve 
a set of properties of the original net. These transformations involve fusing places, fus-
ing transitions or fusing two nets together. In [86], Haddad generalises the most efficient 
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Figure 6.6: Simplification of an implicit place 
Figure 6.7: Post-fusion of transitions 
reductions of Berthelot for CPNs. Figures 6.6 and 6.7 give examples of Berthelot's trans-
formations. Figure 6.6 shows a transformation that removes a redundant place p because 
its marking is always sufficient to allow firing of its output transition. Figure 6.7 shows 
the fusion of two transitions. 
The reduction technique is not always automatic because external knowledge may or 
may not be necessary depending upon the reduction rules that are applied. 
It is worth noting that in some cases reduction can totally eliminate the need for reach-
ability analysis. Berthelot has shown that bounded, live and persistent PTNs are fully 
reducible. That is, by applying a set of reduction rules it is possible to obtain a single 
transition that is trivially live. Unfortunately persistence is, in general, not satisfied. (A 
system is persistent if an enabled transition can only become disabled by firing). 
An example of the use of net reductions is given in [174], where net reductions are 
applied to automatically generated Petri net models of Ada tasking in order to detect dead-
lock. 
6.3.9 Combining Methods 
It turns out that most of the methods are orthogonal, and when used together can often 
produce better results than when used in isolation. 
Valmari [190] shows that the stubborn set method can be combined with the symmetry 
method (see Section 6.3.2). As stated by Jorgensen [106], for the dining philosopher net, 
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both the stubborn set method and the symmetry method reduce the reachability graph from 
exponential to quadratic in the number of philosophers. The combination of symmetries 
and stubborn sets reduces the reachability graph of the dining philosophers system from 
exponential to linear in the number of philosophers [190]. In [79], Godefroid shows that 
persistent sets (such as stubborn sets) can be combined with sleep sets. 
In [186], Tiusanen also considers the combination of the symmetry and stubborn set 
methods, confirming that the two methods are indeed orthogonal. Tiusanen also suggests a 
way to combine such methods with symbolic model checking (employing binary decision 
diagrams). 
In [50], it is suggested that Modular Analysis should be able to be combined with 
an equivalence technique (such as the symmetry technique). However the combination 
of Modular analysis and persistent sets is not obvious because they are both partial order 
reduction techniques. 
6.3.10 Summary 
Many techniques have been proposed to help alleviate the state explosion problem. To 
reduce the size of the state space it is necessary to make use of additional information such 
as the symmetry present in the net and the dependency between transitions. 
More recent techniques such as Modular Analysis use the structure of the model to 
help reduce the state space. These approaches have the advantage that they do not require 
extra computation in each state. The work based on the modular structure of the models 
provides our inspiration for developing reachability algorithms that take advantage of the 
incremental structure present in many models. 
Other lessons can also be learnt from examining other reachability techniques. We 
have observed that the data structures used in the algorithms for these techniques are vital 
to their performance. We have also observed that many of the previous state space reduc-
tion techniques are orthogonal, and can be combined to produce even greater reductions. 
Table 6.1 presents a summary of the state space techniques surveyed, whether external 
knowledge is required, and the complexity of computation required in each state. 
2The net must be Modular, but this is likely for a well designed model. 
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Technique Strategy External 
Knowledge 
Required 
Complexity 	of 	Calculations 
Required in each State 
Stubborn 
Sets 
Removing 	infor- 
mation 
No Depends 	upon the algorithm. 
Linear in the number of tran-
sitions may give a non-optimal 
stubborn set. 
Sleep Sets Removing 	infor- 
mation 
No Possibly exponential 
Symmetries Compression Yes Possibly exponential 
Binary 
Decision 
Diagrams 
Compression No No extra work 
Modular 
Analysis 
Compositional No2 No extra work 
Parameterised 
Analysis 
Compression No Approximately exponential 
Reduction 
Theory 
Preprocessing Possibly All work is done prior to the gen-
eration of the reachability graph 
Table 6.1: Summary of efficient state space techniques 
Chapter 7 
Incremental State Space Algorithms 
We have developed algorithms aimed at using the forms of incremental change introduced 
in Part I of this thesis to help alleviate the state space explosion. We refer to these al-
gorithms as incremental algorithms. In this chapter we present the standard state space 
algorithm (Section 7.1), and then we consider how it can be modified to cater for type, 
subnet and node refinement respectively (Sections 7.2 — 7.4). In Section 7.5 we present an 
algorithm that caters for a combination of type, subnet and node refinement. The incre-
mental algorithms of this chapter have previously been presented [129]. 
To keep the following presentation as simple and clean as possible, we avoid detailed 
discussion of design choices and implementation details, preferring instead to defer these 
to Chapter 8. In particular, efficiency constraints imposed by the tool in which the algo-
rithms were implemented (Maria [136]) mean that the implementation of the incremental 
algorithms are slightly different from the algorithms presented in this chapter. The differ-
ences and reasons for these differences are also discussed in Chapter 8. In Chapter 9 we 
examine the performance of the incremental algorithms compared to the standard algo-
rithm. 
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7.1 The Standard State Space Algorithm 
As was explained in Section 6.1 the standard way to investigate the state space is to develop 
a directed graph, called a Teachability graph. A reachability graph of a CPN has a vertex 
(node) for every reachable state or marking of the system, and a directed edge (arc) for 
every possible transition that occurs with a given mode (see Definition 7.1). Definition 7.1 
is adapted from that of Jensen [103, Def. 1.3]. As in the definitions of Jensen [103], we 
allow multiple edges between pairs of vertices. 
Definition 7.1. A reachability graph (or full reachability graph) of a net N = 
(P,T,A,C,E,m, Y, Mo) is a labelled directed graph G =('11, E) where: 
= MR, the set of vertices, each of which is a reachable marking. 
E = 	, (t, c), M2) E ri! X FE x `11 Aii [(t, c))M2} , the set of edges, each labelled 
by a firing element and Mi , M2 E MR 
The reachability graph of the net of Figure 7.1 (a) is shown in Figure 7.1 (b) (where 
the key indicates how the marking of each place contributes to a marking of the net). The 
reachability graph can be constructed by adding a vertex representing the initial marking 
(state) to the graph, and then adding edges and associated vertices to the graph for all the 
immediate successor markings. This process of adding immediate successors and edges 
is then repeated for each vertex for which immediate successors have not already been 
examined, until all reachable markings have been found. 
(t2,(x,y)) 
4 
(0,0,x+y,0,0) 
state 
Key: 	(p1, p2, p3, p4, p5) 
(b) 
Figure 7.1: A simple net (a) and its reachability graph (b) 
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Algorithm 7.1 is the standard reachability graph algorithm for CPNs. It is based on that 
of Jensen [103, P.  5], and differs from it only to simplify the development of incremental 
versions. As discussed in Chapter 6, improvements such as partial order reduction, or 
equivalence based reduction can be made to this basic algorithm to help alleviate the state 
space explosion problem. The algorithm determines the reachability graph G for the net N 
starting from the marking M. The full reachability graph will be developed if G is initially 
empty, and M is equal to the initial marking of the net. However, we do not require that G 
is initially empty nor that M is the initial marking. This will be useful for the incremental 
algorithms described in Sections 7.2 — 7.5. 
The function MATCH( ,M) returns true if and only if M matches any vertex in G. 
We do not indicate how matching of markings is performed. It could be something trivial 
like an equality test, or alternatively, something more subtle such as allowing for symme-
try [103]. Waiting is a set of reachable markings, specifically those for which successors 
have not yet been examined. It is therefore initially set to 0. Functions indicate the addition 
of vertices and edges to the graph. The function ADDVERTEX(G, M) adds a vertex repre-
senting the marking M to the graph G, while the function ADDEDGE( G, (Al i ,(t, 0, M2)) 
adds an edge from M1 to M2 labelled by (t, c) to G. The function SELECT( Waiting) returns 
a marking from the set Waiting. We do not indicate how the selection of this state is per-
formed. The nature of this selection will determine whether the graph is constructed in a 
breadth-first manner, depth-first manner, or some other order. 
The variable possible is a set of candidate transitions to be examined. We do not 
indicate how this set is calculated. In the worst case, it would be the set of all transitions. 
In the best case, it would be the set of transitions enabled at M. Unfortunately, there is no 
known heuristic that can efficiently determine exactly those transitions that are enabled. 
Therefore possible will normally include all enabled transitions plus others that are not 
enabled at M. The fewer disabled transitions included in the set, the better the performance 
of the algorithm. 
The function EDGEsFRom(N, M1, possible) returns the set of edges that result from 
the occurrence of a transition in the set possible at marking MI, namely: 
{ (MI, (t,c),M2) (t E possible) A m1Rt,c))A42} 
The function EDGESFROM therefore must determine which firing elements are en-
abled and this can be a bottleneck in the performance of the reachability graph algorithm. 
Pseudo code for the EDGESFROM function is also presented. The function 
ENABLEDFIRINGELEMENTS (N,M, t) returns the set of firing elements involving t en-
abled at marking M. ENABLEDFIRINGELEMENTS could be implemented using the Tran-
sition Instance Analysis algorithm [136, 137]. The Instance Analysis Algorithm is rather 
complicated, but the basic idea is to bind tokens in the input places, one at a time, to the 
variables on the input arcs of the transition being analysed. 
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Algorithm 7.1 Standard Reachability Graph Algorithm 
REACHABILITYGRAPH(G,N,M) 
begin 
Waiting := 0 
if not MATCH( G,m) then 
ADDVERTEX(G,M) 
Waiting := {M} 
end if 
while Waiting 0 0 do 
M1 := SELECT(Waiting) 
for all (M1, (t,c),M2) E EDGESFROM (N, M1, possible) do 
if not MATCH( ,M2 ) then 
ADDVERTEX(G,M2) 
Waiting := Waiting+ {M2} 
end if 
ADDEDGE(G,(Mi, (t,c),Al2)) 
end for 
Waiting := Waiting — {Mi} 
end while 
return G 
end 
EDGESFROM (N, M1, possible) 
begin 
Result := 0 
for all t E possible do 
for all (t,c) E ENABLEDFIRINGELEMENTS (N,Mi,t) do 
M2 := 	E- ((t, C)) +E+ ((t,c)) 
Result := Result+ {(M1,(t,c),M2)} 
end for 
end for 
return Result 
end 
The following sections present algorithms that cater for type, subnet, and node re-
finement respectively. The type and subnet algorithms use the basic property of a system 
morphism that if a step sequence is enabled at a given marking in the refined net then the 
corresponding abstract step sequence is enabled at the corresponding abstract marking of 
the abstract net (Definition 4.7 (c)). 
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7.2 Catering for Type Refinement 
Given a net that has been derived from an abstract net by type refinement, we can use the 
reachability graph of the abstract net to help produce the reachability graph of the refined 
net. We refer to reachability graphs, markings and firing elements as either abstract or re-
fined. In Section 7.1 we noted that a time consuming task in reachability graph generation 
is determining which firing elements are enabled for a given marking. 
Recall that type refinement involves incorporating additional information in the net to-
kens and firing modes. Under type refinement the structure of the net remains the same and 
each token or mode of the refined net can be projected onto a token or mode respectively of 
the abstract net. Since type refinement is a system morphism (see Proposition 4.10), then 
the system morphism definition (Definition 4.7 (c)) requires the refined firing elements 
enabled at M project onto abstract firing elements enabled at (1)(M). This means that, when 
determining which refined firing elements are enabled, we need only consider those that 
are derived from enabled abstract firing elements. Further, if neither the transition t nor 
its neighbouring places have been modified by type refinement, then the refined firing ele-
ment (t, c) is enabled at marking M exactly when the corresponding abstract firing element 
(t, c) is enabled at the corresponding abstract marking 4)(M). Finally, the follower marking 
M1 can simply be determined by applying the changes to 4)(M) to M. 
We illustrate the above approach using the net of Figure 7.1 (a). Suppose that the type 
X = {x} in this net is refined to X = {(x, 1)}, and that the initial marking is changed so 
that the place pi contains the token (x, 1). 
Given the marking Mo = (p1, (x, 1)) + (p4,y) of the type refined net, then the corre-
sponding marking in the abstract net is 4)(M0) = (P1 ,x) + (p4,y). From the reachability 
graph of the abstract net, we know that the firing elements (t1,x) and (t3, y) are enabled at 
4)(M0). Since the places adjacent to ti have been type refined, we must check if firing ele-
ments involving t1 are still enabled in the refined net. On the other hand the neighbouring 
places to t3 have not changed, and so the enabled firing elements for t3 in the refined net 
are exactly those that were enabled in the abstract net (i.e. (t3,y)). The successor of firing 
(t3,y) from 4)(M0) in the abstract net is M1' = (P1 ,x) + (p5, y). We can efficiently find the 
successor of Mo with firing element (t3,y) by applying the changes to M,13 to Mo. Hence 
the successor of Mo by firing (t3,y) is Mi = (pi,(x,1))+ (p5,y). 
Algorithm 7.2 modifies the EDGESFROM function of Algorithm 7.1 to take advan-
tage of type refinement by only considering the firing elements enabled at 4)(M) in the 
abstract net N' when determining the successors from M. To avoid confusion with func-
tions of similar names in later algorithms we have appended "-TYPE" to the name of some 
functions. This means, for example, that the CHANGED-TYPE function is the CHANGED 
function for the algorithm that caters for type refinement. This convention is also used in 
the algorithms that cater for subnet refinement (functions are appended with "-SUBNET") 
and node refinement (functions are appended with "-NODE"). 
The ABSTRACTEDGESFROM function returns all the edges in the abstract net from 
the abstract marking 4)(M). That is, it returns all the enabled abstract firing elements 
at 4)(M) and the corresponding successor markings. We would usually expect the edges 
simply to be retrieved from the reachability graph of the abstract net, but they could be 
calculated on demand. The function CHANGED-TYPE(N ,N' ,t) determines if the colour of 
neighbouring places of the transition t, or the transition itself, have been refined by type 
refinement. (It is necessary to consider the neighbouring places since it is possible that the 
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colour of the transition is not refined but the colour of a neighbouring place is refined. This 
could be achieved by changing functions on the arcs between the refined places and the 
transition.) The function UPDATE (N ,Ni , Mi, M2 1 ,t) takes as parameters the refined source 
marking, MI, the abstract successor marking, M2 1 , and the transition that led to the abstract 
successor, t, and returns the refined successor marking. A simple way to implement this 
function is to replace in M1 the marking of any places input and output to t with their 
marking from M2 1 . (Note that since the transition t has not changed then its effect in the 
abstract net is the same as its effect in the refined net). The implementation of the UPDATE 
function is considered further in Section 8.5.2. 
Algorithm 7.2 EDGESFROM modified to cater for type refinement 
EDGESFROM-TYPE (N, N', MI, possible) 
begin 
Result := 0 
for all (4(/141), (tIct ),M2 1 ) E ABSTRACTEDGESFROM(N 1 ,0(M1),(1)(possib/e)) do 
if not CHANGED-TYPE(N, ,t) then 
M2 :=- UPDATE(N,AP,MI,M2',t) 
Result := Result+ {( 41,(t,c1 ),M2)} 
else 
for all (t,c) E FE I (1)((t,c))= (t,c') do 
if M1 > E- ((t,c)) then 
M2 := 	— E((t,c)) +E+ ((t,c)) 
Result := Result + {( 11 4 I, (t c), A42)} 
end if 
end for 
end if 
end for 
return Result 
end 
7.3 Catering for Subnet Refinement 
As was the case with type refinement, if a net is refined using subnet refinement, we can 
use the reachability graph of the abstract net to help determine the firing elements that are 
enabled at a given refined marking, and therefore reduce the time required to construct the 
reachability graph of the refined net. 
In the case of subnet refinement, the system morphism, 4 : N N', is a restriction 
of the net N. In other words, some of the components of N are ignored in N'. Since 
subnet refinement is a system morphism (see Proposition 4.12) then those refined firing 
elements enabled at M that are not ignored by the mapping will correspond to abstract 
firing elements enabled at iii(M). Thus, a refined firing element of N may map to the same 
abstract firing element of N', or may be ignored. To find the firing elements enabled at 
a given refined marking, M, we first consider the abstract firing elements enabled at the 
corresponding abstract marking, 4:•(M). Again, this would usually be done simply by using 
the reachability graph of the abstract net. The refined firing elements that are possibly 
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enabled at M are those refined elements that map to enabled abstract elements, together 
with those that are ignored in N'. So, if the refined transition t appears as it did in the 
abstract net, that is with no additional arcs or colours, then the enabling of firing element 
(t, c) in marking M is determined solely by the enabling of (t, c) at the abstract marking 
0(M). If on the other hand the transition t has changed, either by being introduced in 
the refinement or by the addition of arcs or subnet refinement of its type or the type of 
neighbouring places, then we must check whether the refined firing element is enabled. 
We illustrate the principle using the net of Figure 7.1 (a), modified by subnet refine-
ment, as in Figure 7.2. Given the marking Mo = (P1 ,x) + (p4,Y) + (P6, z), the correspond-
ing abstract marking is 1:1:0(Mo) = (p1,x)+ (pa, y), where the marking of newly added places 
is ignored. The abstract firing elements enabled at (1)(M0) are (t1 ,x), and (t3, y). The tran-
sition t1 has not been changed by the refinement, nor have its neighbouring places, and 
hence the refined firing element (t1,x) is enabled in the refined net. Further, the abstract 
successor can be used to efficiently determine the refined successor. In this case, the suc-
cessor of the initial marking in the abstract net is M1' = (p2,9 + (p4,y). The changes 
to places PI and p2 must be applied to the initial marking of the refined net, namely 440, 
giving M1 = (P2 x) + (P4, Y) + (P6, z). 
On the other hand, the transition t3 has been modified (it has an extra input arc), so, 
given that t3 is enabled in the abstract net, then firing elements involving t3 must be exam-
ined to determine whether they are enabled in the refined net. It turns out that the firing 
element (t3,(y,z)) is enabled. Finally, there is a newly added transition, t4, which must be 
examined to find out if it has any enabled firing elements. 
Declarations: 
X = {x} 
= (11) 
Z = {z} 
Figure 7.2: The net of Figure 7.1 refined using subnet refinement 
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Algorithm 7.3 modifies the EDGESFROM function of Algorithm 7.1 to cater for subnet 
refinement. The ABSTRACTEDGESFROM function is as described for Algorithm 7.2. It 
returns all the enabled abstract firing elements at 4)(M) and the corresponding successor 
markings. We would usually expect the edges simply to be determined from the reacha-
bility graph of the abstract net, but they could be calculated on demand. 
The function CHANGED-SUBNET(N,N 1 ,t) determines if the transition t or its neigh-
bouring places have been modified by subnet refinement from their corresponding abstract 
version, or if the transition is added by subnet refinement. (It is necessary to consider 
the neighbouring places since it is possible that the colour of the transition is not refined 
but the colour of a neighbouring place is refined. This could be achieved by chang-
ing functions on the arcs between the refined places and the transition.) The function 
UPDATE(N,AP,MI,M2 1 ,t) is as discussed in Section 7.2. The function MAPPED(t,4)) re-
turns true if the transition t is mapped to a node in N' by the morphism 4) (rather than being 
ignored). 
Algorithm 7.3 EDGESFROM modified to cater for subnet refinement 
EDGESFROM-SUBNET(N,M,M1,possible) 
begin 
Result :=0 
for all (4)(M1), (t, CI ),M2 1 ) E ABSTRACTEDGESFROM(N 1 ,0(M1),4)(possible)) do 
if not CHANGED-SUBNET(N,M,t) then 
M2 := UPDATE(N,M,MI,M2 1 ,t) 
Result := Result+ { (M1, (t 7 C1 )7 M2 )} 
else 
for all (t,c) E FE I (1)((t,c))=(t,c1 ) do 
if M1 > E- ((t,c)) then 
M2 := 	— E((t,c)) ±E((t,c)) 
Result := Result+ {(Mi,(t,c),Al2)} 
end if 
end for 
end if 
end for 
for all (t,c) E FE I (t E possible) A not mAPPED(t, 4)) do 
if M > 	((t, c)) then 
M2 := 	E — ((t,C)) E((t, c)) 
Result := Result+ {(A41,(t,c),M2)} 
end if 
end for 
return Result 
end 
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7.4 Catering for Node refinement 
For a net exhibiting node refinement, we develop the state space in a modular fashion, 
along the lines of Modular Analysis by Christensen and Petrucci [51]. This means that we 
generate a directed graph for each supernode and a directed graph to capture the global 
behaviour. This approach avoids much of the interleaving that would normally be present 
in the full reachability graph. Although this approach produces several reachability graphs 
(which was not the case for the type or subnet refinement), all three refinements can be 
combined and this is addressed in Section 7.5. 
We refer to the collection of graphs as the Refined-Node State Space (RNSS) (Def-
inition 7.16). The graph of a supernode is referred to as the supernode graph of that 
supernode. Each supernode graph captures only the local behaviour of its supernode. The 
graph that captures global behaviour is called the global graph. Essentially the global 
graph contains the abstract behaviour of the net. 
In Sections 7.4.1 — 7.4.6 we first informally, and then formally, present the RNSS. In 
Section 7.4.8 we give an algorithm for constructing the RNSS. The graphs of the RNSS can 
be combined to obtain the full reachability graph, and this is considered in Section 7.4.7. In 
line with the terminology used for Modular Analysis [51], we refer to the process of com-
bining the graphs as unfolding the RNSS. The various dynamic properties (reachability, 
dead markings, home properties, liveness, boundedness) can also be determined from the 
RNSS without unfolding. This is important since unfolding the RNSS may be an expen-
sive operation. We consider determining the various dynamic properties without unfolding 
in Section 7.4.9. In Section 7.4.15 we consider an optimisation to the RNSS. Finally in 
Section 7.4.16 we compare the RNSS approach to that of Modular Analysis [51]. 
7.4.1 Informal Explanation of the RNSS 
We explain the construction of the RNSS by considering the node refinement of Figure 7.1 
(a) as in Figure 7.3. For each concept introduced in this section we indicate in parenthe-
sis the section where formal definition(s) of that concept can be found, and then give an 
informal explanation of the concept. 
It is useful to first introduce some terminology: we refer to a marking as restricted to 
a set of places, X C P, to mean the marking restricted to the token elements that involve 
a place from X (Definition 7.6). Internal places (transitions) are those places (transitions) 
local to a supernode; external places (transitions) are those not local to any supernode 
(Definition 7.2). Terminal transitions are those transitions internal to a supertransition, the 
occurrence of which results in an edge of the global graph. To allow the full reachability 
graph to be recovered the terminal transitions of a supertransition are defined to be the 
output border transitions of the supertransition (Definition 7.2). Later we consider an 
optimisation to the RNSS where the terminal transitions are redefined. 
Each supernode graph of the RNSS contains only local information, namely reach-
able markings of the supernode and the associated enabled firing elements. (For technical 
reasons, the marking of the neighbouring places of a border transition of a supertransi-
tion are also included in its local reachability graph.) The vertices of the global graph 
refer to the Strongly Connected Components (SCCs) 1 (see Section 7.4.3) of the supemode 
Informally a SCC, S. of a directed graph is a set of vertices such that any vertex in S is reachable from 
any other vertex in S and S is not a subset of any larger such set. 
---------- 
X+Y 
1 ' x 
Declarations: 
X ={x} 
={y} 
1'y 
CHAPTER 7. INCREMENTAL STATE SPACE ALGORITHMS 	 97 
graphs without specifying further details of the markings of the supernodes. Each edge of 
the global graph corresponds to the occurrence of an external or terminal transition from 
a marking reachable from a vertex of the global graph by a sequence of steps involving 
(only) transitions internal to the supemodes that can affect the enabling of the transition. 
To construct the RNSS, we first add to the global graph the Global Vertex (Defini-
tion 7.7) representing the initial marking, Mo. In general a global vertex representing a 
marking M is the marking M with the marking of each supemode represented by its SCC 
index in the supemode graph. The RNSS after adding a global vertex representing Mo is 
shown in Figure 7.4 (a). (To avoid cluttering the graphs, we have not included the labels on 
edges of supemode graphs.) Vertex vo of the global graph is the global vertex representing 
Mo. We now describe how a global vertex is calculated. 
Consider a marking M. To find the global vertex representing M, for each supemode 
the marking M is restricted to the places of the supernode (including environment places 
if the supernode is a supertransition). If this restricted marking is not already present in 
the supernode graph then it is added to the supernode graph, the local state space of the 
supernode is developed, and the SCCs of the supernode graph are calculated. The global 
vertex corresponding to M is then the marking M restricted to external places, together 
with the SCC index of the marking M restricted to each supemode. 
For example, to calculate the global vertex corresponding to Mo, first the marking of 
A40 restricted to the places of the supertransition of t3 (including environment places of 
the supertransition) is added to the supemode graph of t3. In Figure 7.4 state 0 of the 
supemode graph of t3 represents this restricted marking. Next the local state space of 
the supertransition is developed and SCCs are calculated — in Figure 7.4 state 0 of the 
supernode graph of t3 is assigned the SCC index B1. Similarly the marking Mo restricted 
to the places of the superplace of /32 is added to the supemode graph of /32• In Figure 7.4 
state 0 of the supernode graph of /32 represents this restricted marking. The local state 
space of p2 is developed (in this case there are no reachable markings from the state 0), 
and SCCs are calculated — in Figure 7.4 state 0 of the supernode graph of p2 is assigned 
the SCC Al. The global vertex representing Mo is then the sum of: Mo restricted to external 
places, (p2,Ai), and (t3, BO. 
Figure 7.3: The net of Figure 7.1 refined using node refinement 
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(b) 
(c) 
Figure 7.4: RNSS generation for the net of Figure 7.3 
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The next step in the RNSS generation is to add immediate successors from the global 
vertex vo (which represents the marking M0) to the global graph. That is, the next step 
is to add the (immediate) Global Successors (Definition 7.14) from the global vertex vo. 
The result of adding (immediate) global successors from the global vertex vo is shown in 
Figure 7.4 (b). We now describe how the (immediate) global successors of a global vertex 
are found. 
Consider a global vertex v representing a marking M. To find the global successors 
of v, we consider each external transition and then each supertransition. A global edge is 
added due to the occurrence of an external transition, t, from M or any markings reachable 
from M by transitions internal to superplaces input to t. (These are the internal transitions 
that can affect the enabling of t.) A global edge is added due to the occurrence of a 
terminal transition, t, of a supertransition from a marking reachable from M by transitions 
that are either internal to superplaces input to the supertransition or are internal to the 
supertransition. (Again, these are the internal transitions that can affect the enabling of t.) 
Suppose the occurrence of the external or terminal transition, t, leads from the inter-
nally reached marking M1 to M2 (i.e. M1 [(t, c))M2). Then the global edge added to the 
global graph leads from the vertex v to the global vertex representing the marking M2. 
(The global vertex representing M2 is calculated, and if it is not present in the global graph 
then it is added.) The edge added to global graph is labelled with the actual source mark-
ing (M1), the firing element ((t, c)), and the actual successor marking (M2). Labelling the 
edge with the actual markings (not just the relevant SCCs) allows the actual marking from 
which the transition occurred and the actual marking resulting from the occurrence of the 
transition to be recovered. Here we do not store the complete source (successor) marking 
but only the marking of places that are required to recover the actual source (successor) 
marking, given the source (successor) global vertex of the edge. Hence if the edge is due to 
an external transition then we store the source (successor) marking restricted to the places 
internal to those superplaces that are input to, or output from, the transition. If the edge 
is due to a terminal transition of a supertransition we store the source (successor) marking 
restricted to the places internal to those superplaces that are input to, or output from, the 
supertransition, together with the places internal to the supertransition. 
Thus in our example, to add the global successors from the global vertex vo (represent-
ing Mo) we consider each external transition and then each supertransition. First consider 
the external transition t1. There are no superplaces input to t1 and so we only consider 
the occurrence of ti from Mo. The firing element (t1,x) is enabled at Mo. The occurrence 
of this firing element leads to a marking M1 = (p2-inp i ,x)+ (p4,y). Therefore there is a 
global edge from the global vertex vo to the global vertex representing MI. Since there is 
no global vertex representing M1 we add such a global vertex to the global graph. (As de-
scribed above, this will result in the local state space of /32 being developed.) In Figure 7.4 
(b) the global vertex v1 represents the marking M1. 
The edge from vo to v1 is labelled with the source marking, Mo, restricted to the places 
of superplace of p2, followed by (t1,x), followed by the successor marking, MI, restricted 
to the places of the superplace of P2.  In Figure 7.4 we use the state number of the su-
perplace graph to represent the marking of the superplace. Thus the edge is labelled with 
( (P2, 0), (ti ,x), (P2, 1 )). 
Next we consider the external transition t2. Here there are no enabled transitions in-
ternal to the superplace of p2 at Mo, and t2 is not enabled at Mo, so there are no global 
successors from vo due to t2. Finally we consider the supertransition of t3. There are 
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no superplaces input to the supertransition of t3, and so we must consider the occurrence 
of the terminal transition of the supertransition from those markings reachable from Mo 
by transitions internal to the supertransition. That is we must consider the occurrence of 
t3-finish from markings in the set {M2,M3,M4,M5} where: 
M2 = (P1,X)± (t3-recd,y) + (t3-pi,Y) 	M3 = (P11X)± (t3 -reCd,y)+ (t3-p2,Y) 
M4 = (P11X) (t3-send,y)+ (t3-pi,Y) 	M5 = (P1,X)± (t3-send,y)± (t3-p2,Y) 
The transition t3-finish is only enabled at M5. (The supemode graph can be used to ef-
ficiently determine this). Here the firing element (t3-finish,y) leads to a marking M6 = 
(pi,x) (p5,y). Hence we add an edge from vo to the global vertex representing M6. 
Once again the global vertex representing M6 must first be calculated. In Figure 7.4 the 
global vertex v2 represents the marking M6. The edge from vo to v2 is labelled with the 
source marking, M5, restricted to the marking of the supertransition of t3, followed by 
the firing element, (t3-finish,y), followed by the successor marking, M6, restricted to the 
marking of the supertransition of t3. 
The above process of adding successors is repeated for each global vertex for which 
immediate successors have not been examined. The complete RNSS is shown in Figure 7.4 
(c). If we compare the ordinary state space of the whole system, with the RNSS, we 
observe that even for this trivial example, the RNSS is smaller than the ordinary state 
space. The RNSS contains a total of 20 vertices and 21 edges, while the ordinary state 
space contains 38 vertices and 88 edges. 
7.4.2 Introduction to the Formal Definitions of the RNSS 
The following sections give preliminary definitions which lead up to the RNSS definition. 
These sections define the concepts referred to in the informal explanation of the RNSS, 
and are presented in the order they were introduced in the informal explanation. Hence 
Section 7.4.3 considers strongly connected components, Section 7.4.4 considers global 
vertices, and Section 7.4.5 considers global successors. We are then able to define the 
RNSS in Section 7.4.6. 
In all definitions in the remainder of this chapter we assume we have an abstract net 
N' and a refined net N related to N' by a system morphism : N —> N'. Further to this we 
assume that each supemode of the net N does not contain nested supemodes. This means 
that each supemode graph is simply a directed graph (rather than a RNSS). We show in 
Proposition 7.23 that the RNSS can be unfolded to the full reachability graph. It follows 
from this that the definitions presented here can be modified so that a RNSS is used to 
represent the state space of each supemode, but we have not done so for clarity. 
Before we begin with the preliminary definitions we recall some notation introduced 
in earlier chapters. First recall that FE represents the set of all firing elements of N. FEIK 
denotes the restriction of FE to firing elements involving transitions in X C T. 
Next recall that, as defined in Definition 4.1, the preimage of an abstract node x' E 
P' U T' is: NA., = , Mox,). We use Pe to refer to the set of 
places of the preimage of x' and Te to refer to the set of transitions of the preimage of 
Recall from Definition 4.2 that P" is the set of abstract places that are replaced with 
a subnet in the refined net, where the subnet includes at least one transition; T" is the set 
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of abstract transitions that are replaced with subnet in the refined net, where the subnet 
includes at least one place; and X" as the set P" together with the set T", X" = P" U T". 
We refer to the subnet Npn that replaces the abstract place p" E Pll in the refined net as 
the supoplace of p", and the subnet Ntn that replaces the abstract transition t" E T" as the 
supertransition of t". The supernode of x" E X" is either a superplace or supertransition. 
Finally, recall from Definition 4.3 that for x" E X" we refer to: the border input nodes 
of Ne by inpbdr(N,e); the border output nodes of Ne by outbdr(Np); the border nodes 
of Nxn by bdr(N,n); the environment nodes input to nodes in Aix,' by inpenv(Nxii); the envi-
ronment nodes output from nodes in Ne by outenv(NA; and the environment nodes input 
to, and output from, nodes in Nx, by env(NA. In Definition 7.2 we define the function 
terminal to return the terminal transitions of a supernode. Initially the terminal transi-
tions of a supernode are defined to be the output border transitions of the supernode. This 
definition allows the full reachability graph to be recovered from the RNSS. Later we con-
sider an optimisation to the RNSS where the terminal transitions are redefined, and the full 
reachability graph cannot be recovered from the RNSS (see Section 7.4.15). Under certain 
conditions the optimised RNSS can be guaranteed to contain the same dead markings as 
the full reachability graph. In Definition 7.2 we also define the set of all external transi-
tions, ET, the set of all external places, EP, the set of all terminal transitions, TT, and the 
set of all external and terminal transitions, ETT. 
Definition 7.2. Given a marking M E ME, then we denote: 
a. terminal(NA = outbdr(NA n T 
b. ET = T — U Tx, 
x" EX" 
c. EP = P — U Ps" 
xs'Ex" 
d. TT = U terminal(NA 
xllEX" 
e. ETT = ET u TT 
Note: 
a. terminal(Nn) returns the transitions of the supernode of x" that are output to the 
environment of the supernode. Only supertransitions can have terminal transitions. 
b. ET is the set of external transitions. These are the transitions that are not local to 
any supernode. 
c. EP is the set of external places. These are the places that are not local to any 
supernode. 
d. TT is the set of terminal transitions. These are the terminal transitions of all 
supernodes. 
e. ETT is the set of external and terminal transitions. 
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7.4.3 Strongly Connected Components 
We now define SCCs and related concepts. The following definitions are derived from 
those of Jensen [1031 
Definition 7.3. A finite directed path of a directed graph G = ('1", E) is a finite sequence 
of vertices and edges vi el v2e2 • • vn where vi E V and ei E E. 
Definition 7.4. Two vertices v1, v2 E V of a directed graph G = ( V, E) are strongly con-
nected if and only if there exists a finite directed path that starts in vi and ends in v2, and 
a finite directed path that starts in v2 and ends in vi . 
Definition 7.5. A strongly connected component, SCC, of a directed graph G = ('11,E), 
is a directed graph GI = (' 11, E1), where Ni C `1, is an equivalence class of strongly 
connected vertices, and E1 C E are all those edges where both the source and destination 
belong to 
We denote the set of all strongly connected components by SCC. As in [51] for a 
vertex v E V and a component c E SCC we use the notation v e c to denote that v is one of 
the vertices in c. A similar notation is used for edges. For v E ‘11, we use vc to denote the 
strongly connected component to which v belongs. 
7.4.4 Global Vertices 
In this section we define the vertices added to the global graph. We refer to these vertices 
as global vertices. Each global vertex represents the marking of a supemode by its SCC 
index in its supemode graph. We first present notation for restricting a marking to a subset 
of places (Definition 7.6), and then using this notation we give notation for global vertices 
(Definitions 7.7 — 7.9). 
Definition 7.6. Given a marking M E M, and a place p E P then M restricted to p is: 
mip= E (MO 
(p,c)EM 
We extend this to a set of places X C P: 
mix= Emix 
xEX 
We also extend this notation to a set of markings, gtif c M: 
mIx = U {m ix} 
mc5( 
Further we give a shorthand notation for restricting the marking (or set of markings) M 
to the places in the superplace of p" E P" as Mle = Mipp, and for restricting the mark-
ing (or set of markings) M to the places in the supertransition of t" E T", including the 
environment places of the supertransition of tll , as Mle = Al (Pe u env(Aftit))• 
For the marking M = (p2-inp 1 ,x) + (p4,y) of the refined net shown in Figure 7.3, 
the marking M restricted to the place p4 is MI /4 = (p4,y), the marking M restricted to the 
superplace of p2 is MI P2 = (p2-inp 1 ,x), and the marking M restricted to the supertransition 
of t3 is Mk = (p4,y). 
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We are now able to define global vertices. Recall that for a vertex v we use vc to denote 
the strongly connected component to which v belongs. In a notation motivated by [51] we 
use ./W to denote the global vertex corresponding to M, that is, the marking M with the 
marking of each supemode indicated by its SCC index in the corresponding supemode 
graph (Definition 7.7). 
Definition 7.7. Given a marking M E M, then the global vertex corresponding to M is: 
114 = MIEP+ E (xi', (Mie) C ) 
xnEX" 
This notation is also extended to a set glf C M of markings in the obvious way: 
U fmq mEm 
Going back to the example of Figure 7.3 and the associated RNSS shown in Figure 7.4 
(c), consider the marking Mi = (p2-pi ,x) + (p3,x+ y). We know that MI I p2 = (p2 -pi ,x), 
and that MI I t, = 0. Now, according to the supemode graph of p2, the SCC of (p2-pi  ,x) 
is A5, and according to the supemode graph of t3, the SCC of 0 is B7. Therefore the 
global vertex corresponding to the marking M1 is MI = (P2, A5) + (P3, x + y)+ (t3,B7 )• 
Similarly, for the marking M2 =- (p2 -/92,X)± (P31X+y) we have M? = (p2,A5) + (p3,x+ 
+ (t3, B7). Note here that MI = A42 ? • 
Since a global vertex uses the SCC to represent each supernode marking, then as was 
the case in the above example, a number of markings of the net can be represented by the 
one global vertex. As in Definition 7.8, if vi is a global vertex we use v1 —? to denote the 
set of all markings that it represents. 
Definition 7.8. For a global vertex v we define: 
= E M = v} 
For example, in the net of Figure 7.3 and the associated RNSS shown in Figure 7.4 (c), 
given v = (p2, A5) + (p3,x+y) + (t3,B7), then by examining the SCC A5 in the supemode 
graph of /32 and the SCC B7 in the supernode graph of t3 we establish that v = {M1, M2} 
where M1 and M2 are as described above. 
As with markings, we can restrict a global vertex. Notation for this restriction is de-
fined in Definition 7.9. 
Definition 7.9. Given a marking M E M, a global vertex v = Nfi, and a node x E EP U X" 
we define: 
vi-= E (x, c) 
(x,c ) Ei, 
We extend this to a set of places X C EP U X": 
vix = E vix 
xEX 
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7.4.5 Global Successors 
As we discussed informally, the successors of a global vertex v are due to the occurrence 
of an external or terminal transition, t, from a marking internally reachable from a marking 
represented by v. Not all internally reachable markings are considered — only those mark-
ings internally reachable in a supernode that can affect the enabling of t are considered. 
The occurrence of t leads to a marking representing a global vertex, v. The edge from v 
to v1 is labelled with a restriction of the actual source and successor markings to adjacent 
places. 
In this section we first define internal steps (Definition 7.10). Notation for the mark-
ings internally reachable in a supernode that can affect the enabling of t is given in Defi-
nition 7.13, and global successors are defined in Definition 7.14. We end this section with 
a notation that allows us to restrict the actual source and successor marking to only those 
places that need to be stored (Definition 7.15). 
Definition 7.10. Given a node x" E X" we define the internal steps of the supernode of 
x", denoted Ye, as those steps involving only transitions internal to the supemode of x", 
not including terminal transitions of the supemode of x": 
Ye = ii(FEls) ,where S = Txn - terminal(Ne) 
We extend this notation to a subset of nodes, x C X" as: 
Yx = IL(FE Is) ,where S = U ( Tx" - terminal(Al.e)) 
xi' Ex 
Definition 7.11. Given M E M and X C X" we define the function internallyReachable : 
M x 2x" 2m to return the set of markings reachable from M by a sequence of steps 
involving transitions internal to the supernodes of X: 
internallyReachable(M,X) = {MI E M 3 I'e crYx : M[Y * )Mi } 
Note that since crYx includes the empty sequence then M is included in the set 
internallyReachable(M,X). In a notation motivated by [51], we denote the set of markings 
internally reachable from M in X" as: 
[[M) = internallyReachable(M,X") 
Further we generalise this notation for a set of markings glf C M such that: 
= U [[M) 
MEM 
This allows us to denote the set of markings internally reachable from a marking repre-
sented by the global vertex v by [[v- ). This set is required to unfold the RNSS, and often 
used in the definitions and proofs that follow. 
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Definition 7.12. Given a transition t E ET U T" we define the function inputSupetplaces : 
ET U T" P" to return the set of abstract places whose corresponding superplace has 
input to t (if t E ET) or input to the supertransition of t (if t E T"): 
a. if t E ET then: 
inputSuperplaces(t) = {p" E P" I 3 p E Pn : p E *t} 
b. if t E TI' then: 
inputSuperplaces(t) = {p" E P" I3 p E 	: p E envinp(A4)} 
Note: 
a. If the transition is an external transition then inputSupetplaces(t) returns the ab-
stract places such that the superplace of the abstract place has input to t. 
b. If the transition is an abstract transition then inputSupeiplaces(t) returns the ab-
stract places such that the superplace of the abstract place has input to the supertran-
sition of the abstract transition. 
Definition 7.13. Given a marking M E M. and a transition t E ETT, we define the mark-
ings internally reachable from M in supernodes that can affect the enabling of t, denoted 
as: 
a. if t E ET then: 
[r[M) = internallyReachable(M,inputSuperplaces(t)) 
b. if 3 t" E T" : t E terrninal(Ale) then: 
[r[M) = intemallyReachable (M, (inputSuperplaces (t") U {t"})) 
We extend this notation for a set of markings M C M: 
[dm) = U VIVI) 
mEM 
Note: 
a. If the transition is an external transition then [, [M) is the set of markings internally 
reachable in superplaces input to t. 
b. If the transition is a terminal transition of the supertransition of t" then [, [M) is the 
set of markings internally reachable in superplaces input to the supertransition of t" 
together with the supertransition of t". 
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As in Definition 7.14, we use M1 [1 [(t ,e)))M2 to denote that M2 is a global successor 
of M1 by the firing element (t, c). 
Definition 7.14. Marking M2 is a global successor of M1 due to a firing element (t, c) E 
FEIETT, denoted Ml [t Rt, c)))M2, if there exists M3 E [t[Mi) such that M3Rt,c))Al2. 
We use MI {[))M2 to denote that M2 is a global successor of M1 by any firing element from 
FEIETT, and we use pi)) to denote the set of all global successors from Ai by any firing 
element from FEIETT. That is [[111)) is the closure of m[[)). 
Note: Marking M2 is a global successor of M1 by (t, c) if there is a marking M3 internally 
reachable in the supemodes that affect the enabling of t, such that M3Rt,C))M2. We use 
[[M)) to denote the set of global successors from M. 
As we explained informally, each edge of the global graph is labelled with a restriction 
of the actual source and successor markings. If t is the transition of the edge, then as 
defined in Definition 7.15 we use °t° to denote the places whose marking is stored with 
the global edge. The restriction notation (Definition 7.6) allows us to denote the source or 
successor marking, Ai, restricted to these places by Mlo r.. 
Definition 7.15. Given a transition t E ETT, we define the places whose marking is to be 
stored with each global edge as: 
a. if t E ET then: 
= U fp E Pp, I 3pi E Pp, : p1 E .t U 
pfi EP" 
b. if 3 t" E T" : t E terminal(Ne) then: 
= 	U env(Ne) U U {p E 	I 3/91 E Pp, : p1 E env(Ntn)} 
p" EP" 
Note: 
a. If the transition is an external transition then we must store the marking of each 
place internal to a superplace input to, or output from, t 
b. If the transition is a terminal transition of a supertransition, then we must store the 
marking of each place internal to the supertransition, together with the marking of 
each place in the environment of the supertransition, together with the marking of 
each place internal to a superplace input to, or output from, the supertransition. 
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7.4.6 RNSS Definition 
Finally, we can now define the RNSS (Definition 7.16). Explanatory notes follow this 
definition. They are intended to be read in parallel with the definition. 
Definition 7.16 (The Refined Node State Space (RNSS)). We define the Refined Node 
State Space as RNSS = (G,Gxn) where: 
a. G = 	G ,E G ) is a directed graph, called the global graph, where: 
1. = [[MoW U {Moe} 
2. EG = f(vi,(nli,(t,c),m2)7v2) E gig x (Mx FEIETT x 	x VG} 
where M1 E [1[v1?), M2 E v 	mt = MiI .ro 9 m2 =Mkt- , and MI Rt, c))M2. 
b. ix" = {Gxn I x" E X"} is a set of state spaces, one for each supernode, such that: 
g = (V," I EA where: 
1. V = U ([[11-4 )) lx" veN G 
 
2. Exn = {(m , (t , c), m2) E 	x FEI(rxn—terminal(Np)) x 
Note: 
m Rt,c))m2} 
 
a. The vertices of the global graph are the global vertices representing all global 
successors from the initial marking (i.e. all markings reachable according to Defini-
tion 7.14) together with the initial marking. The edges of the global graph are due 
to the occurrence of a firing element involving an external or terminal transition, t, 
from a source marking, MI. The marking M1 is internally reachable in the supern-
odes that can affect the enabling of t from a marking represented by a global vertex, 
v1 (i.e. M1 E [( [vi — )). The successor marking, M2 is represented by a global vertex 
(i.e. M2 E v2— ) and the markings stored with the edge are the source and successor 
marking restricted to °t°. Note that the markings stored with each global edge could 
represent the state of the supernode using its state number from the supernode graph, 
as is done in Figure 7.4 and in the implementation (see Chapter 8). We have omitted 
this from the definition since it is a storage issue. 
b. Every supemode has an associated graph. The vertices of a supernode graph con-
tain the restriction to the supernode of every marking internally reachable from a 
global vertex. (Note that since a supertransition can have input from a superplace, 
then it is necessary to consider the markings internally reachable in all adjacent su-
pernodes not just the markings internally reachable in the supernode of x".) There is 
an edge of the supernode graph for every transition internal to the supernode that is 
enabled at a vertex of the supernode graph (not including terminal transitions). That 
is, the edges of the supernode graph correspond to all enabled transitions internal to 
the supernode (not including terminal transitions). 
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7.4.7 Unfolding the RNSS 
In this section we define how the RNSS graphs can be combined into the full reachabil-
ity graph. In line with the terminology used by Christensen and Petrucci [511, we refer 
to the process of combining the graphs of the RNSS as unfolding the RNSS. In Defini-
tion 7.17 we define the unfolded RNSS to be a directed graph. The vertices and edges of 
the unfolded RNSS are based on the markings internally reachable from global vertices 
(i.e. the markings in [[vq) where v is a global vertex). In Definition 7.11 the set [[v —?) is 
defined in terms of the internallyReachable function. After the definition of the unfolded 
RNSS we consider how the supernode graphs of the RNSS can be used to implement the 
internallyReachable function and give an algorithm for this function (Algorithm 7.4). This 
algorithm therefore tells us how the unfolded RNSS can be constructed from the RNSS. 
In the last part of this section we prove that the unfolded RNSS is isomorphic to the full 
reachability graph (Proposition 7.23). 
Definition 7.17. Given a RNSS, (G, cxn) then the unfolded RNSS is the graph RG = 
('1" ,E) where: 
1. giu = U [[vq) 
'ENG 
2. Eu = Ei U E2 where: 
Ei =u 	{(mi,(t,c),m2)} 
(vi,(„„,(,,c),,n2),v2)EE G 
where MI E [[11 14 ) , M2 E [[v2-? ) , M117 = ml, 
111 11(p-7) =1142 1(P-7) 
E2 = 	U 	{(411,(t7c)7 1112)} 
(ml,(1- ,c),m2)EE.e, 
where x" E X ll , MI,M2 E Vu, Mae, = int, and M2 = MI — mi + m2 
Note: The vertices of the unfolded RNSS consist of all markings internally reachable 
from a marking corresponding to a global vertex. (As described in Algorithm 7.4, these 
internally reachable markings can be found using the supernode graphs.) 
The edges of the unfolded graph can be split into two sets: El and E2. The set E 
contains edges due to the occurrence of an external or terminal transition. It consists of 
edges (MI, (t, c), M2) for each edge (vi , (mi, (t, c), m2), v2) in the global graph, where MI 
is internally reachable from the global vertex vi, and M2 is internally reachable from the 
global vertex v2. Here it is required that 4/1 restricted to the places whose marking is stored 
with the edge (i.e. M117) is equal to the source marking stored with the edge (mi), and 
similarly the M2 restricted to the places whose marking is stored with the edge (i.e. Mkt.) 
is equal to the successor marking stored with the edge (m2). Further it is required that M1 
restricted to the places whose marking is not stored with the edge is equal to M2 restricted 
to the places whose marking is not stored with the edge (i.e. M1 I (p_ ot o ) = M2 I (p_ .t . )). The 
set E2 consists of all edges due to the occurrence of an internal transition. 
Mkt° = m2 ,  and 
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Note that for the set E1 of Definition 7.17 we have M1 E [W) rather than M1 E [t 
(as is the case in the RNSS definition, Definition 7.16). Similarly we have M2 E Rv2-? ) 
rather than M2 E v2-4 . This allows for the fact that M1 can be reached from a marking 
in v by activity internal to supemodes which are not adjacent to t. The effect of this 
internal activity needs to be retained in the follower marking. 
The unfolded RNSS requires the set of markings internally reachable from the mark-
ings represented by a global vertex. That is it requires the set [[v -q) where v is a global 
vertex. Suppose we have a marking M such that il/fi = v. Since for each supernode, the 
supernode marking of all markings in vq are in the same SCC then the set of markings 
internally reachable from the markings represented by v is equal to the markings internally 
reachable from M. That is [[v- ) = [[M). 
The function FINDANINVERSE of Algorithm 7.4 uses the supemode graphs to con-
struct a marking M such that 114? = v. Firstly M is set to v restricted to the marking of 
external places (M := VIEp). Then for each supernode x" E X", a marking of the supem-
ode, m, is added to M. The supernode marking m is a vertex of the supernode graph of 
x" and is such that the SCC of m is the same as that stored by v for that supernode. From 
Definitions 7.7 and 7.9 it follows that /1/fi = v. 
Therefore to find the set [[v- ) we can first use the function FINDANINVERSE to find 
a marking M such that /W = v, and then find the set [[M). In Definition 7.11 the set [[M) 
is defined as internallyReachable(M,X"). We now consider how the supernode graphs 
of the RNSS can be used to implement the internallyReachable(M,X) function and give 
an algorithm for this function (Algorithm 7.4). The basic idea of the algorithm is to first 
select a node x E X, and to use the supemode graph of x to construct all the internally 
reachable markings from M in the supernode of x. Then for each of those internally reach-
able markings to construct the internally reachable markings in the supernode of another 
node from X, and so on until all nodes in X have been considered. However, since a su-
pertransition may have input from a superplace, then we must order the supernodes so that 
before the internally reachable markings of a supertransition are considered, the internally 
reachable markings of all superplaces input to the supertransition have been considered. 
(Considering all superplaces, and then all supertransitions would suffice.) The function 
order, defined in Definition 7.18, returns a suitably ordered set of supernodes. (Recall 
from Definition 2.1 that the set of all permutations of a nonempty set A is denoted rt(A).) 
Definition 7.18. Given a set of abstract nodes that are refined, X C X", we define the 
function order : 2xn 2xii to return a permutation of X, where each node representing 
a superplace appears in the set before any node representing supertransitions that have 
input from the superplace. That is: order(X) is a set {xi ",x2", ,xn" E n(X) such that 
Vi, j E {1, ,n} : (xi" E T") A (xi" E inputSupoplaces(xi")) i> j. 
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Algorithm 7.4 is an algorithm for the INTERNALLYREACHABLE function. The func-
tion ORDER is as defined in Definition 7.18. The function LOCALLYREACHABLE(M, xi") 
returns the markings reachable from any marking in the set gif by transitions local to the 
supemode of xi". These markings can be found from the supemode graph of xi". 
The INTERNALLYREACHABLE function of Algorithm 7.4 may appear to have a multi-
plicative effect, since the Loc ALLYREACHABLE( M,xi"), function finds reachable mark-
ings from every marking already considered (i.e. markings in M). However, in the imple-
mentation of the LocALLYREAcHABLE(M,xi ll ) function it is only necessary to examine 
the supemode graph xi" for markings from gd where the local marking of the supem-
ode of xi" is distinct. That is, in the implementation of LOCALLYREACHABLE(M,xi") 
function it is only necessary to examine the supemode graph of x i" for markings from the 
set Mixin. In most cases the supemode graphs do not interact2 , and so commonly there 
will be relatively few distinct markings. Further to this, we do not expect that the IN-
TERNALLYREACHABLE algorithm will be used to unfold the RNSS in practice. Instead 
we expect the various dynamic properties to be determined directly from the RNSS (see 
Section 7.4.9). 
Algorithm 7.4 FINDANINvERsE(v) and INTERNALLYREACHABLE(M,X) 
FINDANINVERSE( 	v) 
begin 
MIEp := vlEp 
for all x" E X" do 
select m E Vxn such that (x", /re) = vixll 
M:=M+m 
end for 
return M 
end 
INTERNALLYREACHABLE (M, X) 
begin 
M := {m} 
{x1n,x2",...,xn"}:= ORDER (X) 
i := 1 
while i < n do 
M := U LOCALLYREACHABLE 
i:=i+1 
end while 
return M 
end 
20nly if a supertransition has input from a superplace will their graphs interact. 
CHAPTER 7. INCREMENTAL STATE SPACE ALGORITHMS 	 111 
We now prove that Algorithm 7 4 finds the set of markings internally reachable from 
M in X (i.e. that it finds intemallyReachable(M,X)). First we define an ordered internal 
sequence (Definition 7.19). This is a sequence of internal steps (Definition 7.10) where 
the internal activity of each supernode appears in a given order. 
Definition 7.19. Given a set of refined nodes X = {x1" 	,xn"} C X", we define the 
function orderedIntemalSeq : 2 x" -.4 rYx to return the sequences from aYx , where the 
internal activity or each supemode appears in the same order as the nodes appear in X. 
That is: orderedInternalSeqaxi" 	,x,"}) = 
{K i n * • • • 	 E CYYx I Vi E {1, ... ,n} : 	E 
Clearly Algorithm 7.4 constructs the set of markings reachable from M by any se-
quence in orderedInternalSeq(order(X)). In Proposition 7.20 we prove that a marking 
is internally reachable from M in X if and only if it is reachable from M by a sequence 
from the set orderedInternalSeq(order(X)). It follows immediately that Algorithm 7.4 
constructs the set intemallyReachable(M,X). 
Proposition 7.20. Given a global vertex v E gig of a RNSS, a marking M E M such 
that M? = v, a set of nodes X C X'' , and an ordered permutation of X, Xi = order(X) = 
{x i ",... ,x"}, then: 
M1 E internallyReachable (M ,X) 4# , 3 Y* E orderedInternalSeq(Xi) : M[Y * )1141 
Proof 
) Suppose Mi E internallyReachable(M,X). Then by Definition 7.11 there exists Y* E 
cffx, such that M[Y*)Mi. Suppose we reorder Y* to a sequence Y1* = Yx,,,* • •Yn such 
that each K in* contains only internal activity of the supernode of xi", and the ordering of 
* matches that of X1. Thus Yi* E orderedInternalSeq(X1). 
We now show that this reordering does not affect the enabling of the sequence. Since 
no external or terminal transition occurs in Yi* then the internal activity of each superplace 
in Y* is independent of other activity in Y*• Therefore the internal activity of each super-
place is enabled in the reordered sequence. Further, since no external or terminal transition, 
occurs in Y1* and since the outputs of a superplace are not decreased by the internal activ-
ity of the superplace, then the internal activity of each supertransition is only dependent 
on the activity of superplaces input to the supertransition. Now we know Xi is ordered 
so that each node representing a superplace appears before the nodes representing super-
transitions that are input to the superplace. Therefore Y1* is ordered so that the internal 
activity of each superplace appears before the internal activity of its input supertransitions. 
Therefore the internal activity of each supertransition is enabled in the reordered sequence. 
Therefore the reordering does not affect the enabling, that is M[Yi *)Mi 
) Now suppose 3 Y* E orderedIntemalSeq(Xi) : M[Y * )Mi. 
Y* = Yx," * Yx2" * • • • Yx„ ,,*  such that Vi e {1, 	n} : Yx,, * szTY,, ,, by Definition 7.19. 
Y* E CrYxn. 
Mi E intemallyReachable(M,X). 	 0 
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Having discussed how the unfolded RNSS can be constructed from the RNSS, we now 
prove that the unfolded graph is isomorphic to the full reachability graph. It is useful to 
first prove Lemmas 7.21 and 7.22. Lemma 7.21 tells us that any marking represented by a 
global vertex is a reachable marking of the full reachability graph. Lemma 7.22 says that 
a marking is internally reachable from a marking corresponding to a global vertex if and 
only if it is reachable in the full reachability graph. 
Lemma 7.21. Given an abstract net N', a refined net N related to N' by a system morphism 
: N —> N', the RNSS of N, (G , av ), a global vertex v E VG, and a marking M E M then: 
M e v-4 M E MR 
Proof 
Since vertex v E VG then Definition 7.16 implies that v E RA40)) U {4}. Therefore there 
exists a marking M1 E [[Mo)) U {Mo} such that W = v. Since MI E [[M0)) U {Mo} then 
Definition 7.14 implies M1 EM!?. 
Now since M E v—? then it,/ = v = W. Thus for all supernodes xi' E X" the supernode 
markings Mle and Mlle are in the same SCC in the supernode graph of x" (i.e. Vxll E 
X" : = M1 Ix,,C),  and the marking of external places of M and M1 are the same (i.e. 
MIEP = MI IEP). Therefore M is reachable from Mi. Since M1 is reachable and M is 
reachable from M1 it follows that M is reachable. 0 
Lemma 7.22. Given an abstract net N', a refined net N related to N' by a system 'morphism 
N —÷ , and the RNSS of N, (G, cx, ), then: 
MEMR<=> vENG : ME[[v —?) 
Proof 
) M E MR implies there exists a step sequence Y* E (TY, such that Mo[Y*)M. We show 
using induction that we can reorder the sequence Y* so that every marking Mi following 
the occurrence of an external or terminal transition, corresponds to a global vertex. The 
required result immediately follows. 
Inductive Proposition: A sequence Y* as defined above, such that the number of fir-
ing elements in Y* involving an external or terminal transition is n, can be reordered 
to a sequence Yi* = (ti , ci ) . . . (t,„ cni ) such that Mo Rti , ci ))Mi Rt,„, c.))M,, = M 
and for 0 < i < m if (4, ci) E FEIETT then Mi corresponds to a global vertex (i.e. 
E VG). 
Basis: First consider the case where n = 0. 
In this case there is no occurrence of an external or terminal transition in Y*, and so 
M is internally reachable from the global vertex Md.  
Inductive Assumption: Assume that when n = k, k> 0, then Y* can be reordered so 
that every marking following the occurrence of a firing element corresponds to a 
global vertex. 
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Inductive Step: Consider the case where n = k + 1. We know from the inductive 
assumption that the sequence can be reordered so that the marking, Mk, follow-
ing the k-th firing element from Y1* such that the firing element is in FE IETT, 
corresponds to a global vertex. Consider the remainder of the sequence Yr* = 
MkRtk+1,Ck+1)) ...[(tm ,Cm ))M. This sequence contains exactly one firing element 
from FE IETT, say (t, c). There are two cases: either tx is an external transition or 
tx is a terminal transition. 
i. Suppose tx is an external transition, that is tx E ET. We know that the internal 
activity of superplaces input to tx is independent of internal activity of other 
supernodes. Therefore the sequence Yr* can be reordered so that the inter-
nal activity of superplaces input to tx occurs first, then (ti , cx ) occurs, and the 
internal activity of supernodes not input to tx occurs afterwards. Since Def-
inition 7.16 adds a vertex to the global graph following internal activity of 
superplaces input to a transition followed by the occurrence of the transition, 
then the occurrence of (tx , cx ) in this reordered sequence leads to a marking 
corresponding to a global vertex in VG. 
ii. Suppose tx is a terminal transition of some supertransition, t" E T". That is 
tx E tenninal(Nt11). We know that the internal activity of the superplaces input 
to the supertransition of t" is independent of the internal activity of other su-
pernodes. We also know that the internal activity of the supertransition of t" is 
only dependent on the internal activity of superplaces input to it. Therefore the 
sequence Y,-* can be reordered so that the internal activity of superplaces input 
to the supertransition of t" occurs first, then internal activity of the supertran-
sition of t" occurs, then the terminal firing element (t, c) occurs, and finally 
internal activity of supernodes not input to the supertransition of t" occurs. 
Since Definition 7.16 adds a vertex to the global graph following a sequence 
of of steps involving transitions internal to superplaces input to the supertran-
sition of t" and transitions internal to the supertransition of t", followed by 
(tx ,c,), then the occurrence of (ti , cx ) in this reordered sequence leads to a 
marking corresponding to a vertex in VG. 
In both cases we can reorder the remainder of the sequence so that the marking fol-
lowing the firing element from FEIETT corresponds to a global marking. Therefore 
we can reorder the sequence Y* as required, and the inductive proposition holds for 
n = k +1. 
Conclusion: The inductive proposition holds for n = 0 and if we assume n = k then it 
holds for n = k + 1 therefore by the principle of mathematical induction the propo-
sition holds. 
The above proposition tells us we can reorder Y* so that each marking following an ex-
ternal or terminal transition corresponds to a global vertex, and M is internally reachable 
from the global vertex corresponding to the last external or terminal transition in the re-
ordered sequence. 
3 v E VG : M E 
-3vE'VG : 3M1 EM: MW = v  A ME [[Mi) by Definition 7.11 
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Since MI? = v then by Definition 7.8 Mi E id. Thus by Lemma 7.21 Mi is reachable. It 
follows that since M is internally reachable from Mi then M is reachable. 	 0 
We now prove that the unfolded RNSS is isomorphic to the full reachability graph. 
Theorem 7.23. Given an abstract net N', a refined net N related to AP by a system mor-
phism 4): N -- N', and the RNSS of N, then the unfolded graph of the RNSS, (Nu , Eu ), is 
isomorphic to the full reachability graph, (N, E). 
Proof 
Since Nu = U Rid) then M E N <=> M E Nu follows directly from Lemma 7.22. 
vE VG 
We now prove (Mi, (t, c), M2) E E .<=> (Mi, (t, c), M2) E Eu 
There are two cases: (i) t is an external or terminal transition, or (ii) t is an internal transi-
tion: 
i. Suppose t is an external or terminal transition, that is: t E ETT. 
( ) Since Mi and M2 are reachable then by Lemma 7.22 there exists vi , v2 E VG 
such that Mi E [[v) 	M2 E [[v2— ). Internal activity of supernodes that do not 
affect the enabling of t may be required to reach Mi from v —i °. However since (t, c) 
is enabled at Mi then there is a marking, say M1', reachable from v i7 by transitions 
local only to supemodes that affect the enabling of t such that (t, c) is enabled at 
MI', and the marking of the supemodes adjacent to t in M1' is the same as the 
marking of the supemodes adjacent to t in Mi. Further the occurrence of (t ,c) at 
MI' leads to some marking M2 1 , and the marking of the supemodes adjacent to t 
in M2 1 is the same as the marking of the supemodes adjacent to t in M2. In other 
words, there exists Mi' E [r [vi — ) such that Mi'[(t, c))M2' for some M2 1 E M where 
MI'ly =Mi lot- and M2 1 17 =M2loto. Definition 7.16 adds an edge to the global graph 
for the occurrence of an external or terminal transition from a marking reachable 
from a global vertex by transitions local to supemodes that affect the enabling of 
t. Therefore there exists (v i , (mi, (t, c), m2), v2) E E G such that Mi l let. = m1 and 
M2'10,0 = mz. Therefore there exists (v1, (m 1 , (t, c) , m2) , v2) E E G such that Mi E 
[[v) 	M2 E [[v2— ) and Mi I. t. = mi, and M2lo to = m2. 
Now since Mi [(t, c)) M2 then the marking Mi of places not adjacent to t is equal to 
the marking M2 of places not adjacent to t (since the occurrence of t only affects 
places adjacent to it). Therefore Mi I (p_°t°) = M2 1(p-7)• 
Hence we have (vi , (m i , (t, c), m2), vz) E E G such that M1 E [[v—i ?) and M2 E [[v2— ) 
and Mi 10 10 = mi , and M2I ° to = m2 and M i I (p_. .t. ) = M2 I (p_ .t . ) • Therefore (Mi , (t, c) , M2) E 
Ei of Definition 7.17. Therefore (M i , (t, c), M2) E Eu. 
(. ) Since t E ETT then (Mi , (t, c), M2) E E 1 of Definition 7.17. 
3 (vi, (mi, (t,c),m2),1/2) E EG of Definition 7.16, where Mi E [[v —i ?) and 
M2 E [[1' . ? ) and M i leto = mi and M21y = mz, and MI i(p-7) = M2 1(P-7)• 
Since (v i , (mi , (t, c) , m2) , v2) E E G then by Definition 7.16 there is a marking, say 
MI', reachable from v 	transitions local only to supemodes that affect the en- 
abling of t such that (t,c) is enabled at Mi', and the marking of the supemodes adja- 
cent to t in Mi' is equal to mi. Further the occurrence of (t, c) at Mi' leads to some 
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marking M2 / E v2- , and the marking of the supernodes adjacent to t in M2 / is equal 
to m2. In other words, by Definition 7.16 there exists M1' E [t [vi q) and M2 / E 
where mi = MI' loto and m2 = M2 1 1ot0 and MI'[(t, c))M2'. Since Mi'[(t,c))M2' and 
May = m1 = Mi lo t- and M2 1 1010 = m2 = M217, and MII (p_oto ) = M21 (p_01 o ) then 
M1 [(t, c))M2. Further, since M1 is internally reachable from the global vertex vl 
respectively, then Lemma 7.22 implies M1 is reachable. 
Therefore (Mi , (t, c), M2) E E. 
ii. Suppose t is internal to a supernode of x" E X", and is not a terminal transition, 
that is: t E Tx, — terminal(Ne). 
Since(Mi , (t, c), M2) E E then MI [(t, c))M2. 
Mil.eRt,c))M2lx" 
Now by Lemma 7.22 there exists v1 E VG such that M1 E [W) 
Since • M1 E [[v) 	by Definition 7.16 MI le E `11xn. 
Since Mae , [(t, c)>M2le and Mae , E Ve then Definition 7.16 implies 
(MI 	, (t, 	) E 	. 
(Mt (t, c), M2) E E2 of Definition 7.17. 
(Mt , (t, c), M2) E Eu by Definition 7.17. 
) Since t e T — ETT then (M1, (t, c), M2) E E2 of Definition 7.17. 
3 (ml, (t, c), m2) E E,e, of Definition 7.16 for some x" E X" such that Mt Ix" = ml, 
and Mzix" =- m2 and M2 = M1 — m1 +m2, where M1 and M2 are internally reachable 
from a global vertex. Since M1 and M2 are internally reachable from a global vertex 
then Lemma 7.22 implies A/1 and 1142 are reachable. Since M2 = MI - ml ± m2 and 
c)) m2 then MI Rt, c))M2. Therefore (M1, (t, c), M2) E E. 
0 
7.4.8 The RNSS Algorithm 
In this section we present an algorithm that constructs the RNSS (Algorithm 7.5). We 
refer to this algorithm as the RNSS algorithm. For clarity, the RNSS algorithm presented 
here does not make use of the abstract graph to limit the number of refined firing elements 
considered, and therefore does not require the abstract graph. However, since node refine-
ment is a system morphism then, as was the case for the algorithms that cater for type and 
subnet refinement, the RNSS algorithm can be modified to make use of the abstract graph 
to limit the number of refined firing elements considered. The algorithm that caters for all 
three forms of refinement (Algorithm 7.9) presented later in this chapter does just that. 
The structure of the RNSS algorithm (Algorithm 7.5) is the same as that of the standard 
reachability graph algorithm (Algorithm 7.1), but since the global graph stores global ver-
tices then: the Waiting set stores global vertices; the function ADDVERTEX adds a global 
vertex to the global graph; the function MATCH( G, v) returns true if and only if the vertex 
v is equal to any vertex in the global graph; and the function ADDEDGE adds an edge 
labelled with source and successor markings to the global graph. 
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Algorithm 7.5 The RNSS algorithm 
RNSS( G, Gxn,N,M,possible) 
begin 
Waiting := 0 
v := GLOBALVERTEX (GX" I M) 
if not MATCH( G,v) then 
ADDVERTEX( G, v) 
Waiting := {v} 
end if 
while Waiting 0 0 do 
V1 := SELECT (Waiting) 
for all (vi, (mi, (t, c), m2), v2) E EDGESFROM-NODE 	Gr,vi,possible) do 
if not MATCH( G,v2 ) then 
ADDVERTEX( G, v2) 
Waiting := Waiting + {v2} 
end if 
ADDEDGE(G, (vi, (mi, (t,c),m2), v2)) 
end for 
Waiting := Waiting — Ivil 
end while 
return (G, cx") 
end 
An algorithm for the GLOBALVERTEX function is presented in Algorithm 7.6. It takes 
the set of supemode graphs cxn = {Gxn I x" E Xn }, and the marking Al, and calculates the 
global vertex representing M. That is, it calculates The co mPUTES CCS( Ge ,m1n) 
function computes the SCCs of the vertices reachable from MIxn in the supernode graph 
Gxn, and returns the SCC index of the marking MI'.  Thus the global vertex, v, represent-
ing M is calculated by firstly initialising it to MIEp (where EP is the set of external places). 
The state space of each supemode, x", is then developed from MIS",  and the pair of x" and 
SCC of MI'  is added to v. In other words v is formed by replacing the marking of each 
supemode by its SCC index. 
Since each supernode has an associated graph, and since the local state space is devel-
oped from different starting points, then it follows that the supernode graph is not neces-
sarily connected. Also, it may be the case that part or all of local state space of a given 
supemode has previously been developed. This is clearly an advantage, saving time and 
space as the state space does not need to be developed again (as would be the case in 
the standard algorithm). We also note that the supemode graphs are independent, and the 
implementation could therefore develop them in parallel. 
The function EDGESFROM-NODE(N , , Gv,v,possible), presented in Algorithm 7.7, 
returns the global edges and global successors from the global vertex v for any external 
or terminal transition in the set possible C ETT . For this function to return all the global 
edges from v, the set possible must include all external and terminal transitions that are 
enabled at a marking internally reachable from v. We do not indicate how this set is calcu-
lated. All functions of Algorithm 7.7 have been previously presented: the functions FIND-
ANINVERSE and INTERNALLYREACHAB LE are as presented in Algorithm 7.4; the func- 
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tiOriS TERMINAL and INPUTS UPERPLACES are as described in Definitions 7.2 and 7.12 
respectively; and the functions REACHABILITYGRAPH, and ENABLEDFIRINGELEMENTS 
are as presented for the standard reachability graph algorithm (Section 7.1). 
The algorithm for the EDGESFROM-NODE (N , , G ,v,possible) function first uses 
the FIN DANINVERSE function (described in Algorithm 7.4) to construct a marking M 
such that /1# = v. It then considers all external transitions and then all supertransitions. 
For each external transition, t, it adds an edge to the global graph for the occurrence of 
t from a marking internally reachable in superplaces input to t from M. Since the local 
graphs of superplaces are developed when the global vertex is added (see the function 
GLOB A LVERTEX ) then the INTER NA LLY REAC H A B LE function (of Algorithm 7.4) can be 
used to find the internally reachable markings in the superplaces input to t. 
For each supertransition the EDGESFROM function first considers the markings inter-
nally reachable in superplaces input to the supertransition. For each such marking, MI, it 
develops the local reachability graph of the supertransition from the marking M1 restricted 
to the places of the supertransition (including environment places). Since the internally 
reachable markings of the supertransition are considered from each marking internally 
reachable in the superplaces input to the supertransition then it follows from Proposi-
tion 7.20 that the supertransition graph will contain the supertransition component of all 
markings internally reachable from M. The EDGESFROM function then adds an edge to 
the global graph for the occurrence of a terminal transition of the supertransition from a 
marking internally reachable in the supertransition from MI. 
Algorithm 7.6 The GLOBALVERTEX function 
GLOBALVERTEX ( cx"IM) 
begin 
v:= MIEP 
for all x" E X" do 
REACHABILITYGRAPH ( 	, , 
scc := COMPUTESCCS ( 
v := v+ (x", scc) 
end for 
return A# 
end 
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Algorithm 7.7 The EDGESFROM-NODE function 
EDGESFROM-NODE (N, N', cv ,v,possible) 
begin 
Result := 0 
M := FINDANINVERSE(v) 
for all t E (ET n possible) do 
for all Mi E INTERNALLYREACHABLE(M,INPUTSUPERPLACES(t)) do 
for all (t,c) E ENABLEDFIRINGELEMENTS (N,Mi,t) do 
M2 := M1 -E- ((t,c))+E + ((t,c)) 
V2 := GLOBALVERTEX (M2) 
Result := Result+ {(v,(Mil' t°,(t,c),M2N t°),v2)/ 
end for 
end for 
end for 
for all t" E T" do 
for all M1 E INTERNALLYREACHABLE (M, INPUTSUPERPLACES(t")) do 
REACHABILITYGRAPH(Ge,Nt"7 114 1 le) 
COMPUTES CCs (Gt, , , *It") 
for all M2 E INTERNALLYREACHABLE (MI , {t"}) do 
for all t E (TERMINAL (Nr11) n possible) do 
for all (t,c) E ENABLEDFIRINGELEMENTS (N,M2, t) do 
M3 := M2- E- ((t,c))+E+ ((t,c)) 
1,2 := GLOBALVERTEX (M3) - 
Result := Result+ {(v,(M2k r°,(t,c), M317)7 112)1 
end for 
end for 
end for 
end for 
end for 
return Result 
end 
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7.4.9 Properties of the RNSS 
We now define how the various dynamic properties (reachability, dead markings, home 
properties, liveness, and boundedness) can be determined directly from the RNSS. This is 
particularly important since unfolding the RNSS may be an expensive operation in terms 
of time and/or space. The propositions of this section are based on those of Christensen 
and Petrucci [51]. The RNSS is compared to the Modular State Space of Christensen and 
Petrucci in Section 7.4.16. We use the net of Figure 7.3 and its associated state space 
(Figure 7.4) as an example throughout this section. 
In the following we use the functions Term, Trivial, and FiringElements. The function 
Term takes a set of SCCs and returns the SCCs that are terminal (i.e. those that have no 
outgoing arcs) and the function Trivial which takes a set of SCCs and returns the set of 
trivial SCCs (i.e. those that have exactly one vertex and no edges). The function FiringEle-
ments maps a SCC into the set of firing elements that occur in the labels of the edges of 
the component. Similarly, we use FiringElements to map a set of reachable markings to 
the set of firing elements that occur in the labels of the edges between two vertices of the 
set. We use SCCG to denote the set of strongly connected components of the global graph. 
Similarly, SCC,e, denotes the set of SCCs of the supernode graph of x" E X". 
The propositions concerning the dynamic properties commonly need to know if a given 
marking is internally reachable from a marking in the set v1 where v is a global vertex. 
As we discussed in Section 7.4.7, since for each supernode, the supernode marking of 
all markings in v—? are in the same SCC then the set of markings internally reachable 
from markings in is equal to the markings internally reachable from any My , where 
Mvi = v. We can construct such a marking Mv using the FINDANINVERSE function of 
Algorithm 7.4. Having constructed My , we can then use the algorithm for the INTERNAL-
LYREACHABLE function (presented in Algorithm 7.4) to find the set of markings internally 
reachable from it. However, if we just want to know if a marking is internally reachable 
from M, then we do not have to find this set. Proposition 7.25 (a) allows us to optimise the 
algorithm for the INTERNALLYREACHABLE function so that we can efficiently determine 
if a marking is internally reachable from M. 
Similarly the propositions for dead markings, home properties, and liveness require 
the set of markings internally reachable from a global vertex such that for each marking 
M in the set, the marking M restricted to each supernode is in a terminal SCC of the 
supernode graph. Again we do not have to construct all markings internally reachable 
from a marking representing a global vertex to find this set. Proposition 7.25 (b) allows us 
to optimise the algorithm for the INTERNALLYREACHABLE function so we can efficiently 
find the internally reachable markings where each supernode component is in a terminal 
SCC of the supernode graph. 
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Definition 7.24. Given a supernode x" E X" we define the function sep() : X" —> 2P to 
return the places internal to the supernode of x" that are not input to a supertransition. That 
is, sep returns the places of the supernode of x" that are separate from any supertransition: 
seP(x" ) = {p E Pxn I Vt" E T" : p inpenv(Nn)} 
We define: 
nonsep(x") = 	— sep(x") 
Note: sep(x") returns the places of the supernode of x" that are separate from all super-
transitions. That is, sep(x") returns the set of places that are not input to a supertransition. 
nonsep(x") returns the set of places of the supemode of x" that are input to a supertransi-
tion. Clearly if x" represents a supertransition (i.e x" E T") then sep(x") is the set of all 
places of the supertransition. 
Proposition 7.25. For a net N with RNSS = 	ix,), a set of nodes X C X", an ordered 
permutation of X, Xi = order(X) = xi" .x,", and a marking My EM then: 
a. M E internallyReachable(M,,X) <=> 
3 Y 1 ,,* • • Yx„ ,, * E orderedIntemalSeq(X1) : Mv[Yx," * )Mi •[Yx„ ,,* )Mn = M 
A (Vi E 	(Milsep(.0 =Misep(x,9) A M (--iinonsep(x,")?Minonsep(x,n))) 
b. M E internallyReachable(Mv ,X) A (Vi E 	 : 	((MI.x/i) c E 
Ternz(SCCx,n)) 	<=> 	3 Yx," * • • • Yx„” * E orderedInternalSeq(Xi) 
Mv[rr 1 n t )M1 -- • [Yx„" * )Mn = Al 
A (Vi E {1, ... ,n} : ((Milx,n)c E Term(SCCx,"))) 
Note: 
a. M is internally reachable from Mv in the supernodes of X if and only if there is 
an ordered internal sequence (see Definition 7.19) such that each marking reached 
following internal activity of a supernode, Mi, restricted to the separated places of 
the supernode is equal to M restricted to the separated places of the supernode, and 
Mi restricted to the non-separated places of the supernode is greater than or equal to 
M restricted to the non-separated places of the supemode. 
b. M is internally reachable from Mi, and each supernode marking of M is in a ter-
minal SCC if and only if there is an ordered internal sequence (see Definition 7.19) 
such that each marking reached following internal activity of a supernode, restricted 
to the marking of the supernode is in a terminal SCC of the supernode graph. 
Proof 
a. 	) M E internallyReachable(M,,X) 
3 Y* = yx,,,* • • • ,,* E orderedInternalSeq(X1) : Mv[Yx 1 " * )M1 • • • [Yx,," * )Mn M 
by Proposition 7.20. Since Y* does not contain the occurrence of any external or 
terminal transitions then the marking of separated places of the supernode of xi" are 
only affected by internal activity of x".  Further the marking of each non-separated 
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place is only affected by the occurrence of input border transitions of supertran-
sitions, which can only remove tokens from the non-separated places. Therefore 
since Y* leads from My to M we have Vi e {1, , n} (Milsep(x,") =Misep(x,”)) A 
(Mil nonsep(xm MInonsep(x,"))• 
) Since yx,„. • • Y,i is an ordered internal sequence then the required result 
follows directly from Proposition 7.20. 
b. M E internallyReachable(M,,X) <=> 
3 	• • • Yxnn * e orderedInternalSeq (X1) : Mv[Yx, ,,* )A 41. 	M by Propo- 
sition 7.20. So we must show: 
Vi E {1, ,n} : (Mix,,Oc E Term(SCC,, ,, ) 4=> 	E Term(SCC,/0. 
There are two cases: 
i. xi" E T". 
Since the separated places of x/' are all places internal to the supertransition 
of xi ll (i.e. sep(xil = Px111), and the internal activity of superplaces input to 
the supertransition of x/' occurs in Y* before the internal activity of the super-
transition of xi'', then = Therefore (MI,")' E Term(SCCx,")) <=> 
(Milx,n) c E Term(SCCe)• 
ii. xi" E P". 
Since a superplace cannot remove tokens from its output border places, then 
the markings of the non-separated places will be constant over all the mark-
ings in a given SCC of the superplace of xi" . Further, since (A I sep(x,") = 
MIsep(x,")) then only the marking of non-separated places is different between 
MI," M I . Therefore (4 I ) e E Term(SCCx,")) <=> (Mi E Term(SCCx,")• 
0 
It follows from Proposition 7.25 (a) that if we want to determine if a marking M is 
internally reachable from a given marking, My , in a given set of supernodes, X C X", 
then we only have to consider those ordered internal sequences Yx, ,, * • • • y,,* from the set 
orderedInternalSeg(order(X)) such that Mv [Yx,,,*)Mi- • [Y ,,*)M„ = M and such that for 
each marking Mi (0 < i < n) restricted to the separated places of the supernode is equal to 
M restricted to the separated places of the supernode, and Mi restricted to the non-separated 
places of the supernode is greater than or equal to M restricted to the non-separated places 
of the supernode. 
Recall that the INTERNALLYREACHABLE(Mv ,X) function of Algorithm 7.4 returns 
the set of markings internally reachable from Mv by transitions local the supernodes of 
X. It follows from Proposition 7.25 (a) that if we only want to know if a marking M is 
internally reachable from My then we can optimise the INTERNALLYREACHABLE algo-
rithm. The optimisation is to change the LOCALLYREACHABLE(i7l1,xj") function so that 
it returns the set of markings locally reachable in the supernode of x in from a marking in 
M where each marking Mi in the set returned is such that Mi I semx,") = MIsep(x,") and 
A ilnonsep(x,")> MInonsep(o. The marking M is then internally reachable from My if it 
is an element of the result set returned by the optimised algorithm. Clearly this optimi-
sation can save considerable effort since the set of markings for which locally reachable 
markings have to be found is reduced to only those markings that can potentially lead to M. 
In the sections on determining dynamic properties without unfolding that follow whenever 
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we need to determine whether a marking is internally reachable from a global vertex we 
assume this optimised algorithm is used. 
Similarly, Proposition 7.25 (b) allows us to optimise the algorithm for the INTERNAL-
LYREACHA B LE(Mv , X) function (Algorithm 7.4) to find the markings that are internally 
reachable from a given marking and are such that the marking restricted to each supernode 
is in a terminal SCC of the supemode graph. In this case we modify the LOCALLYREACH-
ABLE(M,Xj") function so that it returns the set of markings locally reachable from a mark-
ing in M where each marking M.; in the set returned by LOCALLYREACHABLE is such 
that M lxi ,,  is in a terminal SCC of the supernode graph of x i". The optimised algorithm 
will return a set containing the markings that are internally reachable from M v such that 
the marking restricted to any supernode of X is in a terminal SCC of the supernode graph. 
This optimisation reduces the markings for which locally reachable markings have to be 
found to only those markings that can lead to a marking where each supernode component 
is in a terminal SCC of the supemode graph. In the sections on determining dynamic prop-
erties without unfolding that follow whenever we need to determine the set of markings 
internally reachable from a global vertex such that the SCC of each supernode component 
of each marking is in a terminal SCC we assume this optimised algorithm is used. 
We now consider how the dynamic properties can be determined from the RNSS with-
out unfolding. 
7.4.10 Reachability 
For a full reachability graph, a marking M E M is said to be reachable from the initial 
marking Mo if there exists a finite directed path from Mo to M. Given a RNSS of a net N 
we wish to determine whether a marking M is reachable without unfolding. 
Proposition 7.26. For a net N with RNSS = (G,Gx,),M E M then: 
a. M E MR <#. v E VG : M E 
b. M E MR = Vx" E X" : Wet E Vei 
Explanation: 
a. A marking is reachable if it is internally reachable from a global vertex. 
b. If a marking M is reachable then for each supernode of x" E X", the restriction of 
M to x" is in the vertices of the supernode graph of x". 
Proof 
a. Holds by Lemma 7 22 
b. From part (a) we know M E MR <=> v E VG : M E 
Since Definition 7.16 adds a vertex to the supernode graph of x ll for every marking 
internally reachable from a global vertex, then M E [bd) implies Vx" E X" : 	E 
'Vet. Therefore M E MR VX" E X" : 	E 
0 
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Sketch of algorithm: Proposition 7.26 allows us to check whether a marking M E M 
is reachable without unfolding. By Proposition 7.26(b) if any supernode component of M 
is not in the corresponding supernode graph (that is if 3 x" E X" : Mixt, V 'Ile) then M is 
not reachable. Otherwise we check if M is internally reachable from a global vertex. By 
Proposition 7.26(a) if M is internally reachable from a global vertex then it is reachable, 
otherwise it is not. 
Example: As an example, we apply the algorithm to the RNSS of Figure 7.4 (c) to 
determine if the marking M = (p2-outi,x) + (p2-p2,x) + (p4,y) is reachable. The state 
(P2-outi,x) + (P2-p2,x) is in the supernode graph of p2• Similarly the state (P4,Y) is in 
the supernode graph of t3. So our first requirement is satisfied. We therefore check each 
global vertex to determine if M is internally reachable from it. Here we find that M is 
internally reachable from a marking represented by the global vertex v 1 . Therefore M is 
reachable. 
7.4.11 Dead Markings 
A marking is dead if no transition is enabled for that marking. That is, marking M is dead 
if V(t, c) E FE : --,M[(t,c)). A set of firing elements, X C FE, is dead if no element of 
the set can become enabled, that is if VM E [Mo) V(t, c) E X :  
We now consider finding dead markings in a RNSS = (G,Gv ) without unfolding. 
Proposition 7.27. 
a. M E M is dead .=> 
(Vx" E X": V(mi, (t, 0, m2) E 	: m1 Min)) A 
(V(vi,(m1,(t,c),m2)7 1'2) E EG MI7 = m1 = M [[v)) 
b. M E IM[ is dead <=. 
(Vx" E X" : (MI,n) c E Term(SCCA nTrivial(SCCA) A 
(V(vi, (ml (t, C), M2)) v2) E EG : Mloto = m1 = M [[ 11 1 ? )) 
c. no marking M E MR is dead 
E X" : V mi E V xi' 3 (mi , (t, c), m2) E 
d. no marking M E MR is dead 
3 x" E X" : Term(SCCA fl Trivial(SCCA = 0 
Explanation: 
a. A marking is dead if there is no enabled internal transition (V' E X" : 
V(mi, (t, c), m2) E Exn : m 1 0 Mix11), and the marking does not enable an external or 
terminal transition. 
b. A marking is dead if it belongs to terminal and trivial components of all supernode 
graphs, and the marking does not enable an external or terminal transition. 
c. We know that there is no reachable dead marking if there exists a supemode graph 
for which every vertex has an outgoing edge. 
d. We know that there is no reachable dead marking if there exists a supemode graph 
without any SCCs being both terminal and trivial. 
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Proof 
a. Let M be a reachable marking. There is an edge from M by (t, c) in the unfolded 
graph if the edge is in the set E1 or E2 of Definition 7.17. That is, there is an edge 
in the unfolded graph if 
(3 x" E X": 3 (mi, (t,c),m2) E Exll : m i = Mle) V 
(3 (vi,(mi,(t,c),m2),v2) E EG : Mly = m1 A M E [[v—i ))). 
Therefore there is no edge from M in the unfolded graph if 
(Vx" E X": \Anil, (t,c),m2) E 	: mi MIA-n)) A 
(V(v1,(mi,(t,c),m2),v2) E Eg : Mlot o = ml =M [[11i)). 
Since by Proposition 7.23 the unfolded graph is isomorphic to the full graph then 
M E M is dead if 
(V' E X" : V(mi, (t,c), m2) E Exit : ml 0 MIA) A 
(e(vi,(mh(t,c),m2),v2) E EG : Mly = 	M [[11- )). 
b. Clearly there are no enabled transitions at terminal and trivial SCCs. Therefore 
right hand sides of (a) and (b) are equivalent. 
c. Let us suppose that there exists a supernode x" E X" such that all vertices of the 
supernode graph of x" have at least one outgoing edge. By Definition 7.16 the su-
pernode graph of x" contains the restriction to x" of all markings internally reachable 
from a global vertex, and by Lemma 7.22 every marking is internally reachable from 
a global vertex. Therefore for every reachable marking a transition internal to the 
supernode of xn is enabled. Thus there is no reachable dead marking. 
d. Again since there are no enabled transitions at terminal and trivial SCCs then the 
right hand sides of (c) and (d) are equivalent. 
0 
Sketch of algorithm: We can use Proposition 7.27 (b) to find all reachable dead mark-
ings. Lemma 7.22 tells us that every reachable marking is internally reachable from a 
marking corresponding to a global vertex. Therefore we will consider all reachable mark-
ings by considering those markings internally reachable from a global vertex. 
For each global vertex vi, we consider each marking, M, internally reachable from the 
global vertex where for all supernodes the supernode component of M is in a both terminal 
and trivial SCC. M is then dead if for each edge (vi, (mi, (t, c), m2) v2) of the global graph 
such that Mloto = m1 then M is not internally reachable from v1. 
Example: We can apply this algorithm to the example of Figure 7.4. We begin with the 
global vertex vo. The only marking internally reachable from the global vertex vo such that 
all supernode markings are in both a terminal and trivial SCC is M = (P1 ,x) (p2, 0) + 
(t3, 5). There is the edge (vo, ((p2, 0), (t1 ,x), (p2, 1)), vi ) in the global graph, and since 
Mloti o = (p2, 0) and M is internally reachable from vt then M is not dead. Therefore there 
are no dead markings internally reachable from the global vertex vo. Similarly there are no 
dead markings internally reachable from the other global vertices. We can conclude that 
there are no reachable dead markings. 
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7.4.12 Home Properties 
Informally, a home marking is a marking to which it is always possible to return, that is 
MH E MR is a home marking if VA/' E [MO : MH E [M t ). A home space is a set of 
markings such that it is always possible to return to a marking of the set, that is X C MR is 
a home space if VM' E [MO : X n [M') 0 0. 
Here we want to check whether a given (set of) reachable marking(s) is a home mark-
ing (space) or not. We first express the home properties for a marking and then for a set of 
markings. 
Proposition 7.28. 
a. My E MR is a home marking <=> 
(Vscc E Term(SCCG) : 3 v E scc : MH E [[v—?)) A 
(Vv E NG : VM E [[v— ) : (Vx" E X": (Mie) c E Term(SCCA) 
=MH E [[M) V 
3 (v,(mt, (thci),m2),v2) E EG : 3 M i E [I, [v-e) :Mllot1 0 = ml) 
b. X C MR is a home space <=> 
(Vscc E Term(SCCG) : 3 v E scc : X (1[[v-?) 0 0) 
A (Vv E 	: VM E 	: (Vx" E X" : (Mie) C  E Term(SCCA) 
(X n [[m) o 0) v 
3 (v, (ml, (th ci),m2), v2) E EG : 3M1 E [ri[v 	Mil't,' = mi) 
Explanation: 
a. A marking My is a home marking if every terminal SCC of the global graph con-
tains a global vertex from which My is internally reachable (Vscc E Term(SCCG) : 
3v E scc : My E [[v)), and from every marking M internally reachable from a 
global vertex such that for all xi" E X" the marking MIe is in a terminal SCC of the 
supemode graph of xll , then My is reachable from M by internal transitions or it is 
possible to reach a marking where an external or terminal transition is enabled. 
b. The home space proposition is similar to (a) — we check for non-empty intersec-
tion rather than membership. 
Proof 
(a) is a special case of (b) where X contains only one marking. Thus we will only prove 
(b). 
) Let X be a home space. Here we show the first conjunct of the right hand side holds. 
Let scc be a terminal SCC of the global graph, and M be a marking such that /14? is a vertex 
of scc. From a global vertex in a terminal SCC it is only possible to reach other global 
vertices in the SCC. Therefore the only markings that can be reached from M are those 
that can be reached internally from a global vertex in scc. That is, the only markings that 
can be reached are those in [[1 ,- ) for any v E scc. Since X is a home space then from any 
marking it is possible to reach a marking in X. Therefore there exists a vertex v E scc such 
that X n [[v-?) 0 0. 
CHAPTER 7. INCREMENTAL STATE SPACE ALGORITHMS 	 126 
Now we show the second conjunct of the right hand side holds. Consider a marking M 
internally reachable from a global vertex, such that for all x" E X" the marking is in a 
terminal SCC of the supemode graph of x". The markings that can be reached from M are 
those that can be internally reached (i.e. those markings in [[M)) together with those that 
can be reached by the occurrence of an external or terminal transition (possibly followed by 
further internal and external transitions). Since X is a home space then either X fIRM) 0 0 
or there is an external or terminal transition enabled at a marking internally reachable from 
M. Proposition 7.23 tells us that for the occurrence of an external or terminal transition ti E 
ETT from any marking Mi then there is an edge (vi , (m , (ti, ci ), m2), v2) E EG such that 
E [r i 	and M1 I oti o= m 1 . So we have X n [[M) 0 0 V 3 (v, (m , (t1, ci ), m2), v2) E 
MI E [i l 	: M11*ti ° = ml, as required. 
) By Lemma 7.22 every marking is internally reachable from a global vertex. Con-
sider some marking M internally reachable from a global vertex vi E VG. From M it is 
possible to internally reach a marking M1, where for each xll E X" the marking is 
in a terminal SCC of the supernode graph of x". By the second conjunct of the condition 
we are guaranteed that a marking in X is internally reachable from M, or that an external 
or terminal transition is enabled at a marking internally reachable from MI. By the occur-
rence of external or terminal transition we can obtain another marking, M2, corresponding 
to another global vertex, 1,2 E VG. Since v2 is reached by the occurrence of an external 
or terminal transition then v2 0 v1. From the global vertex v2 the process described to 
obtain v2 can be repeated until a terminal SCC of the global graph is found. From the first 
conjunct, one of its successors is in X. 0 
Sketch of algorithm: To check whether a given set of markings, X, is a home space, 
we first mark the vertices that satisfy the first conjunct of the condition. That is, we mark 
the global vertices in terminal SCCs of the global graph from which a marking of X is 
internally reachable (recall that the set of markings internally reachable from a marking M 
includes M and so global vertices corresponding to a marking of X are also marked). If 
there exists a terminal SCC of the global graph without any marked vertices then the first 
conjunct of the condition is not satisfied and therefore X is not a home space. Otherwise, 
we have to check the second conjunct of the condition. For each vertex in the global 
graph we take the internally reached markings such that every supemode marking is in a 
terminal SCC of the corresponding supernode graph. For each such marking, M, we check 
that either a marking in X is internally reachable from M, or that it is possible to reach 
a marking where an external or terminal transition is enabled. If one marking does not 
satisfy this requirement, X is not a home space, otherwise it is. 
Example: As an example, we consider whether the set X = {Mo= (pi ,x) + (p4, y)} is 
a home space of the net of Figure 7.3. There are no global vertices in the terminal SCCs 
of the global graph from which Mo is internally reachable, and so the first conjunct of 
the condition is not satisfied. Therefore X is not a home space. Further, since there is no 
single marking reachable from all vertices of the terminal SCCs of the global graph then 
the first conjunct of the condition will never be satisified for a single marking (i.e. for a 
home space of size 1). Thus the net has no home marking. 
We now consider whether the set X1 = {Mi = (P2 — Pi ,x) -F (P3,x + Y),M2 = (P2 - 
P17x)± (p2— outi ,x) (P5, y) is a home space. Here M1 is internally reachable from the 
global vertex v3 and M2 is internally reachable from the global vertex v4, so we mark both 
v3 and v4. Now all terminal SCCs of the global graph are marked so we must check the 
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second conjunct of the condition. For each vertex of the global graph we consider the 
internally reached markings such that every supernode marking is in a terminal SCC of 
the corresponding sueprnode graph. For each of these markings either Mi or M2 can be 
reached or an external or terminal transition is enabled. Hence X1 is a home space. 
7.4.13 Liveness 
Intuitively, liveness tells us that a (set of) firing element(s) remains active. That is, a set of 
firing elements, X C FE, is live if and only if from each reachable marking a marking can 
be reached where a firing element from X is enabled. That is, X is live if VM E MR 3 	E 
[M) 3 (t, 	E X : 	[(t, c)) (Jensen [102, Def 4.10 (iii)]). 
Given a RNSS, we now show how to determine whether a given set of transitions is live 
without unfolding. We first express the liveness properties for a firing element involving an 
external or terminal transition, then for a firing element involving an internal transition (not 
including terminal transitions), and finally for a set of firing elements in general. (Recall 
that the functions Term, Trivial and FiringElements have been introduced at the start of 
Section 7.4.9.) 
Proposition 7.29. 
a. (t, E FEIETT is live 
(Vscc E Term(SCCG) : (t, c) E FiringElements(scc)) A 
(Vv E 	:VM E [[1,-?) : Vx" E X": (MI,,n) c E Term(SCCA 
3 ( 1), (ml (thcl),m2)7v2) E EG : 3M1 E [ti[v 	 = m1 ) 
b. (t, c) E FEIT-ETT,  where t E Ate for some xi" E X" is live .#> 
(Vscc E Term(SCCG) : 3 v E scc : (t,c) E FiringElements0d))) A 
(Vv E 	: VM e [[v-e) : (AiLeoc E Term(SCCA 
((t ,c) E FiringElements(N)) V 
3 (v, (mt, (thci),m2), v2) E EG : 3 M1 E [r,[v-? 
	
= mi) 
c. X C FE where t E AT,e, for some xll E 'Cis live <#. 
(Vscc E Term(SCCG) : (X n FiringElements(scc) 0) V 
(3 v E scc : X n FiringElementsifivq)) 0 0)) A 
(Vv E `11 G : VM E [[vq) : (Vx" E X" : (MI,e) c E Term(SCCA) 
(X n FiringElements(RM)) 0 0) V 
3 (v, (tni, (tt,c1),m2), v2) E EG : 3M1 E [ri [v 	MI 	= mi) 
cont'd . 
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Explanation: 
a. A firing element involving an external or terminal transition is live if it oc-
curs in all terminal SCCs of the global graph (Vscc E Term(SCCG) : (t, c) E 
FiringElements(scc)), and it is always possible to reach a marking where an ex-
ternal or terminal transition is enabled. 
b. A firing element (t ,c) internal to the supemode x" is live if for all terminal SCCs 
of the global graph it is possible to reach a marking where (t,c) is enabled (Vscc E 
Term(SCCG) : 3 v E scc : (t,c) E FiringElementsifiv -40 , and it is always possible 
to reach a marking where (t, c) is enabled or a marking where an external or terminal 
transition is enabled. 
c. A set of firing elements X is live if for each terminal SCC of the global 
graph there is an occurrence of some element of X (Vscc E Term(SCCG) : (X n 
FiringElements(scc) 0 0) , or there is an internally reachable marking where a tran- 
sition in X is enabled (3 v E scc : x n FiringElementsifiv -4 )) 0 0). Furthermore it 
always possible to reach a marking where an element in X is enabled or a marking 
where an external or terminal transition is enabled. 
Proof 
(a) and (b) are special cases of (c), so we only prove (c). 
) Let X be a live set of firing elements. 
Here we show the first conjunct of the right hand side holds. Let scc be a terminal SCC of 
the global graph, and M be a marking such that /l/fi is a vertex of scc. From a global vertex 
in a terminal SCC of the global graph it is only possible to reach other global vertices 
in the SCC. Therefore the only firing elements enabled at any marking reached from M 
are those that lead to a marking corresponding to a global vertex in scc, together with 
those enabled at markings internally reachable from a global vertex in scc. That is, the 
only firing elements that can become enabled from M are those in FiringElements(scc) 
together with those in FiringElements0d)) for v E scc. Since X is live then from M it 
is possible to reach a marking where one of the firing elements of X is enabled. Therefore 
(X n FiringElements(scc) 0) V (3 v E scc : x n FiringElementsifiv -4 )) 0 0). 
Now we show the second conjunct of the right hand side holds. Consider a mark-
ing M internally reachable from a global vertex, such that for all x" E x" the mark-
ing MIe is in a terminal SCC of the supernode graph of x". The markings that can be 
reached from M are those that can be internally reached together with those that can be 
reached by the occurrence of an external or terminal transition from one of these inter-
nally reachable markings (possibly followed by the occurrence of further internal and 
external transitions). Therefore the firing elements of X enabled in markings reachable 
from M are FiringElementsa[M)) together with those enabled at a marking reached by 
the occurrence of an external or terminal transition from one of these internally reach-
able markings (possibly followed by the occurrence of further internal and external tran-
sitions). Since X is live, either X contains a firing element enabled at a marking inter-
nally reachable from M, or there is an external or terminal transition enabled at a mark-
ing internally reachable from M. Proposition 7.23 tells us that for the occurrence of an 
external or terminal transition ti E ETT from any marking M1 then there is an edge 
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(vi,(mi,(ti,ci),m2),v2) E EG such that M1 e [r, [v) and M i lot, . = m1. So we have 
(X n FiringElementsifiM)) 0 0) V 3 (v,(mi,(thci),m2), v2) E EG : 3 M1 E [I, [id) : 
= mi, as required. 
) By Lemma 7.22 every marking is internally reachable from a global vertex. Con-
sider some marking M internally reachable from a global vertex vi E VG. From M it is 
possible to internally reach a marking MI, where for each x" E X" the marking MI Ix" is in 
a terminal SCC of the supernode graph of x". By the second conjunct of the condition we 
are guaranteed that an element in X is enabled at a marking internally reachable from MI, 
or that an external or terminal transition is enabled from a marking internally reachable 
from M1. By the occurrence of an external or terminal transition we can obtain another 
marking, M2, corresponding to another global vertex, v2 E VG. Since v2 is reached by 
the occurrence of an external or terminal transition then v2 0 v1. From the global vertex 
V2 it is possible to reach a marking corresponding to a global vertex in a terminal SCC of 
the global graph. From the first conjunct of the condition, one of its successors enables a 
firing element in X. 0 
Sketch of algorithm: Given a set of transitions, X, we want to check if it is live. We 
mark the vertices in each terminal SCC of the global graph, scc, such that there is a firing 
element of X in the transitions of the SCC (i.e. in FiringElements(scc)) or there is a firing 
element of X internally reachable from a global vertex v in scc. The marked vertices are 
those that satisfy the first conjunct of the condition on the right hand side of (c). Now if 
there exists a terminal SCC of the global graph without any marked vertex, the first con-
junct is not satisfied, thus X is not live. Otherwise, we have to check the second conjunct 
of the condition. For each vertex in the global graph we consider the internally reached 
markings such that every supernode marking is in a terminal SCC of the corresponding 
supernode graph. For each such marking we check if it is possible to reach an enabled 
firing element involving an external transition, terminal transition, or a firing element in 
X. If one of these markings does not satisfy this requirement then X is not live, otherwise 
it is. 
Example: As an example we check whether the set of all firing elements of the net 
of Figure 7.3 is live. The terminal SCCs of the global graph are the vertices v3 and v4 of 
Figure 7.4 (c). There are no external or terminal transitions enabled from these vertices. 
From each of these vertices a transition internal to the superplace of p2 is enabled, and so 
we mark the global vertices v3 and v4. Since each terminal SCC of the global graph has a 
marked vertex then the first conjunct is satisfied. We now check the second conjunct of the 
condition. For each vertex in the global graph we consider the internally reached markings 
such that every supernode marking is in a terminal SCC of the corresponding supernode 
graph. For each of these markings it is possible to reach an enabled internal transition or 
an enabled external transition and so the second conjunct of the condition is also satisfied. 
Thus the set of all firing elements is live. 
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7.4.14 Boundedness 
Intuitively, upper and lower bounds tell us how many and how few token elements we can 
get. Given a place p E P: 
BestUpperBound(p) = maxmE [mo )(M1 p) 
BestLowerBound(p) = minmewo)(MI p) 
Here we explain how boundedness properties can be checked using a RNSS without 
unfolding. We use the property that all places are either external, or internal to a particular 
supernode. 
Proposition 7.30. Given a place p E P: 
a. BestUpperBound(p) = 
b. BestLowerBound(p) = 
MaXMEN,B(Al lp) 
maxvENG(v ip) 
m inm E (MI,) 
minvEVG (vie) 
,if 3 xll E X" : p E 
,otherwise 
,if 3x" E X" : p E 
,otherwise 
Explanation: 
If the place is internal to a supemode, the best upper bound can be found directly in the 
supernode graph. Otherwise the best upper bound can be found directly from the global 
graph. Similarly for the best lower bound. 
Proof 
a. By Definition 7.16 the RNSS contains the restriction to the supernode of x" of ev-
ery marking internally reachable from a global vertex. By Lemma 7.22 all markings 
are internally reachable from a global vertex. Therefore the best upper bound of 
each place internal to a supernode can be found from the graph of the supernode, 
and the best upper bound of an external place can be found by examining the global 
graph. 
b. Similar to (a). 
0 
Sketch of algorithm: The bounds of a single place can easily be checked by either ex-
amining the vertices of a given supernode graph (if the place is internal to that supernode), 
or by examining the vertices of the global graph (if the place is an external place). 
Example: By examining the vertices of the supernode graph of p2 we can show that 
the place p2-buf contains at most one token. 
Note: The bounds of a single place can be checked efficiently because they only re-
quire examining the vertices of a supernode graph, or the global graph. Clearly the above 
propositions can be generalised for the bounds of several places rather than one. 
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7.4.15 An Optimisation to the RNSS Algorithm 
In this section we consider an optimisation to the RNSS algorithm. Recall from Defini-
tion 4.6 that a sequence is complete if all border transitions occur with matching modes, 
and that every complete sequence of the refined net has a corresponding abstract sequence. 
The edges of the global graph of the RNSS correspond to the occurrence of an external or 
terminal transition, where terminal transitions are defined to be the output border transi-
tions of a supertransition. This means that a complete firing sequence of a supertransition 
may result in several edges in the global graph of the RNSS — one for each occurrence 
of an output border transition. For example, in the net of Figure 7.5 a successor global 
vertex, say v1, is added for the occurrence of out/. From v1 a successor is added to the 
global graph for the occurrence of out2. While this may seem counterintuitive, as we saw 
in Section 7.4.7 it allows the RNSS to be unfolded to the full reachability graph. 
The optimisation we consider here is to only add a successor to the global graph once 
all output border transitions of a supertransition have occurred with matching mode, rather 
than for the occurrence of each output border transition of the supertransition. For ex-
ample, in the net of Figure 7.5 an edge will only be added to the global graph once both 
out/ and out2 have occurred with matching mode. Such an optimisation may significantly 
improve the performance of the RNSS algorithm since it reduces the number of global 
vertices and global edges. 
To allow us to easily detect sequences where all output border transitions have oc-
curred, we add to the canonical basis a place for each output border transition, and a 
transition named finish. As shown in Figure 7.5 the place added for each output border 
transition indicates that the output border transition has fired. The finish transition is en-
abled once all output border transitions have fired with a given mode. 
Figure 7.5: finish transition added to the canonical basis of a supertransition 
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The optimised RNSS definition, the definition for unfolding the RNSS, and the RNSS 
algorithm are exactly the same as that of the standard RNSS (as presented in Sections 7.4.1 
— 7.4.8), except that the terminal function of Definition 4.3 is redefined so that it returns 
the finish transition of the supertransition rather than the output border transitions of the 
supertransition. In other words, we add an edge to the RNSS due to the occurrence of the 
finish transition rather than the occurrence of an output border transition. In the remain-
der of this section, unless otherwise specified, we will assume this new definition of the 
terminal function. Further to this, when we refer to a definition we mean the definition 
modified to use this redefined function. For example, if we refer to the definition of the 
RNSS, Definition 7.16, we mean Definition 7.16 with the redefined terminal function. It is 
important to note that we only use the definitions from the previous sections with the rede-
fined terminal function, not the lemmas and propositions. This is simply to save re-writing 
the definitions. Propositions involving the optimised RNSS are proved in this section. 
The unfolded optimised RNSS is not guaranteed to be isomorphic to the full reach-
ability graph. However, under certain conditions the unfolded optimised RNSS can be 
guaranteed to contain the same dead markings as the full reachability graph. (We note 
that one of the most important reachability problems is finding dead markings because a 
dead marking often means a severe design or modelling error or is a result of a terminating 
computation.) 
In the remainder of this section we first propose a condition under which the unfolded 
optimised RNSS contains all reachable dead markings of the full reachability graph, and 
further that all dead markings of the unfolded optimised RNSS are reachable dead mark-
ings in the full reachability graph. We then prove that this property holds. The basic idea 
of the proof is to show that under the required conditions the unfolded optimised RNSS has 
the same deadmarkings as a stubborn set reduced reachability graph. The property follows 
since every stubborn set reduced reachability graph has the same dead markings as the full 
reachability graph [194]. In the following, Definitions 7.31 and 7.32, and Proposition 7.33 
are due to Lakos [121]. 
In some situations the unfolded optimised RNSS will miss important activity of the 
state space. For example, if an output border transition can occur, but following this the 
finish transition never occurs then only adding successors to the global graph following 
occurrences of the finish transition will mean that the states due to the occurrence of the 
border transition will be missed. So that important activity of the state space is not missed, 
what we require is that once the switch transition occurs (with a given mode) then the finish 
transition is guaranteed to occur (with that mode), regardless of the further occurrence of 
input border transitions. We say such a finish transition of the supertransition is locally 
live. This is formalised in Definition 7.31. 
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Definition 7.31. In this definition we assume that all markings and steps are local to a 
supertransition of t" E T" and that all steps are singleton steps. For Ya *, Yb * E aY we use 
Ya * II Yb* to denote an interleaving of the sequences Ya * and Yb* . We refer to dependent 
transitions of a given transition in a sequence. These are the transitions that would be 
disabled except for the preceding transitions. 
Given a local sequence Yo* E GI( such that Mo[Y0*(4,4„ c))Msw , where tsw is the switch 
transition of the supertransition of t" then the finish transition, tfin , of the supertransition 
of t" is locally live if: 
a. for all Yi* E aY of a supertransition such that M„[YI*) there exists Y2 * E aY such 
that M,[Yi*Y2*) and (tfin ,C) appears in Y1*Y2* 
b. for all such Y1*Y2* (satisfying the condition in part (a)), there is a reordered se-
quence Y3 Y4 * such that Als,,Rtsw ,c)Y3*(tfin , c)Y4*) and no transition in inpbdr(Ntn)U 
{t,} occurs in Y3*. Note that the reordering means that Y1*Y2* = Y3 * (tfin ,C) I I Y4 * . 
Further, it must be possible to reorder the sequence one step at a time, i.e. there 
are a number of sequences Y3i * , y5 1 * , Y4i * (i = 0... n) which satisfy the following 
conditions: 
1. Msw[113i * Ysi * Y * 4i) 
171 * Y2 * = Y3i * (Y5i * Y4i * ) 
Y4i* = tail(Y4( 1_i)*), for i > 0 
IV. Y4* = 115n * Yan * 
v. #(Y30*) = #(Y50*) =0 
NIL Y3i * = Y3(i-1) * or Y3i * = Y3(i-1) * (head(Y4(i-1) * )), for i >0 
vii. YS * Y5( 1_o* or Y5i* = Y5(i-1)*(head(Y4(i-1)*)), for i >0 
viii. Y3„* = Y3 * (tfin ,C) 
c. for all such Y3*, Y4* (satisfying the condition of part (b)), the possible occurrence 
of a sequence including an input border transition or switch transition of the super-
transition plus dependent transitions, say Y5*, does not affect the enabling of Y3*, 
that is Msw[Y31 * Y5 * Y32 * (tfitz)C)) where 31 * 32* = Y3 * • 
Note: 
a. Once the switch transition occurs, the finish transition can occur. In other words 
all enabled (internal) sequences that follow the switch transition can be extended to 
a sequence that involves the finish transition. 
b. Every internal sequence leading to the occurrence of the finish transition can be 
reordered to a sequence where the border input transitions and switch transition do 
not occur before the finish transition has occurred. Further this reordering can be 
done one step at a time — elements of Y4 are progressively appended to Y3 or Ys. 
c. An enabled sequence involving an input border transition of the supertransition 
or the switch transition of the supertransition can be inserted without affecting the 
remainder of the sequence. 
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For a net where the finish transition of each supertransition is locally live then we show 
that the unfolded optimised RNSS contains the same dead markings as the full reachability 
graph. To do this we first show that the finish transition is locally live if and only if it is 
stubbornly live, as defined in Definition 7.32. (Recall from Chapter 6 that the dynamically 
stubborn set definition gives the basic criteria for stubbornness and that various static defi-
nitions have been proposed that ensure the resulting stubborn set is dynamically stubborn. 
Unless otherwise stated, when we refer to stubborn sets in this section we mean dynamic 
stubborn sets.) 
Definition 7.32. In this definition we assume that the markings and steps are all local to 
a supertransition t" E T" and that all steps are singleton steps (since singleton steps are 
usual for stubborn set analysis). 
Given a local sequence Yo* E CTY such that Mo[Y0*(t,, c))Msw , where 4, is the switch 
transition of the supertransition of t" then the finish transition, tfin , of the supertransition 
of t" is stubbornly live if: 
a. for all Y1* E GY such that Ms, [Yi *) there exists Y2 * E CYY such that Msw [Y1*Y2*) 
and (tfin ,C) occurs in Y1*Y2* 
b. for all such Y1 *2*  (satisfying the condition in part (a)), there is a reordered se-
quence Y3*Y4* such that Msw [Y3* (t fin , c)Y4*) and for every step in Y3*, viz. Y6 in 
Y5*Y61'7* = Y3 * (tfin ,C), with Msw [Y5*)Ms[Y6Y7*) there is a stubborn set S at Ms such 
that Y6 E S and (V(t, c) E S : t inpbdr(Ne) U {t}) (Recall that all steps are 
singleton and so Y6 is a single firing element.) 
Note: 
a. All enabled (internal) sequences that follow the switch transition can be extended 
to a sequence that involves the finish transition. 
b. There is a reordered sequence such that at each marking Ms reachable from Ms,„ 
there is a stubborn set S at Ms such that the next firing element in the sequence is 
in S and S does not include any firing elements involving input border transitions or 
the switch transition. 
The following proposition tells us that the local liveness property is equivalent to a 
stubbornness property. Therefore we can use stubbornness to verify local liveness on-the-
fly. 
Proposition 7.33. Given an abstract net N', a refined net N related to N' by a system 
morphism N , and t" E T", then the finish transition of the supertransition of t" is 
locally live if it is stubbornly live. 
Proof Clearly part (a) follows directly in both directions, so we just focus on the remain-
der. Given a local sequence Yo* E crY such that Mo[Yo* (t,, c))M,, where 4, is the switch 
transition of t" then: 
() Suppose that we have local liveness. Consider the following conditions: 
1. head(Y4 ( i_ i )*) is not an input border transition or switch transition 
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2. Ms,[Y3 ( i_ 1 )*)M[hea4(Y4* 1) )) and there is a stubborn set at the marking M includ-
ing head(Y4*(i_ ) but excluding all the elements of Y5( _ l) * 
We define the reordering of the sequence as specified in Definition 7.31 (b) as follows: 
if the above two conditions hold then Y3, * = Y3(i_) * head(Y4*) and Y5i * = Y5(i_ 1) * oth-
erwise Y3i * = Y 1) * and Y5i * = Y5(i_ *head(Y4*(i_ i) ). Note that, under this criterion, if 
head(Y4( i_o*) is appended to Y5(i_ 1 )*, then appending it to Y3(i_ * is not an option since 
the stubborn set identified in condition 2 will include elements of Y5*( i— 1)' and therefore 
Definition 7.31 (c) will not hold. Also note that this approach maximises the length of 
Y3i* and thus minimises the possible conflicts of remaining steps of ru * with those in Y5i * . 
Therefore, if it is possible for (tfin , c) to be appended to Y3i * (as required by Definition 7.31 
(b) viii), then this process will allow it to happen. 
Now suppose that there is a reordered sequence Y3 * as defined above, and a step Y7 in 
Y6 * Y7 Y8 = Y3 * ( tf , C , where Ms„[Y6*)Ms [ Yg * ) such that every stubborn set at Ms that 
includes 147 also includes an input border transition or switch transition. This means that 
there is a step sequence enabled at Ms, say Y9* which includes the occurrence of an input 
border transition or switch transition and which disables Y7. Without loss of generality, 
19 * starts with a firing element involving an input border transition or the switch transition, 
and the steps following this firing element are initially disabled. If it does not, consider ye 
as now extended by the sequence preceding the first input border transition, and consider 
the first enabled firing element following the input border transition or switch as a new Y7 
and the new sequence Y6 * can be completed under part (a) with a new Yg * (and the original 
assumptions still hold). Now Y9* violates part (c) of Definition 7.31. The desired property 
is thus proved by contradiction. 
(4=) Now assume that the stubborn set property holds, that is Definition 7.32 holds. 
Consider a sequence Y5 * Y6 Y7 * such that Msw [Y5*)Ms [ Y6 Y7 * ) . By Definition 7.32 (b) there 
is a stubborn set S at Ms such that Y6 is in S and S does not include any firing elements 
involving input border transitions or the switch transitions. 
Suppose that no input border transition or switch can be enabled between (rs„, c) and 
c). Then the stubborn set property holds trivially as do the properties of Defini- 
tion 7.31(b) and (c). Now suppose that we insert before Y6 a sequence Y8 * involving an 
input border transition or switch transition plus dependent transitions. Definition 7.32 (b) 
implies all the elements of ye must be outside the stubborn set S or else, since they are 
dependent on the input border transition or switch transition, their inclusion would require 
the inclusion of the input border transition or switch transition. Therefore we can reorder 
Y8 * Y6Y7 *  toY6Y8*Y7*• The same arguments apply to the elements of Y7* and so we can re- 
order Y6Y8*Y7* to Y6Y7*Y8* without affecting the enabling of the sequence. Thus, property 
(c) of Definition 7.31 holds. This applies no matter how long a prefix of ye we consider 
and hence we also have Definition 7.31 (b). This holds independent of the particular Y6 
chosen. Hence the locally live property holds. 	 0 
A reduced graph can be constructed using the stubborn sets identified in Definition 7.32. 
We refer to such a reduced graph as a stubbornly live reduced graph. To construct a stub-
bornly live reduced graph, when a switch transition has occurred and the corresponding 
finish transition has not yet occurred then only firing elements in the stubborn set identified 
in Definition 7.32 (b) are considered, otherwise all enabled firing elements are considered. 
In other words, suppose the marking Ms is reached following the occurrence of a switch 
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transition of a supertransition, but before the corresponding occurrence of the finish transi-
tion. The immediate successors from Ms , are obtained by the occurrence of firing elements 
from a stubborn set S. The stubborn set S only contains firing elements local to the super-
transition and does not include input border transitions or the switch transition. Since input 
border transitions of the supertransition are not included in S then the transitions of S are 
independent of the transitions external to the supertransition. Therefore the local stubborn 
set S is also a stubborn set for the global net, and (hence) a stubbornly live reduced graph 
is a stubborn set reduced graph. 
We now prove that if the net is such that the finish transition of each supertransition is 
stubbornly live (or equivalently, locally live) then the unfolded optimised RNSS contains 
the same dead markings as a stubbornly live reduced graph. It is useful to first prove Lem-
mas 7.34 — 7.36. Lemma 7.34 says that if M is reachable from a marking represented by a 
global vertex of the optimised RNSS by a sequence that does not include the occurrence of 
a switch transition then M is internally reachable from a global vertex. Lemma 7.35 tells 
us that any marking of a stubbornly live reduced graph is also a marking of the unfolded 
optimised RNSS. Lemma 7.36 says that any marking internally reachable from a global 
vertex of the optimised RNSS is a reachable marking. 
Lemma 7.34. Given an abstract net N', a refined net N related to N' by a system morphism 
: N —÷ N', the optimised RNSS (G,Gx”), a marking M1 such that E VG and a 
sequence Y* E CTY such that M1[Y*)M2 and no switch transition occurs in Y* then there 
exists v E VG such that M2 E [[1)—( ). 
Proof We show that Y* can be reordered so that the marking following each occurrence of 
an external transition corresponds to a global vertex. Since there is no switch transition in 
Y* then Y* does not contain the occurrence of any terminal transitions of a supertransition. 
Further the optimised RNSS is the same as the standard RNSS before the occurrence of 
a switch transition. Therefore the reordering follows using the same arguments as in the 
proof of Lemma 7.22 where the case concerning the occurrence of terminal transitions can 
be safely ignored. The required result follows from this reordering, since M2 is internally 
reachable from the global vertex corresponding to the marking following the last external 
transition in Y. 0 
Lemma 7.35. Given an abstract net N', and a refined net N related to N' by a system 
morphism : N ---+ , the optimised RNSS ( G, ix"), an unfolding of the optimised RNSS, 
(V„, Eu ), and a stubbornly live reduced graph ('Ti, Es) then: 
M E Vs M E Vu 
Proof Since M E Vs then we know M is a reachable marking (i.e. M E MR). Therefore 
there exists a step sequence Y* = (t1, c ) . (tm , cm ) E CTY, such that Mo[Y*)M. 
We now show using induction that regardless of the number of switch transitions that occur 
in Y* then M E V. 
Inductive Proposition: If M is reachable by a sequence Y* such that the number of 
switch transitions in Y* is n then M E Vu. 
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Basis: We first show the inductive proposition holds for n = 0. 
Since Y* does not contain any switch transition then the optimised RNSS is the same 
as the standard RNSS. It therefore follows from Proposition 7.23 that M E Vu . 
Inductive Assumption: Assume that when n = k then M E V = M E Vu 
Inductive Step: Consider the case where n = k + 1. We know from the inductive 
assumption that the marking Mk following the k-th finish transition is in the unfolded 
graph. Since a global vertex is added to the RNSS following each occurrence of a 
finish transition then vi = Mk E VG. Suppose M1 is the marking immediately 
preceding the (k + 1)-st switch transition. Since M1 is reachable from Mk by a 
sequence that does not involve a switch transition then it follows from Lemma 7.34 
that there is a global vertex v2 E VG such that M1 E [[v2-1'). 
Now, since the finish transition is live then there are two cases: 
i. M is reached before the finish transition fires. 
In this case the stubbornly live graph construction implies that M is internally 
reachable in the supertransition of t". Therefore M is internally reachable from 
V2. 
M is reached after the finish transition is fired. 
Suppose Mfin is the marking immediately following the finish transition. Since 
the optimised RNSS adds a successor to the global graph following the occur-
rence of a finish transition then v3 = Mfj E VG. Since there are no further 
occurrences of a switch transition in the sequence from Mith to M then by 
Lemma 7.34 there is a global vertex from which M is internally reachable. 
We have shown that in all cases M is internally reachable from a global vertex. Since 
the unfolding of the optimised RNSS adds a vertex to the unfolded graph for every 
marking internally reachable from a global vertex then M is in the unfolded graph. 
Conclusion: The inductive proposition holds for n = 0 and if we assume n = k then it 
holds for n = k + 1 therefore by the principle of mathematical induction the propo-
sition holds. 
0 
Lemma 7.36. Given an abstract net N', a refined net N related to N' by a system morphism 
N —> , the optimised RNSS (G,Gx,) then: 
v E 	: ME [[v- ME 
Proof The required result holds using the same arguments as in the 	) case of Proposi- 
tion 7.22. (Note that the arguments remain valid for the optimised RNSS.) 	 0 
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We now prove that the dead markings of the unfolded optimised RNSS are the same as 
those of a stubborn set reduced graph. 
Proposition 7.37. Given an abstract net N', a refined net N related to N' by a system 
morphism 4) : N —> N', the optimised RNSS ( G, ix.), an unfolding of the optimised RNSS, 
G.= (P', ¶E), and a stubbornly live reduced graph, Gs = (Vs, Es ), then: 
M dead in Gs 4.). M dead in G. 
Proof (. ) Given M is dead in Gs 
By Lemma 7.35 we know that M E Vu . Suppose that M is not dead in Gu . Therefore there 
exists (M1, (t, c), M2) E E u . By Definition 7.17 this implies either: 
i. there exists (MI, (t, c), M2) E E1 of Definition 7.17. 
3 (vi , (mi , (t, c), m2), v2) E E G of Definition 7.16, where MI E [[v) 
M2 E [{112-4 ) and Mt l't° = m1 and Mkt° = m2, and  Mil(p_Y) = 442 1(p-T)• 
Since (vi, (m i , (t, c), m2), v2) E E G then by Definition 7.16 there is a marking, say 
M1', reachable from v by transitions local only to supernodes that affect the en-
abling of t such that (t, c) is enabled at MI', and the marking of the supemodes adja-
cent to t in M1' is equal to m1. Further the occurrence of (t, c) at M1' leads to some 
marking M2 1 E v2 -?, and the marking of the supemodes adjacent to t in M2 1 is equal 
to m2. In other words, by Definition 7.16 there exists M1' E [t [vi -4 ) and M2 1 E 112- 
where m1 = Miloto and m2 = M2'lo to and Mi'[(t, c))M2'. Since /1/1 1 [(t,c))M2' and 
WI? = m1 = Mi lot. and M2 1 17 = m2 = Al21° t° , and MI i(p_7) = 412I(p_7) then 
M1 [(t, c))M2.  Further, since Mi is internally reachable from the global vertex v1 
respectively, then Lemma 7.36 implies M1 is reachable. 
Therefore (M1, (t, c), M2) is an edge of the full reachability graph. However, all 
deadlock states of a stubborn set reduced graph are known to be deadlock states of 
the full reachability graph. Therefore we have a contradiction. 
Or 
ii. there exists (MI, (t, c), M2) E E2 of Definition 7.17. 
3 (mi , (t, c), m2) E Ex,/ of Definition 7.16 for some x" E X ll such that MI le = m1, 
and M2I,J, = m2 and M2 = M1 - MI ± /1129 where M1 and M2 are internally reachable 
from a global vertex. Since M1 and M2 are internally reachable from a global vertex 
then Lemma 7.36 implies M1 and M2 are reachable. Since M2 = MI - MI ± M2 
and miRt,c))m2 then MI Rt, c))M2. Therefore (MI, (t, c), M2) is an edge of the full 
reachability graph. Again we have a contradiction for the same reason as in case (i) 
above. 
In both cases we have a contradiction. Thus the required result is proved by contradiction. 
( ) Now suppose M is dead in Gu but not dead in the full reachability graph. 
Since M E `11„ then by Definition 7.17 there exists vi E 'VG such that M E [[v-i ?). Therefore 
by Lemma 7.36 M is a reachable marking. Since M is not dead in the full reachability 
graph then there exists (t, c) E FE such that M[(t, c)) . Now there are two cases: 
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i. t is an external transition or terminal (finish) transition 
In this case since M E W) and MRt, c)), then there exists M' E [t [vi 	such that 
M I I or. = Mioto and M'Rt, c)). Therefore there is an edge 
(vi , (mi , (t, c), m2), v2) E E1 of Definition 7.16. But since M E [[v-i °) and MI— = 
M' lot. = m1 and M'Rt,c)) then Definition 7.17 implies M is not dead in Gu . This is 
a contradiction. 
Or 
t is internal to a supemode and is not a terminal (finish) transition. In this case 
since ME(t, c)) then there is a supernode x" E X" such that t E Ty, and (Mle , (t, c),M21y,) E 
Exu. Definition 7.17 then implies M is not dead in G„, which is a contradiction. 
In both cases we have a contradiction. Therefore M is a reachable dead marking of the full 
reachability graph. Since Gs is a stubborn set reduced graph then it contains all reachable 
dead markings [194]. Hence M is in Gs and furthermore M is dead in Gs . 	 0 
Since the dead markings of a stubborn set reduced graph and the full reachability graph 
are the same [194] then Proposition 7.37 tells us that if each finish transition is locally live 
(or, equivalently, stubbornly live) the dead markings of the unfolded optimised RNSS are 
the dead markings of the full reachability graph. Further, since the dead markings of the 
unfolded optimised RNSS are the dead markings of the full reachability graph then the 
arguments of the proof of Proposition 7.27 remain valid for the optimised RNSS, and 
hence the dead markings of the optimised RNSS can be found without unfolding using 
Proposition 7.27. The problem remaining is how to show or ensure that a finish transition 
is locally live (or, equivalently, stubbornly live). 
One approach to showing that the finish transition is locally live is to construct the 
reachability graph of the supertransition, and at each Ms as defined in Definition 7.32 (b) 
search for a dynamic stubborn set satisfying the conditions of Definition 7.32 (b). The 
finish transition is locally live if and only if such a dynamic stubborn set exists. It is also 
possible to instead search for a static stubborn set. Since each static stubborn set is a 
dynamic stubborn set [194] then if at each state Ms there is a static stubborn set that meets 
the requirements of Definition 7.32 (b) then finish transition is locally live. 
An alternative approach is to impose a static condition on the supertransition. One such 
condition is to require a semaphore place in the canonical basis of the supertransition, as 
shown in Figure 7.6. (In this figure the components added to the basis have been rendered 
using thicker lines.) The newly added place — the semaphore place — contains a single 
token. This place is accessed as a side condition of each input border transition. The token 
in the semaphore place is consumed by the switch transition, and a token is returned to the 
semaphore place by the occurrence of the finish transition. 
The semaphore place ensures that once the switch transition has occurred, then no 
input border transition or the switch can occur until after the finish transition has occurred. 
Thus conditions (b) and (c) of Definition 7.31 are trivially satisfied. The implementation 
can then check Definition 7.31 (a). That is, it can check if once the switch transition 
has occurred leading to Ms,„, that the finish transition is live for all markings internally 
reachable in the supertransition from M,. If this holds then the finish transition is locally 
live, otherwise it is not. 
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Figure 7.6: Semaphore place added to the canonical basis of a supertransition 
7.4.16 Comparison to Modular Analysis 
Christensen and Petrucci have developed a reachability analysis technique for analysing 
modular petri nets. This technique, referred to as Modular Analysis, has been described in 
Section 6.3.5. Refined nodes can be considered as special types of modules. Our refined 
node analysis is in many ways similar to Modular Analysis, but there are some impor-
tant differences between the two techniques. In this section we compare our approach 
with Modular Analysis. We first examine the difference between the Global Graph of the 
RNSS and the Synchronisation Graph of Modular Analysis. We then consider the problem 
Modular Analysis has with place fusion, and why this problem does not appear in refined 
node analysis. Finally we discuss the differences in how successors are found and the 
resulting differences in edge labelling between Modular Analysis and our approach. 
The Global Graph versus the Synchronisation Graph 
Under Modular Analysis, all components are part of a module, and the modules are joined 
by transition fusion. The synchronisation graph captures the synchronisation between the 
modules. It contains only occurrences of fused transitions. In contrast to this, we have 
a global net which can contain modules (i.e. supernodes) and also net components that 
are not part of a module. One approach to analysing such a net would be to group the 
components that are not part of a module (i.e the external places and transitions) into a 
module and then use Modular Analysis. Instead, we develop a global graph which can 
contain occurrences of any external or terminal transition. 
The global graph of the RNSS is similar to the synchronisation graph of Modular 
Analysis. It provides an overview of the behaviour of the model. This overview will be 
particularly useful in debugging and analysing the behaviour of a model. In fact, it may 
be all the developer requires. A possible disadvantage of such a global graph compared 
to grouping the external components of the global net in another module is that each state 
of global graph must store the SCC of each supernode, meaning that the global graph 
may use more memory than is necessary. However, we do not expect this to be a signif-
icant overhead in advanced state storage mechanisms. For example, the storage used in 
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Design/CPN [105] will only store the state of a place if it has changed (otherwise it will 
effectively store a pointer to the state). 
Place Fusion 
Modular Analysis has been developed for modular nets. As discussed in Section 2.2.3 
modular nets consist of a set of interacting modules. Typically modules interact by shared 
places (fused places) and/or shared transitions (fused transitions). The modules supported 
under Modular Analysis are quite general, but must be built with transition fusion. Build-
ing modules with place fusion causes problems since even if each of the module graphs 
have a finite number of states, the full reachability graph may have an infinite number of 
states. As demonstrated in the net of Figure 7.7 (where the place p2 is shared), this is 
because one module can provide enough tokens in a fused place to allow transitions in 
another module to be enabled, and then this second module can provide more tokens for 
the first one, and so on. 
To allow modules with place fusion to be used in practice Christensen and Petrucci 
therefore propose a transformation from a modular net using place fusion to a modular net 
using transition fusion. Figure 7.8 shows the net of Figure 7.7 transformed to use transition 
fusion. 
On the other hand, our modules (i.e. supernodes) arise from node refinement. A su-
perplace can be considered as joined to its environment by place fusion. The constrained 
behaviour of superplaces will then mean that the environment cannot extract any tokens 
which it has not deposited or which were not present initially. Thus, the combination of 
such modules by place fusion ceases to be a problem. 
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G2 
Figure 7.7: Two modules both with finite graphs, but the full reachability graph is infinite 
[51, p.229] 
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Figure 7.8: The net of Figure 7.7 transformed to use transition fusion [51, p.229] 
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Successors and Edge Labelling 
In the Modular Analysis algorithm, given the marking of all modules, the successors are 
"the set of all markings reachable by a sequence of internal transitions (or none) followed 
by a fused transition" [51, p. 2311, where internal transitions are those transitions internal 
to a module and not fused with transitions of other modules [51, P.  2311. This means the 
successors are those reachable by the occurrence of a sequence of transitions internal to 
any module followed by any fused transition. 
The Christensen and Petrucci definition could mean that the size of the modular state 
space is much larger than is necessary. For example, consider the net of Figure 7.9. This 
net consists of three modules — module A, module B and module C. Modules B and C 
are fused by the transition Y. The modular state space of the net of Figure 7.9 is shown 
in Figure 7.10. It can be seen that from the initial vertex of the synchronisation graph 
there is a successor marking and corresponding edge for every internally reachable mark-
ing of module A. Clearly, if module A has many internal successors then the number of 
successors in the synchronisation graph will also be large. 
Christensen and Petrucci note this problem in [51, Section 9.2], and suggest is can 
be avoided with the introduction of a special symbol to denote that a module does not 
participate in the communication. However, it is not clear how the modular state space 
algorithm and proofs would be adjusted to cater for this special symbol. 
We observe that the state of module A does not affect the enabling of the fused tran-
sition Y, nor is it affected by the occurrence of Y. Therefore it is not necessary to store 
all these successor markings and corresponding arcs. Instead we need only consider the 
occurrence of Y from markings reachable by a sequence of internal transitions of those 
modules that have a place that is input to Y. By doing this, in the example of Figure 7.9, 
the only successor of the initial vertex of the synchronisation graph would be (A ,B2)C2). 
This vertex represents all the markings internally reachable from it (i.e. it represents all 
successors that appear in the synchronisation graph of Figure 7.10). The edge from the 
initial vertex to (A1,B2,C2) must also represent all edges that appear in the synchronisa-
tion graph of Figure 7.10. This can be achieved by only storing the marking of modules 
connected to Y in the source and successor markings that are stored with the edge, rather 
than the marking of all modules as is the case in the synchronisation graph of modular 
analysis. 
We adopt this approach of considering the occurrence of a fused transition from mark-
ings internally reachable to modules connected to that transition. (For the RNSS we con-
sider the occurrence of a transition connected to superplaces only from markings inter-
nally reachable in those superplaces.) This approach can result in a significantly smaller 
state space. We note that because the source marking stored with each edge of the global 
graph only stores the marking of superplaces connected to the transition of the edge, then 
when determining some of the dynamic properties without unfolding the RNSS it is some-
times necessary to determine all possible source markings by considering the markings 
internally reachable from the source global vertex of the edge. This is in contrast to the 
Modular Analysis approach where the marking stored with the edge can be examined di-
rectly (without considering the internally reachable markings). However, in the Modular 
Analysis approach there are more edges to consider. 
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Module A Module B Module C 
Declarations: 
Int = {0, 1,2,...} 
Figure 7.9: A modular CPN 
Module A Module B Module C 
Figure 7.10: The modular state space of the net of Figure 7.9 
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7.5 Incremental Algorithm 
Type, subnet, and node refinement will commonly be used in combination, and it is there-
fore important that we can combine the previous algorithms to cater for any combination 
of these refinements. In this section we first indicate how the algorithms that cater for type 
and subnet refinement can be combined to create a new algorithm that caters for both type 
and subnet refinement (Section 7.5.1). We then describe an algorithm that caters for all 
three forms of refinement (Section 7.5.2). 
7.5.1 Combining the Type and Subnet Algorithms 
In the previous sections we have presented modified versions of the EDGESFROM function 
to cater for type refinement (Algorithm 7.2) and subnet refinement (Algorithm 7.3). We 
now combine these two functions to give an algorithm that caters for both type and subnet 
refinement. We refer to this algorithm as the type-subnet algorithm. 
To determine the successor markings from a given marking, M, in the refined net, the 
function that caters for type refinement (EDGESFROM-TYPE ) considers the enabled ab-
stract firing elements at the corresponding abstract marking, (I)(M). If the transition of 
the firing element has not changed by type refinement then the successor marking can 
be calculated by updating the refined source marking with values from the abstract suc-
cessor marking, otherwise all refined firing elements that map to each enabled abstract 
firing element are examined for enabling and the successors calculated in the usual way. 
Thus the number of refined firing elements examined is constrained by the knowledge 
of the enabled abstract firing elements. The function that caters for subnet refinement 
(EDGESFROM-SUBNET) is the same, but it checks for changes due to subnet refinement 
rather than type refinement, and additionally examines firing elements that do not map 
to an abstract firing element (i.e. firing elements involving transitions added by subnet 
refinement). 
Since the modified functions have the same basic structure it is not hard to combine 
them into one function that caters for both type and subnet refinement, as in Algorithm 7.8. 
As with the EDGESFROM-TYPE function and the EDGESFROM-SUBNET function, the 
function that caters for a combination of type and subnet refinement (i.e. the EDGESFROM-
TYPES UBNET function) considers the abstract firing elements enabled at the correspond-
ing abstract marking, (I)(M). If the transition of the firing element has not changed by type 
or subnet refinement then the successor marking can be calculated by updating the refined 
source marking with values from the abstract successor marking, otherwise all refined fir-
ing elements that map to each enabled abstract firing element are examined for enabling 
and the successors calculated in the usual way. As with the function that caters for sub-
net refinement, this combined function additionally examines firing elements that do not 
map to a corresponding abstract element. The CHANGED-TYPES UB NET (N, NI , t) function 
returns true if and only if places connected to t have been refined by type refinement, ex-
tended by subnet refinement, or if the transition itself has been refined by type or subnet 
refinement. The function UPDATE (N, ,A11,M2 1 ,t) is as discussed in Section 7.2. 
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Algorithm 7.8 Combining the previous EDGESFROM-TYPE and EDGESFROM-SUBNET 
functions 
EDGESFROM-TYPESUBNET(N,AP,M1, possible) 
begin 
Result := 0 
for all (4)(*), (t,C1 ),M2 1 ) E ABSTRACTEDGESFROM(N1 ,4)(M1),4)(possible)) do 
if not CHANGED-TYPESUBNET(N,AP,t) then 
M2 := UPDATE(N,AP,M1,M2 i ,t) 
Result := Result+ {(Mi,(t,c1 ),A42)} 
else 
for all (t,c) E FE I (I:•((t,c)) = (t,ci ) do 
if M1 > E — ((t,c)) then 
M2 := MI — E — ((t,c)) + E+ ((t, c)) 
Result := Result+ {(1111,(t,c),M2)} 
end if 
end for 
end if 
end for 
for all (t,c) E FE I (t E possible) A not MAPPED(t, CO do 
if M1 > E— ((t,c)) then 
M2 :=-- M1 — E((t,c))+ E+((t,c)) 
Result := Result+ {(MI,(t,c) 7 M2)1 
end if 
end for 
return Result 
end 
7.5.2 Combining the Type, Subnet, and Node Algorithms 
We now present an algorithm that caters for type, subnet, and node refinement. First recall 
that for a net with refined nodes (i.e. supernodes) the state space for each supernode is 
developed separately, since it is an independent subsystem apart from those points where 
it interacts with its environment. This leads to several reachability graphs which combine 
to represent the complete state space of the refined net. We refer to the collection of 
graphs as the Refined-Node State Space (RNSS). The RNSS is composed of a supernode 
graph for each supernode, and a global graph. Each supernode graph only contains local 
information, namely the reachable markings of the supernode and the associated enabled 
firing elements. Each vertex of the global graph refers to strongly connected components 
(SCCs) of the supernode graphs, rather than the individual markings. We call such vertices 
global vertices. 
An algorithm to construct the RNSS (Algorithm 7.5) was presented in Section 7.4.8. 
The GLOBALVERTEX function of this algorithm calculates the global vertex corresponding 
to a given marking. The EDGESFROM-NODE function of this algorithm finds the edges of 
the global graph from a given global vertex. It first considers each external transition, and 
then each supertransition. 
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Since node refinement is also a system morphism then, as with the algorithm that 
caters for type and subnet refinement (see Section 7.5.1), we can use the knowledge of 
the abstract firing elements enabled at the corresponding abstract marking to constrain the 
number of refined firing elements considered. Algorithm 7.9 presents the EDGESFROM-
TYPESUBNETNODE function that can be used to find the edges of the global graph when 
constructing the RNSS. This function uses the abstract graph to constrain the number of 
firing elements considered. 
The EDGESFROM-TYPESUBNETNODE(N,N I , cv,v,possible) function of returns the 
global edges and global successors from the global vertex v for any external or terminal 
transition in the set possible C ETT. For this function to return all the global edges from 
v, the set possible must include all external and terminal transitions that are enabled at a 
marking internally reachable from v. The CHANGED-TYPESUBNETNODE(N, ,t) func-
tion returns true if and only if places neighbouring t have been refined by type refinement, 
extended by subnet refinement, or form part of a refined node, or if the transition itself 
has been refined by type or subnet refinement. All other functions of Algorithm 7.9 have 
been previously presented: INPUTS UPERPLACES is as described in Definition 7.12; FIN-
DANINVERSE is as presented in Algorithm 7.4; EDGESFROM-NODE is as presented in 
Algorithm 7.7; and ABSTRACTEDGESFROM, UPDATE, and MAPPED are as described for 
Algorithm 7.8. 
First Algorithm 7.9 considers the external transitions t for which there is an edge from 
the corresponding abstract marking in the abstract graph. If the external transition does 
not have a superplace as input then the algorithm is similar to that of the EDGESFROM-
TYPESUBNET algorithm (Algorithm 7.8), with the exception that the edges store the source 
and successor marking restricted to °t°. (Note that if the transition is not changed by type, 
subnet, or node refinement then it has no superplace input to it or output from it. Hence 
is empty and so the marking restricted to °t° is empty.) If the transition does have input 
from a superplace, then it is added to the set transToConsider. These are the external tran-
sitions whose enabling must be considered from markings internally reachable from the 
global vertex v. 
After having considered all external transitions for which there is an edge from the 
corresponding abstract marking in the abstract graph, Algorithm 7.9 considers those tran-
sitions t that are added by subnet refinement (i.e. those transitions that are not mapped 
by the morphism). The definition of subnet refinement (Definition 4.11) will not allow a 
transition added by subnet refinement to have input from or output to a superplace (if it 
does then Definition 4.11(d) is not satisfied). Therefore the global successors due to tran-
sitions added by subnet refinement is as for the EDGESFROM-TYPESUBNET algorithm 
(Algorithm 7.8), with the exception that the edges indicate that the source and successor 
marking stored with the global edge is empty (since there is no superplace input to, or 
output from, t). 
Finally Algorithm 7.9 adds edges for those transitions in transToConsider together 
with the possibly enabled terminal transitions. This is achieved using the EDGESFROIVI-
NODE function as presented in Algorithm 7.7. Note that a transition is only added to the 
set transToConsider if its corresponding abstract transition is enabled at the corresponding 
abstract marking. This means Algorithm 7.9 does not consider the internally reachable 
markings from v for the external transitions that are not abstract enabled. 
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Algorithm 7.9 EDGESFROM modified for type, subnet, and node refinement 
EDGESFROM-TYPESUBNETNODE (N,N' ,v, possible) 
begin 
Result := 0 
M := FINDANINVERSE (v) 
transToConsider := 0 
for all t E (ET n possible) do 
for all (4)(M), (t, cf ), M2 1 ) E ABSTRACTEDGESFROM Or**, (I)(t)) do 
if INPUTS UPERPLACES (t) = 0 then 
if not CHANGED-TYPES UB NETNODE (N ,N' ,t) then 
M2 := UPDATE(N,AP,M,M2 1 , t) 
Result := Result + {( 114 , (0, (t ,c) ,0), M201 
else 
for all (t,c) E FE I (I)((t , c)) = (t , c l ) do 
if M > 	, c)) then 
M2 	M — E — ((t,c)) E+((t,c)) 
Result := Result + 	, (Mk t° ,c) M2kt°) , M201 
end if 
end for 
end if 
else 
transToConsider := transToConsider U {t} 
end if 
end for 
end for 
for all (t,c) E FE I (t E ET n possible) A not mAPPED(t,4)) do 
if M > 	((t,c)) then 
M2 := M - E- ((t,c))+E+ ((t,c)) 
Result := Result + 	, (0, (t , 0), M20} 
end if 
end for 
	
Result := Result + EDGEsFROm-NoDE(N ,N 1 , G 	,(transToConsider U (TT n 
possible))) 
return Result 
end 
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7.6 Summary 
In this chapter we have defined the full reachability graph and presented an algorithm to 
construct it. We then gave algorithms that cater for type refinement, subnet refinement, and 
node refinement. The algorithms presented in this chapter that cater for type and subnet 
refinement produce the full reachability graph. We also envisage that those components 
added by subnet refinement could be grouped in a module and Modular Analysis used to 
develop the state space. In this case, the full reachability graph would not be produced. 
The algorithm that caters for node refinement (i.e. the RNSS algorithm) uses a variation 
of Modular Analysis to produce a set of directed graphs, which we refer to as the Refined 
Node State Space (RNSS). We have proved that the RNSS can be unfolded to give the full 
reachability graph, and we have also given various propositions, proofs, and algorithms 
that show how the standard dynamic properties can be determined from the RNSS without 
unfolding. We presented the RNSS algorithm, and gave an optimisation for it which we 
proved will find the same dead markings as in the full reachability graph. We compared 
the RNSS algorithm to the Modular Analysis algorithm and finally we have indicated how 
the algorithms that cater for type, node, and subnet refinement could be combined. 
Chapter 8 
Implementing the Incremental 
Algorithms 
Our criteria for a tool to implement the incremental algorithms of Chapter 7 included that 
it use a CPN or similar formalism, and that it could be easily modified to allow: 
• a net to be enhanced by replacing the type of some components with subtypes (in 
the sense of type refinement) 
• a net to be enhanced by adding new components and replacing the type of some 
components with extended types (in the sense of subnet refinement) 
• superplaces and supertransitions to be described 
• multiple reachability graphs to be generated, such that several graphs can be referred 
to while generating another graph 
• a marking to be able to be restricted to a given place, or subset of places. 
The analysers considered for implementing the algorithms were selected using elec-
tronically published surveys [188, 59, 76]. Three analysers were considered in detail: 
Design/CPN [105], INA [166], and Maria [136]. From the respective tool documentation 
and detailed discussions with the authors of these tools we came to the conclusion that the 
Maria tool best satisfied the above criteria since, as explained in the following section, it 
has a modular design, a simple text based input language, and is implemented in an object 
oriented language (C++). We therefore chose to implement the incremental algorithms in 
Maria. 
As Makela points out, many issues that appear to be simple or trivial from a purely 
theoretical point of view can actually require most of the attention when developing soft-
ware [137]. In this chapter we consider issues in the implementation of the incremental 
algorithms that are either important from a performance point of view or where we feel 
others could benefit from a more detailed discussion. 
The Maria tool consists of several interacting modules. In Section 8.1 we introduce 
the Maria analyser by explaining the role of each of the modules. Those modules that were 
modified while implementing the incremental algorithms are introduced in more detail. In 
Sections 8.2 — 8.7we examine the modifications to these modules. 
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Figure 8.1: The modular structure of the Maria analyser (modified from [96, P.  5]) 
8.1 The Maria Analyser 
The basic function of the Maria analyser is to generate the state space of a HLPN. Ques-
tions about the state space can be answered both during the state space generation (on-the-
fly) and once the generation is complete. The Maria reachability analyser is a relatively 
new reachability tool building on the earlier work with PROD [197]. At the time work on 
the incremental algorithms began, even version 0.1 of Maria was not finished. At the cur-
rent time, the incremental algorithms are implemented in Maria version 0.1 and all future 
discussion of Maria in this thesis will be based on this version. 
The Maria analyser is implemented in C++ [5], and the main development platform 
is Linux [187]. The implementation makes extensive use of the C++ Standard Template 
Library. The Maria parser is constructed using the Flex lexical analyser [154] and the 
Bison [58] parser generator. For implementing the incremental algorithms we used the 
GNU C++ compiler [180] as the development environment. For debugging we used the 
graphical interface to the GNU debugger, DDD [135], and the malloc debugger Electric 
Fence [156]. In reachability graph generation, even the smallest memory leak would be 
disastrous, so we used the Insure++ C++ compiler [152] and the DMalloc library [198] to 
find memory leaks. 
One of the most attractive features of the Maria analyser for our purposes was that it 
has a modular design, with the intention that different algorithms, front-ends, state storage 
mechanisms, etc, be able to be easily incorporated. Other attractive features include that 
it has a simple text based input language which would allow the various refinements to be 
easily identified, and that it has an object-oriented design and implementation, meaning 
that multiple nets and multiple reachability graphs could be easily supported. 
Figure 8.1 shows the modules of the Maria analyser. In the remainder of this section, 
we first list the purpose of each module, and then describe in more detail those modules 
that were modified for implementing the incremental algorithms. The actual modifications 
to each of the modules are described in Sections 8.2 — 8.7. 
Front-end Parser and Internal Representation module parses a net description and pro-
duces an internal representation of the net. 
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Method module describes how the analysis is performed. That is, this module contains 
the implementation of the reachability graph algorithm. 
State module stores the state space, both in system memory and on disk. The storage 
method used is critical. It must be able to handle millions of states and check if a 
certain state has been previously stored. 
Transition Analysis module determines the enabled firing elements at each state. 
User Intetface module allows the user to examine the reachability graph and check tem-
poral properties. 
Unfolding module unfolds the high level net description to a low level net, or partially 
unfolds the high level net description. 
Symmetries module supports the reachability graph reduction using symmetries (see Sec-
tion 6.3.2). 
CheckState module implements model checking of the reachability graph, that is, whether 
the model satisfies a given property. The property is usually given in some temporal 
logic, such as Linear Temporal Logic (LTL). 
Biichi supports Buchi automata [39]. LTL model checking is often performed by trans-
forming the LTL formula to an automaton, and so the Biichi module interacts with 
the CheckState module. 
CompBlock module supports blocks of C code within the input net description. This mod-
ule is included in Maria for compatibility with the PROD analyser. 
8.1.1 The Front-end Parser Module 
The Front-end Parser Module takes a net description and generates an internal represen-
tation. In this section we consider the parser and the associated net description language 
supported by Maria. In the next section (Section 8.1.2) we consider the internal represen-
tation of the net. 
A front-end parser has been developed for use with Maria. The net is described using 
a text-only language. The formalism supported by this net description language is a re-
stricted version of Algebraic System Nets [30, 108, 109, 164, 3], but for our purposes it can 
be considered to be Coloured Petri Nets. The colour sets of a particular net can be defined 
using data types. The Maria language provides the predefined types bool, int, unsigned, 
and char. All other types are constructed using these types — structures, unions, enumer-
ated types, and buffers can be defined, and constraints imposed. All possible colour sets 
have a finite domain and are ordered'. 
Figure 8.2 shows a simple net and the associated Maria net description. We will return 
to this example later in this chapter when describing how the various refinements are sup-
ported in Maria. The first line of the net description declares a new type, called myType, 
which is a structure that contains an integer and a character. Following this, two places, 
I This ordering allows the implementation to easily iterate through the values of the colour. If the size of a 
colour set is n, then each value can be represented using I log2n1 bits. 
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p1 and p2 are declared with token type myrype, and the place pl given an initial mark-
ing of one token with the integer value set to 1 and the character value set to a. Finally, 
the transition t1 is declared. This transition transfers a token from place p1 to place p2. 
(Note that variables are not explicitly typed in Maria, hence the variable x is not typed my 
myType in the net description.) 
Declarations: 
Int = {0,1,2_4 
Char = 
myType = Int x Char 
 
myType 
l'(1,a) 
Maria Net Description 
typedef structfint i, char cl myType; 
place pl myType: {1,'a'}; 
place p2 myType; 
  
   
 
myType 
trans ti 
in {pi: x} 
outfp2: xl; 
Figure 8.2: A simple net and its Maria net description 
8.1.2 The Internal Representation 
A class diagram for the classes Maria uses to represent a net is given in Figure 8.1 (Fig-
ure 8.3 uses the UML notation, which is described in Appendix A.) Only the main classes 
have been shown. For example, there is a subclass of the Type class for each predefined 
type supported by Maria, but these subclasses are not shown. 
An instance of the Net class represents the parsed net. This instance contains a list of 
places of the net (i.e. a list of references to instances of the Place class), as well as a list of 
transitions (i.e. a list of references to instances of the Transition class). Each transition has 
arcs (instances of the Arc class) associated with it. The place (transition) instances have a 
unique index which identifies the place (transition). Each Net instance can have associated 
with it instances of the GlobalMarking class. Each GlobalMarking instance represents 
a marking of the net. Each GlobalMarking instance contains a reference to an instance 
of the PlaceMarking class for every place of the net. Each PlaceMarking is associated 
with a given place and stores a marking for that place. (Note that a GlobalMarking is 
simply a marking of the net, and is not related to the global graph of the RNSS described 
in Chapter 7.) The Valuation class stores a possible valuation (firing mode) for a given 
transition, that is, it stores a value for each variable of a given transition. 
0. .• 0. .* 
Type 
1..• 
PlaceMarking 
0. .• 
0 • 
GlobalMarking 
o..* 	1.. 
Trans 	 VariableDefinition Net 
Place 
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Valuation 
* 
Value 
0..• 
Figure 8.3: The classes Maria uses to represent a net 
8.1.3 The State Module 
The State module stores the state space, both in system memory and on disk. The State 
module provides a way of storing the vertices and edges of the reachability graph, deter-
mining if a given state is present in the reachability graph, and retrieving the edges and 
successor states from a given state. 
A class diagram for the internal representation used by the State module is given in 
Figure 8.4. There is a one to one relationship between the Graph class of Figure 8.4 and 
the Net class of Figure 8.3. 
An instance of the Graph class represents the reachability graph. The Maria imple-
mentation assumes there is only ever one Graph instance and all markings and edges are 
added to this instance. The Graph class has an associated hash table (StateHash), which 
stores an instance of the State class for each state. The location in the hash table where 
each state is stored is determined by hashing a bit-string representation of the state. 
Since there is an instance of the State class for every reachable state, the amount of 
information stored in the State class must be kept to a minimum. The State class therefore 
does not store the actual marking of the state, not even its bit-string representation, but 
merely records the state number and maintains a list of events (references to instances of 
         
 
Graph 
  
StateHash 
  
State 
     
         
  
o.. 
      
         
BitPacker BitUnpacker 
    
Event 
         
Figure 8.4: The classes Maria uses to store the state space 
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the Event class) that lead to successor states. Each instance of the Event class contains 
a reference to the successor state, but again, since space is at a premium the actual firing 
element that the event represents is not stored. 
Thus the reachability graph structure is stored in system memory, but the actual mark-
ings and firing elements represented by the vertices and edges respectively are not. The 
markings and firing elements are only stored on disk2 . The BitPacker class provides meth-
ods for encoding a state (i.e. an instance of the GlobalMarking class) to a bit-string. It is 
this bit-string that is stored on disk. It is also this bit-string that is hashed to determine the 
location that the state should be stored in the hash table. 
The function ENcoDE(M,N) presented in Algorithm 8.1 encodes a global marking 
M of the net N (i.e. it encodes a GlobalMarking instance). Encoding a global marking 
involves encoding each local marking (i.e. PlaceMarking instance) associated with the 
global marking, and concatenating this local encoding to a bit-string. The CONcAT(Si , S2) 
function concatenates string S2 to string SI. The order in which places are encoded is 
not important, provided the same order is used for decoding. (In the implementation, the 
places are processed in the order that they appear in the list of places that is associated 
with the net.) The ENCODE(13) function encodes a local marking 13 where 13 is a multiset, 
that is 13: A —> N. Encoding a local marking involves first encoding the total number 
of items, PI, to a bit-string, and then appending each distinct item {a I 13(a) > 01 and 
its multiplicities, 13(a), to this bit-string. The function ENCODEINTEGER (n) returns a bit-
string representation of the integer n, and the function ENCODEITEM (a) returns a bit-string 
representation of the element a E A. 
Algorithm 8.1 Encoding a Marking 
ENcoDE(M, N) 
begin 
BitString 
for all p E P do 
coNCAT(Bit String, ENCODE (M(p))) 
end for 
end 
ENCODE (13) 
begin 
Buf := ENCODEINTEGER aro 
for all {a I 11(a) > 0} do 
coNcAT(Buf,  , ENCODEINTEGER (I3(a))) 
coNcAT(Buf, ENCODEITEM (a)) 
end for 
end 
2 0ne file, given the suffix .rgs, stores the vertices of the graph and another, given the suffix .rga, stores the 
edges of the graph. A third file, given the suffix .rgd, stores an index to the vertices and edges. 
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The BitUnpacker provides methods for decoding an encoded marking. To decode the 
marking given a bit-string representation, the order in which the encoded place markings 
appear in the string (as used in the encoding routine) must be known. For the first place, 
the total number of items is retrieved, and then each distinct item and its multiplicity 
is retrieved. By knowing the total number of items, the decoder knows at all times the 
number of items left to retrieve for that place. When all items have been retrieved, the 
decoding of the next place can begin. 
Similarly, the firing element associated with each edge of the reachability graph is 
encoded to a bit-string representation and stored in a binary file. 
8.1.4 The Transition Analysis Module 
The Transition Analysis module finds the firing elements enabled at each state. This is 
achieved using the transition instance analysis algorithm [136, 137], which determines 
the enabled firing modes for a given transition. The algorithm is based on a depth-first 
search. The main idea is to bind tokens in the input places one at a time to the variables 
on the input arcs of the transition being analysed. The algorithm is complicated since 
the multiplicity of a given variable can be a variable itself (hence the multiplicity variable 
must be bound first). In other words, arc expressions can be multiset sums which need to 
be expanded. It is further complicated by various optimisations. 
8.1.5 The Method Module 
The Method module describes how the analysis is to be performed. That is, the Method 
module contains the implementation of the reachability graph algorithm. The algorithm 
implemented in Maria is essentially the standard reachability graph algorithm (see Algo-
rithm 7.1). In Maria the algorithms of the Method module are actually implemented as 
part of the Net class. However, for flexibility, we believe it would be better to separate the 
implementation of these algorithms from that of the Net. 
One difference between the algorithm implemented in Maria and Algorithm 7.1 is that 
there is no EDGESFROM function in the implementation. Rather than determining all the 
edges possible from a given marking and then adding the edges to the reachability graph, 
the implementation adds each edge to the reachability graph as soon as it is found. 
8.1.6 The User Interface Module 
The User Interface module allows the user to examine the reachability graph and check 
temporal properties. A program called Marde (Maria Debugger) has been implemented 
for this purpose. 
When Marde is invoked it first parses the net that is being examined and then, using the 
reachability graph files, it re-constructs the internal representation of the state space (see 
Figure 8.4). Marde provides a query language that allows the user to traverse the internal 
representation of the reachability graph and to evaluate formulae in the nodes of the graph. 
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8.2 Modifications to the Front-end Parser Module 
Having given an overview of the structure of the Maria analyser, we now consider how 
Maria can be modified to support the following methodology adopted for analysing models 
developed using type and subnet refinement. First, the abstract and refined nets are parsed. 
If the incremental algorithm requires the abstract reachability graph then it is developed (if 
it does not already exist), or the internal representation is recreated in system memory (if 
it does exist). The refinements from the abstract net are then detected, and the incremental 
algorithm is used to develop the reachability graph of the refined net. 
To support such a methodology the parser had to be modified to allow multiple nets to 
be parsed (hence creating multiple instances of the Net class), and the Maria language was 
modified to allow easy detection of the various refinements. 
The Maria analyser v0.1 assumes that only one net will be parsed and analysed at a 
time. A single instance of the Net class is created to represent the parsed net. All places 
(transitions) that are parsed are added to the list of places (transitions) associated with this 
instance. To allow multiple nets to be parsed we modified the parser so that the net instance 
to which the place and transition instances are added is specified as a parameter. 
In the following sections we consider the modifications made to the Maria Language 
so that type and subnet refinement (Section 8.2.1), and node refinement (Section 8.2.2) can 
be easily detected. 
8.2.1 Detecting Type and Subnet Refinement 
We introduced new syntax to the Maria language to indicate type refinement and subnet 
extension of existing types. The keyword subtype indicates that one type is a type refine-
ment of another, and the keyword extends indicates that one type is a subnet extension 
of another. If a type is defined to be a subtype and/or extension of a given type then the 
parser sets an attribute of the Type instance that indicates the type from which the subtype 
or extension is derived. 
A type and subnet refinement of the net of Figure 8.2 is shown in Figure 8.5, together 
with the Maria net description. Here the refined net indicates that the type mySubtype 
is a subtype of the type myType. The parser will set an attribute of the Type instance 
representing mySubtype to indicate that it is derived from myType. Note that the places 
and transitions added and changed by subnet refinement are simply included in the refined 
net description. 
Thus in the refined net description the type of each place indicates whether the place 
has been refined by subtype refinement, or extended by subnet refinement. The refined Net 
instance is compared to the abstract Net instance to determine those components added to 
the refined net by subnet refinement, and those transitions that have been "changed" in the 
sense of the incremental algorithms (i.e. those transitions that: are connected to a place 
that has been refined, have had arcs added, or have had their arc function(s) changed). The 
initial marking of any places changed by subnet extension is also compared to the initial 
marking of the corresponding abstract place and any newly added tokens are marked as 
such. Once the refinements have been detected, the refined net can be checked to determine 
if the refinements are valid (according to Definitions 4.9 and 4.11). 
Declarations: 
Int = 
Char = 
myType = Int x Char 
mySubtype = 
Int x Char x bool 
Maria Net Description 
typedef struct( 
int i, char c,} myType; 
typedef struct{ 
int i, char c, bool b 
1 mySubtype subtypes myType; 
place pl mySubtype: {1,'a',truel; 
place p2 mySubtype; 
place p3 mySubtype; 
place p4 mySubtype; 
trans ti 
in {pl: x} 
out {p2: x; 
p3: x}; 
trans t2 
in {p3: x} 
out {p4: x}; 
mySubtype 
1'(1,a,true) 
mySublype 
mySubtype 
mySubtype 
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The detection of new and changed components uses the names of the components 
to find the corresponding abstract components. Therefore the component names cannot 
change in the refinement. We have implemented new methods in the Net class for finding 
an instance of a component with a given name, and new equality comparison operators 
in the Place, Transition, and Arc classes for determining whether two places (transitions) 
(arcs) are equal. For the newly implemented comparison operators to work correctly, it 
was necessary to also modify the equality comparison operators of the Type classes. These 
operators originally worked by pointer comparison, and so the instance of a type in the 
refined Net instance would not be considered equal to the same type in the abstract Net 
instance. Therefore we changed these operators to compare the names of the types. Al-
though this string comparison is slower than the original pointer comparison, a production 
version of the incremental algorithms could overcome this by using the one type instance 
for the abstract and refined nets. 
To make the refinement detection more efficient and easier to implement we assume 
that the places and transitions of the refined net are listed in the same order as the abstract 
net, and that any places (transitions) added to the refined net by subnet refinement are listed 
following the places (transitions) that have corresponding abstract places (transitions). We 
also require that in cases where a structured type is extended by subnet extension that the 
last field of the structure is a boolean that indicates whether the token is newly added by 
subnet refinement. (At the moment the user must specify this field, but it would be easy to 
automate this in the future.) Clearly these requirements simply make detecting refinements 
more efficient and simpler to implement. They could easily be removed for a production 
version of the tool. 
Figure 8.5: A type and subnet refinement of the net of Figure 8.2 and the Maria imple-
mentation 
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8.2.2 Describing Supernodes 
We require supemodes to be explicitly defined by the user in the refined net description. 
To support this we have added two new constructs to the Maria language — one for super-
places, and one for supertransitions. At the moment it is not possible for the user to declare 
a type for the supernode, such that the type can be instantiated several times. However, 
this option can be implemented at a later stage. 
A superplace can be described using the syntax: 
SUPERPLACE name { net ); 
That is, a superplace is defined using the reserved word superplace followed by the 
name of the superplace, and the subnet of the superplace. Similarly, a supertransition can 
be described using the syntax: 
SUPERTRANS name ( net }; 
The name of the superplace (supertransition) must coincide with the name of the abstract 
place which it replaces. 
The types and functions defined in the net that contains the supemode (or any contain-
ers of this container) are automatically made available in the superplace subnet, and the 
dot ('.') notation is used to allow the components of a supemode to be referenced. For 
example, p2 . inpl refers to the place inpl in the superplace of p2. To allow the border 
transitions of a supertransition subnet to refer to components in the net that contains the 
supertransition, we introduce the reserved word container. For example, container .p1 
refers to the place p1 in the container of the supertransition. 
When the parser encounters a supernode in the net description it creates a new instance 
of the Net class to represent the supemode subnet. All components of the supemode are 
added to this Net instance. The only requirements the parser enforces on the supemode 
subnets are that superplaces are place bordered, and supertransitions are transition bor-
dered. However, once parsed, the subnet can be checked to ensure it meets the require-
ments of canonical supernodes (Definitions 4.13 and 4.14). 
Figure 8.6 presents a net with a superplace and the associated Maria net description. 
The superplace, p2, is defined as the net consisting of places inpl, buf, and out 1, together 
with the transitions accept and offer. Although the type myType is declared in the 
container of the superplace, it is available in the net of the superplace, and the places inp1, 
buf, and out1 are declared to be of this type. As indicated by the description p2 . inp1, 
the output arc of the transition t1 leads to the place inpl of the superplace. 
Figure 8.7 presents a supertransition and the associated Maria net description. The 
supertransition, ti, is defined as the net consisting of places recd and send together with 
the transitions inpl, switch, and out 1. Although the type myType is declared in the 
container of the supertransition, it is available in the net of the supertransition, and the 
places recd and send are declared to be of this type. As indicated by the description 
container.  .p2, the output arc of the transition out1 leads to the place p2 in the container 
of the supertransition. 
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Declarations: 
Int = {0,1,2,...} 
Char = 
myType = Int x Char 
p2 
MariaNetDescription 
typedef structfint i, char cl myType; 
place pl myType: {1,'a'}; 
superplace p2{ 
place inpl myType; 
place buf myType; 
place outl myType; 
trans accept 
in {inpl: xl 
out {but: xl; 
trans offer 
in {buf: xl 
out {outl: x}; 
I; 
trans ti 
in fpl: x:I 
outfp2.inpl: x;I: 
   
Figure 8.6: A net with a superplace and the Maria net description 
 
1'(1,a) 
 
Maria Net Description 
typedef struct{int i, char c} myType; 
place pl myType: fl,'a'I; 
place p2 myType; 
supertrans tl{ 
place recd myType; 
, place send myType; 
Declarations: 
Int = {0,1,2,...} 
Char = {a,. 	.Z} 
myType = Int x Char 
 
 
t1 
trans inpl 
in {container.pl: x} 
out {recd: xl; 
trans switch 
in {recd: x} 
out {send: xl; 
trans outl 
in {send: x} 
out {container.p2: x}; 
}; 
   
Figure 8.7: A net with a supertransition and the Maria net description 
Name Conflicts 
The net parser and associated Maria syntax will ensure that no two places (transitions) in 
the one Net instance have the same name. However, since separate Net instances are used 
for supemode subnets, then the name of a component in a supernode can have the same 
name as a component in the global net or other supemode subnet. To avoid such name con-
flicts we ensure that each place and transition has a unique name in all supemode subnets 
and in the global net. To do this, during parsing we prepend the name of the container(s) 
of that component to its name. For example, if a place myPlace is part of a superplace 
Place 
SuperPlace 
CHAPTER 8. IMPLEMENTING THE INCREMENTAL ALGORITHMS 	160 
called mySuperPlace, which itself forms part of the global net, myGlobalNet, then in the 
internal representation the name of the superplace will be myGlobalNet_mySuperPlace, 
and the name of the place will be myGlobalNet_mySuperPlace_myPlace. 
Such a naming convention allows us to uniquely identify each place by name without 
changing any other code (such as the state storage implementation). It effectively means 
that each supernode has its own namespace (a concept used in C++ [5]). We observe that 
a similar approach could be adopted to prevent naming conflicts if the Maria language is 
extended to include modules3 . 
8.3 Modifications to the Internal Representation 
As discussed in Section 8.1.2, Figure 8.3 shows the classes Maria uses to represent a net. 
In the following subsections we consider the modifications to this internal representation 
to support incremental analysis. We have added: the SuperPlace class to represent su-
perplaces, and the SuperTransition class to represent supertransitions (see Sections 8.3.1 
and 8.3.2 respectively); and the GlobalMarkingList class to store a list of GlobalMarking 
instances (see Section 8.3.3). Figure 8.8 shows the modified Maria class diagram for the 
internal representation of a net. 
Valuation 
O..' 
L .* PlaceMarking 
o  
1... 	1... 
0.. ' 
Type 
0... 
GlobalMarking  
0... 	1 
Net VariableDefinition Trans 
0... 
GlobalMarkingList SuperTransition 
Figure 8.8: The modified class diagram of the classes Maria uses to represent a net 
3 The addition of modules would increase the modelling power of the language, and is highly desired for 
the translation of Object Petri Nets [113] to Maria nets. 
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As we explained in Section 8.1.5, the (standard) reachability algorithm implemented 
in Maria does not use an EDGESFROM function. That is, the implementation does not find 
all edges from a given marking and then add them to the graph, but instead adds each edge 
to the graph as it is found. This avoids the overhead of storing all the edges from a given 
marking and then iterating through these edges to add them to the graph. 
The incremental algorithms are specified in terms of modifications to the EDGESFROM 
function, since this allows us to clearly identify the part of the reachability graph algorithm 
that is modified by the incremental algorithm. However, as is the case for the implementa-
tion of the standard reachability graph algorithm, for the implementation of the incremen-
tal reachability graph algorithm there is no need to first find all the edges, and then add 
them to the graph. Instead the edges can be added to the graph as they are found. Thus in 
the implementation of the various EDGESFROM functions of the incremental algorithms, 
each edge is added to the graph as it is found (rather than adding it to a result set). 
8.3.1 The Internal Representation of Superplaces 
The parser creates an instance of the SuperPlace class for each superplace it parses. This 
class inherits from the Place class and therefore has the properties of a place. Additionally, 
it has the subnet of the superplace as an attribute, and various other attributes and methods 
for determining properties of the superplace. 
Components of a superplace subnet are only added to the Net instance that represents 
the superplace subnet, not to the Net instance that represents the global net. This approach 
allows us to easily manage which components form part of a superplace subnet. It also 
allows us to recursively call functions on the superplace subnet (e.g. to calculate the su-
perplace reachability graph). 
Recall that when a net description is parsed, an instance of the Place class is created to 
represent each place, and a reference to the place instance is added to a list of all places of 
the net. When a superplace is parsed, an instance of the SuperPlace class is created. Since 
the SuperPlace class inherits from the Place class, then every instance of a superplace is 
an instance of a place, and so a reference to the superplace can be added to the list of 
places of the net. This is useful since a PlaceMarking instance for the superplace will be 
referenced by the GlobalMarking instance, and we can use this PlaceMarking instance to 
store the SCC of the superplace. We have also added an attribute to the PlaceMarking 
class to store the subnet marking of the superplace. (This subnet marking is an instance 
of the GlobalMarking class for the subnet of the superplace.) This means that the state 
encoding and decoding algorithms require minimal changes to handle superplaces (see 
Section 8.4.3). 
8.3.2 The Internal Representation of Supertransitions 
An instance of the SuperTransition class is created for each supertransition parsed. This 
class inherits from the Transition class and therefore has the properties of a transition. 
As with superplaces, components of the subnet of a supertransition are not added to the 
Net instance that represents the global net, but instead are added to the Net instance that 
represents the subnet of the supertransition. This Net instance is an attribute of the Super-
Transition class. 
CHAPTER 8. IMPLEMENTING THE INCREMENTAL ALGORITHMS 	162 
Recall that when a net description is parsed, an instance of the Transition class is 
created to represent each transition, and a reference to the transition instance is added 
to a list of all transitions of the net. When a supertransition is parsed, an instance of 
the SuperTransition class is created. Since the SuperTransition class inherits - from the 
Transition class, then every instance of a supertransition is an instance of a transition, and 
so a reference to the supertransition can be added to the list of transitions of the net. The 
reachability graph algorithm iterates through a list of transitions, determining the enabled 
firing modes and corresponding successors due to each transition. Since supertransitions 
can be members of this list, polymorphism can be used so that the occurrence of terminal 
transitions are found if the list element being considered is a supertransition. 
Unlike a normal transition, a supertransition can capture state information. It does this 
in the subnet that refines the canonical basis. Since a supertransition is not an instance of a 
Place there is no corresponding PlaceMarking instance that can be used to store the SCC 
and subnet marking of the supertransition. We therefore add a place to the global net for 
each supertransition. This place is purely in the internal representation — the user never 
knows about it. It stores the marking of the (subnet of the) supertransition, and the SCC 
index of the supertransition. 
A supertransition is bordered by transitions. To be able to develop the supertransition 
reachability graph, the marking of the environment places is required. Several possibili-
ties for obtaining the marking of the environment places of supertransitions were consid-
ered. One possibility was to store a reference to the environment places in both the global 
Net instance and in the supertransition Net instance. This solution presented some minor 
implementation difficulties with memory management. The biggest difficulty of this ap-
proach however was that much of the Maria implementation relies on the place index. The 
place index is an attribute of the place instance that indicates where the place appears in 
the list of places associated with the Net instance. By adding the one place instance to 
several nets, we require several indices, one for each net in which the place appears. This 
would increase the complexity of much of the implementation, particularly in the code that 
handles state storage. 
Therefore, to obtain the marking of environment places of a supertransition for con-
structing its reachability graph, we duplicate each environment place of the supertransition 
in the supertransition Net instance. This solution has the advantage that each newly cre-
ated place can be assigned its own unique index, and that the already implemented reach-
ability graph function can be used without modification. The main disadvantage is that 
when the marking of an environment place changes, the marking of the duplicate place 
in the supertransition subnet does not change, and vice versa. So before the supertran-
sition reachability graph is constructed we set the marking of the duplicate place in the 
supertransition subnet to be that of its environment place. Following the occurrence of 
each terminal transition we set the marking of the place in the environment to that of the 
duplicate place. 
8.3.3 Lists of Global Markings 
The RNSS algorithm requires all markings internally reachable in a given set of super-
places from a given marking. These internally reachable markings are found as described 
in Algorithm 7.4 of Chapter 7. Thus we first calculate a list of all those markings internally 
reachable in one of the superplaces. Then for each marking in the list, all the markings 
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internally reachable in the next superplace are found. The list is then updated with these 
newly found markings and the process is repeated for the next superplace, until all super-
places have been considered. We store a list of references to the markings using a newly 
created class, GlobalMarkingList. 
Since the one supemode marking may appear in several markings internally reachable 
from a given marking, we implemented reference counting for GlobalMarking instances. 
Only the reference to the supemode marking (which is a GlobalMarking instance itself) is 
stored in the marking. The number of references to a GlobalMarking instance are counted, 
and the GlobalMarking instance is deleted when there are no remaining references to it. 
This reference counting saves continually cloning the supernode markings. 
8.4 Modifications to the State Module 
As explained in Section 8.1.3, the State module implements methods to store the reacha-
bility graph of the net. Several changes were made to these methods for the incremental 
algorithms. The main changes were made so that: 
• the marking of a given place could be efficiently changed (Section 8.4.1), 
• multiple reachability graphs could be supported (Section 8.4.2), 
• the encoding and decoding algorithms handled supernodes (Section 8.4.3), 
• SCCs of a reachability graph could be stored (Section 8.4.4). 
8.4.1 Replacing the Marking of a Place 
As explained in Section 8.1.3, the state storage used in Maria v0.1 encodes the marking of 
places in a predefined order, and this order is used when decoding the bit-string encoding. 
This implies that given a bit-string representation of a state, it is not possible to retrieve the 
marking of a particular place without decoding the marking of all places stored in the bit-
string before that place. This is because there is no way to determine where the encoding 
of a given place starts in the bit-string. 
The function that maps from a refined marking to an abstract marking (the morphism 
4)), requires that the marking of certain places (those refined by type and/or subnet refine-
ment) are replaced with their corresponding abstract marking. Those places that are not 
refined are not changed. Similarly, the UPDATE function of the incremental algorithms 
requires us to replace in a given marking the marking of certain places while leaving the 
marking of other places unchanged (see Section 8.5.2). However, due to the state storage 
of Maria, given an encoded marking to replace the marking of a particular place we are re-
quired to first decode the entire marking, then change the marking of the place, and finally 
encode the entire marking. Clearly this is inefficient and a more sophisticated state storage 
mechanism is desirable, where the marking of a given place can be retrieved or changed. 
We therefore modified the existing marking encoding algorithm (Algorithm 8.1) to 
allow the marking of a given place to be determined and/or changed from the encoded bit-
string without first decoding the marking of other places. This was achieved by prepending 
a list of offsets to the bit-string, one for each place, indicating where in the bit-string the 
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encoding of that place begins. This allowed us to implement various functions to directly 
decode and replace the marking of a given place. (In this case the offsets usually have to 
be recalculated.) 
Including these offsets will increase the amount of disk space required to store the 
reachability graph and the time taken to compute the reachability graph. However, in 
tests we have run (e.g. the distributed database manager net presented in the following 
paragraphs) the extra disk space used and time taken is small and often negligible. Since 
a hashed value of the bit-string is used to represent a marking in system memory, and the 
offsets do not need to be used when calculating the hash value, then including these offsets 
does not affect the amount of system memory used to store the reachability graph. (Often 
system memory is more critical than disk space.) 
A modified version of the distributed database net originally presented by Jensen [102] 
is provided with the Maria distribution. A graphical representation of modified net is given 
in Figure 8.9. It models a simple distributed database with n different database managers, 
each of which has its own local copy of the database. The set DBM = {d1,d2,. . . ,dri } is a 
set of database managers. Each manager is allowed to make an update to its own copy of 
the database, but then it must send a message to the other managers so they can perform 
the same update in their local copy of the database. The Exclusion place ensures that all 
other managers update their local copy before another manager a new change. Initially all 
database managers are Inactive and the exclusion place contains a null token (indicated by 
empty parentheses). A manager can then fire the Update and Send Messages transition, 
in which case its state changes to Waiting. Now the manager must wait until all other 
managers have acknowledged the update (Receive all Acknowledgements) before it can 
return to being inactive. 
Figure 8.10 shows the amount of extra disk space that is used by storing offsets for a 
distributed database net. Figure 8.11 shows the extra time required to compute the reacha-
bility graph when offsets are used for the same net. (Both sets of results are for the standard 
reachability graph algorithm.) As one would expect, as the reachability graph grows, the 
impact of storing offsets becomes more noticeable. The raw data from Maria, together 
with percentage differences are given in Appendix C, Tables C.1 and C.2. 
Finally, we note that it was not essential to make this modification to implement the 
incremental algorithms, but it did allow the UPDATE and functions of the incremental 
algorithms to be implemented efficiently. Since more sophisticated state storage mecha-
nisms (e.g. Design/CPN [105]) often allow the marking of a given place to be efficiently 
retrieved and changed, and since our tests indicate the impact of storing offsets is relatively 
small, we feel such a change is justified for testing the performance of the incremental al-
gorithms. 
8.4.2 Creating Multiple Reachability Graphs 
Maria assumes there is a single reachability graph (i.e. a single instance of the Graph 
class), all markings and edges are added to this instance. However, the RNSS algorithm 
requires a reachability graph for each supemode. To support this we create an instance 
of the Graph class for every supemode. We modified the algorithm implementation so 
that the Graph instance to which the markings and edges are to be added can be specified 
as a parameter. We also maintain a list of all Graph instances, which allows a particular 
instance to be quickly and easily found. 
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8.4.3 Modifications to the Encoding and Decoding Algorithms 
To encode a global marking of a net with supemodes, we use Algorithm 8.1. Since the 
PlaceMarking instance stores the SCC of the superplace marking in its reachability graph, 
this algorithm encodes the SCCs of superplaces as required. Similarly since the Place-
Marking used to store a supertransition stores the SCC of the supertransition marking in 
the supertransition reachability graph, the SCC index of the supertransition marking is 
encoded as required. For decoding, when a superplace (or place used to store a supertran-
sition marking) is encountered, the SCC value is decoded and optionally a superplace (or 
supertransition) marking corresponding to that SCC is also decoded. 
The edges of the global graph require the source and successor markings to be stored 
with the edges. To achieve this we modified the edge encoding algorithms so that the 
source and successor marking of the net can be appended to the bit-string encoding of the 
edge. Rather than store the actual source and successor marking with the edge, we save 
space by simply storing their corresponding state number. 
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8.4.4 Storing Strongly Connected Components 
We have explained how we store the SCC number of the marking of a supernode in the 
global marking. Before the SCC number of the marking of a supernode can be stored, the 
SCCs of each state of the supernode reachability graph must be calculated and stored. 
Several options were considered for storing the SCC number for each state of the 
supernode graph. The option we chose was to prepend the SCC number to the bit-string 
encoding of the marking. If SCCs are to be calculated we first prepend a dummy value to 
the encoded state bit-string. Once the SCC for that state is calculated, we overwrite this 
dummy value with the actual SCC number. The hash function was modified so that this 
prepended value is ignored. It is also necessary to store in a separate file a map containing 
one state number for each SCC number. This map allows us to determine a state of a given 
SCC, which is required to determine an actual marking corresponding to a global vertex 
(which in turn is needed to find the internally reachable markings from a global vertex as 
required by the RNSS algorithm). Disadvantages of storing SCCs in this manner are that 
one must know whether SCCs are to be calculated for the graph before the reachability 
graph is generated, and that the dummy value is written before the actual value has been 
found. An advantage is that we do not need a separate file to store a map of all state 
numbers and their corresponding SCC numbers. In this way we minimise disk usage and 
disk access. 
8.5 Modifications to the Method Module 
The Method module contains the algorithms that calculate the teachability graph. (As we 
discussed in Section 8.1.5, these algorithms are implemented as part of the Net class.) 
We have implemented algorithms that take advantage of type, subnet, and node refine-
ment, as well as a combination of these refinements. This required implementing the 
various functions described in Algorithms 7.2 — 7.9, as well as the algorithms themselves. 
In particular we implemented functions to determine the corresponding abstract marking 
of a given refined marking, functions to determine the superplaces input and output to 
a given transition, and the functions: UPDATE, CHANGED-TYPE, CHANGED-SUBNET, 
CHANGED-TYPES UBNET, CHANGED-TYPES UBNETNODE, MAPPED, COMPUTESCCS, 
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INPUTS UPERPLACES, GLOBALVERTEX, INTERNALLYREACHABLE, FINDANIN VERSE 
and ABSTRACTEDGESFROM. 
The implementation details of the majority of these functions do not warrant discus-
sion here. In Section 8.5.3 we consider the implementation of the CHANGED and MAPPED 
functions. Sections 8.5.2, 8.5.4 and 8.5.5 examine the implementation of the UPDATE, 
ABSTRACTEDGESFROM and comPuTES CCs functions respectively. Firstly we consider 
finding those refined firing elements that map to enabled abstract firing elements, as re-
quired by the algorithms that cater for type and subnet refinement. 
8.5.1 Finding Enabled Refined Firing Elements 
Recall that Algorithms 7.2 and 7.3 present modifications to the EDGESFROM function of 
the standard algorithm (Algorithm 7.1) to cater for type and subnet refinement respectively. 
These functions have also been combined into a single function — the EDGESFROM-
TYPES UB NET function — that caters for both type and subnet refinement. The same 
principles used in the EDGESFROM-TYPESUBNET have been included in the algorithm 
that caters for node refinement to give an algorithm that caters for type, subnet, and node 
refinement (Algorithm 7.9). 
In this section we discuss how currently the data structures of Maria do not provide 
optimum support for the incremental algorithms that cater for type and subnet refinement. 
This affects both the algorithm that caters for type refinement (Algorithm 7.2), and the al-
gorithm that caters for subnet refinement (Algorithm 7.3). It therefore also affects the algo-
rithm that caters for both type and subnet refinement (Algorithms 7.8), and the appropriate 
part of the algorithm that caters for type, subnet, and node refinement (Algorithm 7.9). 
The algorithms that cater for type and subnet refinement allow us to efficiently de-
termine the enabled refined firing elements at M by examining only those refined firing 
elements that map to an enabled abstract firing element at M' = 4)(M). In order to do this, 
we need to be able (within the context of markings) to map from refined token elements to 
abstract token elements and back again. 
We need to be able to map from refined token elements to abstract token elements 
in order to determine M'. We can then lookup M' in the abstract reachability graph to 
determine the enabled abstract firing elements. We need to be able to map from abstract 
token elements to refined token elements so that the instance analysis algorithm can be 
modified as follows: it only considers binding a refined token if the token corresponds 
to an abstract token that has been bound in an enabled abstract firing element, and if the 
refined tokens already bound so far also correspond to abstract tokens bound in the same 
enabled abstract firing element. 
While mapping from refined token elements to abstract token elements is easily sup-
ported (the data added by type refinement is simply ignored) the reverse direction is not. 
The current data structures mean that to determine the refined token elements that map to 
a given abstract token element on-the-fly, we must iterate through all the refined token ele-
ments, testing each one. However, this is the same effort as the instance analysis algorithm, 
since it iterates through all refined tokens to determine if they can be bound. Performance 
improvements can therefore be expected with better support for these mappings. This is a 
matter for further research. 
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However, we are still able to gain some advantage in the implementation from the 
type and subnet refinement. First and foremost, we do not have to use the transition in-
stance analysis algorithm on transitions for which the corresponding abstract transition (if 
it exists) is not enabled. (This does not apply to transitions and/or firing modes which are 
introduced by subnet refinement.) Secondly, if the transition has not been changed then we 
do not have to check if it is enabled in the refined net, and can obtain the refined successor 
marking by updating the abstract successor marking. 
Here we only present the implemented version of the EDGESFROM-TYPESUBNET 
function, since this shows how the implementation caters for both type and subnet refine-
ment. The implemented function is given in Algorithm 8.2. This algorithm only considers 
those transitions that are abstract enabled. If the transition is not changed, then the re-
fined successor is found by updating the abstract successor (using the function UPDATE 
as presented in Algorithm 8.3). If the transition is changed then the same method as the 
standard algorithm is used to find the enabled firing elements. This is achieved by calling 
the EDGESFROM t function, which will result in the transition instance analysis algorithm 
being used. The EDGESFROMt function is slightly different from that previously presented 
(see Algorithm 7.1). This is indicated by appending the dagger symbol (t) to the function 
name. The difference is that it takes an additional parameter, considerAllModes, which is 
a set of transitions for which the transition instance analysis algorithm needs to consider 
every possible mode. The EDGESFROM t function will only consider those firing modes 
newly added by subnet refinement for any transition not in considerAllModes. (Those 
transitions in the set considerAllModes correspond to those transitions which are abstract 
enabled.) 
Algorithm 8.2 The implemented EDGESFROM-TYPES UB NET algorithm 
EDGESFROM-TYPESUBNET (N, N', M, possible) 
begin 
Result := 0 
considerAllModes := 0 
for all (0(M), (t, ci ),MD E ABSTRACTEDGESFROM 	O(M)) do 
if not CHANGED-TYPES UB NET (t) then 
M I := uPDATE(N ,N 1 ,M,M 1 ) 
Result := Result + {(M ,(t,c1 ),M1)} 
else 
considerAllModes := considerAllModes + {t} 
end if 
end for 
transToConsider := tt E T I not MAPPED (t, (1)) V CHANGED (Of n possible 
Result := Result + EDGESFROMt (N,M,transToConsider,considerAllModes) 
return Result 
end 
8.5.2 Implementing the UPDATE Function 
The UPDATE (N , MI, M2' ,t) function takes as parameters the refined source marking, 
MI , the abstract successor marking M2 1 , and the transition that led to the abstract successor, 
t, and returns the refined successor marking. A simple algorithm for the UPDATE function 
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is the function UPDATEI of Algorithm 8.3. This function first copies the refined source 
marking and then replaces the marking of each place neighbouring the transition t with the 
marking of that place from the abstract successor marking. 
A disadvantage of this algorithm is that the refined source marking must first be copied. 
(We cannot change refined source marking M1 directly since the refined source marking 
is required later in the algorithm.) Another possible algorithm for the update function is 
the function UPDATE2 of Algorithm 8.3. This function updates the abstract successor, 
M2 1 , to form the refined successor. It does not need to first copy the abstract successor 
marking since this marking is not required again. The UPDATE2 function first copies 
from the refined source, M1, the marking of each place added to the refined net by subnet 
refinement, and the marking of each place internal to a superplace. It then removes from 
M2 1 the marking of each abstract place that is refined by node refinement (i.e. each place 
in P"), and finally the marking in M2 1 of each place that is changed by type or subnet 
refinement is replaced with the marking of that place from the refined source, M1. (Here 
the CHANGED-TYPES UBNET(N,N 1 , p) returns true if and only if the type of the place p 
has been refined by type refinement, or extended by subnet refinement). 
We have implemented both update functions of Algorithm 8.3 in Maria, and found 
that generally the UPDATE2 function performs better than UPDATEI since UPDATE2 does 
not copy the refined source marking. For example in the Z39.50 protocol refined with 
segmentation the type-subnet algorithm (Algorithm 7.8) constructs the refined state space 
in 587 seconds when UPDATE2 is used, and takes 763 seconds when UPDATEI is used. 
(The nets used to model the Z39.50 protocol and the protocol extended for segmentation 
are presented in detail in the results section, Section 9.3.) The results presented in the next 
chapter use the UPDATE2 function for updating the refined source marking. 
8.5.3 Implementing the CHANGED and MAPPED Functions 
Since the CHANGED and MAPPED functions of the incremental algorithms will be called 
many times during the reachability graph construction, it is important that they are as 
efficient as possible. As we noted in Section 8.2.1 those transitions that are changed by 
type or subnet refinement, as well as those newly added transitions (i.e. those that are not 
mapped to the abstract net), are detected and marked as such once the refined net is parsed. 
Therefore the various CHANGED functions simply need to check the transition instance to 
determine if the transition has been changed by type and/or subnet refinement respectively. 
No extra work is required. Similarly the function MAPPED can simply look at the place or 
transition instance to determine if it is mapped to an abstract place or transition. 
8.5.4 Implementing the A BSTRACTEDGESFROM Function 
The are several possibilities for the implementation of the ABSTRACTEDGESFROM func-
tion. These are examined in this section. 
We believe it is likely that the abstract model will be analysed before the refined 
model is analysed. If this is the case, then the abstract reachability graph can be used 
to determine the enabled abstract edges from a given abstract marking. That is, the 
ABSTRACTEDGESFROM function can simply look up the abstract edges in the abstract 
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Algorithm 8.3 UPDATE Functions 
UPDATE1 (N ,1■11 , A 1 , M2 1 ,t) 
begin 
M2 := M1 
for all p E 't U t' do 
M2 := M2 — M2lp ±A42 1 1p 
•end for 
return M2 
end 
UPDATE2(N,N', All, Al2 1 , t) 
begin 
for all pEPI n0tMAPPED(p,0) V (1)(p) E X" do 
M2 1 := M2 1 + MI lp 
end for 
for all p E Pll do 
M2 1 := M2 1 M2 1 Ip 
end for 
for all pEPI CHANGED-TYPESUBNET (N , N' , p) do 
M2' := M2' — M2 1 1p +MI lp 
end for 
return M2 1 
end 
reachability graph. If, on the other hand, the abstract graph is not already known, then 
there are two main options: 
1. calculate the enabled abstract firing elements (using the instance analysis algorithm 
on the abstract net) and the corresponding abstract successor markings as required. 
2. calculate the abstract reachability graph and then use it to determine the abstract 
edges. 
There are some subtle differences between these two options. The most important 
difference is that the first method will require a representation of both the abstract graph 
and the refined graph to be stored in system memory, while the second method will only 
require a representation of the refined graph. On the other hand, since many refined mark-
ings can map to the one abstract marking, the second method may involve calculating the 
edges and successors for the one abstract marking many times. 
The performance of each method will be dependent on the net being analysed. We can 
create a net where the performance of the first method will be superior. Such a net will 
have many abstract states that do not have corresponding refined markings, and few refined 
states of the net will map to the same abstract state. Alternatively, we can create a net where 
the performance of the second method will be superior. Such a net will have a number of 
refined markings that map to the one abstract marking and few abstract markings that do 
not have a corresponding refined marking. In general we believe the second method will 
have better performance, the reason being that when subnet refinement is used it will often 
be the case that many refined states map to the one abstract state. This view is supported in 
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tests we have run on nets refined using subnet refinement, where the incremental algorithm 
that uses the second method to determine the enabled abstract transitions is significantly 
faster than the first. For example, in the Z39.50 protocol refined for segmentation, the 
type-subnet algorithm using the first method takes a total of 2 084 seconds, whereas using 
the second method it takes 844 seconds. (The nets used to model the Z39.50 protocol 
and the protocol extended for segmentation are presented in detail in the results section, 
Section 9.3. This section also compares the performance of the type-subnet algorithm to 
that of the standard algorithm.) 
If the abstract graph is not calculated before the refined net is analysed then we cal-
culate the abstract graph. Again there are two main options. First, we can calculate the 
abstract graph, and then calculate the refined graph (where the ABSTRACTEDGESFROM 
function uses the abstract graph to lookup the abstract edges). Alternatively, we can cal-
culate the abstract and refined graphs in concert. That is, the ABSTRACTEDGESFROM 
function first looks for the abstract marking in the abstract graph. If the marking and its 
immediate successors are not in the abstract graph, then they are added to the abstract 
graph. This second option has the advantage that any part of the abstract graph for which 
there is no corresponding refined behaviour is not calculated. However, since we expect 
the abstract graph will usually be calculated before the refined graph is developed then the 
results presented in Chapter 9 use the first option. This allows us to examine how the time 
taken to develop the abstract graph affects the performance of the incremental algorithms. 
8.5.5 Implementing the COMPUTES CCs Function 
The RNSS algorithm calls the comPuTESCCs function to compute the SCCs of a su-
pernode reachability graph. We use Tarjan's algorithm [184] (described in Appendix B) 
to calculate the SCCs. This algorithm calculates SCCs for a complete graph. However, 
we require the SCCs for the supernode reachability graph after it is developed for each 
different abstract marking. To ensure that each SCC is assigned a unique number we store 
the last used SCC index in the Graph instance. This value is then incremented and used 
when the SCCs are next calculated for that net. We note that the already calculated SCCs 
will not change when the marking of the supernode is changed due to external input. 
8.6 Modifications to the Transition Analysis Module 
The Transition Analysis module uses the instance analysis algorithm to determine the en-
abled firing elements at a given marking. The only changes made to the instance anal-
ysis algorithm were so that we could additionally specify that only tokens newly added 
in the refinement should be considered (as required by EDGESFROMt, presented in Sec-
tion 8.5.1). This was achieved by adding an additional parameter to the methods that 
implement the instance analysis algorithm. If this parameter is true then only modes in-
volving tokens added by subnet refinement are considered when determining the enabled 
firing modes of a given transition. 
8.7 Modifications to the User Interface Module 
As explained in Section 8.1.6, the user interface program, Marde, allows a reachability 
graph of a net to be examined. It is assumed that for each net there is only one reachability 
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graph. However, for the RNSS algorithm each global net can have several subnets (one 
for each supernode), and a reachability graph is associated with each subnet. We therefore 
modified the Marde program so that the user can specify that they wish to examine the 
reachability graph of a particular subnet, or that they wish to examine the global graph. 
8.8 Summary 
In this chapter we considered the implementation of the incremental algorithms. The Maria 
reachability analyser [136] was selected as the most appropriate of the available tools for 
the implementation of the algorithms. The Maria analyser has a modular design, and we 
have modified the Front-end Parser and Internal Representation, State, Method, Transition 
Analysis, and User Interface modules in order to implement the incremental algorithms. 
The modifications to the Front-end Parser involved adding constructs to the Maria 
language to support the detection of the various refinements. Classes for superplaces, 
supertransition, and lists of global markings were added to the internal representation gen-
erated. The State module was modified to support the efficient implementation of the 
UPDATE function, multiple reachability graphs and SCCs. 
Implementing the incremental algorithms involved implementing several functions. 
The ABSTRACTEDGESFROM function is implemented by looking up the edges in the ab-
stract reachability graph. SCCs are computed using Tarjan's algorithm. Currently the 
implementation does not provide support for mapping from abstract token elements to re-
fined token elements (in the context of markings). The algorithms were therefore modified 
from those presented in Chapter 7. The modifications required that the Transition Analysis 
module be changed so that it can be specified that only firing modes involving newly added 
tokens should be considered. Finally, the User Interface module has been modified so that 
the reachability graph associated with a supernode can be examined. 
In the next chapter we examine the performance of the incremental algorithms. 
Chapter 9 
Performance of the Incremental 
Algorithms 
In Chapter 7 we presented algorithms that cater for type, subnet, and node refinement, as 
well as an algorithm that caters for a combination of type and subnet refinement, and one 
that caters for a combination of all three forms of refinement. Recall that we refer to these 
algorithms as incremental algorithms, and that we refer to the algorithm that caters for a 
combination of type and subnet refinement (Algorithm 7.8) as the type-subnet algorithm, 
and to the algorithm that caters for node refinement (Algorithm 7.5) as the RNSS algorithm. 
The aim of developing incremental algorithms is to decrease the time and space re-
quired to construct the state space, and therefore help alleviate the state space explosion. 
In this chapter we examine the performance of the incremental algorithms. We first exam-
ine the cost and potential benefit of computing SCCs of the supernode reachability graphs 
(Section 9.1). Then in Section 9.2 we characterise the circumstances under which perfor-
mance improvement can be expected and demonstrate the improvements using specially 
constructed examples. We have implemented two separate case studies to assess the per-
formance of the incremental algorithms in practice: the Z39.50 Protocol for Information 
Interchange [122] and the Distributed Missile Simulator Model [82]. Both of these case 
studies have been developed incrementally (see Chapter 5). The performance of the in-
cremental algorithms for these studies is considered in Sections 9.3 and 9.4 respectively. 
Some of the results of this chapter have been previously published [129]. 
The results quoted in this chapter have been obtained using a 500MHz Intel 686 ma-
chine running Linux [187] (kernel 2.2.15). The machine has 256 Mbytes of random access 
memory (RAM), 2 Gbytes of virtual memory (which is the limit for this kernel), and ap-
proximately 4 Gbytes of free disk space. The code was compiled using the optimising 
option of the GNU C++ compiler (g++) [180] (version egcs-2.91.60), and only the essen-
tial operating system processes plus the actual test were running on the machine. The time 
measurements presented are the total elapsed time taken for the algorithm itself to run. We 
do not include time for things such as parsing the net. The raw data from Maria together 
with percentage differences for all graphs of this chapter is given in Appendix C. 
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9.1 Cost of Computing SCCs 
Strongly connected components can be used as a way of grouping vertices of a reachability 
graph so that not as many vertices need to be considered when developing the reachability 
graph [103]. They can also be used to advantage in determining properties of the reach-
ability graph [103], but for a graph where the size of the SCCs is small, the benefit of 
computing SCCs is also small. In the worst case, for an acyclic directed graph, all SCCs 
are trivial and the SCC-graph is isomorphic to the original graph. In such situations we pay 
the price of computing the SCCs without any gain in performance. The cost of computing 
SCCs for a standard reachability graph has been discussed in [103]. Here we are interested 
in the cost of calculating the SCCs of the supemode graphs in the RNSS algorithm. 
The benefit of calculating the SCCs of the supemode graphs in the RNSS algorithm is 
that the nodes of the supemode graph can be grouped according to their SCC. This means 
that only one vertex is required in the global graph for each SCC of the supemode graph 
rather than one vertex in the global graph for every vertex in the SCC. 
The cost of computing the SCCs will partly depend on the implementation and algo-
rithm used (see Section 8.5.5). In general we expect the cost of computing the SCCs to 
be relatively low, whereas the potential benefits could be great. Therefore, we have in-
cluded the calculation of SCCs in the definitions and algorithms. This is confirmed in tests 
we have performed. For example, the superplace of Figure 9.1 has non-trivial SCCs. As 
shown in Figs. 9.2 and 9.3, as we increase the number of transitions in the sequence ti to 4, 
(i.e. as we increase the value of n) then we increase the number of states in the SCCs of the 
superplace graph. This in turn means that as we increase n the time and space performance 
improves for when SCCs are calculated compared to when they are not. 
Figure 9.1: A net where it is beneficial to compute SCCs 
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Figure 9.3: Space improvement of computing SCCs for the net of Figure 9.1 
However, it is possible to pay an overhead for computing the SCCs for little benefit. 
For example, consider the net of Figure 9.1, where the transition t,i+.1 has been removed. In 
this net, the .superplace contains only trivial SCCs, and so there is no benefit in computing 
them. The graph of Figure 9.4 shows the time overhead of calculating the SCCs for this 
net, and Figure 9.5 shows the space overhead. (Note that the two graphs of disk space 
usage coincide, i.e. the disk space used when SCCs are computed is almost identical to 
the disk space used when SCCs are not computed.) 
Although these overheads are relatively small, they may still be significant. Hence, 
in our implementation we provide the option to not calculate the SCCs (the definitions of 
the resulting RNSS can be obtained by treating the MC notation to mean the state number 
of M rather than the SCC number of M). If the developer believes that the superplace 
reachability graphs will have few if any non-trivial SCCs (as may often be the case), they 
can use this option to eliminate the overhead. On the other hand, if the SCCs are non-
trivial then the benefit of calculating the SCCs could far outweigh the overhead. It is an 
interesting avenue for future work to try to look for a heuristic that can be used to determine 
whether it is worthwhile computing the SCCs. 
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Figure 9.4: Time for computing SCCs for the net of Figure 9.1 (without t+ ) 
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Figure 9.5: Space overhead for computing SCCs for the net of Figure 9.1 (without t n+ 1) 
9.2 Net Properties Affecting Performance 
In the following sections we examine how various properties of the abstract and refined 
nets affect the performance of the type-subnet algorithm and the RNSS algorithm. We 
identify situations under which the incremental algorithms can be expected to yield per-
formance improvement (compared to the standard algorithm), and the situations under 
which performance improvements are maximised. Since the algorithm that caters for all 
three forms of refinement is a combination of the type-subnet and RNSS algorithms then 
the observations made here also hold for that algorithm. 
The implementation of the type-subnet algorithm uses the reachability graph of the 
abstract net to determine the enabled abstract firing modes, and hence the enabled refined 
firing modes (see Section 8.5.4). We indicate the time required to construct the abstract 
graph, together with the time required to construct the refined graph using the type-subnet 
algorithm, and refer to the sum of these as the total time for the type-subnet algorithm. 
In practice however, we would normally expect the reachability graph for the abstract net 
to be constructed and analysed before the refined net is considered. This would make the 
type-subnet algorithm even more attractive. As it is, in some situations even the total time 
for the type-subnet algorithm is less than the time required to construct the full reachability 
graph using the standard algorithm. 
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We demonstrate the first few properties of the type-subnet algorithm using the abstract 
net of Figure 9.6 (a), refined as shown in Figure 9.6 (b). In these nets the ellipses indicate 
the net contains another three subnets with the same structure as the subnet involving P1' 
P2 , PI' and ti. This net is used purely because it allows us to easily demonstrate the 
various properties of the type-subnet algorithm. In both the abstract and refined net, the 
initial marking of each of the places pi to pio is the multiset sum 1'1 + 1' 2+... + 1' n, 
where n is an integer. The abstract and refined nets have an initialisation section, where 
the tokens in the places pi to pio are consumed. For example, the transition ti consumes 
a token from the place pi and a token from the place p2, but the transition ti is only 
enabled when the sum of the tokens from pi and /32 is less than gi , where gi is an integer. 
As will be seen in the following sections, the net has been designed so that the various 
properties can be demonstrated by changing the value of the variables n and gi , ,g. By 
changing the value of n and gi , ,g we are able to change the number of enabled and 
CO 0 	
• • • 	
0 CO n 	Int • 	 Int 	Int 
Figure 9.6: An abstract net (a) and a refinement of it (b) 
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disabled firing elements that occur in the net. After the initialisation section, the abstract 
and refined nets have a processing section. Here tokens cycle between the places p16 and 
P17. In the refined net, each token contains an integer value that is incremented on each 
iteration until the maximum value, Max_j, is reached. 
In the following sections the parameters n,gi,...,g5, and Max_j will be varied, and 
other changes will be made to demonstrate the various properties of the type-subnet algo-
rithm. In particular we consider how the following properties affect the performance: the 
time taken to construct the abstract graph compared to that taken to construct the refined 
graph (Section 9.2.1); the number of disabled firing elements of the abstract and refined 
graphs (Section 9.2.2); the complexity of the arc functions of the abstract and refined 
graphs (Section 9.2.3); the amount of memory available (Section 9.2.4); the number of 
changed transitions of the refined net (Section 9.2.5); the amount of data stored in refined 
and non-refined tokens (Section 9.2.6); and the number of places and transitions added by 
subnet refinement (Section 9.2.7). We then consider how the amount of interleaving be-
tween internal activity of supernodes and external activity affects the performance of the 
RNSS algorithm (Section 9.2.8). 
9.2.1 Time Taken to Construct the Abstract Graph 
We first observe that the longer the standard algorithm takes to construct the refined graph 
relative to the abstract graph, then the greater the likelihood that the type-subnet algorithm 
will demonstrate improvements. This is shown in the graph of Figure 9.7, which plots the 
time to construct the refined graph using the standard algorithm and the total time taken for 
the type-subnet algorithm for the refined net of Figure 9.6(b), against the number of states 
of the refined graph. As the number of states of the refined graph increases, so does the 
time taken to calculate the refined graph. That is, the difference between the time for the 
abstract graph and that for the refined graph using the standard algorithm increases. In this 
example, to increase the number of states of the refined graph we increase Max_j. Hence 
the number of states of the refined graph is increased by type refinement. Alternatively, 
we could have increased the number of states using subnet or node refinement, or a com-
bination of all three refinements. For these results, the value of n is set to 10, the variables 
—4—Time for the refined graph using the standard algorithm 
—II—Total time for the type-subnet algorithm (abstract + refined graph) 
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Figure 9.7: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
number of states of the refined graph increases 
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gi = • • = gs = 4, and the abstract graph takes 30 seconds to construct. Virtual memory 
is being used by both algorithms when the refined graph is greater than 3 x 106 states, and 
all virtual memory is used when we try to generate graphs larger than the largest result 
shown. We consider memory usage and its effects on the performance of the type-subnet 
algorithm further in Section 9.2.4. 
9.2.2 Number of Disabled Firing Elements 
One significant advantage gained by the type-subnet algorithm is that refined firing ele-
ments do not have to be considered if the corresponding abstract firing element is disabled. 
Therefore we can expect good performance improvement for the type-subnet algorithm 
compared to that of the standard algorithm if there is a large number of refined firing el-
ements for which the corresponding abstract firing element is disabled. By changing the 
value of n and gi, , g5 in the nets of Figure 9.6 (a) and (b), we can vary the number of 
disabled firing elements in the initialisation and so demonstrate this effect. The graph of 
Figure 9.8 plots the time taken for the refined graph using the standard algorithm, the time 
for the abstract graph (using the standard algorithm), and the total time for the type-subnet 
algorithm, as the value of n is increased in the abstract and refined net of Figure 9.6 (a) and 
(b) respectively (with the value of Max_j set to 100, and the values of gi = • • • = g5 = 4). 
Since only the tokens input to the transition ti, whose sum is less than gi , are enabled, then 
increasing the value of n in the initial marking has the effect of increasing the number of 
disabled firing elements. 
The number of refined firing elements is due not only to the number of tokens (as was 
varied in the above example), but also to the number of transitions. A similar effect can 
—0—Time for the abstract graph using the standard algorithm 
--II—Time for the refined graph using the standard algorithm 
Total time for the type-subnet algorithm (abstract + refined graph) 
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Figure 9.8: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
number of disabled firing elements is increased 
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therefore be observed by increasing the number of disabled firing elements in the abstract 
and refined graph by adding transitions to both the abstract and refined nets. 
9.2.3 Calculating Successors 
In the previous section we demonstrated that the type-subnet algorithm can lead to perfor-
mance improvement since the refined firing element does not have to be considered if the 
corresponding abstract firing element is disabled. Another advantage of the type-subnet 
algorithm is that if the corresponding abstract firing element is enabled, and the transition 
has not been changed in the refinement, then the successor marking due to that transition 
can be calculated from the abstract successor marking. This is done using the UPDATE 
function described in Chapter 7. 
Depending on the amount of change between the abstract and refined net, the number 
of input and output arcs of the transition, and the complexity of the expressions on the arcs, 
it may actually be more efficient to calculate the input and output effect of the transition. 
However, if the arc expressions are complex, then it is likely that updating the abstract 
successor will be more efficient. 
We can demonstrate this by changing some of the arc expressions in the nets of Fig-
ure 9.6. The current output arc expressions for the transitions ti to t5 of the nets of Fig-
ure 9.6 are simple to evaluate. We change these expressions to an expression that evaluates 
as described in function of Figure 9.9. This new arc expression will evaluate to the same 
as the original expression, but can take considerably longer to evaluate depending upon 
the value of max. Clearly in practice it would not be sensible to replace the original arc 
expression with the modified one. However, by changing the value of max, we change 
the time required to compute the input and output effect of the transition, and therefore 
demonstrate a potential benefit of using the UPDATE function. 
F(i) 
begin 
Result := 0 
for all k E { 
if k = i 
Result := Result ± k 
end if 
end for 
return Result 
end 
Figure 9.9: Modified output arc function 
The graph of Figure 9.10 shows the time for the abstract graph, the total time for the 
type-subnet algorithm, and the time for the refined graph using the standard algorithm as 
the value of max in the function of Figure 9.9 is increased'. In this example, the value of 
'The function of Figure 9.9 was implemented in Maria using quantification, since iteration in the form of 
for, while, and repeat loops is not supported. 
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n was 10, Max_j = 5 the value of g1 = g2 = g3 = 4, and g4 = g5 = 5. 
Time for the abstract graph using the standard algorithm 
-AI— Time for the refined graph using the standard algorithm 
—A—Total time for the type-subnet algorithm (abstract + refined graph) 
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Value of max 
Figure 9.10: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
complexity of the arc functions is increased 
9.2.4 Memory Usage 
In the implemented version of the type-subnet algorithm, the system memory used is 
greater than that for the standard algorithm since a representation (hash table) of the ab-
stract graph is stored in system memory (RAM) by the type-subnet algorithm. If the size 
of the hash table of the abstract graph together with the hash table of the refined graph is 
greater than the available system memory, then the performance of the type-subnet algo-
rithm will suffer since virtual memory and the associated page swapping is significantly 
slower than system memory. However, as is shown in the graph of Figure 9.7, even when 
virtual memory is used, the type-subnet algorithm may still be significantly faster than the 
standard algorithm. 
The effect of memory usage is shown in the graph of Figure 9.11, which plots the total 
time for the type-subnet algorithm, the time to construct the abstract graph, and the time 
taken by the standard algorithm to construct the refined graph as the amount of available 
system memory (RAM) is changed for the nets of Figure 9.6. To change the amount 
of RAM available, we simply allocate memory without deallocating it at the start of the 
program. (Recall that the machine being used for testing has 256 Mbytes of RAM.) In this 
example, the value of n was 4, Max_j = 100 the value of gi — g2 — g3 — g4 — g5 — 4. 
Due to the overhead of the operating system kernel swapping pages to and from disk, 
and the associated unpredictable time delays, if available RAM is low the time taken for 
each algorithm to run can vary. Since in this example we are only concerned with observ-
ing the general trend of the time taken by the algorithms, this is not a major concern. To 
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obtain results that better reflect the trend, each value plotted in the graph of Figure 9.11 is 
the average of five separate runs. 
The graph shows that the improvement of the type-subnet algorithm sharply increases 
when the amount of available RAM is approximately 40 Mbytes. By monitoring the mem-
ory used, we observe that this is when the kernel stops using virtual memory. That is, the 
size of the hash table of the abstract graph, the hash table of the refined graph, and the 
memory used by the kernel, is approximately 40 Mbytes. When there is less than 40 
Mbytes of memory available the time of the type-subnet algorithm increases due to the 
extra time taken to read from and write to virtual memory. The time of the standard algo-
rithm does not increase even when it requires virtual memory, because it does not perform 
as many operations requiring data to be read from memory. 
The parameters of the nets in this example had to be chosen very carefully so that the 
size of the refined graph was similar to the size of the abstract graph. If the refined graph 
is much larger than the abstract graph, then the amount of extra memory used to store the 
abstract graph becomes insignificant (see the graph of Figure 9.7). 
- 4- Time for the refined graph using the standard algorithm 
- m- Time for the abstract graph using the standard algorithm 
-A- Total time for type-subnet algorithm (abstract + refined graph) 
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Figure 9.11: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
amount of available RAM is increased 
9.2.5 Number of Changed Transitions 
Recall that a transition is said to be changed by type or subnet refinement if the type of 
its neighbouring places has been refined, or if it has arcs added or existing arcs modified 
from its corresponding abstract version (see the function CHANGED-TYPES UB NET in Sec-
tion 7.5). As was discussed in Section 8.5.1, the version of Maria used to implement the 
8 
7 
6- 
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type-subnet algorithm is such that (in the context of markings) the refined token elements 
that map to a given abstract token element cannot be efficiently found. This has meant 
that in the implemented type-subnet algorithm (Algorithm 8.2), if a transition has been 
changed by type or subnet refinement then the enabled firing modes and corresponding 
successors due to the transition are found using the same method as the standard algo-
rithm. On the other hand, if a transition has not been changed then the enabled firing 
modes can be found directly from the abstract graph and the refined successor marking 
can be found by updating the abstract successor marking. 
Therefore we expect that, in our implementation, the fewer changed transitions the 
better the performance of the type-subnet algorithm. The graph of Figure 9.12 shows 
the time of the standard algorithm and the total time for the type-subnet algorithm as we 
change transitions by refining the type of their neighbouring places (places p1 to p15) in 
the net Figure 9.6 (b). In this example the value of Max_j is set to 100, the value of n 
is 4 and g = • • = g5 = 4. The value, x, on the horizontal axis of the graph, indicates 
that the places p1 to px together with p16 and p17 have been refined by type refinement. 
For example, the value 6 indicates that places p1 to /36 and places p16 and p 17  have been 
refined by type refinement. As another example, the value 0 indicates that only the places 
P16 and p 1 7 have been refined. (To avoid the effect of adding data by type refinement (see 
Section 9.2.6) the type refinement used here does not add any extra data to the abstract 
type. That is the data stored by the refined type and the abstract type is the same.) Similar 
results to the graph of Figure 9.12 can be obtained by changing transitions by extending 
the type of connected places, or by adding arcs to the transition. 
Time for the refined graph using the standard algorithm 
—NI— Total time for the type-subnet algorithm (abstract + refined graph) 
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Figure 9.12: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
number of refined places in the net of Figure 9.6 (b) is increased 
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It can be seen in the graph of Figure 9.12 that the difference between the total time for 
the type-subnet algorithm and the time for the standard algorithm decreases as the number 
of places that are refined increases. As can be expected, if the type of the place pi is 
refined then the transition ti is changed, and so refining the type of place /32 as well has 
little effect on the performance of the type-subnet algorithm. This also applies to the place 
P4 with transition t2, place p6 with transition t3, etc. 
The amount of decrease in performance due to changing a transition will depend 
on how much advantage the type-subnet algorithm gains from the transition before it is 
changed. That is, it will depend on the number of modes of the transition that would nor-
mally be checked for enabling, but do not need to be checked when using the type-subnet 
algorithm. For example, unlike the transitions ti to t5, the majority of modes of the transi-
tions t7 and t8 are enabled (since the transition t7 has no guard, and the majority of modes 
for t8 will satisfy its guard). Therefore the type-subnet algorithm is not significantly faster 
than the standard algorithm for computing the enabled modes and successors of t7 and t8. 
Hence the type-subnet algorithm does not decrease in performance when the transitions t7 
and t8 are changed by refining their neighbouring places. 
It is interesting that in some other examples we observed a rather unexpected result 
of the refined graph being constructed in less time for both the standard algorithm and 
the type-subnet algorithm as more refinements were made to the refined net. That is, we 
observed behaviour opposite to the behaviour demonstrated above. After careful investi-
gation including profiling the code, we discovered this was because the refinement added 
data that meant fewer collisions occurred in the hash table used to represent the graph of 
the refined net in system memory. The more refinements that were made to the net, the 
more collisions were eliminated. This makes it apparent that the data structures and state 
storage mechanisms used (such as the hash table) can have subtle interactions with the 
performance of reachability analysis. For example, the use of hash functions to retrieve 
prior states can be affected by various things such as a possible conflict between the hash 
function and the structure of the states being hashed. 
We have shown that we can expect better improvement from the type-subnet algorithm 
if the number of changed transitions is kept to a minimum. Thus when faced with the 
decision of whether to refine the net by extending the colour of a transition (and possibly 
its neighbouring places), or by adding new places and transitions (i.e. a partial unfolding 
of the first option), then the second option is likely to be more efficient 2 . This is because 
it does not involve changing abstract transitions. For example, suppose in addition to the 
refinement shown in Figure 9.6 (b), we wish to add a new token of value n + gi to each 
of the places pi to p 10, and transitions to handle these new tokens. This can be achieved 
by subnet refinement in two ways: first as shown in Figure 9.13, or second as shown in 
Figure 9.14. Figure 9.14 extends the token type of existing places while Fig 9.14 adds new 
places to hold these new token values. The unfolding of the two nets is identical. With 
values n = 4, gi = g2 = g3 = 3, g4 = g5 = 4 and Max_j = 100, for the net of Figure 9.13, 
the standard algorithm takes 230 seconds, and the total time for the type-subnet algorithm 
is 280 seconds (where the abstract graph takes less than 1 second). On the other hand, 
for the net of Figure 9.14 the standard algorithm takes 198 seconds and the total time 
for the type-subnet algorithm is 143 seconds (where the abstract graph takes less than 1 
second). That is, the type-subnet algorithm does not lead to performance improvement 
when the refinements are made by extending the type, but does lead to improvement when 
2Unless the second option requires many more transitions than the first. 
<g1] (i+j <g5) 
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Figure 9.13: One refinement of Figure 9.6 (a) 
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Figure 9.14: Another refinement of Figure 9.6 (a) 
the same effect is achieved by adding places and transitions. When refinements are made 
by extending the type, the extra time taken by the type-subnet algorithm compared to 
the standard algorithm can be explained by the overhead of the type-subnet algorithm: 
in the type-subnet algorithm the abstract edges are found (from the abstract reachability 
graph) before transition instance analysis. The standard algorithm does not require this 
computation before transition instance analysis. 
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9.2.6 The Amount of Data Stored in the Tokens 
We now consider how the amount of data stored in the tokens affects the performance of 
the type-subnet algorithm compared to that of the standard algorithm. We note that the 
effects discussed here are specific to the state storage used in Maria (Section 8.1.3), and 
may differ if another state storage mechanism is used. 
As was explained in Section 8.1.3, the standard reachability graph algorithm encodes 
every marking to a bit-string and it is this bit-string which is stored. The bit-string is then 
decoded when the marking is retrieved. Hence every time the standard algorithm retrieves 
a marking (to find the successors from that marking) it must first decode the bit-string 
representation of the marking. On the other hand, the UPDATE function of the type-subnet 
algorithm can update the bit-string representation directly without first decoding it, saving 
the time required to decode the source marking and then encode the successor marking. 
Therefore we would expect that an increase in the amount of data stored in the tokens will 
result in improved performance of the type-subnet algorithm compared to the performance 
of the standard algorithm. This is demonstrated in the graph of Figure 9.15, where strings 
of 10 characters have been added to the tokens of the nets in Figure 9.6 (a) and (b). Once 
again gi = • • • = g5 = 4, and Max_j = 100. The x-axis value indicates the number of 
strings that have been added. 
—4—Time for the abstract graph using the standard algorithm 
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Figure 9.15: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
amount of data in non-refined tokens is increased 
CHAPTER 9. PERFORMANCE OF THE INCREMENTAL ALGORITHMS 	187 
It is also useful to consider how the amount of data added by type refinement affects 
the performance of the type-subnet algorithm compared to that of the standard algorithm. 
We have already discussed the effect of type refinement where the size of the refined graph 
is increased (Section 9.2.1), so here we consider adding data by type refinement where the 
size of the refined graph is not affected. Since the type-subnet algorithm must decode and 
encode markings of places that have been refined, adding data by type refinement will not 
yield performance improvement similar to the above. However, the standard algorithm 
must also decode and encode the extra information stored in the tokens, and so the time 
improvement of the type-subnet algorithm should remain the same. This is demonstrated 
in the graph of Figure 9.16, where the type of places p16 and P17  are refined to include a 
number of strings, each string being 10 characters long. (The value of the x-axis indicates 
the number of strings in the refined type.) 
—4—Time for the refined graph using the standard algorithm 
—III—Total time for the type-subnet algorithm (abstract + refined graph) 
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Figure 9.16: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
amount of data in refined tokens is increased 
9.2.7 Number of Places and Transitions Added by Subnet Refinement 
As we have described in Section 9.2.1, as the difference between time taken to construct 
the abstract graph and the time taken to construct the refined graph using the standard algo-
rithm increases, then so does the potential for significant performance improvement. We 
now consider the effect of adding places and transitions using subnet refinement, where 
the additions do not change the size of the graph. Since the transitions are newly added, 
then the type-subnet algorithm cannot use the abstract net to help determine the enabled 
refined modes involving these transitions. Hence the standard and the refined algorithm 
both find the enabled firing modes of the newly added transitions using the same method 
(in Maria this is the transition instance analysis algorithm), and the amount of improve-
ment of the type-subnet algorithm remains the same. This is demonstrated in the graph of 
Figure 9.18, which plots the performance of the type-subnet algorithm compared to that 
of the standard algorithm for the net of Figure 9.6(a), refined as shown in Figure 9.17 
(where gi = • • • = g5 = 4, and Max_j = 100). This net has a number of added transitions, 
each of which consumes from place /9 1 8 (which is empty) and generates tokens in p19. 
[i+j <g1] [i+j <g5) 
Int 
Declarations: 
Int = {0,1,2 , 	} 
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(Figure 9.17 has 5 transitions added). The value on the x-axis indicates the number of 
transitions added. A similar result can be obtained by adding places or a combination of 
places and transitions. 
Figure 9.17: The net of Figure 9.6 (a) refined by subnet refinement 
Time for the refined graph using the standard algorithm 
—GI—Total time for the type-subnet algorithm (abstract + refined graph) 
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Figure 9.18: The performance of the type-subnet algorithm on the nets of Figure 9.6 (a) 
and Figure 9.17 as transitions are added to the net of Figure 9.17 
9.2.8 RNSS Algorithm 
A significant advantage of the RNSS algorithm is that for a net with supernodes it can save 
time and space because it will not consider all the possible interleavings of the internal 
activity of the supemodes and external activity. As the extent of interleaving between 
internal and external transitions of the net increases, so does the performance improvement 
of the RNSS algorithm, compared to that of the standard algorithm. Here we consider the 
Declarations: 
Int = {1,2,3,4} 
Int / 
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performance of the RNSS algorithm. We demonstrate this effect using both superplaces 
and supertransitions. 
The superplace example is the net shown in Figure 9.19. The supertransition example 
is shown in Figure 9.20. These nets consist of a superplace (supertransition) and the places 
epi, ep2, and ep3, and transitions eti and ell, where eti consumes from epi and generates 
tokens in ep2, and et2 consumes from ep2 and generates tokens in ep3. The superplace 
(supertransition) consists of a canonical basis together with a• sequence of n transitions 
and corresponding places (from p1 to p„ ± 1). The amount of internal activity in both the 
superplace example (Figure 9.19) and the supertransition example (Figure 9.20) is depen-
dent on the number of transitions in the internal sequence. That is, the amount of internal 
activity is dependent on the value of n. (Note that both the superplace and supertransition 
in the example consist of a canonical basis together with a sequence of internal transitions. 
Hence the number of places and transitions in the superplace is different to the number in 
the supertransition.) 
Figure 9.19: A net with a superplace 
The graphs of Figure 9.21 and Figure C.16 show the time performance of the RNSS 
algorithm compared to that of the standard algorithm as the level of internal activity is 
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Figure 9.20: A net with a supertransition 
increased in the superplace and supertransition examples respectively. In each case the 
x-axis indicates the value of n. 
Here we observe that when there were 13 or more transitions in sequence in the su-
perplace, the standard algorithm could not compute the full reachability graph since it ran 
out of virtual memory. Similarly, when there were 7 or more transitions in sequence in 
the supertransition, the standard algorithm could not complete due to insufficient virtual 
memory. On the other hand, the RNSS algorithm constructed the RNSS in each example 
in only a few minutes. (The discrepancy between the number of transitions possible in the 
sequence of the superplace example and the number of transitions possible in the sequence 
of the supertransition example is due to the fact that superplaces and supertransitions have 
difference canonical bases). 
Since the total number of vertices and edges in the RNSS is significantly fewer than 
the number of vertices and edges in the full graph, then the amount of memory used by 
the RNSS algorithm is less than the amount of memory used by the standard algorithm. 
The graphs of Figure 9.23 and Figure 9.24 plot the total disk space used for the RNSS 
compared to that used for the standard algorithm for the superplace and supertransition 
examples respectively. 
The amount of internal activity in the superplace (supertransition) is due not only to the 
number of internal transitions, but also the number of tokens in the superplace (available 
to the supertransition). We therefore obtain similar results to the graphs of Figures 9.21 — 
9.24 by increasing the number of tokens in the superplace. Since the RNSS algorithm 
eliminates interleaving between internal and external activity, it also shows similar perfor- 
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mance improvement as the amount of activity external to the supernode is increased, and 
as the number of supemodes in the net is increased. 
The graph of Figure 9.25 shows how the time taken by the RNSS algorithm to construct 
the RNSS compares to the standard algorithm for a net consisting of a number of copies 
of the superplace shown in Figure 9.19 (the external places epi - ep3 and transitions eti 
and et2 are not included). The x-axis indicates the number of copies of the superplace. 
For these results the initial marking of the place inpl of each superplace had to be set 
to 1 1 + 1' 2 + 1 3. (Note the initial marking is different to that shown in Figure 9.19 
since the token 1 4 is not present.) The value of n was 2. Here the standard algorithm 
could not compute the full reachability graph for a net consisting of four or more copies 
of the superplaces, due to insufficient virtual memory. The disk space used by the RNSS 
compared to that of the standard algorithm as the number of copies of the superplace 
is increased is shown in Figure 9.26. With an extra token 1 4 added to the place inpl 
of the superplace, so that the initial marking was 1' 1 + 1' 2+ 1' 3 + 1' 4 (as it appears in 
Figure 9.19), and n =2, the standard algorithm could not even complete for a net consisting 
of two copies of the superplace, again due to insufficient virtual memory. 
The graphs of Figure 9.27 and 9.28 show how the time and space taken by the RNSS 
algorithm to construct the RNSS compares to that of the standard algorithm for a net 
consisting of a number of copies of the supertransition shown in Figure 9.20. Each copy 
of the supertransition consumes from pa and generates tokens in Pb  (the external places 
epi - ep3 and transitions eti and et2 are not included). The x-axis indicates the number 
of copies of the supertransition. For these results the initial marking of the place pa was 
1'1+ 1'2+ 1'3+ 4. The value of n was 2. Here the standard algorithm could not 
compute the full reachability graph for a net consisting of eight or more copies of the 
supertransition, due to insufficient virtual memory. 
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Figure 9.21: The time performance of the RNSS for the superplace example (Figure 9.19) 
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Figure 9.22: The time performance of the RNSS for the supertransition example (Fig-
ure 9.20) 
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Figure 9.23: The disk space performance of the RNSS for the superplace example (Fig-
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Figure 9.24: The disk space performance of the RNSS for the supertransition example 
(Figure 9.20) 
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— 0—Time for the refined graph using the standard algorithm 
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Figure 9.25: The time performance of the RNSS for a net with several copies of the super-
place of Figure 9.19 
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Figure 9.26: The disk space used by the RNSS for a net with several copies of the super-
place of Figure 9.19 
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Figure 9.27: The time performance of the RNSS for a net with several copies of the super-
transition of Figure 9.20 
CHAPTER 9. PERFORMANCE OF THE INCREMENTAL ALGORITHMS 	194 
2000 
1500 
F.. -moo 
a. 500 
 
Disk space for the refined graph 
—111— Disk space for the RNSS 
  
   
0 
	
5 	10 
	
15 
	
20 
Number of Supertransitions 
Figure 9.28: The disk space used by the RNSS for a net with several copies of the super-
transition of Figure 9.20 
9.2.9 Summary 
As demonstrated by the preceding sections, the algorithm that caters for type and subnet 
refinement will generally be faster than the standard algorithm if: 
• there is a large number of refined firing elements for which the corresponding ab-
stract firing elements are disabled. 
• the functions associated with the arcs of the abstract graph are complex (in terms of 
time to compute them). 
• the tokens of the abstract and refined net hold a large amount of data. 
Both the abstract and refined graph must be represented in system memory. If the 
abstract graph is large, then virtual memory may be required, and the performance of the 
type-subnet algorithm will suffer. However, if the refined graph is much larger than the 
abstract graph, then the amount of extra memory used to store the abstract graph becomes 
insignificant. Also, the performance improvement of the type-subnet algorithm compared 
to the standard algorithm will decrease as more transitions of the abstract net are changed 
in the refined net. If the size of the refined reachability graph remains the same when data 
is added by type refinement or places and transitions are added by node refinement, then 
time improvement of the type-subnet algorithm compared to that of the standard algorithm 
will remain the same. 
We have also observed that the performance of the RNSS algorithm compared to the 
standard algorithm improves as the interleaving between the internal transitions of supem-
odes and external transitions or transitions internal to other supernodes increases. Further 
to this, if there is a time saving by constructing the RNSS rather than the complete graph, 
then there is a corresponding space saving. We have observed that for artificial examples, 
the RNSS algorithm could produce the state space in a matter of seconds, as opposed to the 
standard algorithm which could not complete. Since the algorithm that caters for all three 
forms of refinement is a combination of the type-subnet algorithm and the RNSS algorithm 
then the situations that lead to performance improvement in each of these algorithms (as 
described above) will also lead to improvement in the combined algorithm. 
To assess the performance of the incremental algorithms in practice, we now examine 
two separate case studies: the Z39.50 protocol (Section 9.3) and the Missile Simulator 
(Section 9.4). 
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9.3 Z39.50 Protocol 
As discussed in Section 5.2.2, the Z39.50 Protocol for Information Interchange [13] has 
been modelled incrementally by Lakos and Lamp [127, 123, 122]. In the following sec-
tions, we first consider the implementation of the basic Z39.50 model (Section 9.3.1), and 
then the performance of the type-subnet algorithm for: the model refined with Segmenta-
tion (Section 9.3.2), the model refined with Access Control (Section 9.3.3), and the model 
refined with both Segmentation and Access Control (Section 9.3.4). 
9.3.1 Implementing the Basic Z39.50 Model 
As described in Section 5.2.2, Lakos and Lamp [122] use a particular style of subnet 
to specify origin-initiated request services of the Z39.50 protocol, including: Initialize, 
Release, Search, Present, Delete, and Resource-report. This subnet is referred to as a 
request subnet (see Figure 5.4). Target-initiated response services of the Z39.50 protocol 
are modelled using a similar subnet, referred to as the response subnet. The Z39.50 origin 
can be implemented by using an instance of the request subnet (Figure 5.4) for each of the 
different requests, and the Z39.50 target can be implemented by instantiating the response 
subnet for each of the different responses. In this way, the sending and receiving of each 
message is handled by a separate transition. The Z39.50 Protocol can be implemented by 
instantiating the origin and target in a suitable environment. 
We have implemented the basic Z39.50 protocol in Maria. The implementation con-
sists of a client and origin, shown in Figure 9.29 and a server and target, shown in Fig-
ure 9.30. In these figures dashed boxes have been placed around the client, origin, server, 
and target so each can be easily identified. The client is modelled simply as a repository of 
message requests and transitions that send those requests. Similarly the server is modelled 
as a repository of responses and transitions that send those responses. A transition (not 
shown) from the originToNet place to the targetFromNet place transfers requests from the 
origin to the target. Similarly a transition (not shown) from the targetToNet place to the 
originFromNet place transfers responses from the target to the origin. 
The state places (originState, serverState, and targetState) indicate whether the origin, 
server, or target, are open or closed, that is, whether the origin, server, or target is in a 
state where it can send and receive requests and responses. The sent and received places 
(originSent and targetReceived) store an indication of messages that have been sent and 
received respectively. All other places store actual requests and responses, and have the 
colour Message. To avoid clutter, we have not included the arc inscriptions or colours in 
the figures. 
Each token of type Message can be either an application data unit or a protocol data 
unit. The information stored by these data units is specified in the Z39.50 protocol defini-
tion. To model the basic operation of the protocol, the messages do not need to contain all 
the information specified by the protocol. The model therefore uses a minimal message 
format which can be refined at a later stage by type refinement. 
The initial marking of the client contains all the requests, while the initial marking 
of the server contains all the responses. In the initial marking shown, the client message 
repository contains one of each type of request (Initialize, Search, Present, Release) and 
an Abort signal. The server contains responses for each of these requests and an Abort 
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signal of its own. We believe this marking is typical of a scenario that will be analysed 
using reachability analysis. 
We have simply used a field in the message to match requests with responses, that is, 
each request token contains the identity of the response that is expected. Note that in the 
initial marking shown there are three Present responses. This models the case where not 
all records fit in a single response message. The first Present response will be sent due 
to the initial Present request, while the other Present responses will be due to the Present 
request generated by the generateNextPresentRe quest transition of the client. 
Client 
Figure 9.29: Z39.50 client 
9.3.2 Performance with Segmentation 
The basic Z39.50 Protocol model can be refined to include Segmentation and Access Con- 
trol. Both these refinements can be achieved using subnet refinement (see Section 5.2.2). 
We first consider the performance of the type-subnet algorithm compared to that of the 
dnitResponse,1,true> + 
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Server 
Figure 9.30: Z39.50 server 
standard algorithm for the protocol refined to handle Segmentation. Segmentation is a ca-
pability added in the 1995 version of the protocol that was not present in the 1992 version 
(see Section 5.2.2). It allows multiple records to be returned in a single response (if the 
records are relatively short), and parts of records to be returned in a single response (if the 
records are relatively long). The subnet refinement for segmentation made to the request 
subnet is shown in Figure 5.7. 
We have refined the model of Figures 9.29 and 9.30 to model the Z39.50 protocol with 
segmentation. Segmentation means that when all records will not fit in a single Present 
response the server sends a series of segments, rather than waiting for the client to request 
further records. To model segmentation we introduce the ability for the server to send 
several segments from the one Present request to the original server model (and constrain 
the generateNextPresentRe quest transition of the client so it does not fire). The abstract 
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reachability graph, (i.e. the graph of the net without segmentation) has 60 057 states and 
253 866 arcs and takes 144 seconds to construct, while the refined reachability graph (i.e. 
the reachability graph of the net with segmentation) has 320 769 states and 1 619 328 arcs. 
We now consider the time taken to construct the refined reachability graph using various 
techniques. 
Originally segmentation was achieved by using subnet refinement to extend the Mes-
sage colour to include a segment message, and by using subnet refinement to add new 
transitions for sending the segments. 
As discussed in Section 9.2.5, the current implementation of Maria does not support 
mapping abstract tokens to refined tokens (in the context of markings), so extending the 
Message type effectively means the transitions connected to a place of Message type need 
to be examined for enabling using the same method as is used in the standard algorithm. A 
majority of places have the Message type and therefore when using the type-subnet algo-
rithm most transitions needed to be examined using the same method as for the standard 
algorithm. Clearly this will not lead to significant performance improvement. With seg-
mentation modelled in this manner, the standard algorithm took 1 165 seconds to construct 
the refined graph, and the time for the type-subnet algorithm was 1 170 seconds (plus 144 
seconds to construct the abstract graph). 
The type-subnet algorithm is likely to be more efficient if new places and transitions 
are added by subnet refinement for storing and forwarding the segment messages, instead 
of extending the Message type to include segment messages. For example, in the first 
approach we have the place serverResponse whose type is extended to handle segments, 
while in the second approach we have two places: the serverResponse place, which does 
not handle segment responses, and the serverResponse_Segment place, which does handle 
them. This second approach is a partial unfolding of the first. The second model has the 
advantage that the type-subnet algorithm does not have to re-examine transitions connected 
to all places of type Message (since the type has not changed from the abstract type). In 
this second implementation the standard algorithm takes 1 053 seconds to construct the 
refined graph, whereas the time for the type-subnet algorithm is 587 seconds (plus 144 
seconds to construct the abstract graph). 
9.3.3 Performance with Access Control 
In this section we consider the performance of the type-subnet algorithm compared to 
that of the standard algorithm for the Z39.50 protocol refined to include access control. 
Access control introduces an access rights challenge into the middle of the normal request-
response interaction. An access control challenge can be sent by the target to the origin 
in response to any or all of the origin requests, including Initialize, Search, and Present. 
If the origin response is acceptable then the original request operation (Initialize, Search, 
Present) proceeds as if the access challenge had never occurred. 
Access control can be added to the basic Z39.50 model using subnet refinement, as 
shown in Figure 5.6. As with segmentation, access control can be implemented by either 
refining the Message type, or by adding places and transitions (i.e. a partial unfolding of 
the first implementation). The graph of Figure 9.31 shows the performance of the standard 
algorithm and the type-subnet algorithm for both implementations. The x-axis indicates 
the number of states of the Z39.50 model refined with access control. The number of states 
is changed by varying the number of origin requests that the target challenges for access 
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control. (To generate the smallest number of states shown, the target challenges the Init 
request only. For the middle number of states the Init and Search requests are challenged, 
and for the largest number of states the Init, Search, and Present requests are challenged.) 
The time for the type-subnet algorithm is the total time (i.e. the abstract and refined graph 
time). The abstract graph has 60 057 states and 253 866 arcs and takes 144 seconds to 
construct. 
As was the case for the basic Z39.50 model refined with segmentation, the type-subnet 
algorithm is faster than the standard algorithm for the model where the refinement is in-
troduced by adding places, transitions, and arcs, but slower if the refinement is achieved 
by extending the Message type. The reasons for this have been discussed in Section 9.2.5 
and again in Section 9.3.2. 
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Figure 9.31: Performance of the algorithms for the Z39.50 protocol refined to include 
access control 
9.3.4 Performance with Segmentation and Access Control 
We have also implemented a Z39.50 model with both segmentation and access control. 
Again segmentation and access control have been implemented by extending the Message 
type, and by adding places, transitions, and arcs. With an access control challenge on each 
of the !nit, Search, and Present requests, neither the standard nor type-subnet algorithm 
could complete due to insufficient virtual memory. With an access control challenge on 
only the [nit and Search requests, the results were: for the implementation where the 
Message type is extended, the standard algorithm took 10 530 seconds and the type-subnet 
algorithm took 31 256 seconds; for the implementation where places, transitions and arcs 
are added, the standard algorithm took 12 162 seconds, and the type-subnet algorithm took 
10 550 seconds. Once again the poor performance of the type-subnet algorithm when the 
Message type is extended is due to the fact that in the type-subnet algorithm "changed" 
transitions are examined using transition instance analysis (see Section 9.2.5). 
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9.4 Air-to-Air Missile Simulator 
In Section 5.2.5 we discussed the incremental modelling of an air-to-air missile simulator. 
The abstract and refined models are shown in Figures 5.13 and 5.14 respectively. We have 
implemented the refined missile simulator model in Maria. The main problems encoun-
tered in the implementation were that real numbers are not (currently) available in Maria 
and functions can only be defined using macros — there is no support for iteration such 
as for and while loops, and there is no possibility of including external functions such as a 
random number generator or a square root function. 
In the model presented by Gordon and Billington [82], the random number generator is 
used to make random changes to the target position. It simulates the target taking evasive 
action. Therefore, for our purposes of testing the RNSS algorithm, the following random 
number function has been used: 
RANDOM(seed) = (104 * seed + 13) mod 81 
This function generates a unique number in the range 0 to 80 for each seed in the same 
range. 
The model of Gordon and Billington defines a mAG(x,y, z) function. This function 
computes the distance from the origin to a point in 3-D space by computing \42 ± y2 ± z2 . 
Since a square root function is not available in Maria, we approximate the mAG(x, y, z) 
function. The square root of a number s can be found using Newton's approximation: 
1 	s 
xi = –
2 
(xi_ + — xi_t 
Newton's approximation involves recursively evaluating the above function from some 
initial guess, xo. Since we could not perform many iterations of Newton's approximation 
(Maria does not support iteration), we made an educated first guess. Our guess is based on 
the property that if one of x, y, or z is much larger, then it will largely determine the result: 
xo = mAx(Ix1,1Y1,1zI) +0.3* mErmAN(Ixi, IY1,1z1) + 0.2*  miN(Ixl, 
We then used an iteration of Newton's approximation: 
MAG(x,y,z) = 	xo 	 
1 ( 	x2 +y2 + z2) 
By testing this funetion for random values of x, y, and z, we found that this magnitude 
function gives the square root of x2 + y2 + z2 to the nearest integer, which was sufficient 
given the constraints of integer arithmetic in Maria. 
Other functions in the Missile model could be implemented as macros. A problem we 
encountered with this was that the Maria analyser takes a day or more just to parse the 
model (before reachability graph generation can even begin). Even though the functions 
of the Missile model are relatively complex the time taken to parse the model is rather 
anomalous. It appears to be caused by the expansion of the functions performed by the 
Maria parser. We alleviated this problem somewhat by expanding some of the functions 
in-line and therefore saving the parser the need to expand the functions. 
X0 
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Since real numbers are not supported in Maria 3 we were forced to use integers to repre-
sent the target and missile positions and velocities, as well as the system parameters (such 
as maximum missile velocity). Clearly the use of integer arithmetic implies that some 
accuracy is lost in the calculations. In order to keep this loss of accuracy to a minimum 
our implementation uses values representing metres and seconds rather than kilometres 
and hours (as in the model presented by Gordon and Billington). Even so, there is still 
a loss of accuracy due to the integer arithmetic, which has been observed by comparing 
the Maria implementation to a Design/CPN implementation by Gordon (modified to use 
metres and seconds and our square root approximation) 4 . This loss of accuracy means that 
the missile may not hit the target if the tolerance (i.e. the distance required between missile 
and target for a hit to be registered) is small. For the purpose of testing the performance 
of the RNSS algorithm compared to that of the standard algorithm it is sufficient simply to 
increase the tolerance. Therefore in our tests we used a tolerance of 100 metres, compared 
to 20 metres used in the tests presented by Gordon and Billington [82]. 
The number of states of the refined model depends on the number of abstract firings 
of the refined Simulate transition, which in turn depends on the initial distance between 
the missile and target, and the initial and maximum velocities of the missile and target. 
Therefore, by increasing the initial distance between the missile and target, we increase 
the size of the reachability graph. 
We analysed the refined model using the (standard) RNSS algorithm. The graphs of 
Figure 9.32 and Figure 9.33 show the time performance of the RNSS algorithm and disk 
space used by the RNSS algorithm respectively, compared to that of the standard algorithm 
as the initial distance between the missile and target is increased. The x-axis of the graph 
indicates the value of the x-coordinate of the initial position of the target. The y and z 
coordinates have the value 0. The initial missile position is (0,0, 0) and the initial missile 
velocity is (100, 0, 0). The maximum missile and target velocities are 100 and 167 ms -1 
respectively. (Note that the missile and target velocities are maximum values, not average 
values. All these values were chosen so that the number of abstract firings of the refined 
Simulate transition can be easily controlled by varying the initial distance between the 
missile and target. This in-turn allows us to demonstrate the performance of the RNSS 
algorithm compared to the standard algorithm.) 
3 The Maria language is purposely limited so as to help the modeller avoid the state space explosion and to 
produce an efficient implementation [137]. 
4We thank Steven Gordon for providing us with a copy of this implementation. 
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Figure 9.32: The time for the (standard) RNSS algorithm and standard algorithm as the 
initial distance between the target and missile is increased for the net of Figure 5.14 
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Figure 9.33: The disk space used by the full reachability graph and the (standard) RNSS 
as the initial distance between the target and missile is increased for the net of Figure 5.14 
It can be seen in the graphs of Figures 9.32 and 9.33 that for the missile simulator the 
standard algorithm performs slightly better than the (standard) RNSS algorithm. This is 
not too surprising since a main benefit of the RNSS algorithm is to avoid the interleaving 
that would normally be found by the standard algorithm between transitions internal to 
a supemode and external transitions (see Section 9.2.8).- However, using the standard 
algorithm for the missile simulator, we do not expect significant interleaving between the 
transitions of the Simulate supertransition, and those of the GUI. The reason being that 
three of the four transitions of the GUI are only enabled at the start or end of an abstract 
firing of the Simulate transition, and the other transition of the GUI (UpdateGUI) is only 
enabled half way through the abstract firing of the Simulate supertransition. Therefore we 
expect a performance penalty for the RNSS algorithm compared to the standard algorithm. 
Start 
Update 
Halt 
/are \Uixlate 
Compare 
Halt 
GUIStete 
• • 
CHAPTER 9. PERFORMANCE OF THE INCREMENTAL ALGORITHMS 	203 
If instead the model were to have more interleaving between the GUI and the Simulate 
supertransition then the (standard) RNSS algorithm would give performance improvement 
compared to the standard reachability graph algorithm. We can demonstrate this by chang-
ing the Outputs place to have a canonical basis, as shown in Figure 9.34 (the supertransi-
tion is unchanged, and therefore is not shown in Figure 9.34). This is the model that would 
result from using place refinement as described in Chapter 4 on the Outputs place of the 
abstract net of Figure 5.13. Here the interleaving between Simulate supertransition and the 
remainder of the net is increased since the number of transitions in the Outputs superplace 
is increased. The results for this model as the distance between the missile and target is 
increased are shown in Figures 9.35 and 9.36. 
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Figure 9.35: The time for the (standard) RNSS and standard algorithms as the initial dis-
tance between the target and missile is increased for the net of Figure 9.34 
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In the previous paragraphs we considered using the standard RNSS algorithm (Algo-
rithm 7.5) for the missile simulator model. We now consider using the optimised RNSS 
algorithm presented in Section 7.4.15. As shown in Figure 9.37, for each output border 
transition of the Simulate supertransition, we add to the model a place to indicate that the 
border transition has fired, and we add the finish transition. This matches the construction 
required for the optimised RNSS algorithm as presented in Section 7.4.15. 
In order to use the optimised algorithm (of Section 7.4.15) the finish transition must be 
locally live. Part of the locally live definition (Definition 7.31) requires that every internal 
sequence leading to the occurrence of the finish transition can be reordered to a sequence 
where the border input transitions and switch transition do not occur before the finish tran-
sition has occurred. In the case of the Simulate supertransition the input border transition 
(i.e. the begin transition) is only enabled at the start and after the occurrence of the Miss 
transition of the GUI. Since the Miss transition is not enabled until after all components of 
the Simulate supertransition have finished (i.e. until all output border transitions have oc-
curred) then the begin and switch transitions cannot occur following the switch transition 
but before the finish transition. Thus this requirement of the locally live definition (Defini-
tion 7.31(b) and (c)) is trivially satisfied. Further, since each component of the Simulate 
supertransition merely performs some computation, it is clear that every sequence follow-
ing the switch transition can be extended to a sequence that involves the finish transition, 
as required by Definition 7.31 (a). (This is confirmed by the implementation, which tests 
for this condition.) 
Thus the finish transition of the supertransition is locally live, and we can use the op-
timised RNSS algorithm to find the dead markings of the missile simulator. The time and 
disk space performance for the RNSS algorithm are presented in Figures 9.38 and 9.39. 
Here the full reachability graph could not be constructed when the initial value of the 
target position was 500m or more from the missile, since there was insufficient virtual 
memory. On the other hand, the RNSS could be constructed in less than an hour when 
the x-coordinate was set to 20 000m. We were not able to test values greater than approx-
imately 20 000m since this led to integer overflow. Thus, in this case, the size and time 
taken to construct the RNSS is not a limiting factor. 
We note that in this case the optimised RNSS algorithm performs significantly bet-
ter than the standard algorithm. The reason for this is mostly due to the fact that in the 
standard algorithm the finish transition does not have to occur before a new abstract firing 
of the Simulate supertransition can begin, and is therefore enabled at the end of the first 
abstract firing and during all abstract firings that follow due to the occurrence of the Miss 
transition. On the other hand, in the optimisation the finish transition must occur before the 
next abstract firing can begin. This demonstrates that the optimised RNSS algorithm can 
produce significant performance improvements over the standard reachability algorithm. 
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Figure 9.37: Refined missile simulator model 
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Figure 9.38: The time for the RNSS and standard algorithms as the initial distance between 
the target and missile is increased for the net of Figure 9.37 
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Figure 9.39: The disk space used by the full reachability graph and RNSS as the initial 
distance between the target and missile is increased for the net of Figure 9.37 
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9.5 Summary 
In this chapter we have examined the performance of the incremental algorithms devel-
oped in Chapter 7. The type-subnet algorithm has been shown to give significant time 
improvements in situations where there are many refined firing elements that map to dis-
abled abstract elements. The type-subnet algorithm has also been shown to perform much 
better than the standard algorithm when the functions associated with the arcs of the ab-
stract graph are complex (in terms of time to compute them), and when the tokens of the 
abstract and refined net hold a relatively large amount of data. The RNSS algorithm has 
been shown to give significant time and space savings where there is interleaving between 
the transitions of refined nodes and transitions of other refined nodes, or external transi-
tions 
These benefits have been observed for real world studies — both the Z39.50 protocol, 
and the Air-to-Air Missile Simulator. For the Z39.50 protocol, the type-subnet algorithm 
was faster when subnet refinement was used to add places and transitions (rather than 
extending the type of existing places and transitions). For a large range of initial settings 
the optimised RNSS algorithm could be used to find the dead markings of the missile 
simulator in less than an hour, whereas the standard algorithm could not complete. 
Chapter 10 
Conclusions and Future Work 
What we call the beginning is often the end. And to make an end is to make a 
beginning. The end is where we start from. 
T. S. ELIOT 
There are several significant research results in this thesis that have arisen from investi-
gating incremental specification and analysis. The contributions of Part I and Part II of the 
thesis are considered in Sections 10.1.1 and 10.1.2 respectively. Areas for future work are 
discussed in Section 10.2. 
10.1 Contribution of the Thesis 
10.1.1 Part I — Incremental Development 
Incremental development involves creating a new specification or implementation by mod-
ifying an existing one. This is a commonly used technique for handling complex systems 
in hardware and software engineering. In fact, incremental development is fundamental to 
object-orientation, the widely adopted approach to software engineering which uses the 
mechanism of inheritance. 
The value of using incremental change to achieve conceptual specialisation has been 
widely recognised [183, 173, 140]. In Chapter 3 we surveyed various proposals for con-
straining incremental change [148, 35, 7, 19, 202, 17]. An abbreviated version of this 
survey originally appeared in [124] and was due to both the current author and Lakos. 
The extensions to the survey are due to the current author. Typically, such proposals for 
constraining incremental change focus on the substitutability of the incrementally changed 
component and are based on some process algebra correctness relation, or require that a 
bisimulation relation hold between the original and modified components. 
209 
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Concerns have been raised that constraints that require substitutability are too strong 
for use in practice for refinement. These concerns are supported both by our own ex-
perience, and by the incremental change used in the case studies that we examined in 
Chapter 5. Further to this the constraints imposed are not statically checkable and there is 
commonly no guide as to the changes that can be made so that the required conditions hold. 
We believe it is for these reasons that typically only signature compatibility is required in 
practice. For example, the UML (v1.3), LOOPN++ [115], Esser's 00PN language [71], 
and PN talk [46] do not impose constraints on the behaviour of an incrementally changed 
class, but only require signature compatibility that can be statically checked. 
What we need, therefore, are constraints that lie between full behaviour compatibility 
and signature compatibility, where maximum possible expressive power is supported while 
maintaining conceptual specialisation. The proposal should guide the developer to the 
type of change that can be made, and the constraints should be statically checkable. Of 
utmost concern is that constraints are usable in practice. Incremental CPN Modelling, as 
proposed by Lakos [116], guides the developer to the forms of change possible, and is 
statically checkable. 
Incremental CPN Modelling as proposed by Lakos [116] was presented in Chapter 4. 
It consists of a general constraint on incremental change — each refined behaviour must 
have a corresponding abstract behaviour — which is formulated in terms of morphisms 
on CPNs. In order to guide the developer to the forms of change that can be used to 
ensure this principle, Incremental CPN Modelling also provides three specific forms of 
refinement for CPNs: type refinement, subnet refinement, and node refinement. Under 
type refinement the structure of the net remains the same, and additional information is 
incorporated in the tokens and firing modes. Each value of a refined type can be projected 
onto a value of the abstract type. Subnet refinement involves augmenting a subnet with 
additional places, transitions, and arcs, or the extension of a token or mode type to include 
extra values which are independent of previous processing. (The values of the extended 
type are not projected onto values of the abstract type, but are ignored in the abstraction.) 
Node refinement involves replacing a place (transition) by a place (transition) bordered 
subnet. Canonical forms of node refinements have been proposed. 
In the final part of Chapter 4 we examined the relationship between Incremental CPN 
Modelling and bisimulation, showing that if additionally the refined net is at least as live 
as the abstract net, then the abstract net is bisimilar to the refined net. This final part of 
Chapter 4 was joint work between the current author and Lakos [117]. 
The main contribution of Part I of this thesis has been to examine the practical appli-
cability of Incremental CPN Modelling. In order to asses the applicability of Incremen-
tal CPN Modelling in practice the current author has examined a number of case stud-
ies [41, 179, 29, 37, 62, 112, 113, 40, 74, 73, 127, 123, 122, 143, 101, 82, 83]. Several 
of these studies have been presented in Chapter 5. The behavioural compatibility require-
ments imposed by Incremental CPN Modelling seem to match the kinds of abstraction 
the designers have used in the process of developing these formal specifications. Thus 
the majority of the incremental change observed can be achieved using Incremental CPN 
Modelling, whereas other proposals often would not allow the incremental change used in 
these case studies. Our assessment is therefore that Incremental CPN Modelling is widely 
applicable in practice. We believe that its use would help to clarify the models and guar-
antee the conceptual specialisation which is in the mind of the developer, as well as guide 
the developer to the appropriate forms of incremental change, and (as is shown in the sec- 
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ond part of this thesis) provide a mechanism to help alleviate the state space explosion 
problem. 
10.1.2 Part II — Incremental Analysis 
Formal analysis of a model is considered essential in many domains including embed-
ded systems, safety and security critical systems, and protocol development and analysis. 
One of the main benefits of developing a formal model is that the model can be formally 
analysed. 
State based methods are one of the most successful strategies for the formal analysis of 
concurrent systems. Unfortunately, owing to simple combinatorics, the number of states 
of a system increases rapidly as the complexity of the system increases. This means that 
the total number of states of a system is often far too large with respect to time and space 
resources to be fully generated, even for only a small model. 
State space explosion does not preclude the use of state space analysis in practice. As 
we examined in Chapter 6, the great advantages of these methods have motivated many 
researchers to try to seek ways of alleviating the problem. These approaches to alleviating 
the state space explosion generally fall into one of five categories: removing information, 
compression, compositional techniques, preprocessing, and partial state space exploration. 
The main contribution of Part II of this thesis has been the presentation of a new 
approach that uses the incremental change identified in Part I to help alleviate the state 
space explosion. Part H of the thesis is due to the current author. 
The incremental algorithms were given in Chapter 7. Algorithms that cater for type, 
subnet, and node refinement, were presented. An algorithm that caters for a combination of 
type and subnet refinement was given as was an algorithm that caters for a combination of 
all three forms refinement. The algorithm catering for type and subnet refinement produces 
the full reachability graph, while the algorithm that caters for node refinement produces a 
set of graphs which we refer to as the Refined Node State Space (RNSS). 
We proved that the graphs of the RNSS can be combined to give the full reachability 
graph, and showed how the various dynamic properties (reachability, dead markings, live-
ness, home properties, boundedness) can be determined directly from the RNSS without 
first combining the graph. (This is particularly important since combining the graphs may 
be an expensive operation.) We has considered an optimisation to the RNSS algorithm 
that can be used if the finish transition of each supertransition is locally live. In this case 
the unfolded optimised RNSS is not isomorphic to the full reachability graph, however, 
we proved that their dead states are the same. We also compared the RNSS to the modular 
state space of Christensen and Petrucci, highlighting situations where the RNSS algorithm 
will lead to considerable performance improvement over the Modular State Space algo-
rithm. 
In Chapter 8, we considered the implementation of the incremental algorithms. The 
Maria reachability analyser [136] was selected as the most appropriate of the available 
tools for the implementation of the algorithms. Maria has been modified so that the fol-
lowing methodology can be adopted for analysing incrementally developed models. First, 
the abstract and refined nets are parsed. If the incremental algorithm requires the abstract 
reachability graph then it is developed (if it does not already exist), or the internal repre-
sentation is created in system memory (if it does exist). The refinements from the abstract 
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net are then detected, and the incremental algorithm is used to develop the reachability 
graph of the refined net. 
Maria has a modular design which was ideal for this project. Modifications were made 
to the Front-end Parser and Internal Representation, State, Method, Transition Analysis, 
and User Interface modules in order to implement the incremental algorithms. The mod-
ifications to the Front-end Parser involved adding constructs to the Maria language to 
support the detection of the various refinements. Classes for superplaces, supertransitions, 
and lists of global markings were added to the internal representation generated. The State 
module was modified to support the efficient implementation of the UPDATE function, 
multiple reachability graphs, and SCCs. 
Currently, the data structures of Maria do not provide optimum support for incremental 
analysis. The function EDGESFROM-TYPESUBNET from Algorithm 7.8, requires us to 
determine those refined firing elements which map to enabled abstract firing elements. In 
order to do this, we need to be able (within the context of markings) to map from refined 
token elements to abstract token elements and back again. While the former direction 
is easily supported, the latter is not. Computing this information on the fly requires the 
same amount of effort as the transition instance analysis algorithm of Maria. Performance 
improvements can therefore be expected with special support for these mappings. This is 
a matter for further research. 
Finally, in Chapter 9 we examined the performance of the incremental algorithms. We 
demonstrated that one significant advantage gained by the type-subnet algorithm is that 
refined firing elements do not have to be considered if the corresponding abstract firing 
element is disabled. Therefore we can expect good performance improvement if there is a 
large number of refined firing elements for which the corresponding abstract firing element 
is disabled. 
The type-subnet algorithm was also shown to perform much better than the standard 
algorithm when the functions associated with the arcs of the abstract graph are complex 
(in terms of computation time), and when the tokens of the abstract and refined net hold a 
relatively large amount of data. 
One disadvantage of the implemented version of the type-subnet algorithm is that since 
the abstract graph is used to determine the enabled abstract firing modes, both the abstract 
and refined graphs must be represented in system memory. This means that if the abstract 
graph is large then the performance of the incremental algorithm may not be as good. On 
the other hand, if the refined graph is much larger than the abstract graph, then the amount 
of extra memory used to store the abstract graph becomes insignificant. 
We demonstrated that for a net with refined nodes, the RNSS algorithm can save time 
and space since, unlike the standard graph, it will not consider all the possible interleavings 
of the internal activity of the refined nodes. As the extent of interleaving between internal 
and external transitions of the net increases, so too does the performance improvement of 
the RNSS algorithm compared to that of the standard algorithm. 
Apart from the specially constructed examples already mentioned, we also imple-
mented two separate case studies to assess the performance of the incremental algorithms 
in practice: the Z39.50 Protocol for Information Interchange [122] and the Distributed 
Missile Simulator Model [82]. Both of these case studies have been developed incremen-
tally. 
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Subnet refinement can be used to introduce both segmentation and access control to 
the basic Z39.50 Protocol model. We showed that if the segmentation and access control 
messages are introduced by adding places and transitions then the type-subnet algorithm is 
faster than the standard algorithm. On the other hand, if the new messages are introduced 
by extending the message type, then the type-subnet algorithm is slower than the standard 
algorithm. The drop in performance for subnet extension can be attributed to the fact 
that the implementation uses the standard method to find the enabled firing modes of a 
transition connected to a place whose type has been changed (as discussed earlier in this 
section). 
Node refinement is used in the Missile Simulator model to include the details of the 
simulation, including the radar, infrared, target, and missile control components. The 
main problems encountered in the implementation of the Missile Simulator were that real 
numbers are not available in Maria and functions can only be defined using macros. To 
help avoid loss in accuracy due to the use of integer arithmetic we used metres and seconds 
for the distances and velocities, rather than kilometres and hours. 
The number of states of the refined Missile simulator model depends on the number of 
abstract firings of the supertransition, which in turn depends on the initial distance between 
the missile and target, and the initial and maximum velocities of the missile and target. 
Therefore, by increasing the initial distance between the missile and target, we increase 
the size of the reachability graph. We demonstrated that the standard RNSS algorithm 
gives performance improvement if there was interleaving between the supertransition and 
the remainder of the net. Further, we showed that the optimised RNSS could be con-
structed in less than an hour when the x-coordinate was set to 20 000m, whereas the full 
reachability graph could not even be constructed when the initial value of the x-coordinate 
target position was 500m. 
10.2 Future Work 
Several areas for further work have emerged from this thesis. 
In Chapter 4 we considered the relation between Incremental CPN Modelling and 
bisimulation (which guarantees substitutability). We showed that if the refined net is at 
least as live as the abstract net, then the abstract net is bisimilar to the refined net. It would 
be worth investigating static constraints that guarantee the at least as live as property, since 
these would guarantee substitutability of the refined net, which may be desired. 
In Chapter 5 we assessed the practical applicability of Incremental CPN Modelling. 
Our assessment is that the proposals are widely applicable in practice. However, the ex-
amination of the case studies identified that it would be advantageous to extend the existing 
definitions to include the notion of time. Additionally, it would be interesting to consider 
if the incremental algorithms can be modified to cater for, and take advantage of, timed 
models. 
As we have seen in Chapter 6, two methods can often be combined to give the sum 
of reductions of the individual methods. It would be valuable to investigate the extent 
to which the incremental algorithms could be combined with other state space reduction 
techniques. The incremental approach seems to be orthogonal to the Symmetric Occur-
rence Graphs. Also, while it does reduce interleaving between the activity of different 
supernodes, it may still be improved by combination with the Stubborn Set approach. 
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Incremental algorithms have been presented in Chapter 7. We would like to consider 
whether improvements can be made to these algorithms. In particular, we would like to 
consider under what situations changing the abstract Teachability graph in situ to form 
the refined reachability graph will lead to performance improvement. It would also be of 
interest to examine whether it is useful to group those places, transitions, and arcs added 
by subnet refinement in a module and use Modular Analysis to develop the state space. 
We have shown that it is possible to determine properties of the net — reachability, 
dead markings, liveness, home properties, and boundedness — directly from the RNSS, 
without needing to unfold it. If one is prepared to sacrifice the capability of recovering 
the full reachability graph, then it is possible to optimise the incremental algorithm even 
further. 
We have already considered one such optimisation. This optimisation can be applied 
when the finish transition of each supertransition is locally live. In this case the unfolded 
optimised RNSS is guaranteed to have the same dead markings as the full reachability 
graph. 
An optimisation to the RNSS algorithm that we would like to consider is to analyse the 
abstract modes of a supemode separately. In the current RNSS algorithm, when finding 
the successors in the global graph due to a supertransition, we consider those successors 
resulting from step sequences that contain occurrences of the input border transitions with 
different abstract modes. The reason for this is that the abstract firing modes of the supern-
ode can be dependent. For example, there may be a sequence of a supertransition that only 
completes if an interleaving of abstract modes is considered. If we can ensure or detect 
when abstract modes are independent then each abstract mode can be analysed separately. 
Analysing the abstract modes separately may be significantly more efficient than the cur-
rent approach since the interleaving of abstract modes is not considered. Similarly, it may 
be possible to formulate an independence requirement for superplaces such that it is not 
necessary to consider all interleavings of the internal transitions of a superplace. 
As discussed in Chapter 8, we would like to develop data structures for storing and 
accessing markings that are tailored to the special needs of incremental analysis. The data 
structures would provide special support for mapping between abstract token elements and 
refined token elements (see Section 8.5.1). In the implementation of the incremental algo-
rithms, we modified the state storage mechanism so that given a state number, the marking 
of a particular place or set of places could be retrieved and changed. The modification 
required extra information to be stored in the state space, thus incurring some overhead. 
We would like to develop a state storage mechanism tailored to incremental analysis that 
allows direct access to place markings. Since the state space of the abstract net usually has 
some of the same markings as the state space of the refined net, then it may even be pos-
sible to design a data structure which would support sharing of state information between 
abstract and refined graphs. 
In Chapter 9 we examined the performance of the incremental algorithms developed 
in this thesis. We demonstrated that in some situations the calculation of the SCCs of 
supernode reachability graphs can lead to significant state space reduction, while in other 
situations we pay an overhead for calculating SCCs with no benefit. We would like to 
develop a heuristic that can be applied to a net to determine whether it is useful to calculate 
SCCs. Such a heuristic would probably make use of the number of cycles in the net. 
As Valmari observes alleviating state space explosion is an ongoing research chal-
lenge [194]. This thesis has contributed to this challenge by harnessing Incremental CPN 
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Modelling. This form of modelling has behavioural compatibility constraints which seem 
to be widely applicable in practice. Further, these constraints can be used by incremental 
analysis algorithms to reduce the effects of state space explosion. We believe that addi-
tional techniques based on the structure of models captured by the designer is a fruitful 
area for further research. 
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Appendix A 
The Unified Modelling Language 
(UML) 
It is not practical to introduce the whole UML. Good references include the UML Spec-
ification [6], The UML User Guide [33], and The UML Reference Manual [1711. Here 
we simply present the notation for class diagrams (Section A.1) and statechart diagrams 
(Section A.2). 
A.1 Class Diagrams 
In a class diagram, a class is represented graphically as a rectangle. Attributes of the 
class can be listed in a compartment below the class name, and operations can be listed 
in a compartment below this. For example the class diagram of Figure A.1, defines the 
classes Vehicle, Car, Person, Company, and Department. There are three main types of 
relationships among classes: dependencies, generalisations, and associations. 
Figure A.1: A class diagram represented using the UML 
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A dependency is a relationship that states a change in specification of one class (e.g. 
Plane) may affect another class that uses it (e.g. Person). Graphically, a dependency is 
rendered as a dashed directed line. 
A generalisation (or specialisation) is a relationship between a general class (e.g. 
Vehicle) and a more specific kind of that class (e.g. Car). Graphically, generalisation 
is rendered as a solid directed line with an open arrowhead, pointing at the parent. 
An association is a relationship that specifies that objects of one class (e.g. Employee) 
are connected to objects of another class (e.g. Company). Graphically, an association is 
rendered as a solid line. The number of objects connected across an instance of an asso-
ciation — the multiplicity of the association — can be specified using an expression that 
evaluates to a value or range of values. A multiplicity at one end of an association indicates 
that for each object of the class at the other end, there must be that many objects at the near 
end. Unless otherwise specified, navigation across an association is bidirectional. Unidi-
rection navigation can be specified by adding to the association an arrowhead pointing in 
the direction of traversal. 
A special type of association is aggregation, which is a "whole/part" relationship, in 
which one class, the whole, (e.g. Company) consists of smaller classes, the parts (e.g. 
Department). Graphically, an aggregation is represented as an association with an open 
diamond at the whole end. 
A.2 Statechart Diagrams 
The dynamic behaviour of a system (often an object) can be described in the UML by using 
a form of state transition diagrams derived from Harrel's Statecharts [88].. A statemachine 
can be viewed as a directed graph where the vertices and edges represent states and tran-
sitions between the states respectively. When an object is in a state, it is generally idle, 
and waiting for an event. An event is any external influence on the object. A transition 
is a relationship between two states indicating that when a specified event occurs, and the 
specified guard conditions of the transition are satisfied, then the object will perform cer-
tain actions and enter the second state. An action is an executable atomic computation. 
Actions may include operation calls (to the object that owns the state machine, as well as 
to other visible objects), the creation or destruction of another object, or the sending of a 
signal to an object. 
Instead of being idle whilst waiting for an event, a state may perform an activity. An 
activity is an ongoing non-atomic execution. Also, a transition may be triggerless (that is, 
a transition with no event trigger). In this case the transition is triggered implicitly when its 
source state has completed its activity. Figure A.2 is an example of a UML state machine 
for a home thermostat. 
States of a UML state machine may have disjoint or concurrent sub-states. Such states 
are known as complex states. Similarly, transitions may have several concurrent sub-states 
as a source or target. Such transitions are known as complex transitions. The use of 
concurrency is constrained for practical reasons [6, p. 2-157]. To avoid "inconsistencies, 
including deadlocks, multiple occupation of a state and other problems" [171, p. 2111, 
the UML requires a complex state be able to be decomposed into an and-or-tree [171, 
p. 211], where and (or) nodes correspond to a state with concurrent (sequential) sub-
states. A simple transition must connect two states in the same sequential region, or two 
tooCold(desiredTemp) 
tooHot(desiredTemp) 
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tooCold(desiredTemp) 
Figure A.2: A UML state machine of a home thermostat [33, fig. 21-1] 
states separated by 'or' levels only. A complex transition entering (leaving) a concurrent 
region must enter (leave) each subregion of that concurrent region. A complex transition is 
represented using a bar notation. A typical example of a concurrent composite state with 
complex transitions entering and leaving it is given in Figure A.3. 
ss 
> Cleanup 
s. 	 ■ 
Al 
	
A2 
Setup 
B1 
 
	> B2 
 
Figure A.3: A complex state [171, fig. 13-55] 
Appendix B 
Tarjan's Algorithm to compute 
SCCs 
In Algorithm B.1 we present Tarjan's algorithm. In order to simplify the description, 
the notation we use differs from the original presentation [184] but is similar to that of 
Nuutila [149]. 
The algorithm comPuTESCCs ( G) finds the strongly connected components of a di- 
rected graph G=('1/,E). This algorithm repeatedly calls the recursive procedure VISIT( G,v,stack). 
Each vertex v has associated variables inComponent and visited. We denote the variable 
associated with a node v E V using a dot notation (v.visited and v.inComponent). The 
VISIT function enters the nodes of the graph in a depth-first order. For each strongly con-
nected component C, the first node of C entered is called the root component of C. The 
variable v.root contains a candidate node of the root of the component containing v, and 
the main goal of the algorithm is to find the component roots. In this algorithm, the node v 
is the initial root candidate and new root candidates are obtained by processing the edges 
that leave v. The rviiN(v, w) function compares v and w with respect to the order in which 
VISIT has entered them. When all edges leaving v have been processed, v.root is equal to 
v (v. root = v) if and only if v is the root of the component containing v. 
The variable v.inComponent, which is initially false, distinguishes between nodes be-
longing to the same component as node v and nodes belonging to other components. When 
a SCC is fully detected, the nodes belonging to it are on the top of the stack. They are re-
moved from the stack and their inComponent variable set to true. 
To implement the MIN function, we store a map of the vertex (state) number and a 
depth-first number indicating the order in which the state was visited. To avoid wasting 
space, we also use the depth-first number to store the inComponent value of the state. 
That is we use a single computer word to store both values. A bit-mask is used to store or 
retrieve these values from the given word. 
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Algorithm B.1 Tarjan's SCC algorithm 
VISIT( G,v, stack) begin 
v.root := v 
v.inComponent := false 
PUSH (v, stack) 
for all (v, w) E E do 
if not VISITED (w) then 
VISIT (G, w, stack) 
end if 
if not w.inComponent then 
v.root := miN(v.root,w.root) 
end if 
end for 
if v.root = v then 
repeat 
w := POP(stack) 
w.inComponent := true 
until w = v 
end if 
end 
COMPUTES CCS ( c) begin 
for all v E V do 
v.visited := false 
v.inComponent := false 
end for 
stack := 0 
for all v E `11 do 
if not v.visited then 
VISIT(, v, stack) 
end if 
end for 
end 
Appendix C 
Results 
In this appendix we provide the raw data from maria for the graphs presented in the thesis. 
Number of 
database 
managers 
Disk space for standard 
algorithm when storing 
offsets for each place 
(bytes) 
Disk space for standard 
algorithm when not 
storing offsets for each 
place (bytes) 
Percentage 
difference 
(%) 
6 350164 303476 13.33 
7 1531204 1367876 10.67 
8 6508888 5948984 8.60 
9 27163004 25273404 6.96 
10 108650716 102352124 5.80 
11 426098244 405312964 4.88 
Table C.1: Disk space overhead of storing place offsets for each marking of the Database 
Managers Net (graphed in Figure 8.10) 
Number 
of 
database 
managers 
Time for standard 
algorithm when storing 
offsets for each place 
(secs) 
Time for standard 
algorithm when not 
storing offsets for each 
place (secs) 
Percentage 
difference 
(%) 
6 3 3 0.00 
7 15 13 13.33 
8 75 64 14.67 
9 350 298 14.86 
10 1597 1349 15.53 
11 7016 5943 15.29 
Table C.2: Time overhead of storing place offsets for each marking of the Database Man-
agers Net (graphed in Figure 8.11) 
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Number of 
transitions 
in 
sequnece 
Time to construct the 
RNSS when the SCCs are 
calculated (secs) 
Time to construct the 
RNSS when the SCCs are 
not calculated (secs) 
Percentage 
Difference 
(%) 
0 0 0 0.00 
2 1 5 80.00 
4 4 30 86.67 
6 6 115 94.78 
8 11 324 96.60 
10 17 735 97.69 
Table C.3: Time improvement when computing SCCs for the net of Figure 9.1 (graphed 
in Figure 9.2) 
Number of 
transitions 
in 
sequnece 
Disk space used by the 
RNSS when the SCCs are 
calculated (bytes) 
Disk space used by the 
RNSS when the SCCs are 
not calculated (bytes) 
Percentage 
Difference 
(%) 
0 53444 53380 0.00 
2 208948 906228 76.94 
4 509604 5223428 90.24 
6 956084 18137812 94.73 
8 1548388 47269860 96.72 
10 2286516 102728372 97.77 
Table C.4: Space improvement of computing SCCs for the net of Figure 9.1 (graphed in 
Figure 9.3) 
Number of 
transitions 
in 
sequnece 
Time for the RNSS 
algorithm when the 
SCCs are calculated 
(secs) 
Time for the RNSS 
algorithm when the SCCs 
are not calculated (secs) 
Percentage 
Difference 
eyo 
0 0 0 0.00 
2 4 3 25.00 
4 17 14 17.65 
6 51 41 19.61 
8 128 104 18.75 
10 272 222 18.38 
Table C.5: Time for computing SCCs for the net of Table 9.1 (without tn+1) (graphed in 
Figure 9.4) 
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Number of 
transitions 
in 
sequnece 
Disk space used by the 
RNSS when the SCCs are 
calculated (bytes) 
Disk space used by the 
RNSS when the SCCs are 
not calculated (bytes) 
Percentage 
Difference 
(%) 
0 53444 53380 0.12 
2 584188 583788 0.07 
4 2467764 2466740 0.04 
6 7181612 7179676 0.03 
8 16825252 16822116 0.02 
10 34120284 34115660 0.01 
Table C.6: Space overhead for computing SCCs for the net of Table 9.1 (without tn-F1) 
(graphed in Figure 9.5) 
Number of 
States 
refined 
graph 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Total time for the type- 
subnet algorithm 
(abstract + refined graph) 
(secs) 
Percentage 
Difference 
(%) 
3679 30 34 -13.33 
98125 600 211 64.83 
273125 1604 539 66.40 
528125 3054 1035 66.11 
863125 4976 1721 65.41 
1278125 7349 2579 64.91 
1773125 10207 3632 64.42 
2.348125 13643 4965 63.61 
3003125 17662 6672 62.22 
3894725 23831 9851 58.66 
Table C.7: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
number of states of the refined graph increases (graphed in Figure 9.7) 
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Number 
tokens in 
p1 - p10 
Time for the 
abstract graph 
using the standard 
algorithm (secs) 
Time for the 
refined graph 
using the 
standard 
algorithm (secs) 
Total time for 
the type-subnet 
algorithm 
(abstract + 
refined graph) 
(secs) 
Percentage 
Improvement 
(%) 
1 0 0 0 0 
2 5 73 71 2.74 
3 7 122 99 18.85 
4 9 156 105 32.69 
5 12 207 120 42.03 
6 15 270 142 47.41 
7 18 348 168 51.72 
8 22 423 186 56.03 
9 26 506 199 60.67 
10 30 600 211 64.83 
11 35 705 239 66.10 
12 39 821 267 67.48 
13 45 939 275 70.71 
14 50 1067 304 71.51 
15 56 1208 332 72.52 
Table C.8: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
number of disabled firing elements is increased (graphed in Figure 9.8) 
Value of 
max 
Time for the 
abstract graph 
using the 
standard 
algorithm (secs) 
Time for the 
refined graph 
using the 
standard 
algorithm (secs) 
Total time for 
the type-subnet 
algorithm 
(abstract + 
refined graph) 
(secs) 
Percentage 
Difference 
(e/o) 
0 9 156 105 32.69 
100 18 217 113 47.93 
200 27 276 119 56.88 
300 35 334 131 60.78 
400 45 393 140 64.38 
500 53 452 148 67.26 
600 62 512 157 69.34 
700 71 570 166 70.88 
800 79 629 175 72.18 
900 88 688 183 73.40 
1000 96 746 192 74.26 
Table C.9: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
complexity of the arc functions is increased (graphed in Figure 9.10) 
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Avaliable 
RAM 
(Mbytes) 
Time for the 
refined graph 
using the standard 
algorithm (secs) 
Time for the 
abstract graph 
using the 
standard 
algorithm (secs) 
Total time for 
type-subnet 
algorithm 
(abstract + refined 
graph) (secs) 
Percentage 
Difference 
CYO 
256 413 260 345 16.46 
206 413 260 344 16.71 
156 413 260 344 16.71 
106 413 259 344 16.71 
56 412 259 348 15.53 
45 414 260 351 15.22 
41 414 260 354 14.49 
36 415 260 405 2.41 
26 415 260 406 2.17 
16 416 263 402 3.37 
6 416 263 411 1.20 
0 416 262 402 3.37 
Table C.10: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
amount of available RAM is increased (graphed in Figure 9.11) 
Number 
refined 
places 
Time for the refined graph 
using the standard 
algorithm (secs) 
Total time for the type- 
subnet algorithm (abstract 
+ refined graph) (secs) 
Percentage 
Difference (%) 
0 157 105 33.12 
1 157 118 24.84 
2 157 118 24.84 
3 157 126 19.75 
4 158 128 18.99 
5 158 137 13.29 
6 159 138 13.21 
7 159 147 7.55 
8 160 148 7.50 
9 160 157 1.88 
10 160 158 1.25 
11 160 157 1.88 
12 160 158 1.25 
13 160 157 1.88 
14 160 157 1.88 
15 160 157 1.88 
Table C.11: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
number of refined places in the net of Figure 9.6 (b) is increased (graphed in Figure 9.12) 
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Number 
strings in 
tokens 
Time for the 
abstract graph 
using the 
standard 
algorithm (secs) 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Total time for the 
type-subnet 
algorithm (abstract 
+ refined graph) 
(secs) 
Percentage 
Difference 
("Ye) 
0 9 156 105 32.69 
1 27 382 242 36.65 
2 46 610 383 37.21 
3 64 846 522 38.30 
4 84 1097 672 38.74 
5 104 1369 820 40.10 
6 124 1651 984 40.40 
7 146 1953 1146 41.32 
8 168 2264 1317 41.83 
9 188 2585 1480 42.75 
10 209 2936 1676 42.92 
Table C.12: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
amount of data in non-refined tokens is increased (graphed in Figure 9.15) 
Number 
strings in 
refined 
structure 
Time for the refined graph 
using the standard 
algorithm (secs) 
Total time for the type- 
subnet algorithm (abstract 
+ refined graph) (secs) 
Percentage 
Difference (%) 
0 156 105 32.69 
1 175 125 28.57 
2 194 147 24.23 
3 214 167 21.96 
4 237 192 18.99 
5 258 213 17.44 
6 282 241 14.54 
7 304 263 13.49 
8 328 289 11.89 
9 354 316 10.73 
10 378 343 9.26 
Table C.13: The performance of the type-subnet algorithm on the nets of Figure 9.6 as the 
amount of data in refined tokens is increased (graphed in Figure 9.16) 
APPENDIX C. RESULTS 
	 227 
Number of 
transitions 
added 
Time for the refined graph 
using the standard 
algorithm (secs) 
Total time for the type- 
subnet algorithm (abstract 
+ refined graph) (secs) 
Percentage 
Difference (%) 
0 132 58 56.06 
5 178 105 41.01 
10 223 151 32.29 
15 270 195 27.78 
20 315 241 23.49 
25 360 286 20.56 
30 406 332 18.23 
35 451 378 16.19 
40 498 423 15.06 
45 542 469 13.47 
50 589 514 12.73 
Table C.14: The performance of the type-subnet algorithm on the nets of Figure 9.6 (a) 
and Figure 9.17 as transitions are added to the net of Figure 9.17 (graphed in Figure 9.18) 
Number of 
transitions 
in 
sequence 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Time for the RNSS 
algorithm (secs) 
Percentage 
Difference (%) 
2 55 0 100 
4 237 1 99.58 
6 714 4 99.44 
8 1777 11 99.38 
10 6649 25 99.62 
12 19897 49 99.75 
14 Insufficient memory 92 
16 Insufficient memory 162 
18 Insufficient memory 275 
20 Insufficient memory 444 
Table C.15: The time performance of the RNSS for the superplace example (Figure 9.19) 
(graphed in Figure 9.21) 
APPENDIX C. RESULTS 
	 228 
Number of 
transitions in 
sequence 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Time for the RNSS 
algorithm (secs) 
Percentage 
Difference (%) 
1 129 9 93.02 
2 447 21 95.30 
3 1201 48 96.00 
4 4070 100 97.54 
5 11575 183 98.42 
6 30051 314 98.96 
7 Insufficient memory 510 
8 Insufficient memory 782 
9 Insufficient memory 1164 
10 Insufficient memory 1699 
Table C.16: The time performance of the RNSS for the supertransition example (Fig-
ure 9.20) (graphed in Figure C.16) 
Number of 
transitions 
in 
sequence 
Disk space for refined 
graph (bytes) 
Disk space for the 
RNSS (bytes) 
Percentage 
Difference (%) 
2 16578040 135612 99.18 
4 68753704 547692 99.20 
6 199349464 1616412 99.19 
8 468043528 3877836 99.17 
10 955747768 8079996 99.15 
12 1767096040 15213612 99.14 
14 Insufficient memory 26542812 
16 Insufficient memory 43635852 
18 Insufficient memory 68395836 
20 Insufficient memory 103091436 
Table C.17: The disk space performance of the RNSS for the superplace example (Fig-
ure 9.19) (graphed in Figure 9.23) 
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Number of 
transitions in 
sequence 
Disk space for refined 
graph (bytes) 
Disk space for the 
RNSS (bytes) 
Percentage 
Difference (%) 
1 36951592 1039475 97.19 
2 124969000 1760243 98.59 
3 319680040 3392627 98.94 
4 687522856 6531059 99.05 
5 1313432104 11948147 99.09 
6 2302083112 20610035 99.10 
7 Insufficient memory 33691763 
8 Insufficient memory 52592627 
9 Insufficient memory 78951539 
10 Insufficient memory 114662387 
Table C.18: The disk space performance of the RNSS for the supertransition example 
(Figure 9.20) (graphed in Figure 9.24) 
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Number of 
superplaces 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Time for the RNSS 
algorithm (secs) 
Percentage 
Difference (%) 
1 0 0 	. 0 
2 8 0 100 
3 2146 0 100 
4 Insufficient memory 0 
5 Insufficient memory 0 
6 Insufficient memory 0 
7 Insufficient memory 0 
8 Insufficient memory 0 
9 Insufficient memory 0 
10 Insufficient memory 1 
Table C.19: The time performance of the RNSS for a net with several copies of the super-
place of Figure 9.19 (graphed in Figure 9.25) 
Number of 
superplaces 
Disk space for the 
refined graph (bytes) 
Disk space for the 
RNSS (bytes) 
Percentage 
Difference (%) 
1 20240 20352 -0.55 
2 2488040 40592 98.37 
3 464600040 60832 99.99 
4 Insufficient memory 81072 
5 Insufficient memory 101312 
6 Insufficient memory 121552 
7 Insufficient memory 141792 
8 Insufficient memory 162032 
9 Insufficient memory 182272 
10 Insufficient memory 202512 
Table C.20: The disk space used by the RNSS for a net with several copies of the super-
place of Figure 9.19 (graphed in Figure 9.26) 
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Number of 
supertransitions 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Time for the RNSS 
algorithm (secs) 
Percentage 
Difference (%) 
1 2 3 -50.00 
2 38 7 81.58 
3 195 9 95.38 
4 657 13 98.02 
5 2065 16 99.23 
6 9841 19 99.81 
7 39910 23 99.94 
8 Insufficient memory 26 
9 Insufficient memory 30 
10 Insufficient memory 33 
11 Insufficient memory 37 
12 Insufficient memory 40 
13 Insufficient memory 44 
14 Insufficient memory 47 
15 Insufficient memory 51 
16 Insufficient memory 54 
17 Insufficient memory 58 
18 Insufficient memory 62 
19 Insufficient memory 66 
20 Insufficient memory 69 
Table C.21: The time performance of the RNSS for a net with several copies of the super-
transition of Figure 9.20 (graphed in Figure 9.27) 
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Number of 
supertransitions 
Disk space for the 
refined graph (bytes) 
Disk space for the 
RNSS (bytes) 
Percentage 
Difference (%) 
1 1007656 1014899 -0.72 
2 11810216 2028862 82.82 
3 56960040 3042825 94.66 
4 183071656 4056788 97.78 
5 465043496 5070751 98.91 
6 1012278696 6084714 99.40 
7 1974905896 7098677 99.64 
8 Insufficient memory 8112640 
9 Insufficient memory 9126603 
10 Insufficient memory 10140566 
11 Insufficient memory 11154529 
12 Insufficient memory 12168492 
13 Insufficient memory 13182455 
14 Insufficient memory 14196418 
15 Insufficient memory 15210381 
16 Insufficient memory 16224344 
17 Insufficient memory 17238307 
18 Insufficient memory 18252270 
19 Insufficient memory 19266233 
20 Insufficient memory 20280196 
Table C.22: The disk space used by the RNSS for a net with several copies of the super-
transition of Figure 9.20 (graphed in Figure 9.28) 
Number 
of States 
of 
Refined 
Graph 
Total time for the 
type-subnet 
algoithm (secs) 
Time for the 
standard 
algorithm (secs) 
Time for the 
standard 
algorithm 
(unfolded net) 
(secs) 
Total time 
for the 
type- 
subnet 
algorithm 
(unfolded 
net) (secs) 
128133 487 416 447 410 
378423 1666 1431 1528 1147 
655389 3684 3022 3444 2591 
Table C.23: Performance of the algorithms for the Z39.50 protocol refined to include 
access control (graphed in Figure 9.31) 
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x-coordinate 
of target 
position 
(meters) 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Time for the RNSS 
algorithm (secs) 
Percentage 
Difference (%) 
1000 33 56 41.07 
2500 90 153 41.18 
5000 178 311 42.77 
7500 268 461 41.87 
10000 354 616 42.53 
12500 447 767 41.72 
15000 539 920 41.41 
17500 629 1068 41.10 
20000 717 1228 41.61 
Table C.24: The time for the (standard) RNSS algorithm and standard algorithm as the ini-
tial distance between the target and missile is increased for the net of Figure 5.14 (graphed 
in Figure 9.32) 
x-coordinate 
of target 
position 
(meters) 
Disk space for the 
refined graph (bytes) 
Disk space for the 
RNSS (bytes) 
Percentage 
Difference (%) 
1000 197698 230621 14.28 
2500 548290 639517 14.26 
5000 1096090 1278417 14.26 
7500 1621978 1891761 14.26 
10000 2169778 2530661 14.26 
12500 2717578 3169561 14.26 
15000 3265378 3808461 14.26 
17500 3813178 4447361 14.26 
20000 4360978 5086261 14.26 
Table C.25: The disk space used by the full reachability graph and the (standard) RNSS 
as the initial distance between the target and missile is increased for the net of Figure 5.14 
(graphed in Figure 9.33) 
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x-coordinate 
of target 
position 
(meters) 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Time for the RNSS 
algorithm (secs) 
Percentage 
Difference (%) 
500 166 40 75.90 
1000 298 72 75.84 
2500 836 198 76.32 
5000 1636 390 76.16 
7500 2462 581 76.40 
10000 3292 783 76.22 
12500 4127 989 76.04 
15000 4952 1182 76.13 
17500 5729 1372 76.05 
20000 6625 1570 76.30 
Table C.26: The time for the (standard) RNSS and standard algorithms as the initial dis-
tance between the target and missile is increased for the net of Figure 9.34 (graphed in 
Figure 9.35) 
x-coordinate 
of target 
position 
(meters) 
Disk space for the 
refined graph (bytes) 
Disk space for the 
RNSS (bytes) 
Percentage 
Difference (%) 
500 1199282 409183 65.88 
1000 2158258 736527 65.87 
2500 5994162 2045903 65.87 
5000 11987762 4091319 65.87 
7500 17741618 6055383 65.87 
10000 23735218 8100799 65.87 
12500 29728818 10146699 65.87 
15000 35722418 12192115 65.87 
17500 41716018 14238015 65.87 
20000 47709618 16283431 65.87 
Table C.27: The disk space used by the full reachability graph and the (standard) RNSS 
as the initial distance between the target and missile is increased for the net of Figure 9.34 
(graphed in Figure 9.36) 
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x-coordinate of 
target position 
(meters) 
Time for the refined 
graph using the 
standard algorithm 
(secs) 
Time for the 
optimised RNSS 
algorithm (secs) 
Percentage 
Difference 
(io) 
200 4 6 -50 
400 2392 24 99.00 
600 31749 29 99.91 
1000 Insufficient memory 55 
2500 Insufficient memory 149 
5000 Insufficient memory 300 
7500 Insufficient memory 443 
10000 Insufficient memory 586 
12500 Insufficient memory 743 
15000 Insufficient memory 886 
17500 Insufficient memory 1047 
20000 Insufficient memory 1177 
Table C.28: The time for the RNSS and standard algorithms as the initial distance between 
the target and missile is increased for the net of Figure 9.37 (graphed in Figure 9.38) 
x-coordinate of 
target position 
(meters) 
Disk space for the 
refined graph (bytes) 
Disk space for the 
optimised RNSS 
(bytes) 
Percentage 
Difference 
(%) 
200 26378 23472 11.02 
400 39538946 78574 99.80 
600 862565186 113816 99.99 
1000 Insufficient memory 205616 
2500 Insufficient memory 569904 
5000 Insufficient memory 1139104 
7500 Insufficient memory 1685536 
10000 Insufficient memory 2254736 
12500 Insufficient memory 2823936 
15000 Insufficient memory 3393136 
17500 Insufficient memory 3962336 
20000 Insufficient memory 4531536 
Table C.29: The disk space used by the full reachability graph and RNSS as the initial 
distance between the target and missile is increased for the net of Figure 9.37 (graphed in 
Figure 9.39) 
Appendix D 
Publications 
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1. CA. Lakos and G.A. Lewis, Behaviour Inheritance for Object Lifecycles, 33rd In-
ternational Conference on Technology of Object-Oriented Languages and Systems - 
Europe TOOLS33, Mont Saint-Michel, France, IEEE Computer Society Press, 2000 
Abstract The rules for inheritance of classes with respect to data and function members 
are well defined. For example, the proposals for programming by contract in Eiffel ensure 
additional consistency between superclasses and subclasses. In object-oriented design, it 
is common to capture the behaviour of classes with lifecycles which are expressed in the 
form of finite state machines. In this context, there are very few proposals for what con-
stitutes consistency between superclasses and subclasses. This paper presents proposals for 
consistency between superclasses and subclasses in the context of the Petri Net formalism, 
which is a form of finite state machine with explicit provisions for concurrency. The paper 
cites the applicability of these proposals in the context of protocols, and argues for a similar 
applicability in the context of object lifecycles. 
2. C.A. Lakos and G.A. Lewis, A Practical Approach to Incremental Specification, 
IFIP TC6/WG6.1 Fourth International Conference on Formal Methods for Open 
Object-Based Distributed Systems, Chapman and Hall, 2000. 
Abstract The object-oriented specification of concurrent and distributed systems has tended 
to emphasise the aspect of substitutability at the expense of code reuse. A variety of con-
straints has been imposed in order to guarantee substitutability in one form or another. This 
paper argues that the incremental development of software specifications needs to consider 
substitutability in the context of code reuse. Further, the common approach of starting with 
an abstract specification and then progressively refining it (in some general way) means 
that many existing substitutability constraints are too strong. In the context of Coloured 
Petri Nets, we advocate the use of three specific forms of refinement — type refinement, 
subnet refinement, and node refinement. These have weaker demands for substitutability, 
namely that every (complete) refined behaviour has a corresponding abstract behaviour, but 
not necessarily vice versa. An examination of case studies in the literature suggests that this 
approach is applicable in practice. 
3. G.A. Lewis and C.A. Lakos, Incremental State Space Construction for Coloured 
Petri Nets, 22nd International Conference on Application and Theory of Petri Nets, 
(ICATPN'2001), Newcastle upon Tyne, United Kingdom, June 25-29, 2001, LNCS 
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2075, pages 263 — 282. 
Abstract State space analysis is a popular formal reasoning technique. However, it is sub-
ject to the crippling problem of state space explosion, where its application to real world 
models leads to unmanageably large state spaces. In this paper we present algorithms which 
attempt to alleviate the state space explosion problem by taking advantage of the common 
practice of incremental development, i.e. where the designer starts with an abstract model 
of the system and progressively refines it. The performance of the incremental algorithm 
is compared to that of the standard algorithm for some case studies, and situations under 
which the performance improvement can be expected are identified. 
D02 Workshop Papers and Reports 
1. C.A. Lakos and G.A. Lewis, A Practical Approach to Behavioural Inheritance in 
the Context of Coloured Petri Nets (Extended Abstract), Workshop on Semantics of 
Objects As Processes, Lisbon, Portugal, May 1999, BRICS Note Series, NS-99-2, 
H. Hiittel and J. Kleist and U. Netsmann and A. Ravara (editors), pages 21-28. 
2. C.A. Lakos and G.A. Lewis, A Catalogue of Incremental Changes for Coloured Petri 
Nets, Department of Computer Science, University of Adelaide, TR99-02, 1999. 
Abstract This paper presents three forms of incremental change or refinement which are 
considered appropriate for Coloured Petri Nets. The intention is to recommend forms which 
are appropriate to Petri Nets and not primarily driven by the desire to emulate object-oriented 
programming languages. Nevertheless, the proposals are compared with others in the liter-
ature — with object-oriented programming languages, with practical case studies of the 
application of formal methods, and with other object-oriented Petri Net formalisms. 
3. G.A. Lewis and C.A. Lakos, Towards Incremental Analysis, Workshop on Formal 
Methods for Dependable Systems (FMDS), Brisbane, Australia 1998. 
Abstract As the size of a formal model increases, state space size becomes more complex 
in terms of time, or space, or both. This complexity means that state space analysis of a 
formal model is often practically impossible, even for a modest sized system. Recently, 
techniques to reduce the complexity have done so by taking advantage of the structure built 
into the model by the designer. In a similar vein we plan to take advantage of the incremental 
specification that is found in many formal models. This paper examines a number of case 
studies to determine the various types of incremental change that are used in practice, and 
presents a sketch of an incremental state space generation algorithm. 
4. G.A. Lewis and C.A. Lakos, Incremental Reachability Algorithms, Department of 
Electrical Engineering and Computer Science, University of Tasmania TR99-01, 
1999. 
Abstract This technical report records work in progress towards the implementation of 
reachability analysis algorithms that take advantage of the incremental specification of a 
system. It therefore, by way of a requirements chapter, details what is required to imple-
ment such algorithms in the context of an existing CPN analysis tool. In the introduction, we 
clarify what is meant by incremental reachability analysis, and why we believe that it may 
offer performance improvements. In section 2, we present the formal definitions of the kinds 
of incremental specification that appear to us to be well-behaved, and therefore amenable to 
incremental analysis. It is possible to get the main ideas without having a thorough under-
standing of the formalism. In section 3, we present the reachability analysis algorithms at 
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a reasonably abstract level and in section 4 we comment on the performance of these algo-
rithms. In section 5, we isolate the main requirements for implementing the algorithms in 
the context of an existing analysis tool. 
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