Signed clausal forms offer a suitable logical framework for automated reasoning in multiple-valued logics. It turns out that the satisfiability problem of any finitely-valued propositional logic, as well as of certain infinitely-valued logics, can be easily reduced, in polynomial time, to the satisfiability problem of signed clausal forms. On the other hand, signed clausal forms are a powerful knowledge representation language for constraint programming, and have shown to be a practical and competitive approach to solving combinatorial decision problems.
a b s t r a c t
Signed clausal forms offer a suitable logical framework for automated reasoning in multiple-valued logics. It turns out that the satisfiability problem of any finitely-valued propositional logic, as well as of certain infinitely-valued logics, can be easily reduced, in polynomial time, to the satisfiability problem of signed clausal forms. On the other hand, signed clausal forms are a powerful knowledge representation language for constraint programming, and have shown to be a practical and competitive approach to solving combinatorial decision problems.
Motivated by the existing theoretical and practical results for the satisfiability problem of signed clausal forms, as well as by the recent logical and algorithmic results on the Boolean maximum satisfiability problem, in this paper we investigate the maximum satisfiability problem of propositional signed clausal forms from the logical and practical points of view. From the logical perspective, our aim is to define complete inference systems taking as a starting point the resolution-style calculi defined for the Boolean CNF case. The result is the definition of two sound and complete resolution-style rules, called signed binary resolution and signed parallel resolution for maximum satisfiability. From the practical perspective, our main motivation is to use the language of signed clausal forms along with the newly defined inference systems as a generic approach to solve combinatorial optimization problems, and not just for solving decision problems as so far. The result is the establishment of a link between signed logic and constraint programming that provides a concise and elegant logical framework for weighted constraint programming.
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Introduction
Multiple-valued logics are one of the central areas of non-classical logic. Apart from philosophical, linguistic, and mathematical motivations for their investigation, they have found many applications in computer science and artificial intelligence [19] . In particular, signed logics have shown to be a formalism particularly well-suited for automated reasoning [14, 15, 28] , and a powerful knowledge representation language for constraint programming [3, 6, 21] .
In this paper we focus on propositional signed clausal forms [5] , which are sets of clauses that use a generalized notion of literal, called signed literal. A signed literal is an expression of the form S: p, where p is a propositional variable and S, its sign, Definition 3. The cost of an assignment for a signed CNF formula is the number of clauses not satisfied by the assignment. The cost of an assignment for a weighted formula is the sum of the weights of the falsified clauses.
The Signed MaxSAT Problem for a signed CNF formula consists in finding an assignment that minimizes the number of falsified signed clauses, i.e. an assignment with minimal cost. Such an assignment will be called optimal assignment and its cost, the optimal cost. Definition 4. A minimal unsatisfiable core of a signed CNF formula C is any unsatisfiable subset C 0 of C such that, if we remove any clause C 2 C 0 , then C 0 n fCg is satisfiable.
Inference rules for signed MaxSAT
We start by recalling two complete inference rules for solving the satisfiability problem of signed CNF formulae: the first, called signed binary resolution, is a straightforward generalization of the SAT resolution rule. The second is called signed parallel resolution [15] .
Second, we give two complete rules for solving the signed MaxSAT problem. The first one, called signed MaxSAT binary resolution, is the natural extension to signed MaxSAT of the signed binary resolution rule. The second one, called signed MaxSAT parallel resolution, is the extension of the signed parallel resolution rule.
Signed binary resolution and signed parallel resolution for the signed SAT problem are defined as follows [15, 18] : Signed binary resolution:
Signed parallel resolution:
In the above inference systems we assume w.l.o.g. that every variable in a clause appears only once, collapsing different occurrences of a literal with the same variable by computing the union of the signs.
Example 5. Given the set of variables X ¼ fx 1 ; x 2 ; x 3 g with domains dðx 1 Þ ¼ dðx 2 Þ ¼ dðx 3 Þ ¼ fa; b; cg, the following are examples of the application of the signed binary and parallel resolution rule (with x 1 as the resolving variable):
Signed binary resolution:
Next we define the signed MaxSAT counterparts of the previous rules. The first thing to notice about the new rules-which can be seen as extension of the Boolean MaxSAT resolution rule [8, 23] to the signed framework-is that we substitute premises by conclusions rather than just adding the conclusions. This is necessary to make the rule sound in the optimization context. We will show that the formula formed by the conclusions of the rules have the same optimal cost as the formula formed by the premises. If we replace the premises by the conclusions, then the optimal cost of the formula is preserved, but this does not hold if we simply add the conclusions without erasing the premises.
The first rule was defined and proved sound and complete in [2] . Definition 6. The signed MaxSAT binary resolution rule is defined as follows:
This inference rule is applied to multisets of clauses, and replaces the premises of the rule by its conclusions. We say that the rule resolves the variable x, and x is called the resolving variable. The tautologies concluded by the rule like N : x _ A are removed from the resulting multiset. Also we can substitute clauses like S : x _ S 0 : x _ A by ðS [ S 0 Þ : x _ A, and clauses like ; : x _ A by A. Next we see an example of the use of the rule.
For the sake of space, we can use the following more compact representation:
Notice that B where B is a disjunction of signed literals is not in CNF. Thus, an expression of the form D _ E, where D is a disjunction of signed literals and E is the disjunction of signed literals e 1 _ . . . _ e t , should be replaced by the following equivalent set of clauses:
. .
The second inference rule is the one that corresponds to the signed parallel resolution rule in the signed MaxSAT framework. It was first defined in [1] .
Definition 7. The signed MaxSAT parallel resolution rule is defined as follows:
where D i is a disjunction of signed literals, and T k i¼1 S i ¼ ;. We call x the resolving variable. As we will see later, the application of this rule corresponds to k À 1 applications of the signed MaxSAT binary resolution rule, which is the argument for the soundness of the rule. However, in this case we require the intersection of the signs of the resolved variable to be empty. As proved in Theorem 21, this additional restriction does not invalidates completeness. The restriction leads the resolution process to the elimination of the resolved variable.
We could use an alternative definition of this rule. The only difference would be that instead of requiring that T k i¼1 S i ¼ ;, we would require that fS 1 : x; . . . ; S k : xg should be a minimal unsatisfiable core. This restriction ensures that the set of clauses used in the premise is minimal. Next we will prove that all these versions of the rule are sound and complete.
Example 8. For three premises, the signed MaxSAT parallel rule has the following form:
Example 9. Given the set of variables X ¼ fx 1 ; x 2 ; x 3 g with domains dðx 1 Þ ¼ dðx 2 Þ ¼ dðx 3 Þ ¼ fa; b; cg, the following are examples of the application of the two previous signed MaxSAT resolution rules (with x 1 as the resolving variable):
Signed MaxSAT binary resolution:
Signed MaxSAT parallel resolution:
Notice that many of the conclusions are tautologies, and according to the definition of the rules we can remove them. This means that a potentially significant number of the conclusions will not appear. Now, we introduce the weighted versions of the signed MaxSAT binary and parallel resolution rules.
Definition 10. The weighted signed MaxSAT binary resolution rule is defined as follows:
where A and B are disjunctions of signed literals, w 1 (w 2 ) denotes the weight of the first (second) clause, and
We call x the resolving variable.
Definition 11. The weighted signed MaxSAT parallel resolution rule is defined as follows:
where D i is a disjunction of signed literals, T k i¼1 S i ¼ ;; w i denotes the weight of the i th clause, and w min ¼ minðw 1 ; . . . ; w k Þ. We call x the resolving variable.
Soundness and completeness
In the context of MaxSAT rules, a rule is sound if the number of unsatisfied clauses in the premises coincides with the number of unsatisfied clauses in the conclusions for every truth assignment. Recall that applying a rule amounts to replacing the premises by the conclusions.
Theorem 12. The signed MaxSAT binary resolution rule is sound.
Proof. Let I be an arbitrary assignment. There are four cases:
1. If I falsifies the two premises, then I also falsifies the first two conclusions, and only them. 2. If I satisfies the two premises, then it also trivially satisfies the last s þ t clauses of the conclusion, because they are either implied by one or the other premise. The second clause of the conclusion is implied by each one of the premises. Therefore, it is also satisfied by I. The first clause of the conclusion is not implied by the premises. However, if both premises are satisfied then we have two cases. If S : x and S 0 : x are both satisfied, then so it is ðS \ S 0 Þ : x. Otherwise, either some a i 's or some b j 's is satisfied, thus also the first clause of the conclusion. 3. If I satisfies the first premise, but not the second one, then the second clause of the conclusion as well as the t following clauses are satisfied, because all them are implied by the first premise. For the rest of conclusions, there are two cases: If some of the a i 's is satisfied, then let i be the index of such a. The assignment will satisfy the first clause of the conclusion and the last s conclusions, except
that is falsified. Otherwise none of the a i 's is satisfied, and therefore, S : x is satisfied. Hence, the first conclusion is falsified, and the last s conclusions are satisfied. 4. If I satisfies the second premise, but not the first one, the situation is analogous to previous case. h
We next prove that signed MaxSAT parallel resolution is a sound inference rule.
Definition 13.
A rule R is a derived rule from a inference system, if the conclusion of R can be obtained from the premises of R using several steps of the inference system. Theorem 14. The signed MaxSAT parallel resolution rule is a derived rule from the signed MaxSAT binary resolution rule.
Proof. We will show that given the initial k premises, the multiset of conclusions can be obtained by exactly k À 1 applications of signed MaxSAT binary resolution. The first application is on the first two premises. Then, for the l-th application, 2 6 l 6 k À 1, one of the premises is the l + 1st premise, S lþ1 : x _ D lþ1 , and the second premise is the first conclusion of the previous step,
Then we replace these two premises by the following conclusions:
Notice that in the next step the second premise will be the first clause of the above conclusions. The first conclusion of the last step will be
, the last application of the rule produces as a first conclusion Proof. We obtain the soundness of the rule noting that it is a derived rule of signed MaxSAT binary resolution. h
We will prove first the completeness of the parallel signed MaxSAT rule. The completeness of the signed MaxSAT rule will follow from Theorem 14 and the completeness of the parallel rule.
The completeness of the rule is similar to the arguments of [1, 2, 7] . In order to prove the result, we need some definitions and lemmas.
The first definition is the notion of saturation. This notion captures the idea that if a multiset of clauses C is saturated w.r.t. a variable x, then it does not make sense to keep applying the resolution rule with x as the resolving variable, either because the supports of x do not have an empty intersection (therefore the rule could not be applied) or the first clause of the conclusion is a tautology.
Definition 16. A multiset of clauses C is said to be saturated with respect to x if for every subset of clauses
A multiset of clauses C 0 is a saturation of C w.r.t. x if C 0 is saturated w.r.t. x and C' x C 0 , i.e. C 0 can be obtained from C applying the inference rule resolving x finitely many times.
Lemma 17. Let E be a saturated multiset of clauses w.r.t. x. Let E 0 be the subset of clauses of E not containing x. Then, any assignment I satisfying E 0 (and not assigning x) can be extended to an assignment satisfying E.
Proof. We have to extend I to satisfy the whole E. In fact we only need to set the value of x. Let us partition the multiset (E À E 0 ) (multiset of clauses that contain the variable x) into two multisets: ðE À E 0 Þ T the multiset already satisfied by I, and ðE À E 0 Þ F the multiset such that the partial assignment I does not satisfy any of the clauses.
, we extend I with a value inside the intersection. If
Then, I satisfies one of these literals and the corresponding clause. So, some of the clauses are not in
Another ingredient of the proof is showing that the procedure of applying inference until saturation terminates. For that we need to define the notion of characteristic function of a multiset of clauses.
We assign a function P : f0; 1g ! f0; 1g to every signed literal, a function P : f0; 1g n ! f0; 1g to every clause, and a function P : f0; 1g n ! N to every multiset of clauses as follows.
For every multiset of clauses C ¼ fC 1 ; . . . ; C m g, we define its characteristic function as P C ¼ R m i¼1 P C i ðxÞ. Notice that for every assignment I ; P C ðI Þ is the number of clauses of C falsified by I . Also notice that the set of functions f0; 1g n ! N, with the order relation: f 6 g if for allx; f ðxÞ 6 gðxÞ, defines a partial order between functions. The strict part of this relation, i.e. f < g if for allx, f ðxÞ 6 gðxÞ and for somex, f ðxÞ < gðxÞ, defines a well-founded order.
Lemma 20. For every multiset of clauses C and every variable x, there exists a multiset C 0 such that C 0 is a saturation of C w.r.t. x.
Proof. By the soundness of the signed MaxSAT parallel resolution rule, every application of the rule replaces a multiset of clauses by another with the same characteristic function. But if we only look at the multisets containing the variable x, the characteristic function strictly decreases. This is because the first clause of the conclusion of the application of the rule does not contain the variable x and since it is not a tautology, its characteristic function is strictly greater than zero. Therefore when we apply the rule the characteristic function of the multiset of conclusions eliminating the first clause is strictly smaller than the characteristic function of the premises. h Now we are ready to state and prove the proof of completeness.
Theorem 21. Signed MaxSAT parallel resolution is complete; i.e., for any multiset of clauses C, we have
where D is a satisfiable multiset of clauses, and m is the minimum number of unsatisfied clauses of C.
Proof. This part of the completeness proof is identical to the corresponding proof for the MaxSAT rule [7, 8] . Let x 1 ; . . . ; x n be any list of the variables of C. We construct two sequences of multisets C 0 ; . . . ; C n and D 1 ; . . . ; D n such that
is a saturation of C iÀ1 w.r.t. x i , and 3. for i ¼ 1; . . . ; n; C i is a multiset of clauses not containing x 1 ; . . . ; x i , and D i is a multiset of clauses containing the variable x i .
By Lemma 20, this sequences can effectively be computed: for i ¼ 1; . . . ; n, we saturate C iÀ1 w.r.t. x i , and then we partition the resulting multiset into a subset D i containing x i , and another C i not containing this variable.
Notice that, since C n does not contain any variable, it is either the empty multiset ;, or it only contains (some) empty clauses fÃ; . . . ; Ãg.
Now we are going to prove that the multiset D ¼ S n i¼1 D i is satisfiable by constructing an assignment satisfying it. For
and let E nþ1 ¼ ;. Notice that, for i ¼ 1; . . . ; n, 1. the multiset E i only contains the variables fx i ; . . . ; x n g, 2. E i is saturated w.r.t. x i , and 3.
, where all the clauses of D i contain x i and none of E iþ1 contains x i . Now, we construct a sequence of assignments I 1 ; . . . ; I nþ1 , where I nþ1 is the empty assignment, hence satisfies E nþ1 ¼ ;. Now, I i is constructed from I iþ1 as follows. Assume by induction hypothesis that I iþ1 satisfies E iþ1 . Since E i is saturated w.r.t. x i , and decomposes into D i and E iþ1 , by Lemma 17, we can extend I iþ1 with an assignment for x i to obtain I i satisfy E i . Iterating, we get that
Concluding, since by the soundness of the rule (Theorem 15) the inference preserves the number of falsified clauses for every assignment, m ¼ jC n j is the minimum number of unsatisfied clauses of C. h
In fact, our result is stronger than the statement of the previous theorem, because it characterizes a family of complete rules:
Corollary 22. Any sound resolution rule for signed MaxSAT, that is applicable when it is not saturated under some variable and that contains a non-tautological resolvent in which the resolving variable does not appear is complete.
The signed MaxSAT binary resolution rule is also complete. This fact does not follow from the previous corollary since the rule does not have a resolvent in which the resolving variable does not appear. The completeness follows from the fact that the signed parallel MaxSAT resolution rule is a derived rule of the signed MaxSAT binary resolution rule.
Theorem 23. The signed MaxSAT binary resolution rule is complete.
Linking signed logic and weighted constraint programming
The Weighted Constraint Satisfaction Problem (WCSP) is a well known soft constraint framework for modeling over-constrained problems. WCSP is an optimization version of the CSP framework in which constraints are extended by associating costs to tuples. Solving a WCSP instance, which is NP-hard, consists in finding a complete assignment of optimal cost.
There exist two main types of complete algorithms to solve constraint problems by applying inference rules (or transformations). We can use algorithms based on applying complete inference rules, or algorithms based on search that apply incomplete inference rules. Informally, complete inference rules are those such that applying them iteratively we can solve the problem, i.e., to find an optimal solution. A typical example are WCSP algorithms such as Bucket Elimination [11] that solve WCSP instances without search. They obtain an optimal solution by applying transformations that preserve cost distributions.
On the other hand, when using just incomplete inference rules one cannot guarantee to solve the problem completely (or find the optimal solution). This is why these rules need to be incorporated into other algorithms that guarantee completeness. These rules are usually added to WCSP Branch and Bound (BnB) based search algorithms such as MAC Ã [25] , MFDAC Ã [24] and MEDAC Ã [10] . Branch and Bound search algorithms perform a systematic search in the space of all possible assignments. They differ in the method of computing a lower bound at each node of the proof tree to prune some parts of the search space. Incomplete inference rules, like local consistency rules, can be used to compute these lower bounds. Modern algorithms such as MAC -when computing that lower bound. Given the relevance of both complete and incomplete inference in WCSP solvers, our aim in this section is to establish a link between the above complete inference systems for Signed MaxSAT and complete inference algorithms for WCSP, and to define refinements of the Signed-MaxSAT inference rules that capture the known soft local consistency properties defined in the literature and other stronger forms of inference. Therefore, we propose a unified approach for solving WCSP using inference techniques in the case that costs are integers.
The remaininig of the present section is organized as follows. Section 5.1 defines the weighted constraint satisfaction problem (WCSP) and its encoding as an instance of the signed maximum satisfiability problem. Section 5.2 describes a new complete algorithm for solving WCSP, which is the derived from the completeness proof of the new signed inference systems. Section 5.3 defines a restriction and a generalization of the signed MaxSAT parallel rule called, respectively, signed MaxSAT i-consistency resolution and signed MaxSAT (i, j)-consistency resolution. These rules have the following property: if a WCSP signed encoding is closed under signed MaxSAT i-consistency, then the corresponding WCSP is i-consistent, and if it is closed under signed MaxSAT (i, j)-consistency, then the WCSP is (i, j)-consistent. Section 5.4 describes an algorithm that applies directional soft consistency with the previous rules, and enforces directional i-consistency.
Weighted constraint satisfaction problems
Next we will will define constraint satisfaction and weighted constraint satisfaction problems, and explain why the language of signed CNF formulas is appropriate to talk about constraint and weighted constraint satisfaction problems.
Definition 24.
A constraint satisfaction problem (CSP) instance is defined as a triple hX; D; Ci, where X ¼ hx 1 ; . . . ; x n i is a set of variables, D ¼ hdðx 1 Þ; . . . ; dðx n Þi is a set of domains containing the values the variables may take, and C ¼ fC 1 ; . . . An optimal solution to a WCSP instance is a complete assignment in which the sum of the costs of the constraints is minimal.
Definition 27. The Weighted Constraint Satisfaction Problem (WCSP) for a WCSP instance consists in finding an optimal solution for that instance. Now we present an encoding that shows that solving WCSPs is equivalent to finding optimal assignments to signed CNF formulas. 
Alternatively, we can consider just one weighted signed clause
For the sake of clarity we will use unweighted clauses. The extension of our theoretical results to weighted clauses is straightforward. In Section 3 we give the sound and complete inference rule for signed MaxSAT using weights.
Next we provide an example of the encoding of a WCSP as a signed formula.
Example 29. Fig. 1 shows a WCSP instance hX; D; Ci and its signed encoding. The WCSP has the set of variables X ¼ fx 1 ; x 2 ; x 3 g with domains dðx 1 Þ ¼ dðx 2 Þ ¼ dðx 3 Þ ¼ fa; b; cg. There is a binary constraint between variables x 1 and x 2 , a binary constraint between variables x 2 and x 3 , and a unary constraint for every variable. Unary costs are depicted inside small circles. Binary costs are depicted as labeled edges connecting the corresponding pair of values. The label of each edge is the corresponding cost. If two values are not connected, the binary cost between them is 0. In this instance, the optimal cost is 2.
Notice that the graphical representation of constraint satisfaction problems is limited to unary and binary constraints. Bigger constraints would require a representation in terms of hypergraphs which would be very difficult to visualize. Instead the language of signed clauses does not have this restriction.
Proposition 30. Solving a WCSP instance P is equivalent to solving the signed MaxSAT problem of its signed encoding; i.e., the optimal cost of P coincides with the minimal number of unsatisfied signed clauses of the signed encoding of P.
Proof. For every combination of values to the variables of the scope of a constraint C i ¼ hS i ; f i i, the signed encoding contains as many clauses as the cost associated with that combination. If an assignment of the signed encoding restricted to the variables of S i coincides with a combination of C i with cost 0, then all the clauses of the signed encoding introduced by C i are satisfied because there is no clause forbidding that combination. If an assignment of the signed encoding restricted to the variables of S i coincides with a combination hb i 1 ; . . . ; b i k i of C i with cost u, where u > 0, then, by construction of the signed encoding, only the u clauses of the form fb i 1 g : x i 1 _ Á Á Á _ fb i k g : x i k are falsified among the clauses introduced by C i . h
In our work we use signed formulas instead of Boolean formulas for the following reasons: (a) we can define resolutionlike inference rules for constraint satisfaction (weighted or not) problems extending the corresponding rules for Boolean logic; and (b) the language of signed logic corresponds directly to the language of constraints and therefore complicated encodings are not necessary.
A complete algorithm for WCSP
As a first result of the link between signed logic and WCSP, we describe an exact algorithm for solving WCSP, called Signed MaxSAT DP, which is derived from the proof of Theorem 21.
Signed MaxSAT DP algorithm:
input: A WCSP instance P C 0 :¼ signed_encodingðPÞ
Given an initial WCSP instance P with k variables, this algorithm returns the optimal cost m of P and an optimal solution I. The function saturationðC iÀ1 ; x i Þ computes a saturation of C iÀ1 w.r.t. x i applying the resolution rule resolving x until it gets a saturated set. Lemma 17 ensures that this process terminates, in particular that it does not cycle. As we have already said, the saturation of a multiset is not unique, but the proof of Theorem 21 does not depend on which particular saturation we take.
The function partitionðC; x i Þ computes a partition of C, already saturated, into the subset of clauses containing x i and the subset of clauses not containing x i .
The function extensionðx i ; I; D i Þ computes an assignment for x i extending the assignment I, to satisfy the clauses of D i according to Lemma 17 . The function filters all clauses of D i that are not satisfied by I. Then it computes the intersection of the supports for x i of all of them, and returns one of the values of such a intersection, i.e. returns a value from \fS j S : x i _ A 2 D i and I falsifies Ag
The argumentation of the proof of Lemma 17 ensures that this intersection is not empty.
Algorithm Signed MaxSAT DP is the equivalent version of the Davis-Putnam (DP) algorithm [9] in the context of the Signed MaxSAT problem. The algorithm also follows the general bucket elimination schema [11] .
In the basic Davis-Putnam algorithm, variables are eliminated one by one following some ordering. To eliminate a variable, say x, we perform all possible resolution steps with clauses containing x, obtaining new clauses without the variable x. After each variable elimination step, we can show that the new set of clauses is satisfiable iff the previous set was satisfiable. The new algorithm, Signed MaxSAT DP, is a little different. Some of the clauses we obtain saturating a variable, say x, still contain that variable. Therefore when the resolution process finishes because we have a saturated multiset of clauses, some clauses containing variable x are still in the multiset. Lemma 17 ensures that this clauses are not necessary to continue the resolution process. They will only be important to obtain an assignment that satisfies the maximum number of clauses.
In the general bucket elimination schema [11, 12] , constraints are separated into buckets, one for each variable, according to some ordering on the variables. Every constraint is put into the bucket corresponding to the biggest variable of its domain. Then, we simplify buckets sequentially, following the order of the variables (starting with the biggest one and finishing with the smallest one). All constraints of a bucket are combined using some sort of join operator, R A ffl R B and then, the variable X defining the bucket is removed using a projection operator P X . In the context of CSP, the domain of R A ffl R B is the union A [ B of the domains of R A and R B , and contains all tuples satisfying both R A and R B . Therefore, if constraints are represented extensively as sets of goods or no-goods (the characteristic functions 2 jAj ! f0; 1g and 2 jBj ! f0; 1g), the representation of R A ffl R B
(the function 2 jA[Bj ! f0; 1g) can have size equal to the product of the sizes of the representations of R A and R B . Moreover, this is not only in the worst case, but also in the typical case. The DP algorithm also follows a bucket elimination schema. The size representation explosion is avoided (in the typical case) using clauses, that can be seen as compact or intensive representations of characteristic functions or sets of goods. Notice that resolution of two clauses results into a new clause with size bounded by the sum of both sizes. In this sense, Signed MaxSAT DP can be seen as the natural extension of DP to (W) CSP where constraints are compactly represented as (weighted) signed clauses. Bucket elimination based algorithms are not practical unless the interaction graph of variables (see Definition 31) is sparse. In [22] , it is described an algorithm that combines branch and bound with bucket elimination. Some variables are eliminated by bucket elimination if the resulting new constrains have low arity, and the others are eliminated using branching. This algorithm outperforms branch and bound and bucket elimination on some problems. The algorithm of [22] can be improved using signed clauses to compactly represent constraints.
Like in the DP and bucket elimination algorithms, in our algorithm the order of the saturation of the variables can be freely chosen, i.e. the sequence x 1 ; . . . x n can be any enumeration of the variables. Nevertheless, different orders may have different performance. Next we present some definitions that will help us analyze the time and space used in our algorithm. For the definitions we will follow closely the presentation of [12, 13] , extending the definitions to the signed formula context. Definition 31. The iteration graph of a signed CNF formula C, denoted GðCÞ, is an undirected graph that contains a node for every variable in C and an edge for every pair of variables appearing in the same clause.
In [13] we find the following running example. / ¼ C; A _ B _ C; A _ B _ E; B _ C _ Dg. We can think of / as a signed formula where the domain N is binary. The set of edges of Gð/Þ is fðA; BÞ; ðA; CÞ; ðB; CÞ; ðA; EÞ; ðB; EÞ; ðB; DÞ; ðC; DÞg. Note that the edges pair up variables, not literals. Therefore, we do not include the edge ðA; BÞ.
Definition 32. Let C be a signed CNF formula, GðCÞ its iteration graph, and O an ordering of de nodes of GðCÞ (i.e. an ordering of the variables of C). The width of a variable x is the number of variables connected to x in GðCÞ that precede x in the order O. O . This is because in the worst case we can try to apply resolution among each pair of clauses that contain the variable. This will give us a quadratic bound. Finally, we multiply the time and space bounds by n, since n is the number of variables and therefore the number of applications of the saturation procedure. h
Local consistency via resolution
In WCSP a number of local consistency properties have been proposed. These local properties do not ensure the global consistency of a set of constraints. However, they can be enforced very efficiently and used to find a lower bound of the cost.
We are going to prove that the signed MaxSAT parallel resolution rule actually enforces i-consistency in WCSP. In order to do that, we first define (i, j)-consistency and i-consistency in WCSP. We will define in parallel the notions of partial consistency for CSPs and WCSPs. Both will be useful later on.
Definition 34. Given a CSP (a WCSP) and a partial assignment v; v is consistent if it satisfies all of the constraints of the CSP (or WCSP) whose scopes have all their variables assigned by v.
Definition 35. A CSP is (i, j)-consistent, for i P 0 and j P 1, iff any consistent instantiation of i variables can be extended to a consistent instantiation of any j additional variables.
A WCSP is (i, j)-consistent, for i P 0 and j P 1, iff any instantiation of i variables V that satisfies all constraints C D with scope D, where ; -D # V, can be extended to an instantiation of j additional variables V 0 that satisfies all constraints
Definition 36. A CSP (WCSP) is i-consistent for, i P 1, iff it is ði À 1; 1Þ-consistent. A CSP (WCSP) is strong i-consistent, for i P 1, iff it is k-consistent, for every k; 1 6 k 6 i. Now we will restrict in the signed MaxSAT parallel resolution rule the number of variables that appear in
Definition 37. The signed MaxSAT ði; 1Þ-consistency resolution rule is the signed MaxSAT parallel resolution where exactly i variables appear in
Þj 6 i we call the resolution rule the strong signed MaxSAT ði; 1Þ-consistency resolution rule.
In the previous definitions and in the following lemma we use the words satisfies/falsifies a constraint in the context of WCSP. This is strictly speaking incorrect, but makes the definitions easier to understand. What we mean is: given constraint C i ¼ hS i ; f i i, where S i ¼ fx i 1 ; . . . ; x i k g, and given assignment fa i 1 ; . . . ; a i k g; fa i 1 ; . . . ; a i k g satisfies
Lemma 38. If a set of clauses is closed under the signed MaxSAT ði À 1; 1Þ-consistency resolution rule, then its corresponding WCSP is i-consistent.
Proof. Suppose that a set of clauses is closed by the signed MaxSAT ði À 1; 1Þ-consistency resolution rule, but its corresponding constraint network is not i-consistent. We have some tuple of i À 1 variables x 1 ; . . . ; x iÀ1 and i À 1 consistent values a 1 ; . . . ; a iÀ1 of their domains, and there exists also a variable x such that a 1 ; . . . ; a iÀ1 cannot be extended to x consistently. I.e. for any value b of the domain of x, the tuple of i values a 1 ; . . . ; a iÀ1 ; b for the variables x 1 ; . . . ; x iÀ1 ; x falsifies some constraint about a subset of such variables (where at least the variable x is present). Therefore, for any b, the tuple a 1 ; . . . ; a iÀ1 ; b is a nogood, and therefore for any b there is a clause whose literals are a subset of S 1 : x 1 _ . . . _ S iÀ1 : x iÀ1 _ S : x where 8l 1 6 l 6 i À 1; a l R S l and b R S. Since the set of clauses is closed under the rule, and the intersection of the supports of x is empty, our set of clauses also contains a subclause of S . . . ; a iÀ1 is a no good for hx 1 ; . . . ; x iÀ1 i and this contradicts the assumption. h
Signed MaxSAT (i, j)-consistency resolution rule
Once we have introduced the signed MaxSAT ði; 1Þ-consistency resolution rule, we are ready to introduce a more general rule, the signed MaxSAT (i, j)-consistency resolution rule. In this case, instead of just having one resolving variable we have exactly j resolving variables. For the sake of clarity one way of describing this rule is to collapse the j resolving variables, say x 1 ; . . . ; x j , into one single variable x 0 whose domain is equal to the Cartesian product of the domains of the j original variables,
where dðxÞ is the domain of x. As a consequence, a disjunction of signed literals on the j variables,
Then, we can simply apply the (i,1)-signed
MaxSAT resolution rule taking x 0 as the new resolving variable.
Definition 39. The signed MaxSAT (i, j)-consistency resolution rule is defined as follows:
. Regarding the relation with the local consistencies in WCSP, we also say that if a set of clauses is closed under the signed MaxSAT (i, j)-consistency resolution rule, then its corresponding WCSP is (i, j)-consistent.
Finally, notice that we get different instantiations of this rule by fixing the i and j parameters. In particular, if we set the i parameter to 0 we get an interesting instantiation where the rule has the empty clause as the first of its conclusions.
An alternative definition of the signed MaxSAT (i, j)-consistency resolution rule which does not introduce new variables is the following:
Definition 40. The signed MaxSAT (i, j)-consistency resolution rule is defined as follows (alternative version):
Example 41. For three premises, the signed MaxSAT (i, j)-consistency resolution rule has the following form: Signed MaxSAT ði; 2Þ-consistency resolution (alternative version):
A directional local consistency algorithm
Before we give the algorithm and prove its correctness we need some definitions and a lemma. Now, from the proof sketch of Theorem 21, we can extract an algorithm for applying complete and incomplete inference on WCSP. The only difference with the saturation procedure described in it is that we apply inference only to clauses of a bounded number of literals. This bound on the number of literals is the parameter i in the saturation function. Function saturationðC sÀ1 ; i; x s Þ computes a saturation of C sÀ1 w.r.t. x i applying the strong signed MaxSAT ði À 1; 1Þ-consistency resolution rule resolving x s until it obtains a i-saturated set. Lemma 20 ensures that this process terminates, in particular that it does not cycle.
Function partitionðC; x s Þ computes a partition of C, already saturated, into the subset of clauses containing x s and the subset of clauses not containing x s .
Signed MaxSAT DP algorithm enforcing directional i-consistency:
Given an initial WCSP instance P with n variables, the above algorithm returns an equivalent WCSP instance. The order on the saturation of the variables can be freely chosen, i.e. the sequence x 1 ; . . . x n can be any enumeration of the variables. Notice that if i is the number of variables, the previous algorithm is complete.
Lemma 45. The previous algorithm enforces directional i-consistency, i.e. the WCSP that corresponds to the set C n [ S n s¼1 D s is directional i-consistent. Also equivalently, the CSP that corresponds to S n s¼1 D s is directional i-consistent.
Proof. The argument is similar to the proof of lemma 17. Consider the variable ordering x n ; . . . ; x 1 . Pick any set of i À 1 variables V, and let I be a consistent instantiation of the i À 1 variables V. W.l.o.g. let x l be the greatest of these variables. I is a consistent instantiation of the CSP that corresponds to S n s¼l D s . i.e. I satisfies all constraints that correspond to S n s¼1 D s and with scope a subset of V. Now we will show how we can extend the assignment to any variable x t consistently where t is such that 1 6 t 6 l À 1.
Let E ¼ fS 1 : x t _ D 1 ; . . . ; S k : x t _ D k g be the set of all clauses on the variables V [ fx t g still not satisfied by I. Note that E # D t . Since D t is i-saturated with respect to x t , either S 2 . Example of application of the directional local consistency algorithm to a WCSP. The WCSP has the set of variables X ¼ fx1; x2; x3; x4g with domains dðx1Þ ¼ dðx2Þ ¼ fa; b; cg and dðx3Þ ¼ dðx4Þ ¼ fa; bg. The optimal cost is 1.
Conclusions
We have defined two resolution rules, called signed MaxSAT binary resolution and signed MaxSAT parallel resolution, and proved that they are sound and complete for signed MaxSAT. Based on these two rules, we have described a complete algorithm for solving Signed MaxSAT and Weighted CSP. This algorithm is the first generalization of the Davis-Putnam algorithm to Signed MaxSAT. It follows the bucket elimination schema for CSP or Weighted CSP but using the more compact language of clauses.
Eventhough Davis-Putnam or Bucket elimination type algorithms are no efficient in general, they can be useful for certain kinds of instances, as pointed out by [22] , as long as we use them in combination with branch and bound techniques. The use of the more compact language of clauses in this type of algorithms, can make the algorithms even more practical with some instances.
We have also introduced a restriction and a generalization called signed MaxSAT i-consistency resolution and signed MaxSAT (i, j)-consistency resolution, respectively. If a WCSP signed encoding is closed under signed MaxSAT i-consistency, then the WCSP is i-consistent, and if it is closed under signed MaxSAT (i, j)-consistency, then the WCSP is (i, j)-consistent.
The new rules for local consistency we have introduced could be used to speed-up the search of exact signed MaxSAT algorithms, following the strategy of [20] . In the work of [20] , a satisfiability-based algorithm for MaxSAT is combined with incomplete resolution rules. Given that satisfiability-based MaxSAT algorithms are the most efficient for industrial instances, incorporating our local consistency rules into these types of algorithms could give a good performance for signed MaxSAT and WCSP. Finally, we have described an incomplete algorithm that applies directional soft consistency using the previous rules, that enforces directional i-consistency.
