Introduction
[2] Understanding mechanisms of ocean variability on time scales from months to centuries is key to interpreting observed oceanic changes in the context of natural and anthropogenic climate change. While climatological mean states of circulation patterns, tracer distributions and biogeochemical cycles are well studied [e.g., Garcia et al., 2006; Key et al., 2004] , much less attention has been given to the variability in the coupled climate-biogeochemical system. Ensemble simulations are necessary in order to extract the climate signal in response to a certain external forcing from the natural internal variability of the climate system. The use of an ensemble of model simulations, each forced by identical boundary conditions but started at different initial conditions, is standard to investigate variability and trends in the physical climate system [Meehl et al., 2007] . However, ensemble simulations have so far hardly been used for coupled climate-biogeochemical analyses.
[3] The concentration of dissolved oxygen in the thermocline and the deep ocean is a particularly sensitive indicator of change in ocean transport and biology [Joos et al., 2003] . Less than a percent of the combined atmosphere and ocean O 2 inventory is found in the ocean. The O 2 concentration in the ocean interior reflects the balance between O 2 supply from the surface through physical transport and O 2 consumption by respiration of organic material.
[4] Oxygen concentrations in the ocean are expected to change under anthropogenic climate change. Surface warming, an increase in stratification, a reduction in the meridional overturning circulation, and reduced ventilation of the thermocline, as partly expected under anthropogenic global warming [Meehl et al., 2007] , will tend to reduce the transport of oxygen-rich surface waters to the deep and to decrease the ocean's oxygen inventory. Reduced upwelling of nutrient-rich waters tends to reduce export production of organic material and respiratory oxygen consumption in subsurface water, but tends to increase the residence time of water in the deep ocean, allowing for more oxygen consumption.
[5] Recent observations of oceanic oxygen changes show decreasing trends over the last decades in the circumpolar region, in middle and high latitudes of the North Pacific, in the eastern South Pacific and in the North Atlantic [Emerson et al., 2004] . Stramma et al. [2008] reported a decline in O 2 in tropical oceans and an expanding of Oxygen Minimum Zones during the past 50 years. However, there are also regions where oxygen has recently increased such as the southern Indian Ocean [McDonagh et al., 2005] and the boundary region between the subpolar and subtropical gyres in the North Pacific [Mecking et al., 2008] , possibly reflecting natural variability. The observed changes over the last several decades in dissolved oxygen range from about À80 to +10 mmol kg
À1
, and can amount to up to 50% of the total dissolved oxygen in oxygen-poor regions. Whether observed changes in dissolved oxygen are the result of natural variability or of anthropogenic influences is still an open question. The presence of large-scale propagating O 2 anomalies [Deutsch et al., 2006] , the short lengths of the observational records, and the relatively small number of regions with repeat sampling complicate the detection of long-term trends associated with anthropogenic climate change and make it difficult to extrapolate available observations of trends in dissolved O 2 to individual basins [Keller et al., 2002] or even to the globe.
[6] Earlier modeling studies rely on results from single atmosphere-ocean general circulation model (AOGCM) simulations [Matear and Hirst, 2003; Bopp et al., 2002] , from coupled climate-biogeochemical models of reduced complexity Plattner et al., 2002 Plattner et al., , 2001 , or from ocean only simulations of the North Pacific [Deutsch et al., 2006] . These authors all found that dissolved oxygen is a sensitive indicator of climate change. The coupled model results suggest that anthropogenic forcing causes a net loss of oxygen to the atmosphere, mainly driven by changes in circulation and to a lesser extent by surface warming. Several studies have investigated the volcanic imprint on physical atmospheric and oceanic properties [e.g., Church et al., 2005] , but there has been little focus on volcanic impacts on biogeochemical tracers [Jones and Cox, 2001] . Plattner et al. [2002] found with their zonally averaged, 2-D ocean model that cooling from volcanic forcing affects the net air-sea flux of oxygen considerably by reversing the anthropogenically driven outgassing for a few years.
[7] Here, we analyze for the first time O 2 variability in an ensemble of simulations and from a set of sensitivity simulations with the Climate System Model of the National Center for Atmospheric Research, NCAR CSM1.4-carbon [Fung et al., 2005; Doney et al., 2006; Steinacher et al., 2008] over the industrial period and the 21st century. The goals are to (1) characterize variability in dissolved oxygen from annual to decadal to century time scales, (2) quantify the role of internal unforced variability, natural forced variability by explosive volcanism and anthropogenic change, (3) relate modeled changes in oxygen to different physical and biological mechanisms and to climate modes such as the North Atlantic Oscillation (NAO) and the Pacific Decadal Oscillation (PDO), and (4) compare model statistics of change with available observations of decadalscale changes in dissolved oxygen. A particular emphasis is on externally forced variability from volcanic eruptions, a natural forcing for which the impact on oceanic O 2 variability has not yet been investigated in detail.
Methods

Model
[8] Simulations were performed with the NCAR CSM1.4-carbon coupled climate-carbon cycle model [Doney et al., 2006; Fung et al., 2005] . The core of the model is a modified version of the NCAR CSM1.4 coupled physical model, consisting of ocean, atmosphere, land and sea ice components integrated via a flux coupler without flux adjustments [Boville et al., 2001; Boville and Gent, 1998 ]. The atmospheric model CCM3 is run with a spectral truncation resolution of $3.75°(T31 grid) and 18 levels in the vertical [Kiehl et al., 1998 ]. The NCAR CSM Ocean Model (NCOM) is noneddy resolving with 25 vertical levels and a resolution of 3.6°in longitude and 0.8°to 1.8°in latitude (T31 Â 3 grid) ]. The dynamical sea ice model is run at the resolution of the ocean model, and the land surface model is run at the resolution of the atmospheric model. CSM1.4-carbon includes a modified version of the terrestrial biogeochemistry model CarnegieAmes-Stanford Approach (CASA) [Randerson et al., 1997] , and a derivate of the Ocean Carbon-Cycle Model Intercomparison Project Phase 2 (OCMIP-2) oceanic biogeochemistry model [Najjar et al., 2007] . Ocean ecosystem dynamics are not explicitly calculated in the model. The CSM1.4-carbon source code discussed here is described in detail by Doney et al. [2006] and section 1 of the auxiliary material.
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[9] Overall, the NCAR CSM1.4-carbon climatological mean state of O 2 and O 2 flux results are broadly consistent with global ocean observations and similar to other coarse resolution carbon cycle simulations [Najjar et al., 2007; Doney et al., 2006] . The model is able to adequately represent large-scale oxygen patterns (see section 2 in the auxiliary material). Shortcomings of the model are the overestimation of O 2 in the North Pacific due to deficiencies in the model circulation and export of organic matter as well as an underestimation of O 2 in the equatorial Atlantic thermocline due to excess upwelling and nutrient trapping. More information on strengths and weaknesses of the NCAR model can be found in the works by Doney et al. [2006] and Najjar et al. [2007] , where modeled physical and biogeochemical fields are discussed and compared to observations and/or other ocean carbon cycle models.
Experimental Design
[10] A total of 11 simulations have been performed with the CSM1.4-carbon over the period 1820 to 2100 AD: (1 -6) An ensemble of six transient simulations over the historical period followed by the IPCC SRES A2 emission scenario after year 2000 and (7) a single historical simulation followed by the IPCC B1 scenario, (8 -10) [Doney et al., 2006] .
[11] For the period 1820 to 2000, CO 2 emissions were prescribed using historical emissions from fossil fuel burning [Andres et al., 1999; Marland and Rotty, 1984] and land use change (Figure 1a) . The land use change is simply treated as an external source of CO 2 to the atmosphere and doesn't alter the prognostic land carbon pools in the model. The land use emission history of Houghton [1999] has been scaled with a single scaling factor of 0.7 to match observed atmospheric CO 2 in year 2000. The scaling factor has been estimated by combining results from a fossil emission only simulation with the CSM1.4-carbon model and a range of simulations with the cost-efficient Bern model [Joos et al., 1996] .
[12] Observation-based time histories of solar irradiance [Wang et al., 2005] , spatially explicit aerosol loading from explosive volcanism [Ammann et al., 2003 ], non-CO 2 greenhouse gases CH 4 , N 2 O, CFC-11 and CFC-12, other halogenated species and SF 6 , and anthropogenic sulfate aerosols with a recurring annual cycle of ozone and natural sulfate aerosol have also been included Ammann et al., 2007] . Volcanic aerosols were specified as a single aerosol size distribution by converting ice core aerosol proxies to meridionally and temporally varying atmospheric aerosol fields following Ammann et al. [2003] . The volcanic forcing was diagnosed using a conversion factor between radiative forcing and prescribed visible optical depth [Ammann et al., 2007] . Atmospheric CH 4 , N 2 O, CFC-11 and CFC-12 were individually prescribed following ice core measurements and direct atmospheric observations. The CFC-11 concentration is adjusted for the greenhouse warming effect of other halogenated species concentrations besides CFC-11 and CFC-12.
[13] For the period 2000 to 2100, carbon and anthropogenic sulfur emissions were prescribed following the illustrative SRES emissions scenario A2 (Figure 1a ) [Intergovernmental Panel on Climate Change, 2000] . A single simulation from 2000 to 2100 AD following the SRES scenario B1 complements the ensemble. Non-CO 2 greenhouse gas concentrations are prescribed following Forster et al. [2007] . The solar irradiance is set to 1366.12 W m À2 , averaged from 1978 to 1999, and no volcanic eruptions are assumed.
[14] In order to isolate the volcanic signal from other external forced variability, we additionally run a threemember ensemble, branching off from three of the six transient simulations from 1955 to 2000, where volcanic forcing is omitted. A 480-year control simulation in which CO 2 emissions are set to zero and other forcings are set to be constant at preindustrial levels is used to detrend model results (see section 3 in the auxiliary material for details).
Analysis Methods
[15] The statistical significance of externally forced O 2 changes and of the correlation coefficients between O 2 and different climate modes are calculated using two-sided Student's t test (p value < 0.05). Temporal changes in the O 2 and AOU distribution in the ocean can be broken down into individual components that can be identified with different drivers (equations (1) -(4)):
The concept is analogous to that used for dissolved inorganic carbon described by Sarmiento and Gruber [2006] . First, the sum of O 2 and AOU (
sat , is by definition the saturated concentration of oxygen, which is a function of temperature and salinity. This corresponds to the so-called potential solubility pump for dissolved inorganic carbon [Volk and Hoffert, 1985] . Second, AOU is further split into a contribution from the cycling of organic matter, O 2 soft , sometimes referred to as soft-tissue pump [Sarmiento and Gruber, 2006] , and a component related to the gas exchange of AOU (O 2 dis ). O 2 soft includes changes in O 2 , via Phosphate (PO 4 ), due to changes in production/remineralization and changes in O 2 (resp. PO 4 ) driven by circulation/ventilation changes. The stoichiometric O 2 to PO 4 ratio for production and remineralization, r O2 :PO4 , is fixed in the model at À170 according to Anderson and Sarmiento [1994] . Note that O 2 soft does not contribute to the overall increase/decrease in global ocean oceanic oxygen. It only accounts for ocean interior redistributions because total PO 4 remains constant in the model. Changes in O 2 dis include all the contributions to air-sea gas exchange resulting from surface ocean changes associated with O 2 sat and O 2 soft . Unfortunately, a separation into the two components is not straightforward. Hence, uptake and release of O 2 by/from the ocean as a consequence of ocean interior redistributions will be attributed to O 2 dis . Changes in ventilation and circulation have an impact on both O 2 soft and O 2 dis . Note that we use an approach to separate individual mechanisms contributing to the overall changes in modeled oceanic O 2 in our coupled AOGCM that is different from the approaches used in previous studies by Deutsch et al. [2006] , Plattner et al. [2002] , and Bopp et al. [2002] , involving running a series of additional sensitivity studies, an approach not feasible with the coupled AOGCM ensemble because of the lack of computational resources.
Results
Global Mean Changes
[16] We start the analysis by first describing the global mean evolution of key variables to characterize the simulations (Figures 1b-1f) . Unless otherwise stated, changes over the simulated period are calculated as the difference between 2090 -2099 and 1820 -1829, and the error bars are determined from one standard deviation among the six ensemble members. The modeled evolution of atmospheric CO 2 agrees within 8 ppm with CO 2 measurements from ice cores and atmospheric samples. By 2100, atmospheric CO 2 is 840 ppm and 538 ppm for the A2 scenario and the B1 scenario, respectively, comparable to other studies [Friedlingstein et al., 2006] .
[17] The ensemble mean global surface temperature increase from 1850-1855 to 2000 -2005 of 0.81 ± 0.08°C agrees with the observation-based estimates of 0.75 ± 0.13°C [Brohan et al., 2006] . The projected increase from 1990 -1999 to 2090-2099 is 2.30 ± 0.04°C and 1.10°C for the A2 and B1 scenario, respectively, reflecting the model's low transient climate response [Friedlingstein et al., 2006; Meehl et al., 2000] .
[18] The simulated strength of the Atlantic Meridional Overturning Circulation (AMOC; maximum in the North Atlantic stream function from 20°N to 50°N and 500 m to 2000 m depth) at present of 23.1 ± 1.7 Sv is at the upper range of the observation-based estimate of 18.7 ± 5.6 Sv [Cunningham et al., 2007] . AMOC is projected to decrease over the simulated period by 27% (6.7 Sv) for the A2 scenario and by 17% (4.1 Sv) for the B1 scenario, comparable to the AMOC decrease reported by Schneider et al.
[2007] using a series of coupled AOGCM's. The upper ocean stratification, calculated as the density difference between 200 m water depth and sea surface, increases globally by 15.2% over the simulated period for the A2 scenario. Generally, the oceanic ventilation is reduced.
[19] The model projects a global decline in the export of particulate organic carbon (POC) export over the simulated period of 7% (0.63 ± 0.06 GtC a
À1
) for the A2 scenario. The results show increases in POC export in the North Pacific, little change in the tropical ocean and the southern ocean and relatively large decreases in the North Atlantic and in the Indian Ocean. A detailed analysis of the present-day simulated productivity and spatiotemporal variability in the NCAR CSM1.4-carbon can be found in the work by Schneider et al. [2008] .
[20] A global net sea-to-air oxygen flux is simulated over the historical period and the 21st century with substantial interannual to decadal variability. The model simulates an outgassing of 0.10 ± 0.06 mol m À2 a À1 for the year 2000 and projects an outgassing for the A2 scenario of 0.23 ± 0.10 mol m À2 a À1 in year 2100 (both offset corrected). This outgassing is smaller than the projected year 2100 values of 0.35 mol m À2 a À1 and 0.40 mol m À2 a À1 simulated by Bopp et al. [2002] and Matear et al. [2000] , respectively, probably because of the lower transient climate response of the CSM1.4-carbon. The modeled long-term trend of the sea-toair gas flux is reversed after explosive volcanic eruptions causing a short-term oceanic O 2 uptake consistent with the earlier findings by Plattner et al. [2002] using a simpler climate model.
[21] In summary, the global analysis suggests a significant warming of the ocean and a decreasing trend of ocean ventilation which both tend to lower oceanic O 2 , as well as a decreasing trend of organic matter production, export and remineralization, which tend to increase subsurface O 2 and to decrease O 2 production in the surface. Globally, the ocean is losing oxygen to the atmosphere in the NCAR CSM1.4-carbon in line with recent modeling studies.
3.2. Variability in Dissolved Oxygen 3.2.1. Anthropogenic Century-Scale Changes
[22] The total oxygen content of the global ocean is projected to decrease by 5.9 ± 0.1 Pmol (2.6%) and 4.3 Pmol (1.8%) from 1820 to 2100 for the A2 and B1 scenario, respectively ( Figure 2a ). The projected reduction is strongest in the Atlantic Ocean basin with 2.4 Pmol (3.7%) in comparison with the Indian Ocean with 1.5 Pmol (3.1%) and the Pacific Ocean with 1.7 Pmol (1.6%) for the A2 scenario. Because internal variability and model drift on a global scale are significantly lower than the simulated global decrease (Figure 2a) , the projected decrease is almost entirely driven by anthropogenic forcing. The decrease over the 21st century is largest in shallow subsurface waters in the Pacific Ocean, whereas the maximum decrease in the Atlantic Ocean is located at a depth of 2000 m to 2500 m (Figure 2b ).
[23] Turning to mechanisms, the change in the global oceanic inventory of O 2 sat suggests that solubility-driven changes are responsible for at least 50% (2.9 Pmol) of the total decrease (Figure 2a ). Global ocean inventory of O 2 soft does not change as the phosphate inventory is conserved. In the thermocline of the Atlantic and Pacific, the O 2 decline is driven by solubility changes (O 2 sat ) and AOU gas exchange (O 2 dis ), whereas changes in O 2 soft tend to increase oxygen concentration (Figure 2b ). In the deep Atlantic (>2000 m), the term O 2 soft dominates the simulated O 2 decrease. O 2 soft decreases in response to reduced ventilation and ongoing oxygen consumption by organic matter remineralization. In other words, the vertical profile of O 2 soft reflects a more efficient PO 4 utilization at the surface and additional storage of PO 4 in the deep caused by a slowed surface-to-deep water exchange.
[24] Projected changes in dissolved oxygen show distinct regional patterns (Figures 2c -2f ). Regions with a large local decrease in dissolved oxygen are in shallow water (above 500 m) around Antarctica, in the North Pacific, in the Arabian and Japan Sea, but in intermediate water ((2090-2099) -(1990 -1999) ) and the depth of the related grid cells (Figures 2e and 2f ). Contours are every 5 mmol kg À1 (Figure 2c ) and every 2 mmol kg À1 (Figure 2d ) and denote one standard deviation among the ensemble members. 3000 m) in the Caribbean Sea and at the eastern coast of North America (Figures 2c and 2e) . Although the average oxygen concentration is projected to decrease over the 21st century, oxygen is projected to increase at some specific locations, mainly in low latitudes in the upper ocean (Figures 2d and 2f appears primarily driven by a decrease in the export production and the consumption of O 2 and less by change in water mass age. We note that Gnanadesikan et al. [2007] find a reduction in water mass age in the tropical ocean in their model. The oxygen concentration is simulated to increase most in the Weddell Sea in shallow water by up to 25 mmol kg À1 because of reduced sea ice and enhanced air-to-sea oxygen flux.
[25] Qualitatively, these results confirm the findings of earlier studies using less comprehensive models Matear and Hirst, 2003; Bopp et al., 2002; Plattner et al., 2002] . In general, the projected global averaged O 2 decrease in the NCAR model of 4.3 mmol kg À1 from 1820 to 2100 is smaller than found in other studies (6 -12 mmol kg À1 ), probably caused by the low climate sensitivity of the model and by the inclusion of volcanoes over the historical period (see section 3.2.3). There are numerous quantitative and regional differences between the different models, which mainly depend on the representation of the biological cycle and circulation and their sensitivity to climate change.
Internal Variability
[26] We quantify local internal interannual to decadalscale variability in O 2 at different depths (Figures 3a and  3b) . The standard deviation of annual mean O 2 from the 480-year control run gives a numerically stable estimate of the variability that can be expected from internally generated climate variability, essentially the chaotic component of the climate system.
[27] The local internal variability in O 2 is large in high latitudes at the surface of the North Atlantic and North Pacific (Figure 3a) . The variability reaches a maximum of 22 mmol kg À1 and 9 mmol kg À1 in subsurface water in the subpolar North Atlantic and North Pacific, respectively (Figure 3b ). In particular, the standard deviation is large at depth in regions with deep water formation consistent with findings by Levine et al. [2008] analyzing DIC variability. The internal variability is smaller in middle and low latitudes and at larger depths. The maximum variability in AOU in the North Atlantic subsurface water is slightly smaller than in O 2 (not shown). This implies that the subsurface O 2 variability is mostly not solubility driven.
[28] Next, the internal variability in O 2 in the North Atlantic and the North Pacific is investigated (boxes defined by dashed lines in Figure 3a) , addressing the role of NAO and PDO (see section 4 of the auxiliary material for a detailed description of the indices). The NAO is the primary source of climate variability on interannual to decadal time scales over the North Atlantic region. Observations show that the positive phase of the NAO causes a strengthening of the surface westerly winds across the Atlantic Ocean with associated warm SST anomalies in the western subtropical gyre, and cold SST anomalies in the Labrador Sea. Surface winter O 2 shows a significant positive correlation with simulated NAO in the northwestern subpolar gyre (r 2 = 0.2, n = 480) and a significant negatively correlation in the western subtropical gyre (r 2 = 0.1, n = 480) (Figure 3c ). Simulated regression slopes often exceed 5 mmol kg À1 per standard deviation in NAO in the northwestern subpolar gyre. Simulated winter O 2 is strongly negative correlated in subsurface water in the subtropical gyre (r 2 = 0.3, n = 480) with regression slopes of up to 5 mmol kg À1 per NAO standard deviation (Figure 3d) . The NAO-driven variability accounts for about 30% of the total variability in surface and subsurface subpolar and subtropical waters in the North Atlantic.
[29] Variations in the Pacific Ocean are linked to the PDO. Observations show that PDO causes an intensification of the westerlies over the central North Pacific, which leads to a cooling over much of the subpolar central and western Pacific and a warming in the eastern North Pacific. The model shows a significant positive correlation in the surface subpolar gyre of the North Pacific between PDO and O 2 (r 2 = 0.5, n = 480) and regression slopes of up to 5 mmol kg À1 per standard deviation in PDO (Figure 3e ). The results imply that the O 2 variability is entirely driven by PDO changes at the surface. The modeled regression (up to 3.5 mmol kg
À1
) and correlation (r 2 = 0.3, n = 480) are smaller at subsurface water.
[30] The interplay of air-sea gas exchange, circulation, and the marine biological cycle and its linkages to NAO and PDO are complex and have varying impacts on O 2 and on regression slopes across regions and with depth. For example, NAO related regression slopes are larger at 322 m than at the surface in the subtropical North Atlantic gyre, whereas PDO related regression slopes are smaller at depth than at the surface in the less well ventilated North Pacific. A complete analysis of the resulting pattern is beyond the scope of this paper. However, the decomposition of the individual contributions to the surface O 2 regression slopes reveals positive contributions from variations in O 2 solubility (O 2 sat ) and AOU gas exchange (O 2 dis ) in the North Atlantic subpolar gyre, partly compensated by variations in O 2 soft . Reduced temperature in the subpolar gyre associated with a positive NAO phase enhances solubility and air-to-sea O 2 flux. In the North Atlantic subsurface waters, the largest contribution to the total O 2 regression slopes originates from variations in O 2 sat . The results may depend on the model applied and the analysis in the North Pacific should be viewed with caution as there are significant deficiencies in the simulated O 2 field in this region because of errors in the physical circulation and biological cycle (see section 2 in the auxiliary material). Nevertheless, the analysis shows that internal climate modes can substantially contribute to natural interannual to decadal O 2 variability and have to be taken into account when analyzing observed O 2 changes (see section 3.3).
Externally Forced Variability From Volcanic Eruptions
[31] First, the volcanic O 2 signal is identified by subtracting results from three pairs of simulations with and without volcanic forcing over the years 1955 to 2000 and calculating the ensemble average and standard deviation of the differences following the approach of Church et al. Figures 3c -3d and 3e -3f, respectively. Regression of winter mean (October -March) and annual mean O 2 from the control simulation with the standardized annual NAO (Figures 3c and 3d ) and PDO (Figures 3e and 3f ) index, respectively, at (c and e) the surface and at (d and f) 322 m depth. Regression slopes correspond to one standard deviation change in the NAO and PDO index, respectively. Contour lines denote the respective squared correlation coefficients and areas without shading show statistically significant areas (t test, p value < 0.05). Solid thick lines show the World Ocean Circulation Experiment (WOCE) A16N and WOCE P16N section.
for sea level and ocean heat content. Note that removing the long-term anthropogenic trend from the standard six-member ensemble yields the same results.
[32] Figure 4a (Figures 4a -4d ), along the (e) WOCE A16N (20°W; averaged from 35°N to 65°N) and (f) WOCE P16N sections (152°W; averaged from 28°N to 44°N). Contours denote one standard deviation among the ensemble member differences and are every 0.2 mmol kg À1 (Figures 4a -4d ) and every 10 mmol kg À1 (Figures 4e and 4f) , respectively. Shaded areas mark statistically significant areas (t test, p value < 0.05). The radiative influence of volcanic eruptions expressed as changes in the visible optical depth are highlighted in gray on the bottom axis.
on the overlaid anthropogenically forcing [Gleckler et al., 2006] .
[33] The primary driver of the O 2 increase in the top 200 m after a volcanic eruption is the decrease of the sea surface temperature (by 0.2°C globally averaged 2 years after the beginning of a major eruption), which increases O 2 because of an increase in solubility as evidenced by O 2 sat (Figure 4b ). This leads to an associated increase in ventilation and higher phosphate concentrations in the surface ocean and less phosphate in the thermocline as indicated by the decrease in O 2 soft in the top 200 m and a corresponding increase below (Figure 4c ). The positive anomalies in O 2 dis developing after a volcanic eruption penetrate from the surface into the main thermocline and reach depths of 500 m and more ( Figure 4d ). (Figure 4a) .
[34] The oceanic O 2 increase due to a volcanic eruption is difficult to detect on local scale because of large unforced variability (Figures 4e and 4f) . For example, we did not find a statistically significant link between O 2 changes and volcanic forcing along the World Ocean Circulation Experiment (WOCE) A16N section in the North Atlantic and the WOCE P16N section in the North Pacific.
[35] To investigate the mean signature of a major volcanic eruption, composites of the anomalies at different depths following the five largest low-latitude eruptions beginning with Krakatoa in year 1883 of all six ensemble members were made. We have defined the anomalies in the 5 postvolcano years relative to a À1 year preeruption period. The use of anomalies provides a volcanic signal without overlaying long-term trends and without integrating effects from preeruptions as visible in Figure 4a . Only 5 postvolcanic years were included in order to avoid direct overlap with later eruptions. A major tropical volcanic eruption leads to a significant globally averaged O 2 increase of 0.9 mmol kg À1 at the surface and an increase of 0.3 mmol kg
À1
at 322 m depth 2 and 3 years after the explosion, respectively (Figure 5a ). The globally averaged O 2 increase is slightly larger in the Northern than in the Southern Hemisphere. Subsurface water shows a delayed response of 1 year to a volcanic eruption. The volcanic signals disappear with larger depth.
[36] Figure 5b shows averaged O 2 composites response to 30 volcanic eruptions in the first winter period (OctoberMarch) at the surface. Overall, there is a lack of statistical significance on local scales at high latitudes, indicating a large spread of responses among the ensemble members, although the volcanic forcing is higher at high latitudes. Volcanic eruptions lead to a partly significant increase in O 2 at the surface in the low-latitude Pacific Ocean and in the southern ocean (Figure 5b ). Almost no locally significant changes in O 2 occur in subsurface water (not shown). A significant positive phase of the NAO in response to volcanic forcing has been found in observations [Fischer et al., 2007] and is often used to evaluate the volcanic responses in simulations [Stenchikov et al., 2006] . The NCAR CSM1.4 model shows a tendency to a NAO-like pattern in atmospheric pressure and temperature in the first winter after a major low-latitude volcanic eruption. However, the changes are not significantly distinct from zero. This is possibly related to the coarse vertical resolution in the stratosphere and/or insufficient coupling between volcanic forcing, stratospheric wave action and the atmospheric circulation at the surface.
[37] Quantifying the impacts of volcanic eruptions, which are newly implemented in the model, is important to understand oxygen variability and provides hints for the interpretation of observational records (see section 3.3). We conclude that major volcanic eruptions have to be included in the interpretation of oxygen variability. The impact of a single volcanic eruption on the oxygen concentration is largest at the surface and tends to decrease with depth. Regional changes in oxygen due to volcanic eruptions are difficult to detect, especially at high latitudes, because of the low signal (volcano) to noise (internal variability) ratio. The model indicates a tendency for the North Atlantic oxygen to be represented in the high NAO index state after a volcanic eruption.
Interdecadal Changes in Dissolved Oxygen: Model Versus Observations
[38] We further investigate the ability of the model to represent observed interdecadal dissolved oxygen changes and if the simulated internal natural variability (one standard deviation among the six ensemble simulations) masks some of the projected long-term trends over the observational period. We compare observed AOU differences between cruises along similar transects over the last 20 to 30 years in the North Atlantic (A16N) and the North Pacific (P16N) to modeled AOU changes for the same transects and periods and to the associated simulated ensemble spread (see section 5 in the auxiliary material for additional details about the observational data used here). Note that the simulated AOU depth profiles are not expected to fit a specific year, because fully coupled carbon cycle -climate models as used in the current study generate their own internal climate variability.
[39] The focus here is on four cruises in the eastern part of the subpolar gyre in the North Atlantic Ocean between 35°N and Iceland (63°N) along 20°W from 1988 to 2003. Observed water property changes along this section are investigated in detail by Johnson and Gruber [2007] . The model represents the main features in AOU found in the observations (Figures 6a and 6d) . The low AOU concentration in the well-ventilated Subpolar Mode Water, just below À1 intervals indicate one standard deviation among the ensemble differences, and shaded areas mark statistically significant simulated changes (t test, p value < 0.05). Data within the seasonal pycnocline are marked out. The observed seasonal pycnocline is calculated with data from WOA01 [Conkright et al., 2002] . Additional details about the observational data used here for illustrative model data comparison and about the interpolation method can be found in section 5 of the auxiliary material. the seasonal pycnocline, is slightly underestimated by the model, because of a simulated cold bias compared with observations. The AOU maximum around s 1 = 32 kg m À3 is slightly overestimated (by up to 10 mmol kg À1 ) in the model, implying a lower ventilation rate or differences in remineralization processes (related to differences in surface production and export) in the model.
[40] Turning to decadal-scale variability (Figures 6b and  6e ) the simulated variability in the ensemble mean for the 4 cruises is comparable to the observed variability and the standard deviation among the ensemble member (internal variability) for a specific year reaches up to 20 mmol kg (Figures 6c and 6f ). These two sections were occupied in nearly the same months, thus seasonal biases should be small. Observed AOU locally increases by up to 35 mmol kg À1 near Iceland and around 42°N and 50°N, just below the seasonal pycnocline (Figure 6c ). The ensemble mean shows an increase in AOU in the upper water by up to 20 mmol kg À1 (Figure 6f ), but the increase is not statistically significant, because the ensemble range yields large variability in the 2003 -1993 [41] Changes in dissolved oxygen in the North Pacific have been extensively analyzed and documented [Deutsch et al., 2006; Emerson et al., 2004] . Data from three sections in the North Pacific show large, but spatially and temporally complex O 2 changes over the last decades [Deutsch et al., 2006] . Here we focus on four cruises along 152°W between 28°N to 44°N from the early 1980s to the late 1990s.
[42] The observed AOU increase with depth is much sharper than simulated by the model (Figures 7a and 7d) , and the AOU concentration on denser sigma levels is generally underestimated in the model because of too low export of organic matter and deficiencies in modeled circulation. The simulated pycnocline is on higher density levels and denser water masses outcrop in the model in the observations.
[43] The ensemble mean AOU changes are smaller than observed (Figures 7b and 7e) . However, the simulated variability (ensemble spread) reaches up to 10 mmol kg À1 on lighter sigma levels comparable to the observed AOU anomalies. At larger depth, the model underestimates the observed variability.
[44] Observations show lower AOU concentrations in 1980 and 1984 , than in 1991 and 1997 ). For illustration, we discuss AOU differences between 1997 and 1984 (Figures 7c and 7f) . The observed AOU differences between the two cruises are almost everywhere positive ( Figure 7c ) and greater at higher latitudes. The observed AOU increase on the order of 20-35 mmol kg À1 in the subarctic ocean is centered between s 0 = 25.9 kg m À3 and s 0 = 26.8 kg m
À3
. The model has a similar feature of increasing AOU, but the model underestimates the magnitude found from observations (Figure 7f ). The variability of AOU among the ensemble members is largest at the northern edge of the transect and reaches up to 14 mmol kg
À1
. The simulated AOU increase is nowhere statistically significant.
Synthesis
[45] The analysis indicates that the simulated decadalscale variability in AOU in the North Atlantic and Pacific is comparable to observation-based estimates. The model is able to represent the pattern of changes within the variations among ensemble members and the large spread of the model ensemble suggests that most of the variability may be explained by internal variations. High-frequency variability (seasonal or shorter) likely contributes locally to the observed O 2 differences between repeated cruises. However, overall changes in AOU averaged along the cruises analyzed here are hardly affected by seasonal variations in our analysis. Further, we have used corresponding monthly output to compare model results with observations. Errors in oxygen measurements for all cruises are on the order of 1-5 mmol kg À1 and cannot account for the large variability found along the investigated sections.
[46] The simulated local (grid cell) O 2 variability along A16N and P16N over the observational period is difficult to attribute to mechanisms as the signal-to-noise ratio decreases sharply with decreasing spatial and temporal scales. Nevertheless, the analysis of the internal variability from results of the 480-year control run (see section 3. Recent observations show that a statistically significant correlation between O 2 and PDO is absent along the transect P16N in subsurface waters [Mecking et al., 2008] , a result that is not inconsistent with our findings of much weaker correlations between O 2 and PDO at depths than near the surface.
Discussion and Conclusions
[47] In this study, we have investigated oceanic oxygen variations on different spatial and temporal scales using a six-member ensemble simulation from a coupled climate carbon cycle model. Different caveats have to be considered. First, our study is based on a relatively coarse resolution AOGCM. As a result, mesoscale variability, which can contribute substantially to oceanic variability and also to the mean state, is not explicitly resolved [Haine and Gray, 2001] . Second, the simple parametrization of the marine biological cycle may not correctly represent variability in production and remineralization of organic matter. The assumption of constant and uniform Redfield ratios used in this study may not be valid for future projections. Oschlies et al. [2008] suggest that changing Redfield ratios may lead to a significant increase in the volume of suboxic water in the tropical oceans in response to the respiration of excess organic carbon formed at high CO 2 levels. Further, the number of ensemble members used in this present study is constrained by the available computational resources. The relatively small sample of independent realizations (n = 6) provides a rather limited probability distribution of oxygen changes.
[48] Coupled carbon cycle -climate simulations are expensive to run and to analyze and decisions need to be taken how to split available CPU time and human resources between ensemble and sensitivity simulations. The focus in this study was on analyzing ensemble runs as this has been largely neglected in biogeochemical climate modeling. Ensemble simulations permit one to separate the impact of internal (unforced) variability from forced variability. The ensemble mean approximates externally forced signals, as internal variability is distributed by chance (white noise) and thus removed (or smoothed) when results from the individual ensemble members are averaged. Sensitivity simulations on the other hand are appropriate to identify and quantify individual mechanisms and processes, to explore uncertainty ranges and possible outcomes (e.g., scenarios B1 versus A2). Dedicated tracers (e.g., O 2 sat , O 2 soft , and O 2 dis ) can also be used to quantify individual processes. In conclusion, both ensemble simulations and sensitivity tests are required for a comprehensive analysis.
[49] Including all relevant natural and anthropogenic forcings results in reasonable representations of decadalscale spatiotemporal variability associated with the variability in forcing from pulse-like, short-term, volcanic cooling events and internal climate system variability. Despite caveats, the simulated changes are comparable to those observed along repeated transects in the North Atlantic (A16N) and Pacific (P16N), suggesting that the model captures key mechanisms of late 20th century O 2 variability.
[50] Our modeling study suggests that over recent decades internal natural variability tends to mask simulated century-scale trends in dissolved oxygen from anthropogenic forcing in the North Atlantic and Pacific. Observed changes in oxygen are similar or even smaller in magnitude than the spread of the ensemble simulation. The observed decreasing trend in dissolved oxygen in the Indian Ocean thermocline and the boundary region between the subtropical and subpolar gyres in the North Pacific has reversed in recent years [McDonagh et al., 2005; Mecking et al., 2008] , implicitly supporting this conclusion.
[51] The presence of large-scale propagating O 2 anomalies, linked with major climate modes, complicates the detection of long-term trends in oceanic O 2 associated with anthropogenic climate change. In particular, we find a statistically significant link between O 2 and the dominant climate modes (NAO and PDO) in the North Atlantic and North Pacific surface and subsurface waters, which are causing more than 50% of the total internal variability of O 2 in these regions.
[52] Explosive volcanic eruptions impose major perturbations to climate and marine oxygen on top of a background on internally driven climate variability. The impact of a single volcanic eruption on O 2 is identifiable on global scales, but difficult to detect on local scales at high latitudes. After each volcanic eruption, oxygen is taken up by the ocean and ocean oxygen inventory increases globally in the top 500 m. The perturbation persists for up to a decade after an individual eruption. On longer time scales, the O 2 increase due to a volcanic eruption offsets part of the decreasing trend in O 2 because of anthropogenic forcing, similar to the findings of Gleckler et al. [2006] for ocean heat content. The O 2 uptake is partly thermally driven; volcanic cooling increases solubility and air-to-sea O 2 flux. In addition, upper ocean stratification decreases and ventilation of the upper thermocline increases after volcanic eruptions, favoring a further increase in upper ocean O 2 . Because climate projections for the 21st century and beyond neglect volcanic eruptions, current projected ocean oxygen decreases are likely overestimated to some degree. In conclusion, volcanic forcing causes considerable variability in the biogeochemical system and should be taken into account in any analysis of change.
[53] AOU variations have significant implications for estimates of the oceanic uptake of anthropogenic carbon from ocean tracer studies using empirical approaches [Levine et al., 2008] . The AOU signal is used to eliminate the contribution of organic matter remineralization to the DIC concentrations. The decadal-scale observed AOU changes of up to 30 mmol kg À1 imply DIC changes of 20.6 mmol kg
À1
, when using a C:O 2 Redfield ratio of 117: -170. Such a DIC change is larger than the decadal increase in DIC expected in the mixed layer from the uptake of anthropogenic CO 2 from the atmosphere [Johnson and Gruber, 2007] . Thus, internal variability may significantly affect data-based reconstructions of anthropogenic carbon as recently demonstrated [Levine et al., 2008] .
[54] In a future warming climate, the global dissolved oxygen decrease is projected to become significant. Oxygen content decrease with global warming mainly in the Pacific Ocean and the Indian Ocean in shallow water, and in the Atlantic in intermediate water. Oxygen concentration is also projected to increase over the 21st century in low latitudes in the upper ocean because of an overcompensating effect of the reduced organic matter cycle. Reduced upwelling of deep waters under global warming and associated reduction in water age could also lead to a local increase in dissolved oxygen [Gnanadesikan et al., 2007] . In the NCAR model, the deep overturning circulation is only changing significantly in the North Atlantic. This suggests that the reduced upwelling is not the reason for the O 2 increase. However, we imply that large interannual to decadal variations of oceanic oxygen make the detections of anthropogenic O 2 changes and their attribution to anthropogenic forcings currently challenging along the investigated transects in the North Pacific and North Atlantic.
[55] To date, the ability to detect and interpret observed changes is still limited by lack of data. Additional biogeochemical data from time series and profiling floats, such as the Argo array (http://www.argo.ucsd.edu) are needed to improve the detection of ocean oxygen and carbon system changes and our understanding of climate change.
