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INVERTING THE MARKOVIAN PROJECTION, WITH AN
APPLICATION TO LOCAL STOCHASTIC VOLATILITY MODELS
DANIEL LACKER, MYKHAYLO SHKOLNIKOV, AND JIACHENG ZHANG
Abstract. We study two-dimensional stochastic differential equations (SDEs) of McKean–
Vlasov type in which the conditional distribution of the second component of the solution
given the first enters the equation for the first component of the solution. Such SDEs
arise when one tries to invert the Markovian projection developed in [Gyo¨86], typically
to produce an Itoˆ process with the fixed-time marginal distributions of a given one-
dimensional diffusion but richer dynamical features. We prove the strong existence of
stationary solutions for these SDEs, as well as their strong uniqueness in an important
special case. Variants of the SDEs discussed in this paper enjoy frequent application in
the calibration of local stochastic volatility models in finance, despite the very limited
theoretical understanding.
1. Introduction
We consider a class of stochastic differential equations (SDEs) that arises naturally
when one attempts to invert the Markovian projection, a concept originating from a cele-
brated theorem of Gyo¨ngy [Gyo¨86, Theorem 4.6]. The idea of a Markovian projection,
often also attributed to Krylov [Kry84], lies in finding a diffusion which “mimicks”
the fixed-time marginal distributions of an Itoˆ process. We quote here a version due to
Brunick and Shreve [BS13, Corollary 3.7], which significantly relaxes the assumptions
on the coefficients in [Gyo¨86].
Proposition 1.1 (Markovian projection, [BS13]). Let (bt)t≥0 and (σt)t≥0 be adapted real-
valued processes defined on a stochastic basis (Ω,F ,F,P) supporting an F-Wiener process
(Wt)t≥0 and such that E
[ ∫ t
0
|bs| + σ2s ds
]
< ∞ for each t > 0. Suppose a process (Xt)t≥0
satisfies
dXt = bt dt+ σt dWt.
Then there are measurable functions b̂ : [0,∞)×R→ R and σ̂ : [0,∞)×R→ R so that:
(i) For a.e. t ≥ 0, one has the a.s. equalities
b̂(t, Xt) = E[bt|Xt] and σ̂(t, Xt)2 = E[σ2t |Xt].
(ii) There exists a weak solution of the SDE
dX̂t = b̂(t, X̂t) dt+ σ̂(t, X̂t) dWt (1.1)
with the property that X̂t
d
= Xt for all t ≥ 0, where d= denotes equality in law.
1M. Shkolnikov is partially supported by the NSF grant DMS-1811723 and a Princeton SEAS innova-
tion research grant.
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Herein, we are interested in inverting the Markovian projection, that is, in finding
a different Itoˆ process with the fixed-time marginal distributions matching those of a
given one-dimensional diffusion. This problem appears, for example, in the calibration
procedure for local stochastic volatility models in finance (see [Lip02], [LM02], [Pit06],
[GHL11], [GHL12], [GHL13, Chapter 11], [TZL+15], [ATZ17], [SYZ17], as well as further
below in this introduction). Given a one-dimensional diffusion
dX̂t = b1(X̂t) dt+ σ1(X̂t) dŴt, (1.2)
Proposition 1.1 suggests the ansatz
dXt = γt
b1(Xt)
E[γt|Xt] dt+ ζt
σ1(Xt)√
E[ζ2t |Xt]
dWt (1.3)
with adapted processes (γt)t≥0 and (ζt)t≥0. However, due to the presence of the conditional
expectations in the equation, for an arbitrary choice of (γt)t≥0 and (ζt)t≥0 the construction
of an Itoˆ process (Xt)t≥0 satisfying (1.3) seems completely out of reach. Therefore, we spe-
cialize to the setting where (Ω,F ,F,P) supports an F-Wiener process (Bt)t≥0 independent
of (Wt)t≥0. With a one-dimensional diffusion
dYt = b2(Yt) dt+ σ2(Yt) dBt, (1.4)
we further set γt = h(Yt) and ζt = f(Yt), for all t ≥ 0 and some measurable functions h
and f . As a result, we are led to consider the two-dimensional SDE{
dXt = b1(Xt)
h(Yt)
E[h(Yt)|Xt]
dt+ σ1(Xt)
f(Yt)√
E[f2(Yt)|Xt]
dWt,
dYt = b2(Yt) dt+ σ2(Yt) dBt.
(1.5)
Our first main theorem yields the strong existence of a stationary solution for the SDE
(1.5) under the following assumption.
Assumption A. The functions (b1, b2, σ1, σ2, h, f) are measurable and satisfy:
(a) There exist constants c, C1, C2 ∈ (0,∞) such that for i = 1, 2 and all x ∈ R:
xbi(x) ≤ −cx2 + C1 and |bi(x)| ≤ C2(1 + |x|). (1.6)
The functions σ1 and σ2 are bounded above and below by positive constants and
possess bounded derivatives, σ′1 and σ
′
2.
(b) The functions h and f are bounded above and below by positive constants, and f
admits a bounded derivative f ′.
Before stating our main theorem, we first state a straightforward and standard lemma
to fix terminology. Both Lemma 1.2 and Theorem 1.3 are proven in Sections 2 and 3.
Lemma 1.2. Under Assumption A, the one-dimensional SDE (1.2) admits a unique in
law strong solution starting from any initial position, and there is a unique in law solution
satisfying the stationarity property X̂t
d
= X̂0 for all t ≥ 0. In addition, the same claims
are true for the one-dimensional SDE
dŶt = b2(Ŷt) dt+ σ2(Ŷt) dB̂t. (1.7)
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In stationarity, the laws of each X̂t and Ŷt admit densities m1 and m2, respectively, where
mi(x)=
1
σ2i (x)
exp
(∫ x
0
2bi(a)
σ2i (a)
da
)/∫
R
1
σ2i (a1)
exp
(∫ a1
0
2bi(a2)
σ2i (a2)
da2
)
da1, i = 1, 2. (1.8)
Theorem 1.3. Under Assumption A, there exists a weak solution (Xt, Yt)t≥0 of the SDE
(1.5) satisfying the stationarity property (Xt, Yt)
d
= (X0, Y0) for all t ≥ 0. Moreover, any
stationary weak solution (Xt, Yt)t≥0 of (1.5) is strong, and the following hold:
(i) Xt
d
= X̂t for all t ≥ 0, where (X̂t)t≥0 is the unique stationary solution of (1.2).
(ii) Yt
d
= Ŷt for all t ≥ 0, where (Ŷt)t≥0 is the unique stationary solution of (1.7).
(iii) The law of (X0, Y0) admits a density p with
∫
R2
|∇p|2
p
dx dy <∞.
Parts (i) and (ii) of Theorem 1.3, which are consequences of Lemma 1.2 and Proposi-
tion 1.1, ensure that the stationary solution of (1.5) induces a coupling of the two prob-
ability measures m1(x) dx and m2(y) dy. The additional structural assumption h ≡ f 2
leads to a remarkable phenomenon: The stationary solution of (1.5) is unique and, more-
over, Xt and Yt are independent for each t ≥ 0. The joint density of (Xt, Yt) is thus given
explicitly by the product m1(x)m2(y) of the two marginal densities, regardless of the
choice of the function f (within the class permitted by Assumption A). Note of course
that (Xt)t≥0 and (Yt)t≥0 cannot be independent as processes for non-constant f , because
(Yt)t≥0 appears in the dynamics of (Xt)t≥0. The proof and additional discussion of this
phenomenon are given in Section 4.
Theorem 1.4. Suppose that Assumption A holds, and h ≡ f 2. Then the solution of
the SDE (1.5) with the stationarity property (Xt, Yt)
d
= (X0, Y0) for all t ≥ 0 is pathwise
unique. That is, it admits a strong solution which is unique in law. In addition, the
solution is independent in the sense that Xt and Yt are independent for each t ≥ 0. That
is, for each t ≥ 0, the law of (Xt, Yt) admits the density m1(x)m2(y), where m1 and m2
are those of (1.8).
The SDE (1.5) can be viewed as a McKean–Vlasov SDE (a.k.a. a non-linear SDE)
in the sense that its coefficients depend not only on time and the current value of the
solution but also on the fixed-time marginal distribution L(Xt, Yt) of the solution at the
time in consideration. The main challenge, in comparison with the classical theory of
McKean–Vlasov SDEs (see, e.g., [Ga¨r88], [Szn91], and the references in the latter) lies in
the presence of the conditional expectations in (1.5), most importantly in the diffusion
coefficient of (Xt)t≥0. The underlying operation of passing from the joint distribution
L(Xt, Yt) to the conditional distribution L(Yt|Xt) is notoriously discontinuous with re-
spect to the weak convergence of probability measures. McKean–Vlasov SDEs involving
conditional expectations have also been considered recently by Jourdain, Lelie`vre,
Rousset, Roux and Stoltz [JLR10], [LRS08], by Bossy, Jabir and Talay [BJT11],
[BJ18], and by Dermoune [Der99], who were respectively interested in the efficient sim-
ulation of Gibbs measures, turbulent flows, and adhesion particle dynamics. In contrast
to our setup, in the SDEs of [JLR10], [LRS08], and [Der99], a conditional expectation
enters only into the drift coefficient of (Xt)t≥0, whereas in the SDEs of [BJT11], [BJ18]
the conditional distribution L(Xt|Yt) rather than L(Yt|Xt) enters into the coefficients of
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(Xt)t≥0. It is also worth mentioning that the weak uniqueness of the stationary solution
can fail for McKean–Vlasov SDEs (see [HT10] and the references therein), which renders
the weak uniqueness of the stationary solution for the SDE (1.5) in the full generality of
Assumption A an intriguing open problem.
Despite the considerable interest in an inversion of the Markovian projection, very
few rigorous results for the SDE (1.5) and its variants have been established so far. The
paper by Abergel and Tachet [AT10] proves the existence in small time for forward
Kolmogorov equations satisfied by the fixed-time marginal distributions L(Xt, Yt) arising
from SDEs like (1.5), allowing for a multidimensional diffusion (Yt)t≥0 and correlated
(W,B) but imposing a restrictive and somewhat implicit smallness assumption on f ′.
Jourdain and Zhou [JZ16] showed the weak existence for a variant of the SDE (1.5)
in which the diffusion (Yt)t≥0 is replaced by a finite-state continuous-time Markov chain,
assuming an insightful yet mysterious structural condition on the range of f ([JZ16,
Condition (C)]). Less closely related, Alfonsi, Labart and Lelong [ALL16] establish
the strong existence and uniqueness of a conceptually similar counting process (Xt)t≥0
whose jump intensity involves a conditional expectation akin to the ones in (1.5).
Solving the SDE (1.5) (or, more generally, the SDE (1.3)) allows one to construct
processes that mimic the fixed-time marginal distributions of a given one-dimensional
diffusion. When b1 ≡ 0, this problem can be put into the broader context of martingale
constructions with given fixed-time marginal distributions (a.k.a. peacocks). The latter
have received much attention in stochastic analysis and financial mathematics. We refer
the interested reader to the book [HPRY11] and the references therein.
1.1. Application to local stochastic volatility modeling. A particularly prominent
application of Proposition 1.1 has been to the calibration of local stochastic volatility
models (see [Lip02], [LM02], [Pit06], [GHL11], [GHL12], [GHL13, Chapter 11], [TZL+15],
[ATZ17], [SYZ17]). Hereby, one starts with a stochastic volatility process (Zt)t≥0 (popular
choices being the Cox–Ingersoll–Ross and exponential Ornstein–Uhlenbeck processes) and
models the risk-neutral price (St)t≥0 of an asset by
dSt = StZtσ(t, St) dWt, (1.9)
where (Wt)t≥0 is a Wiener process and σ a function to be determined. Combinations of
local and stochastic volatility models in this form have become quite popular and typically
go by the name of local stochastic volatility (LSV) models. The stochastic process (Zt)t≥0
provides greater flexibility than plain local volatility models, which are flexible enough to
perfectly fit the implied volatility surface but require frequent re-calibration and typically
fail to adequately incorporate exotic risks. We point out the implicit assumptions in (1.9)
that the interest rate is zero and the asset pays no dividends.
According to Proposition 1.1, if we define
σ̂(t, x) = σ(t, x)
√
E[Z2t |St = x], (1.10)
then the LSV model (1.9) leads to the same fixed-time marginal distributions as the local
volatility model
dŜt = Ŝtσ̂(t, Ŝt) dŴt. (1.11)
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In particular, both models (1.9) and (1.11) produce the same European option prices. On
the other hand, Dupire [Dup94] famously showed that in order to be exactly calibrated to
the observed call option prices {C(t,K) : t > 0, K > 0} the local volatility model (1.11)
must satisfy
σ̂2(t,K) =
2∂tC(t,K)
K2∂KKC(t,K)
=: σ2Dup(t,K).
Hence, the original LSV model (1.9) is exactly calibrated to the observed prices if
σ(t, St) =
σDup(t, St)√
E[Z2t |St]
.
Plugging this into (1.9) yields the SDE
dSt = StZt
σDup(t, St)√
E[Z2t |St]
dWt (1.12)
or, equivalently, in terms of the log-price process (Xt)t≥0 = (logSt)t≥0,
dXt = −1
2
Z2t
σ2Dup(t, e
Xt)
E[Z2t |Xt]
dt + Zt
σDup(t, e
Xt)√
E[Z2t |Xt]
dWt. (1.13)
Exact calibration of the LSV model thus reduces to constructing a solution of (1.12)
(or (1.13)), whose existence has been described as both “a common belief in the quant
community” [GHL13, p. 301] and a “very challenging and open” problem [GHL13, p. 274].
One usually chooses Zt = f(Yt), t ≥ 0, with an auxiliary one-dimensional diffusion
(Yt)t≥0 as in (1.4). Moreover, only some of the call option prices {C(t,K) : t > 0, K > 0}
are available in reality, so that at the time of calibration one may choose to obtain a
time-independent local volatility estimate σ̂2Dup(·) instead of a time-dependent σ̂2Dup(t, ·).
With these two choices, (1.13) falls exactly into the framework of (1.5), notably with
h ≡ f 2 as in Theorem 1.4. For technical reasons, we need W and B to be uncorrelated
and the coefficient b1 in the SDE (1.5) to decrease (increase resp.) linearly as x → ∞
(x→ −∞ resp.), which requires a modification of σ̂2Dup(ex) in the drift coefficient of (1.13)
for large absolute values of the log-price x. Apart from these limitations, Theorems 1.3
and 1.4 are the first global existence and uniqueness results, respectively, in the context
of the calibrated LSV model. Results of this kind are of major importance, in particular,
to ensure the accuracy of the widely used numerical solutions that have been proposed
for the calibrated LSV model, such as the particle approximation method of Guyon and
Henry-Laborde`re [GHL12], as well as the (regularized) finite-difference approximation
schemes with alternating directions in [TZL+15], [ATZ17], [SYZ17]. We refer to [GHL13,
Chapter 11] for a detailed development of the LSV model and the associated calibration
problem.
1.2. Outline of the paper. The rest of the paper is structured as follows. Section 2
collects various important ingredients for the proofs of Theorems 1.3 and 1.4. Specifically,
in Subsection 2.2 we describe a transformation of the stationary Fokker-Planck equation
corresponding to the SDE (1.5), introduced in Subsection 2.1, which enables us to apply
the regularity estimate for invariant measures of Bogachev, Krylov and Ro¨ckner
[BKR96, Theorem 1.1] in Subsection 2.4. Subsection 2.3 is devoted to the probabilistic
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analysis of the SDEs resulting from our transformation. In Section 3 we deduce Theo-
rem 1.3 from the results of Section 2 by means of Schauder’s fixed-point theorem and
Veretennikov’s pathwise uniqueness theorem for one-dimensional SDEs. Finally, Sec-
tion 4 provides the proof of Theorem 1.4, which is based on another transformation of
the stationary Fokker-Planck equation associated with the SDE (1.5).
Acknowledgements. We thank Julien Guyon, Kasper Larsen, Alexander Lipton, and
Scott Robertson for numerous enlightening discussions and references. We are especially
grateful to Scott Robertson for introducing us to the subject of LSV models and for calling
our attention to the interesting special case which became Theorem 1.4.
2. Ingredients for the proofs of Theorems 1.3 and 1.4
2.1. The stationary Fokker-Planck equation. The starting point for the proofs of
Theorems 1.3 and 1.4 is the stationary Fokker-Planck equation associated with the SDE
(1.5). To state the latter we define, for any measurable function ψ : R → (0,∞) and
probability density function p on R2, the measurable function
Gψ;p : R→ [0,∞), x 7→
∫
R
p(x, y) dy∫
R
ψ(y) p(x, y) dy
.
Notice that, if (U, V ) is a random vector with the joint probability density function p, then
Gψ;p(x) = E[ψ(V )|U = x]−1. Putting this together with Dynkin’s formula we conclude
that any probability density function p stationary for the SDE (1.5) must be a generalized
solution of the stationary Fokker-Planck equation
0 =
1
2
(
σ21(x) f
2(y)Gf
2;p(x) p(x, y)
)
xx
+
1
2
(
σ22(y) p(x, y)
)
yy
−(b1(x) h(y)Gh;p(x) p(x, y))x − (b2(y) p(x, y))y. (2.1)
More specifically, each stationary p has the property that
0 =
∫
R2
(
1
2
σ21(x) f
2(y)Gf
2;p(x)ϕxx(x, y) +
1
2
σ22(y)ϕyy(x, y)
+ b1(x) h(y)G
h;p(x)ϕx(x, y) + b2(y)ϕy(x, y)
)
p(x, y) dx dy, ϕ ∈ C∞c (R2),
(2.2)
where C∞c (R
2) is the space of all infinitely differentiable functions from R2 to R with
compact support.
2.2. The main transformation. The conditional expectation terms Gf
2;p, Gh;p render
the PDE (2.1) non-linear and involve both local and non-local effects. However, if we
think of Gf
2;p, Gh;p as given, the PDE (2.1) becomes a linear stationary Fokker-Planck
equation, as studied extensively in [BKR96]. We recall their main result in the finite-
dimensional case, which allows to control the gradient of a solution p in terms of some
but, crucially, not all first-order derivatives of the diffusion matrix. Hereby, with d ≥ 1,
we use the notation C∞b (R
d) for the space of infinitely differentiable functions from Rd to
R with bounded derivatives of all orders and W 12 (R
d) for the Sobolev space of functions
from Rd to R that are square integrable together with their gradients.
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Proposition 2.1 (cf. [BKR96], Theorem 1.1). Let α > 0, A = (Aij)1≤i,j≤d be a bounded
uniformly Lipschitz continuous function from Rd to the set of the symmetric d×d matrices
whose eigenvalues are bounded below by α, and B = (Bi)1≤i≤d be a measurable function
from Rd to Rd. With
L =
d∑
i,j=1
Aij ∂zizj +
d∑
i=1
Bi ∂zi ,
consider a probability measure µ on Rd such that
∫
Rd
|B|2 dµ <∞ and
∀ϕ ∈ C∞b (Rd) :
∫
Rd
Lϕ dµ = 0.
Then µ(dz) = p(z) dz, with
√
p ∈ W 12 (Rd), and
4
∫
Rd
∣∣∇√p∣∣2 dz = ∫
Rd
∣∣∣∣∇pp
∣∣∣∣2 p dz ≤ 2α2
∫
Rd
(|B|2 + |D|2) p dz,
where D =
(∑d
i=1 ∂ziA
ij
)
1≤j≤d
and we have adopted the convention that ∇p
p
≡ 0 outside
of the support of p.
In the case of (2.2), the diffusion matrix A is given by(
1
2
σ21(x) f
2(y)Gf
2;p(x) 0
0 1
2
σ22(y)
)
=
(
1
2
σ21(x)
f2(y)
E[f2(V )|U=x]
0
0 1
2
σ22(y)
)
,
where (U, V ) is a random vector with the joint probability density function p. Thus, a
direct use of Proposition 2.1 would require an a priori regularity estimate on the function
x 7→ E[f 2(V )|U=x]. We circumvent this difficulty by applying a suitable transformation
to p. The latter acts on the space L1prob(R
2) of probability density functions on R2 and is
defined by
T : L1prob(R
2)→ L1prob(R2), p 7→ p(x, y) f 2(y)Gf
2;p(x). (2.3)
The key observation, established in the next proposition, is that, if (2.2) holds for p, then
p˜ = Tp satisfies
0=
∫
R2
(
1
2
σ21(x)ϕxx(x, y) +
1
2
σ22(y) f
−2(y)Gf
−2;p˜(x)ϕyy(x, y)
+b1(x)(hf
−2)(y)Ghf
−2;p˜(x)ϕx(x, y)+b2(y) f
−2(y)Gf
−2;p˜(x)ϕy(x, y)
)
p˜(x, y) dx dy
(2.4)
for all ϕ ∈ C∞c (R2). At the first glance the equation (2.4) does not look any better than
the equation (2.2) but they differ in one critical way: In (2.4), the diffusion matrix reads(
1
2
σ21(x) 0
0 1
2
σ22(y) f
−2(y)Gf
−2;p˜(x)
)
=
(
1
2
σ21(x) 0
0 1
2
σ22(y)
f−2(y)
E[f−2(V˜ )|U˜=x]
)
,
where (U˜ , V˜ ) is a random vector with the joint probability density function p˜. Thus, in
contrast to (2.2), the derivatives ∂xA
11, ∂yA
22 do not involve the derivative of a conditional
expectation term.
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The following proposition summarizes the main properties of the transformation T .
Proposition 2.2. Under Assumption A the following are true:
(i) For each p ∈ L1prob(R2), one has p˜ = Tp ∈ L1prob(R2) and the first marginal of p˜ is
the same as that of p, i.e.,
∫
R
p(·, y) dy = ∫
R
p˜(·, y) dy.
(ii) T is a bijection from L1prob(R
2) to itself, and we have
p(x, y) = (Tp)(x, y) f−2(y)Gf
−2;Tp(x), p ∈ L1prob(R2). (2.5)
(iii) For any measurable function ψ : R→ (0,∞) and p ∈ L1prob(R2), it holds
Gψ;p =
Gψf
−2;Tp
Gf−2;Tp
.
(iv) p satisfies (2.2) if and only if p˜ = Tp satisfies (2.4) for all ϕ ∈ C∞c (R2).
Proof. (i). Inserting the definition of Gf
2;p into p˜(x, y) = p(x, y) f 2(y)Gf
2;p(x) and
integrating in y we obtain∫
R
p˜(x, y) dy =
∫
R
f 2(y) p(x, y) dy
∫
R
p(x, y) dy∫
R
f 2(y) p(x, y)dy
=
∫
R
p(x, y) dy.
In particular,
∫
R
∫
R
p˜(x, y) dy dx = 1.
(ii). Plugging the definition of Gf
2;p into f−2(y) p˜(x, y) = p(x, y)Gf
2;p(x) and integrating
in y we get ∫
R
f−2(y) p˜(x, y) dy =
( ∫
R
p(x, y) dy
)2∫
R
f 2(y) p(x, y) dy
.
Combining the latter equation with part (i) we arrive at∫
R
f−2(y) p˜(x, y) dy∫
R
p˜(x, y) dy
=
∫
R
p(x, y) dy∫
R
f 2(y) p(x, y) dy
,
that is, Gf2;p = 1/G
f−2;p˜. The identity (2.5) and, in particular, the injectivity of T then
follow by rearranging p˜(x, y) = p(x, y) f 2(y) /Gf
−2;p˜(x). Moreover, for any p˜ ∈ L1prob(R2),
the probability density function p(x, y) = p˜(x, y) f−2(y)Gf
−2;p˜(x) satisfies
(Tp)(x, y) = p˜(x, y)Gf
−2;p˜(x)Gf
2;p(x) = p˜(x, y)Gf
−2;p˜(x)
∫
R
p˜(x, y) f−2(y)Gf
−2;p˜(x) dy∫
R
p˜(x, y)Gf−2;p˜(x) dy
= p˜(x, y),
which shows the surjectivity of T .
(iii). Writing p˜ for Tp as before. Using the definition of Gψ;p as well as parts (i) and (ii),
we compute
Gψ;p(x) =
∫
R
p(x, y) dy∫
R
ψ(y) p(x, y) dy
=
∫
R
p˜(x, y) dy∫
R
ψ(y) p˜(x, y) f−2(y)Gf−2;p˜(x) dy
=
Gψf
−2;p˜(x)
Gf−2;p˜(x)
.
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(iv). The definition of p˜ = Tp reveals that the equation in (2.2) is equivalent to
0 =
∫
R2
(
1
2
σ21(x)ϕxx(x, y) +
σ22(y)
2f 2(y)Gf2;p(x)
ϕyy(x, y)
+
b1(x) h(y)G
h;p(x)
f 2(y)Gf2;p(x)
ϕx(x, y) +
b2(y)
f 2(y)Gf2;p(x)
ϕy(x, y)
)
p˜(x, y) dx dy,
for all ϕ ∈ C∞c (R2). As observed in the proof of part (ii), it holds 1/Gf2;p = Gf−2;p˜.
Inserting also Gh;p/Gf
2;p = Gh;pGf
−2;p˜ = Ghf
−2;p˜ (cf. part (iii)) we end up with (2.4). 
2.3. The transformed SDE. We proceed by noting that any p˜ ∈ L1prob(R2) stationary
for the SDE  dX˜t = b1(X˜t)
h(Y˜t)f−2(Y˜t)
E[h(Y˜t)f−2(Y˜t)|X˜t]
dt + σ1(X˜t) dWt,
dY˜t = b2(Y˜t)
f−2(Y˜t)
E[f−2(Y˜t)|X˜t]
dt+ σ2(Y˜t)
f−1(Y˜t)√
E[f−2(Y˜t)|X˜t]
dBt
(2.6)
must satisfy (2.4) for all ϕ ∈ C∞c (R2). The SDE (2.6), in turn, falls into the more general
framework of the next proposition.
Proposition 2.3. Suppose the measurable functions b1, b2, σ1, σ2 : R
2 → R obey
∀ x, y ∈ R : xb1(x, y) ≤ −cx2 + C1, yb2(x, y) ≤ −cy2 + C1,
|b1(x, y)| ≤ C2(1 + |x|), |b2(x, y)| ≤ C2(1 + |y|),
2α ≤ σ21(x, y), σ22(x, y) ≤ 2Σ,
(2.7)
with some constants c, C1, C2, α,Σ ∈ (0,∞). Then the weak solution of the SDE{
dX t = b1(X t, Y t) dt+ σ1(X t, Y t) dWt,
dY t = b2(X t, Y t) dt+ σ2(X t, Y t) dBt
(2.8)
with the property (Xt, Y t)
d
= (X0, Y 0) for t ≥ 0 is unique in law. Moreover, it satisfies
the following:
(i) E
[
X
2
t + Y
2
t
] ≤ (2Σ + C1)/c, for t ≥ 0.
(ii) X0 has a density m such that for each R ∈ (0,∞) there exists some δR > 0 with
m ≥ δR a.e. in [−R,R], where δR can be chosen to depend on R, c, C1, C2, α,Σ
only.
The proof makes use of a well-known result from [Kha11].
Proposition 2.4 (cf. [Kha11], Theorem 4.1 and Corollary 4.4). Let b : Rd → Rd and
σ : Rd → Rd×ℓ be measurable functions and (Zt)t≥0 be a non-explosive time-homogeneous
Markov process in Rd described by the SDE
dZt = b(Zt) dt+ σ(Zt) dβt,
where (βt)t≥0 is a standard Brownian motion in R
ℓ. Define A(z) = σ(z)σ(z)⊤, z ∈ Rd and
suppose that there exists a bounded open U ⊂ Rd with C1–boundary having the properties:
(a) The smallest eigenvalue of the diffusion matrix A(z) is uniformly bounded away
from zero on an open neighborhood of U .
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(b) For each compact K ⊂ Rd, it holds supz∈K E[τ |Z0 = z] <∞, where τ is the hitting
time of the set U .
Then the Markov process (Zt)t≥0 admits a unique stationary distribution.
Proof of Proposition 2.3. We start by pointing out that the condition (2.7) on the
coefficients of the SDE (2.8) suffices to ensure that its associated martingale problem
is well-posed. This follows from [SV07, Theorem 10.2.2 and Exercise 7.3.4] (see also
[Kry69, Theorem 3 and the paragraph following it]). Consequently, there is a unique
non-explosive time-homogeneous strong Markov process in R2 described by the SDE (2.8)
(see, e.g., [KS91, Chapter 5, Theorem 4.20]).
Property (a) of Proposition 2.4 holds for the SDE (2.8) with any choice of U by
assumption, so we turn to checking property (b). Suppose (X t, Y t)t≥0 solves the SDE
(2.8) for some fixed initial position. By Itoˆ’s formula,
dX
2
t =
(
σ21(X t, Y t) + 2X tb1(X t, Y t)
)
dt+ 2X tσ1(X t, Y t) dWt,
dY
2
t =
(
σ22(X t, Y t) + 2Y tb2(X t, Y t)
)
dt + 2Y tσ2(X t, Y t) dBt.
(2.9)
Next, we let Rt =
(
1 +X
2
t + Y
2
t
)1/2
and compute
dRt =
X t
Rt
σ1(Xt, Y t) dWt +
Y t
Rt
σ2(X t, Y t) dBt
+
1
Rt
(
σ21(X t, Yt)
(
1
2
−X
2
t
R2t
)
+σ22(Xt, Yt)
(
1
2
−Y
2
t
R2t
)
+Xtb1(X t, Y t)+Y tb2(X t, Y t)
)
dt.
In the latter expression, the diffusion coefficients are bounded, whereas the drift coefficient
is less than or equal to
1
Rt
(
2Σ− cX2t − cY
2
t + 2C1
)
=
2Σ + c + 2C1
Rt
− cRt
and, thus, negative and uniformly bounded away from zero whenever R2t ≥ 2Σ+c+2C1c + 1.
With U = {(x, y) ∈ R2 : x2+y2 < (2Σ+c+2C1)/c}, we can now use a simple time-change
argument relying on the Dambis-Dubins-Schwarz theorem (see, e.g., [KS91, Chapter 3,
Theorem 4.6] and recall the assumptions imposed on σ21, σ
2
2 in (2.7)) for the martingale
part of (Rt)t≥0 to obtain property (b) of Proposition 2.4.
To prove claim (i) we write (x0, y0) for the initial position of (Xt, Y t)t≥0 and localize
by means of the stopping times τn = inf{t ≥ 0 : X2t + Y
2
t ≥ n}, n ∈ N, for the case that
the local martingale part is not a true martingale, deducing from (2.9):
E
[
X
2
t∧τn + Y
2
t∧τn
]
= x20 + y
2
0 + E
[ ∫ t∧τn
0
σ21(Xs, Ys) + σ
2
2(Xs, Ys) + 2Xsb1(Xs, Y s) + 2Y sb2(Xs, Y s) ds
]
≤ x20 + y20 + 2E
[ ∫ t∧τn
0
2Σ− c(X2s + Y
2
s) + C1 ds
]
.
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By Fatou’s lemma and the monotone convergence theorem,
E
[
X
2
t + Y
2
t
] ≤ x20 + y20 + 2E[ ∫ t
0
2Σ + C1 − c(X2s + Y
2
s) ds
]
.
Dividing by t and taking the limit inferior on both sides we get, in particular,
0 ≤ lim inf
t→∞
1
t
E
[ ∫ t
0
2Σ + C1 − c(X2s + Y
2
s) ds
]
≤ lim inf
t→∞
1
t
E
[ ∫ t
0
(
2Σ + C1 − c(X2s + Y
2
s)
) ∨ (−M) ds], M ∈ N.
Thanks to [Kha11, Corollary 4.3] the latter limit inferior can be evaluated to an integral
with respect to the invariant distribution of (X t, Y t)t≥0, which yields claim (i) after passing
to the limit M →∞ via the monotone convergence theorem.
For the proof of claim (ii) we let (X t, Y t)t≥0 be the stationary solution of the SDE
(2.8) and apply Proposition 1.1 to conclude that X t
d
= X̂t for all t ≥ 0, where (X̂t)t≥0 is
a stationary solution of the SDE
dX̂t = b̂(X̂t) dt+ σ̂(X̂t) dWt,
b̂(x) = E[b1(Xt, Y t)|Xt=x], and σ̂2(x) = E[σ21(X t, Y t)|X t=x].
Then, for all x ∈ R, we have 2α ≤ σ̂2(x) ≤ 2Σ, as well as
xb̂(x) = E[X tb1(X t, Y t)|Xt=x] ≤ E[−cX2t + C1|X t=x] = −cx2 + C1,
|̂b(x)| ≤ E[|b1(Xt, Y t)| |Xt=x] ≤ E[C2(1 + |Xt|)|Xt=x] = C2(1 + |x|).
It follows that the (common) law m(dx) of X t, t ≥ 0 satisfies
∀ϕ ∈ C∞c (R) :
∫
R
1
2
σ̂2(x)ϕ′′(x) + b̂(x)ϕ′(x)m(dx) = 0.
In other words, 1
2
(σ̂2m)′′ − (̂bm)′ = 0 in the sense of distributions. Consequently, it holds(
1
2
σ̂2m − ∫ ·
0
b̂ dm
)′′
= 0 in the sense of distributions and, by elliptic regularity (see, e.g.,
[Lax02, Appendix B, Theorem 14]), in the classical sense. Therefore, 1
2
σ̂2(x)m(dx) −∫ x
0
b̂(a)m(da) = k1x + k2 for some k1, k2 ∈ R. This identity shows that 12 σ̂2(x)m(dx)
is given by a locally bounded measurable function a priori and by a locally Lipschitz
function a posteriori, which we denote by θ. By differentiating we obtain
θ′(x)− 2b̂(x)
σ̂2(x)
θ(x) = k1 for a.e. x ∈ R.
Multiplying both sides by the integrating factor e
−
∫ x
0
2b̂(a)
σ̂2(a)
da
, integrating the resulting
equation, and rearranging we arrive at
θ(x) = θ(0) exp
(∫ x
0
2b̂(a)
σ̂2(a)
da
)
+k1 exp
(∫ x
0
2b̂(a)
σ̂2(a)
da
)∫ x
0
exp
(
−
∫ a1
0
2b̂(a2)
σ̂2(a2)
da2
)
da1.
The right-hand side defines the density of a finite positive measure only if k1 = 0 and
θ(0) > 0. Claim (ii) readily follows. 
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2.4. The transformed PDE. This subsection is devoted to the analysis of the stationary
Fokker-Planck equation (2.4) in which the probability density function p˜ within the non-
linear non-local terms Gf
−2;p˜, Ghf
−2;p˜ is thought of as given.
Proposition 2.5. Let q ∈ L1prob(R2). Under Assumption A there exists a unique proba-
bility measure µ on R2 with a finite first moment such that
0=
∫
R2
(
1
2
σ21(x)ϕxx(x, y) +
1
2
σ22(y) f
−2(y)Gf
−2;q(x)ϕyy(x, y)
+ b1(x) (hf
−2)(y)Ghf
−2;q(x)ϕx(x, y) + b2(y) f
−2(y)Gf
−2;q(x)ϕy(x, y)
)
µ(dx, dy),
ϕ ∈ C∞c (R2).
(2.10)
Further, there are constants C˜1, C˜2 <∞ and, for any fixed R ∈ (0,∞), a constant δ˜R > 0,
all depending only on the constants mentioned in Assumption A (and, in particular,
independent of q), such that
(i) µ(dx, dy) = q˜(x, y) dx dy for some q˜ ∈ L1prob(R2) satisfying
√
q˜ ∈ W 12 (R2) and
1
4
∫
R2
|∇q˜(x, y)|2
q˜(x, y)
dx dy =
∫
R2
∣∣∇√q˜(x, y)∣∣2 dx dy ≤ C˜1.
(ii)
∫
R2
(x2 + y2)µ(dx, dy) ≤ C˜2.
(iii) m˜(x) =
∫
R
q˜(x, y) dy ≥ δR a.e. in [−R,R].
An immediate application of Proposition 2.1 to the equation in (2.10) is hindered by
the lack of an a priori regularity estimate on Gf
−2;q. To address this, we mollify as follows.
We pick a non-negative κ ∈ C∞c (R) supported in [−1, 1] and such that
∫
R
κ(x) dx = 1.
With κn(x) = nκ(nx), we set
Gψ;qn (x) =
∫
R
κn(x− a)Gψ;q(a) da
for any measurable function ψ : R → (0,∞), q ∈ L1prob(R2) and n ∈ N. If cψ ≤ ψ ≤ Cψ
for some cψ, Cψ ∈ (0,∞), then C−1ψ ≤ Gψ;q ≤ c−1ψ and C−1ψ ≤ Gψ;qn ≤ c−1ψ for n ∈ N. Also,
∀n ∈ N : |(Gψ;qn )′| ≤ nc−1ψ
∫
R
|κ′(x)| dx. (2.11)
The next lemma deals with a mollified version of the equation in (2.10). We mollify only
the coefficient of ϕyy, as the coefficients of ϕx, ϕy pose no problems.
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Lemma 2.6. Let q ∈ L1prob(R2) and n ∈ N. Under Assumption A there exists a unique
probability measure µn on R
2 with a finite first moment such that
0=
∫
R2
(
1
2
σ21(x)ϕxx(x, y) +
1
2
σ22(y) f
−2(y)Gf
−2;q
n (x)ϕyy(x, y)
+ b1(x) (hf
−2)(y)Ghf
−2;q(x)ϕx(x, y)+b2(y) f
−2(y)Gf
−2;q(x)ϕy(x, y)
)
µn(dx, dy),
ϕ ∈ C∞c (R2).
(2.12)
Further, there are constants C˜1, C˜2 < ∞ depending only on the constants mentioned
in Assumption A (and, in particular, independent of q and n), such that µn(dx, dy) =
q˜n(x, y) dx dy for some q˜n ∈ L1prob(R2) satisfying
√
q˜n ∈ W 12 (R2) and
1
4
∫
R2
|∇q˜n(x, y)|2
q˜n(x, y)
dx dy =
∫
R2
∣∣∇√q˜n(x, y)∣∣2 dx dy ≤ C˜1, (2.13)∫
R2
(x2 + y2)µn(dx, dy) ≤ C˜2. (2.14)
Proof. By Proposition 2.3, there is a unique stationary weak solution of the SDE{
dX˜nt = b1(X˜
n
t ) (hf
−2)(Y˜ nt )G
hf−2;q(X˜nt ) dt+ σ1(X˜
n
t ) dWt,
dY˜ nt = b2(Y˜
n
t ) f
−2(Y˜ nt )G
f−2;q(X˜nt ) dt+ σ2(Y˜
n
t ) f
−1(Y˜ nt )
√
Gf
−2;q
n (X˜nt ) dBt.
According to [Tre16, Theorem 2.5], every probability measure µn on R
2 with a finite
first moment solving (2.12) can be identified with the fixed-time marginal distributions
of (X˜nt , Y˜
n
t )t≥0. Note hereby that, for any fixed t ≥ 0, the test functions of [Tre16,
Definition 2.2] belong to C2c (R
2) and the equation in (2.12) holds for such functions due
to a straightforward density argument. In particular, thanks to Proposition 2.3,∫
R2
(x2 + y2)µn(dx, dy) = E
[
(X˜nt )
2 + (Y˜ nt )
2
] ≤ C˜2, (2.15)
where the constant C˜2 < ∞ depends only on the constants mentioned in Assumption A
(and not on q or n).
It remains to show the existence of a density q˜n with the properties described in the
lemma. Define A(x, y) = (Aij(x, y))1≤i,j≤2 and B(x, y) = (B
i(x, y))1≤i≤2 by
A(x, y)=
(
1
2
σ21(x) 0
0 1
2
σ22(y) f
−2(y)Gf
−2;q
n (x)
)
, B(x, y)=
(
b1(x) (hf
−2)(y)Ghf
−2;q(x)
b2(y) f
−2(y)Gf
−2;q(x)
)
.
Define also D(x, y) = (Di(x, y))1≤i≤2 by
D1(x, y) = A11x (x, y) + A
21
y (x, y) = σ1(x) σ
′
1(x),
D2(x, y) = A12x (x, y) + A
22
y (x, y) =
(
σ2(y) σ
′
2(y) f
−2(y)− σ22(y) f−3(y) f ′(y)
)
Gf
−2;q
n (x).
In view of AssumptionA and the inequality in (2.11), the function A is uniformly Lipschitz
continuous. Moreover, A is bounded and its eigenvalues are bounded below by α =
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min(infR σ
2
1 , infR(σ
2
2f
−2) infR f
2)/2 > 0. In addition, with the notation ‖ · ‖∞ for the
supremum norm, Assumption A yields
|B1(x, y)| ≤ C2(1 + |x|) ‖hf−2‖∞ ‖h−1f 2‖∞,
|B2(x, y)| ≤ C2(1 + |y|) ‖f−2‖∞ ‖f 2‖∞.
(2.16)
Thus, the estimate (2.15) renders Proposition 2.1 applicable. We conclude that µn is of
the form µn(dx, dy) = q˜n(x, y) dx dy, for some q˜n ∈ L1prob(R2) with
√
q˜n ∈ W 12 (R2) and
1
4
∫
R2
|∇q˜n(x, y)|2
q˜n(x, y)
dx dy =
∫
R2
∣∣∇√q˜n(x, y)∣∣2 dx dy ≤ 12α2
∫
R2
(|B|2 + |D|2) dµn. (2.17)
By Assumption A, we have
‖D1‖∞ ≤ ‖σ1‖∞ ‖σ′1‖∞ <∞,
‖D2‖∞ ≤
(‖σ2‖∞ ‖σ′2‖∞ ‖f−2‖∞ + ‖σ22‖∞ ‖f−3‖∞ ‖f ′‖∞) ‖f 2‖∞ <∞,
which together with (2.16) and (2.15) allows us to bound the rightmost expression in
(2.17) by a constant C˜1 as in the statement of the lemma. 
With Lemma 2.6 now established, we are going to send n→∞ to prove Proposition
2.5. In order to facilitate this, we prepare a compactness lemma that is used again below.
With the constants C˜1, C˜2 of Lemma 2.6, let
K0 =
{
q ∈ L1prob(R2) :
√
q ∈ W 12 (R2),
∫
R2
|∇√q|2 dx dy ≤ C˜1,
∫
R2
(x2 + y2) q dx dy ≤ C˜2
}
.
Lemma 2.7. K0 is norm-compact in L
1(R2).
Proof. We first show that K0 is norm-precompact. For any sequence (qn)n∈N in K0, by
the Cauchy-Schwarz inequality,∫
R2
|∇qn| dx dy =
∫
R2
2
√
qn |∇√qn| dx dy
≤ 2
(∫
R2
qn dx dy
)1/2(∫
R2
|∇√qn|2 dx dy
)1/2
≤ 2
√
C˜1, n ∈ N.
The Rellich-Kondrachov theorem (see, e.g., [Eva10, Theorem 5.7.1]), employed on the
open balls {(x, y) ∈ R2 : x2 + y2 < N2}, N ∈ N and followed by a diagonalization
argument, gives rise to a subsequence of (qn)n∈N, also referred to as (qn)n∈N, converging
locally in L1(R2) and a.e. to some locally integrable q. Thanks to Markov’s inequality,∫
{(x,y)∈R2: x2+y2≥N2}
qn dx dy ≤ C˜2N−2, N, n ∈ N.
This and Fatou’s lemma imply∫
R2
|qn − q| dx dy ≤
∫
{(x,y)∈R2:x2+y2<N2}
|qn − q| dx dy + 2C˜2N−2, N, n ∈ N.
Taking n→∞ and then N →∞ we deduce that qn → q in L1(R2) as n→∞.
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It remains to check that K0 is closed. Let (qn)n∈N be a sequence in K0 that tends in
L1(R2) to some q. By passing to an a.e. convergent subsequence and applying Fatou’s
lemma we get
∫
R2
(x2 + y2) q(x, y) dx dy ≤ C˜2. Finally, from the bound∫
R2
√
qn
2 dx dy +
∫
R2
|∇√qn|2 dx dy ≤ 1 + C˜1, n ∈ N
we conclude that there exists a subsequence of (
√
qn)n∈N tending weakly in W
1
2 (R
2) and
locally strongly in L2(R2) to some u (cf. [Lax02, Chapter 10, Theorem 7] and [Eva10,
remark on p. 274]). Moreover, because qn → q in L1(R2), we must have that q = u2
(the locally strong L1(R2)-limit of the subsequence). Thus, (
√
qn)n∈N converges weakly in
W 12 (R
2) to
√
q. By the weak lower semi-continuity of the W 12 (R
2)-norm (see, e.g., [Lax02,
Chapter 10, Theorem 5]),
1 +
∫
R2
|∇√q|2 dx dy =
∫
R2
√
q2 dx dy +
∫
R2
|∇√q|2 dx dy
≤ lim inf
n→∞
(∫
R2
√
qn
2 dx dy +
∫
R2
|∇√qn|2 dx dy
)
≤ 1 + C˜1,
which finishes the proof. 
Proof of Proposition 2.5. The existence and uniqueness of a probability measure µ
on R2 with a finite first moment satisfying (2.10) and the claims (ii) and (iii) follow from
Proposition 2.3 and [Tre16, Theorem 2.5], as in the beginning of the proof of Lemma 2.6.
To obtain claim (i) we recall the densities (q˜n)n∈N of Lemma 2.6, and we aim to find a
subsequential limit q˜ of this sequence in L1(R2) which enjoys the properties in (i) and
such that q˜(x, y) dx dy has a finite first moment and solves (2.10). Then, by uniqueness,
µ(dx, dy) = q˜(x, y) dx dy.
Since q˜n ∈ K0 for all n, Lemma 2.7 allows us to extract a subsequence converging in
L1(R2) to some q˜ ∈ K0. To verify that q˜(x, y) dx dy solves (2.10) we set, for ϕ ∈ C∞c (R2),
(Lqnϕ)(x, y) =
1
2
σ21(x)ϕxx(x, y) +
1
2
σ22(y) f
−2(y)Gf
−2;q
n (x)ϕyy(x, y)
+ b1(x) (hf
−2)(y)Ghf
−2;q(x)ϕx(x, y) + b2(y) f
−2(y)Gf
−2;q(x)ϕy(x, y).
Note that Gf
−2;q
n → Gf−2;q a.e. when n → ∞ by the Lebesgue differentiation theorem,
and the functions Lqnϕ are bounded uniformly in n ∈ N. Thus, with
(Lqϕ)(x, y) = 1
2
σ21(x)ϕxx(x, y) +
1
2
σ22(y) f
−2(y)Gf
−2;q(x)ϕyy(x, y)
+ b1(x) (hf
−2)(y)Ghf
−2;q(x)ϕx(x, y) + b2(y) f
−2(y)Gf
−2;q(x)ϕy(x, y),
we find that∣∣∣∣ ∫
R2
(Lqϕ) q˜ dx dy−
∫
R2
(Lqnϕ) q˜n dx dy
∣∣∣∣ ≤ ∫
R2
|Lqϕ−Lqnϕ| q˜ dx dy+
∫
R2
|Lqnϕ| |q˜−q˜n| dx dy
tends to 0 as n→∞. Consequently,∫
R2
(Lqϕ) q˜ dx dy = lim
n→∞
∫
R2
(Lqnϕ) q˜n dx dy = 0,
i.e., the probability measure q˜ dx dy (which has a finite first moment) solves (2.10). 
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3. Proof of Theorem 1.3
3.1. Continuity of the conditional expectation. Our proof of Theorem 1.3 proceeds
via a fixed-point argument. The continuity of the underlying fixed-point map relies on
the next lemma, which we prepare beforehand.
Lemma 3.1. Let ψ : R → (0,∞) be a measurable function with cψ ≤ ψ ≤ Cψ for
some cψ, Cψ ∈ (0,∞). Suppose (qn)n∈N is a sequence in L1prob(R2) converging to some
q ∈ L1prob(R2). Then, with m(x) =
∫
R
q(x, y) dy, we have Gψ;qn → Gψ;q in L1(R, m(x) dx).
Proof. Define the marginal densities mn(x) =
∫
R
qn(x, y) dy, n ∈ N. By using the
uniform Lipschitz continuity of x 7→ 1/x on (cψ,∞) and applying the triangle inequality
repeatedly we derive the estimates∫
R
|Gψ;qn(x)−Gψ;q(x)|m(x) dx
=
∫
R
∣∣∣∣ mn(x)∫
R
ψ(y) qn(x, y) dy
− m(x)∫
R
ψ(y) q(x, y) dy
∣∣∣∣m(x) dx
≤ (cψ)−2
∫
R
∣∣∣∣
∫
R
ψ(y) qn(x, y) dy
mn(x)
−
∫
R
ψ(y) q(x, y) dy
m(x)
∣∣∣∣m(x) dx
≤ (cψ)−2
∫
R
∫
R
ψ(y) qn(x, y) dy
mn(x)
|m(x)−mn(x)| dx
+ (cψ)
−2
∫
R
∣∣∣∣ ∫
R
ψ(y) qn(x, y) dy −
∫
R
ψ(y) q(x, y) dy
∣∣∣∣dx
≤ (cψ)−2Cψ
∫
R
∫
R
qn(x, y) dy
mn(x)
|m(x)−mn(x)| dx+ (cψ)−2Cψ
∫
R2
|qn(x, y)− q(x, y)| dx dy
= (cψ)
−2Cψ
∫
R
|m(x)−mn(x)| dx+ (cψ)−2Cψ
∫
R2
|qn(x, y)− q(x, y)| dx dy
≤ 2(cψ)−2Cψ
∫
R2
|qn(x, y)− q(x, y)| dx dy.
The latter expression tends to 0 as n→∞ by assumption. 
3.2. Main line of the argument. We are now ready to present the main line of the
argument. With the constants C˜1, C˜2 and δ˜R, R ∈ (0,∞) of Proposition 2.5, we set
K =
{
q ∈ L1prob(R2) :
√
q ∈ W 12 (R2),
∫
R2
|∇√q|2 dx dy ≤ C˜1,
∫
R2
(x2 + y2) q dx dy ≤ C˜2,
∀R ∈ (0,∞) :
∫
R
q(x, y) dy ≥ δ˜R a.e. in [−R,R]
}
.
In other words, K is the intersection of K0 (introduced prior to Lemma 2.7) with the set
K1 =
{
q ∈ L1prob(R2) :
∫
R
q(x, y) dy ≥ δ˜R a.e. in [−R,R], R ∈ (0,∞)
}
.
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In addition, we let Φ : K → K be the map taking each q ∈ K to the unique density
q˜ ∈ K given in Proposition 2.5. The following two lemmas establish some basic properties
of K and Φ.
Lemma 3.2. K is norm-compact and convex in L1(R2).
Lemma 3.3. The map Φ : K → K is continuous with respect to the L1(R2)–norm.
Proof of Lemma 3.2. As noted above, K = K0 ∩ K1. Since K0 is norm-compact by
Lemma 2.7, it is enough to show that K1 is closed. But this is straightforward: If a
sequence (qn)n∈N in K1 converges to some q ∈ L1prob(R2), then we have, for every R > 0
and every measurable ψ : [−R,R]→ [0, 1],∫ R
−R
ψ(x)
∫
R
qn(x, y) dy dx ≥ δ˜R
∫ R
−R
ψ(x) dx, n ∈ N.
Passing to the limit n → ∞ we get the same inequality with qn replaced by q, which
implies
∫
R
q(x, y) dy ≥ δ˜R a.e. in [−R,R], for every R > 0.
It remains to prove the convexity of K. Clearly, the only delicate point is the stabil-
ity of the properties
√
q ∈ W 12 (R2) and
∫
R2
|∇√q|2 dx dy ≤ C˜1 under convex combinations.
This fact is fairly well-known, as the functional 1
2
∫
R2
|∇√q|2 dx dy= 1
8
∫
R2
|∇ log q|2 q dx dy,
often called the Fisher information, provides the rate function in the work of Donsker and
Varadhan [DV75] on the large deviations for the occupation measure of Brownian motion.
Nonetheless, we describe a short self-contained proof: Observe that
√
q ∈ W 12 (R2) if and
only if q ∈ W 11 (R2) and |∇q|2/q ∈ L1(R2). For such q we may write∫
R2
|∇√q|2 dx dy = 1
4
∫
R2
|∇ log q|2 q dx dy
=
∫
R2
sup
z∈R2
(
z · ∇ log q(x, y)− |z|2) q(x, y) dx dy
= sup
η∈L∞(R2)
∫
R2
(
η(x, y) · ∇ log q(x, y)− |η(x, y)|2) q(x, y) dx dy
= sup
η∈L∞(R2)
∫
R2
(
η(x, y) · ∇q(x, y)− |η(x, y)|2 q(x, y))dx dy.
As a supremum of linear functionals,
∫
R2
|∇√q|2 dx dy is convex on L1prob(R2)∩W 11 (R2). 
Proof of Lemma 3.3. Suppose (qn)n∈N is a convergent sequence in K with a limit
q ∈ K. Define q˜n = Φ(qn) ∈ K for n ∈ N. By Lemma 3.2, any subsequence of (q˜n)n∈N
has an L1(R2)–convergent subsubsequence, and we aim to verify that any resulting limit
point q˜ ∈ K equals Φ(q). To this end, we relabel the subsubsequence so that q˜n → q˜ in
L1(R2). The definition of Φ yields∫
R2
(Lqnϕ) q˜n dx dy = 0, ϕ ∈ C∞c (R2), (3.1)
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where we have employed the notation
(Lqnϕ)(x, y) = 1
2
σ21(x)ϕxx(x, y) +
1
2
σ22(y) f
−2(y)Gf
−2;qn(x)ϕyy(x, y)
+ b1(x) (hf
−2)(y)Ghf
−2;qn(x)ϕx(x, y) + b2(y) f
−2(y)Gf
−2;qn(x)ϕy(x, y).
With m(x) =
∫
R
q(x, y) dy, Lemma 3.1 gives Gf
−2;qn → Gf−2;q and Ghf−2;qn → Ghf−2;q in
L1(R, m(x) dx). By taking a further subsequence, we can ensure that both convergences
hold also a.e. with respect to the probability measure m(x) dx. Since q ∈ K, we have
m > 0 (Lebesgue) a.e., and so Gf
−2;qn → Gf−2;q and Ghf−2;qn → Ghf−2;q (Lebesgue) a.e.
along the same subsequence. Thus, for all ϕ ∈ C∞c (R2),∣∣∣∣∫
R2
(Lqϕ) q˜ dx dy−
∫
R2
(Lqnϕ) q˜n dx dy
∣∣∣∣≤∫
R2
|Lqϕ−Lqnϕ| q˜ dx dy+
∫
R2
|Lqnϕ| |q˜−q˜n| dx dy
tends to 0 along that subsequence. The definition of Φ(q) now shows that q˜ = Φ(q). 
Proof of Theorem 1.3. Lemmas 3.2 and 3.3 reveal that Φ is a continuous map from
the (non-empty) norm-compact and convex set K ⊂ L1(R2) into itself. Consequently,
there exists a fixed-point p˜ = Φ(p˜) ∈ K by the Schauder fixed-point theorem. In view of
the definition of Φ, the latter satisfies the transformed stationary Fokker-Planck equation
(2.4) for all ϕ ∈ C∞c (R2). Parts (ii) and (iv) of Proposition 2.2 then imply that p(x, y) =
p˜(x, y) f−2(y)Gf
−2;p˜(x) satisfies the original stationary Fokker-Planck equation (2.2) for
all ϕ ∈ C∞c (R2). Moreover, there is a unique stationary weak solution of the SDE{
dXt = b1(Xt) h(Yt)G
h;p(Xt) dt+ σ1(Xt) f(Yt)
√
Gf2;p(Xt) dWt,
dYt = b2(Yt) dt+ σ2(Yt) dBt
by Proposition 2.3. Applying [Tre16, Theorem 2.5] as in the beginning of the proof
of Lemma 2.6 (noting that p(x, y) dx dy has a finite first moment because p˜(x, y) dx dy
does), the distributions L(Xt, Yt) for t ≥ 0 are readily identified with p(x, y) dx dy. Hence,
(Xt, Yt)t≥0 is a weak solution of the SDE (1.5) which obeys (Xt, Yt)
d
= (X0, Y0) for t ≥ 0.
Claims (i) and (ii) are immediate corollaries of Proposition 1.1 and Lemma 1.2, and
we turn to the proof of claim (iii). Inserting the definition of Gf
−2;p˜ into p(x, y) =
p˜(x, y) f−2(y)Gf
−2;p˜(x), differentiating via the product rule, and using the boundedness
of f−2, Gf
−2;p˜, p˜/p and f 2 we estimate
∫
R2
p2x
p
dx dy by a constant multiple of∫
R2
p˜2x
p˜
dx dy +
∫
R2
p˜
(
∫
R
p˜x(·, z) dz)2
(
∫
R
p˜(·, z) dz)2 dx dy +
∫
R2
p˜
(
∫
R
f−2(z) p˜x(·, z) dz)2
(
∫
R
p˜(·, z) dz)2 dx dy.
The first dx dy–integral is finite thanks to p˜ ∈ K. Setting ψ = 1 and ψ = f−2 in the cases
of the second and third dx dy–integrals, respectively, and integrating in y we end up with∫
R
(∫
R
ψ(z) p˜x(x, z) dz
)2
1
m˜1(x)
dx,
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where m˜1(x) =
∫
R
p˜(x, z) dz. By Jensen’s inequality,∫
R
(∫
R
ψ(z) p˜x(x, z) dz
)2
1
m˜1(x)
dx =
∫
R
(∫
R
ψ(z)
p˜x(x, z)
p˜(x, z)
p˜(x, z)
m˜1(x)
dz
)2
m˜1(x) dx
≤
∫
R
∫
R
ψ2(z)
p˜x(x, z)
2
p˜(x, z)2
p˜(x, z)
m˜1(x)
dz m˜1(x) dx,
(3.2)
which is finite due to the boundedness of ψ and p˜ ∈ K. It follows that ∫
R2
p2x
p
dx dy <∞.
Differentiating by means of the product rule and relying on the boundedness of p˜/p,
f−2, Gf
−2;p˜ and (f−2)′ we see that
∫
R2
p2y
p
dx dy cannot exceed a constant multiple of∫
R2
p˜2y
p˜
+ p˜ dx dy. In view of p˜ ∈ K, we obtain claim (iii).
Lastly, we prove that any stationary weak solution of the SDE (1.5) must be strong.
For this purpose, we recall a theorem of Veretennikov (cf. [Ver80, Theorem 4]): Strong
existence and pathwise uniqueness are valid for a one-dimensional SDE
dZt = b(t, Zt) dt+ σ(t, Zt) dβt
under the assumptions that b and σ are bounded and measurable, inft≥0, z∈R σ(t, z) > 0
and supt≥0 |σ(t, z) − σ(t, z˜)| ≤ C|z − z˜|1/2 for all z, z˜ ∈ R, with some C < ∞. By a
straightforward localization argument, one can extend his result to drifts fulfilling the
linear growth condition |b(t, z)| ≤ C(1 + |z|), t ≥ 0, z ∈ R, as well as relax the regularity
condition on the diffusion coefficient to local 1
2
–Ho¨lder continuity, in the sense that for
each R > 0 there is a CR < ∞ with supt≥0 |σ(t, z) − σ(t, z˜)| ≤ CR|z − z˜|1/2 for all
z, z˜ ∈ [−R,R].
Next, suppose (Xt, Yt)t≥0 is a stationary weak solution of the SDE (1.5), defined on
some probability space (Ω,F ,F,P) supporting independent standard F-Brownian motions
W and B, so that (Xt)t≥0 and (Yt)t≥0 are of course adapted to the same filtration F. Strong
existence and pathwise uniqueness hold for the one-dimensional SDE (Yt)t≥0 solves, and
so each Yt is measurable with respect to (Y0, (Bs)s∈[0,t]). In addition, the processes (Wt)t≥0
and (Yt)t≥0 are conditionally independent given X0, because the Brownian motion (Wt)t≥0
is independent of (X0, Y0) and the Brownian motion (Bt)t≥0. Thus, for any x0 ∈ R and
any continuous real-valued function y = (yt)t≥0, the conditional law of the process (Xt)t≥0
given {X0 = x0, (Yt)t≥0 = (yt)t≥0} agrees with the law of a weak solution to the SDE
dXx0,yt = λ(X
x0,y
t , yt) dt + ξ(X
x0,y
t , yt) dβt, X
x0,y
0 = x0, (3.3)
living perhaps on a different probability space, where
λ(x, y) = b1(x)
h(y)
E[h(Yt)|Xt = x] , ξ(x, y) = σ1(x)
f(y)√
E[f 2(Yt)|Xt = x]
.
We are going to show that the solution of the SDE (3.3) is pathwise unique. This, in turn,
implies that each Xx0,yt is measurable with respect to (βs)s∈[0,t]. Since this is true for all x0
and y, we deduce that eachXt must be measurable with respect to (X0, (Ys)s≥0, (Ws)s∈[0,t])
on the original probability space. As (Ys)s≥0 is adapted to (Y0+Bs)s≥0, we conclude that
each Xt is measurable with respect to (X0, Y0, (Bs)s≥0, (Ws)s∈[0,t]). Finally, the Brownian
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motion (Bs − Bt)s≥t is independent of Ft, whereas Xt is Ft-measurable, so that Xt is, in
fact, measurable with respect to (X0, Y0, (Bs)s∈[0,t], (Ws)s∈[0,t]).
It remains to establish the pathwise uniqueness for the SDE (3.3). Thanks to the
discussion of Veretennikov’s theorem above, the assumption |b1(x)| ≤ C2(1 + |x|) for
x ∈ R, and the boundedness of h from above and below by positive constants, it suffices
to check that (t, x) 7→ ξ(x, yt) is locally 12–Ho¨lder continuous in x uniformly in t ≥ 0, for
all continuous real-valued (yt)t≥0. In view of ξ(x, yt) = σ1(x) f(yt)
√
Gf2;p(x), the uniform
Lipschitz continuity and boundedness of σ1, the boundedness of f , and the boundedness
of Gf
2;p above and below by positive constants, it is enough to prove the local 1
2
–Ho¨lder
continuity of Gf
2;p. To this end, we compute
(Gf
2;p)′(x) =
∫
R
px(x, z) dz∫
R
f 2(z) p(x, z) dz
−
∫
R
p(x, z) dz
∫
R
f 2(z) px(x, z) dz
(
∫
R
f 2(z) p(x, z) dz)2
.
Hence, with m1(x) =
∫
R
p(x, z) dz, we can use the lower boundedness of f 2 by a positive
constant to estimate
∫
R
(Gf
2;p)′(x)2m1(x) dx by a constant multiple of∫
R
(∫
R
px(x, z) dz
)2
1
m1(x)
dx+
∫
R
(∫
R
f 2(z) px(x, z) dz
)2
1
m1(x)
dx.
By repeating the steps in (3.2), with ψ = 1 and ψ = f 2, respectively, and with (p,m1) re-
placing (p˜, m˜1), we see that the latter expression is finite. Hence,
∫
R
(Gf
2;p)′(x)2m1(x) dx <
∞ and, due to the boundedness ofm1 away from 0 on compact intervals (cf. (1.8)), the de-
rivative (Gf
2;p)′ is locally Lebesgue square integrable. Therefore, Gf
2;p is locally 1
2
–Ho¨lder
continuous, as desired. 
4. Proof of Theorem 1.4 and further discussion
In this section we first prove Theorem 1.4 and then give a more direct and enlightening
argument for the independence of Xt and Yt for each t ≥ 0 when h ≡ f 2.
Proof of Theorem 1.4. Recall from Theorem 1.3 that any stationary weak solution
(Xt, Yt)t≥0 of the SDE (1.5) is strong and satisfies Xt
d
= X̂t and Yt
d
= Ŷt for each t ≥ 0,
where (X̂t)t≥0 and (Ŷt)t≥0 are the unique stationary weak solutions of the SDEs (1.2) and
(1.7), respectively. Thanks to Proposition 2.3 and strong uniqueness being a consequence
of strong existence and weak uniqueness, it suffices to show that, for any stationary weak
solution (Xt, Yt)t≥0 of (1.5), Xt and Yt are independent for each t ≥ 0.
Let (Xt, Yt)t≥0 be a stationary weak solution of (1.5). By claim (iii) in Theorem 1.3,
the joint law L(X0, Y0) admits a density p. We introduce a transformation similar to that
of Section 2.2. Define a new probability density p˜ by
p˜(x, y) =
f 2(y) p(x, y)∫
R2
f 2 p dx dy
.
We claim that p˜ is the fixed-time marginal distribution of the stationary weak solution to{
dX˜t = b1(X˜t)G
f2;p(X˜t) dt + σ1(X˜t)
√
Gf2;p(X˜t) dWt,
dY˜t = b2(Y˜t) f
−2(Y˜t) dt+ σ2(Y˜t) f
−1(Y˜t) dBt.
(4.1)
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To obtain this, note that p itself solves (2.2), which for h ≡ f 2 becomes
∀ϕ ∈ C∞c (R2) : 0 =
∫
R2
(
1
2
σ21(x) f
2(y)Gf
2;p(x)ϕxx(x, y) +
1
2
σ22(y)ϕyy(x, y)
+ b1(x) f
2(y)Gf
2;p(x)ϕx(x, y) + b2(y)ϕy(x, y)
)
p(x, y) dx dy.
Equivalently,
∀ϕ ∈ C∞c (R2) : 0 =
∫
R2
(
1
2
σ21(x)G
f2;p(x)ϕxx(x, y) +
1
2
σ22(y) f
−2(y)ϕyy(x, y)
+ b1(x)G
f2;p(x)ϕx(x, y) + b2(y) f
−2(y)ϕy(x, y)
)
p˜(x, y) dx dy,
i.e., p˜ solves the stationary Fokker-Planck equation associated with the SDE (4.1). Com-
bining Proposition 2.3 and [Tre16, Theorem 2.5] as in the beginning of the proof of Lemma
2.6 we identify p˜ as the fixed-time marginal distribution of the unique stationary weak
solution to (4.1). The uniqueness of the latter renders (X˜t)t≥0 and (Y˜t)t≥0 independent,
each being the unique stationary weak solution of the corresponding one-dimensional
SDE (cf. Lemma 1.2). Thus, p˜(x, y) = m˜1(x) m˜2(y), where m˜1(x) =
∫
R
p˜(x, y) dy and
m˜2(y) =
∫
R
p˜(x, y) dx. The definition of p˜ implies that p must also be of product form. 
An interesting and more direct argument reveals why independent solutions arise when
h ≡ f 2. We work formally here, implicitly assuming enough regularity for the differential
equations to be valid in the classical sense, but the approach can be easily adapted to
the setting of distributional solutions. Denote again by m1(x) and m2(y) the stationary
probability densities for the one-dimensional marginal SDEs
dXt = b1(Xt) dt+ σ1(Xt) dWt and dYt = b2(Yt) dt+ σ2(Yt) dBt, (4.2)
respectively. This means m1 and m2 solve the differential equations
1
2
(σ21m1)xx − (b1m1)x = 0 and
1
2
(σ22m2)yy − (b2m2)y = 0.
Multiply the first equation by m2(y)f
2(y) and the second by m1(x), and then add the
two resulting equations to find that p(x, y) = m1(x)m2(y) solves the PDE
1
2
(
σ21(x) f
2(y) p(x, y)
)
xx
+
1
2
(
σ22(x) p(x, y)
)
yy
−(b1(x) f 2(y) p(x, y))x−(b2(y) p(x, y))y=0.
That is, p(x, y) = m1(x)m2(y) is the stationary probability density for the SDE{
dXt = b1(Xt) f
2(Yt) dt+ σ1(Xt) f(Yt) dWt,
dYt = b2(Yt) dt+ σ2(Yt) dBt.
(4.3)
Observe that it does not matter in the above argument whether we normalize f 2(y) by
the constant
∫
R
f 2m2 dy or not, because the stationary probability density for the SDE
dXt = a
2 b1(Xt) dt+ aσ1(Xt) dWt
is the same for each constant a > 0. Indeed, the constant a simply amounts to the time
change t 7→ a2t in the SDE. This point of view also lends to an intriguing interpretation of
Theorem 1.4. Given (Xt)t≥0 and (Yt)t≥0 solving the SDEs in (4.2) from independent initial
22 DANIEL LACKER, MYKHAYLO SHKOLNIKOV, AND JIACHENG ZHANG
conditions, suppose we define a time change by t 7→ τt =
∫ t
0
f 2(Ys) ds. Then (Xτt , Yt)t≥0
should be a weak solution of the SDE (4.3). It is not immediately obvious, except when
f is constant, that the time-changed equation should admit the same (i.e., product form)
stationary probability density, but Theorem 1.4 demonstrates that this is the case.
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