In this paper, we propose a new clustering algorithm, IFD 1 , based on a cluster model of data coefficients D and feature coefficients F. The coefficients denote the degree (or weights) of the data and features associated with the clusters. Clustering is performed via an iterative optimization procedure to mutually reinforce the relationships between the coefficients. The mutually reinforcing optimization exploits the duality of the data and features and enable a simultaneous clustering of both data and features. We have shown the convergence property of the clustering algorithm and discussed its connections with various existential approaches. Extensive experimental results on both synthetic and real data sets show the effectiveness of IFD algorithm.
INTRODUCTION
The problem of clustering data arises in many disciplines and has a wide range of applications. Intuitively, the clustering problem can be described as follows: Let W be a set of n data points in a multi-dimensional space. Find a partition of W into classes such that the points within each class are similar to each other. Generally clustering problems are determined by four basic components: a) the (physical) representation of the given data set; b) the formal model for describing the generation of the data set; c) The criterion/objective function which the clustering solutions should aim to optimize; d) The optimization procedure. For a given data clustering problem, the four components are tightly coupled. The formal model is induced from the physical representation of the data, the formal model along with the objective function determines the clustering capability and the optimization procedure decides how efficiently and effectively the clustering results can be obtained. The choice of the optimization procedure depends on the first three components.
The work is done during the author's 2003 summer internship at IBM T.J. Watson Research Center. 1 IFD stands for Iterative Feature and Data clustering.
The clustering problem has been studied extensively in machine learning, databases, and statistics from various perspectives and with various approaches and focuses. However, many methods suffer from serious drawbacks due to the following reasons. First, some methods based on the models that make simple assumptions on the data distributions e.g., Gaussian mixture models. Second, the criterion/objective function adopted by most methods are based on the distance functions between sample points. Hence most algorithms do not work efficiently in high dimensional spaces due to the curse of dimensionality. It has been shown that in a high dimensional space, the distance between every pair of points is almost the same for a wide variety of data distributions and distance functions [2] . Many feature selection techniques have been applied to reduce the dimensionality of the space. However, as demonstrated in [1] , the correlations among the dimensions are often specific to data locality; in other words, some data points are correlated with a given set of features and others are correlated with respect to different features. As pointed out in [6] , all methods that overcome the dimensionality problems use a metric for measuring neighborhoods, which is often implicit and/or adaptive. Third, the cluster interpretation and validity are also important concerns. Last but not least, efficient optimization procedures are also needed for better convergence.
In this paper, we propose a new clustering algorithm, IFD, which models cluster generation as two sets of coefficients: data coefficients D and feature coefficients F. The data (respectively, feature) coefficients denote the degree to which the corresponding data (respectively, feature) is associated with the clusters. The data clustering task is carried out by iteratively computing the two sets of coefficients based on mutually reinforcing updating rules derived from the objective criterion. The mutually reinforcing rules exploit the duality of the data and features, thus enable a simultaneous clustering of both data and features. By generating an explicit feature assignments, IFD produces interpretable descriptions of the resulting clusters as an added bonus. In addition, by iteratively reinforcing updating, IFD performs an implicit adaptive feature selection at each iteration and flexibly measures the distances between data points. Therefore it works well for high-dimensional data. We have proved the convergence property of IFD algorithm and conducted extensive experiments to show its effectiveness.
IFD CLUSTERING

The Cluster Model
We assume that the data is represented in a "flat- 
indicates the degree to which data point i (resp. feature i) is associated with cluster j.
Note that clustering solutions can be easily obtained once the data or feature coefficients are obtained. Basically, D induces a hard clustering assignment by assign data point i to cluster x if x argmax j d i j . We also maintain the invariant that the weights of each data (feature) are normalized so their sums are equal to 1:
Matrix Perspective
Given a binary dataset W 
Optimization
The objective function can be rewritten as
The above derivations used the matrix properties 2 
∂O ∂F
The above derivatives in Equation 2 and 3 would lead to the opti-
However, the computation of the the inverse matrix is usually expensive. In addition, if the data is ill-posed, the computation also faces the inverse problem: a small perturbation in the matrices may result in a big difference in its inverse. So it is natural to look for approximation methods.
Mutual Reinforcing Updating
Let's take a closer look at the two updating rules: On the other hand, for most clustering tasks, it is customary to assume that the features or data belonging to different clusters do not overlap 3 . By imposing orthogonal requirements, we would obtain two simplified updating rules
In addition, we note that these simplified rules has a natural interpretation analogous to the HITS ranking algorithm [9] . Basically, the optimizing rules show the mutually reinforcing relationship between the data and the features. It is natural to express as follows: if a feature f is shared by many points that have high weights associated with a cluster c, then feature f has a high weight associated with c. On the other hand, if a data point d is shared by many points that have high weights associated with a cluster c, then the data point d has a high weight associated with c. To find the desired solution for D and F, one then apply the two rules in an alternative fashion and see whether a fixed point is reached. We have shown in Section 4 that the optimization procedure converges.
ALGORITHM DESCRIPTION
The clustering procedure of clustering is described as Algorithm The mutually reinforcing updating rules derived in Equation 4 and Equation 5 implicitly assume that all the features/data are beneficial to clustering assignments. In real applications, however, not all the features are characteristic features for the clusters and some of them are outliers. Similarly, there exist data points which do not belong to any cluster. Hence, step 2.1 and step 2.3 also perform outlier detections. Intuitively, a feature is a characteristic feature for a cluster if its associated degree to the cluster is significantly greater than that to any other cluster. Similarly, a data point belongs to a cluster if its associated degree to the cluster is significantly greater than that to any other cluster. In our implementation, if a feature (or data point) has similar associated degrees to multiple clusters, (i.e., the differences between the associated degrees are less than some predefined value ), then it is viewed as an outlier at current stage. The identified outliers at one step do not contribute to the mutual reinforcing updating for the adjacent step 4 . The post-processing step performs normalization and thresholding operations to make the coefficients satisfying the requirements for orthogonal iterations. In particular, thresholding operations make sure that each row of the data (feature) coefficients has at most one entry 5 with value 1 and all the rest are zeros. will show that under certain conditions, our optimization procedure would converge to the subspace spanned by the k dominant eigenvectors.
CONVERGENCE ANALYSIS
Suppose the sizes of the k clusters are n 1
n k respectively and n ∑ k i ¡ 1 n k . Note that WW T is a n n matrix and each entry computes the number of matches (i.e., the denominator of the similarity coefficients) between data points. We could then normalize the entries of WW T such that the sum of each row equals to one. To simplify the analysis, we ordered the points in W according to which cluster they are in, so that all points belonging to the first cluster appear first and the second cluster next, etc. The permutation of the matrices does not change the spectral properties. Since data points inside each cluster are similar to each other while they are quite different among clusters, WW T can be regarded as the addition of two matrices:
n is a matrix with a small value in each entry, i.e.,
Denote S WW T , set:
L is the unperturbed part of S. It then follows from perturbation theory [8, 3] that the spectrum of S ¡ ε ¢ can be divided into two parts:
1. the Perron cluster including the Perron root λ 1 1 and the k
2. the remaining part of the spectrum, bounded away from 1 for ε 0.
It can then be shown that our optimization procedure performs an approximate orthogonal iteration to compute the k largest eigenvalues of WW T . Due to the space limit, we omit the detailed proof here.
EXPERIMENTS
We have applied IFD on a variety of datasets. Due to space limit, we only present experimental results on the CSTR dataset. CSTR is the dataset of the abstracts of technical reports published in the Department of Computer Science at the University of Rochester between 1991 and 2002. The TRs are available at http://www.cs.rochester.edu/trs. It has been used in [13] for text categorization. The dataset contained 476 abstracts, which were divided into four research areas: Natural Language Processing(NLP), Robotics/Vision, Systems, and Theory. We represent the abstracts using binary vector-space model where each document is a binary vector in the term space and each element of the vector indicates the presence of the corresponding term. To pre-process the dataset, we remove the stop words use a standard stop list and perform stemming using a porter stemmer, all HTML tags are skipped and all header fields except subject and organization of the posted article are ignored. Finally we select the top 1000 words by mutual information with class labels. We now try to visualize the cluster structure that might be discovered by IFD algorithm. Figure 1 shows the original word-document matrix of CSTR and the reordered matrix obtained by arranging rows and columns based on the cluster assignments. The figure reveals the hidden sparsity structure of both the document and word clusters. The four block diagonals in Figure 1 (b) correspond to the four clusters and the dense region at the bottom of the figure identifies the feature outliers (which are distributed uniformly across the technical reports. The rough block diagonal sub-structures observed indicate the cluster structure relation between documents and words. Hence, by exploiting the duality of the data and features and incorporating the feature information in data clustering at all stages, The IFD algorithm tends to yield better clustering solution than one-dimensional clustering approaches, especially for high dimensional sparse datasets. The dense region (corresponding feature outliers) also reflects the feature selection ability of IFD.
IFD comes with an important by-product that the resulting classes can be easily described in terms of features, since the algorithm employs a dual procedure and also returns feature clusters. In Table 3 , we show the four word clusters obtained when applying IFD on CSTR dataset. It can be easily seen that these words are meaningful and are often representatives of the associated document cluster. For example, shared and multiprocessor are representatives of the Systems cluster 6 . Similarly, turing and reduction highlight the theory research efforts at Rochester. An interesting and also important implication is the interpretability of the clustering results. The document clusters could be well explained using its associated feature(word) clusters.
RELATED WORK
Traditional clustering techniques has focused on one-sided clustering and they can be classified into partitional, hierarchical, density- 6 This conforms with the fact that system research at Rochester's computer science has traditionally focused on shared and parallel system processing. based and grid-based [7] . Most of these algorithms use distance functions as objective criteria and are not effective in high dimensional spaces. The IFD algorithm has connections with various recent clustering algorithms such as co-clustering [4] , information bottleneck(IB) [14] , CoFD [12] , non-negative matrix factorization(NMF) [11] , spectral clustering [15] , binary matrix decomposition [10] , subspace clustering [1] , adaptive feature selection [5] and etc. The related work can be briefly summarized in Figure 2 . The iterative dual optimization in IFD is similar to co-clustering, and the cluster model with data and feature coefficients in IFD is similar to that the data and feature maps in [12] . The optimization procedure of IFD converges to the span of dominant eigenvectors and this share the spirit of spectral clustering [15] . By iteratively reinforcing updating, IFD performs an implicit adaptive feature selection at each iteration and has some common ideas with adaptive feature selection methods. Since each cluster obtained in IFD is associated with some features, IFD can then be regarded as adaptive subspace clustering.
CONCLUSIONS
In this paper, we introduced a new cluster model based on data and feature coefficients and then proposed a mutually reinforcing optimization procedure to iteratively cluster both data and features. We also gave a theoretical analysis on the convergence property of the iterative procedure. Experimental results suggested that IFD is a viable and competitive clustering algorithm.
