A virtual, all-season test site for use in real-time vehicle simulators and mobility models was constructed of an Army firing range in Northern Vermont. The virtual terrain will mimic the terrain of our Virtual Data Acquisition and Test Site (VDATS) at Ethan Allen Firing Range (EAFR). The objective is to realistically simulate on-and off-road vehicle performance in all weather conditions for training and vehicle design for the US Army. To this end, several spatial datasets were needed to accurately map the terrain and estimate the state-ofthe-ground and terrain strength at different times of the year. The terrain strength is characterized by terramechanics properties used in algorithms to calculate the forces at the vehicle-terrain interface. The performance of the real vehicles will be compared to the simulated vehicle performance of operator-in-the-loop and unmanned vehicles for validation of the simulations. Real vehicles are instrumented and perform maneuvers at the test site to develop and validate mathematic models describing vehicle behavior in all-season conditions, including snow, ice, frozen and thawing ground.
INTRODUCTION
All-season capabilities are lacking in nearly all modeling and simulation efforts for the Army, even though on much of the world's landmass, "winter" happens every year! Although all-season vehicle performance algorithms have been included in the NATO Reference Mobility Model (NRMM II) since 1995 [1, 2] , and in research grade vehicle models since the late 1990s [3] , these have only recently been included in the Army's wargaming simulations [4] . To advance the state of the The objective of the joint research program is to make significant advances in the state-of-the-art for off-road, all-season ground vehicle models, terrain mechanics, and vehicle-terrain interaction models. This effort includes three different levels of fidelity-"highresolution," "real-time," and "hyper-real-time," with some consistency among them [5] . The primary modeling and simulation technologies addressed include real-time simulation methods and vehicle-terrain interaction modeling, in addition to the development of standard vehicle interfaces, modeling of advanced suspension components, modeling of unconventional powertrain configurations, flexible-body dynamics models, and the modeling of virtual terrain. Of these, the real-time vehicle simulator serves as the showcase to demonstrate and evaluate the new simulation and vehicle technologies (see Figure 1 ). The work presented here specifically addresses the technology gap for incorporating terrain effects into real-time vehicle simulators, for all weather conditions. To do this, a virtual test terrain was constructed where weather extremes on the terrain are realistic and can be validated in a natural environment.
The Cold Regions Research and Engineering
Laboratory, in Hanover, NH, the US Army Tank and Automotive Research, Development and Engineering Center (TARDEC) in Warren, MI, and the Vermont National Guard, in Colchester, VT collaborated to build a virtual All-Season Terrain for use in real-time vehicle simulators and Army mobility models. The virtual terrain will mimic the terrain of our Virtual Data Acquisition and Test Site (VDATS) at the Ethan Allen Firing Range (EAFR), where real vehicles perform maneuvers and data is collected to help develop mathematical models used to describe vehicle behavior in all-season conditions, including snow, ice, frozen and thawing ground. The objective is to realistically simulate on-and off-road vehicle performance in all weather conditions for training and vehicle design for the US Army.
Realistic terrain representation is the key to successful physics-based simulations of all-terrain, all-season vehicle performance. Terrain surface models include visual representations, elevation profiles and terrain features as well as terramechanical properties, soil types and the state of the ground (wet, dry, frosted, thawed, snow or ice covered) that affect mobility. These terrain and soil types must be correlated to the visual representation of the terrain using texture maps (i.e., a snowy surface must have a texture map that visually represents the snowy surface). A methodology to incorporate terrain deformation and the consequent forces on the wheel or track attributable to a variable terrain surface has also been developed [6, 7] . An allseason virtual terrain has been developed with the capabilities to spatially distribute soil and snow properties and to change these to reflect seasonal changes in the terrain. The test terrain is the EAFR in northern Vermont, which consists of a wide range of terrains (mountains and valleys, forests, and fields) and soil types (see Figure 2) . The real-time driver simulator will be validated against actual vehicle maneuvers using instrumented test vehicles performing the same maneuvers at this site.
Terrain mechanics modeling and simulation technologies addressed by the TARDEC-USACE project include the development of:
• Methods to generate high-resolution terrain from lower resolution databases and statistical descriptions of the terrain.
• Three-dimensional, all-season (soil, snow, ice) terrain mechanics models, including surface deformation, moisture, and temperature effects along with the generation of tractive forces.
• Obstacle layers capable of accommodating highresolution obstacle negation experiments.
• Dynamic terrain models that allow for soil deformation memory and obstacles that change because of natural and man-made events. The DEM for the entire site, in Figure 2 , illustrates the relatively flat to rolling hills of the western portion of the test area gradually increasing to the steep slopes and high elevations of the eastern portion of the test area which lies just west of Mt. Mansfield, the highest peak in Vermont. The mountainous peaks lie above the tree line and occur just east of the test area. Slope aspects are predominately westward. Soils are primarily silts (over 60%) with clayey sands common on the eastern portion of the test site consisting of the western slope of the Green Mountains of Vermont ( Figure 3 ). Sands predominate in the lowlands and outwash areas.
VIRTUAL ALL-SEASON TERRAIN -ETHAN ALLEN FIRING RANGE TEST SITE
One of the major trail networks, accessible for small and lightweight vehicles, is an old biathlon range on Feigel hill. This trail network was mapped by the VT National Guard using GPS on an All Terrain Vehicle (ATV) and are shown in red in Figure 4 . This network is a prime location for off-road vehicle traverses, particularly for lightweight or robotic reconnaissance vehicles.
A two square kilometer area of the site was included in a high-resolution LIDAR survey in 2002. The outline of the LIDAR data collection is shown in Figure 4 . The resulting LIDAR DEM is based on approximately 20 ground elevation points per square meter. The high-resolution elevations will be used for a terrain data subset for small, lightweight (30 kg) robotic vehicle tests and simulations, and to characterize the terrain roughness for impact on vehicle performance.
TERRAMECHANICS SURFACE
Terramechanics properties describe the terrain condition and strength for calculating the forces at the vehicleterrain interface. In the initial version of the interface software, the algorithms are based on off-road vehicle performance algorithms based on those in the NATO Reference Mobility Model (NRMM) for snow, and based on the WES numerics for soil. [7] The Application Programmers Interface (API) for the terramechanics algorithms is generic so that the algorithm versions can be easily upgraded as they become available. The terramechanics terrain properties for version 1.0 of the terramechanics program consist of soil type, cone penetration resistance, snow depth and density, frost and thaw depth, and the presence of surface ice. These are linked to the virtual terrain using a lookup table, which will reflect different seasonal conditions. The terramechanics table potentially can be changed over time, even within the simulation run, to represent weather effects on the terrain materials.
The terrain geometry model and the Ride Motion Simulator computer generated imagery will be based on an OpenFlight® virtual terrain database. The desire is to use the OpenFlight® database to store the soil/terrain attributes required by the terramechanics model. The terrain attribute or code assigned to the real-time terrain is a code defining the soil type, drainage, combination slope and aspect classification, and vegetation index. Using these four parameters, plus elevation (which is passed back and forth during force calculations), allows us to distribute the terrain properties across the terrain based on time of year, or even time of day. The number of classes and associated bits for each parameter are given below. Combined, this scheme results in defining the terrain properties using 16 bits, in order to minimize information needed in memory and real-time calculations. The classifications for each of these parameters are given in Tables 2, 3 , and 4, and 5. The five parameters that will make up the HGTM terrain surface type are:
Soil Codes (20) 5 bits Drainage indices (6) 3 bits Slope and Aspect classes (27) 5 bits Vegetation indices (6) 3 bits Total (67200) 16 bits
For each combination of these types, there will be a lookup table that will link the codes to the correct terrain mechanics properties to run the model. We plan on using a different lookup table for each month of the year (approximately), to incorporate the seasonal aspects of the terrain surface properties. Conceptually, we could also change lookup tables during the simulation to bring in weather effects on the terrain during the simulation.
Bullock developed methodology to infer soil strength values from soil type, wetness index, geographic location and seasonal parameters. [9] Following this methodology, a combination of soil type and drainage information can be used to infer soil strength based on the time of year. This type of analysis was used to spatially and seasonally distribute terrain strength in a Geographic Information System (GIS) for off-road mobility analysis. [10] Extending this to include winter effects (snow cover and thawing/frozen ground), tables of distinct terramechanics properties based on weather conditions (e.g. monthly, daily, or seasonally) indexed to a set of principle terrain codes should allow the real-time simulator to demonstrate differences in terrain condition These can be pre-determined on a monthly or scenario basis, without the need to modify and recompile the OpenFlight® files. These codes were chosen to be easily convertible to other terrain data types (used in Army simulations). A complete description of the relationships between the various data structures is given in [7] .
Snow properties will be distributed across the terrain based on mass and energy balance considerations (Melloh et al., in progress). Parameters considered in determining the snow depth (as well as density, snow water equivalent, strength, etc.) are elevation, solar exposure (slope and aspect), and vegetation (forest canopy effects). While elevation, and to a lesser extent forest canopy,(through interception) impact snow fall and accumulation, all these parameters affect the snow melt pattern. Elevation is available during the realtime calculations and is therefore available to distribute snowfall across the elevation and temperature gradient. During the late winter and spring, when the primary process is melt, the snow properties will be spatially adjusted using the categorical class combinations of solar exposure (more melt on south facing slopes) elevation (temperature gradients) and vegetation (subforest canopy energy balance). The solar exposure classes (Table 4) were chosen based on clear sky solar radiation as a function of latitude, longitude, elevation, slope and aspect (azimuth). The vegetation classes (Table 5 ) are used to adjust snow properties due to forest effects. These effects are reduced solar transmittance, reduced longwave radiation losses, and reduced wind speeds that moderate turbulent energy fluxes and snow interception during an accumulation phase. This is a general approach for considering elevation, solar exposure and vegetation effects on snow property distribution that is applicable to other areas of the world. Local adjustments or fine-tuning of the parameters is desirable. For example, in the application to Ethan Allen the slope categories were adjusted to fit the range and prevalence of slope categories actually present.
EAFR VIRTUAL TERRAIN VISUALIZATION
The ultimate goal for the VDATS is to develop a highresolution, simulated, all-weather terrain that accurately reproduces the real terrain found at the EAFR. This virtual terrain is then used as the surface that physics based dynamic models of vehicles can traverse in either real-time, man-in-the-loop simulations using the six degree-of-freedom Ride Motion Simulator (RMS) at TARDEC (see Figure 1) , or other high-resolution computer based analysis of vehicle performance. With this high-resolution simulated terrain skin, the simulations should come close to recreating what would occur in the field at EAFR. The VDATS will be used as a tool to develop and verify physics based algorithms to accurately model ground surface response to tires and tracks, i.e. -vehicle movements that ultimately will reproduce vehicle traction, sliding and rolling resistance along with the attendant inertial response of the vehicles. Once this surface/tires and track interaction is modeled correctly, the VDATS becomes a valuable tool for a range of uses. These include virtual vehicle/robotic development, vehicle/robotic response and performance to changing weather, terrain and environmental conditions and driver reaction under varying weather and performance conditions.
In order to correctly enable the simulated driving experience, the driver's visualization of the virtual terrain should realistically mimic the actual terrain. This detail is important when the simulated driving experience will be used to help determine driving tactics and procedures that could be used in the real environment under conditions encountered in the simulator. TARDEC has access to three image generation computers to accomplish this task, including: an Evans & Sutherland ESIG-HD/3000® and Harmony™ and a Silicon Graphics Inc. Onyx4.
The first step in creating a virtual terrain skin is to obtain accurate (to some degree) data describing a portion of the earth of interest to the user. This data is typically in an x,y grid with corresponding elevation values. Examples of this data would be Digital Terrain Elevation Data (DTED) from the National Geospatial-Intelligence Agency (formerly NIMA) or Digital Elevation Model (DEM) data from the U.S. Geological Survey. This data is typically available in 30m resolution, sufficient for most applications, but insufficient to create a realistic and reliable virtual terrain skin.
Once the elevation data has been obtained for a region of interest, a visual terrain database must be created. This is the virtual world that the driver will navigate during testing. There are many tools used to create the virtual terrain, including MultiGen™ Creator® and TerraVista Pro™. This will create a polygonal mesh that represents the elevation data (see Figure 5 ). To increase the realism, objects are now added to the database. These include: structures, trees, vegetation, and finally, texture maps. The texture maps are simply photos that are overlaid upon the polygons to give a realistic appearance to the database (see Figure 6 ). The virtual database is now at the level that is most commonly used throughout industry, military and academia. However, for the needs of the VDATS, this resolution is not good enough.
There are two areas that need to be addressed for the virtual terrain database: increased terrain skin resolution (reduce from 30m resolution to sub-meter or better) and the incorporation of the terrain features themselves into the polygonal information. By features, we mean characteristics such as: soil type, drainage characteristics, vegetation, slope and aspect.
THE NEED FOR HIGH-RESOLUTION TERRAIN DATA
In order to be able to conduct engineering-level, man-inthe-loop simulations using the RMS or to improve the reliability and accuracy of the modeling and simulation of new, existing, or prototype vehicle platforms, the terrain skin used in simulation must be improved. The real-time dynamic model is a high-fidelity, multi-body, physics based mathematical model representing the vehicle's dynamics. The Ride Motion Simulator is capable of recreating six degree-of-freedom motions with a bandwidth approaching 40 Hz. Thus, the limiting factor in creating a truly high-resolution, engineering-level simulation is the terrain skin that is used.
The terrain skin that the real-time vehicle dynamic model traverses (which we will hereafter refer to as the realtime terrain) is typically derived from the virtual terrain that the image generator is using (we will hereafter refer to this as the visual terrain). There are pros and cons to this method. The pro is that the terrain inputs to the suspension system are the same as the terrain that the occupants are viewing and provides the proper correlated visual/motion queues. The con is that an image generator can only display a limited amount of polygons per scene. This leads to the terrain being broken up into polygons of a fairly large size, typically from 30m to 90m in size or larger. Thus, a cross-country terrain is reduced to 30m resolution, thereby removing all higher frequency ground content that would excite the vehicle during the traversal. Unfortunately for the dynamic model, this is equivalent to driving over a flat world and in no way can properly represent a crosscountry terrain. In order to properly recreate the effects of off-road simulations, a higher fidelity and resolution terrain database must be used as an input to the dynamic model. However, if the real-time terrain is vastly different from the visual terrain that the image generator will render, simulator sickness (motion sickness discussed below) may occur during a motion-based simulation. Hence, the challenge in increasing the resolution of the real-time terrain is to keep it correlated to the visual terrain.
One solution to this problem is to develop a separate, high-resolution terrain database for use as an input to the dynamic model but yet have it be correlated to the image generator's visual terrain database. This highresolution terrain database would consist of two parts: the original image generator's terrain skin and a separate portion which consists of high-frequency, lowamplitude terrain which is simply added to the image generator's terrain skin.
CREATION OF HIGH-RESOLUTION EAFR TERRAIN SKIN (NURBS)
This section describes the development of a new methodology for creating a high-resolution surface which can be stored with as little information as possible, and which can be summed to (overlaid upon) a lowerresolution surface derived from a computer image generator's database. This technique has been integrated into the HGTM STO and is outlined here.
To create the high-resolution surface, one must know a few details about the type of terrain they wish to create. The minimum and maximum frequency content must be known. This relates to the wavelengths of the terrain surface one would wish to create. For example, the virtual surface developer may wish to create a surface with bumps/hills having wavelengths between 0.5 meters and 5 meters. The developer must also have an idea of the rms (root-mean-square, a measure of roughness) value for the terrain and an idea of the frequency distribution of the waves in the surface. Does one want more higher frequency content than lower frequency content? More lower than higher? Or a uniform distribution? This information forms the basis for the creation of NURBS (Non-Uniform Rational BSplines) patches that will capture the higher resolution terrain characteristics and will be added to the polygonal surface. Advantages of using NURBS include easy and quick data evaluation (given some x,y value, the elevation can be quickly computed) and that it provide a continuous surface. [11] Spectral fractal geometry (fractional Brownian motion) was used to create a high-resolution surface in the frequency domain, which was then transformed into the spatial domain using a two-dimensional inverse FFT (Fast Fourier Transform). The fractal dimension (used in fractal geometry) is used to shape the data in the frequency domain. The higher the dimension, the more emphasis is placed upon higher frequency terms. The lower the fractal dimension, the more emphasis placed upon lower frequency terms (rolling hills). Figure 7 depicts the effects on a PSD plot of a surface by varying the fractal dimension. Typical values range from 1 to 3. Now that the minimum and maximum frequency content of the surface patch is determined, the control points describing the NURBS surface patch are then extracted so the spatial representation contains the desired frequency characteristics. The STO team is currently developing a library of representative surface patches which can be overlaid upon the low-resolution terrain surface in real-time. This results in a geometrically smooth, high-resolution surface that is correlated to the lower resolution surface from the image generator. While a driver is navigating the image generator's database, the mathematical model representing the vehicle is receiving terrain input at a continuous resolution from the correlated highresolution NURBS database. This unique methodology permits one to create an infinite resolution database storing a small, finite set of data points which describe the NURBS surface patches.
The development and implementation of this technology will provide a ground simulator with a high-fidelity terrain surface with user selectable frequency content, rms and frequency shaping (through the fractal dimension coefficient) for use with a real-time dynamic model that is correlated with an image generator's database. This will provide the motion simulator with realistic terrain inputs, thus creating a more realistic simulation.
VISUAL CORRELATION OF THE TERRAIN SURFACES
As mentioned above, a potential for simulator sickness arises using any method where the motion-based simulator will be traversing a different database than the occupant is seeing. When the occupant sees the terrain that he is traveling over, he is expecting to feel certain vibrations as he traverses it. If he is feeling the vibrations from a different (or in this case modified) terrain, simulator sickness may set in. This happens when his brain tells him from experience to feel one thing, but the simulator does something else. Obviously, a way to impart this new terrain information visually to the user is needed.
An Evans & Sutherland Harmony® image generator is being used is because it provides the ability to manipulate the surface normals on the rendered polygons (Phong shading). This will create variable shading throughout each individual polygon instead of one constant shade for each polygon because of the way that the light source reflects back at different angles to the user's eye off of the polygonal surface. This technique is called bump-map texturing. This lends the illusion of being able to render more image content than a typical image generator. Figure 8 depicts an image of the EAFR using Phong shading and bump-mapped texturing.
VALIDATION
Also important is the simulated terrain's ability to mimic the environmental conditions found in the real environment that affect vehicle performance. This is important for mission planning realism where seasonal changing environmental conditions affect vehicle mobility. Illustrative examples are surface thawing of frozen ground in the spring months or snow retention on certain terrain regions that would make mobility difficult.
To accurately describe these features in the simulated terrain, the detailed soil, vegetation, drainage and elevation data, mentioned previously has been collected. Terrain aspect, vegetation, elevation and weather conditions will be used to predict soil moisture and snow retention which affects traction and defines expected go/no-go areas accurately keyed to time-of-year scenarios. CRREL has done research on snow depth predictions and is applying that knowledge to the VDATS simulated terrain. Fieldwork to verify and refine the predictions is ongoing as part of our VDATS development Figure 9 . The CRREL Instrumented Vehicle (CIV) is a fully instrumented test vehicle capable of numerous measurements that can be used to characterize the vehicle's response to various terrain inputs. It has threeaxis load cells at each tire to measure vertical, longitudinal and transverse wheel forces, a 10-Hz GPS system, and a six-axis Motion Pak to measure vertical, longitudinal and transverse accelerations along with yaw, pitch and roll rates.
As part of our verification in the RMS simulation development, a series of comparative tests are planned between the RMS mathematical models and the CIV. These tests will be performed to determine the CIV measurement resolution on certain terrain features, to characterize the CIV response over resolvable terrain features and to verify the RMS mathematical model of the CIV on the resolvable features. The exact form these comparative tests will take is still in the planning stages but concepts are presented below.
Baseline data to determine the CIV measurement system's resolution will be gathered by reproducing some standard acceleration, braking and lane change maneuvers as well as by traversing easily reproducible "bumps" over a range of speeds. The tests will start with single small-height bumps to determine the resolution of the different CIV sensors as well as to delineate data interpretation procedures that will be meaningful for our comparative tests. Larger and more complex features such as trapezoidal bumps and depressions will be added as necessary to determine sensor response across a broad spectrum of objects.
Once the baseline data collection and interpretation is complete the CIV will traverse certain controlled areas representing various terrain surface types in the VDATS to compare its measured responses to the RMS algorithms in those same areas. These surface types will include gravel-surfaced roads; both well graded and poorly graded, grass-covered off-road trails, tracked trails and grass cover. This will be done at representative times of the year when surface trafficability is substantially affected by environmental conditions, e.g. in a summer condition, a winter snowfall condition and a wet surface (mud) condition to enable a check on the physics based algorithms for the surface traction. Responses to be compared will include wheel forces, vehicle center of gravity (c.g.) movement, steering angle and throttle inputs at various points on the terrain. Also obtainable are accelerations at various points around the vehicle such as wheels, axles, and frame, with the addition of auxiliary accelerometers.
At the conclusion of the initial verification the VDATS and RMS can be used to validate several different vehicle simulations including existing models of HMMWV's, and robotic vehicles ( Figure 10) . A portable data acquisition system has been acquired to allow us to instrument vehicles with the GPS, and Motion Pak sensors along with recording any inherent sensors that each vehicle might have or wish to add. Figure 10 . The CRREL Instrumented Vehicle (CIV) accurately measures tire forces at the surface interface and was simulated for use in the CRREL tire model validation. Also shown is a real and modeled robotic vehicle.
