We propose a novel numerical scheme for decoupled forward-backward stochastic differential equations (FBSDEs) in bounded domains, which corresponds to a class of nonlinear parabolic partial differential equations with Dirichlet boundary conditions. The key idea is to exploit the regularity of the solution (Yt, Zt) with respect to Xt to avoid direct approximation of the involved random exit time. Especially, in the one-dimensional case, we prove that the probability of Xt exiting the domain within ∆t is on the order of O((∆t) −ε ), so that all the interior grid points are sufficiently far from the boundary, which makes the error caused by the exit time decay sub-exponentially with respect to ∆t. The accuracy of the approximate solution near the boundary can be guaranteed by means of high-order piecewise polynomial interpolation. Our method is developed using the implicit Euler scheme and cubic polynomial interpolation, which leads to an overall first-order convergence rate with respect to ∆t.
Introduction
Let (Ω, F, {F t } 0≤t≤T , P) for T > 0 be a complete probability space with the filtration {F t } 0≤t≤T , generated by the m-dimensional standard Brownian motion W t := (W where τ := inf{t > 0, X t ∈ D} is the first exit time of (t, Pardoux and Peng [1] first proved the existence and uniqueness of nonlinear backward stochastic differential equation (BSDEs) with deterministic terminal time, under the assumption that f is uniformly Lipschitz in Y t and Z t . The well-posedness of FBSDE (1.1) with random terminal time has been investigated in [2, 3] . It is well known that the FBSDEs of interest are closely connected to a class of nonlinear partial differential equations (PDEs) [4] [5] [6] [7] . This relationship, also known as the nonlinear Feynman-Kac theory, is the theoretical foundation of this work. Nonlinear second-order PDEs arise from many fields in science and engineering such as astrophysics, differential geometry, image processing, mathematical finance, etc. Besides the need for developing deep and sophisticated analytical methods for analyzing this class of PDEs, there is an ever increasing demand for efficient and reliable numerical methods for computing their solutions. One of the disadvantages of existing numerical methods, such as finite element and finite difference methods, is the complexity and robustness of the involved linear and nonlinear iterative solvers. Thus, our goal is to develop an accurate and efficient numerical scheme for the FBSDE in (1.1), and utilize the developed scheme to solve the nonlinear parabolic PDEs with Dirichlet boundary conditions.
In the literature, not many works have been devoted to numerical approximation of FBSDEs in bounded domains, but we would like to mention [8] [9] [10] [11] . The main issue in solving (1.1) is the low accuracy of the approximate solution near the Dirichlet boundary due to the involvement of the exit time τ . Among those works, there are basically two types of techniques to deal with the exit time. In [10] , the approximate exit time, e.g., associated with the discretized forward SDE, are directly used in numerical schemes, so that the error between the true exit time and the approximate one enters the global error. This type of methods usually require weaker assumptions on the coefficients of the FBSDEs, and achieve at most half-order convergence O((∆t) 1/2 ) even in the weak sense. The second type of methods, e.g., the works [8, 9, 11] , exploit the nonlinear Feynman-Kac formula to construct special numerical schemes for solving the FBSDEs near the boundary without directly approximating the exit time. Under sufficient assumptions on the coefficients in (1.1) and the geometry of the domain D, the numerical schemes proposed in [8] can achieve first-order convergence.
The numerical schemes presented in this paper conceptually belong to the second type; the main idea is to exploit the smoothness of (Y t , Z t ) with respect to X t to avoid direct approximation of the exit time τ . Specifically, it is known that the probability P(τ ≤ ∆t), for a small ∆t > 0, decays very fast as the starting point X 0 moves away from ∂D towards the center of D. In the case of d = 1, we proved that the probability P(τ ≤ ∆t) is asymptotically on the order of O((∆t) ε exp(−1/(∆t) 2ε )) for any fixed ε > 0, when the distance between X 0 and the closest point on ∂D is at least on the order of O((∆t) sub-exponentially with respect to ∆t. On the other hand, to achieve the desired convergence rate, we need to assume sufficient regularity of the BSDE solution and employ high-order polynomial interpolation. For example, since ∆x ∼ O((∆t) 1 2 −ε ), cubic polynomial interpolation is necessary to achieve an overall O(∆t) convergence.
The main feature of our method is the avoidance of special treatment in the numerical scheme near the boundary, which makes it extremely easy to implement. Compared to the existing schemes in [8, 9, 11] , our algorithm requires higher regularities of the BSDE solution, but weaker assumptions on the smoothness of the boundary ∂D, so that it is easier to handle complicated geometry of the domain D in multi-dimensional case (d = 2, 3) by using non-cartesian grid, e.g., finite element triangulation. For moderately high-dimensional problems (e.g., d ≤ 10), it is straightforward to incorporate the sparse grid technique [12] [13] [14] to alleviate the curse of dimensionality. The implicit Euler scheme and cubic polynomial interpolation are used in this work for the purpose of demonstration, which provides an overall O(∆t) convergence. In fact, our strategy can be directly extended to the multi-step schemes developed in our previous work [15, 16, 21, 22] , so that the regularity of the BSDE solution can be fully exploited to achieve faster convergence rate.
The rest of the paper is organized as follows. In §2, some preliminaries regarding the FBSDEs with exit time are presented. Our numerical schemes as well as related analysis are provided in §3. In §4, three numerical experiments are carried out to demonstrate the performance of our scheme. We finally give some conclusions in §5.
Some notations to be used are given as follows.
• | · |: the Euclidean norm in the spaces R, R q , and R q×d ;
• F t,x s : the σ-algebra generated by the diffusion process {x + X r − X t , t ≤ r ≤ s}; • E 
can be defined in the similar way).
Preliminaries
To proceed, we briefly recall the standard assumptions on b, σ, f and ϕ for the wellposedness of the FBSDE in (1.1). For the forward SDE, we assume that X 0 is F 0 -measurable
for some constants K, L > 0 independent of t, x, x . The forward SDE in (1.1) has a unique solution under the conditions in (2.1). To guarantee the existence and uniqueness of the L 2 -adapted solution (Y t , Z t ), we assume the generator f is Lipschitz continuous, i.e.,
for a constant L > 0, x ∈ R d , y, y ∈ R q and z, z ∈ R q×m . Detailed discussion on the other assumptions needed for f and ϕ can be found in [5, 17] .
The FBSDE in (1.1) with random terminal time arises in many applications. Of particular interest to this work is that it is related to a class of the nonlinear terminal-boundary value problem: find the solution u(t, x) :
where T > 0 is deterministic,
is the terminal condition, and χ(t, x) represents a Dirichlet boundary condition. The nonlinear operator F is defined by
where ∇ denotes the gradient operator with respect to x, and the functions b, σ, f share the same definitions as in (1.1). The matrix (σσ ) ij is assumed to be uniformly elliptic in D; the relation between ϕ in (1.1) and κ, χ in (2.2) is given by
To make the boundary condition consistent with the terminal condition on ∂D, we assume that
The nonlinear Feynman-Kac theory studied in [5] provides a stochastic representation to the solutions of a class of nonlinear PDEs via the solutions of the FBSDEs. Such relation can be directly extended to the case of having Dirichlet boundary conditions [2] . To relate u in (2.2) to (X t , Y t , Z t ) in (1.1), we need to rewrite the SDE in (1.1) as 5) where the superscript t,x indicates the condition that the forward stochastic process starts from (t, x) ∈ [0, +∞) × D. Accordingly, we can define the conditional exit time 6) satisfying the property P(τ t,x > t) ∈ {0, 1}. Then, the BSDE driven by the SDE in (2.5) can be written as 
form the unique solution of the BSDE in (2.7) for 0 ≤ t ≤ s ≤ T . In particular, we have u(t, x) = Y t,x t by setting s = t. As such, the relation in (2.9) provides a theoretical foundation for developing accurate and efficient stochastic numerical schemes for the nonlinear PDE in (2.2) via solving the FBSDE system given in (2.5) and (2.7).
Numerical Schemes for the FBSDEs in Bounded Domains
In this section, we propose numerical schemes for FBSDEs (1.1). In §3.1, we extend the standard implicit Euler scheme to the case of solving FBSDEs (1.1) and theoretically analyze the truncation error. In §3.2, we provide estimates of the exit probabilities included in the truncation error, so as to properly construct a spatial grid in D to reduce the error resulting from the exit time τ t,x . Based on the estimates in §3.2, we develop in §3.3 a fully-discrete scheme that can asymptotically achieve first-order convergence with respect to ∆t.
The semi-discrete scheme
To proceed, for a given integer N ∈ N + , we introduce a uniform time partition for the interval [0, T ]:
with ∆t = t n+1 − t n for n = 0, 1, . . . , N , and denote the increment of the Brownian motion by ∆W s := W s − W tn for t n ≤ s. Then, the SDE in (2.5) can be discretized in the interval [t n , s] using the forward Euler scheme:
where the residual R n,s
To approximate Y t , we set s = t = t n and s = t n+1 in (2.7), and take the conditional expectation E x tn [·] on both sides of the BSDE in (2.7), which leads to
Using the left rectangle rule to discretize the temporal integral, we have
where the truncation error R n y is
To approximate Z t , we set s = t = t n and s = t n+1 in (2.7), multiply the BSDE in (2.7) by ∆W tn+1∧τt n ,x , take the conditional expectation E x tn [·] on both sides of the derived equation, and apply the Itô isometry formula. By these operations, we have
Again, by using the left rectangle formula to discretize the two temporal integrals, we obtain
where the truncation error R n z is
tn ) of the FBSDE in (2.5) and (2.7). Recalling the Feynman-Kac formula in (2.9), we can treat Y n , Z n as functions of x. For s ≥ t n , the approximation X n,x s is defined by 9) and the corresponding exit time of X n,x s is defined by
When s = t n+1 , we denote X n+1 := X n,x tn+1 for notational simplicity, and (3.9) is written as
Based on (3.2), (3.4) and (3.6), (X n,x s , Y n , Z n ) can be constructed by removing the truncation errors R n,s x , R n y and R n z , and replacing τ tn,x with τ x n . We summarize the semi-discrete scheme for the FBSDE in (1.1) as follows.
Scheme 1 (The implicit Euler scheme) Given the terminal condition Y N = ϕ in (2.4) and the condition X n = x, for n = N − 1, . . . , 0 and x ∈ D, the approximate solution X n,x s is given in (3.9) and the approximate solutions Y n and Z n are obtained by
. To conduct error estimate, we define the following notations:
Now we give an error estimate for Scheme 1 in the following theorem. To ensure the clarity and coherence of the paper, the proof is postponed to the Appendix.
for some ∈ (0, 1). Then, for sufficiently small ∆t, it holds that E e n y 1 {τ
14) for n = N − 1, . . . , 0, where C and C are two positive constants independent of ∆t.
From Scheme 1 and Theorem 3.1, we observe that both the semi-discrete scheme and its error estimates depend on some type of statistical information about the exit times τ tn,x and τ x n . A direct implementation of Scheme 1 must rely on Monte Carlo sampling to estimate all the conditional expectations involving the indicator functions 1 {τt n ,x ≤tn+1} and 1 {τ x n >tn+1} , thus it is extremely difficult to achieve the desired convergence rate. Moreover, the probabilities P(τ tn,x ≤ t n+1 ) and P(τ x n ≤ t n+1 ) in (3.14) also play a critical role in determining the convergence rate of Scheme 1. It is known that P(τ tn,x ≤ t n+1 ), P(τ x n ≤ t n+1 ) → 1 as x → ∂D. According to Theorem 3.1, Scheme 1 will not converge when the starting point x is very close to ∂D. Hence, Scheme 1 is acutely not practical without an effective strategy for spatial discretization including a discrete grid in D, a quadrature rule for estimating E x tn [·], and an interpolation formula for approximating Y n and Z n , ∀x ∈ D. The overall goal is to eliminate the destructive effect of P(τ tn,x ≤ t n+1 ) and P(τ x n ≤ t n+1 ) in the construction of the fully-discrete scheme. The key idea is to properly construct a discrete spatial grid, such that all the interior grid points in D are sufficiently far from the boundary to eliminate the destructive effect of P(τ tn,x ≤ t n+1 ) and P(τ x n ≤ t n+1 ) in the construction of the fully-discrete scheme. To this end, we first estimate P(τ tn,x ≤ t n+1 ) and P(τ x n ≤ t n+1 ) in the following subsection.
Estimation of the probabilities of the exit times
As stated in Theorem 3.1, it is critical to analyze how to properly choose x such that P(τ tn,x ≤ t n+1 ) and P(τ n x ≤ t n+1 ) can be on the order of O((∆t) 4 ) in (3.1). For simplicity, we only estimate the two probabilities in the one-dimensional case, and assume D = [α, β] with −∞ < α < β < +∞. According to the assumptions about b and σ, they are bounded functions
with 0 ≤ b, σ < +∞ being the upper bounds. Our estimates are summarized as follows. s , defined in (3.2) and (3.9) respectively, satisfies
for any positive constant ε > 0, then, for sufficiently small ∆t, it holds that
where the constant C > 0 is independent of ∆t.
Proof. Here we only estimate P(τ tn,x ≤ t n+1 ), and P(τ n x ≤ t n+1 ) can be estimated by using the same argument. To proceed, we define two unbounded domains Then, we immediately obtain the following estimate (3.17) such that, for any x ∈ D,
Now we turn to estimate P(τ left tn,x ≤ t n+1 ). To this end, we define an auxiliary process, 19) and τ tn,x := inf{s > t n , X tn,x s ∈ D left } that is the exit time associated with the domain D left . Thus, it is easy to see that
(3.20)
Based on the transform
x ∈ (α + b∆t, +∞) =⇒ w := x − b∆t ∈ (α, +∞), and Theorem 1.4.5 in [19] , the function θ(w, s) := P( τ tn,x > s) for s > t n is the solution of the following parabolic initial-boundary value problem
∂w 2 (w, s), for w ∈ (α, +∞), s > t n , θ(w, s) = 0, for w = 0, s > t n , θ(w, t n ) = 1, for w ∈ (α, +∞), (3.21) which is the heat equation with Dirichlet boundary condition at the left endpoint. Such equation can be solved by the method of odd extension. Specifically, θ(w, t n+1 ) can be written as
(3.22) Combining (3.20) and (3.22), we can estimate P(τ left tn,x ≤ t n+1 ) for any x ∈ (α + b∆t, +∞), i.e.,
Using the same argument, we can obtain a similar estimate of P(τ right tn,x ≤ t n+1 ), i.e., for any x ∈ (−∞, β − b∆t), we have
By observing (3.23) and (3.24), we conclude that when x satisfies α + b∆t + (∆t) 
where the constant C > 0 is independent of ∆t. The proof is completed.
Remark 3.2. The above theorem indicates that when the distance between x and the closest boundary point is on the order of (∆t) 1 2 −ε , the two probabilities P(τ tn,x ≤ t n+1 ) and P(τ n x ≤ t n+1 ) decay sub-exponentially with respect to ∆t, which is critical to the design of the fullydiscrete scheme in the following section.
The fully-discrete scheme
We develop a fully-discrete scheme for solving the FBSDE in (1.1) based on Scheme 1 and the analysis in §3.2. The first step is to construct a quadrature rule to estimate the conditional expectations E x tn [·] in Scheme 1. For a general smooth function g(X n+1 ) with X n+1 defined in (3.9), E x tn [g(X n+1 )] can be written in the integral form
where ξ := (ξ 1 , . . . , ξ m ) and
When g(·) has sufficient regularity, the Gauss-Hermite quadrature rule is an ideal method to approximate the expectation for low-dimensional problems. Especially, we denote by j = (j 1 , . . . , j m ) a multi-index, and let w j and a j be the weight and abscissa associated with j, respectively. Then the approximation of E
)], can be represented by the tensor product quadrature rule, i.e.,
where ω j = m =1 ω j and a j = (a j1 , . . . , a jm ) are the weight and abscissae associated with the multi-index j, respectively. When the function g(·) is sufficiently smooth, i.e., ∂ 2J g/∂ξ 2J is bounded for = 1, . . . , m, then the quadrature error can be bounded by [20] 
where the constant C is independent of J and ∆t. Note that the factor (∆t) J comes from the 2J-th order differentiation of the function g with respect to ξ for = 1, . . . , m. This factor plays an important role in our method, because it can dramatically reduce the number of necessary quadrature points. In general, the J-point quadrature rule can provide sufficient accuracy to achieve an overall convergence rate (∆t) J−1 . We assume the spatial domain D is a hypercube, denoted by [ 
with the mesh size ∆x = max 1≤k≤d
The way of defining the spatial grid S is critical to the convergence rate of our scheme. The estimate in (3.25) indicates that the ∆x k := (β k − α k )/M k should be on the order of O((∆t) 1 2 −ε ) to eliminate the destructive influence of the exit times τ tn,x and τ n x . In computation, we define ∆x k based on the quadrature rule in (3.27), i.e.,
where
In this way, we can easily define the Cartesian grid S, such that for x i ∈ S ∩ D, all the quadrature points
,...,jm=1 used in (3.27) will be in the domain D. Noted that it is highly possible that the quadrature points do not belong to the spatial grid S, thus we follow the same strategy as in [15] constructing a piecewise Lagrange polynomial based on the spatial grid S to approximate Y n+1 (x) and Z n+1 (x). Since the mesh size ∆x is on the order of O((∆t) 1 2 ), we need to use at least piecewise cubic polynomial interpolation to achieve first-order convergence rate with respect to ∆t. We summarize our fully-discrete scheme for the FBSDE in (1.1) as follows.
Scheme 2 (The fully-discrete scheme) Given the temporal spatial partition T × S, the terminal condition Y N (x i ) for x i ∈ S, and the boundary condition
where E
are approximate values of Y n+1 (x i ) and
where {ψ i (x) := d j=1 ψ ij (x j )} i∈I S are products of compactly supported p-th order Lagrange basis functions. Remark 3.3. For n = N − 1, . . . , 0, the continuous approximation Y n,p (x) and Z n,p (x) can be constructed by using the formula in (3.30) and the values {Y n,p i } i∈I S and {Z n,p i } i∈I S . Note that the solution Z tn (x i ) is not known for x i ∈ S ∩ ∂D, so another numerical scheme is needed to obtain the values {Z n,p i } x i ∈S∩∂D . A straightforward approach is the finite difference method using {Y n,p i } i∈I S , or Richardson extrapolation [20] . In this case, the numerical error in {Y n,p i } i∈I S will enter {Z n,p i } x i ∈S∩∂D . However, as the boundary value of Z tn are not used in Scheme 2, such error does not accumulate and pollute in the fully-discrete scheme.
Scheme 2 looks very similar to the fully-discrete schemes in our previous work [16] . However, several improvements have to be put in place, in order to achieve O(∆t) convergence. The main idea of our scheme is to exploit the smoothness of the solution of the FBSDEs, so that we can use high-order interpolation to approximate the solution Y t and Z t near the boundary ∂D, instead of directly approximating the conditional expectations involving the exit time. The most critical step is the construction of the spatial grid S, based on the estimate in (3.16). By comparing Scheme 1 and Scheme 2, we can see that all the terms in Scheme 1 involving the event {τ n x i ≤ t n+1 } were neglected in Scheme 2, and the event {τ n x i > t n+1 } is assumed to have probability one, for all the interior grid points x i ∈ S ∩ D. The error resulting from such treatment is determined by the estimate in (3.16), which ensures that the approximation error at all the interior grid points can be well controlled. In addition, since the spatial mesh size ∆x is on the order of (∆t) 1 2 , we need to use piecewise cubic interpolation, i.e., p = 3 in (3.30), to achieve O((∆t)
2 ) local truncation error as well as O(∆t) global error.
Based on the nonlinear Feynman-Kac formula (2.9), Scheme 2 can be used to solve the nonlinear PDEs (2.2), i.e., Y n,p i ≈ u(t n , x i ) and Z n,p i ≈ ∇u(t n , x i )σ(t n , x i ), which has several advantages over existing numerical methods for nonlinear PDEs. The most important property is that (Y
can be obtained by solving a simple nonlinear equation in (3.29c) using bisection or Newton methods. Hence, Scheme 2 features both the absolute stability like implicit methods, and the linear-system-free computation like explicit methods.
Remark 3.4. The convergence rate of Scheme 2 could be improved by using high-order time stepping schemes, such as the multi-step scheme proposed in [16] . Nevertheless, high-order interpolation schemes are also needed to match the accuracy. In general, to achieve a convergence rate of (O(∆t) µ ), we need to use (2µ + 1)-th order interpolation that will require more regularity of the solution (Y t,x t , Z t,x t ) with respect to x.
Numerical Experiments
In this section, we report on the results of two one-dimensional and a two-dimensional numerical examples, which illustrate the accuracy and efficiency of the proposed scheme in (3.29). We take uniform partitions in both temporal and spatial domains with mesh sizes being ∆t and ∆x, respectively. The number of time steps is denoted by N , which is given by T /∆t, with T being a finite terminal time. Our goal is to test the accuracy and convergence rate of our scheme with respect to ∆t . To this end, according to the analysis in Theorem 3.1, we always set the number of quadrature points to be sufficiently large so that the error contributed by the use of quadrature rules is too small to affect the convergence rate. According to the nonlinear Feynman-Kac theory, the corresponding FBSDE is given by (1 + e t+x ) 3 .
We set the terminal time T = 1 and the spatial domain [α, β] = [0, 3]. First, we would like to test the convergence rate of Scheme 2 with respect to ∆t. The 3-point Gauss-Hermite quadrature rule is used and the spatial mesh size ∆x is determined using the formula in (3.28). The numerical error is presented in the L ∞ norm. In Table 4 .1, we list the errors and convergence rates for ∆t = 2 −5 , 2 −6 , 2 −7 , 2 −8 , 2 −9 and p = 1, 2, 3. As expected, since ∆x is on the order of O((∆t) 1 2 −ε ), cubic polynomial interpolation (p = 3) is necessary to achieve first-order convergence. When using linear interpolation (p = 1), the local truncation error is of the order O((∆x)
2 ) ∼ O((∆t) 1−2ε ), such that the global truncation error is of the order O((∆t) 2ε ), which fails to converge. Similarly, when using quadratic interpolation (p = 2), the local truncation error is of the order O((∆x)
3 ) ∼ O((∆t) 0.6 , (∆t) 0.7 , some spatial grid points in S ∩D are too close to ∂D, so that the probabilities P(τ tn,x i ≤ t n+1 ) and P(τ n x i ≤ t n+1 ) for those grid points near ∂D are too big to be ignored. According to Theorem 1, P(τ tn,x i ≤ t n+1 ) and P(τ n x i ≤ t n+1 ) are part of the local truncation error, such that large errors are introduced into the scheme from the approximations of Y t,x t and Z t,x t near the boundary ∂D, which makes the fully-discrete scheme be not convergent in the cases of ∆x ∼ (∆t) 0.6 , (∆t) 0.7 .
Example 4.2. We consider a nonlinear PDE with Dirichlet boundary condition defined in
3) where γ is a positive real number. According to the nonlinear Feynman-Kac theory, the corresponding FBSDE is given by 
The exact solution (Y
1 + e −γx and Z
This example is to show the performance of our scheme in approximating FBSDEs with irregular behavior near the boundary. The terminal time T is set to T = 1, and the domain D is defined to be [0, 1]. It is clear in (4.5) that the solution features steep slope near the boundary when the constant γ is big. Here we consider two cases, i.e., γ = 5 and γ = 25, and the exact solutions are plotted in Figure 4 .2. Cubic polynomial interpolation is also used in this example. The numerical results are shown in Figure 4 .3. In both cases, our scheme can achieve convergence rate O(∆t) for sufficiently small ∆t. However, when γ = 25, the scheme does not achieve the first-order convergence until ∆t becomes smaller than 10 −4 . This is because a fine spatial mesh (i.e., a small ∆x) is needed to capture the sharp behavior near the boundary. (2) ) and u = (u (1) , u (2) ) . The coefficients b, σ and f of the PDEs are, respectively, defined by
the terminal condition u(T, x) is defined by
and the boundary conditions u(t, α) and u(t, β) are defined by
Then, the corresponding FBSDE can be easily obtained by the Feynman-Kac formula. The terminal condition of BSDE is given by 
,t,x t = − 0.5 sin(t + x (1) ) cos 3 (t + x (2) ) − 0.5 cos 3 (t + x (1) ) sin(t + x (2) ).
We set the terminal time T = 1 and the spatial domain [α 1 , β 1 ] × [α 2 , β 2 ] = [0, 1] 2 . We would like to test the convergence rate of Scheme 2 with respect to ∆t. The 3-point Gauss-Hermite quadrature rule is used in each dimension, so that a total of 9 quadrature points are used to estimate each conditional expectation. The spatial mesh size ∆x is determined using the formula in (3.28). The numerical error is presented in L ∞ norm. In Table 4 .2, we list the errors and convergence rates for ∆t = 2 −5 , 2 −6 , 2 −7 , 2 −8 , 2 −9 and p = 1, 2, 3. (τ tn,X n − t n )1 {τ tn,X n ≤tn+1} − (τ n X n − t n )1 {τ n X n ≤tn+1} .
(4.8)
Multiplying 1 {τ n−1 X n−1 >tn} on both sides of (4.7), applying the triangle inequality and using the Lipschitz condition of f , we obtain (4.9)
Now we turn to estimate the error for solving Z t . Subtracting (3.12a) from (3.6), we obtain ∆tZ tn,X n tn It is easy to see that ∆t e quantity 1 − C∆t, we deduce E e n y 1 {τ n−1 X n−1 >tn} the starting point of X t is near the boundary ∂D, the solution Y t and Z t can be approximated by using high-order spatial interpolation, instead of directly approximating the conditional expectations involving the exit time. As discussed in §1, the proposed method in this paper is suitable for low-dimensional (d ≤ 3) problems. It can be extended to solve moderately highdimensional FBSDEs by incorporating our previous works on sparse grid approximation [12, 13] .
