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The problem of detection, classification, and measurement of discontinuities 
arises in many applications in science and technology. It is complex because of 
the noise corrupting the data. It is difficult to distinguish the discontinuities of the 
underlying structure from the false discontinuities from the noise. Furthermore, in 
applications such as edge detection from intensity images, due to the effects of the 
point spread function of the optic system, the discontinuities of the intensity 
surface of the underlying scene are not well represented in the intensity image, 
which is band-limited. This introduces additional complication into the discontin- 
uity detection process. We study discontinuity detection from band-limited sig- 
nals. We propose a discontinuity detector, which consists of a pair of a pattern 
and a linear filter. We show that for a discontinuity in the signal there is a scaled 
pattern in the filter response. The location of the pattern is the location of the 
discontinuity, and the scaling factor of the pattern is the size of the discontinuity. 
We derive a necessary and sufficient condition for the one-to-one correspondence 
between the discontinuities of the signal and the scaled patterns in the filter 
response. Therefore, the problem of discontinuity detection and measurement is 
reduced to searching for the (scaled) pattern in the filter response. In the presence 
of noise, the pattern matching is approximate. We propose a statistical method for 
the pattern search. We study optimal detectors. We show that for white noise the 
optimal detectors are natural splines. Some issues related to edge detection are 
discussed. o 1990 Academic press, tnc. 
1. INTRODUCTION 
The problem of discontinuity detection arises in many applications in 
science and technology, including signal processing, computer vision, 
computer graphics, image processing, bar code processing, pattern recog- 
nition, geology, tomography, remote sensing, and many others. 
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Informally, a function f(t) has a discontinuity of degree k at to, k = 0, 1, 
if the kth order left and right derivatives at to are different, i.e., 
f(&,~) # f@)(to-). The difference f@)(to+) - f@)(to-) is the size of the 
discontinuity. Discontinuities are classified by their degrees and mea- 
sured by their sizes. 
Discontinuity detection is studied extensively in image analysis re- 
search; see Davis (1973, Mat-r (1982), and Horn (1986). It is also ad- 
dressed in statistics literature. Methods such as generalized cross-valida- 
tion and Bayesian maximum likelihood estimation have been developed 
(Shiau, 1985). Function value discontinuities have been discussed, yet 
very little is known about the detection of derivative discontinuities. The 
measurement of the size of discontinuities is studied in Shiau (1985); 
however, it is estimated during the smoothing process after the location of 
the discontinuities is detected. 
In a recent paper, Lee (1990a) studies derivative discontinuity detection 
and measurement. However, it is limited to discontinuities of functions. 
In applications such as edge detection from intensity images, it is not 
simply a task of detecting function value or derivative discontinuities of 
the intensity image, which is band-limited Lee (1990b). More specifically, 
due to the effects of the point spread function of the optic system, the 
intensity image is f * G, where f represents the intensity surface of the 
underlying scene, G is the point spread function of the optic system, and * 
is the convolution operator. An edge in the image f * G corresponds to a 
discontinuity of the original signal J The process of edge detection is to 
detect the location and to measure the size of discontinuities of different 
degrees of the original signal ffrom the image f* G, which is band-limited 
and smooth. We study general principles of discontinuity detection from 
such band-limited signals. We discuss the following issues: 
l Detecting the location of discontinuities 
l Classifying discontinuities by their degrees 
l Measuring the size of discontinuities 
l Coping with the random noise and designing optimal discontinuity 
detectors. 
We propose an algorithm for discontinuity detection from an input 
signal S. For degree k discontinuity detection and measurement, we use a 
detector (P, Cp), where P is the pattern and @ is the corresponding filter. If 
there is a degree k discontinuity at location to, then in the filter response 
S * a, there is a scaled pattern aP at to, where (Y is the size of the 
discontinuity. Therefore, we reduce the problem to searching for the 
(scaled) pattern in the filter response. 
However, in the presence of noise, we can never find the exact pattern, 
and the pattern matching is approximate. We propose a statistical method 
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for the approximate pattern matching. We study optimal detectors to cope 
with the random noise. We also discussed miscellaneous related issues. 
2. DISCONTINUITIES, LINEAR SYSTEMS, AND BAND-LIMITED SIGNALS 
We consider real valued functions defined on the real field. We assume 
throughout this paper that all the functions are square integrable and have 
only finitely many function value or derivative discontinuities. We denote 
the ith derivative of a function f by f(j), i = 0, 1, . . , , and denote the 
right and left limit of fat to by f(to+) and f(to-), respectively. For Y 2 0 
and A > 0, let W,[-A, A] be the set of real valued functions satisyfing the 
following conditions: (i) they have absolutely continuous rth derivative 
and square integrable (Y + 1)st derivative almost everywhere; (ii) they 
have support [-A, A], i.e., they are identically zero outside the interval 
[-A, Al. 
DEFINITION 2.1. A function f(t) has an ideal discontinuity of degree k 
at to with a base [to - L, to + L], where k = 0, 1, . . . , and L > 0, if (i) 
f(t) is identical to a polynomial of degree k in [lo - L, to), and is identical 
to a (different) polynomial of degree k in (to, to + L]; (ii) f(‘)(to+) = 
f(‘)(to-), for all i < k; (iii) f@)(to+) # f(k)(to-), where fck)(tO+) - f@)(tO-) 
is the size of the discontinuity. 
A linear system can be modeled as in Fig. 1. An original signal f is 
distorted by convolving with a point spreadfunction (psf) G of the system 
and by an additive noise n. The input signal (image) for processing is 
,!I? = f* G + n. (2.1) 
Our goal is to detect the discontinuities of the original signal f from the 
input signal S. 
We assume that the psf G has a compact support [-A, A], where A > 0 
is sufficiently small. Usually, the function G can be well approximated by 
I I 
original signal / 
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FIG. 1. A schematic diagram. 
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a Gaussian 
G(t) = & e-‘*‘2m*. (2.2) 
The parameter u > 0 is determined by the system and can be measured. 
To determine u is a topic of system identification. Methods using line 
spread functions, edge spread functions, sine wave targets, frequency 
sweep targets, and cross-correlation can be applied Castleman (1979). 
Without the noise, the Fourier transform of the input signal S = f* G is 
F[S] = F[f* Gl = F[fl - FIGI 
It is natural to assume that F[G] has compact support, and, therefore, 
F[S] also has compact support. Such signal S is band-limited. We detect 
discontinuities of the original signal ffrom a band-limited input signal S, 
which is smooth itself. The assumption of band-limited input signals is 
natural; however, it is not essential to our approach. For an overview of 
band-limited signals, interested readers are referred to Landau (1985). 
3. IDEAL DISCONTINUITY DETECTION 
We consider the ideal situation first when n = 0. Our goal is to detect 
discontinuities in the original signal ffrom the input signal S = f* G. Our 
approach is simple. For degree k discontinuities, we first choose an appro- 
priate function 4, and then compute the (k + 1)st order derivative of Q, to 
obtain a corresponding filter $ ck+l). The pair (4 * G, $#+l)) of a pattern 4 * 
G and a filter r#P+‘) forms a detector of degree k discontinuities, where G 
is the psf of the recording system. After convolving the input signal S with 
the filter $P+l), we search for the (scaled) pattern I#I * G in the filter 
response. The presence and scaling factor of the pattern determine the 
location and size of the discontinuities of the original signal J 
For a function 4 E wk+ 1 [-A, A], we consider the pattern 4 * G, which 
is the convolution of $ and the psf G. Note that 4 and G has support -- 
[-A, A], where 
A=A+A. 
Our approach is based on: 
LEMMA 3.1. Let the original signal f have an ideal discontinuity of 
degree k at to with a base [to - L, to + L], where k = 0, 1, . . . , and 
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L > 0. Let 4 E Wk+l[-A, A], where 0 < x 5 L/2. The convolution 
of the input signal S = f * G and +ckf’) is 
T(t) = (S * #k+l))(t) = /Tm S(t - 7)#“+“(7) dr. (3.1) 
-- 
Thenfor t E [-A, A], 
T(t, + t) = (Y . (4 * G)(t), (3.2) 
where (Y = fck)(to+) - f(k)(to-) is the size of the discontinuity offat to. 
Proof. For simplicity, assume that to = 0. Then 
T = S * @+U = (f* G) * +@+I) = f* (4 * G)(“+‘) (3.3) 
Since f is a polynomial of degree k in the interval [-L, 0), we define f 
which is identical to that polynomial in (-co, 0). Similarly, we define fin -- 
(0, a). Since (4 * G)ck+‘) has support [-A, A] and 0 < x 5 L/2, for -- - 
t E [-A, A], f* (4 * G)ck+r) = f* (4 * G)ck+r). From (3.3), 
7’ = f* (4 8 G)(k+U = f(k+l) * (r$ * G). 
Since fck) is a step function at 0 of size fck)(O+) - f(k’(O-) and with infinite 
support, fck+l) = [fck)(O+) - f(k)(O-)] * 6, where 6 is the delta function. 
Since 6 * (4 * G) = (b * G, 
-- 
T(t) = [fck’(O+) - f’k’(O-)l * (4 * G)(t) for t E [-A, Al. w 
To facilitate the processing, we choose 4 according to: 
CRITERIA 3.1. For degree k ideal discontinuities in the original signal, 
k=O,l,. . . , (i) 4 E Wk+,[-A, A]; (ii) 4 is symmetric with respect 
to zero and has a strict maximum at 0; (iii) 4 is normalized, i.e., 
(4 * G)(O) = 1. 
Now (3.2) becomes 
T(to + t) = (Y * (4 * G)(t) = T(to) * (4 * G)(t). 
We have: 
THEOREM 3.1 (Detection Theorem). Let the original signal f(t) have 
an ideal discontinuity of degree k at to with a base [to - L, to + L], where 
k=O,l,. . . , and L > 0. Let 4 satisfy Criteria 3.1, where 0 < x % L/2. 
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For the input signal S = f * G, the jilter response T = S * 4ck+‘) has an -- 
extremum at to, andfor t E [-A, A], 
T(t,, + t) = T(to) . (4 * G)(t), (3.4) 
where T(to) = f(k)(to+) - fk)(to-) is the size ofthe discontinuity offat to. 
Theorem 3.1 suggests a discontinuity detection scheme as follows. For 
degree k discontinuities of the original signal f, we first choose a function 
4, which satisfies Criteria 3.1, and then compute its (k + 1)st derivative 
4ck+l) as a filter. Given the input signal S = f * G, if there is an extremum 
at to in the filter response T = S * $J(~+‘), we match T(to) * (4 * G)(t) with -- 
T(to + t) for t E [-A, A]. A successful matching indicates that a degree k 
discontinuity of size T(t,) is detected at to. 
A detector naturally contains a pattern and a corresponding filter: 
DEFINITION 3.1. For the detection and measurement of discontinui- 
ties of an original signal f from an input signal f * G, k = 0, 1, . . . , a 
detector consists of a pair of a pattern and a filter (4 * G, $(k+l)), where 
the function 4 satisfies Criteria 3.1. 
From Theorem 3.1, if there is a degree k discontinuity in the original 
signal, then there is a scaled pattern in the filter response at the same 
location. However, scaled patterns in the filter response may not corre- 
spond to any discontinuities in the original signal, resulting in false dis- 
continuities declared. We now derive a necessary and sufficient condition 
for one-to-one correspondence between the discontinuities of the original 
signal and the scaled patterns in the filter response. Such correspondence 
depends on whether the chosen function $I is complete in the following 
sense. 
Since 4 is symmetric, its Fourier expansion is (Tichmarsh, 1952) 
4(t) = CO + i cn cos(rrntlA) 
ll=l 
for t E [-A, A]. 
A function C#J is complete if cn f 0 for all n 2 1. 
It can be shown that the one-to-one correspondence between the dis- 
continuities of the original signal and the scaled patterns in the filter 
response is equivalent to the uniqueness of a Fredholm integral equation 
of the first kind with a singular kernel (Volterra, 1959). The uniqueness of 
the corresponding integral equation depends on the completeness of the 
function 4. We omit the proof of the following theorem, which is similar 
to that in Lee (199Oa). 
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THEOREM 3.2 (Completeness Theorem). Assume that (i) the original 
signal f has continuous (k - 1)st derivative and square integrable kth 
derivative in the interval [to - 2x, to + 2x1; (ii) Eq. (3.4) holds for -- 
t E [-A, A]; and (iii) for a step function s with a base [to - 2x, to + 2x1, 
step at to, and size T(to), the difference between fck) and s is a periodic 
function with period 2x. Then the original signal f has an ideal dis- 
continuity of degree k at to with a base [to - 2x, to + 2x1 and of size 
T(t0) if and only if the function 4 is complete. 
We summarize this section: 
ALGORITHM 3.1 (Ideal Discontinuity Detection), 
Input: signal S = f * G. 
Output: location and size of ideal discontinuities of f of degree k, k = 
0, 1, . . . . 
fork=O,l,. . .do 
(i) Construct a detector (4 * G, 4 ck+l)), where $J satisfies Criteria 
3.1; 
(ii) Compute the filter response 
T(t) = j-tA S(t - +#Jk+“(~) dr 
(iii) Find extrema of T(t) at tj, j = 1, . . . ; -- 
(iv) For each tj, if T(tj + t) = T(tj) * (4 * G)(t) for t E [-A, A], 
then an ideal discontinuity of degree k and size T(tj) is detected at 
tj .  
end 
4. RANDOM NOISEANDOPTIMALDETECTORS 
Assume that the input signal is corrupted by an additive random noise 
n: ,!? = S + n, where S = f * G. To detect degree k discontinuities off, we 
choose a detector (4 * G, 4 ck+i)) as in Definition 3.1. The filter response 
becomes 
F=S*# k+l) = (S + n) * +(k+l) = S * +(k+l) + n * +(k+l). (4.1) 
If f has a degree k ideal discontinuity at to, then, from Theorem 3.1, for -- 
t E [-A, Al, 
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T(to + t) = T(to) - (4 * G)(t) + n * $(k+l)(to + t), (4.2) 
where T(t,J is the discontinuity size. 
In the filter response, we search for the scaled pattern $J * G, which is 
buried in the noise response n * 4 @+I). We construct detectors, which 
maximize the signal-to-noise ratio and minimize the spurious responses. 
The analysis is similar to that in Lee (199Oa), and we omit the proofs. We 
have: 
THEOREM 4.1. For the detection and measurement of discontinuities 
of degree k of the original signal from a band-limited input signal, the 
function 4 in an optimal detector (4 * G, 4 tk+l)) minimizes the following 
expression subject to the conditions from Criteria 3.1: 
I R IF[$‘k+2’](s)(2Pn(s) ds. 
Here F[*] is the Fourier transform and P, is the power spectrum of the 
noise process n. 
In practice, we usually assume that n is a white noise (Castleman, 1979; 
and Papoulis, 1984) and in this case, 
COROLLARY 4.1. Assume that the noise n is white. For the detection 
and measurement of discontinuities of degree k of the original signal from 
a band-limited input signal, the function r$ in an optimal detector (9 * G, 
+ck+l)) is the natural spline of degree 2k + 3 with one knot at 0, satisfying 
4k + 8 boundary conditions: $(‘)(*A) = 0, i = 0, 1, . . . , k + 1, 
~*G(O)=1,and~(~+‘)(O)=0,j=0,1,. . . ,k. 
The two most important special cases are degree 0 (jump) and degree 1 
(corner) discontinuity detection: 
COROLLARY 4.2. Assume that the noise n is white. (i) For the detec- 
tion and measurement ofjumps (k = O), we have an optimal detector ($I * 
G, $‘), where the function 4 is a cubic natural spline with one knot at 0, 
and the CorrespondingJilter 4’ is a quadratic spline. (ii) For the detection 
and measurement of corners (k = l), we have an optimal detector (4 * G, 
4”), where the function $I is a quintic natural spline with one knot at 0, 
and the corresponding Jilter 4” is a cubic spline. 
From the above results, the function Q, in an optimal detector is invari- 
ant with respect to the psf of the system G, and it is determined by the 
noise present. 
After convolving the input signal 5; with the filter I@~+~), we search for 
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the scaled pattern C#J * G in the filter response. Equivalently, we verify 
f(t, + t) - F(to) . (6 * G)(t) = n * c$(k+‘)(tO + t), 
-- 
t E [-A, A]. 
(4.3) 
That is, we verify that the left side of (4.3) is indeed a sample of the 
process n * +ck+i) on the right side. 
We assume that the noise process is correlarion-ergodic, (Papoulis, 
1984). We use a statistical method based on the following theorem: 
THEOREM 4.2. Zf f(to + t) - I&,) * (#I * G)(t) is a sample of the 
process n * f#P+‘) 
-- 
in the interval [-A, Al, then 
E,I-~,~l{[f~h + t) - f(t~) . (4 * G)(t)11 = EM lR 4(k+1V4 d7 
%m{[f(to + t> - @o) . (4 * G)W12) (4.4) 
= I R )~[~#~‘~+‘)](s)l~z’,t(s) ds, 
where E(e) is the ensemble mean and E,[-A,~ is the time mean within -- 
interval [-A, A]. 
Note that the right sides of (4.4) can be precomputed if we know the 
mean and power spectrum of the noise n. The left sides of (4.4) can be 
computed from the filter response F. We verify (4.4) for every extremum 
to in the filter response. If it holds, then a degree k discontinuity of fwith 
size f’(to) is detected at to. 
In practice, we only have sampled noisy data of an input signal 3 = S + 
natt;,i= 1,2,. . . . On the other hand, to obtain the filter response, we 
compute an integral 
i;(t) = j-tA S(t - +#J’~+‘)(T) d7. (4.5) 
We can only compute (4.5) approximately. Such (approximate integra- 
tion) problem is well studied; see Powell (1970), de Boor (1978), and 
Traub and Wozniakowski (1980). In this case, we use a cubic smoothing 
spline (de Boor, 1978) to approximate 3 first, and then use it to compute 
the integral. 
We summarize the previous discussion in an algorithm, and give two 
examples to explain. We detect discontinuities of different degrees of the 
original signal f from the sampled data of the input signal S = f * G, 
corrupted by noise n. 
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ALGORITHM 4.1 (Discontinuity Detection from Noisy Data). 
Input: sampled data of an input signal S = f * G + n: (ti, S(ti)), i = 
1,2,. , . . 
Output: location and size of discontinuities of the original signal f of 
degreek,k=O,l,. . . . 
fork=O,l,. . .do 
(i) Construct a detector (+ * G, 4 (“+l)), where 4 is given in Theo- 
rem 4.1 or Corollary 4.1, and compute E(n) JR 4@+‘)(r) dr and JR 
IF[+‘k+1)](~)121’n(~) ds; 
(ii) Compute the filter response 
p(t) = j-tA S(t - T)c##‘+“(T) d7 
in the following two steps: 
(iid For two consecutive discontinuities detected earlier, 
approximate data points in between by a cubic smooth- 
ing spline, obtaining a piecewise cubic spline u; 
(iib) Computer (4.5) using cr for S; 
(iii) Find extrema of f(t) at tj, j = 1, . . . ; 
(iv) For each tj, compute 
Er[-A,A]{[f(tj + 1) - F(tj) . (4 * G)(t)]) 
and C-A,A]H’(fj + t) - f(tj) * (4 * G)(t)12}. 
E~-~,~~{[f(tj + t) - F(tj) * (4 * G)(t)]) = E(n) 5, 4’“+“(7) d7 
E,_,;i,{[~(tj + t) - F’(tj) . (~ * G)(t)12} = I, )‘[~‘k”‘I(~)12’n(‘) ds 
(4.6) 
end 
then a degree k discontinuity off of size F(tj) is detected at tj. 
We give two examples to explain the algorithm. 
EXAMPLE 4.1. For the original signal fin Fig. 2a, input signal S = f * 
G is given in Fig. 2b. Signal S is corrupted by a random noise II, i.e., S = 
S + n, and the sampled noisy data are given in Fig. 2c. We use the optimal 
detector in Corollary 4.2 to detect degree 0 discontinuities. The cubic 
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natural spline $I and the corresponding pattern 4 * G are in Fig. 2d, and 
the filter 4’ is in Fig. 2e. The filter response F is in Fig. 2f, and has 9 
extrema: 
Extrema r, f(tj) Er{[.lI Ed.121 
min 
min 
min 
min 
min 
min 
max* 
max* 
min* 
-3.312500 -0.020634 0.164662 0.507048 
-3.296876 -0.020634 0.124159 0.582195 
-3.281252 -0.020634 0.081044 0.672904 
-3.265624 -0.020634 0.035277 0.780756 
-3.250000 -0.020634 -0.013156 0.907226 
-3.234376 -0.020634 -0.064245 1.053636 
-2.078124 0.177182 0.118330 0.018614 
-0.015624 0.388619 0.173375 0.039445 
1.968752 -0.179959 0.131416 0.022641 
The values of the right sides of (4.6) are -0.02 and 0.01, respectively. 
For each extremum, we apply Step (iv) of Algorithm 4.1. The extrema 
without a * are rejected, either because the size is almost zero, or because 
the time mean (or variance) of F(t) - F(tj) * (4 * G)(t) does not satisfy 
(4.6). Therefore, we have three degree 0 discontinuities off detected at 
t = -2.08, 0.02, and 1.97, with sizes 0.18, 0.39, and -0.18, respectively. 
EXAMPLE 4.2. For the original signal fin Fig. 3a, input signal S = f* 
G is given in Fig. 3b. Signal S is corrupted by a random noise n, i.e., 3 = 
S + II, and the sampled noisy data are given in Fig. 3c. We use the optimal 
detector in Corollary 4.2 to detect degree 1 discontinuities. The quintic 
natural spline 4 and the corresponding pattern 4 * G is in Fig. 3d, and the 
filter 4” is in Fig. 3e. The filter response T is in Fig. 3f, and has 11 
extrema: 
Extrema ti iitj) Ed.11 E,Q.121 
max -3.3124500 0.349123 0.162341 0.131119 
max -3.296876 0.349123 0.153867 0.130122 
max -3.281252 0.349123 0.145352 0.129556 
max -3.265624 0.349123 0.136836 0.129405 
max -3.250000 0.349125 0.128365 0.129654 
max -3.234376 0.349125 0.119966 0.130291 
max -3.218752 0.349125 0.111700 0.131289 
max -3.203124 0.349125 0.103607 0.132634 
max* - 1.968752 0.921949 -0.019932 0.007180 
min* O.OOOOOO - 1.623742 0.078576 0.016730 
max* 2.171876 0.951231 0.010669 0.006176 
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The values of the right sides of (4.6) are -0.01 and 0.0235, respectively. 
For each extremum, we apply Step (iv) of Algorithm 4.1. The extrema 
without a * are rejected, because the the time mean (or variance) of f(t) - 
?(tj) * (4 * G)(t) does not satisfy (4.6). Therefore, we have three degree 1 
discontinuities of fdetected at t = -1.97, 0, and 2.17, with sizes 0.92, 
- 1.62, and 0.95, respectively. 
5. ON EDGE DETECTION 
An edge in an image corresponds to a discontinuity in the intensity 
surface of the underlying scene. It may result from a depth discontinuity, 
a surface normal discontinuity, a reflectance discontinuity, or an illumina- 
tion discontinuity in the scene. Edge detection is essential in early vision, 
because edges represent a major fraction of the information content in an 
image (Marr, 1982). An edge detection process is to detect the discontinu- 
ities of the intensity surface f from an intensity image s = f * G + n, 
where G is the psf of the imaging system and n is the noise. Obviously, 
our method in Section 4 can be applied. For a detailed discussion and 
implementation of edge detection using this approach, the interested read- 
ers are referred to Lee (1990b). Here we only discuss briefly two issues of 
edge detection, which have not been well studied in edge detection litera- 
ture . 
5.1. Smoothing and Edge Detection 
In image analysis, we are interested in discontinuity (edge) detection, 
feature extraction, shape recovery, motion detection, and many other 
processes from an input image. Such processes are often severely ham- 
pered by high level noise, and usually smoothing is conducted before the 
image is processed. However, for edge detection, detectors may not pro- 
vide satisfactory results when applied to smoothed images, since the dis- 
continuities are smoothed out. Our approach suggests a method, which 
can still detect and measure edges from an image, which has been through 
a smoothing process. 
Given an input image as in (2.1), we smooth by convolving it with a 
smooth (bell-shaped) function H with support [-A,, , Ah]: 
S=s*H=f*(G*H)+n*H (5.1) 
We detect discontinuities of function ffrom $. Obviously, G * H satisfies 
Criteria 3.1 if H is chosen such that (4 * (G * H))(O) = 1. A routine 
derivation shows that similar results hold except that we are searching for 
the pattern 4 * G * H in the filter respose, instead of $J * G, and that the 
182 DAVID LEE 
l- 
0.5 - 
-,.l-: 
-'-I I I I I 
a -4 -2 0 2 4 
l- 
-‘-I I I I b I -4 -2 0 2 4 
l- 
-11 I I 
C -4 -2 :, 2 
I 
4 
FIG. 2a. Original signal f(t) has discontinuities of degree 0 at -2, 0, and 2 with sizes 
0.25,0.5, and -0.25, respectively. b. Input signal S = f* G, where the original signal fis in 
Fig. 2a. c. Sampled data of the input signal in Fig. 2b, corrupted by noise. d. Cubic natural 
spline I#J and pattern $J * G of Example 4.1. e. Spline filter 4’ of Example 4.1. f. The filter 
response. 
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FIG. 3a. Original signal f(r) has discontinuities of degree 1 at -2, 0, and 2 with sizes 1, 
-2, and 1, respectively. b. Input signal S = f* G, where the original signal fis in Fig. 3a. c. 
Sampled data of the input signal in Fig. 3b, corrupted by noise. d. Quintic natural spline I#J 
and pattern C#J * G of Example 4.2. e. Spline filter 4” of Example 4.2. f. The filter response. 
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pattern support is now [-A, A] with x = A + A + Ah. The optimal 
detector remains the same, and (4.6) becomes 
1 
E~-~,~~{[T(tj + t) - f’(tj) * (4 * G * H)(t)]} = E(n) 1, (4@+‘) * H)(T) do 
EC-~,~~{[T(tj + t) - f(tj) . (4 * G * H)(t)12} (5.2) 
= R I(I-+@+‘)] . F[H])(s)(~P,(s) ds. I 
Therefore, even after smoothing, this method can still detect and mea- 
sure edges. The advantage is that the noise level is reduced after smooth- 
ing, and information of the edge location and size is still maintained. Note 
that an appropriate smoothing function H has to be carefully chosen. If 
the base [-A,, , A,] is too small, then the smoothing effect is minor. On the 
other hand, if the base is too large, we may miss edges with narrow bases, -- 
since the support [-A, A] of the searched pattern becomes too large. 
5.2. Edge Detection of Defocused Images 
A defocused image can be modeled by S = f * G, where f is the 
intensity surface and the psf is 
i- 
1 
x2 + y2 I r2 
G(x, y) = m2 (5.3) 
0 elsewhere, 
where r is the radius of the circle of confusion; see Andrew and Hunt 
(1977). 
Very often edge detectors do not perform well for such degraded im- 
ages. On the other hand, our model applies. However, we have to know 
the psf G or the radius of confusion r. This is a topic of blur identification, 
and interested readers are referred to Andrew and Hunt (1977). 
6. AUTOCORRELATION AND APPROXIMATE PATTERN MATCH 
The performance of our method depends on an approximate pattern 
match, which is reduced to verifying (4.3). Using Theorem 4.2, we com- 
pare the time mean and variance to eliminate spurious responses. How- 
ever, they are only necessary conditions for (4.3) to hold. 
The essence of (4.3) is to verify that a function is indeed a sample of a 
given stochastic process. This is a fundamental problem in the study of 
stochastic processes (Papoulis, 1984). Instead of the mean and variance, 
the autocorrelation of a sample could provide a more reliable verification. 
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LEMMA 6.1. Assume that the noise process n is correlation-ergodic. If 
X(t) is a sample of the process n * Q,, then the autocorrelation of X is 
R&t> = F-‘[FP] * F-‘[O] * P,](t), (6.1) 
where F[*] is the Fourier transform, and P, is the power spectrum of the 
noise n. 
Proof. A sample of n * @ is 
X(t) = /ym n(t - T)@(T) dr, 
where n(t) is a sample of the process n. The autocorrelation of X is 
Rx(t) = j-y- X(t + T)X(T) d7 
m m 
= 
I I -m &(t - x + YYWW( Y) dx du 
= L-i 
mm m 
[, 
P,(s)e2”‘(‘-“+y)” ds -m -CD --11 1 @(~)a( y) dx dy 
@(x) eezrirs dx * I Irn Q(y) e -2aiys dy ] P,(s)e 21rits ds 
= I yrn (F[Q>l(s) * F-‘[@l(s) * P,(s))e2”‘*” ds 
= F-‘[F[Q] . F-‘[a] * PJ(t). n 
We want to verify that the left side of (4.3) is a sample of the process n * 
@+I) on the right side. We compute the autocorrelation of the left side 
F(to + t) - ?(t,J * (4 * G)(t) and then compare with (6.1), where Q, = 
@k+l). For the purpose of comparison, we use an appropriate norm to 
measure the difference of the two functions. If it exceeds a certain thresh- 
old value, we declare that the matching fails. Otherwise, we accept to. 
Instead of verifying two numbers (mean and variance), we now verify a 
function, which seems to be more reliable. However, to choose an appro- 
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priate norm to measure the difference of two functions is a complicated 
problem. While the &-norm tolerates sharp deviations, the ,&norm 
seems to be too conservative, especially when the noise level is high. 
Verifying the autocorrelation of a sample sounds more promising theoreti- 
cally, yet reliable practical methods remain to be explored. 
7. CONCLUSION 
We study general principles of discontinuity detection from band-lim- 
ited signals. We propose a detector, which consists of a pair of a pattern 
and a filter. After convolving the input signal with the filter, the problem is 
reduced to pattern search in the filter response. This approach enables us 
to detect the location of discontinuities of different degrees, to measure 
their size, and to eliminate false responses. The whole approach is sum- 
marized in Fig. 1. 
We conclude by remarks on a few issues we have not discussed. Some 
are worth further investigation. 
We have discussed detection and measurement of ideal discontinuities. 
In general, irregularity may further complicate the situation. We now 
discuss briefly the effects of irregularities to the detection and measure- 
ment processes of discontinuities. The analysis is similar to that in Lee 
(199oa) and we omit it. 
Assume that function fhas a degree k ideal discontinuity. It is superim- 
posed by a function p, which represents the irregularity. The original 
signal is f + p. Let p = p1 + p2, where 
pi(t) = PW + PC-0 
2 
and P2(f) = PW - PC-f> 2 . 
Obviously, p1 is an even function and p2 is an odd function. p1 is the euen 
irregularity, and p2 is the odd irregularity. If p is a polynomial of degree r, 
then we have polynomial irregularity of degree r. 
The input signal for processing is S = (f + p) * G, where G is the psf. 
The filter response becomes 
T(t) = a(~$ * G)(t) + pck+t) * (4 * G)(t), (7.1) 
where (Y is the size of the discontinuity. We have: 
PROPOSITION 7.1. Assume that the original signal is f + p, where f 
has an ideal degree k discontinuity at to and p represents the irregulari- 
ties. Then for degree k discontinuity detection, polynomial irregularities 
of degree no more than k have no effects on the locations and sizes of the 
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discontinuities detected. If k is even (odd), then even irregularities have 
no effects on the discontinuity size (location) and odd irregularities have 
no effects on the discontinuity location (size). 
When both even and odd irregularities are present, we may have errors 
in the locations and sizes of the discontinuities detected. We use degree 0 
discontinuity detection and measurement as an example. 
If the original signal is shifted up, which corresponds to adding a con- 
stant to the original signal, then it has no effect on the location and size of 
the discontinuities detected. 
If the original signal is tilted, which corresponds to adding a linear 
function cc + h to the original signal, then it has no effect on the location 
of the discontinuities detected. However, the discontinuity size is modi- 
fied by adding (c * (4 * G))(O) = ct, where 
(7.2) 
If the original signal is superimposed by a quadratic polynomial p, then 
the irregularities will perturb not only the size but also the location of the 
discontinuities detected. The discontinuity size is perturbed by c[, where 
5 is given in (7.2). Let p’(t) = c + ht. Then the deviation of the discontinu- 
ity location is 
a=- h5 
a(c#~ * G)"(O) * 
It is obvious that the deviation is proportional to the size of the leading 
coefficient of p and that if the discontinuity size (Y is large comparing with 
h, the perturbation is negligible. 
If we add a cubic term top, then it has effects only on the discontinuity 
size. 
Therefore, if the degree of polynomial irregularities is not high, then 
they may not cause errors at all, or they may cause errors only in the 
measurement of discontinuity size. However, when the degree of polyno- 
mial irregularities is higher, they may cause errors both in the location and 
size of the discontinuities detected. On the other hand, experiments show 
that the major source of errors is still the noise (Lee, 1990b). 
We have only studied one-dimensional discontinuity detection. For 
higher dimensions, the problem is also important and yet much more 
complicated. For the two-dimensional case, we could apply our algorithm 
along two orthogonal directions (or a few different directions), and com- 
bine the discontinuities detected. However, this is essentially a one-di- 
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mensional approach, and for dimensions more than two, this is not an 
efficient method. Is it possible to generalize our approach to high dimen- 
sions? It can be shown that there is no direct generalization. The proof is 
similar to that in Lee (1990a) and we omit it. 
We have only considered additive noise. In practice, the signal may 
also be corrupted by a multiplicative noise m: 
l?(t) = m IR f(t - ~)G(T) do + n. 
To cope with both additive and multiplicative noises, an optimal discon- 
tinuity detector remains to be explored. 
We assume that we have some knowledge about the noise, such as 
ergodicity, mean, variance, power spectrum, etc. To obtain information 
of system noise is a research topic itself (Bendat, 1958; Castleman, 1979). 
In the Completeness Theorem, we show that there is a one-to-one 
correspondence between discontinuities of the original signal and scaled 
patterns in the filter response if and only if the function 4 is complete. It 
would be interesting to see whether the function 4 in an optimal detector 
is always complete; as a special case, whether the natural splines given in 
Corollaries 4.1 are always complete. A routine computation shows that 
the natural cubic and quintic splines in Corollary 4.2 are indeed complete. 
In the general case, the natural splines given in Corollary 4.1 are weakly 
complete in the sense that a scaled pattern in the filter response corre- 
sponds to a discontinuity in the original signal which may not be ideal. For 
a detailed discussion, see Lee (199Oa). 
In image analysis, there are a number of optimal detectors (filters), 
based on different optimality criteria. They cannot replace each other; 
there is no convincing evidence that any particular one is superior than 
the rest. Usually, the design of an optimal detector involves two stages: 
(i) propose some optimality criteria; (ii) construct a detector satisfying the 
criteria. In our approach, we discuss the general conditions for choosing 
the detectors. When constructing the detectors, we follow suit: we pro- 
pose some optimality criteral and then find the detectors satisfying the 
criteria. Even though we also use the term optimal detector, it should be 
interpreted as conditionally optimal. The meaning of the word optimal is’ 
most desirable or satisfactory. By this defintion, optimal algorithms for 
discontinuity detection, classification, and measurement remain to be ex- 
plored. 
’ Websters Third New International Dictionary. 
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