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Résumé :
Cet article présente la synthèse de lois de
commande non-PDC (non-Compensations Parallèles
Distribuées) basées sur des fonctions de Lyapunov
candidates sous forme d’intégrales curvilignes pour
les modèles flous continus de type Takagi-Sugeno
(T-S). Des premières conditions sont obtenues sous
forme d’Inégalités Linéaires Matricielles (LMI) pour
une classe de modèles T-S resteintes aux systèmes de
premier et second ordre. Ensuite, de nouvelles condi-
tions LMIs généralisant les résultats à l’ordre n su-
périeur à 2 sont proposées en utilisant une propriété
de dualité des systèmes. Deux exemples de simula-
tion sont enfin présentés pour illustrer l’efficacité des
approches proposées.
Mots-clés :
Modèles T-S, Commande non-PDC, Fonction
de Lyapunov non-quadratique, Intégrale curviligne,
Dualité, LMI.
Abstract:
This paper presents a non-PDC controllers de-
sign based on line-integral Lyapunov function for
continuous-time Takagi-Sugeno (T-S) fuzzy models.
The first controller is based on a LMI formulation
for first and second order systems only. Using a pro-
perty on dual system, we show that it is possible to
formulate the design of a new controller as an LMI
problem for n-th order T-S system. Two simulations
are provided to show the effectiveness of the propo-
sed approaches.
Keywords:
T-S models, non-PDC controller design, Line-
Integral Lyapunov Functions, Duality, LMI.
1 Introduction
L’analyse de la stabilité et la synthèse de lois
de commande pour les systèmes non linéaires
représentent un vrai défi pour les automa-
ticiens. L’étude se révélant trop complexe
dans le cas général, il est usuel de distin-
guer différentes classes de systèmes. Parmi
celles-ci, l’approche multi-modèle, désignée
dans la suite de ce papier par des modèles
flous de type Takagi-Sugeno (T-S) [1], pos-
sède de nombreux avantages. En effet, cette
approche permet d’étendre certains concepts
de l’automatique linéaire au cas non linéaire
[2]. Ainsi, un système non linéaire peut être
représenté exactement par un modèle flou
T-S sur un compact de l’espace d’état par
le biais d’une décomposition en secteurs non
linéaires [2]. Il en résulte qu’un modèle T-S
est un système polytopique convexe, c’est à
dire une collection de modèles linéaires pon-
dérés par des fonctions d’appartenance non
linéaires convexes.
L’analyse de la stabilité ainsi que la syn-
thèse de lois de commande ont tout d’abord
été étudiées à partir de fonctions de Lya-
punov quadratiques communes. Cependant
ces méthodes exigent de trouver une solution
commune pour un ensemble d’inégalités li-
néaires matricielles (LMIs) [2] impliquant un
certain degré de conservatisme. Afin de ré-
duire celui-ci, de nombreuses approches ont
été proposées comme par exemple l’utilisa-
tion de fonctions de Lyapunov par morceaux
[3] ou à commutations [4, 5]. Néanmoins ces
approches sont peu adéquates aux modèles
T-S, surtout lorsqu’ils sont obtenus par dé-
composition en secteurs non linéaires. Dans
ce contexte, le recours à des fonctions de
Lyapunov non-quadratiques s’avère plus ap-
proprié. En effet, celles-ci sont basées sur la
même structure d’interconnexion que les mo-
dèles T-S à analyser [6, 7]. Néanmoins, dans
le cas continu, les dérivées temporelles des
fonctions d’appartenance apparaissent dans
les conditions de stabilité. Afin de contourner
ce problème, de nombreux travaux sont ba-
sés sur l’hypothèse que ces dérivées sont bor-
nées, et que leurs bornes sont connues avant
la synthèse de la boucle fermée [6], ce qui
n’est pas évident dans la pratique. De récents
travaux ont été proposés pour pallier ce pro-
blème au prix d’une restriction des objectifs
de synthèse à une approche locale [8]. Toute-
fois, cette approche conduit à des conditions
LMI relativement complexes et difficiles à ap-
pliquer par les non spécialistes.
Ces dernières années, une nouvelle approche
basée sur des fonctions de Lyapunov non-
quadratiques sous forme d’intégrales cur-
vilignes a été proposée par Rhee et Won
[9]. Cette fois-ci, les dérivées temporelles
des fonctions d’appartenance n’apparaissent
plus dans les conditions de stabilité si cer-
taines hypothèses concernant l’indépendance
du chemin sont vérifiées (pour plus de détails,
voir [9]). Les premiers résultats de stabilisa-
tion sont donnés en termes d’Inégalités Bili-
néaires Matricielles (BMIs) et des études ré-
centes ont conduit à l’obtention de conditions
LMIs réduites à des classes de systèmes T-S
particuliers [10, 11, 12, 13]. Par exemple, de
nouvelles conditions LMIs pour la synthèse
de lois de commande non-PDC ont été pro-
posées dans [12], puis relâchées dans [13]. Ce-
pendant ces résultats sont limités aux seuls
systèmes du premier et second ordre pour
une formulation sous forme LMI, du troi-
sième ordre sous forme BMI, et avec une
complexité croissante à mesure que l’ordre
du système augmente [13].
Dans cet article deux résultats sont présen-
tés. Le premier consiste en l’amélioration
des conditions présentées dans [12]. Nous
montrerons ensuite que grâce à la propriété
de dualité des systèmes, une loi de com-
mande non-PDC peut être synthétisée sans
contrainte sur l’ordre du système. Les deux
approches présentées dans cet article consti-
tuent une synthèse des travaux proposés dans
[13, 14].
Ce papier est organisé comme suit : la section
II introduit quelques définitions, notations et
lemmes utiles. La section III est consacrée
à la présentation des conditions LMIs obte-
nues à partir de fonctions de Lyapunov sous
forme d’intégrales curvilignes pour la stabili-
sation de modèles flous continus de type T-S.
Afin d’illustrer l’efficacité des approches pro-
posées, deux exemples sont ensuite présentés
dans la section IV.
2 Préliminaires
Considérons le modèle T-S donné par :
x˙(t) =
r∑
i=1
hi(z(t))(Aix(t) +Biu(t)) (1)
où x(t) ∈ Rn, u(t) ∈ Rm et z(t) sont
respectivement le vecteur d’état, le vec-
teur d’entrée et le vecteur de prémisses.
Pour i ∈ {1, ..., r}, hi(z(t)) ∈ [0, 1] repré-
sentent des fonctions d’appartenance avec
r∑
i=1
hi(z(t)) = 1. Ai ∈ R
n×n et Bi ∈ R
n×m
sont des matrices réelles constantes.
Notations : Dans la suite de cet article,
les matrices sont supposées de dimensions
appropriées. De plus, afin d’alléger les
expressions mathématiques, le temps t est
omis lorsqu’il n’y a pas d’ambiguïté. M ≻ 0
et I définissent respectivement une matrice
définie positive et une matrice identité de
dimensions appropriées. Dans une matrice
ou une expression en ligne, un astérisque
(∗) désigne une quantité transposée. Soit
un ensemble de matrices réelles Mi et
Nij, tel que pour tout (i, j) ∈ {1, ..., r}
2,
on note Mh =
r∑
i=1
hi(z)Mi,
Nhh =
r∑
i=1
r∑
j=1
hi(z)hj(z)Nij.
Considérons la loi de commande non-PDC
donnée par :
u(t) =
r∑
i=1
hi(z)Fi

 r∑
j=1
hj(z)Hi


−1
x(t) (2)
où Fi ∈ R
m×n et Hj ∈ R
n×n sont des ma-
trices constantes à définir.
A partir de (1), (2) et des notations définies
ci-dessus, la dynamique du système en boucle
fermée s’exprime alors comme :
x˙(t) = G(x)x(t) (3)
avec G(x) = Ah +BhFhH
−1
h .
L’objectif de cet article est de proposer de
nouvelles conditions LMIs permettant d’ob-
tenir Fi ∈ R
m×n et Hi ∈ R
n×n telles que
la dynamique de la boucle fermée (3) soit
stable. Considérons à présent la fonction de
Lyapunov sous forme d’intégrale curviligne
[9] :
v(x(t)) = 2
∫
Γ(0,x(t))
gT (ϕ)dϕ (4)
où Γ(0, x(t)) est le chemin de l’origine 0 à
l’état actuel x(t) et ϕ ∈ Rn un vecteur.
Deux manières différentes de traiter le pro-
blème sont à présent exposées : 1er cas :
g(x(t)) = X−1(x)x(t) (5)
où X(x) doit satisfaire les conditions d’indé-
pendance du chemin [9, 15]. On peut alors
écrire :
X−1(x) = P (x) = P0 +
r∑
i=1
hi(x)Di (6)
avec
P0 =


0 p1,2 · · · p1,n
p1,2 0
. . .
...
...
. . . . . . pn−1,n
p1,n · · · pn−1,n 0


Di =


d
αi,1
1,1 0 · · · 0
0 d
αi,2
2,2
. . .
...
...
. . . . . . 0
0 · · · 0 d
αi,n
n,n

 .
(p1,2, ..., pn−1,n) et
(
d
αi,1
1,1 , ..., d
αi,n
n,n
)
sont définis
dans [9].
On notera que [12] :
X(x) = P−1(x) =
Zh
det(P (x))
(7)
où Zh est la matrice adjointe de P (x) et :
det(P (x)) = 1/ det(X(x)) = det(Zh)
n−1
(8)
2e cas :
g(x) = Phx(t) (9)
Ph doit satisfaire les conditions d’indépen-
dance du chemin [9, 15]. On obtient alors :
Ph = P0 +
r∑
i=1
hi(x)Di (10)
avec P0 et Di définies comme précédemment.
Lemme 1 [16] : Soient x ∈ Rn, Q = QT ∈
R
n×n et R ∈ Rm×n telle que rang(R) < n.
Les propositions suivantes sont équivalentes :
xTQx ≺ 0, ∀x ∈ {x ∈ Rn : x 6= 0, Rx = 0} ,
(11)
∃X ∈ Rn×m : Q+XR +RTXT ≺ 0, (12)
Lemme 2 [17] : Soient Γij, pour (i, j) ∈
{1, ..., r}2, des matrices de dimensions ap-
propriées. Γhh ≺ 0 est satisfaite si les deux
conditions suivantes sont vérifiées :


Γii ≺ 0, ∀i ∈ {1, ..., r}
2
r − 1
Γii + Γij + Γji ≺ 0
∀(i, j) ∈ {1, ..., r}2 /i 6= j
(13)
Propriété 1 : Considérons le système dual
de (3) donné par :
ξ˙(t) = G(ξ)T ξ(t), (14)
Si (14) est stable, alors (3) est stable.
Preuve: Si les valeurs propres de GT (ξ) (quel
que soit ξ) sont dans le côté gauche du plan
complexe, les valeurs propres de G(x) (quel
que soit x) le sont également (voir [18] pour
d’autres résultats basés sur la dualité des sys-
tèmes LPV). 
D’après la propriété 1, si on peut trouver des
matrices Fh et Hh telles que (14) soit stable,
alors (2) est une loi de commande non-PDC
stabilisant le modèle T-S (1). Les principaux
résultats de ce papier sont donnés dans la
section suivante.
3 Résultats principaux
Dans cette section, nous proposons deux
théorèmes relatifs aux cas 1 et 2 décrits ci-
dessus. Le théorème suivant considère donc
la fonction de Lyapunov (4) avec (5) qui
semble naturelle pour la synthèse de lois de
commande non-PDC. Néanmoins, nous ver-
rons que cette voie conduit à des conditions
LMIs applicables aux seuls modèles d’ordres
un et deux. Le théorème 2 sera ensuite pro-
posé pour lever cette restriction.
Théorème 1 [13] : Le modèle T-S (1) est
stabilisable par la loi de commande non-PDC
(2), c’est à dire que le système en boucle
fermée (3) est globalement asymptotiquement
stable, s’il existe une matrice Zi ≻ 0 telle que
Zi = P0+Di définie dans (10), Fi et Hi, pour
tout i ∈ {1, ..., r}, telles que les conditions
(13) soient vérifiées avec :
Γij =
[
AiHj +BiFj + (∗) (∗)
Hj − Zi + ε(AiHj +BiFj) −2εZi
]
(15)
Preuve: En considérant le premier cas, i.e.
la fonction de Lyapunov (4) avec (5), et le
fait que det(P (x)) est positif dans (7) et (8),
les conditions du théorème 1 s’obtiennent fa-
cilement par l’application des lemmes 1 et 2
(voir [13] pour plus de détails). 
Remarque 1 Les conditions du théorème 1
sont générales et garantissent l’indépendance
du chemin de l’intégrale curviligne (4) si et
seulement si on peut trouver les matrices Zi
qui soient les adjointes de P0 + Di définies
en (6). Cependant, tel que cela a été souligné
dans [12], il n’est pas toujours trivial d’obte-
nir ces matrices par une résolution LMI. En
effet, cela est aisé pour un système du pre-
mier ordre puisque Zi = 1. Pour un système
du second ordre, le résultat reste LMI puisque
nous devons vérifier l’existence de :
Zi =
[
pαi22,2 −p1,2
−p1,2 p
αi1
1,1
]
où pαi11,1 , p
αi2
2,2 et p1,2 sont des variables de déci-
sion scalaires. Pour un système de troisième
ordre, le résultat est BMI puisque nous de-
vons vérifier l’existence de :
Zi =


Z
(1,1)
i (∗) (∗)
Z
(2,1)
i Z
(2,2)
i (∗)
Z
(3,1)
i Z
(3,2)
i Z
(3,3)
i


avec Z(1,1)
i
= p
αi2
2,2 p
αi3
3,3 − p
2
2,3, Z
(2,1)
i
= p1,3p2,3 − p1,2p
αi3
3,3 ,
Z
(3,1)
i
= p
αi1
1,1 p
αi3
3,3 − p
2
1,3, Z
(2,2)
i
= p1,2p2,3 − p1,3p
αi2
2,2 ,
Z
(3,2)
i
= p1,3p1,3 − p
αi1
1,1 p2,3 et Z
(3,3)
i
= p
αi1
1,1 p
αi2
2,2 −p
2
1,2, qui
fait intervenir des produits entre deux va-
riables de décision. En poursuivant ce rai-
sonnement, on constate que ce problème n’est
plus convexe et devient de plus en plus com-
plexe à mesure que l’ordre du système à stabi-
liser augmente. Le théorème suivant propose
une solution à ce problème en considérant la
propriété 1 relative aux systèmes duals.
Théorème 2 : Le modèle T-S (1) est glo-
balement asymptotiquement stabilisable s’il
existe des matrices P0 et Di définies dans
(10), Fi et Hi, pour tout i ∈ {1, ..., r}, telles
que P0+Di ≻ 0 et les conditions (13) soient
vérifiées avec :
Γij =
[
Θij (∗)
Φij −ε(Hj +H
T
j )
]
(16)
où
Θij = AiHj +H
T
j A
T
i +BiFj + F
T
j B
T
i
Φij = P0 +Di −Hj + ε(AiHj +BiFj)
T
Preuve: En considérant la fonction de Lya-
punov (4) avec (9), i.e. le deuxième cas dé-
crit dans la section précédente, le système en
boucle fermée (3) est stable si son dual (14)
l’est (c.f. propriété 1), i.e. si :
v˙(ξ) = ξ˙TPhξ + ξ
TPhξ˙
=
[
ξ
ξ˙
]T [
0 Ph
Ph 0
] [
ξ
ξ˙
]
<0
(17)
A partir de (14), on peut écrire :
[
G(ξ)T −I
] [ ξ
ξ˙
]
= 0 (18)
Considérons Uh et Vh deux matrices libres
et inversibles de dimensions appropriées. En
appliquant le lemme 1, (17) est vérifiée si l’in-
égalité suivante est satisfaite :
[
0 Ph
Ph 0
]
+[[
Uh
Vh
] [
G(ξ)T −I
]
+ (∗)
]
≺ 0
(19)
c’est-à-dire :[
UhH
−T
h F
T
h B
T
h + UhA
T
h + (∗) (∗)
VhH
−T
h F
T
h B
T
h + VhA
T
h − U
T −V − V T
]
≺ 0
(20)
Posons Uh = H
T
h et Vh = εH
T
h , où ε est un
scalaire positif, (20) devient alors :
[
Θhh (∗)
Φhh −ε(Hh +H
T
h )
]
≺ 0 (21)
avec
Θhh = AhHh +BhFh + (∗)
Φhh = Ph −Hh + ε(H
T
h A
T
h + F
T
h B
T
h )
En appliquant le lemme 2 on obtient les
conditions du théorème 2. 
Remarque 2 : Les conditions présentées
dans le théorème 1 ne sont pas stricte-
ment LMI car elles nécessitent la connais-
sance d’un paramètre ε, qui doit être fixé
à l’avance. Notons que dans la preuve du
théorème 2, l’introduction de ce paramètre
n’est plus obligatoire. Nous avons néanmoins
choisi de le laisser afin de donner plus de li-
berté au choix de Uh et Vh. Ce paramètre ε
est usuellement choisi dans une famille loga-
rithmique telle que ε ∈ {10−6, 10−5, ..., 106}.
4 Exemples de simulation
Dans cette section, deux exemples numé-
riques sont proposés. Le premier, basé sur un
modèle T-S académique d’ordre deux, per-
met de comparer le domaine de faisabilité de
chacun des deux théorèmes présentés dans
cet article avec les résultats, valables pour le
premier et second ordre, présentés dans [12].
Ensuite, un exemple d’un système d’ordre 4
(bras de robot flexible [19]), n’admettant de
solutions qu’avec le théorème 2, est proposé.
4.1 Exemple 1
Soit le modèle flou T-S avec deux règles [9] :
x˙(t) =
2∑
i=1
hi(x1(t))(Aix(t) +Biu(t)) (22)
où x(t) = [x1(t) x2(t)],
h1(x1) = (1− sin(x1))/2,
h2(x1) = 1− h1(x1) et les matrices :
A1 =
[
2 −10
2 0
]
, B1 =
[
1
1
]
,
A2 =
[
a −5
1 2
]
, B2 =
[
b
2
]
.
Une loi de commande non-PDC de la forme
(2) peut être synthétisée à partir d’une fonc-
tion de Lyapunov sous forme d’intégrale cur-
viligne (4) avec P1 et P2 sous la forme sui-
vante :
P1 =
[
d111 p12
p12 d22
]
, P2 =
[
d211 p12
p12 d22
]
.
La figure 1 montre le domaine de faisabilité
calculé à partir des théorèmes 1 et 2 (ε = 0.1)
définis dans cet article et du théorème 2
donné dans [12] en utilisant la LMI Tool-
box de MATLAB [20]. Comme nous pouvons
le remarquer, les théorèmes 1 et 2 présen-
tés dans ce papier conduisent sensiblement
au même résultat pour un système d’ordre 2
et sont moins conservatifs que les résultats
obtenus à partir du théorème 2 de [12].
4.2 Exemple 2
Soit le bras de robot flexible représenté
comme dans la figure 2 et décrit par le mo-
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Figure 1 – Comparaison entre les domaines
de faisabilité obtenus grâce aux théorème 1,
théorème 2 et théorème 2 dans [12].
dèle non linéaire d’ordre 4 [21] :


x˙1(t) = x3(t)
x˙2(t) = x4(t)
x˙3(t) =
k
J1
(x2(t)− x1(t))
− J1
mgLf
mgLf(x1(t))x1(t)
x˙4(t) =
1
J2
[u− k(x2(t)− x1(t))]
(23)
où J1, J2 sont respectivement l’inertie de l’ac-
tionneur et du bras, m la masse du bras, L
la longueur du bras, k la raideur du ressort
et f(x1(t)) = sin(x1(t))/x1(t) ∈ [ρ, 1]. x1 et
x2 sont respectivement la position angulaire
du bras et celle de l’actionneur.
Une décomposition en secteurs non linéaires
[2] permet d’obtenir un modèle T-S exact de
(23) donné par :
x˙(t) =
2∑
i=1
hi(x1(t))Aix(t) +Bu(t) (24)
avec x(t) = [x1(t) x2(t) x3(t) x4(t)]
T ,
h1(x1(t)) = (f(x1(t))+ρ)/(1+ρ), h2(x1(t)) =
1− h1(x1(t)), ρ = min(sin x1(t)/x1(t)) et :
A1 =


0 0 1 0
0 0 0 1
k−mgL
J1
k
J1
0 0
k
J2
k
J2
0 0


A2 =


0 0 1 0
0 0 0 1
k−mgLρ
J1
k
J1
0 0
k
J2
k
J2
0 0

 , B =


0
0
0
1
J2


Les gains du contrôleur (2) ont été obte-
Figure 2 – Bras de robot flexible [19].
nus grâce au théorème 2 en utilisant la LMI
toolbox de MATLAB. Les paramètres du mo-
dèle sont : k = 100N.m.rd−1, m = 1kg,
g = 9, 81m.s−2 et L = 1m. La solution du
théorème 2 avec ε = 0, 1 est donnée par :
H1 =


98, 9 100, 3 −147, 2 −173, 5
100, 5 109, 5 −164, 1 −224, 0
−41, 0 −61, 4 864, 8 986, 3
−14, 9 −60, 3 463, 5 920, 4


H2 =


109, 1 113, 8 −180, 0 −177, 4
98, 2 108, 3 −177, 9 −218, 8
−47, 6 −109, 0 852, 6 1103, 5
52, 7 −25, 4 305, 9 935, 1


P1 =


100, 8 100, 9 −89, 2 −67, 7
100, 9 106, 3 −134, 9 −131, 5
−89, 2 −134, 9 834, 5 679, 6
−67, 7 −131, 5 679, 6 996, 7


P2 =


101, 3 100, 9 −89, 2 −67, 7
100, 9 106, 3 −134, 9 −131, 5
−89, 2 −134, 9 834, 5 679, 6
−67, 7 −131, 5 679, 6 996, 7


F1 =
[
−849 −325 1754 −5159
]
F2 =
[
−2184 −1460 4762 −4238
]
La figure 3 montre les trajectoires de l’état
du modèle en boucle fermée du robot flexible
et de son dual. Comme nous pouvons le
constater, la loi de commande non-PDC ob-
tenue au travers du système dual stabilise
le système non linéaire initial. Afin d’illus-
trer la propriété 1, l’évolution des valeurs
propres du système non linéaire et de son
dual le long de leurs trajectoires respectives
est présentée figure 4. Bien entendu, celles-
ci évoluent toutes dans la partie gauche du
plan complexe.
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Figure 3 – Trajectoires en boucle fermée :
(a) Système non linéaire (23) - (b) Système
dual.
5 Conclusion
Dans cet article, le problème de la stabi-
lisation non-quadratique des systèmes flous
T-S via une fonction de Lyapunov sous
forme d’intégrale curviligne a été traité. Tout
d’abord, des conditions obtenues au travers
d’une approche usuelle ont été proposées.
Ses limites ont toutefois été soulignées puis-
qu’elles ne permettent d’aboutir à des condi-
tions LMI que pour les systèmes d’ordre in-
férieur ou égale à deux. Ce verrou majeur,
depuis les travaux de Rhee et Won en 2006,
a été levé grâce à la propriété de dualité des
systèmes. Fort de ce nouveau résultat, la voie
est maintenant ouverte pour d’autres pro-
blèmes d’automatique avancée des systèmes
flous T-S via des fonctions de Lyapunov sous
forme d’intégrales curvilignes.
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Figure 4 – Valeurs propres le long de la tra-
jectoire : (a) Système non linéaire (23) - (b)
Système dual.
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