In stochastic models of biochemical reaction networks, the dynamics is usually represented by a Markov process which describes the evolution of the copy-numbers or molecular counts of the constituent species. It is often of biological interest to determine if this Markov process has a unique stationary distribution. This uniqueness will hold if the state-space is irreducible in the sense that all the states are reachable from each other in a finite time, with a positive probability. Finding such irreducible statespaces is quite challenging, because the Markovian dynamics can usually access infinitely many states and the presence of conservation relations among species can constrain the dynamics in complicated ways. The aim of this paper is to develop a computational framework for finding irreducible state-spaces for reaction networks that typically arise in Systems and Synthetic Biology. Our results can help in assessing the long-term behavior of a network and also in explicitly obtaining the stationary distributions in certain cases. Our framework only relies on elementary linear algebra and linear programming, which makes it highly scalable and efficient, even for very large networks. We illustrate the wide applicability of our framework through several examples.
Introduction
Many biological processes are described as reaction networks, where certain species interact with each other through a finite number of reaction channels. Such reaction networks can be found in Epidemiology [19] , Pharmacology [5] , Ecology [4] and most prominently, in Systems and Synthetic Biology [1, 28, 33, 12] . Traditionally, reaction network models have been mathematically studied by expressing the dynamics as a set of ordinary differential equations (ODEs). However it is now well-known that these deterministic formulations become highly inaccurate when the copy-numbers of the reacting species are small. This is because the random timing of reactions introduces noise into the dynamics, which can significantly change the behavior of the system being modeled [15, 24] . Such situations arise commonly in Systems and Synthetic Biology, since intracellular networks often involve species with low copy-numbers like gene-transcripts, signaling proteins, messenger RNAs, transcription factors etc. [10, 24] . The biochemical noise generated by the intermittency of reactions can be taken into account using stochastic formulations of the dynamics of reaction networks. A common approach is to represent the dynamics as a continuous-time Markov process whose states denote the population sizes or copy-numbers of the constituent species. In recent years, these stochastic models have been extensively used for understanding the role of noise in various biological mechanisms [3, 10] .
Suppose that the dynamics of a reaction network is given by a Markov process (X(t)) t≥0 whose states represent the copy-number vectors of the constituent species. This process evolves on a discrete state-space E which must include all the copy-number vectors that can be accessed by the random dynamics. This statespace may not be unique, and for many examples of interest it is countably infinite. Furthermore it can are produced directly due to reactions of the form ∅ −→ S. These species then produce another set of species which in turn produce another set of species and so on, creating a birth cascade. Similarly there is a set of species that are degraded directly due to reactions of the from S −→ ∅. These species are then responsible for degrading another set of species which in turn cause degradation of another set of species and so on, forming a death cascade. In many networks all the species can be arranged in birth and death cascades. For example, in a simple gene-expression network (see Example 4.1), messenger RNAs (or mRNAs) are produced directly by a gene transcript and these mRNAs then produce proteins, forming a birth cascade involving all the network species (mRNA and protein). On the other hand both mRNA and protein molecules degrade directly, creating a trivial death cascade with all the species. We show that under some mild linear-algebraic conditions, if all the d species in a general reaction network are included in birth and death cascades, then the nonnegative integer orthant N d 0 is the unique irreducible state-space for the reaction network. In this situation all the species are free in the sense that their copy-numbers can take any nonnegative integer value, irrespective of the copy-numbers of other species. This is of course not true if the reaction network consists of conservation relations, which are linear relationships among species copy-numbers that are preserved by the dynamics. Presence of such conservation relations can constrain the species copy-numbers and introduce dependencies among them, thereby complicating the task of finding irreducible state-spaces. We shall explore how these conservation relations can be taken into account for constructing a list of likely candidates for irreducible state-spaces and how the irreducibility of each such state-space can be verified using a suitable combination of matrix methods [22] and birth/death cascade construction mentioned earlier.
Conservation relations limit the copy-number ranges of the involved species in two distinct ways. Some conservation relations can cause a species to be bounded, which means that its copy-numbers have a bounded range. For example, in a gene-expression network (see Example 4.1) where a single gene can occur in active or inactive forms, there is a conservation relation which says that the copy-numbers of these two species (active-gene and inactive-gene) must sum to 1, thereby ensuring that these species are bounded as their copy-numbers can either be 0 or 1. Conservation relations can also force certain species to be restricted, in the sense that their copy-numbers are an affine function of the copy-numbers of the free species. As an example, consider a simple two-species network where molecules of both the species are produced or degraded together (see Example 4.2) , and hence the difference of their copy-numbers is a conservation relation. If this difference is initially 0, then the copy-number of both the species will remain identical throughout the dynamics. Therefore we can declare one of the species as free and then the other will become restricted because its copy-number is simply equal to the copy-number of the free species. This also suggests that there is a certain degree of flexibility in choosing the free and the restricted species. We later explain how this flexibility can be exploited to facilitate the search for irreducible state-spaces.
In large reaction networks many conservation relations may be present and hence identifying the copynumber range of each species is a complicated task. We will use standard linear-algebraic methods for this purpose and classify each species as one of three types, free, bounded or restricted, depending on the limitations on its copy-numbers or lack thereof. Such a classification allows us to easily express the possible state-spaces and check their irreducibility. The linear-algebraic methods that we employ are basic matrix manipulations, solving systems of linear equations and solving Linear Programming Problems (LPPs) [6] . Since these methods can be efficiently applied in very high dimensions, our framework is highly scalable and can easily handle large reaction networks with several species and reactions.
The main ideas behind this paper are generalized from our recent conference paper [18] . However the method we develop in this paper is far more versatile and scalable. In particular it can efficiently handle a large number of conservation relations and it exploits the dynamical independence between bounded species to reduce the computational complexity of searching for irreducible state-spaces. The theoretical underpinnings of both [18] and this paper are provided by some recent results on irreducibility of Discrete Reaction Networks given in [29] . However, unlike our paper, the results in [29] do not apply when the network has conservation relations.
This paper is organized as follows. In Section 2 we present the relevant mathematical background for this paper. We formally describe the stochastic model of a reaction network, explain the notion of statespace irreducibility and discuss its importance. We also introduce some preliminary concepts and definitions that will be used throughout the paper. Section 3 contains the main results of this paper and provides an algorithmic procedure to find irreducible state-spaces for general reaction networks. In Section 4 we illustrate the applicability of our framework by considering examples from Systems and Synthetic Biology.
Notation
We now introduce some notation that will be used throughout the paper. Let R, R + , Z, N and N 0 denote the sets of all reals, nonnegative reals, integers, positive integers and nonnegative integers respectively. For any set A, we denote its cardinality by |A|. The vectors of all zeros and all ones in R n are written as 0 n and 1 n respectively. Moreover e (n) i denotes a vector in R n whose i-th entry is 1 while the rest are 0. The set of vectors {e
n } forms the standard basis for R n . For any vector v = (v 1 , . . . , v n ) ∈ R n we define its support as the set supp(v) = {i = 1, . . . , n : v i = 0}. For any two vectors v, w ∈ R n we say v > w or v ≥ w if the corresponding inequality holds component-wise. A vector v ∈ R n is called nonzero, nonnegative and strictly positive if v = 0 n , v ≥ 0 n and v > 0 n respectively. A vector which is both nonnegative and nonzero is simply called positive. We denote the standard inner product in R n by ·, · . While multiplying a matrix with a vector we always regard the vector as a column vector. Let M(m, n) refer to the set of all m × n matrices with real entries. For any matrix M ∈ M(m, n), we denote its rank by Rank(M ), its transpose by M T and its left nullspace by L(M ) = {γ ∈ R m : γ T M = 0 n }. Given n vectors v 1 , . . . , v n ∈ R m the matrix in M(m, n) with these vectors as its columns is denoted by Col(v 1 , . . . , v n ). Moreover for any M ∈ M(m, n) and any k ≤ l ≤ m, the projection matrix Proj(M, k, l) ∈ M(l − k + 1, n) is the submatrix formed by rows (k + 1), (k + 2), . . . , l of matrix M . For any positive integer n, I n represents the n × n identity matrix. The dimension of any vector space V is denoted by dim(V ) and this vector space is called trivial or nontrivial depending on whether dim(V ) = 0 or dim(V ) > 0. If v 1 , . . . , v n are the columns of M then for any A ⊂ R, the set Colspan A (M ) stands for
a i v i for some a 1 , . . . , a n ∈ A .
Mathematical Background
We start this section with the description of the stochastic model of a reaction network (Section 2.1). We then discuss the notion of ergodicity (Section 2.2) and the related notion of state-space irreducibility (Section 2.3). Finally we conclude this section by introducing and explaining some preliminary concepts that will be used later in the paper (Section 2.4).
Stochastic model of a reaction network
Consider a reaction network with d species S 1 , . . . , S d . These species interact through K reaction channels of the form
where ν ik and ρ ik denote the number of molecules of S i that are consumed and produced by reaction k.
. . , ν dk ) and ρ k = (ρ 1k , . . . , ρ dk ) respectively. Under the classical well-stirred assumption [13] , the state of the network at any time is given by a vector in N d 0 , whose i-th component is the number of molecules (or copy-number) of S i . When the state is x, the k-th reaction fires with rate λ k (x) and it displaces the state to y = x − ν k + ρ k . The functions λ 1 , . . . , λ K are called propensity functions for the reaction network. We assume that these functions satisfy the following property: for any k = 1, . . . , K and
This property ensures that the reaction dynamics never leaves the nonnegative integer orthant N d 0 . For our purpose, we need stricter conditions on the propensity functions that we introduce later (see Section 2.4).
Define a couple of d × K matrices by V = Col(ν 1 , . . . , ν K ) and O = Col(ρ 1 , . . . , ρ K ). Let Λ :
be the propensity map given by
The above reaction network with d species and K reactions can be fully described by the triplet
In the stochastic model for network N we represent the reaction dynamics as a N d 0 -valued Markov process with generator 1 given by
where f is any bounded real-valued function on N d 0 . Under mild conditions on the propensity functions, one can show that for any initial state x 0 ∈ N d 0 , there exists a well-defined Markov process (X(t)) t≥0 with generator A N and X(0) = x 0 . A state-space for this stochastic model of network N is any subset of the nonnegative integer orthant which is closed under the reaction dynamics. 
Observe that according to this definition, N d 0 is always a state-space for any network with d species, because we have assumed that if
However depending upon the network structure and reaction stoichiometries, there may exist smaller state-spaces for a given reaction network. Once a state-space E has been selected for a reaction network N = (V, O, Λ), any Markov process (X(t)) t≥0 with generator A N and initial state X(0) ∈ E, will satisfy X(t) ∈ E for all t ≥ 0. Therefore E serves as a generic state-space for all Markov processes representing the reaction dynamics and starting with an initial state in E.
Fix a state-space E for network N = (V, O, Λ). Let P(E) be the space of all probability distributions on E. We endow this space with the Prohorov metric which generates the weak topology [11] . Pick a µ ∈ P(E) and let (X(t)) t≥0 be the Markov process with generator A N and initial distribution µ. Hence (X(t)) t≥0 represents the reaction dynamics and the initial state X(0) is distributed according to µ. For any y ∈ E, the probability that the reaction dynamics is at state y at time t is p µ (t, y) = P (X(t) = y) .
(2.4)
The dynamics of p µ (t) is given by the Chemical Master Equation (CME) [14] which has the following form. For each y ∈ E dp µ (t,
where p µ (0, y) = µ({y}). Observe that this system consists of as many equations as the number of elements in E, which is typically infinite or very large, and hence solving the CME is nearly impossible for most examples. Commonly solutions of CME are estimated by simulating the process (X(t)) t≥0 using Gillespie's Stochastic Simulation Algorithm (SSA) [13] or its variants. Even though this simulation-based approach is useful for analyzing the stochastic model over a finite time-interval, it does not help in assessing its long-term behavior satisfactorily. We need new tools to analyze the long-term behavior and the contribution of our paper in this regard is discussed next.
Ergodicity as a notion of stability
Define p µ (t, A) = y∈A p µ (t, y) for any A ⊂ E. We can view p µ (t) as a probability distribution over E and hence as an element in P(E). A distribution π ∈ P(E) is called a stationary distribution for the reaction network N = (V, O, Λ) if p π (t, y) = π(y) for all t ≥ 0 and y ∈ E, where π(y) = π({y}). This means that if the initial distribution is π, then the distribution of the network state at any time t is also π. The form of the CME (2.5) implies π is a stationary distribution if and only if for each y ∈ E we have
From this relation it is clear that a stationary distribution π can be viewed as a fixed point for the CME (2.5) which describes the time-evolution of the probability distributions (p µ (t)) t≥0 in the space P(E). If there exists a unique such fixed point π which is globally attracting in P(E), then we say that the stochastic reaction dynamics is ergodic. This is same as saying that for any µ ∈ P(E), the E-valued Markov process (X(t)) t≥0 with generator A N and initial distribution µ is ergodic [25] , in the sense that the probability distribution p µ (t), defined by (2.4), converges to the stationary distribution π in the total-variation norm on P(E):
for any µ ∈ P(E). This also means that for any A ⊂ E, the probability of the event {X(t) ∈ A} converges to π(A) as t → ∞, irrespective of the initial distribution µ. Ergodicity represents a strong notion of stability for stochastic reaction dynamics, which can have many practical applications as we now discuss. Ergodicity implies that for any bounded real-valued function f on E we have
and the following limit holds with probability 1 and lim
For a proof of these relations see Theorem 1.10.2 in [27] . Even though these relations generally hold only for the class of bounded functions, for many reaction networks it is possible to extend this class to include all polynomially growing functions [17] . This extension allows us to use (2.8) to show that moments (means, variances, covariances etc.) of the stochastic reaction dynamics converge to their steady state values as t → ∞ (see [17] ). Such results can be used to design synthetic controllers that robustly steer the moments of certain species to specific steady-state values [7] . Relation (2.9) shows that the stationary distribution of the population can be computed by evaluating the proportion of time spent in various states by a single stochastic trajectory (X(t)) t≥0 over a long period of time. Such an insight can help in leveraging experimental or computational techniques for estimating the long-term behavior of a population of identical cells, where each cell includes the same reaction network with ergodic Markovian dynamics. For example, the steadystate behavior of a cell population (r.h.s. of (2.9)), as observed by Flow-Cytometry, will closely resemble the time-averaged behavior of a single cell (l.h.s. of (2.9)), as observed by Time-Lapse Microscopy. Hence the "right" experimental technique can be chosen for a given situation, based on convenience, and the long-term behavior of the stochastic system can be studied. Similarly one can use (2.9) to speed-up the estimation of the stationary distribution π using computer simulations. We now come to the problem of checking ergodicity. Clearly a direct approach is fraught with many complications, because the CME (2.5) cannot be solved in most cases, and even if we can solve it or estimate its solutions using simulations, it is impossible to verify that for some stationary distribution π, (2.7) holds for any initial distribution µ ∈ P(E). Due to these issues we need an indirect approach for establishing ergodicity. Fortunately such an indirect approach exists for continuous-time Markov chain models and the key step is to show that the underlying state-space E is irreducible. In the next section, we define this property and discuss the challenges of finding irreducible state-spaces for stochastic models of reaction networks.
For now assume that an irreducible state-space E has been found for a reaction network. This ensures the uniqueness of the stationary distribution π in P(E) (see Theorem 8.18 in [20] ), and to establish ergodicity over this state-space we only need to show that such a stationary distribution π exists. If the state-space E is compact (or finite) such a stationary distribution certainly exists (see Section 1.7 in [27] ). However its existence cannot be guaranteed in the more common scenario of E being countably infinite. In this situation, the existence of a stationary distribution can be checked using the results by Meyn and Tweedie [25, 26] . In particular, Theorem 4.5 in [26] shows that a stationary distribution π will exist if one can find a function V : E → R + satisfying V (x) → ∞ as x → ∞, another function f : E → [1, ∞), a compact set C ⊂ E and some constants c, d > 0 such that
This condition is called Foster-Lyapunov criterion in the literature [26] and it essentially says that outside some compact set C ⊂ E, the Markovian dynamics experiences a negative drift given by function f . In a recent paper [17] we develop a computational framework for constructing such norm-like functions V satisfying the above Foster-Lyapunov criterion for a large class of biochemical reaction networks which includes several well-known examples from Systems and Synthetic Biology. Interestingly these functions have a simple linear form given by V (x) = v, x , where v ∈ R d + is a positive vector which is suitably chosen using optimization techniques, such as Linear or Semidefinite Programming [6] .
Irreducibility of a state-space
Consider the reaction network N = (V, O, Λ) with some state-space E (recall Definition 2.1). For any x ∈ E, let δ x be the Dirac distribution concentrated at x. Define p x (t) to be p µ (t) for µ = δ x . For any y ∈ E, p x (t, y) is the probability that the stochastic dynamics starts at x and reaches y at time t. If p x (t, y) > 0 for some t ≥ 0, then we say that state y is reachable from state x, and we denote this relation as
Since we are in the continuous-time setting, p x (t, y) > 0 for some t ≥ 0 if and only if p x (t, y) > 0 for all t ≥ 0 (see Theorem 3.2.1 in [27] ). Hence the condition for reachability p x (t, y) > 0 does not depend on the particular time-value t. Moreover the reachability relation We say that the state-space E for a reaction network N = (V, O, Λ) is irreducible if all the states in E are reachable from each other, i.e. relation (2.11) holds between any two states x, y ∈ E. The problem of checking irreducibility can be quite challenging when E is countably infinite. The main difficulty arises due to the fact that some reaction channels may switch-off at certain states, and hence the set of possible transition directions is not the same for all states in E. When the state is x, the reaction channel k will switch-off if its propensity λ k (x) is 0. This switching-off of reactions must be taken into account while checking the irreducibility of E.
Observe that (2.11) certainly holds if x = y. In order to prove this relation between two distinct states x, y ∈ E, we need to show that there is a sequence of n reactions k 1 , . . . , k n ∈ {1, . . . , K} such that: 12) for each j = 1, . . . , n, where z j = x+
These conditions imply that if the initial state is x and reactions k 1 , . . . , k n fire in this order, then the final state of the network will be y. Of course these reactions can only fire in this order, if at all the intermediate states (z j -s), the propensity λ kj (z j ) for the next reaction in this sequence is positive. Proving the existence of a sequence of reactions that satisfies these conditions is technically difficult. Hence it is hard to directly verify the irreducibility of an infinite state-space E by showing that (2.11) holds for every pair of states x and y in E.
To avoid the difficulties mentioned above, we adopt an indirect approach for checking state-space irreducibility for reaction networks. Our approach is inspired by the structure of networks commonly found in Systems and Synthetic Biology. We present this approach in detail in Section 3 and it does not involve finding sequences of reactions connecting states in the state-space. Instead it only relies on elementary linear algebra and linear programming, which makes it highly scalable for large reaction networks.
Apart from establishing ergodicity, finding irreducible state-spaces can also enable us to compute the exact stationary distribution for certain networks whose propensity functions satisfy mass-action kinetics (see (2.15) ) and whose deterministic models admit complex balanced equilibria. Indeed the results in [2] prove that the stochastic models for such networks have the following property: for each irreducible statespace E, the unique stationary distribution π ∈ P(E) is given by the product-form
where d is the number of species, c = (c 1 , . . . , c d ) is a positive vector in R d and M E is the normalizing constant given by
Our method not only finds the irreducible state-spaces E on which this result can be applied, but in cases where E is countably infinite, it expresses E in such a way that the infinite sum in (2.14) can be replaced by a finite sum. This allows the normalizing constant M E to be easily calculated without any truncation errors (see Example 4.5), yielding the exact stationary distribution. Moreover for many networks our method can provably find all the irreducible state-spaces E 1 , . . . , E Q . Assuming we can exactly compute the stationary distribution π q ∈ P(E q ) of the form (2.13), for each q = 1, . . . , Q, these distributions π 1 , . . . , π Q will form the extremal points of the simplex formed by all the stationary distributions of the network (see [2] ). We end this section with an important remark.
Remark 2.2 Suppose that E 1 and E 2 are two irreducible state-spaces for a network N . Then these two state-spaces must be necessarily disjoint E 1 ∩ E 2 = ∅. To see this, note that if E 1 ∩ E 2 is non-empty, then it is also a valid state-space (see Definition 2.1). Hence the states in
1 ∩ E 2 are not reachable from the states in E 1 ∩ E 2 , violating the irreducibility of E 1 and E 2 respectively.
Preliminaries
In this section we present some preliminary concepts that will be used throughout the paper. We begin by imposing some restrictions on the form of the propensity functions and defining the inverse of a reaction network. Often it will be difficult to find irreducible state-spaces for the original network directly, and so we will construct an equivalent reaction network by rearranging the species. We describe this construction formally and then discuss how the presence of conservation relations in the network complicates the search for irreducible state-spaces. Finally we define the notion of conservation data for a network, and explain how it must be taken into account while finding state-spaces for a network.
Restrictions on the propensity functions
Recall the definition of a reaction network N = (V, O, Λ) with d species and K reactions of the form (2.1) (see Section 2.1). Here Λ(x) = (λ 1 (x), . . . , λ K (x)) is the positive vector denoting the propensities of the K reactions at state x and V = Col(ν 1 , . . . , ν K ) is the matrix whose columns contain the vectors of reactant molecular counts that are consumed by the K reactions. Throughout the paper we only consider networks that satisfy the following:
This assumption essentially means that when the state is x = (x 1 , . . . , x d ), reaction k has a positive probability of firing if any only if for each species S i , the number of available molecules (x i ) exceeds the number of molecules consumed by the reaction (ν ik ). Observe that the "only if" part of this condition is nearly always satisfied, because a reaction cannot fire unless for each species, the required number of molecules are present for consumption, but the "if" part of this condition may get violated if there is a reaction k and a state x satisfying x ≥ ν k and λ k (x) = 0. However such situations do not typically arise for biochemical reaction networks as we now explain.
Note that Assumption 2.3 is certainly satisfied if we have mass-action kinetics [15] where each propensity function λ k :
for some rate constant θ k > 0. Apart from mass-action kinetics, networks in Systems and Synthetic Biology generally have propensity functions describing either Michaelis-Menten or Hill-type kinetics [21] . MichaelisMenten kinetics usually appears when the network involves enzyme-substrate interactions [30] while Hill type kinetics usually arises in gene-expression networks with feedback regulation [31] . In both these cases, the propensity functions have a rational form given by
where the denominator q k (x) is always positive and the numerator p k (x) satisfies the criterion in Assumption 2.3. As a consequence, the network satisfies Assumption 2.3 even though its propensity functions are not of mass-action type. Finally we point out even if a network does not satisfy Assumption 2.3, it can often be modified in such a way that its dynamics remains the same but the modified network satisfies Assumption 2.3 (see Example 4.1). We end this section with a simple proposition. 
Proof. Due to Assumption 2.3, for any reaction k and state
. . , k n is the sequence of reactions satisfying (2.12), then the same sequence of reactions will also satisfy (2.12) with x and y replaced by (x + z) and (y + z) respectively. This proves (x + z) N −→ (y + z) and completes the proof of this proposition.
Inverse of a reaction network
Consider a reaction network N = (V, O, Λ) with d species and K reactions of the form (2.1). We now define another reaction network N inv which can be viewed as the inverse of N . This new network has the same number of species and reactions, but its reactions are obtained by flipping the arrows in (2.1). In other words, the K reactions in N inv are given by
To each reaction k we assign the propensity function λ k,inv by the mass-action form (2.15) with θ k = 1 and ν ik replaced by ρ ik for each i. Let the propensity map Λ inv :
Setting V inv = O and O inv = V, the inverse reaction network N inv can be formally described by the triplet
. Note that we have chosen the propensity map Λ inv in such a way, that network N inv will satisfy Assumption 2.3 even if network N does not. Suppose x, y ∈ N d 0 are two states such that the stochastic dynamics under the original reaction network N can reach state y from state x by a single firing of reaction k. In such a scenario we have λ k (x) > 0 and y = x − ν k + ρ k . Assuming that network N satisfies Assumption 2.3, we must have x ≥ ν k which implies that y ≥ ρ k and hence λ k,inv (y) > 0. Since x = y − ρ k + ν k and λ k,inv (y) > 0, under the inverse network N inv , the stochastic dynamics can reach state x from state y by a single firing of reaction k. Extending this idea to incorporate a sequence of intermediate states and reactions, one can easily see that 
Reaction network under a permutation
Consider a network N = (V, O, Λ) with K reactions and d species S 1 , . . . , S d . In the rest of the paper we refer to S i as "species i" and denote the set of all species by D = {1, . . . , d}. Let σ : D → D be any permutation (one-to-one and onto) map. When we say that x = (x 1 , . . . , x d ) is the state vector under permutation σ, we imply that x i denotes the copy-number of species σ(i) for each i = 1, . . . , m. Essentially the map σ defines the correspondence between the species and the location of their copy-numbers in the state vector. In our original set-up (see Section 2.1) we described the Markovian state-dynamics (X(t)) t≥0 under the identity permutation σ id 2 . However in order to facilitate the search for irreducible state-spaces for N , we will often need to work with an equivalent network N σ which describes the dynamics under a suitably constructed permutation map σ.
To define N σ formally, let P σ be the following d × d permutation matrix
where e
d are the standard basis vectors in R d and let σ −1 denote the inverse of map σ. Note that P σ is an orthogonal matrix and so its inverse satisfies P
Moreover let the propensity map Λ σ :
by the triplet
The networks N and N σ are dynamically equivalent, because if (X(t)) t≥0 represents the stochastic reaction dynamics under network N then (X σ (t)) t≥0 represents the stochastic reaction dynamics under the permuted network N σ where
Due to this relation we have the following proposition.
Proposition 2.6 A state-space E σ is irreducible for reaction network N σ if and only if the state-space
In Section 3 we will construct a permutation map σ such that the irreducible state-spaces for the permuted network N σ can be easily found. Then this proposition will help us in recovering the corresponding irreducible state-spaces for the original network N . We end this section with a simple observation. 
where '⇔' denotes "if and only if".
Incorporating conservation relations into the network dynamics
In Section 1, we mentioned that the presence of conservation relations in a network can introduce complex dependencies among the copy-numbers of various species. We now discuss how these dependencies must be taken into account while choosing a suitable state-space for the network. Fix a reaction network N = (V, O, Λ) with d species and K reactions. We define its
The k-th column of S contains the displacement (ρ k − ν k ) caused by reaction k to the state of the network. A conservation relation for the network N is any nonzero vector in the left nullspace of S:
To see why any nonzero γ ∈ L(S) is a conservation relation, observe that the displacement vector (ρ k − ν k ) is orthogonal to γ: i.e. γ, ρ k − ν k = 0 for each k = 1, . . . , K. Hence any Markov process (X(t)) t≥0 representing the stochastic reaction dynamics will satisfy
which is a conservation relation among the copy-numbers of species included in the set supp(γ). This set is nonempty because γ is nonzero. If d = Rank(S) then the left nullspace L(S) will be trivial and hence there are no conservation relations. Let us consider the other situation where L(S) is non-trivial and has dimension n = dim(L(S)) > 0. We choose a basis {γ 1 , . . . , γ n } for L(S) ans define a d × n matrix by Γ = Col(γ 1 , . . . , γ n ). We know from (2.23) that for each γ i , the quantity γ i , X(t) will have a constant value c i throughout the dynamics. These constant values c 1 , . . . , c n must be chosen at the outset according to the initial conditions or other system specific parameters (see Examples 4.1 and 4.4). We refer to c = (c 1 , . . . , c n ) ∈ R n as the conservation vector, Γ ∈ M(d, n) as the conservation matrix and the pair (Γ, c) as the conservation data. A network N along with its conservation data (Γ, c) is called a conservation network and denoted by (N , Γ, c). If the process (X(t)) t≥0 represents the reaction dynamics for such a network, then using (2.23) we obtain
This implies that any state-space for the conservation network (N , Γ, c) must be contained in the following set which is also valid state-space according to Definition 2.1
It is difficult to directly check the irreducibility of E 0 or find its irreducible subsets, because this definition does not clearly express the constraints on the range of copy-numbers of each species. To remedy this problem, we will construct a permutation map σ such that for the equivalent permuted network N σ (see Section 2.4.3), the set E σ 0 corresponding to E 0 (see Proposition 2.6) has a simpler form. In particular, the copy-number ranges appear explicitly in E σ 0 , which facilitates the search for irreducible subsets (see Section 3). We end this section with a remark about the conservation data for the permuted network N σ .
Remark 2.8 Consider a conservation network (N , Γ, c). For a permutation map
be the equivalent reaction network constructed as in Section 2.4.3 and let S σ = (O σ − V σ ) be its stoichiometry matrix. Then conservation relations for network N σ are nonzero vectors in the left nullspace L(S σ ) = P σ L(S). Moreover relations (2.24) and (2.21) imply that the conservation data for network N σ must be (Γ σ , c) where Γ σ = P σ Γ. We refer to (N σ , Γ σ , c) as the permuted conservation network.
Procedure to find irreducible state-spaces
Let us fix a network N = (V, O, Λ) with d species and K reactions, along with its conservation data (Γ, c) (see Section 2.4.4). Our aim is to find irreducible state-spaces for this conservation network inside the set E 0 defined by (2.25) . Note that if there are no conservation relations then there are no restrictions on the copy-number ranges and E 0 is simply the nonnegative integer orthant N d 0 . However the presence of conservation relations creates complex dependencies among the species copy-numbers and also constrains their possible values. In what follows, we will use linear-algebraic techniques to unravel these dependencies and classify each species as free, bounded or restricted (see Section 1) according to its copy-number range. We then choose a permutation map σ so that for the equivalent permuted conservation network (N σ , Γ σ , c) (see Section 2.4.3), the candidates for the irreducible state-spaces have the following form: serves as a state-space for the dynamics of both free species and restricted species. As the definition of Φ indicates, these restricted species are "locked" in a fixed affine relationship (given by function φ) with free species. Notice that in comparison to E 0 , the state-space E σ has a simpler form which clearly expresses the copy-number ranges for each species as well as the relationships among them. This simple form is useful for checking irreducibility and explicitly computing the stationary distribution in certain cases (see Example 4.5). Observe that if d r = d f = 0 then all the species are bounded and the irreducibility of the finite set E = F b can be checked using matrix methods (see [22] [18] ). In this paper we efficiently combine these two approaches to handle large reaction networks with many conservation relations. Note that if E σ is an irreducible state-space for the permuted conservation network (N σ , Γ σ , c) then E = P T σ E σ is an irreducible state-space for the original conservation network (N , Γ, c) (see Proposition 2.6). Throughout this section we assume that network N satisfies Assumption 2.3.
Our approach for finding irreducible state-spaces can be described as follows. We first identify the bounded species, partition them into distinct interaction classes and find their optimal finite state-space E b (Section 3.1). We then classify the rest of the species as free or restricted, and also determine the affine function φ (see (3.27) ) which gives the static relationship between these two sets of species (Section 3.2). Since the restricted species have no dynamics of their own, we "remove" them in a certain way to obtain a simpler network whose dynamics is essentially equivalent to the original network (Section 3.3). Lastly we find the irreducible state-spaces for this "reduced" network by suitably combining the two strategies of arranging the free species into birth-death cascades and applying matrix methods to find the irreducible subsets within the finite state-space E b for bounded species (Section 3.4). We also explain how the pre-partitioning of bounded species into interaction classes helps in gaining computational efficiency. The complete procedure for finding irreducible state-spaces is presented in Section 3.5.
Identifying the bounded species and their state-space
Recall that (Γ, c) is the conservation data for our network N . Here Γ is a d × n matrix whose columns span L(S) (see Section 2.4.4). Therefore we can write L(S) = {Γα : α ∈ R n }. Suppose for some α ∈ R n , γ = Γα ∈ L(S) is a conservation relation such that all its nonzero entries have the same sign. Replacing α with −α if necessary, we can assume that this sign is positive. If (X(t)) t≥0 is the Markov process representing the reaction dynamics under network N , then relation (2.24) implies that
Hence for any i ∈ supp(γ) (i.e. γ i > 0), species i is bounded because throughout the dynamics its copynumber X i (t) is bounded above by c, α /γ i . Of course each bounded species may be involved in several positive conservation relations and this must be taken into account for computing a sharp upper-bound for its copy-numbers. This sharpness is necessary for finding irreducible state-spaces, because otherwise certain copy-numbers would be unreachable. For each species i ∈ D, we find the optimal upper-bound b i for its copy-number by solving the following Linear Programming Problem (LPP): In order to handle the dynamics of bounded species more efficiently we partition them according to their interaction relationships. Define an interaction relation , will always lie in the finite rectangular set Therefore the state-vectors for all the bounded species will lie in the finite set
Such a fragmented structure of E σ1 b allows us to exploit the sparsity in the interaction relationships among the bounded species and obtain significant reductions in the computational effort required for finding irreducible state-spaces, as we shall see in Section 3.4.
Identifying the free and the restricted species
We now partition the set D u of unbounded species, into a set D f of free species and a set D r of restricted species. Let S ) correspond to conservation relations among the unbounded species, and these relations will create restricted species as we shall soon see. Unlike the bounded species (see Section 3.1), these restricted species arise due to conservation relations whose components are not all of the same sign. Let {δ 
Let N σ2 be the network under permutation σ 2 (see Section 2.4.3), and let S σ2 and (Γ σ2 , c) be its stoichiometry matrix and conservation data respectively (see Remark 2.8). For each i = 1, . . . , d r , the vec-
) and hence the vector δ i = P σ2 P 
1 , . . . , δ
Observe that if A I is the matrix given by (3.36), then there exists a permutation matrix P ∈ M(d u , d u ) such matrix P A I has the form 
This also shows that Rank(S 
Let (X σ2 (t)) t≥0 denote the stochastic reaction dynamics representing the conservation network (N σ2 , Γ σ2 , c). Then at any time t we can write where the affine map φ :
We already know that X σ2 b (t) will lie in the set E σ2 b := E σ1 b (given by (3.34)) for all t ≥ 0. Therefore
serves as the maximal state-space for the conservation network (N σ2 , Γ σ2 , c). In other words, it includes every other state-space for this conservation network. We end this section with an important remark.
Remark 3.1 Note that the classification of unbounded species into free and restricted species depends on the set I which can chosen to be any element in the set I f given by (3.37). This flexibility in the choice of I can be quite useful for our purpose as we shall explain in the next section.
Network reduction by elimination of restricted species
From the discussion in the previous section it is immediate that the restricted species have no independent dynamics of their own and they essentially mimic the free species according to some mapping φ. This suggests that for finding irreducible state-spaces we can simply remove the restricted species and concentrate on the dynamics of the bounded and the free species. In other words we can construct a "reduced" network N σ2 with
We now describe the network N σ2 more formally. For each reaction k = 1, . . . , K define a function λ 
.3). We define the reduced network as
). This reduced network may not satisfy Assumption 2.3 even if the original network does (see Example 4.2), which is a problem because our approach requires this assumption. Fortunately, one can deal with this problem by exploiting the flexibility in the choice of set I (see Remark 3.1) which determines the reduced network by classifying each unbounded species as free or restricted. Note that different choices of I will yield different reduced networks but they correspond to the same dynamics for the original network. Therefore irreducible state-spaces for the original network can be found with any choice of I and one can sequentially examine each element in the finite set I f (see (3.37)) until one finds a I for which the reduced network satisfies Assumption 2.3. We illustrate this in Example 4.2.
Let 
0 is a maximal state-space for network N σ2 . We now come to the main result of this section which allows us to use the reduced network N σ2 to find the irreducible state-spaces for the actual network. 
0 : x b ∈ A 1 , x f ∈ A 2 and x r = φ(x f )} is an irreducible state-space for conservation network (N σ2 , Γ σ2 , c).
Proof. The proof follows simply from the construction of the reduced network N σ2 and the fact that the dynamics of the restricted species is "tied" to the dynamics of the free species according to map φ (see (3.42)).
Networks with only free and bounded species
We now assume that we have a "reduced" network In fact only such state-spaces can be irreducible if all the free species are abundant. This motivates our definition of candidate state-spaces whose irreducibility will be subsequently checked. Definition 3.3 Let C(F ) be the set given by
Note that each CISS is certainly an irreducible state-space when d f = 0. In the rest of the section, we consider the situation when both bounded and free species are present, and develop a procedure to check the irreducibility of each CISS. Fix a CISS F 
where
of free species as the l-th birth cascade for network N σ2 . The set B l contains all those free species that do not belong to any of the previous birth-cascades B 1 , . . . , B l−1 and for some m = 1, . . . , M , get produced by a reaction in K m (C, H l ) for each closed communication class C ∈ C m (H l , F σ2 b,m ). Note that any such reaction can only consume the free species in the previous birth-cascades B 1 , . . . , B l−1 .
The network N σ2 is called birth-exhaustive for CISS F 
which means that all the free species can be arranged into birth-cascades constructed according to the scheme described above. As Lemma 4.6 shows, this birth-exhaustivity implies that the reaction dynamics can lead to arbitrarily high copy-numbers for all the free species. Let N 
is the matrix defined in Section 3.3. Note that for (3.54) to hold, it is necessary that Rank( S f σ2 ) = d f which is indeed the case (see Section 3.3). When the network is birth-exhaustive, (3.54) follows from another condition which can be more easily verified for biochemical networks. This condition can be stated as
where S σ2 is the matrix consisting of only those columns of matrix S f σ2 which correspond to reactions that exclusively involve the free species. The set of such reactions is given by 
Condition (3.55) is equivalent to having
This can be easily checked by computing a modified Hermite normal form 4 (see [8] ) of the integer matrix − S T σ2 . For obtaining this normal form, the only admissible operation is the addition of one row to another, possibly after multiplication by a positive integer. If the Hermite normal form is such that for each i = 1, . . . , d f there exists a row with the leading entry of 1 at column i, then we can conclude that (3.55) holds. Generally for biochemical networks this condition is trivially satisfied because all the free species degrade naturally due to reactions of the form S i −→ ∅. Moreover even for networks where this does not happen, this condition mostly holds because each free species usually undergoes a sequence of conversions, eventually resulting in a set of naturally degrading species. We now come to the main result of this paper. Proof. Throughout this proof we denote the relation x 2 ). This is due to the following chain of accessibility relations (z 1 , x 2 ) and the fact that relation −→ is transitive.
We now prove (3.56) for any fixed z 1 , z 2 ∈ F and x ∈ N d f 0 . Since network N σ2 is death exhaustive, Lemma 4.6 and relation (2.17) imply that for any z 1 , z 2 ∈ F and r 0 ∈ N d f there exists a vector
We assume that r 0 is as in Lemma 4.7. Relation (z 2 ,
From Lemma 4.6 we can find a vector y ≥ (x + x ′ ) satisfying (z 1 , 0 d f ) −→ (z 2 , y). Since (x + x ′ ) ≥ r 0 , using Lemma 4.7 we obtain (z 2 , y) −→ (z 2 , x + x ′ ). We now have an accessibility chain (
, and since −→ is transitive we have the first part of (3.56). We now show the second part (z 2 , x) −→ (z 1 , 0 d f ). Using Lemma 4.6 and death-exhaustivity of network N σ2 ,we can find vectors x 1 ) . The last relation also implies (z 2 , x) −→ (z 2 , x 1 + x) due to Proposition 2.4. Since (x 1 + x) ≥ x 2 ≥ r 0 we have (z 2 , x 1 + x) −→ (z 2 , x 2 ) due to Lemma 4.7. This gives us the following chain of accessibility relations (z 2 , x) −→ (z 2 , x 1 + x) −→ (z 2 , x 2 ) −→ (z 1 , 0 d f ) which shows the second part of (3.56) and completes the proof of this theorem. 
holds then these CISSs are the only irreducible state-spaces for the reduced network N σ2 . This is because any other irreducible state-space must be disjoint from all these CISSs (see Remark 2.2) which cannot happen since E We now explain how the pre-partitioning of bounded species into interaction classes helps us in saving computational effort. This partitioning is not needed for computing the CISSs and the birth/death cascades, but without it, one would have to consider the dynamics of bounded species in a finite state-space of size N b = |E 
Main Algorithm
In this section we describe our procedure to find irreducible state-spaces in detail. Consider a network N = (V, O, Λ) with K reactions and d species in the set D = {1, . . . , d}. Assume that the conservation data for this network is (Γ, c). Given the conservation network (N , Γ, c) as input, the method FindIrreducibleStateSpaces(·) (see Algorithm 1) uses our approach to find as many irreducible statespaces as possible. This method starts by identifying the bounded species, classifying them according to their interaction relationships and finding their optimal state-space (see Section 3.1). It then computes the numbers of free (d f ) and restricted (d r ) species, and if d r > 0, it reduces the network by eliminating the restricted species (see Sections 3.2 and 3.3). This reduction step is performed by calling the method FindReducedNetwork(·) (see Algorithm 2) . Finally all the CISSs for the reduced network are identified and for each CISS F For each species i ∈ D solve the LPP (3.29) to compute b i .
3: 
7:
For each m = 1, . . . , M define the finite set E σ1 b,m by (3.33).
8:
Evaluate d f and d r according to (3.35).
9:
10:
else set σ 2 = σ 1 , D f = D u and N σ2 = N σ1 .
11:
end if
12:
Set F = {1, . . . , d f }. For each m = 1, . . . , M compute the set of closed communication classes C m (F ) for relation Θ m (F ) given by (3.49). Let C(F ) be as in Definition 3.3.
13:
for all F σ2 b ∈ C(F ) do 14: if CheckBirthExhaustivity( N σ2 , F 
Let Φ be the graph of map φ (see (3.27) ).
18:
Define the permutation matrix P σ2 by (2.18) and let
19:
Output: The state-space E is irreducible for the conservation network (N , Γ, c). The network-reduction method FindReducedNetwork(·) proceeds as following. It first computes the set I f (see (3.37)), whose elements determine all plausible partitions of the set of unbounded species (D u ) into the sets of free (D f ) and restricted (D r ) species. For any I ∈ I f , the reduced network is constructed as described in Sections 3.2 and 3.3. If this reduced network satisfies Assumption 2.3 then the procedure is stopped after returning this reduced network (along with its parameters) to the main method FindIrreducibleStateSpaces(·). Otherwise the procedure moves to a different choice of I ∈ I f . If all the choices have been exhausted and no reduced network satisfying Assumption 2.3 is found, then this method returns Quit which means that our approach will not work for the considered conservation network (N , Γ, c).
Algorithm 2 Reduces the conservation network (N σ1 , Γ σ1 , c) by eliminating the restricted species.
Require: The sets of bounded and unbounded species for network N σ1 are given by
Compute the set I f given by (3.37).
3:
for all I ∈ I f do 4:
Select the permutation map σ 2 : D → D according to (3.38).
6:
Construct the permuted network
3) along with its conservation data (Γ σ2 , c) (see Remark 2.8).
7:
Define the affine map φ : R d f → R dr according to (3.43).
8:
k is given by (3.45).
10:
Define the reduced network as The method CheckBirthExhaustivity(·) arranges the free species of a network into birth-cascades as described in Section 3.4. The cascade-construction process is terminated when an empty cascade is reached because all the subsequent cascades will also be empty. Upon termination, this method returns True or False depending of whether all the free species belong to one of the birth-cascades or not.
Algorithm 3 Checks birth-exhaustivity of a network
Set l = 0 and H l = ∅ 3:
l ← l + 1
5:
For each m = 1, . . . , M compute the set by G l (m) by (3.51).
6:
else return False 
Biological Examples
In this section we will illustrate our procedure for finding irreducible state-spaces using examples from Systems and Synthetic Biology. In all the examples, the reactions are numbered in the order of their appearance and the propensity functions (λ k -s) have mass-action form (2.15) unless otherwise stated. Example 4.1 (Gene-expression networks) As our first example we consider the gene-expression network [32] along with its many variants. The simplest such network has three species: Gene (G), mRNA (M ) and protein (P ), and the following four reactions:
These reactions represent the transcription of mRNA by the gene, the translation of mRNA into protein, and the degradation of mRNA and protein respectively. Since the copy-numbers of G are not changed by these reactions, we can disregard its dynamics and replace the first reaction with ∅ −→ M . Hence this network has effectively only two species S 1 = M and S 2 = P which are both free. The consumption vectors (ν k -s) of the four reactions are: ν 1 = (0, 0), ν 2 = (1, 0), ν 3 = (1, 0) and ν 4 = (0, 1). This network satisfies Assumption 2.3 and condition (3.55) holds because both species degrade naturally. One can easily check that for this network N is birth-exhaustive because the first two birth-cascades are:
It is also death-exhaustive as its first death-cascade, or the first birth-cascade of the inverse network N inv is D 1 = {M, P }. Therefore by Theorem 3.4 and Remark 3.6 we can conclude that N 2 0 is the unique irreducible state-space for network N .
Let us change the above network to incorporate transcriptional feedback by the protein molecules [23] . The propensity of the mRNA transcription reaction is now given by Hill-type kinetics of the form: 0) we have x ≥ ν 1 = (0, 0) but λ 1 (x 1 , x 2 ) = 0. In this case, we can ensure that network N ′ satisfies Assumption 2.3 by changing the mRNA transcription reaction to P −→ P + M . Note that the dynamics remains unaffected by this change and Assumption 2.3 holds for this network because ν 1 is now (0, 1), and hence we can apply our procedure to find irreducible statespaces. However this new network is not birth-exhaustive which suggests that N 2 0 may not be irreducible, which is indeed the case because (0, 0) is an absorbing state for the network where all propensities are zero. This simple example shows that even though our procedure only provides sufficient criteria for determining irreducibility, it can still be useful for detecting its failure.
We now consider the above gene expression network (4.58) in the situation where the Gene (G) can spontaneously switch between an active (G * ) an an inactive (G 0 ) form [23] , and the transcription of mRNA (M ) is only possible in the active form. This network, denoted by N can be described by four species: active Gene (S 1 = G * ), inactive Gene (S 2 = G 0 ), mRNA (S 3 = M ) and protein (S 4 = P ), and six reactions given by
One can check that γ = (1, 1, 0, 0) is the only (independent) conservation relation for network N . Let Γ be the 4 × 1 matrix whose single column is γ and let c = 1. We define (Γ, c) to be the conservation data for this network, and it implies that throughout the dynamics the copy-number X 1 (t) of species S 1 and the copy-number X 2 (t) of species S 2 satisfy X 1 (t) + X 2 (t) = 1. In other words, only one copy of the Gene (G) is present which can either exist in active or inactive form. Note that γ is a positive conservation relation and it causes the species G * and G 0 to be bounded. The other two species are free and there are no restricted species in network N . The dynamics of the bounded species evolves on the set E = {(1, 0), (0, 1)} and one can verify that E × N 2 0 is the only CISS for the network. Moreover this network is birth-exhaustive for CISS E × N 2 0 as the first two birth-cascades are B 1 = {M } and B 2 = {P } as before. Similarly this network is also death-exhaustive for CISS E × N 2 0 because the first death-cascade is D 1 = {M, P }. Condition 3.55 is satisfied and hence using Theorem 3.4 along with Remark 3.6, we can conclude that E × N 2 0 is the unique irreducible state-space for network N .
Example 4.2
The aim of this example is to illustrate how restricted species arise and how they can be eliminated (see Sections 3.2 and 3.3). Consider a reaction network with two species S 1 and S 2 , and two reactions given by
Since both the species are produced and degraded together, γ = (1, −1) is the only (independent) conservation relation for this network. We define (Γ, c) to be the conservation data, where Γ is the 2 × 1 matrix with column γ and c is any integer. This conservation data says that throughout the dynamics the copy-number X 1 (t) of species S 1 and copy-number X 2 (t) of species S 2 satisfy X 1 (t) − X 2 (t) = c, which shows that each species "mimics" the dynamics of the other one. We have the flexibility of declaring any of the two species as free and then the other one will be restricted. This flexibility manifests in the choice of I from the set I f (3.37) which has two elements {1} and {2} in this case. If we select I to be {1} then the reduced network consists of one free species S 1 and two reactions given by ∅ −→ S 1 and S 1 −→ ∅ with propensity functions λ 1 (x 1 ) = θ 1 and λ 2 (x 1 ) = θ 2 x 1 (x 1 − c). Note that if c ≤ 0, then this reduced network satisfies Assumption 2.3 and using Theorem 3.4 and Remark 3.6 we can conclude that N 0 is the only irreducible state-space for the reduced network and hence by Proposition 3.2
is the only irreducible state-space for the original network. On the other hand if c > 0 then this reduced network does not satisfy Assumption 2.3 because λ 2 (x 1 ) = 0 for x 1 = c > 0. However in this case we can choose I to be {2} to obtain another reduced network with one free species S 2 and two reactions ∅ −→ S 2 and S 2 −→ ∅ with propensity functions λ 1 (x 2 ) = θ 1 and λ 2 (x 2 ) = θ 2 x 2 (x 2 + c) respectively. Observe that this new reduced network satisfies Assumption 2.3 and we can use Theorem 3.4 and Remark 3.6 as before to arrive at the same conclusion that E 1 given by (4.61) is the unique irreducible state-space for the original network. , where α 1 , α 2 , β and γ are certain positive parameter values. One can easily check that this network satisfies Assumption 2.3 even though λ 1 and λ 3 do not have the mass-action form. This network has no conservation relations and so both the species are free. Moreover this network is both birth and death exhaustive because the first birth and death cascades are B 1 = D 1 = {U, V}. Condition (3.55) is also satisfied and hence by Theorem 3.4 and Remark 3.6, we can conclude that N 2 0 is the unique irreducible state-space for this network.
Example 4.4 (Circadian clock network) In this example from Systems Biology we consider the circadian clock oscillator moedel in [33] , which has 9 species S 1 , . . . , S 9 and 16 reactions given in the table below.
No. Reaction
No. Reaction 1 S 6 + S 2 −→ S 7 9 S 2 −→ ∅ 2 S 7 −→ S 6 + S 2 10 S 9 −→ S 9 + S 3 3 S 8 + S 2 −→ S 9 11 S 8 −→ S 8 + S 3 4 S 9 −→ S 8 + S 2 12 S 3 −→ ∅ 5 S 7 −→ S 7 + S 1 13 S 3 −→ S 3 + S 4 6 S 6 −→ S 6 + S 1 14 S 4 −→ ∅ 7 S 1 −→ ∅ 15 S 2 + S 4 −→ S 5 8
Computing the left nullspace of the associated stoichiometry matrix we can see that this network, denoted by N , has two independent conservation relations given by γ 1 = e 6 + e 7 and γ 2 = e 8 + e 9 , where e i is the i-th standard basis vector in R 9 . Let Γ = Col(γ 1 , γ 2 ) and c = (1, 1). We define (Γ, c) to be the conservation data for this network, thereby indicating that throughout the dynamics, the sum of the copy-numbers of species S 6 (S 8 ) and S 7 (S 9 ) is 1. The species S 6 (S 8 ) and S 7 (S 9 ) correspond to the bound and the unbound form of an activator (promoter) gene. Therefore our conservation data (Γ, c) implies that a single copy of both these genes is present which can either exist in bound or unbound forms.
Due to the conservation relations, the species in the set D b = {6, 7, 8, 9} are bounded while the rest of the species D f = {1, 2, 3, 4, 5} are free. Note that species S 6 and S 7 do not directly interact with species S 8 and S 9 , i.e. there is no reaction involving species from both the sets D Example 4.5 (Networks with product-form stationary distributions) We mentioned in Section 2.3 that for many networks, the unique stationary distribution π ∈ P(E) corresponding to any irreducible statespace E, has the product form (2.13) (see Theorem 4.3 in [2] ), with the normalizing constant M E is given by (2.14). Using our procedure we can identify the irreducible state-spaces on which this result can be applied. Moreover in cases where these state-spaces are countably infinite, our procedure represents them in such a form, that the normalizing constant can be easily evaluated by replacing the infinite sum in (2.14) by an exact finite sum, thereby preventing any truncation errors. To see this, consider a conservation network (N , Γ, c) with d f > 0 free species and d b ≥ 0 bounded species. Suppose using Theorem 3.4 we can find an irreducible state-space of the form
0 for the permuted conservation network (N σ , Γ σ , c) with respect to some permutation σ. If this network has the product form stationary distribution (2.13), then for computing the normalizing constant M E σ (2.14) we can simply replace the infinite sum over E σ by a finite sum over F because the sum of a Poisson probability mass function over N 0 is 1 (i.e. j∈N0 (α j /j!)e −α = 1 for any α > 0). This example demonstrates how our method can help in computing the exact stationary distribution for certain networks. Proof. We prove this lemma by induction. Throughout this proof we denote the relation
