Abstract. We introduce a notion of a partial derivative of a regular expression. It is a generalization to the non-deterministic case of the known notion of a derivative invented by Brzozowski. We give a constructive definition of partial derivatives, study their properties, and employ them to develop a new algorithm for turning regular expressions into relatively small NFA and to provide certain improvements to Brzozowski's algorithm constructing DFA. We report on a prototype implementation of our algorithm constructing NFA and present some examples.
Introduction
In 1964 Janusz Brzozowski introduced word derivatives of regular expressions and suggested an elegant algorithm turning a regular expression r into a deterministic nite automata (DFA); the main point of the algorithm is that the word derivatives of r serve as states of the resulting DFA 5] .
In the following years derivatives were recognized as a quite useful and productive tool. Conway 8] uses derivatives to present various computational procedures in the algebra of regular expressions and to investigate some logical properties of this algebra. Krob 12] extends this di erential calculus to a more general algebra of K-rational expressions. Brzozowski and Leiss 6] employ the idea of derivatives to ascertain relations between regular expressions, nite automata and boolean networks. Berry and Sethi 4] give a solid theoretical background for McNaughton and Yamada's algorithm 14] through the notion of continuation which is a particular kind of derivative. Ginzburg 9] uses derivatives to develop a procedure for proving equivalence of regular expressions; further development of this procedure is provided by Mizoguchi et al 15] . Yet another procedure for proving equivalence of extended regular expressions is suggested by the present author and Mosses 2, 3] and is also based on some constructions closely related to derivatives.
In the present paper we come up with a new notion of a partial derivative which is, in a sense, a non-deterministic generalization of the notion of derivative: likewise derivatives are related to DFA, partial derivatives are in the same natural way related to non-deterministic nite automata (NFA).
In Sect.2 we introduce partial derivatives which are regular expressions appearing as components of so-called non-deterministic linear forms. We give a set 2 of recursive equations for computing linear forms and partial derivatives. Some basic properties of partial derivatives are established.
In Sect.3 we present two theorems which are the main theoretical results of the paper. These show that the set of all syntactically distinct partial derivatives of any regular expression r is nite 1 and its cardinality is quite small { less than or equal to one plus the number of occurrences of alphabet letters appearing in r; moreover, each partial derivative (and so the set of them) can be represented quite compactly.
Sect.4 is devoted to an application of the above theoretical results to nite automata constructions. First, we present a new top-down algorithm for turning a regular expression r into an NFA; the set of partial derivatives of r forms the set of states of the NFA. This implies that the above upper bound for the cardinality of the set of partial derivatives holds as an upper bound for the number of states of NFA produced by our algorithm. This upper bound coincides with the number of states of NFA produced by McNaughton and Yamada's algorithm 14] and by its improvement due to Berry and Sethi 4] . However, in many cases our NFA have actually fewer states than this upper bound. Moreover, there are examples when our NFA turn out to be smaller than those produced by a tricky Chang and Paige's algorithm 7] (which involves several non-trivial optimizations of the representation of NFA). The second procedure in this section provides several improvements to Brzozowski's algorithm 5] due to the use of partial derivatives.
We have implemented our algorithm turning regular expressions into NFA as an algebraic program in OBJ3 (see 11] for a description of the language). In Sect.5 we present several examples of NFA constructed by our program.
In this version of the paper we omit all the proofs as well as some auxiliary propositions and examples; see 1] for a more complete presentation.
Preliminaries
Given a set X, we denote its cardinality by jXj, its powerset (the set of all subsets of X) by P(X), and the set of all nite subsets of X by Set X].
An idempotent semiring is an algebra on the signature including constants ; (called zero), (unit) and binary operations + (union or join) and (concatenation) such that these satisfy the following equational axioms: a + (b + c) = (a + b) + c (1) a + b = b + a (2) a + a = a (3) a + ; = a (4) (a b) c = a (b c) (5) a = a = a (6) 1 Note that derivatives do not enjoy this property. a ; = ; a = ; (7) a (b + c) = a b + a c (8) (a + b) c = a c + b c (9) Thus, the algebra is simultaneously an upper semilattice with the bottom (w.r.t. ;
and +) and a monoid (w.r.t. and ). We shall refer to the set of the equations (1{ 9) as to SR-axioms; the least congruence generated by these (on some appropriate algebra) will be called the SR-congruence and denoted by E(SR). Similarly, the set of equations (1{4) is called ACIZ-axioms and its subset (1{3) is called ACIaxioms; corresponding least congruences are denoted by E(ACIZ) and E(ACI). Note that the set Set X] forms an upper semilattice with the join and the empty set as the bottom.
Given an alphabet (a nite set of letters) A, let A be the set (and the free monoid) of words on A, Reg A] be the set (and the algebra) of regular (or rational) languages on the alphabet A with the standard operations { concatenation L 1 L 2 , union L 1 L 2 , and iteration L . Let Reg1 A] be the subset of Reg A] consisting of all the regular languages containing the empty word ; the complement of this subset is denoted by Reg0 A]. Let 
Given a regular language L, a left quotient of L w.r.t. a word w, written w n L, is the language f u 2 A j w u 2 L g. Note that the membership w 2 L is equivalent to 2 w n L and that (w x) n L = x n (w n L).
We consider a (non-deterministic) nite automaton M on A as a quadruple hM; ; 0 ; F i where M is a set of states, : M A ! Set M ] is a transition function (which can also be represented as a relation
M is an initial state, and F M is a set of nal states. 2 The automaton is deterministic if j ( ; x)j 1 for all 2 M , x 2 A; in this case the transition function is represented as a partial one, : M A!M, returning a state or nothing. The function can always be completed to a total one by adding one \sink" state ; to M such that (;; x) = ; for all x 2 A. In any of the above cases, the extension ( ; w) of the transition function to words w 2 A is de ned in the usual way. A word w 2 A is said to be accepted by a state 2 M if ( ; w) \ F 6 = : The set of all words accepted by 0 is the language recognized by M. Two automata are equivalent if they recognize the same language. Regular (or rational) expressions are terms on the signature of the regular algebra Reg A]. Actually, there exist di erent ways to choose the signature and to formalize the algebra. In this paper we follow the idea of 2] that Reg A] should be regarded as an order-sorted algebra 10] having a sort A for an alphabet which is a subsort of a sort Reg for all the regular expressions. Here we also introduce two further subsorts of Reg, namely Reg0 and Reg1, to distinguish regular expressions denoting elements of Reg0 A] and Reg1 A] correspondingly. To sum up, the order-sorted signature REG on the alphabet A = f 1 ; 2 ; : : : ; k g consists of the following components:
This is obviously not the most general de nition, but we shall need just this particular kind of NFA. Sets of ground terms on the signature REG of the sorts Reg, Reg0, and Reg1 are de ned in the usual way and denoted by T Reg , T Reg0 , and T Reg1 correspondingly. In what follows we call the elements of T Reg regular terms.
Given a regular term t, let ktk denote its alphabetic width { the number of all the occurrences of letters from the alphabet A appearing in t.
A regular term t denotes a regular language L(t); this interpretation is determined by the homomorphism L( ) from the absolutely free algebra of regular terms T Reg to Reg A]. Let E(Reg) be the kernel of this homomorphism, i.e. the congruence on T Reg consisting of all the pairs ht 1 ; t 2 i such that L(t 1 ) = L(t 2 ).
Recall Given a set of equations E on the signature REG, two derivatives are said to be E-similar if they are equivalent modulo E. The set D E (t) of all E-dissimilar word derivatives of a regular term t is obtained as a set of representatives of the equivalence classes modulo E of terms w ?1 t for all w 2 A . It was proved in 5] that the set D E (t) may be in nite for some regular term t when E = , but it becomes nite (for all t) as soon as E includes the ACI-axioms (1{3). In the latter case the following fact holds which presents Brzozowski's method for constructing DFA: 5 Proposition 2. Given a regular term t, consider the DFA M with the set of states M = D E (t), the initial state 0 = t, the transition function de ned by (r; x) = x ?1 r for all x 2 A, r 2 M , and the set of nal states F = f r 2 M j o(r) = g. Then M recognizes the language L(t).
Note that to practically implement this construction, one needs to compute the set D E (t) that involves testing equivalence of regular expressions modulo E. Another technical problem is that for some t the cardinality of D E (t) is an exponent in the size of t.
Introducing Partial Derivatives
It is a folk knowledge that any regular expression r on an alphabet A = fx 1 ; : : : ; x n g can be represented in the following \linear" form: r = o(r) + x 1 r 1 + + x n r n (11) where all the r i are some regular expressions (see 5, 18, 8] ). In particular, one can take each r i to be the derivative x i ?1 r. We are going to generalize this linear factorization in several ways to make it non-deterministic in a sense; this will lead us to partial derivatives. First we need to introduce some auxiliary notions.
De nition 3. Let SetReg be the upper semilattice Set T Reg nf;g] of nite sets of non-zero regular terms. We de ne a function : T Reg ! SetReg which satis es the conditions (;) = , (t 1 + t 2 ) = (t 1 ) (t 2 ) for all t 1 ; t 2 2 T Reg , and maps any other regular term t to the singleton ftg. We call (t) a set representation of t. Two regular terms t 1 ; t 2 are said to be weakly similar if (t 1 ) = (t 2 ). We denote this equivalence relation (which is a kernel of ) by ws . Finally, let L(R) = S r2R L(r) for any R T Reg .
u t
The idea behind this construction is that it allows to take into account the ACIZ-properties of only those occurrences of \+" in regular terms which appear at the very upper level. E.g., the term a + (b + c) + ; is weakly similar to (b + c) + a, but not to a + (c + b) . Note that the equivalence relation ws is weaker than E(ACIZ) on T Reg ; and on the subset of regular terms not having occurrences of ; it is also weaker than E(ACI).
To relate nite sets of regular terms with corresponding regular terms modulo ws , we introduce the function P : SetReg ! T Reg = ws which maps any singleton ftg to the (equivalence class of the) regular term t and satis es the conditions P = ;; P (R 1 R 2 ) = P R 1 + P R 2 for all R 1 ; R 2 2 SetReg. Note that L( P R) = L(R) for any R 2 SetReg.
We shall also need an extension of the concatenation operation de ned by the following equations for all t 2 T Reg n f;; g, R 2 SetReg: R ; = ; R = R; R t = if 2 R then ftg f r t j r 2 R n f g g else f r t j r 2 R g : for all x 2 A, a; b 2 T Reg , a 0 2 T Reg0 , a 1 2 T Reg1 . These equations involve an extension of concatenation, : Lin T Reg ! Lin, de @ x (t) = f p 2 T Reg n f;g j hx;pi 2 lf (t) g (13) 7
The following equations extend this function allowing any word w 2 A and set of words W A at the place of x and any set of regular terms R T Reg at lf (t) = fhx; ti; hx; x ri; hy; rig; lf (x r) = fhx; rig; lf (r) = fhx; x ri; hy; rig; hence @ x (t) = ft; x rg; @ y (t) = frg; @ xx (t) = @ x (ft; x rg) = ft; x r; rg; @ yx (t) = @ x (frg) = fx rg; @ xy (t) = @ y (ft; x rg) = frg; @ yy (t) = @ y (frg) = frg;
etc.
The following facts explain semantics of partial derivatives and relate them to derivatives. Proposition 7. L(@ w (t)) = w n L(t) for any t 2 T Reg , w 2 A . In particular, any partial derivative p 2 @ w (t) denotes a subset of the left quotient w n L(t). Example 2. In notation of Example 1, we have ktk = 4 and P D(t) = ft; x r; rg. u t
The second theorem clari es the internal structure of partial derivatives.
Theorem11. Given a regular term t 2 T Reg , any partial derivative of t is either , or a subterm of t, or a concatenation t 0 t 1 : : : t n of several such subterms where n is not more than the number of occurrences of concatenation and Kleene star appearing in t. u t It follows that the set PD(t) can be represented by a data structure of a relatively small size: each partial derivative of t is just a (possibly empty) list of references to subterms of t and there are not more than ktk+1 such lists. In the next section it will be made clear that this data structure is virtually a set of states of an NFA recognizing the language L(t) and that it can also serve as a basis for compact representation of the set of all ws -dissimilar derivatives of t.
Finite Automata Constructions Using Partial Derivatives
In this section we apply partial derivatives to a classical problem of turning regular expressions into nite automata. There are several well-known algorithms performing this task 14, 19, 4] . Nevertheless, new algorithms, aimed at reducing sizes of resulting automata, improving their performance, etc., keep appearing (see e.g. a survey 20]). Using partial derivatives, we get yet another new algorithms.
From regular expressions to small NFA.
In this subsection we describe a new algorithm turning a regular term t into an NFA having not more than ktk + 1 states. The following theorem presents our construction.
Theorem12. Given a regular term t on an alphabet A, let an automaton M on A have the set of states M = PD(t), the initial state 0 = t, the transition function de ned by (p; x) = @ x (p) for all p 2 PD(t), x 2 A, and the set of nal states F = f p 2 PD(t) j o(p) = g. Then M recognizes L(t). u t
To practically implement this construction, one needs to compute the set PD(t) and the function (the set F can be obtained in the obvious way). This can be done through the following iterative process hPD 0 ; 0 ; 0 i := h ; ftg; i (14) PD i+1 := PD i i (15) i+1 := p2 i f q j hx; qi 2 lf (p)^q 6 2 PD i+1 g (16) i+1 := i f hp; x; qi j p 2 i^h x; qi 2 lf (p) g (17) 9 for i = 0; 1; : : : Here is represented as a nite subset of M A M (i.e., a transition relation). The set i accumulates new partial derivatives appearing at each step. In not more than ktk steps i becomes empty { then PD i and i contain the needed results. All the basic operations involved into this construction can be computed in time between O(n) and O(n 2 ), hence it can be implemented as a respectably e cient program.
From regular expressions to DFA: improvements to Brzozowski's algorithm
Our construction of NFA presented in Theorem 12 can easily be modi ed into a procedure constructing DFA: the set DD(t) = f @ w (t) j w 2 A g is to be taken as the set of states of the DFA, the initial state is the singleton ftg, the transition function is de ned by (P; x) = @ x (P) for all P 2 DD(t), x 2 A, and the set of nal states is F = f P 2 DD(t) j o( P P) = g. Proposition 13. The automaton hDD(t); ; ftg; Fi presented above recognizes the language L(t). u t
The relation between the sets @ w (t) and the derivatives w ?1 t given by Prop.7
readily demonstrates that this construction is just a modi cation of Brzozowski's algorithm where each derivative w ?1 t is substituted by a corresponding set @ w (t) of partial derivatives. However, the use of partial derivatives leads to several advantages:
1. Rather than to compute separately and to keep in memory all ACI-dissimilar derivatives of t, one can compute PD(t) and represent each deterministic state @ w (t) as a set of references to corresponding elements in PD(t). Thus, PD(t) serves as a relatively small basis for the set DD(t) (and so for the set of all derivatives of t).
2. Computing the set DD(t) represented as suggested above, one compares its elements just as sets of references (that can be performed in O(n log n) time), rather than checks equivalence of derivatives modulo E(ACI), or any other non-trivial congruence. 3. Components of the transition function can be computed through the function lf ( ) which gives a whole tuple of transitions f hx; @ x (P)i j x 2 A g by one pass over P. This is more e cient than to compute separately each derivative w.r.t. x 2 A (that requires one pass for each x). The bigger the alphabet, the more one gains from this optimization. These improvements to the original algorithm by Brzozowski provide a more e cient programming implementation.
NFA and DFA provided by the classical subset construction 17]. Really, suppose a regular term t is turned into an NFA as described in Theorem 12. This NFA can be transformed into an equivalent DFA by the subset construction; the states of the DFA will be represented by sets of states of the original NFA, i.e. by subsets of P D(t). On the other hand, the same DFA { with the set of states DD(t) { can be obtained directly from t as described in Prop. 13. Note that this gives a new algebraic interpretation of the subset construction. Also, taking into account Theorem 11, we come to an interesting conclusion that states of a DFA recognizing L(t) are virtually nite sets of certain lists of subterms of t.
Implementation and Examples
We have used the algebraic programming language OBJ3 11] to develop a prototype implementation of the algorithms for computing partial derivatives of regular expressions and constructing NFA. Here o( ) is if 2 F, or ; otherwise { in the latter case it is omitted from the sum. The components x i ; (if any) can also be omitted from the righthand sides of (18) , so that the resulting set of equations represents in general a non-complete NFA { without the sink state ;.
Our program consists of several order-sorted term-rewriting systems implementing, in particular, Def.4 and the iterative process de ned by the equations (14{17). It takes a regular term as an input and rewrites it into a set of state equations representing a corresponding NFA, and a set of partial derivatives corresponding to the states of the automaton. Below we present some examples obtained with the help of this program. We consider regular terms on the alphabet A = fa; b; c; : : :g. The concatenation sign is omitted from the terms. : : : + a n?1 )(a n ) :
One can see that kt n k = n(n + 1)=2. However, our algorithm turns t n into an NFA with only n + 1 states. E.g., for n = 4 the NFA is as follows: 
