Supplementary material Additional technical details
dĜ (u) + Both summands converge to zero in probability: the first is a consequence of the uniform consistency of the product-limit estimatorŜ (Tsai et al., 1987 , and references cited therein) and the second follows from F 0 being a Glivenko-Cantelli class for G . This last statement is justified by Theorem 19.13 and the first paragraph on page 276 of van der Vaart (2000) along with the fact that F 0 is a Vapnik-Cervonenkis subgraph class, as verified using, for example, Lemma 2.6.16 and part (vi) of Lemma 2.6.18 of van der Vaart & Wellner (2000) , with envelope function F 0 (u) = I [0,a] (u)/S(u) satisfying trivially the condition F 0 (u)dG (u) < ∞. We may write 
For the i th individual in the target population, set the indicator η i to value one if this individual is a member of the cross-sectional population and to zero otherwise; it follows then that n pop = n i=1 η i . Denote by ω > 0 the marginal success probability of these Bernoulli random variables, and observe that Φ(τ ) = nωφ(τ ). By the Weak Law of Large Numbers, n pop /n converges to ω in probability, and by the Central Limit Theorem and the delta method,
converges to a normal variate. By algebraic manipulation, we may write r ns (t) as
where
while n 1/2 s {φ(τ ) − φ(τ )} converges to a normal variate, n 1/2 s {Φ(τ ) − Φ(τ )}/n pop is bounded in probability. This observation, the consistency ofβ and the uniform consistency ofĜ imply, using the equality
that lim ns,n n 1/2 s sup t∈ [c,τ ] |r ns (t)| = 0 in probability. Both integrand and integrator in r ns (t) are of bounded variation pathwise, being differences of non-decreasing functions. Using integration by parts, we may write r ns (t) = r 1,ns (c) − r 1,ns (t) − r 2,ns (t), where r 1,ns (t) = 1
Both n 1/2 s r 1,ns (c) and n 1/2 s sup t∈[c,τ ] |r 1,ns (t)| converge to zero in probability in view of the uniform consistency ofŜ and the fact that n 1/2 s sup u∈[0,τ ] |Ĝ (u) − G (u)| is bounded in probability. Indeed, the empirical process
converges weakly to a tight process B 2 = B 3 • G , where B 3 is a Brownian bridge. In particular, B 2 has continuous sample paths almost surely.
Let > 0 be given. Then, the tightness of B 2 implies that there exists a constant
with D 0 the space of cadlag functions on [0, τ ] vanishing at the endpoints, be defined pointwise as
for each B ∈ D 0 and u ∈ [0, τ ]: this operator has bounded image and is continuous with respect to the Skorohod norm. By the Continuous Mapping Theorem (Theorem 1.11.1 of van der Vaart & Wellner, 1996) , G n d , = Γ G n d converges weakly to B 2, = Γ B 2 , a bounded process with continuous sample paths almost surely.
Let 0 < γ < S(τ − c) be given and define Θ ns (γ) to be the subset of the sample space on whichŜ(τ − c) > S(τ − c) − γ. The consistency ofŜ implies that for some n( ) ∈ N, pr(Θ ns (γ)) ≥ 1 − /2 holds for each n s ≥ n( ). Denote Θ = ∪ ns≥n( ) Θ ns (γ) and note that the complement Θ c of Θ satisfies pr
is eventually uniformly bounded: indeed, for n s ≥ n( ), we have that
− 1 using the definition of Θ and the elementary fact that the total variation of a monotone function h on an interval [a 1 , a 2 ] is |h(a 1 ) − h(a 2 )|. Using Proposition 7.27 and part (iii) of Lemma 7.22 of Kosorok (2008), we find that ) 195  196  197  198  199  200  201  202  203  204  205  206  207  208  209  210  211  212  213  214  215  216  217  218  219  220  221  222  223  224  225  226  227  228  229  230  231  232  233  234  235  236  237  238  239  240 Nonparametric incidence estimation from prevalent cohort survival data 5 converges to zero in probability. Further, it is easy to see that, for any δ > 0, pr sup
and thus, it is true that lim sup ns pr sup t∈ [c,τ ] τ −c
and therefore, using the results above, we find that lim sup To show that lim ns,n n 1/2 s sup t∈[c,τ ] |r ns (t)| = 0 in probability, it suffices to show that
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and thus prove the desired statement using (1) and the fact that pr(
That (1) is true follows from the uniform convergence ofŜ, and the fact that n 1/2 s {Ŝ(u) − S(u)} converges weakly to a Gaussian process and is thus uniformly bounded in probability.
Finally, the fact that lim ns,n Φ(τ )/n pop = φ(τ ) ∈ (0, 1) in probability, that r ns (t) is bounded in probability, and that |r ns (t)| = 0 in probability.
Weak convergence ofÂ(t; c)
We first establish the marginal weak convergence of each summand in the asymptotic representation to its counterpart in A(t; c). The weak convergence of the first summand is a trivial application of the classical Central Limit Theorem. The second summand is an easy application of the Continuous Mapping Theorem. The process
converges weakly to a mean-zero Gaussian process B 1 (Tsai et al., 1987; page 135 of Wang, 1991; pages 174-177 of Woodroofe, 1985) while n 1/2 s {Ŝ(u) − S(u)} converges weakly to {φ(τ )} −1/2 B 1 , where the scaling factor is the limit in probability of (n s /n d ) 1/2 . Denote by D 1 the class of cadlag functions on [0, b] vanishing at the endpoints. Define the operator Q :
this is a linear and bounded operator, with norm at most
Hence, the Continuous Mapping Theorem (Theorem 1.11.1 of van der Vaart & Wellner, 1996) applies and the weak convergence of the second summand is obtained. For the weak convergence of the third summand, we first observe that s {Ĝ (u) − G (u)} converges weakly to {φ(τ )} −1/2 B 2 . In view of Theorem 19.14 and the first paragraph on page 276 of van der Vaart (2000) , it then suffices to observe that F 1 = {f : f (u) = I [τ −t,τ −c] (u)/S(u) for some t ∈ [c, τ ] and all u} is a Donsker class for G , being a VapnikCervonenkis subgraph class with envelope function F 1 (u) = I [0,τ −c] (u)/S(u) trivially satisfying F 1 (u) 2 dG (u) < ∞.
As argued in Appendix 3, the limit processes B 0 , B 1 and B 2 are orthogonal to each other, and hence, so are the summands in the definition of A. This asymptotic independence suffices, in view of Example 1.4.6 of van der Vaart & Wellner (2000) , to conclude that the marginal weak convergence of each summand of the asymptotic representation indeed directly characterizes the weak convergence of the full representation itself.
We now proceed with the calculation of the covariance function for each summand in A. Throughout, fix s ≤ t, both in the interval [c, τ ]. We first have that
Further, we may write that
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Therefore, we obtain Σ 1 (s, t) to be
Finally, because we may write that
the classical Central Limit Theorem (Example 2.1 of van der Vaart, 2000) may be used to conclude that
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Additional simulation results Table 4 provides, for each simulation scenario considered in Section 4, the empirical standard error ofΛ(t; 10) at t = 20, 60, 100 and for effective sample size 250, 500 and 1,000. These estimates were obtained by simulating 5,000 datasets for each combination of parameters considered. Table 4 is obtained from the same simulation study reported in Tables 1 and 2. Simulation studies were performed to investigate the sampling distribution ofΛ(t; 10) and its discrepancy with respect to the family of normal distributions. For scenarios I, II, III and IV, and for effective sample size 250, 500 and 1,000, more than 1,000 datasets were generated, andΛ(t; 10) was computed at t = 30, 70. Figs. 4-7 are quantile-quantile plots assessing the normality of the sampling distribution of interest.
Additional simulation studies were also conducted to illustrate the estimation of agespecific incidence rates using the estimator presented in Subsection 3.2. In the following, we denote by Z 0 , W 0 = Z 0 + X 0 and D 0 , respectively, age at disease onset, age at death, and lifetime disease status, defined as the binary indicator of ever developing the disease of interest. These simulation studies were carried out by assuming the following working structure, which rendered the computation of theoretical quantities mathematically tractable:
r births in the population arise from a stationary Poisson process with rate λ 0 > 0; r lifetime disease status D 0 is independent of date of birth and is a Bernoulli random variable with success probability π ∈ (0, 1); r the law of age at disease onset Z 0 given D 0 = 1 has support Z; r for some partition P Z = (Z 1 , ..., Z k ) of Z, the law of X 0 given Z 0 = z and D 0 = 1 is identical to that of X 0 given Z 0 ∈ Z j and D 0 = 1, provided {z} ⊂ Z j ;
Denoting by p j the probability pr Z 0 ∈ Z j | D 0 = 1 , it is not difficult to show that, under the above structure, the average number of individuals of age at least m in the population is, at any given time,
provided m is at most the infimum of Z. Furthermore, it is easy to see that the agespecific incidence rate for age-group Z j is constant through time with value λ j = λ 0 πp j and that the mean prevalence of age-specific disease for age-group Z j is itself constant at
These theoretical quantities were used to validate results from our simulation studies. Simulation outputs are presented below for the above working structure with particular distributions and parameter values according to the follow specifications:
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