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Abstract
This dissertation describes a general setting for dimer models on cylinders over
Dynkin diagrams which in type A reduces to the well-studied case of dimer models
on a disc. We prove that all Berenstein–Fomin–Zelevinsky quivers for Schubert
cells in a symmetric Kac–Moody algebra give rise to dimer models on the cylinder
over the corresponding Dynkin diagram. We also give an independent proof of a
result of Buan, Iyama, Reiten and Smith that the corresponding superpotentials




1.1 A motivational problem
Cluster algebras were defined by Fomin and Zelevinsky in 2000 [FZ02] to study
Lusztig’s dual canonical basis of quantum groups. A cluster algebra is a certain
commutative ring that lies somewhere between a polynomial ring and its field of
fractions, and it is generated from an initial collection of data (a quiver and a
function on each vertex) by a combinatorial procedure called mutation. In partic-
ular, a cluster algebra is defined starting from a quiver (or directed graph) with
n vertices where each vertex i has a function xi on it. A process called mutation
changes both the quiver and the functions on the vertices, and iteratively produces
the generating set of the cluster algebra.
Cluster algebras have also been categorified in certain settings. In 2006, a new
category called cluster category was defined by [BMRRT]. This category is Frobe-
nius and it categorifies cluster algebras from acyclic quivers without frozen vertices.
In 2009, Amiot categorified cyclic cluster algebras using quivers with potentials
that are Jacobi finite [Ami09]. Plamondon extended this result to quivers with
potentials that are Jacobi infinite. On the other hand, Geiss, Leclerc and Schröer
gave a partial categorification of cluster structure on C[G/P ] with frozen variables.
This was the first attempt to include frozen variables in the categorification.
Let G be a Lie group of type ADE and P be a parabolic subgroup. In this set-
ting, Geiss, Leclerc and Schröer proved that the coordinate ring of the partial flag
variety G/P has a cluster structure on[GLS08]. This gives a categorification of the
coordinate ring of the affine open cell in G/P by a subcategory of modules over the
preprojective algebra associated to the Dynkin diagram of G. This categorification
is then lifted to the homogeneous coordinate ring on the whole flag variety. In 2016,
1
Jensen, King and Su gave a direct categorification of this homogeneous coordinate
ring for Grassmannians, i.e. when G is of type A and P is a maximal parabolic
subgroup [JKS16]. This is done using the category of (maximal) Cohen–Macaulay
modules T over B, where B is a quotient algebra of a certain preprojective algebra.
Recently, Baur, King and Marsh gave a combinatorial model for this categorifi-
cation. They used Postnikov diagrams, which were used by Scott to show that the
homogeneous coordinate ring of Gr(k, n) is a cluster algebra [Sco06]. A Postnikov
diagram encodes information about seeds of the cluster algebra and its clusters.
Each region in a Postnikov diagram is labelled by a k-subset of {1, 2, . . . , n}. The
quiver obtained from a Postnikov diagram can be shown to be a dimer model on
a disk. Let I be a k-subset of {1, 2, . . . , n} corresponding to a minor of the matrix
and MI be a certain Cohen–Macaulay B-module associated to I. To each Postnikov
diagram D, associate the module TD =
⊕
IMI . They define a dimer algebra as
the Jacobian algebra for the dimer model corresponding to a Postnikov diagram.
One of Baur, King, Marsh’s main results is that the dimer algebra AD is isomor-
phic to the endomorphism ring EndB(TD) [BKM16], which gives a combinatorial
construction of the endomorphism algebra required for their categorification.
The aim of this project is to generalize this combinatorial setting to any Kac–
Moody group and its parabolic subgroup. In order to do this, we would need to look
at the quivers that generalize the quivers from Postnikov diagrams. The key idea
in this article is to realize cluster algebras associated to symmetric Kac–Moody
algebras by Berenstein–Fomin–Zelevinsky quivers defined in [BFZ05]. Let G be a
Kac–Moody group andW be its Weyl group. For any pair (u, v) ∈ W×W , associate
a quiver Qu,v following [BFZ05]. In type A, Qu,v is planar for any u, v ∈ W but in
other types, these quivers are not planar in general.
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In this thesis, we will introduce conceptual framework for dimer models outside
of type A. They will be called dimer models on the cylinder over the Dynkin
diagram of G. The dimer models on cylinders over Dynkin diagrams will play the
role of dimer models from Postnikov diagrams. Suppose Γ is the Dynkin diagram
corresponding to G, then Γ×R is called the cylinder over the Dynkin diagram Γ.
A vertex in the Dynkin diagram is called a branching point if it has more than
two edges incident to it. A vertex is called an endpoint if it has exactly one edge
incident to it. Let V be the set of endpoints and branching points of a Dynkin
diagram. The path Γm,n between any two vertices m and n in V is called a branch
in the Dynkin diagram. The space Γm,n × R is called the sheet of the cylinder
over the branch Γm,n. If a Dynkin diagram has k branches then the cylinder over
the Dynkin diagram has k sheets glued at a string on every branching point. This
realization makes the quiver planar in each sheet of the cylinder.
Theorem 1.1.1. The quiver Qu,v corresponding to any pair (u, v), where u and v
are arbitrary elements in the Weyl group, has the following structure:
• Each face of Qu,v is oriented.
• Each face of Qu,v on the cylinder Γ×R projects onto an edge of the Dynkin
diagram.
• Each edge of Qu,v projects onto a vertex of the Dynkin diagram or an edge
of the Dynkin diagram.
Any quiver on a cylinder over a Dynkin diagram that has the above properties
will be called a dimer model on the cylinder [see Definition 3.2] because it will play
a similar role to the dimer models of [BKM16]. The dimer algebra of [BKM16] will






Figure 1.1: The cylinder over Dynkin diagram of type Dn
BFZ quiver. The Jacobian algebra A(Q,S) of the quiver Q depends on the choice
of a potential. In this case we use a particularly nice type of potential called a rigid
potential. Every rigid potential is non-degenerate which means that any sequence
of mutations of the quiver with potential does not create a 2-cycle in the quiver.






Note that a face of a quiver is a cycle which is not divided by an edge. We will
show that this is a rigid potential, i.e. that all cycles in the quiver Q lie in the
Jacobian ideal of the potential S. This will be proved in two steps, first for faces,
and then for non-self-intersecting oriented cycles. As each cycle in the quiver is
oriented, the above two cases cover all cycles in the quiver.
The dimer model structure of these quivers reduces the global problem of ver-
ification of rigidity of the super-potential to a local problem on each sheet. Let
Sr be the superpotential of the subquiver Qr of Q drawn on the rth sheet of the
cylinder. We show that Sr is rigid in the rth sheet, for each r. As sheets are glued
at a string, they only share edges that lie on the gluing string with each other.
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Particularly, they do not share any faces, therefore the superpotential S is simply
the sum S =
∑
r Sr. As each face belongs to a unique sheet, the gluing of sheets
does not affect the rigidity of the potential.
In Chapter 2, we give some preliminary definitions. In Chapter 3, we will see
the definition of a dimer model. I will also give some history of categorification in
this chapter. In Chapter 4, we define a Berenstein–Fomin–Zelevinsky quiver, then
give our construction of cylinders on Dynkin diagrams and quivers from double
Bruhat cells. In this chapter we prove that the BFZ quivers can be realized as
dimer models on the cylinder over a Dynkin diagram. The quiver lies entirely on
the cylinder by construction. In the last section, as an application, we give an
independent proof of the result in [BIRS11] that, for any Weyl group elements
u ∈ W , the superpotential of the BFZ quiver Qu,e is rigid. We will see a more
generalised result that the superpotential of the BFZ quiver Qu,v is rigid, for any
two Weyl group elements u, v. This will be achieved by a method of obtaining the
quiver Qu,v using the quivers Qu,e and Qe,v. The construction of this quiver will be
explained in the same chapter.
We prove that the quiver is planar in each sheet of the cylinder and each face
of the quiver is oriented. We prove the rigidity in each sheet by observing that the
faces on the boundary belong to the Jacobian ideal. Then we use induction on the
faces of dimers to prove that every face belongs to the ideal. Then we notice that
every cycle can be written in terms of faces that the cycle contains, which tells us




In this chapter, we will define all the terms needed to define cluster algebras.
We will introduce cluster algebras and give some examples. We will also define,
Jacobian algebras and mutations of quivers with potentials. We will see a few
examples of this mutation.
A matrix M ∈ GLn(R) is totally positive (totally nonnegative) if all its minors
are positive (nonnegative, respectively). Lusztig defined total positivity and total
nonnegativity for an arbitrary split reductive connected algebraic group over R.
The theory of canonical bases is the main tools of studying these sets of matrices.
Cluster algebras were defined in 2000 by Berenstein, Fomin and Zelevinsky. The
initial aim was to approach Lusztig’s total positivity for algebraic groups combina-
torially and multiplicative properties of the dual canonical basis of the quantised
enveloping algebra of a semisimple Lie algebra over C. But more generally, these al-
gebras consist of coordinate rings of various algebraic varieties that play an impor-
tant role in representation theory, invariant theory. The theory of cluster algebras
has also been linked to Poisson geometry, integrable systems, higher Teichmuller
theory, commutative and noncommutative algebraic geometry, and representation
theory of finite-dimensional algebras.
2.1 Cluster algebras
Cluster algebras can be defined using quivers and their mutations. A quiver is a
directed graph. We denote it by Q, its set of vertices by Q0 and its set of edges by
Q1. The maps s, t : Q1 → Q0 assign an arrow its source and target respectively. A
loop in a quiver is an arrow from a vertex to itself. A 2-cycle is a pair of arrows
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between two vertices in opposite directions. A quiver may have multiple arrows







Definition 2.1.1. The process of mutation of a seed at vertex k is defined as
follows:
• Step 1: Reverse all arrows touching the vertex xk.
• Step 2: Complete triangles, i.e., for every path i → k → j, and an edge
j → i.
• Step 3: Cancel any 2-cycles created in Step 2.







products are over edges with source vertex k and with target vertex k respec-
tively.
We will denote the mutation at vertex k by µk. It can be seen from the definition
that mutation µk is an involution. We show an example of mutation of the following
quiver Q at the vertex labelled x2 in Figure 2.1.
Definition 2.1.2. A seed is a quiver together with elements {xi}i∈Q0 of a field on
the vertices that together freely generate that field over Q. The elements on the



















Figure 2.1: Mutation of a quiver
Definition 2.1.3. Let Q be a finite quiver without loops or 2-cycles with vertices
1, · · · , n and the initial seed (Q, x1, . . . , xn). The cluster algebra AQ of quiver Q is
the subalgebra of Q(x1, x2, . . . , xn) generated by all cluster variables obtained from
all possible sequences of mutations applied to the initial seed.
A cluster algebra can have finite or infinite number of cluster variables. Cluster
algebras that are generated by finite number of cluster variables are called cluster
algebras of finite type. The exchange graph of a quiver is a graph with seeds as
its vertices and edges represent mutations. Let us look at an example of a cluster
algebra of finite type. Consider the simplest Dynkin diagram A2. We will direct
the edge of the Dynkin digram as follows:
Γ : 1 −→ 2
We will now assign a cluster variable to each vertex of Γ (x1 and x2 in this case).
So the initial seed for A2 is (1 −→ 2, {x1, x2}). We mutate at vertex 1. Since the
quiver contains only one edge, mutation changes the quiver only by changing the
direction of the edge. The variable x1 changes to µ1(x1) =
1 + x2
x1
. Hence, the seed
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becomes




If we mutate at the same vertex again, we will get the original seed back, so we
mutate at vertex 2, to get a new seed
(1 −→ 2, {x′1, x′2 =
1 + x2 + x1
x1x2
}).
We continue mutating at vertices 1 and 2 alternatingly. Applying the mutation









and x′′2 = x1. This brings us back to the same seed that
we started with. The exchange graph for A2 is shown in figure 2.2. So the cluster
algebra in this example has five generators that are listed above, i.e there are
five cluster variables with two initial cluster variables x1, x2 and three non-initial




1. Notice that there are three positive roots for the root
system of type A2. These are in bijection with the non-initial cluster variables.
In general, the number of cluster variables for a cluster algebra from any Dynkin
digram is the sum of the rank and the number of positive roots. The finite type
cluster algebras have been classified using Dynkin diagrams.
Theorem 2.1.1. The finite type cluster algebras are parametrized by the finite root
systems.
Cluster algebras can also be defined using matrices. To every quiver Q with n
vertices, we can associate an n× n skewsymmetric matrix BQ such that the entry
bij for i ≤ j is the number of arrows from vertex i to vertex j. Then the matrix















−bij if i = k or j = k
bij + sgn(bik) max(bikbkj, 0) otherwise
2.2 Cluster algebras with coefficients
In this section, we generalize the definition of cluster algebras given in section 1.
We will generalize two aspects of the definition. First, we will restrict mutations at
certain vertices, which will be called frozen vertices. Secondly, we will replace the
skew-symmetric matrices by skew-symmetrizable matrices. A skew-symmetrizable
matrix represents a quiver in which certain arrows can be seen by their sources,
but not by their targets or vice-versa.





where B is an n × n matrix and C is an (m − n) × n matrix. The matrix B is
called the principal part of B̃ . We will call the matrix B̃ an exchange matrix if B
is skew-symmetrizable. The indices k ≤ n are called mutable, and the indices that
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are strictly greater than n are called frozen. We are only allowed to mutate at the
mutable indices, i.e. the principal part B of the matrix. The mutation rule for B
here is the same as defined earlier. The principal part of the matrix after mutation
stays skew-symmetrizable.
If the principal part B of B̃ is skew-symmetric then the exchange matrix B̃
corresponds to a quiver Q̃ with vertex set
{1, 2, . . . ,m} = {1, 2, . . . , n} ∪ {n+ 1, . . . ,m}.
The vertices k ≤ n are called mutable and the vertices k > n are called frozen.
There are no arrows between frozen vertices. The principal part Q of Q̃ is the
full subquiver with vertices {1, 2, . . . , n} i.e., for any two vertices i, j ≤ n, the
subquiver Q contains all the arrows between them. The cluster algebra AQ̃ ⊂
Q(x1, x2, . . . , xm) is then defined as before, but with some restrictions:
• Mutations are allowed only at the mutable vertices.
• No arrows are added between frozen vertices during any mutation.
• In a cluster u = {u1, . . . , un, xn+1, . . . , xm} only u1, . . . , um are cluster vari-
ables. The xi’s are called coefficients.
The cluster algebras with coefficients include algebras of coordinates on homoge-
neous varieties. We will see an example below. Consider the quiver in figure 2.3.
x1
x2 x3
Figure 2.3: Cluster algebra with coefficients
The rectangular vertices denote frozen vertices and circular vertices denote muta-
ble vertices. This quiver has only one mutable vertex, so we can mutate only at
11
vertex 1. The mutation changes the quiver only by reverting the arrows and the





1 − x2x3 = 1. Note that having coeffi-
cients enables to have extra variables x2 and x3 without needing to mutate them.
So the cluster algebra represents the algebra of regular functions on the algebraic
group SL2(C), i.e. C[a, b, c, d)]/(ad− bc− 1)
2.3 Path algebras and potentials
In this section we will study Jacobian algebras and quiver with potentials.
Given a quiver Q, we can define an algebra using its paths. A collection of ar-
rows α1α2 . . . αn is a path if t(αi) = s(αi+1). Every vertex has a path of length zero
that starts and ends at that vertex. This path is called a lazy path and is denoted
by ei. The path algebra C(Q) of a quiver Q is an algebra generated by paths in the
quiver Q with multiplication given by concatenation of paths whenever possible.
A potential S ∈ C(Q) is a linear combination of cycles in the quiver. The pair
(Q,S) of a quiver and its potential is called a quiver with potential or a QP.
Note that all cycles in a potential are simple. This means that no cycle passes
through the same vertex twice. We will follow the definition of mutation of quivers
with potential in [DWZ08]. To define the mutation, we first need to study some
properties of quivers with potentials.
• Two potentials S and S ′ on Q are cyclically equivalent if S − S ′ lies in
the closure of the vector subspace spanned by all the elements of the form
α1 . . . αl − α2 . . . αlα1 where α1 . . . αl is a cycle of positive length.
• Two quivers with potentials (Q,S) and (Q′, S ′) are right equivalent to each
other if there exists an isomorphism φ : C(Q) → C(Q′) such that φ(S) is
cyclically equivalent to S ′.
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• Let us define the cyclic derivative of a potential. For every a ∈ Q1, the cyclic
derivative ∂a is defined as:
∂a(a1a2 · · · an) = ai+1 · · · ana1 · · · ai−1,
where a1a2 · · · an is a cycle in the quiver and a = ai. If a 6= ai for any i, then
∂a(a1a2 · · · an) = 0.
• If S is a potential of Q, we define the Jacobian ideal J(S) to be the ideal
generated by ∂a(S), for all a ∈ Q.
• The Jacobian algebra P (Q,S) is the quotient C(Q)/J(S).
• A QP is called trivial if it is a sum of cycles of length 2, and the derivatives
span Q as a C-vector space.
• A QP is called reduced if the degree-2 component of S is 0, i.e., if the ex-
pression of S involves no 2-cycles.
For a quiver with potential (Q,P ), we will now define its mutation µi(Q,S) at a
vertex i and give an example. Let (Q, S) be a QP as above. Note that Q might
contain a loop or a 2-cycle. Let i be a vertex of Q. We assume that no cycle in W
starts at vertex i. (We can assume this because if W contains a cycle that starts
at i, we can choose a cycle that is cyclically equivalent to the original one.)
We apply the first two steps of the mutation rule from Def 2.1.1 to the quiver Q
to get µ̃i(Q). This quiver is sometimes called the premutation of Q. To mutate the
potential, we first define the potential [S] on Q to be the potential obtained from
S by replacing any path of length two αβ passing through i by the arrow [αβ].
Now we define ∆i(S) =
∑
β∗α∗[αβ], the sum is taken over all paths of length two
passing through i. Let µ̃i(S) = [S]+∆i(S). This is a potential on the quiver µ̃i(Q).
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Now the mutation
µi(Q,S) is the reduced part of the QP (µ̃i(Q), µ̃i(S)).
We will give two examples of mutation of a quiver with potential. The second
example will be of a degenerate QP. But first, consider the following quiver Q with
vertices 1, 2, 3, 4 and edges a, b, c, d as shown in Figure 2.4. Let S = abcd. Let us







Figure 2.4: QP mutation: quiver Q
In the premutation µ̃2(Q) as shown in Figure 2.5, a is replaced by e = a
∗, b is
replaced by f = b∗ (a∗ and b∗ are reverse arrows of a and b respectively) and an








Figure 2.5: QP mutation: quiver Q̃ = µ̃2(Q)
Now, the potential µ̃2(S) = S̃ is given by
S̃ = [S] + ∆2(S).
Here, [S] = [ab]cd = gcd and ∆2(S) = b
∗a∗[ab] = feg and hence,
S̃ = gcd+ feg
14
The potential S̃ is a potential on the quiver Q̃. There are no 2-cycles in the quiver
or the potential, so we do not need to reduce the QP. The QP mutation,
µ2(Q,S) = µ̃2(Q,S) = (µ̃2(Q), µ̃2(S))
Let us mutate the QP (Q̃, S̃) at vertex 3. Note that the cycle feg starts (and
ends) at the vertex 3, so in order to mutate the QP (Q̃, S̃) at vertex 3, we will use
the potential S ′ = gcd + egf which is cyclicly equivalent to S̃. Let us apply the
premutation to the quiver Q̃. The edges c, g, f get replaced by their reverse edges
c∗, g∗, f ∗. New arrows [gc] : 3→ 1, [gf ] : 1→ 2 get added to the quiver. So the QP
(µ̃3(Q̃), S
′) has vertices 1, 2, 3, 4 and arrows d, e, c∗, g∗, f ∗, [gc], [gf ].
The potential
µ̃3(S
′) = [S ′] + ∆3(S
′)
Now, [S ′] = [gc]d+ [gf ]e and Delta3(S
′) = c∗g∗[gc] + f ∗g∗[gf ] Therefore,
µ̃3(S
′) = [gc]d+ [gf ]e+ c∗g∗[gc] + f ∗g∗[gf ]
As we can see µ̃3(S
′) is not reduced, so we have to remove the trivial part of
µ̃3(Q̃, S
′) to get µ3(Q̃, S
′). So the final mutated quiver as shown in Figure 2.7 has








Figure 2.6: QP mutation: quiver µ̃3(Q̃)
Note that as we skip the third step in the mutation process, the quiver might






Figure 2.7: QP mutation: quiver µ3(Q̃, S
′)
Hence, the mutation of a QP may generate 2-cycles in the quiver. In the above
example, we created two 2-cycles which got deleted at the last step. Now we will






Figure 2.8: QP mutation: quiver Q
Consider the quiver Q as shown in Figure 2.8 with the potential S = 0. Let us
mutate the QP at vertex 2. To begin with, we want to find µ̃2(Q). So we apply
first two steps of mutation to Q, i.e. replace a with its reverse arrow a∗; replace
b with its reverse arrow b∗ and add an arrow d = [ab] : 1 → 3. This gives us the
quiver µ̃2(Q) as shown in Figure 2.9.




Note that S̃ is reduced since it has no 2-cycle. Therefore, µ2(Q,S) = µ̃2(Q,S). But
the quiver does contain a 2-cycle.
Let us now mutate the QP (Q̃, S̃) at 3. Let us rename (Q̃, S̃) as (Q′, S ′) to avoid
repetition of notation. We want to find the QP µ3(Q
′, S ′). Now we apply the first
to steps of mutation to the quiver Q′ to get the quiver µ̃3(Q








Figure 2.9: QP mutation: quiver µ̃2(Q)
2.10. The arrows b∗, c, d get replaced by their reverse arrows b∗∗, c∗, d∗. Note that








Figure 2.10: QP mutation: quiver µ̃3(Q
′)
The potential S̃ ′ = [S ′]+∆3(S
′). Recall that [S ′] is obtained from S ′ by replacing
any path p ∈ S ′ of length two passing through 3 by the arrow [p]. As db∗ passes
through 3, [S ′] = [db∗]a∗.
Also recall that ∆3(S
′) =
∑
β∗α∗[αβ], the sum is taken over all paths of length
two passing through 3. There are two paths of length 2 passing through 3, bd∗ and
c∗d∗. So ∆3(S
′) = [db∗]bd∗ + [dc]c∗d∗. This makes
S̃ ′ = [db∗]a∗ + [db∗]bd∗ + [dc]c∗d∗.
The first term is a 2-cycle in the potential. Let us take the derivative of the potential
with respect to [db∗]
∂(S̃ ′)
∂[db∗]





= 0 gives a∗ = −bd∗. Substituting this back in the expression
of S̃ ′ cancels the first two terms in the potential. We can check that the map
φ defined by a∗ → a∗ − bd∗ sending all other arrows to themselves is a right
equivalence. Hence the reduced quiver with potential (µ̃3(Q
′), [dc]c∗d∗) is right
equivalent to (µ̃3(Q
′, S̃ ′). So, the mutation µ3(Q
′, S ′) = (Q′′, S ′′) where Q′′ is the
quiver in Figure 2.11. This quiver with potential contains a 2-cycle. This is an







Figure 2.11: QP mutation: quiver Q′′
Definition 2.3.1. A QP (Q,S) is called non-degenerate if every sequence of mu-
tations of (Q,S) is 2-acyclic.
The process of verifying non-degeneracy is an infinite process in general, as the
quiver may not be mutation finite. To verify non-degeneracy of a potential without
going through this infinite process, we use a stronger condition on a potential, called
rigidity.
Definition 2.3.2. A QP (Q,S) is rigid if every cycle Q is cyclically equivalent to
an element of J(S).
Rigidity of a potential is much easy to determine. We will give an example of
a rigid and a non-rigid potential below. We introduce this notion here because of
the following result:
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Figure 2.12: Rigid and non-rigid potentials
We will end this section with two examples. Consider the potential S1 = abc in
the quiver in Figure 2.12. Then, by differentiating S1 with respect to the edges a,
b and c, we get that the Jacobian ideal is as follows:
J(S1) = 〈bc, ca, ab〉.
In order for S1 to be rigid, we need to show that all cycles in the quiver belong to
the ideal J(S1). It is enough to check if the cycles abc and cde belong to the ideal,
since all other cycles will be a linear combination or multiplication of these two.
As ab is in J(S1), abc is also in J(S1) but cde does not belong to J(S1). Therefore
S1 is not rigid.
On the other hand, let us consider the potential S2 = abc + cde, then J(S2) =
〈bc, ca, ab + de, ec, cd〉. As ab and cd both belong to the ideal, abc and cde also





Dimer models were first defined in statistical physics. They were used as a model
to study phase transitions in solid state physics [Fis61] [Kas67] [FT61]. The word
dimer corresponds to something that is made of two parts, say black and white.
A dimer model is usually a pair of a graph and a directed graph that are dual to
each other. Here we will define the quiver from this pair and call it a dimer quiver.
The corresponding dual graph will be a bipartite graph. Originally the black and
white particles or vertices of the graph were drawn on a square lattice. But we can
glue two sides of the square lattice and get a graph on a cylinder. Here we consider
graphs on disks.
We will introduce some notation before the definition of a dimer quiver. Let
Q = (Q0, Q1) be a quiver. We define a face of a quiver as a cycle in which a vertex
or an edge doesn’t appear more than once, except the start and end vertex of the
cycle. The set of faces in the quiver Q is denoted by Q2 . The number of times an
edge of Q1 appears in the faces of the quiver is called the face multiplicity of that
edge.
The incidence graph I of a quiver Q, at a vertex v ∈ Q0 is an unoriented graph
whose vertices are in one-to-one correspondence with the edges of Q incident to v.
The edges in I are the length two paths through v. For example, let us consider
the following quiver in Figure 3.1, where v is the only internal vertex. All other
vertices including u are boundary vertices.
The incidence graph of this quiver at u is just a line as shown in Figure 3.2. On
the other hand, the incidence graph of the same quiver at vertex v has four vertices,
one for each arrow incident to v. It has four edges as shown by dotted orange edges
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v u
Figure 3.1: A quiver Q with internal and boundary vertices
on the left. The incidence graph is connected in this case and is shown on the right
in Figure 3.3. An incidence graph can also be disconnected. For example, Figure
3.4 shows an example of a quiver whose incidence graph is disconnected.
u
α β vβvα
















Figure 3.4: A quiver and its incidence graph
Now we are ready to define a dimer quiver.
21
Definition 3.1.1. Let Q = (Q0, Q1, Q2) be a finite quiver such that every face in
Q2 is oriented and bounds a disk. Then Q is called a dimer model with boundary
if it satisfies the following properties:
• the quiver Q has no loops, but 2-cycles are allowed,
• each boundary arrow in Q1 has face multiplicity 1 and each internal arrow
has face multiplicity 2,
• each internal arrow belongs to two faces oriented in opposite direction,
• the incidence graph of Q at each vertex is connected.
For every dimer model, we define an algebra called a dimer algebra. In a dimer,
each internal arrow a ∈ Q1 belongs to two faces, F+ and F− directed anti-clockwise
and clockwise, respectively. Let ra = p
+− p−, where p+ and p− are the paths such
that ap+ = F+ and ap− = F−. Now set
AQ := CQ/〈ra|a ∈ Q1〉
where CQ is the path algebra of Q. A dimer algebra is also known as a Jacobi
algebra or a Jacobian algebra. It can be expressed in terms of a superpotential of
a quiver as follows: For a quiver Q, any linear combination of its cycles is called






is called the superpotential of Q. We will define a notion of differentiation on
potentials which matches the differentiation of non-commutative polynomials. The
derivative is called cyclic derivative ∂a with respect to an edge a ∈ Q1 and is defined
on a cycle a1a2 · · · an as follows:
∂a(a1a2 · · · an) = ai+1 · · · ana1 · · · ai−1,
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if a = ai for some i between 1 and n. If a 6= ai for any i, then ∂a(a1a2 · · · an) = 0. It
can be extended linearly. The cyclic derivatives of a potential S generate an ideal
in the path algebra CQ. It is called the Jacobian ideal and is denoted by J(S).
J(S) = 〈∂a(S)|a ∈ Q1〉
Then the Jacobian algebra A(Q,S) is the quotient C(Q)/J(S).
3.2 Postnikov diagrams
For a pair of integers (k, n) with k < n, we define a strand diagram called
Postnikov diagram. This was defined by Postnikov in 2006 [Pos06]. These were used
in [Sco06] by Scott in order to prove that the coordinate ring of a Grassmannian
has a cluster algebra structure.
Definition 3.2.1. A (k, n) Postnikov digram, denoted by D is drawn on a disk
with n vertices on its boundary, labeled, 1, 2, . . . , n. It has n curves in the disk,
called strands which are also labeled 1, 2, . . . , n. The strand i starts at vertex i and
ends at i+ k, satisfying two sets of axioms given below:
• Local Axioms
(L1) Only two strands can cross at a given point. All crossings are transverse.
(L2) There are only finitely many crossings in a diagram.
(L3) Given a strand, other strands cross it alternatively from left and from
right.
• Global axioms
(G1) No strand can intersect itself.
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Figure 3.5: Twisting and untwisting moves
(G2) If two strands intersect each other at two distinct points, then they are
oriented in opposite directions.
Two Postnikov diagrams are equivalent if one can be obtained from another using
twisting and untwisting moves as shown in Figure 3.5. These moves are local and
involve only two strands. A Postnikov diagram is called reduced if no untwisting
moves can be applied to it. An example of a reduced (3, 6)- Postnikov diagram is
shown in Figure 3.6.
The strands of a Postnikov diagram divide the disk into several regions. A region
next to the boundary of the disk is called a boundary region and a region which is
not adjacent to the boundary is called an internal region. When moving along the
boundary of a region, if the strands are oriented alternatively, the region is called
alternating. If all strands of the boundary of a region are oriented in one direction
(clockwise or anti-clockwise), then the region is called oriented.
Now we will label the alternating regions of a Postnikov diagram. Each strand
of a Postnikov diagram divides the disk into two parts. Each alternating region on
the left hand side of the strand i gets i in its label. Each such label is a distinct
k−subset of [1, 2, . . . , n]. The labels in our example are triples that are shown in

















Figure 3.6: A reduced (3,6)-Postnikov diagram
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Figure 3.7: Orientation of edges in the quiver
Every Postnikov diagram D can be associated to a quiver Q(D). The set of
vertices of this quiver will be given by Q0(D) = VD. Two vertices in the quiver
are connected if the corresponding regions intersect in a point. The orientation
of the edges of the quiver will be as shown in the following figure. The dashed
curves are the strands in a Postnikov diagram. Following our example, the quiver
for (3, 6)−Postnikov diagram is shown in Figure 3.8.
The vertices corresponding to the boundary regions are called boundary vertices.
These will be the frozen vertices of the quiver. All other vertices are called internal.
In the example below, the vertices 123, 234, 345, 456, 156, 126 are boundary
vertices. Notice that for an internal alternating region, the corresponding vertex
of the quiver is placed inside that region. For a boundary alternating region, the
vertex is placed on the boundary of the disk. The edges connecting two boundary
vertices are drawn along the boundary of the disk. This way, the quiver can be
embedded in a disk.
In order to get a dimer model, we need to know how to get a graph corresponding
to the quiver defined above. This graph GD will be a planar, bipartite graph, hence
called a plabic graph. The internal vertices of this graph correspond to the oriented


































Figure 3.9: Plabic graph from a Postnikov diagram
the region is clockwise, and black if the boundary is oriented anti-clockwise. The
boundary vertices of the graph are the boundary vertices of D. There is an edge
between two internal vertices, if the two regions intersect at a point. A boundary
vertex is connected to the internal vertex that lies in the region of the boundary
vertex. An example of the plabic graph for the (3, 6)-Postnikov diagram is shown
in Figure 3.9. The graph can be obtained directly from the quiver QD. Each face
in the quiver that is clockwise oriented corresponds to a white vertex, and anti-
clockwise oriented faces correspond to black vertices.
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The dimer quiver and the graph shown in figure 3.8 and 3.9 together can be
called a dimer model. But the way we have drawn the quiver on a disk, the quiver
in figure 3.8 is also a dimer quiver with boundary in the sense of definition 3.1.1.
It is also possible to recover a Postnikov diagram from the quiver QD. Given a
quiver embedded in a disk, draw strand segments from midpoint of an edge of the
quiver to the midpoint of the next edge in the order of orientation of the face. The
strand diagram obtained in this way satisfy the local axions, but may not satisfy
the global axioms.
These dimer quivers were used to describe the categorification of cluster struc-
ture on Grassmannians. Before explaining this particular setting, let us review
categorification of cluster algebras in general. In the next two sections, I will intro-
duce certain categories called cluster categories and the work that has been done
so far.
3.3 Cluster categorification
Categorification has been used to great success recently to solve a number of
problems throughout mathematics. The idea of categorification is to impose more
structure on a mathematical object by finding a category that models it. The
category is a richer object and studying it can reveal intricate properties of the
underlying mathematical object. A particularly fruitful application of categorifica-
tion has been in the theory of cluster algebras. In a categorical model, the clusters
are replaced by objects called cluster-titling objects.
In [IY08], the mutation of cluster titling object was defined and it was shown
that the mutated object is also a titling object. If the category is a 2-Calabi–Yau
category then the mutation of clusters corresponds to mutation of cluster tilting
objects. For cluster algebras without frozen variables, the categorical models are
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known. In the acyclic case, the categories were defined in [BMRRT]. This setting
was generalized to the cyclic case by [Ami09] by considering quivers with potentials.
In 2004, Buan, Iyama, Reineke, Reiten, Todorov defined a new category called
cluster category [BMRRT]. A cluster category corresponds to a finite dimensional
hereditary algebra H and it is defined as certain quotient of the bounded derived
category of finite modules over H. When H is the path algebra associated to a
simply-laced Dynkin quiver Γ, the corresponding cluster category C serves as a
model for a cluster algebra A of type Γ. In particular, the indecomposable objects
in the category are in bijection with cluster variables in A. This implies that the
clusters of A are in bijection with the basic tilting objects of the category C.
An object T ∈ C is called a cluster tilting object in the category if Ext1C(T, T ) = 0
and the number of indecomposable summands (up to isomorphism) in T equals
the rank of the Grothendieck group of C. The endomorphism ring B = EndC(T )
of a cluster tilting object is known as a cluster tilted algebra. Now consider the
cluster tilting algebra B associated to a quiver Q that is mutation equivalent to
a Dynkin quiver. Then as shown in [BMRRT], B is isomorphic to a quotient of
the path algebra of Q. The relations in this quotient are given by a potential of
the quiver. In particular, this algebra is the Jacobian algebra corresponding to a
potential called a primitive potential.
To generalize the cluster categorification to allow cycles, Amiot defined the clus-
ter category C(Q,W ) for Jacobi-finite quiver with potential (Q,W ). A quiver with
potential is called Jacobi-finite if the corresponding Jacobian algebra is finite di-
mensional. It is Jacobi-infinite if the algebra is not finite dimensional. It is shown
that when reduced to appropriate quivers, this category resembles the cluster cat-
egory defined in [BMRRT], [BIRS09]. The cluster algebras in both the settings
above do not have frozen variables and the categories are 2-Calabi–Yau. The set-
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ting of this thesis includes cluster algebras with frozen variables as we will see in
the next chapter.
In order to obtain a cluster categorification for such algebras, we will use stable 2-
Calabi–Yau Frobenius categories instead of 2-Calabi–Yau triangulated categories.
In 2008, Geiss, Leclerc and Schröer gave cluster structure on some subalgebra of
the homogeneous coordinate ring of the partial flag variety [GLS08]. They also
gave a partial categorification of this structure using certain subcategories of the
category of modules over a preprojective algebra. These categories are Frobenius
whose stable categories are triangulated and 2-Calabi–Yau. They extended this
categorification combinatorially to the homogeneous coordinate ring of the whole
flag variety. Frobenius categories have also been used in [JKS16] [DI16] [DL16] to
give more direct categorifications.
In 2017, Pressland gave a construction of a Frobenius category which starts from
the data of an initial seed, instead of depending on the geometry of the partial flag
varieties [Pre17]. Given a quiver Q with frozen vertices, we can find a Noetherian
algebra A such that its Gabriel quiver matches Q up to some arrows between
frozen vertices, the quotient of A by paths through the frozen vertices is finite
dimensional and A is internally bimodule 3-Calabi–Yau. This algebra A gives a
Frobenius category which categorifies the cluster algebra.
In order to construct such algebra A, we need extra data with the quiver Q.
This is done by defining the polarised principal coefficient cluster algebra. This
introduces extra frozen vertices to the quiver and hence extra frozen variables in
the cluster algebra. Since they differ from the cluster algebras with coefficients only
by frozen variables, they still satisfy the universal property stated in [FZ07].
This setting gives a cluster categorification of acyclic cluster algebras with frozen
variables, starting from one seed in the cluster algebra or a quiver. The cluster
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categories for acyclic quivers defined in [BMRRT] are extended according to the
extra data in the polarised principal coefficients, to get a Frobenius category. Some
of the results in this paper are true for cyclic quivers. In this case the cluster
categories come from Amiot’s categorification in [Ami09]. An example of a 3-cycle
is given in this paper which follows some results of the paper. This is because the
Gabriel quiver the corresponding Noetherian algebra is a 3-cycle.
The polarised principal cluster algebra has two frozen vertices for each mutable
vertex. Given a quiver Q with mutable vertices, we will assign two frozen vertices
i+ and i− to each vertex i in the quiver. The edges αi : i → i+ and βi : i− → i
are added to the quiver. There will be some arrows between frozen vertices, such
that each cycle created in such a way is oriented. This new quiver Q̃ is then used
to define the frozen Jacobian algebra as follows. The full subquiver with frozen
vertices is called F with F0 as the set of frozen vertices. Then Q
m
0 = Q0 \ F0 will
be the mutable vertices and Qm1 = Q1 \ F1 will be the arrows in the mutable part
of the quiver. We define the cyclic derivative as defined earlier for the arrows in
Qm1 , extended linearly,
∂a(a1a2 · · · an) =
∑
a=ai
ai+1 · · · ana1 · · · ai−1,
The ideal generated by the derivatives is called the Jacobian algebra as before. For
a potential W of Q, the frozen Jacobian algebra is the quotient:
A = J(Q,F,W ) = C(Q)/〈∂aW |a ∈ Qm1 〉
In the last section of the thesis, we will see how this setting can be useful to obtain
the goal of this project.
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3.4 Connection to semicanonical basis
The cluster algebras were initially defined to understand the (dual) canonical
bases of universal enveloping algebras. When an algebra has a cluster structure and
a dual canonical basis, a special class of cluster variables called cluster monomials
are conjectured to form a subset of the dual canonical basis [FZ02]. Geiss, Leclerc




• Representation of quivers
• Semicanonical basis of universal enveloping algebra
Derksen, Weyman and Zelevinsky gave a categorification of cluster algebras using
representations of quivers with potentials [DWZ08], [DWZ10]. The categorification
of acyclic cluster algebras given in [BMRRT] also establishes a relation between
representations of quivers and cluster algebras.
The connection between cluster algebras and preprojective algebras Λ of type
ADE was shown in [GLS06]. Let N be a maximal unipotent subgroup of a complex
Lie group of the same type as the preprojective algebra. For a preprojective algebra
defined as below, let I be the set of vertices in Q and Λd be the variety of nilpotent
Λ-modules with dimension vector d = (di)i∈I . Suppose n is a Lie algebra of N
and U(n) be the universal enveloping algebra. Lusztig showed that the universal
enveloping algebra U(n) is isomorphic an algebraM of constructible functions on
Λd [L00]. This gives a new basis of U(n) with the irreducible components of these
varieties Λd. This basis is called a semicanonical basis and is denoted by S. If N is
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the unipotent group corresponding to n, then C[N ] can be identified as the graded
dual of U(n). Hence, the basis S∗ can be considered as the dual of the semicanonical
basis S and is called as dual semicanonical basis. It was shown in [GLS06] that all
the cluster monomials of C[N ] belong to the dual of Lusztig’s semicanonical basis
of U(n). This was generalized to the setting of symmetric Kac–Moody groups and
their unipotent cells.
In this generalization, the quiver Q has no oriented cycles and is connected.
From Q, its double quiver Q̃ is constructed by adding a reverse arrow a∗ to each





where Q1 is the set of arrows of Q. Consider the ideal (c) generated by the element
c, then the preprojective algebra Λ is
Λ = C(Q̃)/(c)
Consider the category nil(Λ) of all finite dimensional nilpotent representations
of Λ. A representation is nilpotent if its composition series only contains simple
representations corresponding to the vertices of Q. This is an abelian category, but
does not have projective or injective objects. To every Weyl group element w ∈ W
of the quiver, we can associate a subcategory of nil(Λ), call it Cw. This category is
Frobenius and stably 2-Calabi–Yau [BIRS09]. A category is called Frobenius if it
has enough projectives and enough injectives, and if the projectives and injectives
coincide (i.e. an object is projective if and only if it is injective)
To the subcategory Cw, a cluster algebraAw is associated, such that it categorifies
the cluster algebra. Suppose i = i1i2 . . . , in is a reduced expression for the word w.
Then the subcategory Cw contains a maximal rigid moduleMi corresponding to this
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reduced expression. Let Mi = T1⊕· · ·⊕Tr such that every Ti is an indecomposable
object and the last n objects are projective-injective. Let QT be the quiver of
the endomorphism algebra EndΛ(T ). Then the cluster algebra Aw = A(QT ). The
objects Mi correspond to the initial seeds of the cluster algebras. The algeba Aw is
shown to be isomorphic to the coordinate ring of the finite dimensional unipotent
subgroup of the symmetric Kac–Moody group attached to g.
3.5 Cluster categorification of coordinate rings on Grassmannians
As mentioned in the introduction, we will follow the combinatorial model for the
cluster structure on Grassmannians, to obtain the combinatorial model for coordi-
nate rings on double Bruhat cells. In [JKS16], the authors categorified the cluster
structure on the homogeneous coordinate ring of Grassmannian using the category
of Cohen–Macaulay modules. They associated a rank one Cohen–Macaulay module
MI over a ring B to every k-subset I of {1, 2, . . . , n}. These are the indecompos-
able objects of the category which correspond to the cluster variables of the cluster
structure. Recall that each such k-subset is a vertex in a (k, n)-Postnikov diagram.
Hence, to a Postnikov diagram D, one can associate
TD = ⊕MI
where I varies over all k-subsets of of {1, 2, . . . , n}. This object is a cluster tilting
object in the category of Cohen–Macaulay modules over B, and correspond to the
clusters of the cluster structure. Here, B is a quotient of the preprojective algebra
of type Ãn−1. The following result by [BKM16] connects this categorification to
the combinatorics described above:
Theorem 3.5.1. The dimer algebra AD is isomorphic to the endomorphism ring
EndB(TD)
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In order to obtain this isomorphism, the authors define a map g : AD →
EndB(TD). There is a grading defined on AD using a grading on paths of D.
A similar grading can also be defined on EndB(TD). The map g is a graded ho-
momorphism corresponding to these gradings. To every edge from I to J in AD,
the map g associates a homomorphism MI → MJ . For a fixed pair (I, J), this
homomorphism generates the space HomB(MI ,MJ) freely as a C(t)-module.
The ring B defined can also be written in terms of this quiver. Consider e in the
path algebra to be the some of idempotent elements corresponding to the boundary
vertices of AD. Then eADe is called the boundary algebra of AD. Note that the
dimer algebra AD is invariant under twisting and untwisting moves at a boundary
vertex or an internal vertex. This leads to the result that
Theorem 3.5.2. For any two (k, n)-Postnikov diagrams D and D′, the boundary
algebras eADe and eA
′
De are isomorphic.
In fact, the ring B is isomorphic to the boundary algebra eADe. In this way,
the categorification of the cluster structure on the homogeneous coordinate ring
of Grassmannians is described combinatorially using dimer models. Moreover, a
generalized case of Postnikov diagrams on certain surfaces with boundaries is also
considered briefly at the end of the paper [BKM16]. In the next chapter, I will give
the definition of a dimer model on certain cylinders. These will form a set of com-
binatorial objects which conjecturally can be used to get a cluster categorification




4.1 Quivers from double Bruhat cells
Berenstein, Fomin and Zelevinsky defined certain quivers from double Bruhat
cells. In the paper [BFZ05], they showed that the coordinate rings of double Bruhat
cells can be identified with certain upper cluster algebras. These algebras are
defined using the combinatorial data that comes from the corresponding double
Bruhat cells. This combinatorial data can be encoded in a quiver. We recall the
definition of this quiver in this section.
Let G be a simply connected, connected, semisimple complex algebraic group
of rank r. Let B and B− be opposite borel subgroups and W be its Weyl group.
Then G can be written as
G = ∪u∈WBuB = ∪v∈WB−vB−.
The double Bruhat cell Gu,v is defined as the intersection BuB ∩ B−vB− where
u, v ∈ W . To each such pair of Weyl elements (u, v) ∈ W ×W , we can associate
a quiver Qu,v as defined in [BFZ05]. There are two ways to define this quiver. We
can get the quiver directly from the data given by the words u and v, or we can
define a matrix that gives the quiver. We will see both ways in the next section.
4.2 Berenstein–Fomin–Zelevinsky quivers
Let G be a simply connected complex algebraic group. Let W be the Weyl group
and g be the Lie algebra of G. Every Weyl group can be realized as a Coxeter
group with reflections s1, s2, . . . , sr of simple roots as its generators. Each si is an
involution and (sisj)
mij = 1 ∈ W , for some integer mij encoded in the Dynkin
diagram. Every element w ∈ W has a smallest expression in terms of si’s. A word
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is a tuple of indices of simple reflections in the smallest expression for w. If for
w = si1si2 · · · sil in W is the smallest such expression in terms of the generators
of W then the word i = (i1, i2, · · · , il), ij ∈ [1, · · · , r] is said to be in its reduced
form. The length of the word w is denoted by `(w) and in this case `(w) = l.
Fix a pair (u, v) ∈ W ×W . Let us use negative indices for the generators of the
first copy of W and positive indices for the second copy of W . Then a reduced
word i = (i1, . . . , i`(u)+`(v)) is an arbitrary shuffle of a reduced word for u and a
reduced word for v. We add the numbers (−r, . . . ,−1) to the tuple i to get a new
tuple
î = (−r, . . . ,−1, i1, . . . , i`(u)+`(v)).
For k ∈ [−r,−1]∪ [1, `(u) + `(v)], we define k+ to be the smallest index l such that
k < l and |ik| = |il|. If |ik| 6= |il| for any l > k, then k+ = `(u) + `(v) + 1. An index
is called i-exchangeable if both k and k+ are in [−r,−1] ∪ [1, `(u) + `(v)]. The set
if i- exchangeable indices is denoted by e(i).
Definition 4.2.1. Let u, v ∈ W . A BFZ quiver Qu,v has set of vertices Q0 = î
Vertices k and l such that k < l are connected if and only if either k or l are
i-exchangeable. There are two types of edges:
• An edge is called horizontal if l = k+ and it is directed from k to l if and
only if ε(il) = +1.
• An edge is called inclined if one of the following conditions hold:
1. l < k+ < l+, a|ik|,|ij | > 0, ε(il) = ε(ik+)
2. l < l+ < k+, a|ik|,|ij | > 0, ε(il) = −ε(il+)
An inclined edge is directed from k to l if and only if ε(il) = −1.
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Let B̃(i) be the matrix corresponding to this quiver. Its rows are labelled by




−sgn(k − l)ε(ip) if p = q
−sgn(k − l)ε(ip)a|ik|,|il| if p < q and (k − l)(k+ − l+)ε(ip)ε(iq) > 0
0 otherwise
where p = max{k, l}, q = min{k+, l+} and a|ik|,|il| is the corresponding entry in
the Cartan matrix. The vertices of the quiver correspond to the set [−r,−1] ∪
[1, `(u) + `(v)]. The edges are given by the matrix entries. Two vertuces k and l
are connected if and only if bkl 6= 0. If bkl > 0 then the edge is directed from k to
l. If bkl < 0, then the edge goes from l to k.
We will see an example of a BFZ quiver below. Consider the group SL4(C). Here
B is the Borel group of upper-triangular matrices and B− is the group of lower-
triangular matrices. The Weyl group in this case is W = S4, the permutation group
on four elements. Let u = w0 = s3s2s1s2s3, v = e ∈ S4. So `(u) = 5 and `(v) = 0.
The element u is the longest element of W . The quiver Qu,v corresponding to the
double Bruhat cell Gu,v is as shown below in Figure 4.1. (The Dynkin diagram
A3 is not a part of the quiver.). Following is the detailed computations for this
example.
The word u = w0 = s3s2s1s2s3 is a reduced word as no braid relation can reduce
its length. As the second word v is the identity, it does not contribute any vertex
or an edge to the quiver Qu,v. So, `(u) + `(v) = 5 + 0, r = 3 and
î = (−3,−2,−1, 3, 2 , 1, 2, 3) or
39
k −3 −2 −1 1 2 3 4 5
î −3 −2 −1 3 2 1 2 3
ik i−3 i−2 i−1 i1 i2 i3 i4 i5
Let us compute k+ for each k. From the definition of k+, we know that it tells
the next entry in î which matches ik up to sign. For example, for k = −3, k+ = 1
because |i−3| = |i1| = 3 and there is no appearance of 3 or −3 between those two
(i.e. if k = −3, k+ cannot be 5 even though |i−3| = |i5| = 3 because those are
not the consecutive appearances of 3 or −3). The following table shows k+ for this
example.
k −3 −2 −1 1 2 3 4 5
k+ 1 2 3 5 4 6 6 6
If |ik| 6= |il| for any l > k, then k+ = `(u) + `(v) + 1. For example, for k = 3,
ik = i3 = 1 is the last appearance of 1 in î and so k
+ = 6. Similarly, 4+ = 5+ = 6.
An index is called i-exchangeable if both k and k+ are in [−r,−1]∪ [1, `(u) + `(v)].
So 3, 4, 5 are not i-exchangeable. Also, −3,−2,−1 are not i-exchangeable. The
only i-exchangeable indices are k = 1, 2. Therefore, e(i) = {1, 2}.
The matrix B̃(i) is an 8× 2 matrix whose rows are labelled by (-3, -2, -1, 1, 2,
3, 4, 5) and columns are labelled by (1,2). We will compute the entries bkl in the
following table. If p = q, then the entry in the matrix is zero, and so we do not
compute the rest of the values in that particular row. Similarly, if p > q, then the
corresponding entry in the matrix is zero. For example, the entry b−3,2 is zero since
p > q in that row, so we do not meed to compute the rest of the entries. When
k = l, the entry bkl = bkk = 0 since the sign of (k − l) determines the entry.
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k l p = q = ε(ip) ε(iq) sgn(k − l) sgn(k+ − l+) a|ik|,|il| bkl
max(k, l) min(k+, l+)
−3 1 1 1 + + − 1
−2 1 1 2 + + − − −1 −1
−1 1 1 3 + + − − 0 0
1 1 2 5 + + 0 0
2 1 2 4 + + + − −1 0
3 1 3 5 + + + − 0 0
4 1 4 5 + + + − −1 1
5 1 5 5 + + + −1
−3 2 2 1 0
−2 2 2 2 + + − − 1
−1 2 2 3 + + − − −1 −1
1 2 2 4 + + − − −1 0
2 2 2 4 + + 0 0
3 2 3 4 + + + − −1 1
4 2 4 4 + + + −1
5 2 5 4 0











Since b−3,1 = 1, the edge in the quiver is directed from -3 to 1. On the other hand,
since b−2,1 = −1, the edge is directed from 1 to -2. There are no edges between k
and l if bkl = 0. So the quiver Q












Figure 4.1: A BFZ quiver in type A
The circular vertices are mutable and the square vertices are frozen. The defini-
tion above does not include edges between certain frozen vertices. Moreover edges
between frozen vertices are usually not shown as they do not contribute any infor-
mation to the cluster algebra. But in this article, we will add the arrows between













Figure 4.2: A BFZ quiver in type A with extra arrows
cycle in both of these quivers is oriented. The quiver is drawn in such a way that
the number of si’s in the words u and v correspond to the number of arrows of the
quiver that lie directly above the vertex i of the Dynkin diagram. For example,
there are two s3’s in w0 and e together, which correspond to the two vertical arrows
in the quiver that lie above the vertex 3 of A3, similarly for s2 and s1.
A quiver for double Bruhat cells for An can be viewed as a quiver on a plane on
An as shown in the figure above. Observe that:
• we have drawn the quiver such that all vertices lie on a straight line above a
vertex of the Dynkin diagram. Let us call these lines strings;
• all vertical edges in the quiver project onto vertices in the Dynkin diagram,
i.e. all vertical edges lie strictly on the strings;
• all inclined edges project onto edges of the Dynkin diagram. In other words,
there are no edges that connect two vertices lying on non-adjacent strings.
This structure can be generalized to BFZ quivers outside of type A. In order to
do this, we will define quivers on cylinders over Dynkin diagrams, and then show
that the BFZ quivers are examples of those.
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4.3 Quivers on cylinders over Dynkin diagrams
Let Γ be a Dynkin diagram. A vertex of a Dynkin diagram is called an endpoint
if it has only one edge incident to it. A vertex is called a ramification point if it
has strictly more than two edges incident to it. A path Γm,n between two vertices
m and n in Γ is called a branch if both m and n are branching points or endpoints
or if one of them is a branching point and the other is an endpoint.
Definition 4.3.1. For a Dynkin diagram Γ, we define the cylinder over Γ to be
the topological space Γ × R. Let Γ0 be the set of vertices of Γ. We call the set
Γ0 × N ⊂ Γ × R a grid on the cylinder. The set Γm,n × R is called the sheet over
the branch Γm,n. The length of a sheet is the number of edges on the branch. The





Figure 4.3: The cylinder over Dynkin diagram of type Dn
Example 4.3.1. A quiver for double Bruhat cells of Dn can be drawn on a book-
like structure as shown in the figure below. The cylinder Dn×R has n strings and
three sheets; one sheet of length n− 3 and two sheets of length 1 glued together at
their boundaries.
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Definition 4.3.2. A quiver on the cylinder over a Dynkin diagram is called a
dimer quiver on the cylinder if
1. Each arrow of the quiver projects onto an edge or a vertex of the Dynkin
diagram.
2. Each face projects onto an edge of the Dynkin diagram.
3. Each face is oriented.
4. The first and last vetices on each string are frozen. The first and last faces
on each stripe have an edge that connects two frozen vertices
5. Two faces do not share two edges unless their common string projects onto
the ramfication vertex of the Dynkin diagram.
Theorem 4.3.1. A BFZ quiver can be realized as a dimer model on the cylinder
over the corresponding Dynkin diagram.
Proof. Notice that the horizontal edges in Definition 4.2.1 lie on the strings of
the cylinder over the Dynkin diagram. All inclined edges lie between two adjacent
strings such that they project down onto an edge of the Dynkin diagram. According
to the definition of the quiver, there is an edge between two vertices of adjacent
strings only if the corresponding vertices in the graph are connected by an edge.
Example 4.3.2. Quivers for double Bruhat cells of E7 can be drawn on a book-like
structure as shown in Figure 4.4. The cylinder E7×R has seven strings and three
sheets: one sheet of length 3 (green in color), one sheet of length 2(red in color)








Figure 4.4: A dimer quiver on the cylinder over E7 corresponding to the element
u = s1s3s2s4s5s7s3s6s1s5s7s6s4s3s2s1s4s5s6s7. The quivers lie on their respective
colored sheets, and they share the three black arrows where the sheets intersect.
The square vertices are frozen vertices.
Theorem 4.3.2. For any u, v ∈ W , the quiver Qu,v can be obtained from gluing
Qe,v on top of Qu,e in the following way:
• On each string of the quiver, identify the bottom frozen vertex of Qe,v to the
top frozen vertex of Qu,e.
• The identified vertices are mutable vertices of Qu,v as they no longer are the
boundary vertices.
• If the edges between two identified pair of vertices are directed in the same
direction, then we keep one edge between them. If the edges are not in the
same direction then we delete the edges, so there is no edge between those
vertices in Qu,v.
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Proof. It is enough to prove this result for any two neighboring strings in the
cylinder. Let r, p be two neighboring vertices in the Dynkin diagram, i.e. M(r, p) <
0 where M is the Cartan matrix.
r p
Let u and v be two reduced Weyl group elements. Depending on the first and
last positions of sr and sp in the words u and v, there are four possible cases:
• u = sr sp , v = sr sp
• u = sr sp , v = sp sr
• u = sp sr , v = sr sp
• u = sp sr , v = sp sr














We know that the faces in Qu,e and Qe,v are oriented. In this case, the vertices k1
and k2 are frozen vertices of Q























k3 −r k+3 > k4
k4 −p k+4 ≥ k4 + 1
Figure 4.5: Gluing faces I





1 . But the inequality is not true because k
+
2 = k4 > k3 = k
+
1 . So there
is no edge between k1 and k2 in Q
u,v.
For the second case where u = sr sp , v = sp sr : Again, the faces
in Qu,e and Qe,v are oriented. The vertices k1 and k2 are frozen vertices of Q
u,e, l0
and l1 are frozen vertices of Q
e,v. The following table of k and k+ in Qu,v shows
that k1 < k2 < k3 < k
+
1 , sign(ik2) 6= sign(ik3), we also know that M(|ik1|, |ik2|) =






















k3 −p k+3 > k4
k4 −r k+4
Figure 4.6: Gluing faces II
The third and the fourth cases are similar to the first and second respectively.
Let us see an example of constructing Qu,v. The quiver is obtained by attaching
the quiver Qe,v on top of the quiver Qu,e. We will see this with u = s1s2s1s3,
v = s2s3s3s1 ∈ S4. Refer to figures 4.7, 4.9.
Lemma 4.3.1. A BFZ quiver Qu,v is planar in each sheet.
Proof. Consider the kth and the lth string of the quiver. If the strings are not
adjacent on a sheet, then we know that there cannot be edges between the vertices
of the strings. If the strings are adjacent, consider the following diagram:
k k+ k++ · · · kp+
l l+ l++ · · · lr+
Suppose the vertices l and k+ are connected. Then depending on whether k+ < l
or l < k+, there will be the following inequalities:
(1) If k+ < l, then l < k++ < l+
(2) If l < k+, then k+ < l+ < k++.
(3) So in both cases above, k+ < l+.
We want to show that the vertex k is not connected to lm+ for any m. Suppose k
and lm+ are connected. Then again, there are two cases:
(4) If lm+ < k, then k < l(m+1)+ < k+
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1 2 3
Figure 4.7: Qu,e, u = s1s2s1s3
1 2 3
Figure 4.8: Qe,v, v = s2s3s2s1
1 2 3
Figure 4.9: Qu,e and Qe,v glued at frozen vertices
1 2 3
Figure 4.10: Qu,v, u = s2s3s2s1, v = s2s3s2s1
(5) If k < lm+, then lm+ < k+ < l(m+1)+.
(6) Combining inequalities in (4) and (5) with l+ < lm+ we get, l+ < k+.
As (3) and (6) contradict each other, there cannot be an overlapping edge. Hence
the quiver is planar in each sheet.
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Lemma 4.3.2. For any Kac–Moody algebra g and (u, e) ∈ W ×W , all faces of
Qu,e are oriented, where e is the identity element in W .
Proof. Let us assume that there exists a non-oriented n- cycle in the quiver with
p+1 vertices in jth string, r+1 vertices in (a neighboring) kth string and n = p+r+
2. Note that all edges in all strings are directed in one direction as we are fixing one
of the Weyl group elements to be the identity. Two edges between the neighboring
strings can be directed in the same or opposite direction (as shown below). Let us
consider the first case where the vertical edges have the same direction.
j j+ j++ · · · jp+
k k+ k++ · · · kr+
Let r ≤ p. From the direction of the vertical arrows, it is clear that j < k <
j+ < k+ and jp+ < kr+ < j(p+1)+ < k(r+1)+. We also know that j < j+ < · · · <
jp+ < j(p+1)+ and k < k+ < · · · < kr+ < k(r+1)+.
Each inequality jm+ < · · · < j(m+s)+ < kn+ < · · · < k(n+t)+ < j(m+s+1) creates
an edge from j(m+s)+ to j. For every such inequality, notice that we get one or
more edges in the n-cycle which divides the cycle into smaller oriented cycles. The
second case where the two edges between the neighboring strings have opposite
directions follows similarly from corresponding inequalities.
Proposition 4.3.3. All faces of the quiver Qu,v are oriented.
Proof. We know from Theorem 4.3.2 that the quiver Qu,v can be obtained from
gluing Qe,v on top of Qu,e. All faces in the quivers Qe,v and Qu,e are oriented. We
need to show that the gluing of two quivers also gives oriented faces.
• Case 1. Suppose the edges between two identified vertices are directed in
the same direction. In this case, we identify the two edges. In Figure 2, e is
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the identified edge, k and l are the identified vertices. The paths p1 and p2
are the parts of the oriented faces that contain the edge e in Qu,e and Qe,v
respectively. As shown in the figure, after gluing the vertices and the edge,









Figure 4.11: Case 1
• Case 2. Suppose the edges between two identified vertices are directed in
opposite directions. In this case, we delete the edges. In Figure 3, k and l are
the identified vertices. As the two red edges between k and l are oppositely
oriented, there is no edge in the glued diagram. This still results into an










Figure 4.12: Case 2
Theorem 4.3.4. The faces of the quiver on each sheet share at most one edge
with each other.
Proof. Let us consider the following part of the Dynkin diagram. Suppose the two
faces share two edges on the rth string. Let u ∈ W be in its reduced form, then u
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has the following form, where each of the spaces do not contain sr−1, sr orsr+1.
u = 1st sr+1 2nd sr 3rd sr−1 4th sr 5th sr 6th sr−1 7th sr+1 8th .
As the 5th space does not contain sr−1, sr or sr+1,
sr 5th sr = srsr 5th = 5th
which implies that u was not in its reduced form. Therefore, it is not possible for
two such faces to share two edges.
Example 4.3.3. But two faces can share two edges if the common string projects
on to the ramification point of the Dynkin diagram. For example consider the
Dynkin diagram D4. Let u = s4s3s1s3s2s3s1s4. Then Figure 4.13 shows the quiver





1 3 3 4 3 2
Figure 4.13: The quiver Qu,e for u = s4s3s1s3s2s3s1s4 in D4 showing that the top
two edges on String 3 are shared by two faces of the quiver.
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j j+ j++ · · · j(n−2)+
k
j j+ j++ · · · jp+
k k+
Figure 4.14: Types of faces in a dimer model
Remark 4.3.1. Each n-face in a quiver has n− 1 vertices on one string and the
remaining one vertex on its adjacent string. The second diagram in Figure 4.14
shows a situation that occurs in Qu,v only on the string at the ramification point
of the Dynkin diagram.
4.4 Rigidity of the superpotential
In this section, we will use the planarity of a dimer models on a cylinder to show
that its superpotential is rigid, in certain cases. Recall that a potential of a quiver






is called the superpotential of the quiver Q.
Remark 4.4.1. Each vertex of a quiver Qu,e has at most one edge going to and
at most one edge coming from each adjacent string.
As an application of the theory of dimer models on cylinders we give an inde-
pendent proof of the following result of [BIRS09]:
Theorem 4.4.1. The superpotential S of the quiver Qu,e is a rigid potential.
We first prove that the sub-potential of the superpotential S lying in each sheet
is rigid. Recall that two sheets are glued at a string, hence the sub-potentials share
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edges between them, but they do not share any faces of the quiver. Therefore,
rigidity of the sub-potentials indeed implies rigidity of the superpotential. Denote
by Sr, the sub-potential of the superpotential S that lies on the r th sheet. In order
to prove rigidity of Sr, we need to show that each cycle in the quiver belongs to
the Jacobian ideal J(Sr).
Lemma 4.4.1. Every face belongs to J(Sr).
Proof. We will prove this by induction on the distance of a face from the boundary
of the quiver. The distance of a face F is denoted by d(F ) and defined as follows:
d(F ) = 0 if F has a boundary edge as one of its edges. If F is not a boundary face,
then d(F ) = d+ 1, where
d = min{d(F ′)| F ′ is an adjacent face to F}.
Now, if d(F ) = 0, F has a boundary edge as one of its edges. Let us call the
edge f , then F = f∂f (Sr) ∈ J(Sr), which implies all boundary faces are in the
Jacobian ideal. Suppose d(F ) = n + 1, then F has at least one adjacent face
whose distance is n. Let that face be E and e be the edge shared by E and F . As
d(E) = n, by induction, E ∈ J(Sr), and by the definition of the Jacobian ideal,
e∂e(Sr) = E+F ∈ J(Sr), therefore F ∈ J(Sr). Hence all faces with distance n+ 1
are in the Jacobian ideal, which completes the proof by induction.
Note that if a cycle is self-intersecting, it can be written a product of two or more
non-self-intersecting cycles. If we want to show that the original cycle belongs to
the Jacobian ideal, then it suffices to prove that one of its non-self-intersecting
cycles belongs to the ideal.
Definition 4.4.1. We will call a cycle C differentiable with respect to an edge e
if e separates the cycle into a face and a smaller cycle.
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As the quiver is planar in each sheet, we know that the edge e is shared by at
most two faces, say F1 and F2. If C is differentiable with respect to the edge e,
then C contains all edges of either F1 or F2 except e.
Lemma 4.4.2. Every non-self-intersecting cycle in the quiver is differentiable with
respect to at least one edge in its interior.
Proof. Let C be a cycle containing k faces, F1, F2, . . . , Fk. Suppose Fi has ni ver-
tices and ni edges. We need to show that C contains all but one edge of Fj for
some j.
Recall that each face Fi has one of its vertices in a string and the remaining
ni − 1 vertices in its adjacent string. Each vertex has at most one edge going to
and at most one edge coming from each adjacent string. Lastly, every edge in each
string is directed in the same direction.
Let p : v2 → vn be the right-most vertical path in cycle C. Suppose p belongs
to the kth string, rk of the quiver. This path p has exactly one inclined edge
e1 : v1 → v2 from the string to its left, rk−1. That means, the face that contains p
and e, has its vertex v1 in string rk and all remaining vertices in rk−1 that belong
to path p. As p is the right-most vertical path of C, the edge en : vn → vn+1 lands
in the string rk−1. If v1 = vn+1, the cycle is self-intersecting. Hence v1 6= vn+1. So,
for some 2 < m < n, there is an edge em : vm → v1, which lies in the interior of C
and completes a face in the quiver. This edge em separates C into a face (consisting












Lemma 4.4.3. Any non-self-intersecting cycle C can be written as multiplication
of a face and a cycle in the Jacobian algebra.
Proof. We use induction on k, the number of faces contained inside the cycle. If a
cycle contains only one face, then by the lemma above, it belongs to the Jacobian
ideal.
Let C be a cycle containing k faces, F1, F2, . . . , Fk, with n1, n2, . . . , nk number
of edges respectively. We know that C contains all vertices of at least one of these
k faces. Let that face be Fi, which starts and ends at the vertex e1. So C contains
ni − 1 edges of Fi. Let p1 : e1 → eni be the path consisting of ni − 1 edges of Fi
that also belong to C. As C is a cycle, there exists a path, say p2 : eni → e1 such
that C = p1p2. Let e be the nith edge of the face Fi such that Fi = ep1. Now there
exists a path p′1 : e1 → eni such that ∂e(S) = p1− p′1, which implies that p1 = p′1 in
the Jacobian algebra. Hence C = p1p2 = p
′
1p2, reducing the number of faces inside








Figure 4.15: Figure for Lemma 4.4.3
This shows that every cycle of a quiver Qu,e belongs to the Jacobian ideal cor-
responding to the superpotential S. Hence S is a rigid potential.
The above result is also true for the superpotential of a quiver Qe,v. This is
because the identity element e does not contribute anything to the quiver. It only
decides whether the indices for the word v are positive or negative. This does not
change the quiver itself. Following Theorem 4.3.2, we see that a quiver Qu,v can
be obtained by gluing Qu,e and Qe,v. Since each cycle in the resulting quiver Qu,v
is oriented as shown in Theorem 4.3.3, the superpotential of the quiver contains
all its faces. Also the superpotential of each of the quivers Qu,e and Qe,v is rigid,
which implies the following:
Corollary 4.4.1. The superpotential S of the quiver Qu,v is a rigid potential.
4.5 Future interests
The quivers from double Bruhat cells have many frozen vertices and hence, in
order to categorify these cluster algebras with frozen variables, one has to find
an appropriate model similar to Pressland’s model in [Pre17]. The methods in
Pressland’s work cannot be applied directly as the number of frozen vertices do not
exactly match in these two cases. The quivers defined in [Pre17] have the number
of frozen vertices double the number of mutable vertices, whereas the number of
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frozen and mutable in our case do not have this relation. This is one of the reasons
we add the arrows in the quiver between frozen vertices. The quivers in Pressland’s
setting have arrows connecting frozen vertices following a certain rule. This rule
seems to match the current rule we have in our setting. The cycles obtained in this
way are also oriented.
The frozen Jacobian algebras can be defined for the BFZ quivers with superpo-
tentials, as defined in [Pre17] or in section 3.4 of this thesis. This algebra does not
include derivatives with respect to boundary arrows. In the setting of this thesis,
we need to include the cyclic derivatives with respect to the edges between frozen
vertices (or the boundary arrows), i.e., for a quiver Q, a superpotential W , and a
frozen subquiver F ,
A = J(Q,F,W ) = C(Q)/〈∂aW |a ∈ Q1〉.
The boundary algebra B will be eAe where the idempotent element e is the sum of
idempotents at every frozen vertex. In order to apply Pressland’s result, the first
step would be to show that the frozen Jacobian algebra is bimodule internally 3-
Calabi–Yau. For a cluster tilting object whose endomorphism algebra is isomorphic
to the Jacobian algebra A(Q,W ), the mutation of the titling object is not always
isomorphic to the Jacobian algebra of a mutation of the potential. In [BIRS11],
the necessary conditions for the above statement to hold are given. We would like
to study those conditions in this case of BFZ quivers and the superpotentials.
Moreover, the goal of this project is not just to categorify the cluster structure,
but also to recognize the cluster monomials as the elements of the Luszting’s dual
canonical basis. Geiss, Leclerc and Schröer were able to do this using their categori-
fication in type ADE. Even though the result is not exactly the original motivation
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for the definition of cluster algebras, it brings us closer to it since cluster monomials
are shown to be inside the dual of the required basis.
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