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In this paper, we present a class of compactly supported reﬁnable componentwise constant
functions with 2×2 dilation matrix A, where A is diagonalizable. A suﬃcient condition for
the compactly supported reﬁnable functions being componentwise constant functions is
derived. Furthermore, an iteration algorithm is developed to compute the constant on each
component of the functions’ support. Finally, two examples are given to illustrate how to
use the method proposed to construct the reﬁnable componentwise constant functions. In
particular, the second example shows that the componentwise constant function solution
of the reﬁnement equation is not locally integrable in R2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that reﬁnable functions and splines are very important members in wavelet family, and they form the
foundation for the theory of compactly supported wavelets. The reﬁnable splines like B-splines in R and the box splines
in Rd play a key role in many applications, such as numerical computation, approximation theory and computer-aided
geometric design. In recent years, some researches on reﬁnable splines have made great progress (see [1–7]). For example,
these functions have been classiﬁed in one dimension (see [1,4,6,7]). In higher dimensions, these reﬁnable splines with
dilation matrices mI are characterized in [2], where m ∈ Z and I is the identity matrix. Furthermore, for arbitrary dilation
matrices, a complete classiﬁcation of reﬁnable splines in Rd is given in [3]. In [5], the authors extend the results on the
reﬁnable splines with non-integer dilations and translations.
As we know, a reﬁnable function with an analytic expression is very important, especially in those requiring high-
precision domains. However, there are no other piecewise smooth compactly supported reﬁnable functions with explicit
analytic expression than B-splines (see [2,4]). Therefore, some researchers have made preliminary study on componentwise
polynomial (see [8–11]). What is componentwise polynomial?
Deﬁnition 1. (See [3].) A compactly supported function f (x) in Rn with supp( f ) = Ω is called a spline if there exists a
partition Ω =⋃Nj=1 R j into simplices {R j} in Rn such that f is a polynomial on each {R j}.
Deﬁnition 2. A compactly supported function f : Rn → C is a componentwise polynomial if there exists an open set G such
that the Lebesgue measure of Rn\G is zero and the restriction of f on any connected open component of G coincides with
some polynomial.
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open set G . The concept of componentwise polynomials in R is ﬁrst introduced in [10,11] under the name of local poly-
nomials, and some basic properties of componentwise polynomials can be found there. In particular, an iteration algorithm
is given to compute the polynomial on each component (see [11]). It is easy to see that a compactly supported spline is a
componentwise polynomial, since the open set G in Deﬁnition 2 is a union of ﬁnitely many simplices. Generally, the compo-
nentwise polynomial is not a spline, its concept is much broader than a spline. The difference between the componentwise
polynomial and the spline is that the former’s support consists of inﬁnitely many simplices, and the latter’s support is just
a ﬁnitely union of some simplices. Recently, componentwise polynomials have been widely studied in one dimension. For
example, in [8], several examples of compactly supported reﬁnable componentwise polynomial functions which are sym-
metric, continuous, interpolatory or orthonormal are given. In [9], the authors assert that any reﬁnable componentwise
polynomial function with the dilation factor 2 must be a ﬁnite linear combination of the integer shifts of some B-spline.
In [10], the authors present a suﬃcient condition for the compactly supported reﬁnable function being a componentwise
polynomial in R. How about in higher dimensions?
In this paper, we give a suﬃcient condition for the compactly supported reﬁnable functions being componentwise con-
stant functions in R2. Meanwhile, we provide an iteration algorithm to compute the constant on each connected component
of the functions’ support. At last, we demonstrate by an example that the compactly supported reﬁnable componentwise
constant function solution of a reﬁnement equation cannot be in L1(R2), therefore, this componentwise constant function
solution cannot be regarded globally as a compactly supported distributional solution of the same reﬁnement equation.
2. Preliminaries and main results
Let f (x) be a compactly supported function in R2 and A ∈ M2(Z) be an expanding matrix, i.e., the modules of all
eigenvalues are greater than 1. For all h(k) ∈ R with only ﬁnitely many h(k) = 0 and ∑k∈Z2 h(k) = |det A|, we say that
f (x) is a compactly supported distributional solution of the reﬁnement equation
f (x) =
∑
k∈Z2
h(k) f (Ax− k), (1)
if the compactly supported distributional solution f (x) satisﬁes the reﬁnement equation (1) in the distributional sense.
By taking the Fourier transform on both sides of (1), we obtain
fˆ
(
AT ξ
)= H(ξ) fˆ (ξ), ξ = (ξ1, ξ2)T , (2)
where H(ξ ) = 1|A|
∑
k∈Z2 h(k)e−ik
T ξ is called the mask symbol of the reﬁnable function f . It is well known that if H(ξ)
satisﬁes H(0) = 1, then the reﬁnement equation (1) has a unique compactly supported distributional solution (see [12]). In
fact, the compactly supported distributional solution f can be obtained via its Fourier transform fˆ which is deﬁned by the
inﬁnite product:
fˆ (ξ) :=
∞∏
j=1
H
((
AT
)− j
ξ
)
.
Here, the Fourier transform fˆ of a function f ∈ L1(R2) is deﬁned to be fˆ (ξ) :=
∫
R2
f (x)e−ixT ξ and can be naturally extended
to tempered distributions. As usual, it is convenient to normalize f (x) such that fˆ (0) = 1.
We say that a measurable function f (x) : R2 → C is a compactly supported measurable function solution of the reﬁnement
equation (1) in the sense of almost everywhere, if
f (x) =
∑
k∈Z2
h(k) f (Ax− k), a.e. x ∈ R2. (3)
In the following, we mainly study the reﬁnable function f that is a compactly supported measurable function solution of
the reﬁnement equation (3).
Lemma 1. Let f (x) be a compactly supported reﬁnable functionwith dilationmatrix A. If there exists amatrix P such that P−1AP = B,
where P ∈ M2(Z), then f (x) is an A-reﬁnable function if and only if g(x) := f (Px) is a B-reﬁnable function.
Proof. Let f (x) be a compactly supported A-reﬁnable function satisfying the reﬁnement equation (1). Since g(x) = f (Px)
and P−1AP = B , we have
gˆ
(
BT ξ
)= 1|P | fˆ
(
AT P−T ξ
)
.
Then it follows from (2) that
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(
BT ξ
)= 1|P |H
(
P−T ξ
)
fˆ
(
P−T ξ
)
= H(P−T ξ)gˆ(ξ).
Therefore, g(x) is a B-reﬁnable function with the mask symbol H(P−T ξ). Similarly, the converse can be proved. 
Theorem 1. Let g(x) be a compactly supported measurable function satisfying the reﬁnement equation
g(x) =
∑
k∈Z2
c(k)g(Bx− k), a.e. x ∈ R2, (4)
where B = ( λ1 00 λ2 ), and g(x) satisﬁes the normalization condition∑
k∈Z2
g(x+ k) = 1. (5)
If the mask symbol of g(x) is given by
H1(ξ) = 1|B|
∑
k∈Γ
c(k)e−ikT ξ , k = (k1,k2)T (6)
where Γ = {(k1,k2) | 0  k1  λ1 + r1 − 1, 0  k2  λ1 + r2 − 1, k1,k2 ∈ Z}, 0 < r1 < λ1 − 1, 0 < r2 < λ2 − 1, λ1, λ2  3,
r1, r2, λ1, λ2 ∈ Z, and{
c(k1,k2) = c(r1,k2), r1  k1  λ1 − 1, 0 k2  r2 − 1;
c(k1,k2) = c(k1, r2), 0 k1  r1 − 1, r2  k2  λ2 − 1,
(7)
then g(x) is a reﬁnable componentwise constant function supported on (0,1+ r1
λ1−1 ) × (0,1+
r2
λ2−1 ).
Proof. Denote Λ := (0,1+ r1
λ1−1 ) × (0,1+
r2
λ2−1 ). It is easy to check that
supp(g) ⊆Λ. (8)
To accomplish Theorem 1, an iteration method is carried out to the proof. First, we form a reasonable partition of the
region Λ, and it can be shown that the value of g is a constant in the component D0 which is deﬁned below. Then we
present Step 1–Step 4 to get the other components where g is a componentwise constant and prove that all the components
are pairwise disjoint, respectively. Finally, we obtain that the total area of the components where g is a componentwise
constant is equal to the area of the region Λ. The concrete algorithm is given as follows:
Let us divide the interval (0,1+ r1
λ1−1 ) into three parts with points of division 0 = u1 < u2 < u3 < u4 = 1+ r1λ1−1 , where
u2 = r1λ1−1 , u3 = 1, and let us also divide the interval (0,1 +
r2
λ2−1 ) into three parts with points of division 0 = v1 < v2 <
v3 < v4 = 1 + r2λ2−1 , where v2 =
r2
λ2−1 , v3 = 1. This results in the partition of the region Λ into nine components. For
convenience, we give for these components some notations as follows:
A0 :=
(
0,
r1
λ1 − 1
)
×
(
0,
r2
λ2 − 1
)
, B0 :=
(
r1
λ1 − 1 ,1
)
×
(
0,
r2
λ2 − 1
)
,
C0 :=
(
0,
r1
λ1 − 1
)
×
(
r2
λ2 − 1 ,1
)
, D0 :=
(
r1
λ1 − 1 ,1
)
×
(
r2
λ2 − 1 ,1
)
,
E0 :=
(
1,1+ r1
λ1 − 1
)
×
(
0,
r2
λ2 − 1
)
, F0 :=
(
1,1+ r1
λ1 − 1
)
×
(
r2
λ2 − 1 ,1
)
,
G0 :=
(
0,
r1
λ1 − 1
)
×
(
1,1+ r2
λ2 − 1
)
, H0 :=
(
r1
λ1 − 1 ,1
)
×
(
1,1+ r2
λ2 − 1
)
,
I0 :=
(
1,1+ r1
λ1 − 1
)
×
(
1,1+ r2
λ2 − 1
)
.
By (5) and (8), we conclude that
∀x ∈
(
r1
λ1 − 1 ,1
)
×
(
r2
λ2 − 1 ,1
)
, g(x) = 1. (9)
Then the value of g(x) in D0 has been proved to be 1 by (9). Now we mainly study the values of g(x) in A0,B0 and C0.
Denote
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(
k∑
i=1
i
λ1
i
+ r1
(λ1 − 1)λ1k
,
k∑
i=1
i
λ1
i
+ 1
λ1
k
)
,
Ω ′
(
′1, . . . , ′s
) :=
(
s∑
j=1
′j
λ2
j
+ r2
(λ2 − 1)λ2s ,
s∑
j=1
′j
λ2
j
+ 1
λ2
s
)
,
where i ∈ {0,1, . . . , r1}, ′j ∈ {0,1, . . . , r2}, k = r1, ′s = r2 and 1 i  k, 1 j  s. The conditions k = r1 and ′s = r2 are
to ensure Ω(1, . . . , k) ⊂ (0, r1λ1−1 ) and Ω ′(′1, . . . , ′s) ⊂ (0,
r2
λ2−1 ), respectively.
Divide A0 into A :=⋃∞k=1⋃∞s=1 Ω(1, . . . , k) × Ω ′(′1, . . . , ′s).
Divide B0 into B :=⋃λ1−2i=r1 ⋃∞s=1[( r1λ1(λ1−1) + iλ1 , i+1λ1 ) ∪ ( i+1λ1 , i+1λ1 + r1λ1(λ1−1) ) ∪ ( r1λ1(λ1−1) + λ1−1λ1 ,1)] × Ω ′(′1, . . . , ′s).
Divide C0 into C :=⋃∞k=1⋃λ2−2j=r2 Ω(1, . . . , k) × [( r2λ2(λ2−1) + jλ2 , j+1λ2 ) ∪ ( j+1λ2 , j+1λ2 + r2λ2(λ2−1) ) ∪ ( r2λ2(λ2−1) + λ2−1λ2 ,1)].
Since Ω(1, . . . , k) ∩ Ω(θ1, . . . , θk) = ∅ and Ω ′(′1, . . . , ′s) ∩ Ω ′(θ ′1, . . . , θ ′s) = ∅ (see [10]), where θi ∈ {0,1, . . . , r1}, θ ′j ∈
{0,1, . . . , r2}, θk = r1, θ ′s = r2 and 1 i  k, 1 j  s. Then Ω(1, . . . , k) × Ω ′(′1, . . . , ′s) = ∅ and all the components of B
and C are pairwise disjoint, respectively. Denote
Ω∞ :=
∞⋃
k=1
⋃
(1,...,k−1)∈{0,1,...,r1}k−1
⋃
k∈{0,1,...,r1−1}
Ω(1, . . . , k),
Ω ′∞ :=
∞⋃
s=1
⋃
(′1,...,′s−1)∈{0,1,...,r2}s−1
⋃
′s∈{0,1,...,r2−1}
Ω ′
(
′1, . . . , ′s
)
.
According to [10], we get the areas of A,B,C , respectively: SA = |Ω∞| · |Ω ′∞| = r1λ1−1 · r2λ2−1 = SA0 , SB = (1− r1λ1−1 ) · r2λ2−1 =
SB0 and SC = r1λ1−1 · (1−
r2
λ2−1 ) = SC0 . Then, in the following, we prove that g(x) are componentwise constants in A,B, andC , respectively.
Step 1: The reﬁnement equation (4) can be written as
g
(
x1
λ1
,
x2
λ2
)
=
∑
(k1,k2)∈Z2
c(k1,k2)g(x1 − k1, x2 − k2), a.e. (x1, x2) ∈ R2, (10)
where 0 k1  λ1 + r1 − 1, 0 k2  λ2 + r2 − 1. It follows from (9) and (10) that
∀
(
x1
λ1
,
x2
λ2
)
∈
(
r1
λ1(λ1 − 1) ,
1
λ1
)
×
(
r2
λ2(λ2 − 1) ,
1
λ2
)
+
(
k1
λ1
,
k2
λ2
)
, g
(
x1
λ1
,
x2
λ2
)
= c(k1,k2). (11)
For convenience, let brs := ( r1λ1(λ1−1) +
r1
λ1
,1) × Ω ′(′1, . . . , ′s) be the s-th row block of B. Let bc2i+1 := ( r1λ1(λ1−1) +
r1+i
λ1
, r1+i+1
λ1
)×Ω ′∞ , i = 0,1, . . . , λ1 − r1 −1, be the (2i+1)-th column block of B; bc2i+2 := ( r1+i+1λ1 ,
r1
λ1(λ1−1) +
r1+i+1
λ1
)×Ω ′∞ ,
i = 0,1, . . . , λ1 − r1 − 2, be the (2i + 2)-th column block of B. And bij is the i-th row and the j-th column block of B
according to the deﬁned rules of brs,b
c
2i+1, and b
c
2i+2. According to (9) and (10), it is not diﬃcult to show that
∀
(
x1
λ1
,
x2
λ2
)
∈ b1,2i+1 =
(
r1
λ1(λ1 − 1) +
r1 + i
λ1
,
r1 + i + 1
λ1
)
× Ω ′(′1), g
(
x1
λ1
,
x2
λ2
)
= c(r1 + i, ′1), (12)
where i = 0,1, . . . , λ1 − r1 − 1; ′1 ∈ {0,1, . . . , r2}, ′1 = r2. And
∀
(
x1
λ1
,
x2
λ2
)
∈ b1,2i+2 =
(
r1 + i + 1
λ1
,
r1
λ1(λ1 − 1) +
r1 + i + 1
λ1
)
× Ω ′(′1), i = 0,1, . . . , λ1 − r1 − 2,
we have
g
(
x1
λ1
,
x2
λ2
)
= c(r1 + i + 1, ′1)g(x1 − (r1 + i + 1), x2 − ′1)+ c(r1 + i, ′1)g(x1 − (r1 + i), x2 − ′1).
It follows from (5) and (7) that
∀
(
x1
λ1
,
x2
λ2
)
∈ b1,2i+2, g
(
x1
λ1
,
x2
λ2
)
= c(r1 + i, ′1). (13)
Combining (7), (12) with (13), we get
∀
(
x1
,
x2
)
∈ br1, g
(
x1
,
x2
)
= c(r1, ′1). (14)λ1 λ2 λ1 λ2
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∀
(
x1
λ1
,
x2
λ2
)
∈ b2,2i+1 =
(
r1
λ1(λ1 − 1) +
r1 + i
λ1
,
r1 + i + 1
λ1
)
× Ω ′(′1, ′2), i = 0,1, . . . , λ1 − r1 − 1,
we get
g
(
x1
λ1
,
x2
λ2
)
=
⎧⎨
⎩
c(r1 + i,0)g(x1 − r1 − i, x2) = c(r1,0) · c(r1,0), where ′1 = 0;
c(r1 + i, ′1)g(x1 − r1 − i, x2 − ′1) + c(r1 + i, ′1 − 1)g(x1 − r1 − i, x2 − ′1 + 1)
= c(r1, ′1 − 1) + [c(r1 + i, ′1) − c(r1, ′1 − 1)]c(r1, ′2), where ′1 = 1, . . . , r2.
Step by step, it can be shown that the components where g( x1
λ1
,
x2
λ2
) is a componentwise constant in bk,2i+1 are from those
in brk−1. And it is easy to check that the distribution of the components where g(x) is a componentwise constant in bk,2i+1
is the same as that in brk−1, that is, the components where g(x) is a componentwise constant in bk,2i+1 and the components
where g(x) are unknown in bk,2i+1 are one-to-one correspondence with those in brk−1, respectively. In the following, for
simplicity, we call the components where g(x) are unknown as the blanks.
Furthermore, it is not diﬃcult to show that the components where g( x1
λ1
, x2
λ2
) is a componentwise constant in bk,2i+1
can be got from the translation of those in bk1. Then we ﬁrst consider the case i = 0. Consequently, we get the following
components where g( x1
λ1
,
x2
λ2
) is a componentwise constant in bc1:
∀
(
x1
λ1
,
x2
λ2
)
∈
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
b11: [( r1λ1(λ1−1) , 1λ1 ) +
r1
λ1
] × Ω ′(′1);
b21: [( r1λ1(λ1−1) , 1λ1 ) +
r1
λ1
] × Ω ′(′1, ′2);
b′31: [( r1λ12(λ1−1) ,
1
λ1
2 ) + r1λ1 +
s2
λ1
2 ] × Ω ′(′1, ′2, ′3) ⊂ b31;
...
b′k1: [( r1λ1k−1(λ1−1) ,
1
λ1
k−1 ) + r1λ1 +
s2
λ1
2 + · · · + sk−1λ1k−1 ] × Ω
′(′1, . . . , ′k) ⊂ bk1,
(15)
where r1  s2, . . . , sk−1  λ1 − 1, and si ∈ Z; ′j is deﬁned as above, and all the components of b11,b21, . . . ,b′k1 are pairwise
disjoint, respectively. Now the blanks in bi1 are the components which are not in b′i1, i = 3, . . . ,k. In the following, we
denote the area of the components where g(x) is a componentwise constant in X as SX . Denoting the above total area
in (15) as Sbc1 , we obtain
Sbc1 = limk−→∞(Sb11 + Sb21 + Sb′31 + · · · + Sb′k1)
= λ1 − r1 − 1
λ1(λ1 − 1) ·
λ2 − r2 − 1
λ2(λ2 − 1) ·
λ1λ2 + r1(r2 + 1)
λ1λ2 − (r2 + 1)(λ1 − r1) · r2.
Let cck := Ω(1, . . . , k) × ( r2λ2(λ2−1) +
r2
λ2
,1) be the k-th column block of C . Let cr2 j+1 := Ω∞ × ( r2λ2(λ2−1) +
r2+ j
λ2
,
r2+ j+1
λ2
),
j = 0,1, . . . , λ2−r2−1, be the (2 j+1)-th row block of C; cr2 j+2 := Ω∞ ×( r2+ j+1λ2 ,
r2
λ2(λ2−1) +
r2+ j+1
λ2
), j = 0,1, . . . , λ2−r2−2,
be the (2 j + 2)-th row block of C . And ci j is the i-th row and the j-th column block of C according to the deﬁned rules of
cck, c
r
2 j+1 and c
r
2 j+2. Symmetrically, we can get the total area of the components where g(x) is a componentwise constant
in cr1:
Scr1 = limk−→∞(Sc11 + Sc12 + Sc′13 + · · · + Sc′1k )
= λ1 − r1 − 1
λ1(λ1 − 1) ·
λ2 − r2 − 1
λ2(λ2 − 1) ·
λ1λ2 + r2(r1 + 1)
λ1λ2 − (r1 + 1)(λ2 − r2) · r1,
where c′13, . . . , c′1k are the components where g(x) are componentwise constants in c13, . . . , c1k , respectively.
Step 2: Let ars := Ω∞ ×Ω ′(′1, . . . , ′s) be the s-th row block of A. Let ack := Ω(1, . . . , k)×Ω ′∞ be the k-th column block
of A. And aij is the i-th row and the j-th column block of A according to the deﬁned rules of ars and ack . According to the
reﬁnement equation (10), it is not diﬃcult to check that the distribution of the components where g(x) is a componentwise
constant in ar1 is the same as that in c
r
1. And the area Sa1i = r2Sc1i , 1  i  k. Then the total area of the components
where g(x) is a componentwise constant in ar1: Sar1 = r2Scr1 . Similarly, the area Sa j1 = r1Sb j1 , 1  j  k, and the total area
of the components where g(x) is a componentwise constant in ac1: Sac1 = r1Sbc1 . Next, we calculate the ﬁrst incremental
area of the components where g(x) is a componentwise constant in A: 1SA = SA − 0. By (10), we conclude that the
distribution of the components where g(x) is a componentwise constant in Ω(1, . . . , k) × Ω ′(′1, . . . , ′s) is the same as
that in Ω(1, . . . , k+1)×Ω ′(′1, . . . , ′s+1), and their area ratio is λ1λ1/[(r1 + 1)(r2 + 1)]. Deﬁne q = (r1+1)(r2+1)λ1λ2 , a′13, . . . ,a′1k
are the components where g(x) are componentwise constants in a13, . . . ,a1k , respectively. Therefore, we get
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k−→∞
{
(Sa11 + Sa12 + Sa′13 + · · · + Sa′1k ) + q(Sa11 + Sa12 + Sa′13 + · · · + Sa′1,k−1) + · · ·
+ qk−2(Sa11 + Sa12) + qk−1Sa11 + (Sa21 + Sa′31 + · · · + Sa′k1)
+ q(Sa21 + Sa′31 + · · · + Sa′k−1,1) + · · · + q
k−2Sa21
}
= lim
k−→∞
{ Sa11 + Sa12 + · · · + Sa′1k
1− q −
[
Sa11 ·
qk
1− q + Sa12 ·
qk−1
1− q + · · · + Sa′1k ·
q
1− q
]
+
Sa21 + Sa′31 + · · · + Sa′k1
1− q −
[
Sa21 ·
qk−1
1− q + Sa′31 ·
qk−2
1− q + · · · + Sa′k1 ·
q
1− q
]}
= lim
k−→∞
{ Sar1
1− q − Sa12 ·
qk−1
1− q
[
1+ m1
q
+ · · · +
(
m1
q
)k−2]
+ Sa
c
1
− Sa11
1− q − Sa21 ·
qk−1
1− q
[
1+ m2
q
+ · · · +
(
m2
q
)k−2]}
= Sa
r
1
+ Sca1 − Sa11
1− q =
r2Scr1 + r1Sbc1 − Sa11
1− q ,
where m1 and m2 are the common ratio of {Sa12 , Sa′1i }3ik and {Sa21 , Sa′j1 }3 jk , respectively. By (15), we get m2 =
(r2+1)(λ1−r1)
λ1λ2
. Symmetrically, it is not diﬃcult to get m1 = (r1+1)(λ2−r2)λ1λ2 . And it is easy to check that 0 < q < 1, 0 <m1 < 1,
0<m2 < 1. In addition, by calculating, we get Sa11 = λ1−r1−1λ1(λ1−1) ·
λ2−r2−1
λ2(λ2−1) · r1r2.
Step 3: Applying the reﬁnement equation (10), it is known that the function g(x) in b22 is a linear combination of g(x)
in ar1. Then the components where g(x) is a componentwise constant in b22 can be got from those in a
r
1, and
Sb22
Sar1
=
r2+1
λ1λ2
. Therefore, the ﬁrst incremental area of the components where g(x) is a componentwise constant in b22: 1Sb22 =
r2+1
λ1λ2
Sar1 − 0 = r2+1λ1λ2 Sar1 . Similarly, 1Sb2,2i+2 = 1Sb22 , i = 0,1, . . . , λ1 − r1 − 2.
In the following, we consider the incremental areas which are only related to 1Sb22 . Since the components where g(x)
is a componentwise constant in b31 and the blanks in b31 are one-to-one correspondence with those in br2, respectively.
Speciﬁcally, the blanks in b31 come from the blanks in br2. Then the parts of blanks in b31 can be ﬁlled with 
1
b2,2i+2
correspondingly. Therefore, the incremental components 1b31 where g(x) is a componentwise constant in b31 from 1b2,2i+2
are disjoint with b′31. It follows from (15) that the ﬁrst blank in b31 is(
1
λ21
+ r1
λ1
+ r1
λ1
2
,
r1
λ1
2(λ1 − 1)
+ r1
λ1
+ r1 + 1
λ1
2
)
× Ω ′(′1, ′2, ′3),
and there are λ1 − r1 − 1 same blank sections in b31. Therefore,
1Sb31
1Sb22
= (r2 + 1)(λ1 − r1 − 1)
λ1λ2
.
Similarly,
1Sb41
1Sb31
= 
1Sb51
1Sb41
= · · · = 
1Sbk1
1Sbk−1,1
= (r2 + 1)(λ1 − r1)
λ1λ2
,
and 1bi1 are disjoint with b′i1, i = 3, . . . ,k, respectively.
So we get the ﬁrst incremental areas of the components where g(x) is a componentwise constant in bc1:
1Sbc1 = limk−→∞
(
1Sb31 + 1Sb41 + · · · + 1Sbk1
)
= lim
k−→∞
1Sb22 ·
(r2 + 1)(λ1 − r1 − 1)
λ1λ2
[
1+ (r2 + 1)(λ1 − r1)
λ1λ2
+ · · · +
(
(r2 + 1)(λ1 − r1)
λ1λ2
)k−3]
= r2 + 1
λ1λ2
Sar1 ·
(r2 + 1)(λ1 − r1 − 1)
λ1λ2 − (r2 + 1)(λ1 − r1) .
Step 4: Again applying (10), it follows that the components where g(x) is a componentwise constant in b32 can be got
from those in ar2. And
Sb32
S r = r2+1λ1λ2 , then 1Sb32 =
r2+1
λ1λ2
Sar2 − 0 = r2+1λ1λ2 Sar2 . Similarly, 1Sb3,2i+2 = 1Sb32 , i = 0,1, . . . , λ1 −a2
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second incremental areas of the components where g(x) is a componentwise constant in bc1:
2Sbc1 = limk−→∞
(
2Sb41 + · · · + 2Sbk1
)
= lim
k−→∞
1Sb32 ·
(r2 + 1)(λ1 − r1 − 1)
λ1λ2
[
1+ (r2 + 1)(λ1 − r1)
λ1λ2
+ · · · +
(
(r2 + 1)(λ1 − r1)
λ1λ2
)k−3]
= r2 + 1
λ1λ2
Sar2 ·
(r2 + 1)(λ1 − r1 − 1)
λ1λ2 − (r2 + 1)(λ1 − r1) .
Similarly, b′i1, 
1bi1, 2bi1 are pairwise disjoint, respectively, i = 4, . . . ,k.
Step by step, we can get the third, . . . , the k-th incremental areas of the components where g(x) is a componentwise
constant in bc1: 
3Sbc1 , . . . ,
k Sbc1 , and it is clear that 
3bc1, . . . ,
kbc1 are pairwise disjoint, respectively. Then we can obtain
the total ﬁrst incremental areas of the components where g(x) is a componentwise constant in bc1:
Θ1Sbc1 = limk−→∞
(
1Sbc1 + 2Sbc1 + · · · + k Sbc1
)
= lim
k−→∞
r2 + 1
λ1λ2
(Sar1 + Sar2 + · · · + Sark ) ·
(r2 + 1)(λ1 − r1 − 1)
λ1λ2 − (r2 + 1)(λ1 − r1)
= 1SA · (r2 + 1)
2(λ1 − r1 − 1)
λ1λ2[λ1λ2 − (r2 + 1)(λ1 − r1)] .
Symmetrically, we deduce that
Θ1Scr1 = 1SA ·
(r1 + 1)2(λ2 − r2 − 1)
λ1λ2[λ1λ2 − (r1 + 1)(λ2 − r2)] .
It follows from Step 2 that the second incremental areas of the components where g(x) is a componentwise constant in A:
2SA =
r2Θ1Scr1 + r1Θ1Sbc1
1− (r1+1)(r2+1)
λ1λ2
= 
1SA
1− (r1+1)(r2+1)
λ1λ2
·
{
r2(r1 + 1)2(λ2 − r2 − 1)
λ1λ2[λ1λ2 − (r1 + 1)(λ2 − r2)] +
r1(r2 + 1)2(λ1 − r1 − 1)
λ1λ2[λ1λ2 − (r2 + 1)(λ1 − r1)]
}
.
Repeating Step 3 and Step 4, it can be shown that
k SA = 
1SA
(1− (r1+1)(r2+1)
λ1λ2
)k−1
×
{
r2(r1 + 1)2(λ2 − r2 − 1)
λ1λ2[λ1λ2 − (r1 + 1)(λ2 − r2)] +
r1(r2 + 1)2(λ1 − r1 − 1)
λ1λ2[λ1λ2 − (r2 + 1)(λ1 − r1)]
}k−1
.
Denote
t =
r2(r1+1)2(λ2−r2−1)
λ1λ2[λ1λ2−(r1+1)(λ2−r2)] +
r1(r2+1)2(λ1−r1−1)
λ1λ2[λ1λ2−(r2+1)(λ1−r1)]
1− (r1+1)(r2+1)
λ1λ2
,
and it is easy to check that 0 < t < 1. Finally, we obtain all the incremental areas of the components where g(x) is a
componentwise constant in A:
Θ SA = lim
k−→∞
(
1SA + 2SA + · · · + k SA
)
= lim
k−→∞
1SA ·
[
1+ t + t2 + · · · + tk−1]
= r2S
r
c1 + r1Scb1 − Sa11
1− (r1+1)(r2+1)
λ1λ2
· 1
1− t .
Substituting the values of Src1 , S
c
b1
, Sa11 and t into the above formula, it can be shown that Θ SA = r1λ1−1 ·
r2
λ2−1 = SA . This
implies that all the blanks in A are ﬁlled by the above iteration method. And since we always use the form of ﬁlling in the
blank to calculate the incremental areas, there is no repeated area in 1SA,2SA, . . . ,k SA .
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Hence, g(x) is a componentwise constant in A, and from the above steps, it can be shown that g(x) are componentwise
constants in B and C , respectively. Similarly, we divide E0 into E which can be obtained by a unit of right translation of A.
Then the components where g(x) is a componentwise constant in E can be got from those in A by (10). Therefore, g(x) is
a componentwise constant in E0. Similarly, g(x) are componentwise constants in F0, G0, H0, I0, respectively. Then g(x)
is a componentwise constant function supported on (0,1+ r1
λ1−1 ) × (0,1+
r2
λ2−1 ). Hence, Theorem 1 is established. 
From Lemma 1 and Theorem 1, we conclude that
Corollary. Let f (x) be a compactly supported measurable function in R2 and satisfy the reﬁnement equation (3). If there exists a
matrix P such that P−1AP = B, and f (x) := g(P−1x), where B and g(x) are deﬁned as Theorem 1, then f (x) is a compactly supported
reﬁnable componentwise constant function.
3. Examples
Example 1. Let f (x) be the reﬁnable function with dilation matrix 3I2, where I2 is the identity matrix of order 2. And its
mask symbol is given by
H(ξ1, ξ2) = 1− e
−3iξ1
3(1− e−iξ1)
1− e−3iξ2
3(1− e−iξ2)
(
1
4
+ 1
4
e−iξ1 + 1
4
e−iξ2 + 1
4
e−iξ1e−iξ2
)
.
According to the Poisson summation formula in R2, it is easy to check that
∑
k∈Z2 f (x + k) = 1, and the mask coeﬃcients
c(k1,k2) of f satisfy the condition (7). Then, according to Theorem 1, f (x) is a componentwise constant function supported
on (0, 32 ) × (0, 32 ). The reﬁnable function f (x) is given in Fig. 1.
Example 2. Let α ∈ R be an arbitrary ﬁxed constant. Consider the following reﬁnement equation
f (x) =
∑
k∈Γ
c(k) f (3I2x− k), a.e. x ∈ R2, (16)
where Γ = {(k1,k2) | 0  k1  3, 0  k2  3, k1,k2 ∈ Z}, c(0,0) = 1 − α, c(3,3) = α, c(1,0) = c(2,0) = 0, c(0,1) =
c(0,2) = 0 and c(k1,k2) = 4/5 for other k1,k2. Then the mask symbol H(ξ ) satisﬁes H(0) = 1. Therefore, Eq. (16)
has a unique compactly supported distributional solution. Assume that f (x) satisﬁes the normalization condition∑
k∈Z2 f (x+ k) = 1. Then according to Theorem 1, f (x) is a componentwise constant function supported on (0, 32 )× (0, 32 ).
Deﬁne
M :=
∞⋃
k=1
Ω(η1, . . . , ηk) × Ω(η1, . . . , ηk),
where Ω(η1, . . . , ηk) = (∑ki=1 3−iηi + 2−13−k,∑ki=1 3−iηi + 3−k), and ηi ∈ {0,1}, 1 i  k.
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This leads to f (x) = 1−α, x ∈ Ω(0)×Ω(0), where Ω(0) = ( 16 , 13 ), we simply write it as f (Ω(0)×Ω(0)) = 1−α. Similarly,
f (Ω(1)×Ω(1)) = 4/5, where Ω(1) = ( 12 , 23 ). For other regions in M, applying the reﬁnement equation (16), we can deﬁne
the values of f iteratively by
f
(
Ω(0, η1, . . . , ηk) × Ω(0, η1, . . . , ηk)
)= (1− α) f (Ω(η1, . . . , ηk) × Ω(η1, . . . , ηk)),
f
(
Ω(1, η1, . . . , ηk) × Ω(1, η1, . . . , ηk)
)= (1− α) +(α − 1
5
)
f
(
Ω(η1, . . . , ηk) × Ω(η1, . . . , ηk)
)
. (17)
Furthermore, we choose α such that f is not in L1(R2). For simplicity, we write Ωk := Ω(η′1, . . . , η′k), where η′k−1 = 1
and η′i = 0 for all 1 i  k, i = k − 1. Then
Ωk =
(
3−k+1 + 2−13−k,3−k+1 + 3−k), k 2.
By (17), we obtain f (Ωk ×Ωk) = (1−α)k−1(α + 45 ). And it is obviously that Ωk ×Ωk ⊂ A, where A is deﬁned in the proof
of Theorem 1. Hence∫
R2
∣∣ f (x)∣∣dx ∫⋃
k2 Ωk×Ωk
∣∣ f (x)∣∣dx = |α + 45 |
6
∞∑
k=1
|1− α|k
3k
.
It is easy to see that the componentwise constant function f satisfying the reﬁnement equation (16) will not be in
L1(R2) when |1− α| 3. Then, the function f is not locally integrable. This means that this compactly supported measur-
able function solution f of (16) cannot be globally identiﬁed with the compactly supported distributional solution of (16).
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