Text S1 WRF-CMAQ modeling system 22
In this study, the Weather Research and Forecasting model (WRF) version v3.5.1 23 (http://www.wrf-model.org/) and the Models-3 community multi-scale air quality 24 (CMAQ) model version 5.1 were used to simulate the daily variation of PM2.5 25 concentrations over China. We followed the WRF and CMAQ model configurations in 26
Zheng et al. [1] to simulate meteorological parameters and concentration of air 27 pollutants over China with a horizontal resolution of 36km×36km. The WRF model is 28 driven by the National Centers for Environmental Prediction Final Analysis (NCEP-29
FNL) reanalysis data as initial and boundary conditions (ICs and BCs). Meteorological 30
parameters simulated by WRF model were applied to drive CMAQ. Our CMAQ 31 simulation utilized CB05 as the gas-phase mechanism, AERO6 as the aerosol module, 32
and Regional Acid Deposition Model (RADM) as the aqueous-phase chemistry model. 33
Boundary conditions for our CMAQ model were provided by dynamic GEOS-Chem 34 simulation [2] . To ensure the continuity of model estimation, we conduct a continuous 35 CMAQ simulation spanning over three years with one month of spin-up (December of 36 2012). 37
In this study, the anthropogenic emission for mainland China during [2013] [2014] [2015] We used surface measurements from the China Environmental Monitoring Center 54 (CNEMC) to validate our PM2.5 estimates. Our previous study designed isolated-site 55 cross-validation (CVIS) to evaluate prediction accuracy of our three-stage data fusion 56 model [8] . In this study, we followed Xue et al. (2017) [8] and evaluated the accuracy of 57 our three-year PM2.5 predictions. In CVIS procedure, we selected PM2.5 measurements 58 from 214 sites (as shown in Figure S2 ), which accounts for 11% of observations, as the 59 testing data according to two criteria: (1) the testing sites should be isolated from the 60 remained training sites by more than 25 km; and (2) the testing sites should be 61 universally spanned over the study domain, especially for regions with dense 62 population. Figure S3 illustrates the CVIS result for our optimal PM2.5 estimates. As 63 shown in Figure S3 and in Table S2 , the finally-derived optimal PM2.5 estimations are 64 found to be consistent with the monitoring PM2.5, with a CVIS R 2 of 0.71; to be 65 positively biased with a mean bias of 3.97 μg/m 3 ; and to oversmooth the spatiotemporal 66 variations of PM2.5 with a regression slope of 0.75. 67
Text S3 Quantification of meteorological impacts on air quality 68
To quantify the contribution of natural (i.e., meteorological) factors to inter-annual 69 PM2.5 variations, we performed a sensitivity analysis as illustrated in Figure S4 
We evaluated performance of the simulated meteorological parameters by 86 measurements from the National Climate Data Center (NCDC), and confirmed the 87 consistent model performance during the three investigated years (see Table S2 ) 88
Text S4 Uncertainty analysis of mortality estimates 89
In this study, we applied the population data and baseline mortality incidence (BMI) 90 data of 2010 for the three analysis years to ensure the data consistency and to 91 individually quantify the impacts of air quality improvements on attributable mortality. Tables  150   Table S1 Description of PM2.5 datasets used to evaluate meteorological impacts. 151 152 
