Chemical named entity recognition (ChemNER) is a preliminary step in chemical information extraction pipelines. ChemNER has been approached using rule-based, dictionary-based, and feature-engineered based machine learning, and more recently also deep learning based methods. Traditional word-embeddings, like word2vec and Glove, are inherently problematic because they ignore the context in which an entity appears. Contextualized embeddings called embedded language models (ELMo) have been recently introduced to represent contextual information of a word in its embedding space. In this work, we quantify the impact of contextualized embeddings for ChemNER by using Bi-LSTM-CRF (bidirectional long short term memory networks -conditional random fields) networks. We benchmarked our approach using four well-known corpora for chemical named entity recognition. Our results show that incorporation of ELMo results in statistically significant improvements in F1 score in all of the tested datasets.
INTRODUCTION
The volume of biomedical literature is increasing at an exponential rate (Khare et al., 2014) which makes manual searching and reading slow and labour intensive for researchers and database curators (Jelier et al., 2005) . Text mining tools are essential for automating the literature curation workflow. Named entity recognition (NER) is the first step towards literature curation which aims to locate and classify named entities from unstructured texts into pre-defined categories such as person, location or organization. Biomedical NER aims at identifying biomedical entities such as chemicals, genes, proteins and diseases from biomedical text. Biomedical NER is more complicated than general domain NER because of ambiguous terms and lexical variations (Kim et al., 2005) . Biomedical NER helps in downstream relation extraction, event extraction, and question-answering tasks for knowledge base completion.
In this work, we focus only on the recognition of the chemical entities from biomedical lita https://orcid.org/0000-0002-5356-4227 b https://orcid.org/0000-0002-9762-6573 c https://orcid.org/0000-0002-3103-7346 d https://orcid.org/0000-0001-7837-3171 erature. Chemical entity recognition from the literature helps scientists working in drug development and discovery (Eltyeb and Salim, 2014) among other areas. Traditionally, chemical named entity recognition (ChemNER) has been performed by rulebased, dictionary-based and machine-learning-based approaches, mainly conditional random fields. All of these methods have drawbacks, such as low precision and recall, and labour-intensive feature engineering. With the availability of word embeddings and neural networks, efforts have been made in the recent past to build end-to-end deep learning-based Chem-NER systems (Habibi et al., 2017; Giorgi and Bader, 2018; Crichton et al., 2017; Corbett and Boyle, 2018) . These methods rely on pre-trained word2vec embeddings. However, these embeddings do not take into account the contextual information of the named entities and the entities are mapped to the same vector space irrespective of their context, which is problematic.
In this work, we examine whether Bi-LSTM-CRF (bidirectional long short term memory networks-conditional random fields) network could lead to better performance for ChemNER when the input representation includes contextual representations ELMo in conjunction with static representation word2vec.
In this study we quantify the impact of ELMo rep-
Related Work
To validate our approach, we consider five deep learning-based baseline methods for ChemNER.
Baselines use techniques such as transfer learning, multi-task-learning, and ensemble-based methods. In the following section, we will discuss each of the approaches.
Word2vec with Bi-LSTM-CRF
The Bi-LSTM-CRF architecture was proposed by Lample et al. (2016) for NER for four different languages, English, German, Spanish and Dutch, without relying on any language specific resources or features. The model consists of forward and backward LSTM layers and a conditional random field (CRF) layer for classification. It also incorporates word embeddings and, for out-of-vocabulary terms, LSTM based character representations were also concatenated with word-embeddings for a richer representation. This model reported state-of-the-art performance for sequence tagging in a generic domain. Later, this model was evaluated for biomedical NER on 33 corpora for five biomedical entities by Habibi et al. (2017) . We believe that this was the first application of Bi-LSTM-CRF to sequence tagging task in the biomedical domain. For biomedical NER, word2vec pre-trained embeddings trained on Pubmed abstracts made available by Moen and Ananiadou (2013) were used in this study. The performance reported for five biomedical entities over 33 corpora was at par with the best performing featureengineered based systems, without relying on any syntactic features or lexicons. Later this architecture was evaluated for transfer learning based approach which we will discuss in the following section.
Transfer Learning for ChemNER
Transfer learning for ChemNER employs transfer of weights from a source to target dataset using a pre-existing neural network which is used for generic NER called NeuroNER (Dernoncourt et al., 2017) . NeuroNER employs Bi-LSTM-CRF with LSTMbased character embeddings and word2vec word embeddings, similar to the model proposed by Lample et al. (2016) . We discuss the Bi-LSTM-CRF architecture in detail in subsection 2.1.
In summary, this approach does not initialize model weights randomly for a gold standard corpus. Firstly, the model is trained on a large silver standard corpora (Rebholz-Schuhmann et al., 2010) and then weights of the layers are transferred to train on a gold standard corpus (Giorgi and Bader, 2018) . This transfer of weights results in improved performance compared to the model that was trained directly on a gold standard corpus with random initialization of weights. This method highlights the importance of noisy silver standard corpora (i.e., those annotated by text mining tools) that do not require human annotation and can be easily generated with existing NER tools. This method statistically significantly outperforms the method by Habibi et al. (2017) .
Multi-task ChemNER
The multi-task ChemNER method (Crichton et al., 2017) performs NER of biomedical entities using three models: a single task model (Figure 1 ), a multitask multi-output model ( Figure 2 ) and a dependant multi-task model (Figure 3 ). Crichton and colleagues show that multi-task settings do better than the singletask model in terms of the F1-score. The single task model is rather simple and inputs word2vec embeddings into a convolutional layer, whose output is then fed into a fully-connected layer. The final output layer is a dense layer with a softmax activation function.
Max-pooling layer was not used in this model as it results in loss of positional information. In the multitask multi-output model all tasks share the input layer and the convolutional layer. Each task (dataset) has its own output layer. The dependent multi-task model makes use of the fact that some NLP tasks (in this case NER) can be improved if they get information from other related NLP tasks (called auxiliary tasks). For example, NER can benefit from part-of-speech (POS) tagging. In the dependent multi-task model, two single task models are combined in such a way that a fully connected layer of the main task receives input from another single task model that performs POS tagging on the same input. In this way, the supplementary information of POS tags helps improve the performance of biomedical NER. 
LSTMVoter
LSTMVoter (Hemati and Mehler, 2019 ) is a twostage method that uses five existing sequence tagging tools including Stanford named entity recognizer (Finkel et al., 2005) , MarMot (Müller et al., 2013) , CRF++ (Kudo, 2010) , MITIE (Geyer et al., 2016) and Glample (Lample et al., 2016) in an initial stage to label the sequences.
The outputs from stage one are transformed into one-hot vectors with an attention layer on top of the vectors. These one-hot vectors are then concatenated with word2vec embeddings (Moen and Ananiadou, 2013 ) and a character level representation. A Bi-LSTM with attention mechanism is used to represent characters. The final representation is then fed into a Bi-LSTM-CRF network for sequence tagging. This method employs a Tree-structured Parzen Estimator (TPE) (Bergstra et al., 2011) for hyperparameter optimization.
Chemlistem
Chemlistem (Corbett and Boyle, 2018 ) is a combination of two approaches: a traditional and a minimalist approach. The traditional approach uses a tokenbased feature set with Glove word embeddings (Pennington et al., 2014) , trained on an in-house corpus of patents, which is fed into LSTM layers.
The minimalist approach does not use any token features and relies completely on character representations that are fed into the LSTM layers without even using a tokeniser. The motivation behind the minimalist approach is that word segmentation in chemical texts is challenging and character representations will allow a system to avoid tokenisation. Finally, the results from the two systems are combined to get a final prediction based on a scoring mechanism given in Corbett and Boyle (2018).
Summary of Research Gaps
The methods discussed above rely on static word embeddings, which do not address the problem of polysemy. Polysemy is the capacity of a word to have different meanings in different contexts. To overcome this problem, ELMo representations model polysemy by learning task-specific representations of words, enabling multiple representations based on context.
For instance, a word may be a chemical entity in one case but a different biomedical entity in another context. Context-dependency is particularly problematic for abbreviations. For example, VHL could be a gene, disease or a chemical depending on the context in which it is used. To our knowledge, Bi-LSTM-CRF has only been evaluated without ELMo representations for ChemNER. In this study, we investigate the impact of adding contextual representations to Bi-LSTM-CRF and evaluate the performance using four well-known corpora.
METHODS AND DATASETS
In this section, we describe the network architecture, word embeddings, ELMo and the corpora used in this study. 
Neural Network Architecture
The architecture chosen was published by Reimers and Gurevych (2017) and has previously been applied to sequence labelling tasks (Huang et al., 2015; Ma and Hovy, 2016; Chiu and Nichols, 2016) . The network is implemented in Keras 2.2.0 with Tensorflow 1.8.0 as a backend.
Bi-LSTM-CRF
Recurrent neural networks (RNNs) are a class of neural networks that take a sequence of vectors (x 1 , x 2 , . . . , x t ) as input and return a new sequence of vectors (h 1 , h 2 , . . . , h t ). Theoretically, RNNs can capture long-range dependencies in sequential data but in practice they fail to do so due to the vanishing gradient problem (Bengio et al., 1994; Hochreiter, 1998) . LSTMs have been introduced to address the issue with a memory-cell to retain long-range dependencies. Memory cells in turn use several gates to control the proportion of input kept in memory and the proportion of input to forget (Hochreiter and Schmidhuber, 1997) . The following equations govern LSTMs, where W and b are the weights and biases, and σ are element-wise dot product and elementwise sigmoid functions respectively. i t , o t are input gate activation and output gate activation vectors, c t is a cell-state vector, and t indexes the time step.
For a given sentence (x 1 , x 2 , . . . , x t ) containing t words, each represented as a d-dimensional vector, an LSTM computes a representation − → h t of the left context of the sentence at every word t. A right context ← − h t can also be added, which computes the representation in the reverse direction. The left context network is called a forward layer and the right context network is called a backward layer. Both networks can be combined to form a bidirectional LSTM represented as Graves and Schmidhuber, 2005) . The final representation is computed by concatenating the forward and backward context vectors. A Bi-LSTM runs over each sentence in a forward and backward direction. The final outputs are concatenated together and serve as the input to a CRF classifier.
A linear chain CRF (log-linear model) is used to predict the probability distribution of tags of each word in a complete sentence. Linear chain CRF can also be referred to as a CRF. We have used a CRF classifier instead of a softmax classifier because we do not want to lose the sequential information (Lafferty et al., 2001) . Our final architecture is shown in Figure 4 .
Word Representation
In this section, we describe the word representations word2vec, ELMo, casing feature and character representation.
Word2vec
For the pre-trained word embeddings we have used word2vec embeddings (Mikolov et al., 2013) trained on Wikipedia-PubMed-PMC, 23 million Pubmed abstracts, 700,000 full-text PMC articles and four million Wikipedia pages. These embeddings were trained and made publicly available by Moen and Ananiadou (2013) . We have used these embeddings to be consistent with studies, Habibi et al. (2017) and Giorgi and Bader (2018) , that perform biomedical NER using deep learning.
Embedded Language Models (ELMo)
ELMo is a linear combination of hidden states of Bi-LSTM with character convolutions trained on a very large corpus (Peters et al., 2018) . In this case, we have used the ELMo pre-trained on Pubmed and general domain large corpora. To address the contextual information loss in static word embeddings, ELMo employs an approach where a word representation is a function of the whole sentence in which it appears. ELMo can integrate well into existing NLP applications such as question-answering, sentiment analysis and NER (Peters et al., 2018) .
ELMo has two main steps. Firstly, a threelayer Bi-LSTM network is trained on a large unlabelled corpus 1 in an unsupervised manner, which is completely agnostic to ChemNER. Secondly, hidden states of the network are taken, and their linear combination learned from the downstream task, in this case ChemNER. Each task will learn its linear combination from the same weights. In this study, we have used two pre-trained models of ELMo, one of them pre-trained on 5.5B English words and the other pretrained on Pubmed articles.
Casing Feature
A casing feature (Reimers and Gurevych, 2017 ) is a 7-bit one-hot vector that represents information about a word. It is mainly numeric if more than half of the characters are numeric, numeric if all characters are numeric, all upper if all characters are uppercase, all lower for all character if lower case, initial upper if the first character is capital, 1 https://allennlp.org/elmo contains digit if it has a digit, and the other label is set to one when none of the rules could be applied.
Character Representation
Character-based convolutions are used for deriving character representations based on the work of Ma and Hovy (2016) . Randomly initialized character embeddings are input to the convolutional layer followed by a max-pooling layer, which provides a character representation. Before feeding embeddings into the convolutional layer, a dropout layer is also applied. This is the same as that of Chiu and Nichols (2016) , with the only difference being the use of character type features. In this work, we use a 50-dimensional character representation.
Datasets
We have used four publicly available datasets for ChemNER experiments as outlined in Table 1 which shows the number of sentences used in the training, test and validation sets.
BC5CDR. The Biocreative community challenge for chemical-disease relation extraction task (BC5CDR) corpus was made available in a Biocreative workshop (Li et al., 2016) . The two subtasks of BC5CDR are identifying chemical and disease entities from Medline abstracts. The corpus has 1500 abstracts from Pubmed and chemical entities are annotated by a team of indexers from Medical Subject Headings (MeSH).
Annotations were done by two groups, and the inter-annotator agreement was 96.05% for chemical entities. The corpus has been split into training, test and validation sets, where each set has 500 abstracts. We have used this corpus in BIO (Beginning, Inside, Outside) tagging scheme for ChemNER only.
BC4CHEMDNER. This dataset has been provided by BioCreative community challenge IV for the development and evaluation of tools for Chemical NER (Krallinger et al., 2015) . BC4CHEMDNER was used for the recognition of chemical compounds and drugs from Pubmed abstracts. The inter-annotator agreement between human annotators is 91%. Ten thousand abstracts were annotated by expert literature curators. We have downloaded training, validation and test sets in the IOBES tagging scheme from Github 2 . Chemical Entity Mentions in Patents (CEMP) Biocreative V.5. CEMP V.5 is based on Chem-NER from patents. Twenty-one thousand patents from medicinal chemistry were curated by experts for annotation of chemical entities (Pérez-Pérez et al., 2017) . Patents are different from regular research articles in that they use rather a complex language and could contain up to 100 pages. This is why this task focuses on the detection of chemical entities from patents only.
Training, development and test sets each contained seven thousand patents. Gold labels of the test set used for evaluation are not made publicly available. We therefore first combine all fourteen thousand patents and then split into the train, validation and test sets in the ratio of 60:10:30. This setting has been chosen to be consistent with Habibi et al. (2017) . We use this dataset with the IOBES tagging scheme.
BioSemantics. Similar to the CEMP corpus, the Biosemantics corpus (Akhondi et al., 2014) has been constructed from 200 patents taken from the European Patents Office, the United States Patents and Trademark Office and the World Intellectual Property Organization. The corpus has been downloaded from the Biosemantics official webpage 3 . It has been split into training, validation, and test sets in the ratio of 60:10:30. The identification numbers of the documents that go into training, validation, and test sets have been taken from Github 4 . We use this dataset with the IOBES tagging scheme.
EXPERIMENTAL SETUP
In this study we used the Bi-LSTM-CRF network described in Reimers and Gurevych (2017) . The tagging schemes and data split have been discussed in section 2.3. We have padded each word to make it 50 characters for CNN based representation. An early stopping parameter of value 5 is used to prevent overfitting. That is, if the performance does not improve for five epochs, the network stops training. For all the runs, the models have been trained for 30 epochs with the variational dropout (Gal and Ghahramani, 2016) of (0.5,0.5). Nadam optimizer is used with the default learning rate in all the experiments.
The network has two LSTM layers with 100 recurrent units in each layer. Since the layers are Bi-LSTM, each layer has 200 units. The mini-batch size is 32. We have chosen these parameters after experimenting with different hyperparameter values and these values gave us the best results.
RESULTS AND DISCUSSION
In this study we used Bi-LSTM-CRF networks in combination with static and contextual embeddings. We validated our approach by comparing it with five previously published studies on four benchmark corpora. We used the F1 metric for evaluation with the Conference on Natural Language Learning (CoNLL) scheme. We perform three sets of experiments: a baseline (without ELMo), with ELMo (general domain pre-trained model) and ELMo (pre-trained on Pubmed). Each experiment was repeated five times for each dataset and we report the average F1-score (on the test set) from the epoch that has the best validation score.
For BC5CDR (shown in Table 2 ) and BC4CHEMDNER (Table 3 ) corpora, our model ELMo (Pubmed) achieves the highest F1-score when compared to the previously published methods, that is 93.02 and 90.80. Additionally, our experiments also show that ELMo pre-trained on Pubmed results in better performance as compared to ELMo pretrained on the general domain corpus. Our method is completely entity agnostic and does not rely on any inductive transfer for the hidden layers as transfer learning (Giorgi and Bader, 2018) and multi-task learning (Crichton et al., 2017) do.
Our initial hypothesis, that concatenating ELMo with word2vec representation will outperform the baseline Bi-LSTM-CRF, holds for the CEMP and Biosemantics corpora. The F1 scores for CEMP and Biosemantics are 81.66 and 76.09 respectively for the baseline model and improved to 82.37 and 77.70 after using ELMo. However, the model did not outperform the best performing competing systems over these two corpora. Our results are not directly comparable with Chemlistem and LSTMVoter as their training/validation/test sets use different proportions. Also, LSTMVoter (Hemati and Mehler, 2019) uses Table 2 : F1 score on BC5CDR. Best F1 score in bold and significantly worse than our model **. First three rows show our results which are averaged F1 ± SD over five runs (random seeds). The rest of the results are reported directly from the respective papers.
Methods
F1-score ELMo (Pubmed) 9 9 93 3 3. . .0 0 02 2 2 ± ± ± 0 0 0. Our results can only be directly compared with the transfer learning system (Giorgi and Bader, 2018 ) and Habibi's system (Habibi et al., 2017) . Our best performing model achieves F1 scores of 82.37 and 77.70 for CEMP, Table 4 and Biosemantics, Table 5 . For these two tasks, our best performing model underperforms the transfer learning and Habibi's systems.
This difference in performance could be attributed to the hyperparameter tuning or to pre-processing done to the data. Unfortunately, Giorgi and Bader (2018) and Habibi et al. (2017) do not make their pre-processed data available due to the licensing restrictions on redistribution of the datasets, so we cannot conclusively determine the reasons for the difference in performance. We have downloaded the data from their respective websites 5 and transformed in BIO tagging format using a tool 6 . Giorgi and Bader (2018) use the corpus in brat standoff annotation format, and we use the BIO tagging scheme. Our method detected some incorrect B-beginning and I-inside tags during evaluation and converted them to O-outside tags. The lower performance of our method for these two datasets could be due to the incorrect tags after conversion from brat standoff to BIO encoding or due to different hyperparameters used in Habibi et al. (2017) and Giorgi and Bader (2018) systems.
Also, we perform a two-tailed t-test with α values of 0.01 and 0.05. We consider a model significantly worse than ELMo (Pubmed) when p ≤ 0.01 (represented by ** in the tables) and if p ≤ 0.05 (represented by * in the tables). Figures 5, 6, 7 and 8 show the boxplots for evaluation of corpora on three mod-5 https://biosemantics.org/index.php/resources/chemicalpatent-corpus 6 https://github.com/spyysalo/standoff2conll that ELMo (Pubmed) consistently outperforms baseline and ELMo (General) on all corpora. The performance reported is the averaged F1 score over five runs for the test sets from the epoch that has the highest development/validation score.
CONCLUSION
In the present study we show that incorporating ELMo embeddings into the static embeddings for a Bi-LSTM-CRF network results in a statistically sig- nificant increase in F1 score for all the evaluated corpora. Our results also show that ELMo pre-trained on Pubmed results in better performance than ELMo pretrained on a general domain corpus. The higher performance of ELMo (Pubmed) than ELMo (General) also shows that transfer learning results in higher F1 score if the source dataset represents the domain of the target dataset. We confirm our findings on four benchmark ChemNER corpora. For future work, character-level language models such as Flair Embeddings (Akbik et al., 2018) or BERT (Devlin et al., 2018) could be used for the representation to see whether they complement or subsume the ELMo representation. Another potential area of research would be to improve the hyperparameter tuning using random search, grid search or Bayesian optimisation methods. Lastly, cross-corpus evaluation should be performed to measure the generalizability of the models. All the relevant methods that we have compared do not evaluate on any external corpora. Generalizability is a concern for us as information extraction methods need to be deployed at Pubmed scale, and the models should not overfit on the data that they were trained on. Lastly, multi-task learning and transfer learning techniques could also be explored for this task.
