Subdegree growth rates of infinite primitive permutation groups by Smith, Simon M.
ar
X
iv
:m
at
h/
06
11
75
6v
1 
 [m
ath
.G
R]
  2
4 N
ov
 20
06
SUBDEGREE GROWTH RATES OF INFINITE
PRIMITIVE PERMUTATION GROUPS
SIMON M. SMITH
Abstract. A transitive group G of permutations of a set Ω is
primitive if the only G-invariant equivalence relations on Ω are the
trivial and universal relations.
If α ∈ Ω, then the orbits of the stabiliser Gα on Ω are called
the α-suborbits of G; when G acts transitively the cardinalities of
these α-suborbits are the subdegrees of G.
If G acts primitively on an infinite set Ω, and all the suborbits
of G are finite, Adeleke and Neumann asked if, after enumerating
the subdegrees of G as a non-decreasing sequence 1 = m0 ≤ m1 ≤
· · · , the subdegree growth rates of infinite primitive groups that
act distance-transitively on locally finite distance-transitive graphs
are extremal, and conjecture there might exist a number c which
perhaps depends upon G, perhaps only on m, such that mr ≤
c(m− 2)r−1.
In this paper it is shown that such an enumeration is not desir-
able, as there exist infinite primitive permutation groups possess-
ing no infinite subdegree, in which two distinct subdegrees are each
equal to the cardinality of infinitely many suborbits. The examples
used to show this provide several novel methods for constructing
infinite primitive graphs.
A revised enumeration method is then proposed, and it is shown
that, under this, Adeleke and Neumann’s question may be an-
swered, at least for groups exhibiting suitable rates of growth.
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1. Introduction
Let G be a group of permutations of an infinite set Ω. If α ∈ Ω
and g ∈ G, we denote the image of α under g by αg, and the set
of images of α under all elements of G by αG. All permutations will
act on the right. We denote the stabiliser of α in G by Gα, and if
Σ ⊆ Ω we denote the setwise and pointwise stabilisers of Σ in G by
G{Σ} andG(Σ) respectively. A transitive groupG is primitive on Ω if the
only G-invariant equivalence relations on Ω are the trivial and universal
relations. It is well known that all point stabilisers in a primitive group
are maximal.
Given α, β ∈ Ω, the set (α, β)G is called an orbital of G. It is diagonal
if α and β are equal. An α-suborbit is an orbit of Gα on Ω. If G is
transitive on Ω, the subdegrees of G are the cardinalities of the α-
suborbits of G for some fixed α ∈ Ω.
There is a natural pairing between orbitals of G: if ∆ := (α, β)G is an
orbital, then its pair ∆∗ is the orbital (β, α)G. There is also a natural
correspondence between the orbital ∆ and the α-suborbit ∆(α), where
∆(α) := {γ | (α, γ) ∈ ∆}. For every α-suborbit Υ of G, there is an
orbital ∆ such that Υ = ∆(α), namely the orbital ∆ := (α, β)G, where
β is some vertex in Υ. This correspondence is bijective. The pair of
the α-suborbit ∆(α) is the suborbit ∆∗(α); a suborbit or orbital is
self-paired if it is equal to its pair.
A digraph is a directed graph without multiple edges or loops; it is
a pair (V Γ, AΓ), where V Γ is the set of vertices and AΓ the set of arcs
of Γ. The set AΓ consists of ordered pairs of distinct elements of V Γ.
Two vertices α, β ∈ V Γ are adjacent if either (α, β) or (β, α) lies in
AΓ. Throughout this paper all paths will be undirected. The distance
between two connected vertices α and β in Γ is denoted by dΓ(α, β).
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A digraph is locally-finite if every vertex is adjacent to at most finitely
many other vertices.
If G ≤ Sym (Ω) and ∆ is an orbital of G, the digraph (Ω,∆) is
called an orbital digraph of G. The connected components of an orbital
digraph of G are G-invariant equivalence classes on Ω; thus, if G is
primitive, then every non-diagonal orbital digraph is connected.
Interest in the subdegree growth of infinite primitive permutation
groups possessing a finite suborbit whose pair is also finite stems from
the following observation.
Theorem 1.1. If G is a group acting primitively on the infinite set Ω,
possessing a finite suborbit whose pair is also finite, then every suborbit
of G is finite and Ω is countable.
Proof. Fix α ∈ Ω and let βGα be a finite α-suborbit whose pair is finite.
Let Γ be the orbital digraph (Ω, (α, β)G). This digraph is connected
since G is primitive. Furthermore, the out-valency of α in Γ is equal
to |βGα| and the in-valency of α is equal to the size of the suborbit
paired with βGα. Since both these sets are finite, the in-valency and
the out-valency of α are finite, so the valency of α is finite. Because
Γ is vertex-transitive, Γ is locally finite, so for all r ≥ 0 the sphere
Sr(α,Γ) is finite, where Sr(α,Γ) denotes the set of vertices of Γ that
lie at distance r from α.
Since Γ is connected, Ω =
⋃∞
r=0 Sr(α,Γ). Thus Ω is a countable
union of finite sets, and is therefore countably infinite.
Since Gα fixes each sphere Sr(α,Γ) setwise, every α-suborbit of G is
finite. Because G is primitive on Ω, it acts transitively on Ω, so every
suborbit of G is finite. 
Henceforth, any group whose suborbits are all finite will be described
as being locally finite. Thus a primitive group is locally finite if and
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only if it has a locally finite orbital digraph; of course, if it has a locally
finite orbital digraph then all its orbital digraphs will be locally finite.
Note this theorem is not true if we merely require a primitive groupG
to possess a finite suborbit. Indeed, in [5] Evans constructs an infinite
primitive group acting on an uncountably infinite set Ω, possessing a
finite suborbit whose pair is infinite.
The complete digraph on t vertices, denoted by Kt, has t vertices,
between any two of which there is a pair of arcs, one in each direction.
The connectivity of a connected digraph Γ is the smallest possible
size of a subset W of V Γ for which the induced digraph Γ \ W is
disconnected. A lobe of Γ is a connected subgraph that is maximal
subject to the condition it has connectivity strictly greater than one.
If Γ has connectivity one, then the vertices α for which Γ \ {α} is
disconnected are called the cut vertices of Γ.
A group acting on a digraph Γ is said to be k-distance-transitive if,
for any four vertices α1, α2, β1, β2 ∈ V Γ with d(α1, α2) = d(β1, β2) ≤ k,
there exists g ∈ G such that αg1 = β1 and αg2 = β2, and is distance-
transitive if it is k-distance-transitive for all positive integers k. A
digraph is distance-transitive if its automorphism group acts upon it
distance-transitively. The locally finite infinite distance-transitive di-
graphs were classified by Macpherson [8] and independently by Ivanov
[7] thus.
Theorem 1.2. ([8, Theorem 1.2]) An infinite locally finite digraph Γ
is distance-transitive if and only if it is a regular combinatorial tree,
or Γ has connectivity one, and for some integers m ≥ 2 and t ≥ 3 the
lobes of Γ are isomorphic to the complete digraph Kt, with each vertex
in Γ lying in m lobes. 
Adeleke and Neumann in [1, Remark 29.8] observe that if G acts
primitively on an infinite set Ω and has a non-trivial self-paired finite
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suborbit of size m then Ω is countable, all the suborbits of G are
finite, m ≥ 2, and if the suborbits are arranged in a non-decreasing
sequence 1 = m0 ≤ m1 ≤ · · · then mr ≤ (m−1)mr−1 for all sufficiently
large r. They then ask whether the subdegree growth rates of infinite
primitive groups that act distance-transitively on locally finite distance-
transitive digraphs are extremal and conjecture there might exist a
number c which perhaps depends upon G, perhaps only on m, such
that mr ≤ c(m− 2)r−1.
In fact, this approach is naive, as it does not consider the existence
of a locally finite primitive group G, possessing at least two distinct
subdegrees m and m′ such that infinitely many α-suborbits have car-
dinality m, and infinitely many have cardinality m′. Such subdegrees
will henceforth be said to occur infinitely often. Indeed, if G has at
least two subdegrees, each occurring infinitely often, of which m is the
smallest, then under the above enumeration method mr = m for all
sufficiently large r. Any subdegree of G that is strictly larger than m
would therefore not be present in the subdegree sequence (mr).
In this paper we give examples of such groups, then define com-
prehensive methods for enumerating the subdegrees of locally finite
infinite primitive groups and measuring their subdegree growth. Fol-
lowing this, we show that certain rates of subdegree growth determine
the structure of the group.
2. Examples and constructions
A half-line L of a digraph Γ is a one-way infinite cycle-free path in
Γ. The ends of Γ are sets of half-lines, in which two half-lines L1 and
L2 lie in the same end if and only if there exist an infinite number of
pairwise-disjoint paths connecting a vertex in L1 to a vertex in L2. In
fact, this definition is an equivalence relation on the set of half-lines of
Γ, and the ends of Γ are the equivalence classes of this relation.
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It was noted in [12] that if G is an infinite primitive permutation
group possessing no infinite subdegree, then any two orbital digraphs
of G have the same ends. Thus we define the permutation-ends of G to
be the set of ends of an orbital digraph of G. It was also observed that
all infinite locally finite primitive digraphs have one end, or they have
2ℵ0 ends; thus any infinite locally finite primitive permutation group
must have precisely one permutation-end, or 2ℵ0 permutation-ends.
In this section we give examples of locally finite infinite primitive
groups with exactly one permutation-end, and examples with an infi-
nite number of permutation-ends. In both cases the groups in question
posses at least two distinct subdegrees, both of which occur infinitely
often.
It should be noted that the following examples may be used to con-
struct several new examples of locally finite infinite primitive digraphs,
which when taken to be undirected yield examples of locally finite in-
finite primitive graphs.
2.1. Monster groups. In [9], Ol’shanski˘ı shows for every prime p >
1010, there is an infinite group in which all non-trivial proper subgroups
are of order p. We propose to call such groups Tarski–Ol’shanski˘ı
monster groups of order p. If p is a prime number greater than 1010
and Tp is such a group, fix any non-trivial proper subgroup H ≤ Tp.
Let Tp act on the set of right cosets Ω := {Hg | g ∈ Tp} via
(Hg)g
′
= Hgg′.
The kernel K of this action is a normal subgroup of Tp, and is therefore
trivial. Indeed, suppose K is a non-trivial, proper normal subgroup of
Tp. Then every non-trivial, proper subgroup of the quotient group
Tp/K is of the form H
′/K for some proper subgroup H ′ of Tp with
K < H ′. Now Tp/K is infinite, and every element has finite order, so
Tp/K contains a non-trivial, proper subgroup H
′/K, with K < H ′ <
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Tp. This is absurd, however, since both H
′ and K must have order p.
Hence Tp is simple, and its action on Ω is faithful.
The stabiliser of the coset H.1 ∈ Ω is the group H ≤ Tp. Since every
subgroup of Tp has order p, this group is a maximal subgroup of Tp.
Furthermore, every element of the finite group H has order p, so the
orbits of H acting on Ω \ {H} must all have size p. Hence Tp acts
primitively on Ω, with all non-trivial suborbits finite of size p.
It was shown in [12] that any infinite primitive permutation group
whose subdegrees are all finite that possesses an orbital digraph with
more than one end may be written as an amalgamated free product. In
particular, such groups must have at least one element of infinite order.
The group Tp contains no elements of infinite order, so every orbital
digraph of this group must have precisely one end. Thus, Tp is an
example of a locally finite primitive group with one permutation-end,
whose suborbits are all bounded above.
2.2. Infinitely-ended constructions. If Γ is a digraph with connec-
tivity one, with all lobes pairwise isomorphic, and each vertex lies in
precisely m lobes, we shall denote Γ by Γ(m,Λ), where Λ is any lobe
of Γ.
The bipartite digraph T whose vertex set is the union of the set V1
of cut vertices of Γ and the set V2 of lobes of Γ, in which α ∈ V1 is
adjacent to x ∈ V2 in T if and only if α lies in x in Γ, is in fact a
tree, and is known as the block-cut-vertex tree of Γ. Note that if Γ has
connectivity one and block-cut-vertex tree T , then any group G acting
on Γ has a natural action on T .
Suppose we are given an integer m ≥ 2, a locally finite primitive
arc-transitive digraph Λ with connectivity at least two, and an arc-
transitive primitive non-regular group H of automorphisms of Λ. We
will construct a primitive and arc-transitive group of automorphisms
G of the digraph Γ(m,Λ) such that the subgroup of Aut Λ induced by
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G{Λ} is equal to H , the closure of H in Aut Λ in the natural complete
topology on Sym V Γ. This construction will provide a natural way of
manufacturing large primitive groups from smaller ones.
A relational structure is a pair (Ω;R), where R is a set of relations
on the set Ω. Suppose we are given two relational structures (Ω1;R1)
and (Ω2;R2), and a bijective map φ : R1 → R2. A map ϕ : Ω1 → Ω2 is
said to be an isomorphism between the relational structures (Ω1;R1)
and (Ω2;R2) if and only if ϕ(R) = φ(R) for all relations R ∈ R1, where
ϕ(R) denotes the set {(ϕ(α1), . . . , ϕ(αn)) | (α1, . . . , αn) ∈ R}.
If G is a permutation group acting on a non-empty set Ω, and Θ is
an orbit of G on Ωn, then it may be considered to be a relation of arity
n on Ω. Following [2], we define RG to be the set of relations consisting
of all orbits of G on Ωn where n takes every value in the set of natural
numbers. The canonical relational structure associated with G is the
relational structure (Ω;RG).
Theorem 2.1. ([2, Theorem 2.6]) If Ω is a countably infinite set then
a group G of permutations of Ω is closed if and only if G is the auto-
morphism group of the canonical relational structure of G. 
We begin by describing a relational structure that is based on the
digraph Γ(m,Λ). Let Γ denote this digraph, and, for any digraph Γ′
with connectivity one, define B(Γ′) to be the set of lobes of Γ′. Let R
be a set of relations on the set V Λ such that AΛ ∈ R. Since all lobes of
Γ are isomorphic to Λ, we may, for each lobe ∆ of Γ, choose a digraph
isomorphism
ϕ∆ : Λ→ ∆.
For each relation R ∈ R define R∆ := ϕ∆(R), where
ϕ∆(R) := {(ϕ∆(α1), . . . , ϕ∆(αn)) | (α1, . . . , αn) ∈ R}.
Now define R∆ := {R∆ | R ∈ R} and observe the relational structure
(V∆;R∆) is isomorphic to (V Λ;R).
SUBDEGREE GROWTH RATES OF PRIMITIVE GROUPS 9
For each vertex α ∈ V Λ the digraph Γ \ {α} is not connected. One
connected component of Γ \ {α} contains all vertices in Λ \ {α}; the
other connected components are disjoint from Λ \ {α}. Define Γ′α to
be the subgraph of Γ consisting of all connected components of Γ\{α}
that are disjoint from Λ\{α}, and let Γα be the subgraph of Γ induced
by V Γ′α ∪{α}. This digraph has connectivity one, and for two vertices
α, β ∈ V Λ the digraphs Γα and Γβ are isomorphic.
Now fix α ∈ V Λ and let
Sα :=
⋃
∆∈B(Γα)
R∆.
This is a set of relations on the set V Γα, so we may define Σα to be
the relational structure (V Γα;Sα). For each γ ∈ V Λ choose a digraph
isomorphism φγ : Γα → Γγ, with φα the identity map. Now define
Sγ := φγ(Sα), where φγ(Sα) = {φγ(R) | R ∈ Sα}, and let Σγ be the
relational structure (V Γγ ;Sγ). The mapping φγ is thus an isomorphism
between the relational structures Σα and Σγ . This observation will
underpin the proof of our next lemma.
Now let
S :=
⋃
γ∈V Λ
Sγ,
and define Γ(m,Λ,R) to be the relational structure (V Γ;S∪R). This
structure has many important properties, the most useful being
Aut Γ(m,Λ,R) ≤ Aut Γ(m,Λ).
For each lobe ∆ of Γ(m,Λ) the relational structure (V∆;R∆) is isomor-
phic to (V Λ;R). Henceforth, such relational structures will be referred
to as relational lobes of Γ(m,Λ,R).
Recall that we have been given a primitive and non-regular group
H that acts arc-transitively on Λ. The canonical set of relations RH
consists of all orbits of H on V Λn, where n takes every value in the set
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of natural numbers. Let
G := Aut Γ(m,Λ,RH).
We will show the subgroup of Aut Λ induced by G{Λ} is equal to H ,
the closure of H in Aut Λ.
Lemma 2.2. Let T be the block-cut-vertex tree of Γ(m,Λ) and let x
be the vertex of T corresponding to Λ. If α ∈ V Λ and β ∈ V Γ lie in
the same component of T \ {x} then the subgroup of Aut Λ induced by
Gα,β,{Λ} is isomorphic to Hα.
Proof. Let G′ be the subgroup of Aut Λ induced by Gα,β,{Λ}. It is clear
that G′ ≤ Aut (V Λ;RH). By Theorem 2.1, Aut (V Λ;RH) = H . Thus,
G′ ≤ Hα.
Choose any automorphism h ∈ Hα. We will extend this to an auto-
morphism σ of Γ(m,Λ,RH) that fixes β.
For each pair of vertices γ1, γ2 ∈ V Λ the relational structures Σγ1
and Σγ2 are isomorphic, so we may choose an isomorphism
φ(γ1,γ2) : Σγ1 → Σγ2 ,
which is equal to the identity map when γ1 = γ2. We now construct a
mapping σ : Γ(m,Λ,RH) → Γ(m,Λ,RH) as follows. For each δ ∈ V Γ
there exists a unique vertex γ ∈ V Λ such that δ ∈ Σγ , so set
δσ := δφ(γ,γh) .
It is simple to check this is a well-defined automorphism of Γ(m,Λ,RH).
Since α and β lie in the same component of T \ {x}, the vertex α must
be the unique element of V Λ such that β ∈ Σα. Hence βσ = β, so
G′ = Hα. 
Before introducing our next result, a little notation is necessary.
Since there is a unique geodesic between any two vertices α and β
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in a tree T , we shall denote the geodesic between α and β that in-
cludes both vertices by [α, β]T ; if we wish to exclude β then we instead
write [α, β)T .
Theorem 2.3. Suppose H is a primitive non-regular arc-transitive
group of automorphisms of a locally finite digraph Λ with at least three
vertices and connectivity strictly greater than one. If m ≥ 2 then
the automorphism group Aut Γ(m,Λ,RH) acts primitively and arc-
transitively on the digraph Γ(m,Λ). Furthermore, the group induced
by its action on V Λ is H, the closure of H in Aut Λ.
Proof. We begin by showing the subgroup of Aut Λ that is induced
by Aut Γ(m,Λ,RH) on V Λ is H . Let G = Aut Γ(m,Λ,RH) and let
G′ be the subgroup of Aut Λ induced by the action of G{Λ} on V Λ.
By construction, G ≤ Aut Γ(m,Λ). Fix α ∈ V Λ, and note that by
applying Lemma 2.2 with β = α we have G′α = Hα. Furthermore,
G′ ≤ Aut (V Λ,RH) = H, so
Hα ≤ G′ ≤ H.
Our choice of α was arbitrary, so we may choose a vertex γ ∈ V Λ that
is distinct from α and note that
Hγ ≤ G′ ≤ H.
Since H acts primitively and non-regularly on V Λ, the group Hγ does
not fix α; whence G′ does not fix α. Thus
Hα < G
′ ≤ H.
Since H acts primitively on V Λ the same must be true of H ; therefore
Hα is a maximal subgroup of H. Consequently G
′ = H.
It remains to show G acts primitively and arc-transitively on the
digraph Γ(m,Λ). By construction G acts transitively on the relational
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lobes of Γ(m,Λ,RH), and therefore acts transitively on the set of lobes
of the digraph Γ(m,Λ).
The action of G on the vertices of Γ is transitive. Indeed, suppose
δ is any vertex in V Γ. Then there exists a lobe ∆ of Γ containing δ.
Choose g ∈ G such that ∆g = Λ. Since G′ = H , andH acts transitively
on the vertices of Λ, there exists an automorphism h ∈ G{Λ} such that
δgh = α.
Furthermore, the stabiliser Gα transitively permutes the lobes of Γ
that contain α. For, suppose Λ′ is a lobe of Γ containing α. Then there
is an automorphism g ∈ G such that Λg = Λ′. We again observe that
since G′ = H , and H acts transitively on the vertices of Λ, there exists
an automorphism h ∈ G{Λ} such that αh = αg−1. Thus Λhg = Λ′ and
αhg = α.
Since H acts vertex- and arc-transitively on Λ, and Gα transitively
permutes the lobes of Γ that contain α, we must have G is arc-transitive
on Γ.
Finally, let ρ be a non-trivial G-congruence on V Γ. Let T be the
block-cut-vertex tree of Γ. Choose β ∈ ρ(α) \ {α} of minimal distance
in T from α. We claim α and β lie in a common lobe of Γ. Indeed,
suppose this is not the case. Let x be the vertex adjacent to β in the
geodesic [α, β]T between α and β, and let γ be the vertex adjacent
to x in [α, β)T . The vertex x corresponds to a lobe Λ
′ of Γ, which,
since α and β lie in distinct lobes, is not equal to Λ. Because G acts
transitively on the lobes of Γ, the group induced on V Λ′ by Gα,γ,{Λ′} is
isomorphic to Hα acting on V Λ. Since H is primitive and non-regular
on V Λ, there exists g ∈ Gα,γ,{Λ′} such that βg 6= β. Thus β, βg ∈ ρ(α)
share a common lobe, and our claim is established. So, without loss
of generality, we may assume α and β lie in Λ. Now ρ induces a H-
congruence on V Λ, so we must have V Λ ⊆ ρ(α). Furthermore, Gα
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acts transitively on the lobes of Γ that contain α, so ρ is the universal
relation. Hence G acts primitively on Γ. 
If H is a primitive and non-regular group of permutations of a set Ω,
with |Ω| ≥ 3, possessing an orbital digraph Λ with connectivity strictly
greater than one, then the primitive group G constructed above will be
called the m-fold graph product of H , and will be denoted by G(m,H).
By the above theorem, this group acts primitively on the vertex set of
Γ(m,Λ). Since this digraph has infinitely many ends, and is an orbital
digraph of G(m,Λ), all orbital digraphs of G will have infinitely many
ends.
Example 2.4. Let p be a prime number with p > 1010 and let Tp be
a Tarski–Ol’shanski˘ı monster group of order p. Recall this group acts
primitively on its coset space Ω. Let Λ be an orbital digraph of Tp.
Then Λ is a one-ended primitive digraph, and therefore has connectivity
strictly greater than one.
By Theorem 2.3, the groupG(m, Tp) acts primitively on Γ(m,Λ), and
has infinitely many distinct subdegrees, each occurring infinitely often.
In fact, for all α ∈ V Γ, the α-subdegrees of G(m, Tp) are m(m−1)r−1pr
for r ≥ 1. For each positive integer r there are infinitely many α-
suborbits of G(m, Tp) with cardinality m(m− 1)r−1pr.
2.3. One-ended constructions. The following result allows one to
construct infinitely many examples of locally finite primitive groups
with one permutation-end.
Theorem 2.5. If G is a locally finite primitive group of permutations
of an infinite set Ω and m ≥ 2, then the wreath product GWr Sym (m)
under the product action is a locally finite primitive group of permuta-
tions of Ωm with one permutation-end.
This result may be deduced from the following lemmas. Fix a group
G acting primitively on an infinite set Ω, possessing a finite suborbit
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whose pair is also finite. Let Γ be an orbital digraph of G on Ω, and
define H := GWr Sym (m). It is well known that H acts primitively on
the set Ωm under the product action; see, for example [4, Lemma 2.7A].
Fix α, β ∈ Ω such that α and β are adjacent in Γ, with (α, β) ∈ AΓ.
Let α := (α, . . . , α) ∈ Ωm and β := (β, α, . . . , α) ∈ Ωm, and define
Λ := (Ωm, (α, β)H),
where H acts on Ωm via the product action.
Lemma 2.6. The vertex (γ1, . . . , γm) is adjacent to α in Λ if and only
if
m∑
i=1
dΓ(α, γi) = 1.
Proof. Let γ := (γ1, . . . , γm) ∈ V Λ. Since Λ is an orbital digraph of
H on Ωm, it is arc transitive. Therefore γ lies in the sphere S1(α,Λ)
if and only if there exists g = (g1, . . . , gm)σ ∈ H such that (α, β)g
is equal to (α, γ) or (γ, α). If (α, β)g = (α, γ) then g ∈ Hα and
so g1, . . . , gm ∈ Gα. Thus γ = βg = (βg1, α, . . . , α)σ, and there-
fore
∑m
i=1 dΓ(α, γi) = dΓ(α, β
g1) = 1. Otherwise, if (α, β)g = (γ, α)
then βg = α, so g2, . . . , gm ∈ Gα but βg1 = α. Thus γ = αg =
(αg1, α, . . . , α)σ and
∑m
i=1 dΓ(α, γi) = dΓ(α, α
g1) = 1.
Conversely, suppose γ = (γ1, . . . , γm) ∈ V Λ and
∑m
i=1 dΓ(α, γi) = 1.
Then there exists a unique value of i such that dΓ(α, γi) = 1 and
γj = α for all j 6= i. Thus, there exists g1 ∈ G such that (α, β)g1
is equal to (α, γi) or (γi, α). Let σ ∈ Sym (m) be the 2-cycle (1i)
and set g := (g1, 1, . . . , 1)σ ∈ H . If (α, β)g1 = (α, γi) then g ∈
Hα and β
g = (βgi, α, . . . , α)σ = (γi, α, . . . , α)
σ = γ, and therefore
dΛ(α, γ) = 1. On the other hand, if (α, β)
g1 = (γi, α) then β
g = α
and αg = (αg1, α, . . . , α)σ = (γi, α, . . . , α)
σ = γ, so again dΛ(α, γ) = 1.
We have thus shown (γ1, . . . , γm) ∈ S1((α, . . . , α),Λ) if and only if∑m
i=1 dΓ(α, γi) = 1. Since Λ is vertex-transitive the hypothesis holds
for any vertex (δ1, . . . , δm) ∈ V Λ. 
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Lemma 2.7. The vertex (γ1, . . . , γm) lies in Sr((δ1, . . . , δm),Λ) if and
only if
m∑
i=1
dΓ(δi, γi) = r.
Proof. We proceed by induction. Since H is vertex-transitive, the hy-
pothesis holds when r = 1 by Lemma 2.6. Fix δ = (δ1, . . . , δm) ∈ V Λ
and k > 1 and suppose the hypothesis is true for all r ≤ k. Choose γ =
(γ1, . . . , γm) ∈ V Λ with
∑m
i=1 dΓ(δi, γi) = k+1. Since
∑m
i=1 dΓ(δi, γi) >
2 there exists j for which one may choose γ′j ∈ S1(γj,Γ) such that
dΓ(δj, γ
′
j) = dΓ(δj , γj) − 1. Let γ′i := γi for all i 6= j and put γ′ :=
(γ′1, . . . , γ
′
m). Now
∑m
i=1 dΓ(δi, γ
′
i) = k, so by assumption, γ
′ ∈ Sk(δ,Λ);
furthermore, dΛ(γ, γ
′) = 1, so γ ∈ Sk−1(δ,Λ) ∪ Sk(δ,Λ) ∪ Sk+1(δ,Λ).
If γ lies in Sk−1(δ,Λ) or Sk(δ,Λ) then by assumption
∑m
i=1 dΓ(δi, γi) is
equal to k−1 or k respectively; since this is not the case, we must have
γ ∈ Sk+1(δ,Λ).
Conversely, suppose γ = (γ1, . . . , γm) ∈ Sk+1(δ,Λ). Since dΛ(δ, γ) >
k we have
∑m
i=1 dΓ(δi, γi) ≥ k + 1 by the induction hypothesis. Since
Λ is connected, there exists γ′ = (γ′1, . . . , γ
′
m) ∈ Sk(δ,Λ) ∩ S1(γ,Λ).
Now
∑m
i=1 dΓ(δi, γ
′
i) = k and
∑m
i=1 dΓ(γi, γ
′
i) = 1. For each i we
have dΓ(δi, γi) ≤ dΓ(δi, γ′i) + dΓ(γ′i, γi). Whence,
∑m
i=1 dΓ(δi, γi) ≤∑m
i=1(dΓ(δi, γ
′
i)+dΓ(γ
′
i, γi)) = k+1. Hence
∑m
i=1 dΓ(δi, γi) = k+1. 
Lemma 2.8. The digraph Λ is infinite, primitive, locally finite and
arc-transitive, with one end.
Proof. The group H acts primitively on V Λ, so the digraph Λ is prim-
itive. It is infinite because V Λ = Ωm is infinite, and is locally finite by
Lemma 2.6; furthermore, since Λ is an orbital digraph of H on Ωm, it
is arc-transitive.
It remains to prove that Λ has one end. We will show, for all r ≥ 1,
given any pair of vertices γ, δ ∈ Sr+1(α,Λ), there is a path connecting
γ to δ that is not contained in the ball Br(α,Λ), where Br(α,Λ) is the
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set of all vertices in Λ whose distance from α is at most r. From this,
we may deduce there is no finite subgraph of Λ that one may remove
to leave at least two disjoint infinite connected components. Whence,
Λ has precisely one end.
We begin by observing that, given any two vertices (γ1, . . . , γm) and
(δ1, . . . , δm) in V Λ, for any path in Γ between γ1 and δ1 there exists a
corresponding path in Λ between (γ1, γ2, . . . , γm) and (δ1, γ2, . . . , γm).
Indeed, by Lemma 2.6, if ξ lies on the path in Γ between γ1 and
δ1, then (ξ, γ2, . . . , γm) lies on the corresponding path in Λ between
(γ1, γ2, . . . , γm) and (δ1, γ2, . . . , γm). This observation can also be made
for paths between γi and δi for all i satisfying 1 ≤ i ≤ m.
Fix r ≥ 1 and two distinct vertices γ = (γ1, . . . , γm) and δ =
(δ1, . . . , δm) in Sr+1(α,Λ). Let Br := Br(α,Λ). We will describe four
vertices ξ1, . . . , ξ4 ∈ V Λ \ Br such that there exist paths in Λ between
γ and ξ1; between δ and ξ4; and between ξi and ξi+1 for 1 ≤ i < 4 that
are all disjoint from Br, thus showing there exists a path in Λ\Br from
γ to δ.
Let d1 := dΓ(α1, δ1)− 1 and dm := dΓ(αm, γm)− 1. Choose a vertex
γ′m ∈ V Γ \ Br(αm,Γ) such that there is a path in Γ between γm and
γ′m that is disjoint from Bdm(αm,Γ). Similarly, choose a vertex δ
′
1 ∈
V Γ \Br(α1,Γ) such that there is a path in Γ between δ1 and δ′1 that is
disjoint from Bd1(α1,Γ). Now define
ξ1 := (γ1, γ2, . . . , γm−1, γ
′
m);
ξ2 := (δ1, δ2, . . . , δm−1, γ
′
m);
ξ3 := (δ
′
1, δ2, . . . , δm−1, γ
′
m);
ξ4 := (δ
′
1, δ2, . . . , δm−1, δm).
The path in Γ between γm and γ
′
m that is disjoint from Bdm(αm,Γ)
corresponds to a path in Λ between the vertices (γ1, . . . , γm−1, γm) and
(γ1, . . . , γm−1, γ
′
m) which, by Lemma 2.7, is disjoint from Br. Hence,
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there exists a path in Λ \ Br between γ and ξ1. A similar argument
shows there exists a path in Λ \Br between δ and ξ4.
Finally, observe that any vertex χ = (χ1, . . . , χm) ∈ V Λ satisfying
χi ∈ V Γ \ Br(αi,Γ) for some i does not lie in Br by Lemma 2.7.
Therefore, there exist paths in Λ \ Br between ξ1 and ξ2; between ξ2
and ξ3; and between ξ3 and ξ4. Hence, Λ has precisely one end. 
Thus the proof of Theorem 2.5 is complete.
Example 2.9. Let p be a prime number greater than 1010 and let Tp be
a Tarski–Ol’shanski˘ı monster group of order p. Recall this group acts
primitively on its coset space Ω. Let G := TpWr Sym (2). This group
acts primitively on the set Ω2 by Theorem 2.5, and has precisely three
non-trivial subdegrees, 2p, p2 and 2p2, each occurring infinitely often.
Example 2.10. The orbital digraphs of the group G(m, Tp)Wr Sym (2)
have precisely one end. Furthermore, this group has infinitely many
distinct subdegrees, each occurring infinitely often.
3. Enumeration and growth
3.1. The upper and lower subdegree sequences. As the above
examples show, the concept of subdegree growth requires re-examining.
We begin by clarifying some terminology. Let G act primitively on an
infinite set Ω, possessing a finite suborbit whose pair is also finite. Then
every suborbit of G is finite. Fix α ∈ Ω.
The set of subdegrees of G is defined to be the set whose elements
are the cardinalities of its α-suborbits. The multiset of subdegrees of G
is a function µ from the set of subdegrees to the extended non-negative
integers defined as follows. If m is any subdegree of G then µ(m) is the
number of α-suborbits with cardinalitym. Having defined this multiset
formally, we shall speak of it informally as a set of elements of the set
of subdegrees, in which some elements occur with multiplicity greater
than one.
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For our given group G, there exists a minimal ordinal number κ such
that one may enumerate all elements of the multiset of subdegrees as a
monotonic increasing sequence (mγ) for γ < κ. This sequence (mγ) is
called the subdegree sequence of G, and the ordinal number κ is called
the height of G. The precise definition of the subdegree sequence of G
is now hopefully clear: (mγ) is a non-decreasing sequence of elements
of the set of subdegrees, in which each subdegree m appears in the
sequence with multiplicity µ(m).
By Theorem 1.1, the set of subdegrees of G is a finite or countably
infinite set. Since each entry occurs with multiplicity one, we may
enumerate all its elements M1 < M2 < · · · . The sequence (Mr) is
called the upper subdegree sequence of G. The lower subdegree sequence
of G is the sequence (mr)r<ω. Note that both the upper and lower
subdegree sequences are subsequences of the subdegree sequence of G,
and are indexed by the natural numbers.
Lemma 3.1. If G is a locally finite primitive group with height h then
ω ≤ h ≤ ω2.
Proof. Let X and Y be the set and multiset of subdegrees of G re-
spectively. Since G acts on an infinite set, and all subdegrees of G are
finite, Y is infinite, so the height of G is at least ω.
Each subdegree in X occurs with multiplicity at most ℵ0 in Y , so the
subdegree sequence can be enumerated in a non-decreasing sequence
of length at most ω2. 
Subdegree growth is similar in many ways to the growth of connected
locally finite infinite digraphs, an area of research that is already well-
establish. Following [14], if t1 ≤ t2 ≤ t3 ≤ · · · is a sequence of positive
real numbers, we define the concept of growth as follows. If there exist
positive real numbers c1, c2 and d ≥ 1 such that
c1r
d ≤ tr ≤ c2rd,
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we say that the sequence has polynomial growth of degree d. A sequence
exhibiting polynomial growth of degree 0 is often called bounded. The
growth is subexponential if, for all a > 1,
lim inf
r→∞
tr
ar
= 0;
it is exponential if there exists a constant a > 1 such that lim inf
r→∞
tr/a
r
and lim sup
r→∞
tr/a
r are non-zero and finite. The growth is said to be
super exponential if lim inf
r→∞
tr/a
r is infinite for all a > 1.
The growth of an infinite locally finite vertex-transitive connected
digraph Γ is the growth of the sequence (|Br(α,Γ)|). A great deal
of work has been done in this area. It was shown in [6] that it is
precisely the two-ended digraphs that have growth of degree one. Fur-
thermore, Trofimov has shown in [13] that if a locally finite digraph has
polynomial growth then it is not primitive. All locally finite infinitely-
ended vertex-transitive digraphs have exponential sphere growth, while
it is noted in [14] that one-ended digraphs exhibit all possible rates of
growth of degree at least 2, except super exponential.
By examining the growth of both the lower and upper subdegree se-
quences, one may obtain similar results pertaining to subdegree growth
rates. It is natural to consider the subdegree growth of primitive groups
in this way. Indeed, the intuitive but flawed approach taken by Adeleke
and Neumann in [1, Remark 29.8] only considered the existence of
primitive groups with height ω. For such groups, the lower subdegree
sequence is equal to the subdegree sequence (although it is not neces-
sarily equal to the upper subdegree sequence), so the two approaches
are equivalent in this case.
For groups with height ω, the growth of the upper subdegree se-
quence is of secondary importance, as all relevant subdegree informa-
tion can be found in the lower subdegree sequence. However, this is
not the case for groups with height strictly greater than ω.
20 SIMON M. SMITH
Lemma 3.2. If an infinite primitive group G whose subdegrees are
all finite does not have height ω, then the lower subdegree sequence is
always bounded.
Proof. Suppose G has height h > ω, and let (mγ) be the subdegree
sequence of G. Then there are finite constants c1 := 1 and c2 := mω
such that c1 ≤ mr ≤ c2 for all r < ω. 
The growth of the upper subdegree sequence will be used only to dif-
ferentiate between the subdegree growth of groups exhibiting a bounded
lower subdegree sequence; thus, when referring to the subdegree growth
of a group, unless otherwise stated, it is the lower subdegree growth to
which we are referring.
The constructions detailed in this chapter may be used to create
myriad examples of groups with exponential, subexponential and poly-
nomial growth, several of which are given below. The final example
illustrates how they may also be used to show that the above list of
possible rates of growth is not exhaustive.
Example 3.3. Fix m ≥ 2 and t ≥ 3, and let G := Aut Γ(m,Kt+1).
The group G acts distance-transitively on V Γ, and has height ω. The
upper and lower subdegree sequences of G are equal, with Mr = mr =
m(m− 1)r−1tr, for all r ∈ N.
Example 3.4. If p is prime, and p > 1010, then the group G(m, Tp) has
a bounded lower subdegree sequence, with mr = mp for all integers
r ≥ 1. However, Mr = m(m − 1)r−1pr for all r ≥ 1. Intuitively,
while this group exhibits slow subdegree growth when compared to
groups with non-bounded lower subdegree sequences, when instead it
is compared with other groups possessing bounded lower subdegree
sequences its subdegree growth is extremely fast.
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Example 3.5. Given a prime integer p with p > 1010, both Tp and
the wreath product TpWr Sym (2) have bounded upper and lower sub-
degree sequences. The subdegree growth of these groups is therefore,
intuitively, very slow. Indeed, Tp provides a lower bound on both upper
and lower subdegree growth rates.
Example 3.6. Fix integers m, t ≥ 2 and define Γ := Γ(m,Kt+1). Let
G := Aut Γ and letH := GWr Sym (2). This group acts primitively on
the set Ω := V Γ×V Γ, with all subdegrees finite. Choose vertices α and
β adjacent in Γ and let Λ be the orbital digraph (Ω, ((α, α), (α, β))H).
We shall denote the number of H(α,α)-orbits in the sphere Sr((α, α),Λ)
by nr, and the number of H(α,α)-orbits in the ball Br((α, α),Λ) by Nr.
Since G acts distance-transitively on Γ, nr = ⌈r/2⌉, where ⌈r/2⌉
denotes the smallest integer greater than or equal to r/2. Furthermore,
the subdegrees of H in the sphere Sr((α, α),Λ) are 2m(m−1)r−1tr and
2m2(m− 1)r−2tr for r ≥ 2, and, if r is even, m2(m− 1)r−2tr.
The largest suborbit in the sphere Sr((α, α),Λ) has size 2m
2(m −
1)r−2tr, and for all sufficiently large integers r,
2m2(m− 1)r−2tr ≤ (m− 1)2r−2t2r.
Thus, there exists an integer R such that, for all r > R, the largest sub-
orbit in Sr((α, α),Λ) has cardinality strictly less than the cardinality
of every suborbit in Λ \B2r((α, α),Λ).
Now consider the lower subdegree sequence (mr) of H which, in this
case, is equal to the subdegree sequence of H . Choose r > R and find
the largest integer s ≥ 2 such that
ms = 2m
2(m− 1)r−2tr.
Our aim is to find the number of subdegrees that are less than or equal
to ms, and from this determine s.
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Since ms is the largest suborbit in Br((α, α),Λ) we have s ≥ Nr.
Furthermore, ms is strictly less than the cardinality of every (α, α)-
suborbit in Λ \ B2r((α, α),Λ), so there can be at most N2r suborbits
with cardinality less than or equal to ms. Hence s ≤ N2r, and therefore
Nr ≤ s ≤ N2r. Since Nr =
∑r
i=1 ni, we have Nr ≥ r(r + 1)/4 and
Nr ≤ r(r + 1)/2. Thus
r(r + 1)/4 ≤ s ≤ r(2r + 1).
If the lower subdegree sequence of H exhibits polynomial growth of
degree d ≥ 1 then there exist positive real numbers c1, c2 such that for
all k ≥ 1,
c1k
d ≤ mk ≤ c2kd.
However, for all r > R we may choose a maximal integer s with ms =
2m2(m − 1)r−2tr. For all sufficiently large r we therefore have sd ≤
rd(2r+1)d ≤ 2m2d(m− 1)d(r−2)tdr, so the lower subdegree growth rate
of H is not polynomial.
Although the growth of the lower subdegree sequence of H is faster
than polynomial growth, it is not exponential. Indeed, for all r > R
there exists an integer sr with msr = 2m
2(m− 1)r−2tr and sr ≥ r(r +
1)/4. Hence, for all a > 1,
lim
r→∞
msr
asr
≤ 2m
2(m− 1)r−2tr
ar(r+1)/4
= 0.
The group H is thus an example of a group exhibiting subexponen-
tial, non-polynomial growth. The existence of such a group demon-
strates that the list of possible growth rates given previously is not
exhaustive.
3.2. The average subdegree sequence. At this point it is perhaps
relevant to draw the reader’s attention to another seemingly natural
method for enumerating subdegrees, that neatly avoids the problems
caused by subdegrees which occur infinitely often. LetG act primitively
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on an infinite set Ω, and suppose every subdegree of G is finite. Fix an
orbital digraph Γ of G, and a vertex α ∈ Ω. Let br(α,Γ) be the ball-
size |Br(α,Γ)|, and let Nr(α,Γ) be the number of suborbits of Gα in
Br(α,Γ). The sequence (br/Nr) is then the average subdegree sequence
of G with respect to the digraph Γ. The growth of this sequence can
be used as a measure of the subdegree growth of G.
The usefulness of average subdegree growth as a measure of sub-
degree growth is limited, however, by its dependence on the orbital
digraph chosen. While it is in fact possible to explicitly bound this
dependence, a further, and more serious, limitation is an inherent lack
of subtlety. As an illustration, suppose we are given integers m, t ≥ 2.
The groups G := Aut Γ(m,Kt+1) and H := GWr Sym (2) acting on
Ω := V Γ(m,Kt+1) and Ω×Ω respectively are manifestly dissimilar: all
non-diagonal orbital digraphs of the former have infinitely many ends;
all non-diagonal orbital digraphs of the latter have just one. Their
many differences are encapsulated by their lower subdegree growth
rates, with G exhibiting exponential growth, and H subexponential
non-polynomial growth. However, if one were instead to compare the
average subdegree growth rates the groups, no such distinction is pos-
sible.
Indeed, define Γ := Γ(m,Kt+1) and Λ := (Ω
2, ((α, α), (α, β))H),
where α and β are adjacent in Γ. The average subdegree growth rate
of G with respect to Γ is exponential, with
lim
r→∞
( |Br(α,Γ)|
Nr(α,Γ)
)1/r
≥
(
m(m− 1)r−1tr
r
)1/r
= (m− 1)t.
Furthermore, |Br(α,Γ)| ≤ r|Sr(α,Γ)|, so the limit is equal to (m−1)t.
By Lemma 2.7,
|Sr((α, α),Λ)| =
r∑
k=0
|Sk(α,Γ)||Sr−k(α,Γ)|,
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so
|Br((α, α),Λ)| ≤ m(r + 1)|Br(α,Γ)|
(m− 1) .
Hence |Br(α,Γ)| ≤ |Br((α, α),Λ)| ≤ K(r + 1)|Br(α,Γ)|, where K :=
m/(m− 1).
Two vertices (γ1, γ2), (δ1, δ2) ∈ V Λ lie in the same H(α,α) orbit if
and only if the sets {dΓ(α, γ1), dΓ(α, γ2)} and {dΓ(α, δ1), dΓ(α, δ2)} are
equal. Thus if nr denotes the number of (α, α)-suborbits in Sr((α, α),Λ)
then 1 ≤ nr ≤ r, so
r ≤ Nr((α, α),Λ) ≤ r2.
Whence the average subdegree growth of H is exponential, with
lim
r→∞
( |Br(α,Γ)|
Nr(α,Γ)
)1/r
= (m− 1)t.
In light of these problems we will henceforth focus only on the re-
lationship between the lower and upper subdegree growth rates of a
group, and its structure.
4. Subdegree growth and group structure
In this section we give bounds on the growth of the lower and upper
subdegree sequences of infinite locally finite primitive groups, and show
that, when the growth of the lower subdegree sequences is fast enough,
the rate of growth uniquely determines the group. Following this, we
show that in many cases the number of permutation ends of a group is
determined by its multiset of subdegrees.
Theorem 4.1. ([10]) Let Γ be an infinite connected vertex- and arc-
transitive digraph with finite but unequal in-valency and out-valency.
Then there is an epimorphism ϕ from the vertex set of Γ to the set of
integers Z such that (α, β) is an arc of Γ only if ϕ(β) = ϕ(α) + 1. 
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Corollary 4.2. Suppose G is a primitive group of permutations of an
infinite set Ω, and every suborbit of G is finite. If α ∈ Ω and ∆(α) and
∆∗(α) are paired α-suborbits then |∆(α)| = |∆∗(α)|.
Proof. Suppose G is a primitive group of permutations of an infinite
set Ω, and every suborbit of G is finite. Fix an element α ∈ Ω and let
∆(α) and ∆∗(α) be paired α-suborbits. Suppose |∆(α)| 6= |∆∗(α)|. We
will show this implies G cannot be primitive, contradicting our original
assumption.
Choose β ∈ ∆(α) and let Γ be the orbital digraph (Ω, (α, β)G). As
G is primitive, this digraph is connected, and because ∆(α) and ∆∗(α)
are finite, Γ is locally finite, with in-valency |∆(α)| and out-valency
|∆∗(α)|. As these are not equal, we may apply Theorem 4.1 to deduce
that there is an epimorphism ϕ from the vertex set of Γ to the set of
integers Z such that (γ, δ) is an arc of Γ only if ϕ(δ) = ϕ(γ) + 1.
Without loss of generality, we may assume ϕ(α) = 0. If α0α1 · · ·αn is
any cycle in Γ with α0 = α, we must have
∑n
i=0 ϕ(αi) = 0. Thus, there
can be no odd cycles in Γ containing α. Since Γ is vertex-transitive, it
contains no odd cycles. Hence the G-congruence given by γ ∼= δ if and
only if dΓ(γ, δ) is even, is non-trivial and non-universal. Whence, G is
not primitive. 
Let G be a primitive group of permutations of an infinite set Ω, with
every subdegree of G finite, and suppose Γ is an orbital digraph of G.
Fix α ∈ Ω. An upper bound can be found for the growth of the lower
subdegree sequences by bounding the growth of sr := |Sr(α,Γ)|, since
Gα fixes Sr(α,Γ) setwise.
Lemma 4.3. If Γ is an infinite locally finite primitive digraph then,
for all r ≥ 1,
sr ≤ s1(s1 − 1)r−1.
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Proof. Since Γ is vertex-primitive, it is connected and every vertex
has valency s1. Thus for all r > 1, any vertex in the sphere Sr(α,Γ) is
connected to at least one vertex in Sr−1(α,Γ), and is therefore adjacent
to at most s1 − 1 vertices in Sr+1. Whence sr ≤ sr−1(s1 − 1). 
A corresponding bound is easily obtained for the growth of the upper
subdegree sequence.
Lemma 4.4. Let G be a locally finite primitive group of permutations
of an infinite set Ω. If (Mr) is the upper subdegree sequence of G, then
for all r ≥ 1,
Mr ≤ 2M1(2M1 − 1)r−1.
Proof. Fix α ∈ Ω and choose β ∈ Ω such that the suborbit βGα is of
size M1. Let Γ be the orbital digraph (Ω, (α, β)
G), and let ∆(α) denote
the suborbit βGα.
If ∆∗(α) is the suborbit paired with ∆(α) then |∆∗(α)| is also equal
to M1 by Corollary 4.2. Since S1 = ∆(α) ∪∆∗(α), the valency of Γ is
at most 2M1.
If the upper subdegree sequence contains just one subdegree then
there is nothing to prove, so suppose this is not the case. Choose r ≥ 1
such that Mr and Mr+1 are elements of the upper subdegree sequence
of G; since all members of this sequence are distinct, there exists an
integer t ≥ 1 such thatMr is the largest subdegree in the sphere St but
not in St+1. Thus, there exists a vertex γ ∈ St such that γ is adjacent
to a vertex δ ∈ St+1 with |δGα| > Mr.
Since |δGα| > Mr, we have |δGα| ≥Mr+1, and therefore
Mr+1 ≤ |δGα| ≤ (s1 − 1)|γGα| ≤Mr(s1 − 1). 
If Γ is a locally finite primitive digraph with connectivity one, and
T is the block-cut-vertex-tree of Γ, we define the lobe-distance between
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two vertices α and β in Γ to be
bd(α, β) :=
dT (α, β)
2
.
Informally, one may think of the lobe-distance between α and β as
being the number of lobes of Γ through which any geodesic between α
and β must pass.
If Γ is an infinite locally finite primitive digraph and α ∈ V Γ, we
define nr(Γ) to be the number of α-suborbits of Aut Γ in Sr(α,Γ).
Since G acts transitively on Γ, this definition is independent of our
choice of α. When there can be no ambiguity as to the identity of the
digraph in question, nr(Γ) will be written as nr.
Let {fr}r≥0 be the sequence of Fibonacci numbers defined by the
relation fr+1 = fr + fr−1 for r ≥ 1 and f0 = f1 = 1.
Theorem 4.5. If Γ is a locally finite primitive digraph with connectiv-
ity one that is not distance-transitive then nr ≥ fr for all r ≥ 1.
Proof. Fix α ∈ V Γ. To each vertex β in V Γ choose a geodesic in Γ from
α to β and assign a label ℓ(β) := (l1, . . . , lk), where k = bd(α, β), and
for all r satisfying 1 ≤ r ≤ k the integer lr is the number of vertices at
lobe-distance r from α in the geodesic. It is simple to check that, since
Γ has connectivity one, this is independent of the geodesic chosen. Let
Lr be the set of labels for vertices in Sr(α,Γ) and put kr := |Lr|. It is
very easy to see two vertices β, β ′ ∈ Sr(α,Γ) lie in the same α-suborbit
only if ℓ(β) = ℓ(β ′). Thus nr(Γ) ≥ kr.
By Theorem 1.2, if Γ is not distance-transitive then the lobes of Γ
have diameter at least 2. We claim that, in this case,
(1) kr+1 ≥ kr + kr−1.
Indeed, for all r ≥ 1 there is an injective correspondence from Lr into
Lr+1 via the map sending (l1, . . . , lk) ∈ Lr to (l1, . . . , lk, 1) ∈ Lr+1. Fix
r ≥ 1 and note there are kr−1 labels in Lr whose last entry is 1. If
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(l1, . . . , lk−1, 1) is such a label, then (l1, . . . , lk−1, 2) is a label in Lr+1.
Therefore, there are at least kr−1 labels in Lr+1 whose final entry is 2;
we have already seen there are kr labels in Lr+1 whose final entry is 1,
so we must have kr+1 ≥ kr + kr−1, as claimed. Since k0 = k1 = 1 we
have nr ≥ kr ≥ fr for all r ≥ 0. 
It is well known that
lim
r→∞
f 1/rr =
1 +
√
5
2
;
consequently it is possible to find a lower bound for the growth of the
sequence (n
1/r
r ).
Corollary 4.6. If Γ is a locally finite primitive digraph with connec-
tivity one that is not distance-transitive then
lim inf
r→∞
n1/rr ≥
1 +
√
5
2
.
The bound given in the above corollary is sharp; that is, it cannot
be improved upon. Indeed, consider the Peterson graph P5. This is
a finite primitive distance-transitive graph with diameter 2. It can
be considered to be directed by inserting arcs, one in each direction,
between adjacent vertices. Let Γ := Γ(2, P5) and G := Aut Γ, and fix
α ∈ V Γ. It is hopefully clear that two vertices β, β ′ ∈ Sr(α,Γ) lie in
the same orbit of Gα if and only if ℓ(β) = ℓ(β
′). Thus nr = kr. We
claim, for all r ≥ 1,
(2) kr+1 = kr + kr−1.
Indeed, let L′r be the elements of Lr whose last entry is 1, let L
′′
r be
those elements whose last entry is 2 and put k′r := |L′r| and k′′r := |L′′r |.
Since P5 has diameter 2 we have kr = k
′
r + k
′′
r . We may assign to each
label ℓ ∈ L′′r the unique label in L′r−1 obtained by changing the last
entry in ℓ from 2 to 1. Hence k′′r ≥ k′r−1. We may also assign to each
label ℓ ∈ L′r−1 a unique label in L′′r obtained by changing the last entry
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in ℓ to 2, so k′r−1 ≥ k′′r . Whence k′′r = k′r−1. Similarly, we assign to each
label (l1, . . . , lk) ∈ Lr−1 the label (l1, . . . , lk, 1) ∈ L′r, and to each label
(l1, . . . , lk, 1) ∈ L′r the label (l1, . . . , lk) ∈ Lr−1. Such a correspondence
is bijective, so kr−1 = k
′
r. Thus kr+1 = k
′
r+1 + k
′′
r+1 = k
′
r+1 + k
′
r =
kr + kr−1, as claimed.
Now k0 = k1 = 1 and so by (2), for all r ≥ 0 we have nr = kr = fr.
Thus
lim
r→∞
n1/rr =
1 +
√
5
2
.
Let Γ be a infinite locally finite connected vertex- and arc-transitive
digraph, and fix α ∈ V Γ. For γ ∈ Sr(α) we define
a(γ) :=|S1(α) ∩ Sr(γ)|;
b(γ) :=|S1(α) ∩ Sr+1(γ)|;
c(γ) :=|S1(α) ∩ Sr−1(γ)|.
The following lemma is an extension of an observation by Macpherson
in [8]. The argument presented here is based on that given by Dicks
and Dunwoody in [3].
Lemma 4.7. If there exists a natural number R0 such that, for all
β, γ ∈ V Γ with d(α, β) > R0 and d(α, γ) > R0, we have c(β) = c(γ)
and b(β) = b(γ), then Γ has more than one end.
Proof. Suppose, for all β, γ ∈ V Γ with d(α, β) > R0 and d(α, γ) > R0,
we have c(β) = c(γ) and b(β) = b(γ). We will describe an infinite set
of vertices s, such that the complement s∗ := V Γ \ s is infinite, and
the set of arcs δs from s to s∗ is finite, thus showing Γ must have more
than one end.
Fix an arc (α0, α1) ∈ V Γ and define s := {γ ∈ V Γ | R0 + 1 ≤
d(α0, γ) = d(α1, γ)+ 1}. This set and its compliment are both infinite.
Indeed, given a positive integer n one may choose a vertex γ ∈ V Γ with
d(α0, γ) = 2n + 1. There exists a geodesic α0β1β2 . . . β2nγ of length
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2n + 1 between α0 and γ. If e is the arc between βn and βn+1 then,
since Γ is arc-transitive, there exists an automorphism of Γ mapping
e to the arc (α0, α1). Therefore, both s and s
∗ contain vertices in
Sn(α0,Γ) ∪ Sn+1(α0,Γ). Whence s and s∗ are infinite.
We now show δs is finite. Suppose e ∈ E is an arc between β ∈ s
and γ ∈ s∗. Write i = d(α0, β).
We claim d(α0, γ) = 1 + d(α1, γ). Observe d(α0, γ) ≤ d(α0, β) +
d(β, γ) = i + 1, and d(α0, β) ≤ d(α0, γ) + d(β, γ), so d(α0, γ) ≥
d(α0, β)− d(β, γ) = i− 1. Hence,
i− 1 ≤ d(α0, γ) ≤ i+ 1.
We now consider three cases: when d(α0, γ) = i− 1, when d(α1, γ) = i
and finally when d(α0, γ) ≥ i and d(α1, γ) ≤ i − 1, and in each case
show the claim is true.
Suppose d(α0, γ) = i−1. Then d(α0, β) = d(α0, γ)+d(γ, β), so there
is a geodesic from α0 to β that contains γ. Hence
S1(α0) ∩ Si−2(γ) ⊆ S1(α0) ∩ Si−1(β);
however, since i− 1 ≥ R0 we have |S1(α0) ∩ Si−2(γ)| = c(γ) = c(β) =
|S1(α0) ∩ Si−1(β)|, so the two sets must be equal. Now α1 ∈ S1(α0) ∩
Si−1(β), so α1 ∈ S1(α0)∩Si−2(γ); that is, d(α1, γ) = i−2 = d(α0, γ)−1
as claimed.
Next, suppose d(α1, γ) = i. Then d(α1, γ) = d(α1, β) + d(γ, β), so
there is a geodesic from α1 to γ that contains β. Hence
S1(α1) ∩ Si+1(γ) ⊆ S1(α1) ∩ Si(β);
however, since i− 1 ≥ R0 we have |S1(α1) ∩ Si+1(γ)| = b(γ) = b(β) =
|S1(α1)∩Si(β)|, so the two sets must be equal. Now α0 ∈ S1(α1)∩Si(β),
so α0 ∈ S1(α1) ∩ Si+1(γ); that is, d(α0, γ) = i + 1 = d(α1, γ) + 1 as
claimed.
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Finally, if d(α0, γ) ≥ i and d(α1, γ) ≤ i− 1, then d(α1, γ) + 1 ≤ i ≤
d(α0, γ). In fact, since d(α0, γ) ≤ d(α1, γ) + d(α1, α0) = d(α1, γ) + 1,
we have d(α0, γ) ≥ 1 + d(α1, γ), so d(α0, γ) = 1 + d(α1, γ) as claimed.
Now γ ∈ s∗, so either d(α0, γ) < R0+1 or d(α0, γ) 6= d(α1, β)+1. The
latter is not true by the above argument, so we must have d(α0, γ) <
R0 + 1. Hence, there are only finitely many γ ∈ s∗ that are adjacent
to a vertex in s, so δs is finite, and Γ has more than one end. 
Theorem 4.8. If Γ is an infinite vertex- and arc-transitive locally finite
digraph with one end then nr(Γ) ≥ 2 for all large enough r.
Proof. Let Γ be an infinite locally finite digraph with one end, and fix
α ∈ V Γ. We claim there is an integer R0 such that for all r ≥ R0 there
exist vertices γ1, γ2 ∈ Sr(α) with c(γ1) 6= c(γ2) or b(γ1) 6= b(γ2).
Suppose no such R0 exists. Then there exists an infinite sequence (ri)
such that for all γ1, γ2 ∈ Sri(α) we have c(γ1) = c(γ2) and b(γ1) = b(γ2).
For each i ≥ 1 choose γ ∈ Sri(α) and set cri := c(γ) and bri := b(γ).
It is easy to see cri ≥ cri−1 and bri ≤ bri−1 . Since 1 ≤ cri ≤ |S1(α)|
and 1 ≤ bri ≤ |S1(α)| for all i ≥ 0, there exists constants k, c and b
such that, for all i ≥ k we have cri = c and bri = b. Put R0 := rk.
Suppose there exists r ≥ R0 such that Sr(α) contains two vertices γ1
and γ2 with c(γ1) 6= c(γ2). Without loss of generality, one may suppose
c(γ1) > c(γ2). However, r > R0 so c(γ2) ≥ c and c(γ1) > c. If i is
chosen so ri > r then cri ≥ c(γ1) > c which is a contradiction.
It must therefore be the case that, for all r ≥ R0, we have c(γ) = c
for all γ ∈ Sr(α). A similar argument shows that for all r ≥ R0, we
have b(γ) = b for all γ ∈ Sr(α). Hence, by Lemma 4.7, the digraph
Γ must have more than one end. Since this is not the case, our claim
must be true.
Let G := Aut Γ. It is clear that two vertices γ1, γ2 ∈ Sr(α) lie in the
same orbit of Gα only if c(γ1) = c(γ2) and b(γ1) = b(γ2). Hence, for all
r > R0 we have nr(Γ) ≥ 2. 
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Theorem 4.9. Let G be a primitive group of permutations of an in-
finite set Ω. If G is locally finite with more than one permutation-end
then the lower subdegree sequence of G grows exponentially if and only if
G is distance-transitive. In this case, G has height ω, and its subdegree
sequence (mr) satisfies
lim
r→∞
m1/rr =
(
m− 1
m
)
m1,
where G acts distance-transitively on the distance-transitive infinite lo-
cally finite digraph Γ(m,Kt+1). Furthermore, if the growth of the lower
subdegree sequence of G is not exponential, then it is polynomial.
Proof. Suppose G is a primitive group of permutations of an infinite
set Ω, possessing an orbital digraph with more than one end, and G
has a finite suborbit whose pair is also finite. By Theorem 1.1, every
suborbit of G is finite. Let (mr) be the lower subdegree sequence
of G. Note that, if G acts distance-transitively on the locally finite
infinite distance-transitive digraph Γ(m,Kt1+1), then every suborbit is
self-paired, G has height ω, so (mr) is equal to the subdegree sequence
of G, and the subdegree growth of G is exponential with
lim
r→∞
m1/rr =
(
m− 1
m
)
mt1
=
(
m− 1
m
)
m1.
Now consider the converse. Suppose the group G does not act
distance-transitively on any locally finite infinite distance-transitive di-
graph. We will show that the lower subdegree growth of G is bounded
above by some polynomial.
By Corollary 4.6, lim inf n
1/r
r ≥ (1 +
√
5)/2 > 3/2. Hence, there
exists an integer R such that, for all r > R, we have nr > (3/2)
r, and
thus Nr > (3/2)
r.
Fix r > R and observe that mNr ≤ s1(s1− 1)r−1 by Lemma 4.3. We
may choose an integer N such that, for all n ≥ N , we have (3/2)n ≥
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s1(s1 − 1). Thus, for all n ≥ N ,
mNr < N
n
r .
Furthermore, given any integer s with Nr−1 ≤ s ≤ Nr, the subdegree
ms satisfies ms ≤ s1(s1 − 1)r−1. Since s ≥ Nr−1 we also have sn ≥
Nnr−1 > (3/2)
n(r−1) > s1(s1 − 1)r−1 ≥ ms, so the growth of the lower
subdegree sequence of G is polynomial. 
If one removes the condition that G have more than one permutation-
end then the following is obtained.
Theorem 4.10. Suppose G is an infinite locally finite group of permu-
tations of an infinite set Ω, and G is not distance-transitive. If (mr)
is the lower subdegree sequence of G then
lim inf
r→∞
m1/rr ≤
√
2m1 − 1.
Proof. Suppose G is a locally finite primitive group of permutations of
an infinite set Ω and does not act distance-transitively on any digraph.
If G has an orbital digraph with more than one end then its lower
subdegree growth is subexponential by Theorem 4.9. So, suppose G
has an orbital digraph with precisely one end; every orbital digraph ofG
therefore has one permutation-end. Let ∆(α) be a suborbit of size m1,
and let Γ be the orbital digraph (Ω,∆). Then S1(α,Γ) = ∆(α)∪∆∗(α).
Let sr := |Sr(α,Γ)| and nr := nr(Γ), and let Nr be the sum
∑r
i=1 ni.
Since all suborbits of G are finite, one may deduce from Corollary 4.2
that ∆∗(α), the suborbit paired with ∆(α), also has cardinality m1.
Thus, s1 ≤ 2m1.
From the proof of Theorem 4.9, mNr ≤ s1(s1− 1)r−1. We again note
it is sufficient to show this result holds when G = Aut Γ.
By Theorem 4.8, there exists an integer R0 such that nr ≥ 2 for all
r ≥ R0. Hence, for sufficiently large r,
Nr ≥ R0 + 2(r − R0).
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Thus, if a > 1,
lim sup
r→∞
m
1/Nr
Nr
≤ lim sup
r→∞
(s1 − 1)r/Nr
≤ lim sup
r→∞
(s1 − 1)r/(2r−R0)
=
√
2m1 − 1.
Hence lim inf
r→∞
m1/rr ≤
√
2m1 − 1 as required. 
Corollary 4.11. If G is a group acting primitively on an infinite set
Ω with a finite suborbit whose pair is also finite, then the subdegrees of
G are all finite. If (mr) is the lower subdegree sequence of G then
lim inf
r→∞
m1/rr >
√
2m1 − 1
if and only if G acts distance-transitively on some distance-transitive
locally finite infinite digraph Γ(m,Kt+1) with m > 2 and t ≥ 2, or
m = 2 and t ≥ 4.
Proof. Suppose G is a locally finite primitive group of permutations of
an infinite set Ω. If G does not act distance-transitively on any locally
finite orbital digraph and (mr) is the lower subdegree sequence of G
then
lim inf
r→∞
m1/rr ≤
√
2m1 − 1
by Theorem 4.10.
Now suppose G acts distance-transitively on a locally finite distance-
transitive digraph Γ. By Theorem 1.2, we may write Γ = Γ(m,Kt+1)
for some m ≥ 2 and t ≥ 2. Observe that lim inf
r→∞
m1/rr = (m− 1)t, so
the limit lim inf
r→∞
m1/rr >
√
2m1 − 1 precisely when m > 2 and t ≥ 2, or
m = 2 and t ≥ 4. 
All known examples of primitive groups with locally finite one-ended
orbital digraphs exhibit subexponential lower subdegree growth; fur-
thermore, it seems highly unlikely that examples exhibiting exponential
growth exist.
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Conjecture 4.12. If G is a group acting primitively on an infinite set
Ω with a finite suborbit whose pair is also finite, then the subdegrees of
G are all finite and G has exponential lower subdegree growth if and
only if G is distance-transitive.
Of course there are many further questions that remain unanswered.
Which primitive groups exhibit subexponential non-polynomial sub-
degree growth, and are there gaps in growth rates that allow one to
determine a group given its subdegree growth rate? What is the re-
lationship between the permutation-ends of a group and its subdegree
growth rates? This latter question is the focus of the final section of
this paper. In it, we detail some preliminary results that illustrate a
relationship does indeed exist; however, much work remains to be done
before its nature is fully determined.
5. Subdegree growth and ends of orbital digraphs
We begin by observing that the relationship between the subdegree
growth of a primitive group G and its permutation-end structure is
more subtle than one might expect.
Theorem 5.1. If (mr) is the lower subdegree sequence of a locally
finite infinite primitive group G ≤ Sym (Ω), then there exist infinite
primitive groups G′ and G′′ whose suborbits are all finite, with lower
subdegree sequences (m′r) and (m
′′
r) respectively, such that G
′ has one
permutation-end, and G′′ has infinitely many permutation-ends, with
m′r ≤ 2mr
and
m′′r ≤ 2mr
for all r ≥ 1.
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Proof. Fix α ∈ Ω, and write α := (α, α) ∈ Ω2. Take G′ to be the
wreath product GWr Sym (2), and consider its product action on Ω2.
By Theorem 2.5, all suborbits of G′ are finite and every orbital digraph
has one end. Furthermore, for every suborbit βGα of G, the set (β, α)G
′
α
is a suborbit of G′; since |(β, α)G′α| = 2|βGα|, we have m′r ≤ 2mr.
Let G′′ be the group G(2, G) constructed in Chapter 2.2, and let Λ be
an orbital digraph of G acting on Ω with connectivity greater than one;
by Theorem 2.3, G′′ acts primitively on the vertex set of the digraph
Γ(2,Λ). Indeed, this digraph is an orbital digraph of G′′. Since Γ(2,Λ)
has infinitely many ends, every orbital digraph of G′′ has infinitely
many permutation-ends. Furthermore, the action of G′′{Λ} on V Λ is
isomorphic to the action of G on V Λ = Ω; thus, for each subdegree mr
of G, the group G′′α,{Λ} has an orbit on V Λ of size mr. Hence, for each
subdegree mr of G, the group G
′′ has a suborbit of size 2mr. Whence,
m′′r ≤ 2mr. 
It should be noted that both the difference between mr and m
′
r, and
the difference between mr and m
′′
r , may grow arbitrarily large, leaving
gaps in the range of possible rates of growth.
Certain growth rate are only exhibited by groups with precisely one
permutation-end. The following is immediate from Theorem 4.9.
Theorem 5.2. If G is a locally finite primitive group of permutations of
an infinite set Ω, and the lower subdegree growth of G is subexponential
but not polynomial, then G has precisely one permutation-end. 
Example 3.6 shows primitive groups with non-polynomial but subex-
ponential lower subdegree growth exist. All known examples of lo-
cally finite primitive groups with exponential lower subdegree growth
have infinitely many permutation-ends. Indeed, it seems highly likely
that such growth rates cannot be achieved by groups with just one
permutation-end. If true then the above theorem and the following
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conjecture would allow one to naturally partition the non-polynomial
rates of growth of infinite primitive groups according to the number of
permutation-ends possessed by each group.
Conjecture 5.3. If G is an infinite primitive permutation group whose
subdegrees are all finite, and the lower subdegree sequence of G grows
exponentially, then G has 2ℵ0 permutation-ends.
In Section 3.1 it was shown that there exist examples of infinite
primitive groups with precisely one permutation-end, and infinite prim-
itive groups with infinitely many permutation-ends, both possessing
bounded lower subdegree sequences. If, instead of examining just the
lower subdegree sequence, one considers the whole subdegree sequence,
it is again possible to determine the permutation-end structure of those
infinite primitive groups exhibiting specific rates of subdegree growth.
We begin with two theorems describing the structure of primitive
groups with more than one permutation-end.
Theorem 5.4. [11, Theorem 2.5] Let G be a vertex-transitive group
of automorphisms of a connectivity-one digraph Γ whose lobes have at
least three vertices, and let T be the block-cut-vertex tree of Γ. If there
exist distinct vertices α, β ∈ V Γ such that, for some vertex x ∈ (α, β)T ,
Gα,x = Gβ,x,
then G does not act primitively on V Γ.
Theorem 5.5. [12, Theorem 3.11] If G is a primitive group of permu-
tations of an infinite set Ω with more than one permutation-end and no
infinite subdegree, then G has a locally finite orbital digraph Γ with con-
nectivity one, whose lobes are primitive but not automorphism-regular,
are pairwise isomorphic, have at least three vertices and at most one
end. Furthermore, if Λ is a lobe of Γ, then G{Λ} acts primitively but
not regularly on V Λ. 
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Using these results, it is possible to determine precisely the permutation-
end structure of primitive groups whose subdegrees are bounded above.
Theorem 5.6. If G is an infinite primitive permutation group whose
subdegrees are all finite and bounded above, then G has precisely one
permutation-end.
Proof. Suppose G is an infinite primitive permutation group with more
than one permutation-end whose subdegrees are all finite. By Theo-
rem 5.5, G has an orbital digraph of the form Γ(m,Λ) for some integer
m ≥ 2, and for some primitive digraph Λ. Let Γ denote the digraph
Γ(m,Λ) and let T be the block-cut-vertex tree of Γ.
Observe that if α and β are vertices in Γ and x ∈ V T lies on the
T -geodesic [α, β]T between α and β, then Gα,β ≤ Gx and therefore
|Gα : Gα,β| = |Gα : Gα,x||Gα,x : Gα,β|.
Hence, the cardinality of the suborbit βGα is equal to the product
|xGα||βGα,x|.
Thus, if all subdegrees of G are bounded above, then there exists
a finite number k such that any automorphism in G fixing the sphere
Sk(α,Γ) pointwise must also fix every vertex in Γ, and therefore every
vertex in T . However, groups with this property cannot be primitive
by Theorem 5.4. 
Using a similar argument, it is sometimes possible to determine the
permutation-end structure of a primitive group by knowing just one
subdegree.
Theorem 5.7. If G is an infinite primitive permutation group whose
subdegrees are all finite, and at least one subdegree is prime, then every
orbital digraph of G has precisely one end.
Proof. Again suppose that G is an infinite primitive permutation group
with more than one permutation-end whose subdegrees are all finite.
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Let Γ be a connectivity-one orbital digraph of G of the form Γ(m,Λ),
the existence of which is assured by Theorem 5.5, and let T be the
block-cut-vertex tree of this digraph.
Recall that, given α, β ∈ V Γ and a vertex x ∈ V T lying on the T -
geodesic [α, β]T between α and β, the cardinality of the suborbit x
Gα
is equal to |xGα||βGα,x|.
Since G acts arc-transitively on Γ, it permutes the lobes of Γ. By
Theorem 5.5, the setwise stabiliser in G of each lobe acts primitively on
the vertices of the lobe; whence, for each vertex α ∈ V Γ, the stabiliser
Gα transitively permutes the lobes of Γ that contain α. Thus Gα acts
transitively on the sphere S1(α, T ), which has cardinality m ≥ 2.
If Λ is a lobe of Γ, then by Theorem 5.5, Λ has at least three vertices,
and G{Λ} acts primitively but not regularly on V Λ. Thus if α ∈ V Λ,
then Gα,{Λ} fixes no vertex in Λ \ α. The lobe Λ corresponds to some
vertex x ∈ S1(α, T ), so Gα,x fixes no vertex in S1(x, T )\{α}. Therefore,
for each vertex γ in S1(x, T ) \ {α}, there exists a prime number p
dividing the cardinality of the orbit γGα,x . Hence mp divides γGα.
Since Gα acts transitively on the sphere S1(α, T ), for all vertices γ in
S2(α, T ) there exist primes p and q such that pq divides the subdegree
|γGα|; therefore, the same is true of all vertices in T lying at distance
greater than two from α. Since this includes all vertices in Γ \ {α}, no
subdegree of G is prime. 
This brief look at the relationship between the subdegree growth
rates and the permutation-end structure of infinite locally finite prim-
itive groups contained an obvious omission: the class of groups that
exhibit polynomial subdegree growth. Groups with just one permuta-
tion end, and groups with infinitely many permutation-ends, are well
represented in this class. It would be extremely interesting to know if it
is possible to determine the permutation-end structure of such groups
from the order of their growth.
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It appears that more must be known about the structure of locally
finite graphs with precisely one end before any significant progress in
this area can be made. A clear insight into their nature would also aid
the construction of a proof of, or counterexample to, Conjecture 5.3.
Many of the results in this paper are taken from the author’s DPhil
thesis, completed at the University of Oxford, under the supervision of
Peter Neumann. The author would like to thank Dr Neumann for his
enthusiasm and insightful suggestions. The author would also like to
thank the EPSRC for their generous funding.
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