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Matrix eigenvalue problems with large sparse matrices arise in a variety of
scientic computations. The solutions of eigenvalue problems tend to be the
most time-consuming part of the computations. In this study we consider to
solve generalized eigenvalue problems with large sparse matrices.
Numerical methods for solving eigenvalue problems are roughly categorized
into two groups: methods based on unitary transformation and projection meth-
ods. A projection method is a method which extracts approximate eigenvalues
from a low dimensional subspace and is suitable for large sparse eigenproblems.
The algorithms of conventional projection method mainly consist of iterative
procedures. Since the iterative procedures demand frequent global synchroniza-
tions, it is dicult to perform highly scalable parallel computation. In such a sit-
uation, contour integral based methods are received attentions since its natural
hierarchical parallelism is suitable for modern highly parallel super-computers.
The goal of the study of the doctoral thesis is to develop ecient methods
and techniques for utilizing a contour integral based method, specically, the
Sakurai-Sugiura (SS) method. This study consists of three main topics: the de-
velopment of techniques improving the performance of the SS method itself and
analysis of the techniques, the derivation of stochastic estimator of eigenvalue
distribution which can be used to ecient parameter settings for the SS method,
and development of methods for solving linear systems with special forms that
arise in the SS method.
The doctoral thesis is organized as follows.
In Chapter 1, the background of the study is described.
In Chapter 2, we overview numerical methods for solving standard and gen-
eralized eigenvalue problem. The position of the contour integral based method
in the set of methods is described.
In Chapter 3, some numerical properties of the SS method are presented
from the view-point of a lter for a subspace. According to the results, ecient
parameter estimation techniques are shown.
In Chapter 4, we propose a stochastic estimation method of eigenvalue count-
ing within a given closed curve. The method is feasible for large sparse matrices
or matrices that are only referenced in the form of matrix-vector multiplication.
The stochastic estimation method for the eigenvalue distribution is dened by
separating the given domain to several sub-domains and estimating the eigen-
value count in each sub-domain. Furthermore, since the computation of the
method has independence, it is easy to execute on massively parallel computing
environments. The proposed method can be used for a preprocess of the SS
method to set ecient parameters. In the numerical examples, we nd that
the stochastic estimation method roughly estimates the eigenvalue distribution
using only a few quadrature points and sample vectors.
In Chapter 5, we show the derivations of several block Krylov type methods
for the approximation the block bilinear form CHA 1B, where A is a square
matrix, B and C are tall-skinny rectangular matrices. This problem arises in
the special case of the SS method and also the method described in Chapter
4. We propose the block biconjugate gradient (BiCG) based and block conju-
gate gradient (CG) based methods for the approximation of the block bilinear
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form. Taking numerical stability into account and motivated by the block CGrQ
method, we also develop a variant of the block BiCG method, named block BiC-
GrQ, for solving linear systems with multiple right hand sides. Then the block
CGrQ-based and block BiCGrQ-based methods are presented. Several numer-
ical examples are shown to compare the proposed methods with other existing
block methods. Although all the methods for computing the block bilinear form
are mathematically equivalent, our methods take less computational cost and
memory usage. The numerical results show the proposed methods, especially
the block CGrQ-based and block BiCGrQ-based methods, can eectively com-
pute the approximation of the block bilinear form.
In Chapter 6, we propose a CG type method for linear systems with multiple
shifts and multiple right hand sides and ecient implementation techniques that
reduce time-consuming data copies in the method. We call the proposed method
as the shifted block CG-rQ (SBCGrQ) method. The SBCGrQ method can be
used for linear systems that arise in the algorithm of the SS method if it is used
for Hermitian standard eigenvalue problems. We utilize the SBCGrQ method
for the electronic-structure calculation of a large system which consists of about
10,000 Si atoms. We nd that the proposed method solves the linear systems
more than ve times faster than the conventional approach and show how much
our implementation techniques contribute to eciency of the SBCGrQ method.
In Chapter 7, the conclusion and future work are described.
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