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Continuous Evaluation of Large-scale
Information Access Systems: A Case for Living
Labs
Frank Hopfgartner, Krisztian Balog, Andreas Lommatzsch, Liadh Kelly, Benjamin
Kille, Anne Schuth, and Martha Larson
Abstract A/B testing is currently being increasingly adopted for the evaluation of
commercial information access systems with a large user base since it provides
the advantage of observing the efficiency and effectiveness of information access
systems under real conditions. Unfortunately, unless university-based researchers
closely collaborate with industry or develop their own infrastructure or user base,
they cannot validate their ideas in live settings with real users. Without online testing
opportunities open to the research communities, academic researchers are unable to
employ online evaluation on a larger scale. This means that they do not get feedback
for their ideas and cannot advance their research further. Businesses, on the other
hand, miss the opportunity to have higher customer satisfaction due to improved
systems. In addition, users miss the chance to benefit from an improved informa-
tion access system. In this chapter, we introduce two evaluation initiatives at CLEF,
NewsREEL and Living Labs for IR (LL4IR), that aim to address this growing “eval-
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uation gap” between academia and industry. We explain the challenges and discuss
the experiences organizing theses living labs.
1 Introduction
As evident from the other chapters of this book, significant efforts have been in-
vested in establishing metrics, frameworks, and datasets to guarantee a thorough
and transparent evaluation of novel approaches to retrieve or recommend documents
and items. For many years, campaigns such as CLEF, TREC, NTCIR, and FIRE
have played leading roles in promoting research in the field of information retrieval.
The release of datasets, standardized evaluation metrics and evaluation procedures,
following the established Cranfield evaluation paradigm, has contributed to inno-
vative retrieval approach development in domains such as newswire articles, blogs,
microblogs, and biomedical documents to name but a few. In the field of recom-
mender systems research, a similar coordinated evaluation procedure with standard-
ized datasets and evaluation criteria has been established thanks to the release of
the Netflix dataset and the associated challenge, as well as the release of the Movie-
Lens datasets. In both cases, it is safe to claim that the release of test collections
was of great benefit for the research community since it spared researchers not only
from the tedious task of creating their own datasets, but also allowed them to eas-
ily compare their results with state-of-the-art algorithms. However, as Voorhees and
Harman (2005) point out, the use of standardized datasets also comes with certain
drawbacks. In many research papers, datasets are used to fine-tune computational
models or algorithms, resulting in improved performance, e.g., measured based on
precision, recall, or using other popular metrics. This is a direct consequence of the
ability to compare performance against state-of-the-art approaches and the desire to
beat those baselines.
This limitation is well understood by commercial providers of information access
systems who rely increasingly on user-centric evaluation of their systems to achieve
optimal performance (Kohavi, 2015). The large number of users of their systems
implicitly allows for evaluation of the efficiency and effectiveness of algorithms
under real conditions as they engage with the systems. This has resulted in this user-
centric evaluation paradigm evolving into the de-facto evaluation standard employed
in commercial settings. Evaluation of this nature is referred to as online evaluation
since it is employed using instances of online information access systems, or as A/B
testing since it allows for the comparison of different variants of the system. Unfor-
tunately, non-commercial, especially university-based, researchers are now strug-
gling to evaluate their own approaches using this resource-demanding evaluation
standard. This was also pointed out by Hawking (2015) who compared the affili-
ation of authors’ of research papers presented at SIGIR’98 and SIGIR’15, respec-
tively. He argued that the observed increase from 15% of industrial research papers
published in 1998 compared to 41% published in 2015 is a direct consequence of
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the increased need to evaluate research methods using large-scale datasets or user
studies.
Addressing the lack of access to data, Hanbury et al (2015) argue for the im-
plementation of evaluation services that store data on a central server and allow re-
searchers access to both data and information technology infrastructure. They refer
to this method as Evaluation-as-a-Service (EaaS). While this approach has the po-
tential to alleviate the growing evaluation gap to some extent, it does not address the
issue of having limited access to real users who can be test subjects for researchers’
algorithms and ideas. To address this, the application of a living lab that grants re-
searchers access to real users who follow their own information seeking tasks in a
natural and thus realistic contextual setting has been proposed (Kamps et al, 2009;
Kelly et al, 2009). For user-centric research on information access systems, realis-
tic context is essential since it is a requirement for a fair and unbiased evaluation.
In this chapter, we present the two living labs initiatives that have been introduced
within the domains of recommender systems and information retrieval (IR).
The CLEF NewsREEL challenge is a campaign-style evaluation lab allowing
participants to evaluate and optimize news recommender algorithms. The goal is
to create an algorithm that is able to generate news items that users would click
on, respecting a strict time constraint. The lab challenged participants to compete
in either a living lab or perform an evaluation that replays recorded streams. By
participating in this living lab, participants are given the opportunity to develop
news recommendation algorithms and have them tested by potentially millions of
users of a live system over a longer period of time.
The Living Labs for Information Retrieval (LL4IR) CLEF lab is a benchmark-
ing platform for researchers to evaluate their retrieval systems in a live setting. The
lab acts as a proxy between commercial organizations (live environments) and lab
participants (experimental systems), facilitates data exchange, and makes compari-
son between the participating systems possible. The LL4IR lab focused on two use
cases: product search (on an e-commerce site) and web search (through a commer-
cial web search engine).
After surveying state-of-the-art in the area of online evaluation in Section 2, we
present the NewsREEL (Section 3) and LL4IR (Section 4) use cases as leading
examples of living labs evaluation. In Section 5 we highlight similarities and differ-
ences between the two approaches, and conclude with a discussion on the opportu-
nities and challenges that such online evaluation campaigns offer.
2 Related Work
Information access systems have been evaluated in four major ways (Gunawardana
and Shani, 2009): offline with static test collections, with small-scale user studies
or user simulations, and in online evaluation environments. Tradition has favored
offline evaluation to ensure reproducibility. At the same time, such evaluation may
not accurately reflect user satisfaction (Teevan et al, 2007; Turpin and Scholar, 2006;
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Wilkins et al, 2008). Moreover, it leaves one of the most important factors of any
information retrieval or recommender system out of the loop: the user. It is the user’s
information need that needs to be satisfied and it is the user’s personal interests that
need to be considered when providing personalized access to information. This is
one of the major reasons for performing online evaluation: evaluation with users in
the loop.
The need for more realistic evaluation, involving real users, has been reiterated
at several workshops (Kamps et al, 2009; Allan et al, 2012; Balog et al, 2014a). To
address this, living labs have emerged as a way for researchers to be able to perform
in situ evaluation. The main idea behind living labs is that an existing information
access service serves as the experimentation platform. By replacing components
of this information access platform, researchers have the opportunity to perform
evaluation using interactions with real, unsuspecting users of this information access
system. Major information access online evaluations and A/B testing are instances
of living labs. However, this type of evaluation has only recently become available
to the broader research community.
2.1 Living Labs Shared Challenges
The notion of using living labs for shared challenges in the information access space
has been proposed in recent years (Azzopardi and Balog, 2011; Kelly et al, 2012). In
particular, Azzopardi and Balog (2011) present details on an approach to move from
a traditional IR evaluation setting to a living labs setting. The first implementation
of a living lab was the NewsREEL challenge that was first organized as part of a
workshop co-located with ACM RecSys (Tavakolifard et al, 2013). Later, it was op-
erated as part of CLEF. NewsREEL allowed participants to evaluate and optimize
news recommendation algorithms. The goal was to create an algorithm for news
recommendation that is able to generate news items that users would click on, re-
specting a strict time constraint for generating and serving those recommendations.
By participating in NewsREEL, researchers who develop stream-based recommen-
dation algorithms could have these benchmarked by actual users of a live system
over a longer period of time (Hopfgartner et al, 2015a). In the context of informa-
tion retrieval, Balog et al (2014b) proposed a practical way of operationalizing the
living lab idea by limiting evaluation to head queries, a setup that was subsequently
adopted by the CLEF LL4IR lab (cf. Sect. 4.1). The same idea was also employed at
the TREC 2016 and 2017 OpenSearch track, where the use case is scientific litera-
ture search (Jagerman et al, 2018). Kelly et al (2012) presented an alternative living
labs setting as a solution to the evaluation of personal search.
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2.2 Online Testing
A/B Testing compares two systems by showing system A to one group of users and
system B to a disjoint group (Kohavi, 2015). The difference between the systems
is inferred from observed user behavior. This includes, among other things, click-
through rate (CTR) (Joachims et al, 2007), dwell time (Yilmaz et al, 2014), satisfied
clicks (Kim et al, 2014), abandonment (Li et al, 2009), query reformulation (Hassan
et al, 2013), and mouse movement (Wang et al, 2010; Diaz et al, 2013). NewsREEL,
for example, employed the click-through rate as its primary evaluation criterion.
An alternative to A/B testing is to perform interleaved comparisons, which are
shown to be more sensitive (Schuth et al, 2015c; Chapelle et al, 2012). This means
that far fewer query impressions are required to make informed decisions on which
ranker is better. Many interleaving approaches have been proposed over the past
few years, see, e.g., (Joachims, 2003; Radlinski et al, 2008; Hofmann et al, 2011;
Radlinski and Craswell, 2013; Schuth et al, 2014, 2015b). By far the most frequently
used interleaving algorithm to date is Team Draft Interleaving (TDI) (Radlinski et al,
2008) which is also what is used in the CLEF LL4IR lab. Given a user query q, TDI
produces an interleaved result list as follows. The algorithm takes as input two rank-
ings. One ranking from the participant r′ = (a1,a2, . . .) and one from the production
system r = (b1,b2, . . .). The goal is to produce a combined, interleaved ranking
L = (a1,b2, . . .). This is done similarly to how sports teams may be constructed in
a friendly sports match. The two team captains take turns picking players. They
can pick available documents (players) from the top of the rankings r′ and r, these
top ranked documents are deemed to be the best documents. Documents can only be
picked once (even if they are listed in both r and r′). And the order in which the doc-
uments are picked determines ranking L. In each round, the team captains flip a coin
to determine who goes first. The algorithm remembers which team each document
belongs to. If a document receives a click from a user, credit is assigned to the team
the document belongs to. The team (participant or production system) with most
credit wins the interleaved comparison. This process is repeated for each query. For
more details see the original paper describing TDI by Radlinski et al (2008) and a
large-scale comparison of interleaving methods by Chapelle et al (2012).
3 News Recommendation Evaluation Lab (NewsREEL)
The first information access living lab that is introduced in this chapter focuses on
the domain of news recommendation. Recommender systems pro-actively suggest
information to users based on their preferences. The first recommender systems
entered the realm of online content distribution in the 2000s. Unfortunately though,
after a decade of research, a gap emerged between academia and industry. Academia
focused on experimenting with fixed datasets often neglecting practical aspects of
recommender systems. Industry, on the other hand, implemented A/B testing pro-
cedures. As discussed in Section 2.2, this procedure partitions users into groups,
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exposes them to variations of the system, and monitors differences in performance.
While academia achieved repeatability of experiments, industry observes the ac-
tual reactions of users. NewsREEL, short for News Recommendation Evaluation
Lab, was a campaign style evaluation task designed to bridge this gap.1 It was first
organized in conjunction with the ACM RecSys 2013 Workshop on News Recom-
mender Systems (Tavakolifard et al, 2013) and then joined CLEF as campaign-style
lab between 2014 and 2017. The four CLEF editions observed a total of 230 regis-
trations. NewsREEL afforded participants the opportunity to engage in both offline
and online evaluations. On the one hand, participants had access to a large-scale
stream of recorded events, which could be used for offline comparison of different
algorithms. On the other hand, participants gained access to a commercial news rec-
ommender system which delivered suggestions for a set of publishers in real-time.
This provided participants with access to authentic live recommender system condi-
tions. Developing recommender services in this environment represents a challeng-
ing task. Challenges included overcoming issues of availability, responsiveness, and
scalability beside algorithmic design and optimization. In particular, the environ-
ment is subject to change. Publishers push new articles as events happen. Readers’
interests shift over time. Hence, models have to be updated.
In the remainder of this section, we first describe the news recommendation prob-
lem addressed by NewsREEL and introduce the online and offline tasks, NewsREEL
Live and NewsREEL Replay (Section 3.1). While the online task requires partici-
pants to provide recommendations to real users in real-time, the offline task can be
run on standalone hardware without online access and the necessity to fulfill specific
time constraints. In addition, the offline task simplifies the debugging and the sim-
ulation of streams. Algorithms shown to be working offline can then be evaluated
in the NewsREEL Live task without any changes. Section 3.2 describes the News-
REEL evaluation architecture. We discuss participation in the online challenge in
Section 3.3 and the offline challenge in Section 3.4. Section 3.5 provides a discus-
sion on NewsREEL.
3.1 NewsREEL Use Case
As previously mentioned, CLEF NewsREEL implemented a shared challenge in the
news recommendation space. It consisted of two tasks that were based on the use
case of providing a list of news articles relevant to a given new article that a reader
might be interested in. As depicted in Figure 1, these news article recommendations
are often displayed at the bottom or the side of the article. Determining what ar-
ticles to suggest to readers is challenging from a technical point of view. First of
all, recommendations have to be displayed to readers in real-time. Moreover, pub-
lishers have relatively limited information about readers and their interests. Supply
and demand of information are continuously subject to change. Besides, publishers
1 See http://newsreelchallenge.org/ for details.
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Fig. 1 Exemplary illustration of the way news recommendations are displayed to readers in the
NewsREEL scenario.
constantly add new articles and readers may loose interest in events or move on to
different topics. News recommender systems have to adapt to these dynamics. The
two tasks are outlined in detail in the remainder of this section. For a more detailed
description of the NewsREEL use case, we refer the reader to (Hopfgartner et al,
2015a).
Online Evaluation of News Recommendation Algorithms
The first NewsREEL task implemented a living lab style shared challenge. This
living labs evaluation challenge is described in detail in (Hopfgartner et al, 2014).
Researchers gained access to resources of the online information service provider
plista2 such that they could conduct A/B testing for a selection of recommendation
techniques. Plista offers recommendation services and targeted advertisements for
online publishers. As users request articles from publishers’ web portals, plista pro-
vides a list of additional suggested articles. Plista forwards a random subset of these
2 http://plista.com/
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request to NewsREEL’s participants via the Open Recommendation Platform (ORP)
(see Brodt and Hopfgartner (2014)). In addition, participants received information
about the overall activity on the publishers’ platform in the form of reads, clicks on
suggestions, as well as new or updated articles. Participants needed to respond to
requests within 100ms.
Offline Evaluation of News Recommendation Algorithms
The second task addressed the academic perspective of focusing on reproducibility
of results. Tools to replay the event stream allowed participants to compare algo-
rithms and parameter configurations in identical conditions. In addition, participants
could determine time and space complexity of their algorithms. Kille et al (2015)
describe the offline task in greater detail.
We have released multiple large datasets comprising interactions between users
and articles on various publishers sites. The datasets’ characteristics are described
in detail in (Kille et al, 2013). The news portals publish mostly German articles.
Consequently 80 per cent of readers reside in the German-speaking area of Central
Europe (Germany, Austria, and Switzerland). Figure 2 illustrates the geographical
spread of user activity. Moreover, we have released a toolkit called idomaar (Scrim-
inaci et al, 2016) that allowed participants to “replay” the dataset.
3.2 NewsREEL Architecture
NewsREEL has been designed with reusability in mind. Both tasks assessed the
quality of recommendation strategies for news. In the online living labs task im-
plicit feedback was received from users of the live publishers sites. The offline task
estimated relative quality on a recorded stream of event messages. The tasks shared
a common interface for recommendation algorithms. Thus, participants could de-
ploy their algorithms in both tasks without additional costs. In the online task, the
ORP handled communication and monitoring of feedback. In the offline task, a re-
playing service took the recorded streams as input, issued requests to the algorithms
being evaluated, and kept track of the results. Figure 3 depicts the NewsREEL ar-
chitecture. In both settings, requests emerged, were forwarded to a recommender,
suggestions were delivered, and their performance was assessed. In the offline task,
the contest server delivered a summary of the response times. This lets participants
judge whether the algorithm is suited for online deployment. In the online task, ORP
ignored recommendations arriving outside the defined response time limit. Thus,
the more algorithms exceeded this threshold, the more the click-through rate de-
creased. In both settings, communication was based on HTTP. Data are exchanged
in JSON format. Interfacing with publishers and providing large-scale data collec-
tions, NewsREEL represented a unique opportunity for academic researchers to ex-
perience a setting close to the industrial reality.
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3.3 NewsREEL Recommender Algorithms
In the NewsREEL challenge, participants evaluated a wide spectrum of recom-
mender approaches. In this section, we briefly summarize trialled methods and dis-
cuss their relation to the living labs environment. A more detailed overview of the
strengths and limitations of these methods is currently under preparation.
The Algorithms Evaluation in the Online Task
Big Data Frameworks: Rapidly changing user preferences and strict require-
ments with respect to scalability and response time represented a major challenge
for NewsREEL’s participants. Several authors used big data frameworks to fulfill
these requirements. Verbitskiy et al (2015) developed a most-popular recommender
using the AKKA framework benefiting from concurrent message passing. They reg-
istered a high click-through rate while simultaneously ensuring fast responses.
Fig. 2 Areas in Germany, Austria, and Switzerland from where requests for articles were triggered.
The scale indicates the number of requests during one month.
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Fig. 3 The NewsREEL challenge architecture.
Ciobanu and Lommatzsch (2016) developed a stream-based news recommender
using APACHE FLINK. They performed well even though the systems suffered from
breaking streams in the long-term evaluation.
Several authors (Lommatzsch et al (2016); Domann et al (2016); Beck et al
(2017)) have used APACHE SPARK and APACHE MAHOUT. The combinations fa-
cilitate periodically building new micro-batches to update the models. All these ap-
proaches outperformed the baseline while ensuring high scalability.
Graph- and Rule-based approaches: Bons et al (2017) developed a graph-based
recommender algorithm. The graph consisted of nodes representing the items and
directed edges describing the frequency and sequence in which the two connected
news items were read. Recommendation requests were answered by computing the
strongest item sequence containing the itemID given in the recommendation re-
quest. The graph was managed in a Neo4j graph database. Recommendations were
computed based on a database query. If the itemID in the recommendation request
did not exist in the graph or the node was not yet connected with the graph, the most
recently created news items were returned. The evaluation of the strategy showed
that the implemented graph-based recommender reached a high click-through rate
in the Living Labs scenario. The implementation worked efficiently, ensuring that
the time-constraints with respect to response time were reliably fulfilled.
Golian and Kuchar (2017) analyzed click patterns in time series from NewsREEL
2016. They showed that a limited set of news items attract a majority of clicks, and
that they continue to dominate for longer times than expected. They conducted a
series of experiments in the context of online news recommender system evaluation.
The authors report that content-based methods achieve considerably lesser click-
through rates than popularity-based methods.
Ludmann (2017) focused on managing streams. His system relied on Odysseus,
a data stream management system. He defined a set of queries which took parts
of the data stream and determined the most popular articles. The selection entailed
the length of the data stream segment as essential parameter. They presented ob-
servations on NewsREEL Live with a variety of parameter configurations. Results
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suggest that considering successful recommendations improves the click-through
rates.
Recommender Ensembles: The continuous changes in the data stream motivated
several participants to implement an ensemble recommender. Beck et al (2017) used
an ensemble of a user-based collaborative (CF) and a most popular (“unperson-
alized”) recommender. The CF-based recommender provided personalized recom-
mendation for users with session-profiles. The most popular recommender provided
recommendations for new users (overcoming the cold-start problem). More com-
plex ensembles combining different content-based and CF-based recommender al-
gorithms are presented in (Lommatzsch and Albayrak, 2015). The developed sys-
tem estimated the performance of the different recommender algorithms in different
contexts (defined by on time and type of recommendation requests). The system
learned which algorithms performed best for each context—new requests were del-
egated to the most promising algorithm. The ensemble approach outperformed all
teams using only a single algorithm.
Gebremeskel and de Vries (2015) explored the utility of geographic information.
They hypothesized that visitors have special interest in news stories about their local
community. They implemented a recommender which leveraged geographic data
when matching visitors and news articles.
Corsini and Larson (2016) discussed how images affect users’ response to recom-
mendations. They argued that selecting promising images increases the likelihood
of clicks. They introduced an image processing pipeline. The pipeline detects faces
and image salience. A binary classifier subsequently decided whether an image is
interesting or not. The authors evaluated the approach offline and online. They re-
port improvements in the offline case. Further work is necessary to achieve reliable
online evaluation results.
Liang et al (2017) discussed how contextual bandits can be used to compute rec-
ommendations. The authors defined a list of recommendation models considering
recency, categories, and reading sequences among other factors. Their contextual
bandit approach seeks to determine a strategy mapping models to contexts in or-
der to maximize the expected rewards. They applied their contextual bandit both
in NewsREEL Live and NewsREEL Replay. They report that performances vary
depending on the domain under consideration.
The Algorithms in the Offline Task
The offline evaluation task has attracted several teams. The teams mainly focused
on testing more sophisticated recommendation approaches (e.g. deep neural net-
works (Kumar et al, 2017)), studied efficient optimization of parameter configura-
tion (e.g. finding similarity metrics for Collaborative Filtering (Beck et al, 2017)),
and explored the technical complexity of algorithms. One advantage of the offline
task is that it does not require a permanent Internet connection and does not put addi-
tional burden on the participants to produce recommendations within a pre-defined
tight time window. This ensured a low barrier to participate in the offline task and al-
12 Hopfgartner et al.
lowed participants to test new ideas and algorithms. In the remainder of this section,
we discuss these, and other advantages, further.
Ease of Use: Applying innovative ideas in a recommendation scenario typi-
cally requires extended testing and debugging. Before deploying algorithms, they
are checked for their suitability to the scenario. The offline evaluation provides a
well-suited environment for testing, debugging, and optimizing recommenders. Par-
ticipants could simulate the stream on local hardware and study the strengths and
weaknesses of new algorithms. The offline tests can control the load (by defining
the number of concurrent messages sent by the offline simulation environment) and
debug the functionality of the implemented solution. Participants typically tested
algorithms first offline before moving to the online task. Innovative recommender
approaches, for instance, based on Contextual Bandits or Deep Neural Networks
have been evaluated offline.
Parameter Optimization: Finding the optimal parameter configurations com-
plements testing new approaches in offline evaluation. Optimization requires suf-
ficiently large data streams to obtain robust results. Parallelization can be used to
speed up optimization. The offline task supports parallelization. Participants can
simulate the stream on multiple machines to arrive more quickly at the optimal con-
figuration. In addition, the simulated stream can be replayed faster in order to accel-
erate the optimization process. The offline stream simulation ensures reproducible
evaluation results as well as the comparability of the results obtained in different
evaluation runs. This aspect of the offline task has been extensively used by several
teams (e.g. by Beck et al (2017)).
Technical Aspects: Tight time constraints, continuous changes of readers and
articles, and the varying frequency with which messages emerge are difficult to sim-
ulate offline. The contest server allows participants to vary the number of concur-
rently sent messages. This facilitates finding bottlenecks which would cause errors
in the online evaluation. Participants look at the distribution of response times to
avoid such errors. This is particularly important for ensemble-based methods inte-
gration of multiple individual algorithms with varying complexities.
3.4 NewsREEL Evaluation
In order to evaluate the performance of different algorithms, NewsREEL followed
the EaaS paradigm discussed by Hopfgartner et al (2018).
In the four iterations of NewsREEL, most approaches achieved results superior to
the baseline and still hold the potential for further optimization. The offline evalua-
tion facilitates fine-grained analysis and parameter optimization for new algorithms.
Thereby, it enables participants to verify their ideas before deploying them online.
The majority of participants used this opportunity. Figure 4 shows the distribution
of click-through rate and standard deviation of all teams participating in NewsREEL
2017. In addition, the legend indicates for how many hours the corresponding algo-
rithm had been active. A multitude of facets give rise to different perspectives on
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Fig. 4 Distribution of click-through rate in NewsREEL 2017
the quality desired of recommendations. First, we may ask who is to benefit from a
recommender system? Readers, or users in general, avoid looking for information
themselves. Publishers, on the other hand, retain readers and increase the chance
for future visits. Second, we consider how to quantify utility. Recommendation has
been modeled in various forms, including preference estimation, binary classifica-
tion, and ranking problem. The click-through rate has been established as primary
utility estimate in the online task. It represents the proportion of suggestions that
readers clicked. Publishers would prefer to estimate their utility more directly, for
instance, in terms of dwell time or the likelihood that readers will return. Both have
proven difficult to compute with data available to NewsREEL. Sessions tend to in-
clude few reads which is why readers returning with the same session key are an
uncommon phenomenon. In addition, computing the dwell time requires the next
read event. Moreover, a considerable subset of readers disallows session keys to be
stored on their machines. As a result, we cannot distinguish them from one another
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rendering dwell time estimation impossible. Third, we have to take user experience
into account. Waiting for recommendation entails costs similar to irrelevant recom-
mendations. Readers are unlikely to wait for suggestions. Therefore, we have to
consider additional aspects of utility such as availability, responsiveness, and scala-
bility. In the online task, we monitor error events. These occur in cases when recom-
mendation services fail to deliver in time or deliver invalid suggestions. In the offline
task, the contest server computes the distribution of response times. This informa-
tion enables us to compare algorithms in an additional dimension. i.e., it allows us
to focus on both effectiveness and technical constraints that could not be evaluated
in an online setting.
3.5 NewsREEL Discussion
The variety of methods used to address NewsREEL’s tasks indicate a large number
of connected research challenges for the future. While a more detailed analysis of
these challenges is currently under preparation, we conclude this section by briefly
highlighting the main successes and challenges of our initiative:
Successes:
• Being the first implementation of a living lab for the evaluation of information
access systems, NewsREEL pioneered a new level of collaboration that enabled
university-based researchers to gain access to a company’s IT infrastructure and
user base. We argue that this model of cooperation has the potential to narrow
the growing gap between academic and commercial research in the field of in-
formation access.
• All of the four main information access evaluation campaigns (i.e., TREC, NT-
CIR, CLEF, and FIRE) have used news corpora in the past to advance research on
challenges including ad-hoc retrieval, known item search, multilingual retrieval,
and related retrieval tasks. NewsREEL contributes to this tradition by allowing
further research on challenges such as real-time and stream processing, click op-
timization, and user profiling.
• NewsREEL has been used by practitioners, teachers at universities, and re-
searchers. A survey amongst participants (Lommatzsch et al, 2017) has revealed
that one of the main motivations for them to participate was to acquire new skills
that are currently in high demand in industry. At the same time, NewsREEL has
also been successfully embedded in teaching since students experienced factors
associated with working in industry (Hopfgartner et al, 2016).
Challenges:
• NewsREEL differs from the more traditional evaluation campaigns as partici-
pants had to ensure a high click-through rate under tight time constraints. We
understand that these requirements were new to most researchers and that these
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different entry requirements might hold them back from participating. We ad-
dressed this by offering tutorials (e.g., at ECIR’15 (Hopfgartner and Brodt, 2015)
and ACM RecSys’15 (Hopfgartner et al, 2015b)), and by providing detailed in-
structions on how to get started on the NewsREEL website.
• In the online task, participants had to deal with fulfilling two goals at once. On
the one hand, they had to optimize the click-through rate. On the other hand, they
had to respond in a timely manner with valid items to guarantee a convenient user
experience. The latter goal in particular, has caused major efforts as researchers
tend to focus on algorithmic details rather than maintenance and scalability. Time
constraints also had an effect on the computational complexity of algorithms. In
addition, the real-time requirements render it difficult to debug the implemen-
tation. Although these are real issues and requirements that operators of online
recommender systems face, we addressed this by introducing the offline task
which allowed participants to implement and benchmark their algorithms and
then deploy them to the online task.
• In the offline task, participants had to cope with the scale of the recorded data
stream. Millions of events amount to gigabytes of data. Conducting experiments
with the data takes a long time, in particular on personal computers. In order to
address this, we released the benchmarking framework Idomaar that makes use
of Big Data solutions such as Apache Kafka and Apache Flume. Idomaar can be
deployed to Hadoop-based infrastructures that are able to cope with larger data
streams (Scriminaci et al, 2016).
• In addition, the dynamic environment of news mandates continuous model up-
dates. Seasonal trends, shifts in readers’ interests, differences between working
days and weekends or holidays produce varying behaviors of actors inside the
news ecosphere. Breaking news events add another source for variation. This is
in particular challenging for recommendation techniques that rely on exploiting
users’ prior interaction with news items (e.g., (Hopfgartner and Jose, 2014)).
• The online component of NewsREEL causes additional challenges that need to
be considered in order to guarantee a fair and unbiased evaluation. For example,
some participants might suffer from network latency, especially if they were lo-
cated far from plista’s data centre in Germany. We addressed this limitation by
offering virtual machines for participants in plista’s data centre that they could
use to deploy their algorithms. This solution is in line with the idea of EaaS as
described by (Hopfgartner et al, 2018).
• Receiving greatly varying numbers of requests can cause additional issues. For
example, one participant may deliver a relatively high click-through rate with
few requests, whereas another participants scores more clicks in total with more
requests. Comparing these participants is difficult as the relatively high click-
through rate could be due to chance.
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4 Living Labs for Information Retrieval (LL4IR)
The main objective of the Living Labs for IR Evaluation (LL4IR) CLEF Lab was
to provide a benchmarking platform for researchers to evaluate their ranking sys-
tems in a live setting. The lab acted as a proxy between commercial organizations
(live environments) and lab participants (experimental systems), facilitated data ex-
change, and made comparisons between the participating systems. The lab focused
on two use cases and one specific notion of what a living lab is. Use cases consid-
ered here were: product search (on an e-commerce site) and web search (through a
commercial web search engine).
The LL4IR CLEF Lab contributed to the understanding of online evaluation as
well as an understanding of the generalization of retrieval techniques across differ-
ent use cases. Most importantly, it promoted IR evaluation that is more realistic, by
allowing researchers to have access to historical search and usage data and by en-
abling them to validate their ideas in live settings with real users. This initiative was
a first of its kind for IR.
This section reports on the results obtained during the official CLEF evaluation
round that took place between May 1 and May 15, 2015. The positive feedback and
growing interest from participants motivated us to organize a subsequent second
unofficial evaluation round.
In the next section we describe the LL4IR API architecture and evaluation
methodology. We then describe each of the two use cases in turn in Sections 4.2
and 4.3, and provide details and analysis of the submissions received. In Section 4.4,
we conclude with a discussion on LL4IR.
4.1 LL4IR Architecture
For the LL4IR CLEF Lab, evaluation was conducted primarily through an API. We
first describe the workings of this API, followed by the evaluation setup divided
into training and test phases. We then describe how we computed evaluation metrics
using interleaved comparisons. Finally, we describe how we aggregated interleaving
outcomes.
4.1.1 LL4IR API
For each of the use cases, described in Sections 4.2 and 4.3, challenge participants
took part in a live evaluation process. For this they used a set of frequent queries
as training queries and a separate set of frequent queries as test queries. Candi-
date documents were provided for each query and historical information associated
with the queries. When participants produced their rankings for each query, they up-
loaded these to the commercial provider use case through the provided LL4IR API.
The commercial provider then interleaved a given participant’s ranked list with their















Fig. 5 Schematic representation of interaction with the LL4IR API, taken from (Balog et al,
2014b).
own ranking, and presented the user with the interleaved result list. Participants took
turns in having their ranked list interleaved with the commercial providers ranked
list. This process of interleaving a single experimental system with the production
system at a time was orchestrated by the LL4IR API, such that each participant
gets about the same number of impressions. The actions performed by the commer-
cial providers’ system users were then made available to the challenge participant
(whose ranking had been shown) through the API; i.e., the interleaved ranking, re-
sulting clicks, and (aggregated) interleaving outcomes.
Figure 5 shows the Living Labs architecture and how the participant interacted
with the use cases through the LL4IR provided API. As can be seen, frequent queries
(Q) with candidate documents for each query (D|Q) are sent from a site through the
API to the experimental systems of participants. These systems upload their rank-
ings (r′) for each query to the API. When a user of the site issues one of these
frequent queries (q), then the site requests a ranking (r′) from the API and presents
it interleaved with r to the users. Any interactions (c) of the user with this ranking
are sent back to the API. Experimental systems can then obtain these interactions
(c) from the API and update their ranking (r′) if they wish. We provided participants
with example code and guidelines to ease the adaptation to our setup.3 Our evalua-
tion methodology, including reasons for focusing on frequent queries, is described
in more detail in (Balog et al, 2014b).
4.1.2 Training Phase
During the training phase, participants were free to update their rankings using feed-
back information. This feedback information was made available to them as soon
as it arrived at the API. Their rankings could be updated at any time and as often as
desired. Both click feedback and aggregated outcomes were made available directly
and were updated constantly.
3 http://doc.living-labs.net/en/latest/guide-participant.html
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4.1.3 Test Phase
In the test phase, challenge participants received another set of frequent queries as
test queries. Again, the associated historical click information as well as candidate
results for these queries were made available. After downloading the test queries,
participants could only upload their rankings until the test phase started or only once
after it started. These rankings were then treated in the same way as training queries.
That is, they were interleaved with the commercial providers’ rankings for several
weeks. As for the training phase, in the test phase each challenge participant was
given an approximately equal numbers of impressions. A major difference is that
for the test queries, the click feedback is not made available. Aggregated outcomes
were provided only after the test phase had ended.
4.1.4 Evaluation Metric
The overall evaluation of challenge participants was based on the final system per-
formance, and additionally on how the systems performed at each query issue. The
primary metric used was aggregated interleaving outcomes, and in particular the
fractions of winning system comparisons. See Section 2.2 for details on interleaving
comparisons. There are two reasons for using interleaved comparisons. Firstly, inter-
leaved comparisons ensure that at least half the ranking shown to users comes from
the production system. This reduces the risk of showing bad rankings to users. Sec-
ondly, interleaved comparisons were shown to be two orders of magnitude more sen-
sitive than other ways of performing online evaluation such as A/B testing (Schuth
et al, 2015c; Chapelle et al, 2012). As mentioned in Section 2.2, this means that far
fewer query impressions are required to make informed decisions on which ranker
gives better performance.
Aggregated Outcomes
LL4IR reported the following aggregated interleaving metrics, where Outcome
served as the primary metric for comparing participants rankings. These aggrega-
tions were constantly updated for training queries. For the test phase they were only
computed after the phase had finished.
#Wins is defined as the number of wins of the participant against the production
system, where a win is defined as the experimental system having more clicks
on results assigned to it by TDI than clicks on results assigned to the production
system;
#Losses is defined as the number of losses against the production system;
#Ties is defined as the number of ties with the production system;
#Impressions is the total number of times when rankings (for any of the test
queries) from the participant have been displayed to users of the production sys-
tem; and
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Outcome is defined as the fraction of wins, so #Wins/ (#Wins+#Losses).
An Outcome value below the expected outcome (typically 0.5) means that the partic-
ipant system performed worse than the production system (i.e., overall it had more
losses than wins). Significance of outcomes was tested using a two-sided binomial
test which used the expected outcome and reported p-values.
Note that using these metrics, we are in theory only able to say something about
the relationship between the participant’s system and the production system. How-
ever, Radlinski et al (2008) show experimentally that it is not unreasonable to as-
sume transitivity. This allows us to also draw conclusions about how systems com-
pare to each other. Ideally, instead of interleaving, we would have used multileaved
comparison methods (Schuth et al, 2014, 2015b) which would directly give a rank-
ing over rankers by comparing them all at once for each query.
4.2 LL4IR Use Case: Product Search
4.2.1 Task and Data
The product search use case is provided by REGIO Játék (REGIO Toy in English),
the largest (offline) toy retailer in Hungary with currently over 30 stores. Their web-
shop4 is among the top 5 in Hungary. The company is working on strengthening
their online presence; improving the quality of product search in their online store
is directed towards this larger goal. An excerpt from the search result page is shown
in Figure 6.
As described in Section 4.1, we distinguished training and test phases. Queries
are sampled from the set of frequent queries; these queries are very short (1.18 terms
on average) and have a stable search volume. For each query, a set of candidate prod-
ucts (approximately 50 products per query) and historical click information (click-
through rate) was made available. For each product a structured representation was
supplied (see below). The task then was to rank the provided candidate set.
4.2.2 Product Descriptions
For each product a fielded document representation was provided, containing the
attributes shown in Table 1. The amount of text available for individual products
is limited (and is in Hungarian), but there are structural and semantic annotations,
including:
• Organization of products into a two-level deep topical categorization system;
• Toy characters associated with the product (Barbie, Spiderman, Hello Kitty, etc.);
• Brand (Beados, LEGO, Simba, etc.);
4 http://www.regiojatek.hu/
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Fig. 6 Screenshot of REGIO, the LL4IR product search use case.
• Gender and age recommendations (for many products);
• Queries (and their distribution) that led to the given product.
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Table 1 Fielded document representation of products in the LL4IR product search use case.
Field Description
age max Recommended maximum age (may be empty, i.e., 0)
age min Recommended minimum age (may be empty, i.e., 0)
arrived When the product arrived (first became available); only for products that
arrived after 2014-08-28
available Indicates if the product is currently available (1) or not (0)
bonus price Provided only if the product is on sale; this is the new (sales) price
brand Name of the brand (may be empty)
category Name of the (leaf-level) product category
category id Unique ID of the (leaf-level) product category
characters List of toy characters associated with the product (may be empty)
description Full textual description of the product (may be empty)
main category Name of the main (top-level) product category
main category id Unique ID of the main (top-level) product category
gender Gender recommendation. (0: for both girls and boys (or unclassified); 1: for
boys; 2: for girls)
photos List of photos about the product
price Normal price
product name Name of the product
queries Distribution of (frequent) queries that led to this product (may be empty)
short description Short textual description of the product (may be empty)
4.2.3 Candidate Products
The candidate set, to be ranked, contained all products that were available in the (re-
cent) past. This comprises all products that were considered by the site’s production
search engine (in practice: all products that contain any of the query terms in any of
their textual fields). One particular challenge for this use case is that the inventory
(as well as the prices) are constantly changing; however, for challenge participants,
a single ranking is used throughout the entire test period of the challenge, without
the possibility of updating it. The candidate set therefore also includes products that
may not be available at the moment (but might become available again in the fu-
ture). Participating systems were strongly encouraged to consider all products from
the provided candidate set. Those that were unavailable at a given point in time
were not displayed to users of the REGIO online store. Further, it might happen
(and as we show in (Schuth et al, 2015a) it indeed did happen) during the test pe-
riod that new products arrive; experimental systems were unable to include these in
their ranking (this was the same for all participants), while the production system
might return them. This can potentially affect the number of wins against the pro-
duction system (to the advantage of the production system), but it does not affect
the comparison across experimental systems.
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4.2.4 Submissions and Results
Two organizations submitted a total of four runs. In addition, a simple baseline pro-
vided by the challenge organizers was also included for reference. Table 2 presents
the results.
4.2.5 Approaches
The organizers’ baseline (BASELINE in Table 2) ranks products based on historical
click-through rate. Only products that were clicked for the given query are returned;
their attributes are ignored. In case historical clicks are unavailable (this happened
for a single query R-q97), (all) candidate products are returned in an arbitrary order
(in practice, in the same order as they were received from the API via the doclist
request).
The University of Stavanger (Ghirmatsion and Balog, 2015) employed a fielded
document retrieval approach based on language modeling techniques. Specifically,
building upon the Probabilistic Retrieval Model for Semistructured Data by Kim
et al (2009), they experimented with three different methods (UIS-*) for estimating
term-field mapping probabilities. Their results show that term-specific field mapping
in general is beneficial, but their attempt at estimating field importance based on
historical click-through information met with limited success.
Team GESIS (Schaer and Tavakolpoursaleh, 2015) also used a fielded docu-
ment representation. They used Solr for ranking products and incorporated historical
click-through rates, if available, as a weighting factor.
4.2.6 Dealing with Inventory Changes
As mentioned in Section 4.2.1, the product inventory is subject to changes. Not all
products that were part of the candidate set were available at all times. If all prod-
ucts were available, the expected probability of winning an interleaved comparison
(assuming a randomly clicking user) would be 0.5. However, on average, 44% of
the products were actually unavailable. These products were only ever present in
the participants’ ranking (the site’s ranking never considered them). And, only af-
ter interleaving were these products removed from the resulting interleaved list. We
note that this is undesired behavior, as they should have been filtered out before in-
terleaving. The necessary adjustments were made to the implementation for the next
round of the challenge. As for interpreting these results, this means that the chances
for products from the participants ranking to be clicked were reduced. This in turn
reduced the expected probability to win to:
Pr(participant > site) = (1−0.44) ·0.5 = 0.28.
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Table 2 Results for the product search use case. The expected outcome under a randomly clicking
user is 0.28. P-values are computed using a binomial test.
Submission Outcome #Wins #Losses #Ties #Impressions p-value
BASELINE 0.4691 91 103 467 661 < 0.01
UIS-MIRA (Ghirmatsion and Balog, 2015) 0.3413 71 137 517 725 0.053
UIS-JERN (Ghirmatsion and Balog, 2015) 0.3277 58 119 488 665 0.156
UIS-UIS (Ghirmatsion and Balog, 2015) 0.2827 54 137 508 699 0.936
GESIS (Schaer and Tavakolpoursaleh, 2015) 0.2685 40 109 374 523 0.785
Consequently, if a participant’s system wins more than in 28% of the impressions,
then this is more than expected. And thus the participant’s system can be said to be
better than the site’s system if the outcome is (significantly) more than 28%.
4.2.7 Results
We find that at least three submissions are likely to have improved upon the pro-
duction system’s ranking. Somewhat surprisingly, the simple baseline performed by
far the best, with an outcome of 0.4691. This was also the only system that signif-
icantly outperformed the production system. The best performing participant run is
UIS-MIRA, with an outcome of 0.3413. A more in-depth analysis of the results is
provided in the LL4IR extended lab overview paper (Schuth et al, 2015a).
4.3 LL4IR Use Case: Web Search
4.3.1 Task and Data
The web search use case has been provided by Seznam5, a very large web search
engine in the Czech Republic. See Figure 7 for a screenshot of the user interface.
Seznam serves almost half the country’s search traffic and as such has very high
site traffic. Queries are the typical web search queries, and thus are a mixed bag of
navigational and transactional (Broder, 2002). In contrast to the product search use
case, apart from the scale and the query types, Seznam did not make raw document
and query content available, rather features computed for documents and queries.
This is much like any learning to rank dataset, such as Letor (Liu et al, 2007).
Queries and documents are only identified by a unique identifier and for each query,
the candidate documents are represented with sparse feature vectors. Seznam pro-
vided a total of 557 features. These features were not described in any way. The
challenge with this use case then is a learning to rank challenge (Liu, 2009).
5 http://search.seznam.cz/
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Fig. 7 Screenshot of Seznam, the LL4IR web search use case.
As described in subsection 4.1, the web search use case also consists of a training
and test phase. For the test phase, there were 97 queries, for the training phase 100
queries were provided. On average, for each query there were about 179 candidate
documents. In total, there were 35,322 documents.
4.3.2 Results
The web search use case attracted six teams that submitted runs for the training
queries. However, none of them submitted runs for the test queries. Therefore, we
can only report on two baseline systems, provided by the challenge organizers. Base-
line 1, titled EXPLOITATIVE BASELINE in Table 3, uses the original Seznam ranking
and was therefore expected to produce an outcome of 0.5.6 Baseline 2, titled UNI-
FORM BASELINE in Table 3, assigned uniform weights to each feature and ranked
by the weighted sum of feature values. This baseline was expected not to perform
well.
There were over 440K impressions on Seznam through our Living Labs API.
On average this amounts to 2,247 impressions for each query. Approximately 6%
of all impressions were used for the testing period. As can be seen in Table 3, the
6 If use cases uploaded their candidate documents in the order that represented their own ranking,
then this was available to participants. We plan to change this in the future.
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Table 3 Results for the web search use case. The expected outcome under a randomly clicking
user is 0.5. P-values were computed using a binomial test.
Submission Outcome #Wins #Losses #Ties #Impressions p-value
EXPLOITATIVE BASELINE 0.5527 3030 2452 19055 24537 < 0.01
UNIFORM BASELINE 0.2161 430 1560 1346 3336 < 0.01
EXPLOITATIVE BASELINE outperformed the production system. An outcome (out-
come measure described in Section 4.1) of 0.5527 has been achieved, with 3,030
wins and 2,452 losses against the production system, and 19,055 ties with it. As
expected, the UNIFORM BASELINE lost many more comparisons than it won. Both
outcomes were statistically significant according to a binomial test. Again, we refer
to the LL4IR extended lab overview paper (Schuth et al, 2015a) for full details.
4.4 LL4IR Discussion
The living labs methodology offers great potential to evaluate information retrieval
systems in live settings with real users. The LL4IR CLEF Lab represents the first
attempt at a shared community benchmarking platform in this space. The first edi-
tion of LL4IR focused on two use-cases, product search and web search, using a
commercial e-commerce website, REGIO, and a commercial web search engine,
Seznam. Below, we identify some of the main successes and challenges of our ini-
tiative.
Successes:
• A major contribution of the lab is the development of the necessary API infras-
tructure, which has been made publicly available. Overall, we regard our effort
successful in showing the feasibility and potential of this form of evaluation. For
both use-cases, there was an experimental system that outperformed the corre-
sponding production system significantly. It is somewhat unfortunate that in both
cases that experimental system was a baseline approach provided by the chal-
lenge organizers, nevertheless, it demonstrates the potential benefits to use-case
owners as well.
• The API infrastructure developed for the LL4IR CLEF Lab offers the potential
to host ongoing IR evaluations in a live setting. As such, it is planned that these
“challenges” will continue on an ongoing basis post-CLEF, with an expanding
number of use-cases as well as refinements to the existing use-cases.7 A more
detailed analysis of the use-cases, including results from a second unofficial eval-
uation round, and a discussion of ideas and opportunities for future development
is provided in the LL4IR extended lab overview paper (Schuth et al, 2015a).
7 See http://living-labs.net/ for details.
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Challenges:
• Startup challenge: The LL4IR CLEF Lab attracted interest from dozens of teams.
There were twelve active participants, but only two teams ended up submitting
results for the official evaluation (excluding the organizers’ baseline systems).
We found that, while many researchers expressed and showed their interest in
the lab, our setup with an API, instead of a static test collection, was a hurdle for
many. We plan to ease this process of adapting to this new evaluation paradigm by
providing even more examples and by organizing tutorials where we demonstrate
working with our API.
• Frequency of inventory change: One particular issue that surfaced and needs ad-
dressing for the product search use-case is the frequent changes in inventory.
This appears to be more severe than we first anticipated and represents some
challenges, both technical and methodological.
5 Discussion and Conclusion
In this chapter, we have discussed the importance of conducting online evaluations
using real participants conducting real tasks in the wild. We have presented two
evaluation initiatives which address this need by offering shared challenges which
operate in a living labs setting. Specifically, the NewsREEL shared challenge for
recommender systems, and the LL4IR shared challenge for information retrieval.
The aim of these initiatives is to close the gap that exists between industry and
academia in the evaluation of information access systems. Both campaigns can be
seen as initiatives that follow the Evaluation-as-a-Service paradigm discussed by
Hopfgartner et al (2018).
We argue that access to living labs style shared challenges, which offer re-
searchers the opportunity to evaluate their algorithms in an online setting with real
users of systems, is essential for researchers to be able to study the performance of
algorithms under real-world conditions. However, although continuous evaluation
of large-scale information access systems is clearly an important tool for advancing
the state of the art, we cannot expect living labs to arise spontaneously and auto-
matically. Instead, creating and running initiatives that offer online opportunities
for evaluation requires the investment of resources and a great deal of persistence
on the part of organizers and participants. A detailed discussion on key technical
aspects and efforts required to establish Evaluation-as-a-Service as a mature evalu-
ation methodology is provided by Hopfgartner et al (2018). Extending on their dis-
cussion, we close this chapter by highlighting reasons that illustrate the necessity to
continue to invest effort into promoting the living labs online evaluation paradigm.
As summarized in Table 4, we concentrate our discussion on the differences between
traditional evaluation campaigns based on static datasets and living lab campaigns.
• Representativeness: As discussed earlier, static test collections have played a sig-
nificant role in the evaluation of information access methods. In fact, for many
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Table 4 Comparison of static test collections and living labs.
Static test collections Living labs
Representativeness Data is only as good as the guide-
lines
Real user data, real and represen-
tative information needs
Scalability Not scalable in terms of users;
very scalable in terms of partici-
pants
Very scalable in terms of users; for
participants, scalability is limited
by the site’s traffic
Effort (organizers) One-off Continuous
Effort (participants) Moderate Increased
Reproducibility Results of previous approaches are
easily reproducible
For a fair comparison, a new on-
line evaluation round is needed
years, test collections and related shared evaluation tasks were used to define and
to study current research challenges. In the past few years, however, we could
observe a paradigm shift, where commercial research on information access sys-
tems relies increasingly on online benchmarking, also referred to as A/B testing.
The reason for this development is that users and their information needs have be-
come a significant factor that affects retrieval and recommendation algorithms.
Static test collections, however, are often not suitable for the development of
user-centric techniques. First of all, the need to define search tasks might not
really reflect users’ real information needs. In addition, relevance judgements
might be highly subjective and therefore could have a negative effect on per-
sonalization techniques. In addition, the dataset used might not be suitable, e.g.,
because it is outdated or because the users are not interested in its content. Living
labs as described in this chapter, however, can help us to reduce these negative
effects. They enable us to rely on real user interactions, i.e., users use the living
lab service to satisfy their personal information needs. This allows us to avoid
negative factors such as the observer expectancy effect that could impact any
type of personalization method.
• Scalability: For many years, interactive information access methods were evalu-
ated in relatively small user experiments with a limited number of search tasks
and participants. For a detailed discussion on this, we refer the reader to Sakai
(2018). University-based researchers in particular employed these small-scale
experiments since they often lack access to resources required to perform larger
user studies. Industry-based researchers, however, often have access to a large
number of users and consequently, large-scale user experiments can nowadays
be seen as the de-facto evaluation standard. This differing access to resources,
however, has led to a growing gap between academia and industry. Living labs
can help in narrowing this gap since they can enable university-based researchers
to gain access to a larger user base.
• Effort (Organizers): One of the main advantages of shared evaluation tasks is that
the effort that goes into their organization is restricted. Although work involved
such as defining tasks, document procurement, topic development, conducting
experiments, developing relevance assessments, or evaluating results can be time
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consuming, they only have to be performed once. Living labs, however, require a
continuous efforts from the organizers since they have to guarantee that the live
service as well as all technical components that are involved in the evaluation
campaign remain fully functional.
• Effort (Participants): One of the main advantages of shared evaluation campaigns
that rely on static data collections is that these campaigns are often organized in
a very similar fashion. Usually, participants are required to produce a ranked list
of retrieval results for a given dataset and search task. Then, standard evalua-
tion metrics are calculated, e.g., using the popular tool trec eval.8 Given this
“standardized” approach, experienced information access researchers might find
it easier to participate in these tasks since they have to put less effort into under-
standing the evaluation process. Living labs, however, are more demanding. For
example, in NewsREEL, participants need to set up their own server and regis-
ter it with the open recommendation platform to gain access to the data. Further,
they have to make sure that their system is running smoothly over a longer period
of time. Our observation from running NewsREEL is that implementing stable
solutions that are able to operate over a longer time period was challenging for
many participants.
• Reproducibility: Scientific progress requires accumulating experimental findings
that are reproducible, i.e., ensuring that the findings of testing an algorithm on
a test collection can be recreated by another team, thus enabling the new team
to develop new approaches and compare them to the first approach. Freire et al
(2016) discuss challenges related to reproducibility in offline data-oriented ex-
periments in detail. The authors point out that reproducibility is made difficult by
volatility of the data, pointing to the example of live streams in which the same
situation never occurs again. Future work is needed in order to set up guidelines
for reproducing an experiment without using exactly the same data. A related
question is the ability to predict the results of online evaluation using offline ex-
periments. We remark that most discussions on reproducibility assume that the
evaluation metric is fixed. However, for information access systems, the ideal
goal is to ensure that research results can be reproduced in terms of success crite-
ria that go beyond specific evaluation metrics. User satisfaction is a key success
criterion, yet, success has many facets (see, e.g., multi-dimensional evaluation
models for recommender systems (Said et al, 2012)). It is clear that further work
is needed on the development of metrics for evaluating the success of information
access systems. Such work will help to further develop the usefulness of both the
offline and the online evaluation paradigms.
In summary, there appears to be general agreement that the future of the evalua-
tion of information access systems lies in evaluating under ever-more realistic con-
ditions. In this chapter, we have emphasized the necessity for public benchmarks
offering the possibility to test information access systems online in order to bridge
the gap between academia and industry. Here, we would also like to point out that
industry also stands to benefit from online evaluation initiatives. Internally, a com-
8 https://github.com/usnistgov/trec_eval
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pany can only test their own algorithms on their own data stream. Online evaluations
offer a valuable opportunity to test algorithms head-to-head with the full range of
participating algorithms on other data streams. The widespread agreement on the
value of online evaluation stands in contrast to the relatively slow pace at which
online evaluation has begun to be adopted in the research community. Our hope is
that the motivation and description of online evaluation provided in this chapter will
encourage others to continue to invest effort in evaluation that will allow continuous
evaluation of large-scale information access systems to realize its full potential.
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