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Abstract
This paper gives a survey of the use of Chebyshev polynomials in the computation and the inversion of integral
transforms and in the solution of integral equations, especially with singular kernels. c© 2000 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Pafnuty Chebyshev was born in 1821 in Russia. His early research was devoted to number theory.
He defended his doctoral thesis ‘Teoria sravneny’ (Theory of congruences) in 1849. In 1850 he
became extraordinary and in 1860 full professor of Mathematics at Petersburg University. This
was the start of intensive research work in various elds. Besides research in probability which
resulted in a generalization of the law of large numbers and a corresponding generalization of the
central limit theorem of De Moivre and Laplace, he began his remarkable studies on the theory of
mechanisms.
He studied the so-called Watt-parallelogram, a hinge mechanism employed in steam engines for
transforming a rotating into a rectilinear movement. Since it is impossible to obtain strictly rectilinear
movement by hinge mechanisms, Chebyshev elaborated a sound theory to reduce the deviation of
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the resultant movement from the rectilinear. This problem is closely related to the theory of best
approximations of functions.
The paper ‘Theorie des mecanismes connus sous le nom de parallelogrammes’ (1854) was rst in
a series of works in this area. In this paper, Chebyshev determined the polynomial of the nth degree
with leading coecient equal to unity which deviates least from zero on the interval [−1; 1]. This
polynomial is
1
2n−1
cos(n arccos x) =
1
2n−1
Tn(x):
The polynomials Tn(x), named after Chebyshev, form an orthogonal system on [− 1; 1] with respect
to the weight function (1− x2)−1=2.
The application of Chebyshev polynomials in numerical analysis starts with a paper of Lanczos
[9] in 1938. The coming of the digital computer gave further emphasis to this development. From
the middle of the 20th century, the numerical analysis literature abounds with papers on approxima-
tion of functions, computation of integrals and solution of dierential equations, using Chebyshev
polynomials. We mention especially the work of Lanczos [10,11], Clenshaw [1{3], Luke [12{15],
and the handbooks of Fox and Parker [6] and Rivlin [25].
Chebyshev polynomials play also an important role in network synthesis, especially for the con-
struction of equal ripple approximations to ideal low-pass lters.
In this paper we give a survey of the use of Chebyshev polynomials in the numerical computa-
tion of integral transforms and the solution of integral equations. We focus on problems showing
singularity.
2. Properties of the Chebyshev polynomials
The popularity of Chebyshev polynomials in numerical analysis is due to a lot of important but
simple properties:
(i) The already mentioned property of least deviation from zero and the continuous and discrete
orthogonality property.
(ii) The recurrence relation
Tn+1(x) = 2xTn(x)− Tn−1(x): (1)
(iii) The dierential equation
(1 + x2)T 00(x)− xT 0n(x) + n2Tn(x) = 0: (2)
(iv) The dierence{dierential relation
(1− x2)T 0n(x) = n(Tn−1(x)− xTn(x))
=
n
2
(Tn−1(x)− Tn+1(x)): (3)
(v) The expression for the indenite integralZ
Tn(x) dx =
1
2

Tn+1(x)
n+ 1
− Tn−1(x)
n− 1

; n>1: (4)
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A consequence isZ +1
−1
Tn(x) dx=0 when n is odd
=− 1
n2 − 1 when n is even;
on which the Clenshaw{Curtis integration [4] method is based.
A very interesting property of the Chebyshev polynomials is that, in a relatively easy way,
linear recurrence relations can be constructed for the computation of the so-called modied
moments
In =
Z +1
−1
!(x)Tn(x) dx
for a lot of weight functions !(x). In [18] the following weight functions are considered:
w1(x) = (1− x)(1 + x);
w2(x) = (1− x)(1 + x) exp(−ax);
w3(x) = (1− x)(1 + x) ln((1 + x)=2) exp(−ax);
w4(x) = exp(−ax2);
w5(x) = (1− x)(1 + x) exp(−a(x + 1)2);
w6(x) = (1− x)(1 + x) exp(−a=(x + 1));
w7(x) = (1− x)(1 + x) exp(−a=x2);
w8(x) = (1− x)(1 + x) exp(−a=(x + 1)2;
w9(x) = (1− x)(1 + x) ln((1 + x)=2);
w10(x) = (1− x)(1 + x) ln((1 + x)=2) ln((1− x)=2);
w11(x) = jx − aj;
w12(x) = jx − aj sign(x − a);
w13(x) = jx − aj lnjx − aj;
w14(x) = jx − aj lnjx − aj sign(x − a);
w15(x) = (1− x)(1 + x)jx − aj;
w16(x) = (1− x)(1 + x)jx − aj lnjx − aj;
w17(x) = [(x − b)2 + a2];
w18(x) = (1 + x)J(a(x + 1)=2):
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The modied moments have application in the construction of Gaussian quadrature formulas
[7,21] and in the numerical computation of integrals with strongly oscillating, peaked or singular
integrand [22].
In the next sections we will discuss the solution of integral equations and the computation
of integral transforms using modied moments.
(vi) The expression as a hypergeometric function
Tn(x) = F

−n; n; 1
2
;
1− x
2

; (5)
where F is the hypergeometric function. From this expression we derive the following results:
LfxTn(1− 2x)g=  (+ 1)p+1 3F1
 −n; n; + 1
1=2
;
1
p
!
(6)
and
L−1

p−Tn

1− a
p

=
t−1
 () 2
F2
 −n; n
1=2; 
;
at
2
!
; (7)
where L and L−1 denote Laplace and inverse Laplace transform,  and a are real parameters
and kFl is the generalised hypergeometric function.
(vii) The relatively easy formulae for constructing near least-squares approximations of a function
f(x):
f(x) ’
nX
k=0
0 ckTk(x); (8)
ck =
2
N
NX
l=0
00f(xl)Tl(xk); (9)
xk = cos

k
N

n6N; (10)
where the prime denotes that the rst term is taken with factor 12 , and where the double prime
denotes that rst and last term are taken with factor 12 .
The Chebyshev coecients ck can be evaluated using an ecient and numerically stable algo-
rithm, based on FFT-techniques [8].
(viii) Chebyshev polynomials are members of larger families of orthogonal polynomials. (Jacobi
polynomials and ultraspherical polynomials.) In many practical cases, the Chebyshev series
expansion of a function is the best between all expansion into ultraspherical polynomials.
3. Solution of integral equations of the second kind using modied moments
We consider
(x) = f(x)−
Z 1
−1
k(x; y)(y) dy; (11)
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where  is the function to be determined. The kernel function k and the function f are given.
We assume that −16x61. The use of Chebyshev polynomials for the numerical solution of such
equations has been discussed in [5,6,26]. The use of modied moments is proposed in [19]. The
solution (x) of (11) is approximated by
p(x) = !(x)
NX
k=0
ckTk(x); (12)
where the coecients ck are to be determined. If it is known that (x) shows a singular behaviour,
the singularities can be catched in the function !(x).
Substituting (12) into (11) we have
NX
k=0
ck[!(x)Tk(x) + Ik(x)] = f(x); (13)
where
Ik(x) =
Z +1
−1
k(x; y)!(y)Tk(y) dy: (14)
Substituting at least N +1 values of x into (13) yields a system of linear equations, the solution of
which gives approximate values of the Chebyshev coecients ck .
In many practical cases, ecient evaluation of Ik(x) is possible due to recurrence relations for
modied moments. As an example, we consider Love’s integral equation
(x) = 1 1
Z +1
−1
a
a2 + (x − y)2(y) dy (15)
the solution of which is the eld of two equal circular coaxial conducting disks, separated by a
distance a and on equal or opposite potential, with zero potential at innity. We choose !(x)  1.
The method of solution requires the evaluation of
Ik(x) =
Z +1
−1
a
a2 + (x − y)2 Tk(y) dy: (16)
When a is small, the kernel function a=(a2 + (x−y)2) shows a strongly peaked behaviour, which is
an handicap for numerical integration.
The recurrence relation, however,
Ik+2(x)− 4xIk+1(x) + (2 + 4a2 + 4x2)Ik(x)− 4xIk−1(x) + Ik−2
= (4a=(1− k2))[1 + (−1)k] (17)
allows ecient computation.
Starting values are
I0(x) = arctan

1− x
a

+ arctan

1 + x
a

;
I1(x) = xI0(x) +
a
2
ln
(1− x)2 + a2
(1 + x)2 + a2
;
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I2(x) = 4xI1(x)− (2a2 + 2x2 + 1)I0(x) + 4a;
I3(3) =−(4a2 − 12x2 + 3)I1(x)− 8x(a2 + x2)I0(x) + 16xa:
Forward recursion of (17) is not completely numerically stable, but the stability is sucient for
practical purposes.
4. Solution of the Abel integral equation
The Abel integral equationZ x
0
(x)(x − y)− dy = f(x) (0<< 1); (18)
occurs in a number of engineering problems.
If f(x) is dierentiable, the solution of (18) is explicitly given by
(x) =
sin()


f(0)
x1−
+
Z x
0
f0(y)
(x − y)1− dy

: (19)
However, this formula is not of practical value in problems where no explicit mathematical expression
for f(x) is known. In the case that f(x) is obtainable only from measured data, Chenshaw’s curve
tting method [2] can be used to construct an approximation in the form
f(x) ’ x
NX
k=0
ckTk(1− 2x); (20)
where > −  is essentially a free parameter, which can be used to optimize the approximation,
taking into account a singular behaviour for x ! 0.
The approximate solution of (18) is now [23]
(x) ’ x
+−1
 (+ )
 (1 + )
 (1− )
NX
n=0
cnfn(x); (21)
where
fn(x) = 3F2
 −n; n;  + 1
1=2; + 
; x
!
: (22)
Using Fasenmyer’s technique [24], a recurrence formula for the computation of fn(x) can be derived,
namely
fn(x) + (An + Bn x)fn−1(x) + (Cn + Dnx)fn−2(x) + Enfn−3(x) = 0; (23)
where
An=− 1n− 2

n− 3 + (n− 1)(2n− 3)
n+ +  − 1

;
Bn=4
n+ 
n+ +  − 1 ;
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Cn=
1
n− 2

−1 + n− 1
n+ +  − 1(3n− −  − 5)

;
Dn=−4 (n−  − 3)(n− 1)(n+ +  − 1)(n− 2) ;
En=−(n− −  − 2)(n− 1)(n+ +  − 1)(n− 2) :
Starting values for (23) are
f0(x) = 1;
f1(x) = 1− 2( + 1)+  x;
f2(x) = 1− 8( + 1)+  x +
8( + 1)( + 2)
(+ )(+  + 1)
x2:
The recurrence formula (23) is a dierence equation of Poincare’s type.
Forward recursion is numerically stable.
5. The computation of Laplace, Fourier and Hankel transforms
The Laplace transforms of f is dened as
Lffg= F(s) =
Z 1
0
e−sxf(x) dx: (24)
We approximate f(x) on [0;1) by
f(x) ’ (1 + x)−
NX
k=0
akT?k

1
1 + x

; (25)
where T?k is the shifted Chebyshev polynomial of degree k and where > 0 is a real parameter,
which can be choosen freely, although its value aects strongly the quality of the approximation.
The coecients ak are computed as the Chebyshev series coecients of
g(z) =

z + 1
2
−
f

1− z
1 + z

:
An approximation of F(s) is now given by
F(s) ’
NX
k=0
akIk(; s); (26)
where
Ik(; s) = 21−e−s
Z +1
−1
(x + 1)−2e2s=(x+1)Tk(x) dx: (27)
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Here again, the modied moments in (27) satisfy a linear recurrence relation [18]
−(k + + 1)Ik+1 + 2(2s− k − 2)Ik+1 + 2(− 3− 4s)Ik + 2(2s+ k − 2)Ik−1
+ (k − − 1)Ik−2 = 0: (28)
In (26) and (27) s may be replaced by j!, so that the formulae are applicable for the computation
of Fourier integrals. Starting values for the recurrence relations and numerical stability are discussed
in [20].
The Hankel transform of f(x) is dened as
Hffg= F(s) =
Z 1
0
xf(x)J(sx) dx; (29)
where J(x) is the Bessel function of the rst kind and order . The inversion formula is, when
>− 12 :
f(x) =H−1 fF(s)g=
Z 1
0
sF(s)J(sx) ds: (30)
Both direct and inverse transform are integrals of the form
I(s) =
Z 1
0
’(x)J(sx) dx; (31)
which are dicult to compute numerically. However, if ’(x) is rapidly decaying to zero, the innite
integration range may be truncated to a nite interval [0; A]. We have then
I(s) ’ A
Z 1
0
’(Ax)J(!) dx; (32)
where != sA.
Here the approximation on [0; 1]
’(Ax) ’ x
NX
k=0
ckT?k (x) (33)
yields
I(s) ’ A
NX
k=0
ckMk(!; ; ); (34)
where
Mk(!; ; ) =
Z 1
0
xJ(!x)T?k (x) dx: (35)
These modied moments satisfy the following homogeneous, linear, nine-term recurrence relation:
!2
16
Mk+4 +
"
(k + 3)(k + 3 + 2) + 2 − 2 − !
2
4
#
Mk+2
+ [4(2 − 2)− 2(k + 2)(2− 1)]Mk+1
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−
"
2(k2 − 4) + 6(2 − 2)− 2(2− 1)− 3!
2
8
#
Mk
+[4(2 − 2) + 2(k − 2)(2− 1)]Mk−1
+
"
(k − 3)(k − 3− 2) +
 
2 − 2 − !
2
4
!#
Mk−2 +
!2
16
Mk−4 = 0: (36)
Because of the symmetry of the recurrence relation of the shifted Chebyshev polynomials, it is
convenient to dene
T?−k(x) = T
?
k (x); k = 1; 2; 3; : : :
and consequently
M−k(!; ; ) =Mk(!; ; ):
To start the recurrence relation with k = 0; 1; 2; 3; : : : we need only M0, M1, M2, and M3. Using the
explicit expressions of the shifted Chebyshev polynomials we obtain
M0 =G(!; ; );
M1 = 2G(!; ; + 1)− G(!; ; );
M2 = 8G(!; ; + 2)− 8G(!; ; + 1) + G(!; ; );
M3 = 32G(!; ; + 3)− 48G(!; ; + 2) + 18G(!; ; + 1)− G(!; ; );
where
G(!; ; ) =
Z 1
0
xJ(!x) dx:
Because
!2G(!; ; + 2) = [2 − (+ 1)2]G(!; ; ) + (+ + 1)J(!)− !J−1(!);
we need only G(!; ; ) and G(!; ; + 1). Luke [12] has given the following formulas:
1. a Neumann series expansion that is suitable for small !
G(!; ; ) =
2
!(+ + 1)
1X
k=0
(+ 2k + 1)((− + 1)=2)
((+ + 3)=2)k
J+2k+1(!);
2. an asymptotic expansion that is suitable for large !
G(!; ; ) =
2
!+1
 ((+ + 1)=2)
 ((− + 1)=2) −
s
2
!3 (g1 cos + g2 sin );
where
= !− =2 + =4
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and
g1 
1X
k=0
(−1)ka2k!−2k ; !!1;
g2 
1X
k=0
(−1)ka2k+1!−2k−1; !!1;
ak =
(1=2− )k(1=2 + )k
2kk!
bk ;
b0 = 1;
bk+1 = 1 +
2(k + 1)(− k − 1=2)
(− k − 1=2)(+ k + 1=2)bk :
If  and  are integers, the following formulas are useful [12]:Z 1
0
J2(!x) dx =
Z 1
0
J0(!x) dx − 2!
−1X
k=0
J2k+1(!);Z 1
0
J2+1(!x) dx =
1− J0(!)
!
− 2
!
X
k=1
J2k(!):
For the evaluation ofZ 1
0
J0(!x) dx;
Chebyshev series approximations are given in [13].
Forward and backward recursion are asymptotically unstable. However, the instability of forward
recursion is less pronounced if k6!=2. Indeed, practical experiments demonstrate that Mk(!; ; )
can be computed accurately using forward recursion for k6!=2. For k >!=2 the loss of signicant
gures increases and forward recursion is no longer applicable. In that case, Oliver’s algorithm [16]
has to be used. This means that (36) has to be solved as a boundary value problem with six initial
values and two end values. The solution of this boundary value problem requires the solution of a
linear system of equations having a band structure.
6. Inversion of the Laplace transform
The main diculty in applying Laplace transform techniques is the determination of the original
function f(t) from its transform F(p). In many cases, numerical methods must be used. The com-
putation of f(t) from values of F(p) on the real axis is not well-posed, so that regularization is
recommended. Inverting the approximation
F(p) ’ p−
NX
n=0
cnTn

1− b
p

(37)
yields
f(t) ’ t
−1
 ()
NX
n=0
cn’n

bt
2

; (38)
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where
’n(x) = 2F2
 −n; n
1=2; 
; x
!
: (39)
Here, ’n(x) is a polynomial of degree n which satises the recurrence formulae [17]
’n + (A+ Bx)’n−1 + (C + Dx)’n−2 + E’n−3 = 0; (40)
n= 3; 4; : : : ; where
A=−n+ 3n
2 − 9n− 3+ 6
(n− 2)(+ n− 1) ;
B=
4
+ n− 1 ;
C =
n(3n− 9− ) + 6
(n− 2)(+ n− 1) ;
D = 4
n− 1
(n− 2)(+ n− 1) ;
E =
(n− 1)(n− − 2)
(n− 2)(+ n− 1) ;
’0(x) = 1;
’1(x) = 1− 2x ;
’2(x) = 1− 8x +
8x2
(+ 1)
:
The polynomial ’n(x) has n real positive zeros. This means that the interval [0;1) can be divided
into an oscillation interval, in which lie the zeros and an interval in which the polynomial increases
monotonically. In the oscillation interval, ’n(x) oscillates with strongly increasing amplitude. In
evaluating expression (38), this fact produce some diculty, because, for large values of t, the
errors on the coecients cn are multiplied by a large number, especially for large n. Regularization
consists in restricting the value of N in (37).
7. Conclusion
Chebyshev polynomials in numerical analysis are associated with the approximation of smooth
functions. In this paper we have shown that the domain of applicability is much wider, going from
the computation of integrals with singular integrand to the solution of integral equations and the
inversion of integral transforms.
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