In this paper we introduce the idea of multi-view networks for sound classification with multiple sensors. We show how one can build a multi-channel sound recognition model trained on a fixed number of channels, and deploy it to scenarios with arbitrary (and potentially dynamically changing) number of input channels and not observe degradation in performance. We demonstrate that at inference time you can safely provide this model all available channels as it can ignore noisy information and leverage new information better than standard baseline approaches. The model is evaluated in both an anechoic environment and in rooms generated by a room acoustics simulator. We demonstrate that this model can generalize to unseen numbers of channels as well as unseen room geometries.
INTRODUCTION
Sound classification and detection is becoming an increasingly relevant problem, and one in which we are seeing a lot of activity and progress in the last few years. In this paper we focus on the case where we have a lot of acoustic sensors, but we are not guaranteed that they all record a clean enough signal for the task at hand, neither that they are all recording at any times. For instance, consider the case of a few people in an office setting. Each person will likely have a cell phone with a couple of microphones, a laptop with a few more, and maybe some mic-enabled wearable devices; there might be a room microphone tethered to a conferencing system, or audioenabled desktop computers in the room, perhaps a few hearing aids, and maybe some security microphones as well. In this situation we might want to perform audio sensing tasks, e.g. diarization, and although we have access to a large number of recordings in the room, not all will be of use. For instance, some cell phones might be in purses providing a non-informative signal, whereas others might be right next to the type of sound we want to detect. Our goal is to explore algorithms that will not be misled by channels with lowinformational content, and to not be tethered to a fixed number of channels. In order to do so we introduce the concept of the multiview network (MVN) for the purpose of classification. The framework that we present here considers a simple classifier, but is easily amenable to more elaborate extensions in order to facilitate state-ofthe-art classification and detection models, as long as they fall under the umbrella of a deep learning model.
Deep learning models for monaural or binaural audio classification have been explored in many settings. Several deep architectures These two authors contributed equally Supported by NSF grant #1453104 have shown to be powerful tools for the tagging task [1, 2, 3, 4] . These techniques have been expanded to work in multi-channel scenarios as well.
Multi-channel audio classification and detection models mirror their single channel counterparts. In the DCASE-2018 Task 5 Challenge [5] , the top performers used beamforming and source separation front ends with Convolutional Neural Network (CNN) ensemble back ends in combination with various data augmentation techniques [6, 7] . Recurrent Neural Networks (RNNs) [8] operating on spectral features have been explored by [9, 10] and others. Recently, [11, 12] used RNNs in an end-to-end fashion to predict the filters of a beamformers whose output fed to another deep model.
In all of this work however, when a deep audio classification model is trained to perform classification on, e.g., four channels it typically can't guarantee the ability to leverage information when more channels are provided or to function when some are missing. In contrast to neural-based methods, classic beamforming approaches can scale to an arbitrary number of input channels. However, with a fixed number of channels available, learning methods are typically superior to beamforming. Here we seek to remedy this by using network architectures that accept inputs of variable sizes, allowing us to train on a fixed number of channels and deploy on any other number of channels at inference time. Our work extends the Multi-View Networks for denoising [13] . The denoising model attempted to predict clean spectra from noisy recordings, our classification model presented here extends that idea to that of performing classification. Our results show that MVNs are fit for classification and that they can handle channel disturbances in a dynamic environment with simulated Room Impulse Responses several times larger than our Short-Time Fourier Transform(STFT) frames.
MULTI-VIEW NETWORKS
RNNs are a common starting point for single channel audio classification. They typically operate on a chosen short-time spectral representation and unroll across time to leverage the temporal dependencies between successive spectral frames. Due to an RNN's ability to process inputs of arbitrary length, training and testing sequences for these models are not required to have a fixed length. This ability allows models to be trained on short sequences and operated on longer test sequences. In this work we study audio classification in a multi-channel scenarios where the number of channels available for training might differ from the number of channels available at test time.
Multi-View networks [13] use the ability of RNNs to generalize to sequences of any length by unrolling across time and channels. RNNs perform the following operation using a non-linearity σ where Fig. 1 . MVN unrolling across channels and time. Note that the model observes all shared time steps of each channel before making a prediction. Then, the last channel's hidden state feeds into the first channel of the next time step allowing for the propagation of temporal information.
x k,t is channel k's t-th spectral frame:
MVN's learn a set of matrices W h , Wx, U h to leverage temporal information and information across channels. This is achieved with the below recurrence.
This recurrence allows the model to aggregate information from all channels at each time step before a prediction. Because this operation is fundamentally a single dimension RNN it can generalize to numbers of channels not seen before. Figure 1 demonstrates the unrolling across channels and time.
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Audio event classification pipeline with an MVN. For a multi-channel mixture, we first take the magnitude spectra for each channel with STFT. The network takes the magnitude spectra as input and predicts if each frame contains speech.
In the following sections we introduce the setup of the audio classification experiments, including the data set, the baseline models, and two experiments evaluating the performance of the models. The models and the data correspond to a binary classification task in which each input is classified as either speech or not. Figure 2 illustrates the general pipeline for the experiment. These experiments model various scenarios with many microphones where most of the recorded signals are extremely noisy or contain little information. This reflects the potential application of this model in IoT sensing problems.
Data
We prepare the data set for the binary audio classification experiments by mixing speech and noise segments. The speech segments are selected from the TIMIT Corpus, which includes 25,200 recordings with 630 speakers of 8 major dialects of American English, each reading 10 phonetically rich sentences [14] . The noise segments are selected from 13 different background noise recordings such as "Airport", "Babble" and "Restaurant" noises [15] .
Our data set is made up of two-second noisy mixtures at a sampling rate of 16kHz. To create a sequence, we randomly select a two-second segment from one of the noise recordings and a segment between zero to two seconds in length from one of the TIMIT speech recordings. Next, we normalize each of the noise and speech segments to unit variance. We then mix them by adding the speech segment to a random position within the two-second noise segment to obtain a single channel mixture. The resulting mixtures are approximately half speech and half background noise.
Based on this single channel mixture, we propose different ways to generate multi-channel mixtures; as described in Section 3.1.1. We apply STFT with a 1024 pt window and a 512 pt hop on each channel of the mixture, and take the absolute value of the coefficients as the input to the models.
Generating Channels with Multiple SNR Values
In this experiment, we set the per channel SNR of a noisy mixture by scaling it to the desired SNR in decibels (dB). For the training and validation set, all mixtures contain four channels whose SNR values are evenly spaced between -5dB and 5dB.
For the test set, the number of channels is ranged between 2 and 30, emulating scenes with different numbers of available sensors in some ad-hoc network. We propose two scenarios for generating multi-channel mixtures for testing. In the first scenario, each additional channel has a lower SNR value than the prior channels. Specifically, for a mixture of K ∈ {2, 3, . . . , 30} channels, the SNR values for the channels are 0dB, −1dB, . . . , −(K −1)dB. The more channels, the lower the average SNR value. We call this scenario "decreasing SNR". We also propose an "increasing SNR" scenario in which a mixture of K ∈ {2, 3, . . . , 30} channels contains SNR values of −29dB, −28dB, . . . , (−29 + K − 1)dB. The more channels, the higher the average SNR value. In both scenarios, the channel indices are randomly shuffled. By providing the model progressively worse channels we test the ability to ignore noisy information. By providing progressively better channels we test the ability to leverage new information. These setups expose the model to a diverse set of SNRS mimicking sensor networks in a chaotic environment.
Baseline Models
We now introduce three different binary classification strategies as the baseline for the experiments. Each model takes the mixture's magnitude STFT spectra as input, and then pass it into a GRU with 512 hidden units unrolling across time followed by a softmax layer that classifies each input frame as either noise or signal.
Averaging Input
This model averages the magnitude spectra across channels for each mixture, and it then feeds the averaged spectra into the network. The output of the softmax layer is the estimated probability distribution of each frame being noise or signal:
where Xt is the set of magnitude spectra at time t for a given mixture with K channels, x k,t is the spectra at time t for the k th channel, c ∈ {0, 1} is the binary label for each frame, and Θ is the set of model parameters. We refer to this model as the Averaging Input model.
Averaging Output
This model takes the STFT coefficients for each channel of the mixture, and feeds it into the network. For a mixture with K channels, we will therefore have K different output probability distributions from the softmax layer. We obtain the probability for each frame by averaging the K softmax probability distributions:
We refer to this model as the Averaging Output model.
Taking Output with Highest Probability
Similar to the Averaging Output model, this model takes the STFT coefficients for each of the K channels of the mixture and produces K output distributions for each frame. Instead of averaging the output probabilities, we use the prediction with highest confidence:
We refer this model as the Max Output model.
Training Setups
For all experiments, we train with 250 batches of 40 k-channel mixtures per epoch(10k mixtures total). We use Adam [16] with an initial learning rate of 10 −3 to minimize the cross-entropy loss, and we train each model for 100 epochs and use the model saved at the epoch with the lowest validation loss. The learning rate is decreased by a factor of 0.25 every 20 epochs.
Results
We now report the performance of the MVN and the baseline models in two experiments.
Simple Mixtures
In the first experiment, we create multi-channel mixtures by mixing speech and audio data directly according to Section 3.1.1. Besides shuffling the channel indices, we also shuffle the SNR for each channels at each time step in the time-frequency domain. With such a setup, we aim to model a dynamic environment in which some sensors move around the signal of interest or the signal received by the sensors is disturbed intermittently. Figure 3 shows the prediction accuracy of the MVN and the baseline models from 2 to 30 channels with decreasing SNR. All models are trained on four-channel mixtures with SNRs uniformly spaced between -5 and 5dB. For decreasing SNR, the SNR value decreases by 1 dB for each additional channel. The models have similar performances when the number of channels is less than 10; however, as it goes beyond, the performance of the MVN is more stable than the baseline models. The result shows that the MVN is least affected by the channels with low SNR values compared to the baseline models. For increasing SNR, each extra channel is 1 dB higher than the previous channel. The MVN takes the fewest channels to achieve some desired accuracy, indicating that the MVN collects information more effectively than the baseline models. Moreover, the MVN is able to generalize from training on a fixed number of channels and a limited range of SNRs to testing on a varied number of channels with a large range of SNRs.
Room Simulation
In this experiment, we use pyroomacoustics [17] to model a 20m by 20m room with the image source model using fourth order echoes. We train the model on many microphone, speaker, noise source geometries and test on unseen ones. To construct a simulated room we first simulate a noiseless moving speech source. Then, using the same microphone geometry we simulate a noise source randomly placed on a grid. To construct a mixture we take a speech recording and a noise recording which correspond to the same microphone geometry and mix them at some SNR. The separate simulation of noise and speech lets us mix and match to construct training and testing environments without having to explicitly simulate every combination. For training we use mixtures with per channel SNRs between -5 and 5 dB then at test time we experiment with both "decreasing SNR" and "increasing SNR" as described in Section 3.1.1. All speakers are modeled as point sources. The simulated room impulse responses where generally five times the length of an STFT window.
Inside the simulated rooms we place 2 to 30 microphones, a noise source and a diffuse noise. The speech source moves in a noisy linear path from one corner of the room to another. The indices of the microphones are randomized. Figure 4 shows one possible configuration of a simulated room. Figure 5 depicts the accuracy of the MVN and the baseline models for speech classification. The mixtures range from 2 to 30 channels. We observe a pattern similar to the experiment with dry sounds in Section 3.4.1. Among the four models, the MVN is least affected by noise, room impulse responses, and it collects information most effectively from channels that may have high SNRs.
CONCLUSION
We have proposed a neural network method for multi-channel audio classification using an RNN that unrolls across both channels and time. We demonstrate that the proposed architecture can be deployed to unseen numbers of channels and unseen room geometries at test time. The system is robust to noisy channels in a highly dynamic environment, making it unnecessary to eliminate certain channels as a preprocessing step. Moreover, the system demonstrates the ability to leverage information effectively from a limited number of clean channels when they appear among many noisy channels. As such, this model is capable of being trained once and then deployed in settings with a dynamically changing number of sensors (e.g. in an IoT case), without requiring retraining or any modifications. The proposed framework is not limited to binary classification and can be used for multi-class or multi-label classification, as well with any other type of neural network architecture as long as the channel unrolling takes place. We hope that this will form the basis of powerful future systems that have to operate under uncertainty on the number of input channels, as opposed to resorting to simple averaging of voting schemes which are not as adept in taking the data into account.
