Abstract-We propose a new efficient method for the design of orthogonal and biorthogonal lapped transforms for image coding applications. It is shown how perception related constraints such as decay and smoothness of the filters' impulse responses can be incorporated in the optimization procedure. A decomposition of lapped transforms (orthogonal and biorthogonal) with 50% overlap leads to an efficient recursive optimization procedure, which is robust with respect to initial solutions. The importance of this decomposition lies in the fact that it allows to decouple the design of the even-symmetric and the odd-symmetric filters and hence drastically reduces the number of variables to be optimized. It furthermore reveals all the variables predetermined by perception related and coding-efficiency related constraints imposed on the filters. We present design and coding examples demonstrating the perceptual performance and the rate-distortion performance of the resulting transforms.
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I. INTRODUCTION AND OUTLINE

I
T is well known that the discrete cosine transform (DCT) [1] , which is used in the JPEG image compression standard, suffers especially at low bit rates from blocking effects. In audio coding these blocking effects are perceived as clicking effects. In order to circumvent this drawback lapped orthogonal transforms (LOT's) have been proposed [2] - [6] . The basic difference between LOT's and block transforms, such as the DCT, is that the LOT basis functions are overlapping and therefore allow "smooth" transitions at the boundaries, which reduces or even eliminates blocking effects.
Although lapped transforms 1 (LT's) are very popular in image coding, it seems that there are no efficient systematic procedures for the design of perceptually constrained LT's in Manuscript received April 21, 1997 ; revised September 7, 1999 . This work was performed while the first author was on leave at Philips Research Laboratories, Eindhoven, The Netherlands. This work was supported by FWF under Grants P10531-ÖPH and J1629-TEC and by Philips Research Laboratories, Eindhoven. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Robert Forchheimer.
H. Bölcskei is with the Information Systems Laboratory, Department of Electrical Engineering, Stanford University, Stanford, CA 94305-9510 USA. He is currently on leave from the Department of Communications, Vienna University of Technology, Vienna, Austria.
R. Heusdens is with the Department of Electrical Engineering, Circuits and Systems Group, Delft University of Technology, 2628 CD Delft, The Netherlands.
R. Theunis is with Intreanet Multimedia Engineering, 1991 XD Velserbroek, The Netherlands.
A. J. E. M. Janssen is with Philips Research Laboratories, 5656 AA Eindhoven, The Netherlands.
Publisher Item Identifier S 1057-7149(00)03574-0.
the literature. In this paper, we propose an efficient recursive procedure for the design of LT's 2 (orthogonal and biorthogonal) with 50% overlap. We show how perceptually relevant constraints such as decay and smoothness of the filters' impulse responses and coding-efficiency related constraints can be incorporated systematically in the design procedure. Our approach is based on a decomposition of LT's, which allows to decouple the design of the even-symmetric and the odd-symmetric filters (transform basis functions) and hence drastically reduces the number of variables to be optimized. It furthermore reveals all the variables predetermined by the constraints imposed on the filters. In the approach we suggest the even-symmetric filters are designed such that they satisfy perception related and coding-efficiency related constraints and the odd-symmetric filters are derived from the even-symmetric filters by means of a unitary transformation that keeps desirable properties such as frequency selectivity, smoothness in the time domain and so forth. Our decomposition leads to a new efficient recursive optimization procedure, that is fast and robust with respect to initial solutions. We even designed 256-channel LT's with filters of length 512 using the method developed in the paper. In general in image coding applications short filters are desired. However, for audio coding applications it is of interest to consider the design of LT's with long filters. It has been shown in [7] that block transforms and LT's can be interpreted as filter banks (FB's). Since the concepts of FB theory allow an efficient formulation of our design problem, we shall treat the transforms under consideration as perfect reconstruction (PR) FB's. We will furthermore concentrate on one-dimensional transforms.
1) Relation to Other Work:
Malvar proposes a recursive method for the design of LOT's with maximum coding gain [6] . The algorithm described in [6] does, however, not take into account perceptually relevant constraints such as smoothness and decay of the filters' impulse responses. Another approach discussed in [6] , referred to as quasi-optimal LOT design algorithm, starts from a valid LOT and applies a unitary transformation to the LOT basis functions to obtain a new LOT with specific properties. This algorithm does also not allow to systematically incorporate perception related constraints in the design process. In [8] LOT's with extended overlap have been discussed using a decomposition of polyphase matrices. All discussions in [6] , [8] are limited to the orthogonal case. Furthermore, all these methods design both the even-symmetric and the odd-symmetric filters. Hence, they have twice the cost of the methods proposed in this paper. Biorthogonal lapped 2 In the biorthogonal transforms under consideration the synthesis filters have the same length as the analysis filters. transforms (BOLT's) were discussed in [7] , [9] . However, no design methods for BOLT's have been reported. BOLT's offer more design flexibility than LOT's, since different restrictions on the analysis and synthesis filters can be imposed.
2) Relation to Previous Own Work: In [10] , [11] an ad-hoc method for the design of LOT's has been proposed. This method is based on a decomposition of LOT's with 50% overlap similar to that described in this paper. In the present paper we extend this decomposition to the biorthogonal case and we introduce a systematic design method for LOT's and BOLT's based on it. We furthermore describe the design of the unitary transformation providing the odd-symmetric filters. Besides that we demonstrate the perceptual performance and the coding performance of the transforms designed using the proposed method.
3) Organization of the Paper: In Section II we briefly review FB's and their relation to LT's and we introduce some notation. In Section III we discuss perception related and codingefficiency related constraints on the filters. We provide an important decomposition of LT's. Based on this decomposition, in Section IV, we formulate a new efficient recursive optimization procedure for orthogonal and biorthogonal LT's. Finally, in Section V we give some design and coding examples demonstrating the perceptual performance and the rate-distortion performance of the resulting filters. Specifically, we demonstrate that the transforms designed using our method achieve the same rate-distortion performance as DCT-based schemes while being substantially superior visually.
Readers familiar with FB's and LT's can proceed to Section III, where the new decomposition of LT's and its consequences and implications are presented. The core part of the paper concerning the optimization is presented in Section IV-A-C.
II. FILTER BANKS AND LAPPED TRANSFORMS
In this section, we briefly review critically sampled FB's and their relation to LT's [7] , [12] , [13] .
1) Critically Sampled Filter Banks:
We consider an -channel FB [12] - [15] (see Fig. 1 ) with subsampling by in each channel, PR and zero delay, so that where and denote the input and reconstructed signal, respectively. The transfer functions of the analysis and synthesis filters are and ( ), with corresponding impulse responses and respectively. In Fig. 1 , the are referred to as subband signals.
2) Polyphase Decomposition:
The polyphase decomposition of the analysis filters reads [12] - [15] (
where is the th polyphase component of the th analysis filter The analysis polyphase matrix is defined as [12] - [15] . The synthesis filters can be similarly decomposed (2) with the synthesis polyphase components The synthesis polyphase matrix is defined as A critically sampled FB satisfies the PR condition if and only if [12] - [15] where is the identity matrix. In the paraunitary case we have 3 = = and hence = In the biorthogonal case the synthesis polyphase matrix is given by = Important numerical properties of the FB are determined by its frame bounds [16] - [18] and The subband signals of a FB satisfy (3) with
In the paraunitary case we have 4 whereas in the biorthogonal case, the frame bound ratio determines the "degree of nonorthogonality" of the FB and hence the amount of potential error blow-up due to nonunitarity of the synthesis FB [16] - [18] . A good design should aim at since indicates that the FB is ill-conditioned in the sense that small perturbations of the subband signals can lead to an error amplification and hence to a big reconstruction error. Therefore, paraunitary FB's have optimum numerical properties. However, for certain applications the constraints imposed on the filters in a paraunitary FB are too restrictive and one has to resort to biorthogonal FB's.
The (tightest possible) frame bounds and of a FB are given by the essential infimum and supremum, respectively, of the eigenvalues of the matrix [16] - [18] : ess inf ess sup
In general, one has to perform an eigenanalysis of for We shall see later that for the class of LT's discussed in this paper the matrix is constant, i.e., it does not depend on and therefore the calculation of the frame bounds reduces to the eigenanalysis of a single constant matrix.
3) Filter Banks and Lapped Transforms: FB's provide decompositions into time-shifted versions of a set of basis functions [12] , [13] . If the impulse responses have length the FB provides a decomposition into LT's with 50% overlap [7] . Paraunitary FB's implement decompositions into LOT's [7] , [12] , [13] , whereas biorthogonal FB's provide decompositions into BOLT's [7] , [9] . In this paper, we shall consider both LOT's and BOLT's, simply referred to as LT's hereafter.
In (7) For PR (with zero delay) it is necessary and sufficient that [12] , [13] , which implies (8) and (9) where is the zero matrix.
III. ORTHOGONAL AND BIORTHOGONAL LAPPED TRANSFORMS
In this section, we formulate the constraints on the filters to be designed. The constraints will be grouped into coding-efficiency related constraints and perception related constraints. We present a decomposition of LT's, which allows to formulate an efficient recursive design procedure (see Section IV). The importance of this decomposition lies in the fact that it allows to decouple the design of the even-symmetric and the odd-symmetric filters and hence drastically reduces the number of variables to be optimized. It furthermore reveals all the variables predetermined by the constraints imposed on the filters. The basic idea of our approach is to design the even-symmetric filters such that they satisfy perception related and coding-efficiency related constraints and to derive the odd-symmetric filters from the even-symmetric filters by means of a unitary transformation that keeps desirable properties such as frequency selectivity, smoothness in the time domain and so forth.
A. Constraints on the Filters 1) Coding-Efficiency Related Constraints:
Let us start with the coding-efficiency related constraints. In most practical coding systems the FB channels are coded mutually independent. Therefore, the analysis filters should have sufficient frequency selectivity. In practical coding systems we should aim at designing the analysis filters such that their transfer functions do not overlap too much. It is furthermore desirable that all analysis filters except for the lowpass filter have a zero at DC frequency. This guarantees that DC information can be represented with only one channel, which leads to the most efficient representation of, e. g., flat backgrounds.
2) Perception-Related Constraints: We shall next discuss constraints, which are important from a perceptual point of view. Especially in image coding high frequency channels are often roughly quantized. Since the DC component of images should be reconstructed as accurately as possible, it is desirable that all synthesis filters except for the lowpass filter have a zero at DC frequency, since otherwise errors introduced in the high frequency channels will be spread out to the "important" DC component.
Since the contrast-sensitivity function of the human visual system is roughly isotropic (rotation-invariant) [19] , [20] and the visual sensitivity of human observers decreases symmetrically at and on both sides of luminance changes [21] , the synthesis filters should be linear phase filters.
Long synthesis filters give rise to ringing effects around edges and should be avoided. Therefore, we restrict our attention to LT's with 50% overlap. Another important requirement is that blocking effects should be eliminated or minimized. This implies that the synthesis filter impulse responses should be "smooth" and decay to zero at the endpoints of their supporting intervals.
B. Decomposition of Lapped Transforms
In this section, we shall derive a decomposition of LT's (orthogonal and biorthogonal). This decomposition extends a similar decomposition for the orthogonal case [10] , [11] and shows that the design of LT's can be decoupled into the design of the even-symmetric and the odd-symmetric filters. Thus, the number of variables to be optimized is drastically reduced. For BOLT's we derive a sufficient condition for the synthesis filters to have the same length as the analysis filters. We furthermore discuss the calculation of frame bounds.
Let us start with the derivation of the decomposition. We consider linear phase real-coefficient filters of length with even. Thus, the shifted versions of the basis functions are overlapping by 50% of the total length (LT's with 50% overlap). The analysis polyphase matrix of the corresponding FB can be written as where and are given by (4) and (5), respectively. The synthesis polyphase matrix is where and are given by (6) and (7), respectively.
It has been shown in [22] that in an -channel critically sampled PR FB the analysis FB has linear phase filters if and only if the synthesis FB has linear phase filters. Furthermore, for even, there are symmetric filters and antisymmetric filters [22] . We thus set for and for Consequently, for and for We furthermore partition the matrices and as (10) where and are matrices and and are matrices. From the linear phase property of the filters it follows that where is the counter-identity matrix given by
Note that postmultiplication by amounts to renumbering the columns in reverse order, whereas premultiplication by corresponds to renumbering the rows in reverse order.
As already stated in the introduction of this section we want to derive the odd-symmetric filters from the even-symmetric filters by means of a transformation. Therefore, the matrices and containing the coefficients of the odd-symmetric filters are written as and with some nonsingular matrix We shall next provide a sufficient condition on the matrix guaranteeing that the synthesis FB is FIR and that the synthesis filters have the same length as the analysis filters. Note that in the orthogonal case the synthesis filters automatically have the same length as the analysis filters. In the biorthog-onal case, however, this will in general not be true. Proposition 3.1 shows that unitary is sufficient for the synthesis FB to be FIR with synthesis filters having the same length as the analysis filters. In the following, we shall always assume that is unitary. Therefore, the transformation providing the transition from the even-symmetric filters to the odd-symmetric filters is a unitary transformation. We note that Proposition 3.1 is consistent with the "orthogonality of overlapping blocks" condition [7] which is sufficient for the synthesis filters to be FIR with the same length as the analysis filters. It is easily seen that for unitary From Proposition 3.1 we furthermore conclude that the design of LT's can be reduced to the design of the matrices (or equivalently the even-symmetric filters) and the unitary matrix Fixing the analysis FB, i.e., the matrix and calculating the synthesis FB according to (12) will not guarantee that the synthesis FB has the desired properties (zeros at DC frequency, frequency selectivity, smoothness and decay of the filters). In the paraunitary (orthogonal) case we have to design the matrices and
The decompositions (11) and (12) allow to focus on the design of the filters with even symmetry or equivalently the matrices and Once these filters are designed we calculate the matrix (see Section III-D) such that the odd-symmetric filters inherit desirable properties from the even-symmetric filters. We have thus split up the design into two stages, which drastically reduces the number of variables that have to be optimized at a time.
1) PR Conditions:
In the following, we shall always assume that and The PR condition can be rephrased in terms of the matrices and as (14) or equivalently using we have (15) 2) Paraunitarity Conditions: The FB is paraunitary, i.e., if and only if (16) or equivalently using we get
Note that for a paraunitary FB 3) Frame Bounds: The frame bounds are obtained as the infimum and the supremum, of the eigenvalues of the matrix
We shall next show that in our case is independent of and therefore the calculation of the frame bounds reduces to an eigenanalysis of a single constant matrix. We have (17) Therefore where denotes the eigenvalues of
C. Decomposition into Symmetric and Antisymmetric Parts
In this section, we further decompose the LT's under consideration by expressing the matrices and in terms of their symmetric and antisymmetric parts. This decomposition reveals the variables that are predetermined due to the constraints on the zeros of the analysis and the synthesis filters at (see Proposition 3.2). We have and where and denotes the even(odd)-symmetric part of the matrix
The following symmetry properties will be used subsequently:
and We furthermore have and Equations (11) and (12) can now be rewritten as (18) and (19) We note that such a decomposition already appears in [6] for the special case of a LOT designed from a DCT. In [6] and are the even-symmetric and odd-symmetric DCT basis functions, respectively. We will demonstrate subsequently that the decompositions (18) and (19) are of importance in a more general context.
1) PR Conditions:
Using and in (14) it follows that the FB is PR if and only if or equivalently using (15) we get The frame bounds and of the FB are given by the minimum and the maximum, respectively, of the eigenvalues of the matrix 
D. Design of the Unitary Transformation
In this section, we show how the unitary matrix can be designed. We assume that the even-symmetric filters are designed such that they satisfy the constraints discussed in Section III-A.
One way to obtain the odd-symmetric filters is to modulate the even-symmetric filters, which means that for an even-symmetric filter the corresponding odd-symmetric filter satisfies so that (26) Recall that the filters with are even-symmetric and the filters with 7 E (k; n) denotes the nth element in the kth row of E :
are odd-symmetric. Let diag Then (26) can be written as (27) This choice of together with combined with (14) or the equivalent conditions (15) will in general not yield a PR LT, since the conditions (9) are not automatically satisfied. One could, however, impose additional restrictions on and such that the resulting transform has PR. However, this amounts to imposing additional side constraints on the even-symmetric filters. Clearly, the quality of the resulting filters (frequency selectivity and so forth) will not be as good as that of the filters obtained using our transformation approach.
Since shifting the even-symmetric filters in frequency to obtain the odd-symmetric filters will guarantee that the odd-symmetric filters keep desirable properties of the even-symmetric filters, such as frequency selectivity, smoothness of the impulse responses and so forth, we shall try to approximate by the matrix with unitary. A good approximation to will guarantee that the oddsymmetric filters are approximately frequency-shifted versions of the even-symmetric filters and thus share desirable properties of the even-symmetric filters. As we shall see later (see the design examples in Section V) it is relatively easy to find a unitary matrix that provides a good approximation. In general the row space of will not coincide with the row space of
In the case that the two row spaces do not coincide we will approximate in a least-squares sense, i.e., we will approximate by the orthogonal projection of the row space of onto the row space of This means that so that is given by
Since and are of full rank (full rank of follows from the PR property of the FB [10] , [11] ) we conclude that is nonsingular, as required. In order to have unitary as required, we can apply a GramSchmidt orthogonalization to either the rows or the columns of For perceptual reasons, however, it is advantageous to apply the orthogonalization procedure to the rows of This can be understood as follows. The Gram-Schmidt process says that if is a linearly independent set of vectors, then there exists an orthogonal set such that and is a linear combination of for The are constructed by
Clearly, the idea of the Gram-Schmidt process is to subtract from every new vector its components in the directions that are already settled and normalize it. As a consequence, the deviation of the orthogonalized vectors with respect to the original nonprocessed vectors increases with increasing index, that is, for Next consider the construction of and assume that we have ordered the even-symmetric analysis filters in such that the pass-band center-frequency of the frequency responses increases with increasing row index Obviously, the th row of is only affected by and the th row of Since the sensitivity of the human visual system varies as a function of spatial frequency in the sense that it is less sensitive to higher spatial frequencies than to lower spatial frequencies [19] , [20] , we conclude that errors, i.e., deviations from the ideal given by (28) in the higher order rows of are less critical than errors in the lower order rows of This is so, since errors in the higher order rows of will affect higher frequency filters. Thus the Gram-Schmidt procedure should be applied to the rows rather than to the columns of starting with the first row, then the second one and so forth. We note that if the Gram-Schmidt process is applied to the columns of the matrix the errors, i.e., the deviations from the ideal lead to an error that is uniformly distributed among all filters, which of course is not desirable.
We Hence, = = = = as required.
IV. RECURSIVE OPTIMIZATION OF LAPPED TRANSFORMS
In this section, we formulate a recursive optimization procedure for LT's. We concentrate on the design of the even-symmetric filters, since as explained in Section III-D the odd-symmetric filters can be obtained from the even-symmetric filters by means of a unitary transformation. We furthermore assume that in the frequency domain the even-symmetric filters and the odd-symmetric filters are alternating. This means that the first filter (corresponding to center frequency 0) is even-symmetric, the second filter (corresponding to center frequency ) is odd-symmetric and so forth. The design procedure can equivalently be formulated for a different ordering of the filters.
A. Cost Function
In this subsection we discuss the choice of the cost function in the paraunitary case. We assume that the filters are normalized such that for According to the discussion in Section III-A the filters' transfer functions should not overlap too much. We provide two formulations of the cost function that achieve this goal. This formulation of the cost function guarantees a certain degree of overall smoothness of the filters' impulse responses since it aims at minimizing the stopband energy of the filters. However, it does not perform a weighting in the stopband of the filters. Therefore, it is still possible that the resulting filters have significant frequency components far off the center frequency and thus the filters will not be smooth in the time domain. As we shall see in Section V, the resulting filters will still exhibit "discontinuities" at their boundaries and therefore lead to perceptually annoying artifacts, which are, however, far less annoying than in the DCT case. Forcing the boundary values of the filters' impulse responses to zero (or to a small value) and concurrently minimizing will in general lead to discontinuities in the interior of the filters' impulse responses. Incorporating the boundary values of the in the cost function and trying to minimize these values leads to "smooth" filters that still exhibit some blocking at the boundaries.
We shall next present an alternative formulation of the cost function. This formulation leads to filters with improved "smoothness" properties and allows to completely eliminate blocking. The cost function is now defined as where is a 1-periodic weighting function that takes into account the frequency localization of Since our filters are real-valued it suffices to specify on the interval A typical choice for is where Other possible choices for are where may be a normalized Gaussian or a normalized raised cosine centered at
In Fig. 2 Minimizing under the constraints leads to "smooth" filters that do not give rise to blocking effects at the boundaries. Note that forcing the boundary value to be zero combined with the smoothness requirement achieved by the choice of the cost function guarantees that the filters smoothly decay to zero at the boundaries. However, these filters will have less frequency selectivity than those obtained by minimizing (see the design examples in Section V). Choosing 8 is easily seen to result in Thus corresponds to a sharp cutoff in the frequency domain, whereas corresponds to a smooth cutoff. Using the cost function guarantees overall smoothness of the filter impulse responses, since aims at frequency localization of the filters. Good localization in the frequency domain guarantees smoothness in the time domain. Note that also aims at good frequency localization. However, since does not include a weighting in the stopband region of the filters, it may happen that there are significant frequency components far off the center frequency of the filter and thus the filter will not be smooth in the time domain.
We note that the approach described above is very flexible because it allows to trade off frequency selectivity of the filters for blocking and smoothness by a proper choice of the weighting function
B. Recursive Optimization in the Orthogonal Case
In this subsection we introduce a recursive design procedure, by which we mean that we are optimizing one filter after the other. Such a procedure clearly has advantages over a direct design, because the number of variables that have to be optimized simultaneously is drastically reduced, which results in better convergence properties. Another advantage of this approach is that it allows for the design of long filters, which are necessary e.g. in speech and audio coding applications. We formulate the optimization in terms of the matrices and Note that a formulation of the optimization procedure in terms of the matrix does not reveal that due to the side constraint for some of the values in are predetermined. In the approach we suggest this is reflected by the fact that the first row of is constant, i.e., Thus, the optimization of the first basis function reduces to the optimization of the first row of
The optimization of the other basis functions requires a simultaneous optimization of both the corresponding rows in and The side constraints arising from the paraunitarity of the FB are given by (23). The algorithm is as follows.
• Step 1 or in Step 3 not equal to zero amounts to including the boundary value of the corresponding impulse response in the cost function. Another possible choice for the cost function results from including in the cost function Then, clearly must not be a side constraint any more. It is easily seen that there is no need to include the condition on the zeros of the analysis filters at since this is already guaranteed by having a constant first row of (see Proposition 3.2). We note that this recursive approach does not guarantee that the optimization yields the global optimum.
C. Recursive Optimization in the Biorthogonal Case
In the biorthogonal case a simultaneous optimization of the analysis and the synthesis FB has to be performed, which means that we are optimizing the first analysis filter and the first synthesis filter concurrently and so on. Designing the analysis FB and calculating the corresponding synthesis FB does not guarantee that the synthesis filters have any of the desired properties except for linear phase.
From (13) , it follows that there is a unique relation between the analysis and the synthesis filters. So, one possible approach to the design of a biorthogonal LT would be to optimize (or equivalently and and to impose restrictions on the synthesis filters determined by This approach does, however, not allow for a recursive formulation since in order to compute one of the synthesis filters according to (13) all analysis filters have to be known. Since, a recursive design procedure clearly has advantages over a direct one, we simultaneously optimize the rows in and and the corresponding columns in and The cost function used in the biorthogonal case includes the frequency selectivity of all filters (analysis and synthesis) and "smoothness" of the synthesis filters' impulse responses. Note that there is no need for the analysis filters to decay to zero in the time domain. Thus as we shall see in Section V in the biorthogonal case the analysis filters will have better frequency selectivity than their orthogonal counterparts. The optimization is formulated in terms of the matrices and Due to Proposition 3.2 the first row of and the first column of are predetermined. We set and Thus the optimization of the first analysis filter and the first synthesis filter reduces to the optimization of the first row of and the first column of The algorithm is as follows. The advantage of biorthogonal transforms over orthogonal transforms is increased design flexibility. This is mainly due to the fact that we can impose different restrictions on the analysis and the synthesis filters. However, in hardware implementations orthogonal transforms are preferred because of the saving of silicon area, which is due to the fact that the analysis filters are equal to the synthesis filters (up to time reversal and conjugation). We note that the frame bound ratio determining important numerical properties of the BOLT can be incorporated in the cost function. However, this requires an eigenanalysis of an matrix in each step of the iteration, which is computationally expensive. Thus, it has to be checked after the design whether the ratio is close to 1. We found that this is usually the case for the design procedures described in this paper.
D. Comments
We conclude this section with some general remarks. The proposed algorithms have been implemented in MATLAB. We designed up to 256-channel LT's with filters of length 512. Our algorithms were found to have excellent convergence properties. They are furthermore very robust with respect to initial solutions. Typically, one can choose a random point as the initial solution. 
V. DESIGN AND CODING EXAMPLES
In this section, we present some design and coding examples. We demonstrate the tradeoff between decay of the filters in the time domain and frequency selectivity. Specifically, we show that LT-based coders achieve the same rate-distortion performance as DCT-based coders while visually being substantially better. The coder we used consists of a transform coding part, a uniform quantizer, and an entropy (Huffman) coder. In Fig.  3(a) the frequency responses of the filters in a 16-channel LOT are depicted. The filters have been obtained by minimization of in each step of the iteration (see Section IV-A). In Fig. 3 (b) and (c), the impulse responses of the first and the second filter, respectively, are depicted. Clearly the filters are "smooth" in the time domain. Note that these filters will still lead to blocking effects, since their impulse responses do not decay to zero at the boundaries.
In Fig. 4 case the blocking effects will be completely eliminated and the filters are still "smooth." Note however, that the price one has to pay for the elimination of the blocking effects is a decrease in the stopband attenuation of the filters. This can be seen by comparing Figs. 3(a) and 4(a).
We shall next present a coding example 9 that serves to demonstrate the perceptual performance of LOT's designed using our method as compared to the DCT. Part of the image "baboon" has been coded (the subband signals were Huffman coded) at a rate of 0.3 bpp. Fig. 5(a) shows the result of the DCT-based coder. In Fig. 5(b) the result of a LOT-based coder is depicted. 9 The 2-D transform we used is a separable extension of the 1-D transform. The LOT transfer functions used in this coding example are shown in Fig. 6(a) . Finally, Fig. 6(b) demonstrates that the LOTbased coder (transform coding plus Huffman coding) achieves the same error-rate performance as the DCT-based coder.
From the discussion in Section III we know that in order to avoid blocking effects, the synthesis filters should decay to zero at the ends of their supporting intervals. The analysis filters need not satisfy this condition. Therefore, it is of interest that only the synthesis filters decay to zero. In the orthogonal case this is not possible, since the analysis filters are equal to the synthesis filters (up to time reversal). In the biorthogonal case we can satisfy this requirement, since we can impose different restrictions on the analysis and the synthesis filters. The following design example presents a BOLT that has been designed using the procedure described in Section IV-C. The transform consists of eight basis functions each of length 16. We used the cost functions defined in Section IV-C and modified them such that they contain the boundary values of the filters. Thus, with Consequently, the side constraint has been omitted. The weighting factors were Fig. 7 (a) and (b) shows the transfer functions of the analysis and synthesis filters, respectively. Fig. 7(c) and (d) shows the first analysis filter and the first synthesis filter, respectively. It can be seen that the impulse response of the first synthesis filter decays to zero at its boundaries, whereas the corresponding analysis filters still exhibit discontinuities at its boundaries. The frame bounds of this transform are and which implies good numerical properties or equivalently small noise amplification.
Finally, in order to demonstrate that our algorithms are capable of designing LT's with a large number of channels, we show in Fig. 8 a 64 -channel LOT obtained by minimizing in each step of the iteration. The weighting function has been chosen as 
VI. CONCLUSION
Based on a decomposition of LT's with 50% overlap we formulated an efficient recursive method for the design of orthogonal and biorthogonal LT's for image coding applications. The proposed decompositon allows to decouple the design of the even-symmetric and the odd-symmetric filters, which drastically reduces the number of variables that have to be optimized at a time. It furthermore reveals all the variables that are predetermined due to perception related and coding-efficiency related constraints imposed on the filters. The proposed optimization procedure is robust with respect to initial solutions. It has been demonstrated that perceptually related constraints such as decay and smoothness of the filters' impulse responses can easily be incorporated in the optimization procedure. BOLT's offer more design flexibility than LOT's. We provided design examples and we demonstrated by means of a coding example that coders based on LT's designed using our approach achieve the same rate-distortion performance as DCT-based coders while visually performing substantially better. Finally, we demonstrated that our approach allows for the design of LT's with a large number of channels.
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