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Abstract— The purpose of this paper is to give an overview
on the use of the Expectation-Maximization (EM) algorithm in
software reliability modeling. This algorithm is related to Max-
imum Likelihood Estimates (MLE) of parameters in a context
of missing data. Different ways to implement this algorithm are
highlighted for hidden Markov models in software reliability.
I. INTRODUCTION
Most systems are now driven by software. Thus, it is well
recognized that assessing the reliability of software applica-
tions is a major issue in reliability engineering, particularly in
terms of cost. But predicting software reliability is not easy.
Perhaps the major difficulty is that we are concerned primarily
with design faults, which is a very different situation from
that tackled by conventional hardware theory. A fault (or bug)
refers to a manifestation in the code of a mistake made by
the programmer or designer with respect to the specification
of the software. Activation of a fault by an input value leads
to an incorrect output. Detection of such an event corresponds
to an occurrence of a software failure. Input values may be
considered as arriving to the software randomly. So although
software failure may not be generated stochastically, it may
be detected in such a manner. Therefore, this justifies the use
of stochastic models of the underlying random process that
governs the software failures. Two approaches are used in
software reliability modeling. The most prevalent is the so-
called black-box approach, in which only the interactions of
the software with the environment are considered. Following
Gaudoin [1] and Singpurwalla and Wilson [2], the self-exciting
point processes can be used as a basic tool to model the failure
process. This enables an overview of most of the published
Software Reliability Models (SRMs). We also refer to Musa
et al. [3], the recent book by Pham [4] and the handbook [5]
for a complete view. A second approach, called the white-
box approach, incorporates information on the structure of the
software in the models (see [6, and the references therein]).
In fact, this approach generates a class of models that can be
analyzed by martingale methods in the framework of point
processes [7]. An archetype of this class of models will be
discussed in Section IV.
Suppose that we have selected one model, the unknown
parameters have to estimated from the failure data. These
data may come from different phases of the life cycle of the
software : testing, operational, . . . The MLE and the Bayesian
estimation methods are the standard methods for calibrating
black-box models. This is well documented (e.g. see [4], [2]).
The practical implementation of these estimation procedures
must be carefully performed. Indeed, roughly speaking, the use
of MLE involves routines for solving strongly non-linear equa-
tions and the Bayesian estimates need Monte Carlo Markov
Chain methods for computing multi-dimensional integrals. The
architecture-based approach adds complexity to the models,
the data collection and the statistical analysis as well. In
general, some estimates may be obtained from data collected
in the earlier phase of the software life cycle [6]. But little
has be done on the statistical analysis of the architecture-based
models.
Recently, the EM-algorithm has been considered for esti-
mating the parameters of SRMs [8], [9], [10], [11], [12], [13],
[14]. This is related to MLE in the context of missing data.
Two basic point of view are mainly used.
• For a special but wide class of (discrete or continuous-
time) “black-box” models, the basic parameters are es-
timated on the basis that the failure data gathered at a
specific instant may be regarded as incomplete data [9],
[10], [11].
• The SRM is directly based on a Hidden Markov Chain
(HMC), or a partially observable Markov chain. Then, the
parameters of the non-observable part of the model (that
is a Markov chain), are estimated from the incomplete or
observed data [12], [13], [14].
Some details will be reported in Section II on the first point
of view. But, here, we are mainly concerned with HMCs. In
the next section, we will introduce an abstract version of the
EM-algorithm and it will be specialized to the HMCs. This
is an iterative algorithm where the value of the parameters
of the non-observed Markov chain are up-dated in regard
of the observation of new data. This updating involves the
computation of expectation of statistics of the non-observed
Markov chain conditionally to the available data. The main
purpose of the paper is to give an overview of three basic
methods to implementing such a computation. We examine the
case of finite discrete-time HMCs in Section III and the case
of so-called Markovian Arrival Processes in Section IV. The
basic way to implement the EM-algorithm is to use a Baum-
Welch or “Forward-Backward” principle (see Subsection III-
A). The derivation of so-called smoothers is required. In the
discrete-time context, we mention a simple and direct way to
replace the usual “forward-backward” smoothing by recursive
smoothing. Finally, a filter-based approach as advocated in
[15] is discussed.
II. EM-ALGORITHM
A. The algorithm
Suppose that some variables Y are observed, but that there
exist additional variables X that we cannot observe. Let
L(θ;Y ) be the observed data likelihood of a parameter θ given
the observations Y , and let Lc(θ;Y,X) be the complete data
likelihood of the parameter, also including the missing data.
If θ is a given parameter estimate, then it can be shown that
the estimate
θ̂ = argmax
θ∗
Q(θ∗ | θ) (1)
where
Q(θ∗ | θ) = Eθ
[
logLc(θ∗;Y,X) | Y
]
, (2)
makes the observed data likelihood non-decreasing, i.e.
L(θ̂;Y ) ≥ L(θ;Y ) [16]. Then, this procedure can be iterated.
The evaluation of the conditional expectation in (2) is called
the E-step of the algorithm, and the maximization in (1) is
the M-step. In many cases, the likelihood L(θ;Y ) is highly
non-linear in θ and difficult to maximize, while the M-step of
the EM-algorithm, involving the complete data likelihood Lc,
is often explicit. This is the main reason for the widespread
use of the EM-algorithm.
Example 1 ([11]): A class of discrete-time Non-
Homogeneous-Poisson-Processes is considered. That is,
we have a sequence random variables (Nt)t∈N (with
N0 := 0) which has independent increments and any
increment Nt+h −Nt (with h ≥ 1) has a Poisson distribution
with parameter Λt+h − Λt where Λt = E[Nt]. Here, the
expectation function is assumed to be Λt = ωF (t) with F (t)
is the distribution function of some parametric probability
distribution on the positive integers. For instance, let us
consider the discrete-time counterpart of the Goel-Okumoto
model for which F (t) := 1 − (1 − b)t for t ≥ 1. The
authors take the sequence of independent random variables
(Xt := Nt − Nt−1)t≥1 as the complete data and θ = {ω, b}
as parameters to be estimated. Suppose that the observed data
are X1, . . . , Xt. Then, it is easily seen that
Q(θ∗ | θ) = K + E[
∞∑
l=1
Xl | X1, . . . , Xt] logω
∗ − ω∗
+ E[
∞∑
l=1
Xl log
(
1− (1− b∗)l
)
| X1, . . . , Xt]
whereK does not depend upon θ∗. Thanking the independence
of the data, we can easily obtain the following re-estimation
formula maximizing Q(θ∗ | θ) under the constraints that
ω∗, b∗ > 0:
ω̂ = Nt + ω(1− b)
t b̂ =
Nt + ω(1− b)
t∑t
l=1 lXl + ω(1− b)
t(t+ 1/b)
.
The EM-algorithm was first designed as an estimation
method for HMCs (e.g [17]). Here, an HMC is a bivariate
Xt+1Xt
Yt Yt+1
Fig. 1. Graphical representation of the dependence structure of an HMC
discrete-time homogeneous Markov chain (Yt, Xt)t∈N such
that
• for any t, the conditional distribution of (Yt+1, Xt+1)
given (Yt, Xt) does not depend on Xt and
• the conditional distribution of Yt+1 given Xt+1, Xt only
depends on Xt+1.
Note the first property implies that (Xt)t∈N is a homoge-
neous Markov chain. In general, the second property is called
the factorization property of the transitions probabilities of
(Yt, Xt)t∈N. Both properties take the following form when
(Yt, Xt)t∈N is finite-valued
P{Yt+1 = fk, Xt+1 = ej | Yt = fm, Xt = ei}
= P{Yt+1 = fk, Xt+1 = ej | Xt = ei}
= P{Yt+1 = fk | Xt+1 = ej}P{Xt+1 = ej | Xt = ei}.
(3)
The dependence structure of an HMC can be represented by
a graphical model as in Figure 1. The dependence structure
among random variables is described by a directed graph
without loops. An equivalent and standard definition of an
HMC in statistical literature is the following. This is a bivariate
discrete-time process (Yt, Xt)t∈N such that
• (Xt)t∈N is a Markov chain and
• (Yt)t∈N is a sequence of independent random variables
conditionally on (Xt)t∈N and, for any t ∈ N, the
conditional distribution of Yt only depends on Xt.
The component (Yt)t∈N is supposed to be observable and
the Markov chain (Xt)t∈N is non-observed or hidden. The
question is to estimate some unknown parameters of the HMC
from the observations (Yt)t∈N. This includes the transition
probability matrix of the Markov chain (Xt)t∈N, the prob-
ability distribution of X0 and parameters of the conditional
distribution of Yt on Xt.
Example 2 ([12]): An SRM is defined as follows. The
sequence of failure rates of a software is supposed to form a
finite Markov chain (Xt)t≥1 with the state space {e1, . . . , en}.
The time between failures (Yt)t≥1 are assumed to be in-
dependent conditionally to (Xt)t≥1. Finally, conditionally to
{Xt = ei}, Yt has an exponential distribution with parameter
ei. Thus, (Yt, Xt)t≥1 is an HMC with transition kernel
P{Yt+1 ∈ ds,Xt+1 = ej | Xt = ei}
= P{Yt+1 ∈ ds | Xt+1 = ei}P{Xt+1 = ej | Xt = ei}
= ei exp(−eis)ds× P{Xt+1 = ej | Xt = ei}.
We point out that the number of hidden states n is a priori
unknown. This is a major issue in hidden Markov modeling
(e.g. see [18] for a recent discussion). The main purpose of
[12] is to identify the major updates of the software – or
to determine homogeneous periods in the debugging process.
This leads to the well-known problem of restoration of the
hidden states. We refer to [12] for details. A somewhat similar
model was considered in [8], but in a quite different purpose.
III. THE DISCRETE STATE SPACE CASE
In this section, we present different ways to implement
EM algorithm for a Markov chain (Y,X) := (Yt, Xt)t∈N.
The state space of (Y,X) is assumed to be Y × X , where
X := {e1, . . . , en}, Y := {f1, . . . , fn}, and its transition
probabilities satisfy: for all t ∈ N, i, j = 1, . . . , n, k =
1, . . . ,m (see (3))
P{Yt+1 = fk, Xt+1 = ej | Yt = fl, Xt = ei}
= P{Yt+1 = fk, Xt+1 = ej | Xt = ei} = P (i, j)G(j, k).
where P is the n × n transition matrix of the Markov chain
(Xt)t∈N andG is a n×m stochastic matrix with the probability
distribution G(j, ·) of Yt given Xt = ej as jth row. The
parameter vector θ encompasses the entries of P as well
as those of G. For a fixed parameter vector θ, we denote
the underlying probability measure and associated expectation
respectively by Pθ and Eθ. X0 or its probability distribution
x0 is assumed to be known.
The log-likelihood function for the complete data up to time
t under Pθ is denoted by L
c
t(θ;Y,X) and is defined as
logLct(θ;Y,X) := K +
t∑
l=1
logP (Xl−1, Xl)
+
t∑
l=0
logG(Xl, Yl).
(4)
whereK is a constant that does not depend on θ. The formulas
for reestimating θ from the observations FYt := σ(Y0, . . . , Yt),
are obtained using EM:
1) Initialization : choose θ(0)
2) E-step. Set θ := θ(m) and compute Q(· | θ) in (2)
Q(θ∗ | θ) = Eθ
[
logLct(θ
∗;Y,X) | FYt
]
=
n∑
i,j=1
logP ∗(i, j) N̂ ijt
+
m∑
k=1
n∑
j=1
logG∗(j, k) Ĝjkt (5)
where
N̂ ijt := Eθ[
t∑
l=1
1{Xl−1=ei,Xl=ej} | F
Y
t ] (6)
Ĝjkt := Eθ[
t∑
l=0
1{Xl=ej ,Yl=fk} | F
Y
t ] (7)
are the expectations, given the observations, of the
number of jumps from state ei to ej for X up to time
t and of the number of visits to the joint state (ej , fk)
for (Y,X) up to time t, respectively.
3) M-step. Determine θ(m+1) maximizing the function (5)
under constraints
∑n
j=1 P
∗(i, j) = 1,
∑m
k=1G
∗(j, k) =
1 with i, j = 1, . . . , n. Then, the following re-estimation
formulas at step m are obtained using the Lagrange
multipliers method
P̂ (m+1)(i, j) =
N̂ ijt
Ô(i)t
, Ĝ(m+1)(j, k) =
Ĝjkt
Ô(i)t+1
(8)
where
Ô(i)t := Eθ[
t−1∑
l=0
1{Xl=ei} | F
Y
t ] (9)
is the conditional expectation of the number of visits of
X to state ei up to time t− 1 given the observation.
4) Return in 2 until a stopping criterion is satisfied.
An intuitive support for formulas (8) is that they involve the
conditional expectations to the observations of the estimators
obtained in maximizing the complete data likelihood, that is
using standard MLE.
The last step is to evaluate the formulas in (8). This can be
carried out using different ways. The conditional expectations
(6,7,9) may be thought of as
• either functionals of the conditional expectations of the
basic statistics of the HMC
1{Xl=ei}, 1{Xl=ej ,Yl=fk}, 1{Xl−1=ei,Xl=ej}
• or conditional expectations of the additive functionals of
Markov chains
N ijt :=
t∑
l=1
1{Xl−1=ei,Xl=ej}, (10)
O
(i)
t :=
t−1∑
l=0
1{Xl=ei} G
jk
t :=
t∑
l=0
1{Xl=ej ,Yl=fk}. (11)
The computational task associated with the first point of view
is discussed in the next two subsections as well as for the
second one in the third subsection. We refer to the delightful
monograph [18] for a more complete discussion of these
issues.
A. Smoothing by the Forward-Backward principle
We briefly present the so-called “forward-backward” or
Baum-Welch strategy for the computation of the smoothed
state probabilities: l = 0, . . . , t− 1 and i = 1, . . . , n
P{Xl = ei | F
Y
t }. (12)
The conditional probability
P{Xt = ei | F
Y
t }
is denoted by X̂t(i) and the vector X̂t is called the state filter
at time t. In the sequel, for any k = 1, . . . ,m, the n × n
diagonal matrix with entries G(i, k), i = 1, . . . , n will be
denoted by diag
(
G(·, k)
)
. With a slight abuse of notation,
diag
(
G(·, Yt)
)
is
∑m
k=1 diag
(
G(·, k)
)
1Yt=fk . The smoothed
state probabilities are derived as: for l = 0, . . . , t− 1
P{Xl = ei | F
Y
t } =
X̂l(i)βl|t(i)∑n
i=1 X̂l(i)βl|t(i)
.
where the vectors βk|n and X̂l are computed from the well-
known recursive two-pass through the data [19]:
Forward filtering.
c0 := x0diag(G(·, Y0))1
⊤ and X̂0 := x0diag(G(·, Y0))/c0
for l = 1, . . . , t : cl := X̂l−1Pdiag(G(·, Yl))1
⊤
X̂l := X̂l−1Pdiag(G(·, Yl))/cl
Backward smoothing.
βt|t := 1/ct
for l = t− 1, . . . , 0 : βl|t := βl+1|tdiag(G(·, Yl))P
⊤/cl
For each run of EM, the computational cost is linear in the
number of observations t and quadratic in the number of
hidden states. The storage cost is linear in the number t of
observations.
It is easily seen that, for l = 1, . . . , t,
P{Xl−1 = ei, Xl = ej | F
Y
t } = X̂l−1(i)P (i, j)G(j, Yl)βl|t(j).
Finally, we obviously have for all l = 1, . . . , n,
P{Xl = ej , Yl = fk | F
Y
t } = 1{Yl=fk}P{Xl = ej | F
Y
t }.
When usual continuous-range observations are considered,
the forward-backward strategy takes a very similar form.
Specifically, if each conditional distribution of Yt given Xt =
ei has a probability density function G(i, ·) with respect to
the Lebesgue measure, we just have to replace in (4) the
discrete kernel (G(i, k))mk=1 by the density function G(i, ·).
For instance, in Durand and Gaudoin’s model (Example 2), the
density function G(i, ·) is an exponential density with param-
eter ei. In such a case the parameter vector θ encompasses the
entries of the transition probability P and the m parameters
{e1, . . . , en} of the family of exponential distributions (for
sake of briefness, we assume that the distribution of X1 is
known). The log-likelihood in (4) has the form
logLct(θ;Y,X) := K+
t∑
l=2
logP (Xl−1, Xl)
+
t∑
l=1
logXl −
t∑
l=1
XlYl,
where K is a constant that does not depend on θ. Then,
using the EM strategy, we find the same formula as in (8)
for the transition probabilities and the following formula for
the parameters of the exponential distributions
ê
(m+1)
i =
(∑t
l=1 Yl Eθ[1{Xl=ei} | F
Y
t ]
Eθ[
∑t
l=1 1{Xl=ei} | F
Y
t ]
)−1
This re-estimation formula can be implemented in computing
the smoothed probabilities by the forward-backward principle.
The only change in the algorithm is that the discrete proba-
bility distributions G(i, ·), i = 1, . . . , n are replaced by the
probability densities.
B. Recursive smoothing
We know from the forward filtering above, that the state
filter X̂t may be computed from a formula which is recursive
in the number of observations t. It turns out that the smoothed
state probabilities may also be recursively computed, with a
recursion in the number of observations. This fact has been
pioneered by Elliott for HMCs but is not as known as the
forward-backward principle (e.g. see [15]). The basic tool
in [15] for deriving such recursive smoothing is the change
of measure technique. For discrete state space HMCs, this
technique may be replaced by a simple conditional expectation
computation [20]. Let us derive now a recursive formula for
the smoothed probabilities in (12). Then, the correspond-
ing result for the smoothed joint probability distribution of
(Xl−1, Xl) is
X̂l−1(i)P (i, j)G(j, Yl)/cl.
Lemma 1 (Recursive smoother for the state): The nota-
tion are as in the description of the forward-backward al-
gorithm. We have for l < t + 1, P{Xl = ei | F
Y
t+1} =∑n
j=1 γl,t+1|t+1(i, j) where γl,t+1|t+1(i, j) := P{Xl =
ei, Xt+1 = ej | F
Y
t+1}). The matrix γl,t+1|t+1 satisfies the
following recursive equation
γl,t+1|t+1 = γl,t|tPdiag(G(·, Yt+1)/ct+1.
with γt,t|t := diag(X̂t) for t ≥ 0.
Proof: We know from [20, Lemma 5.1] that P{Xl =
ei, Xt+1 = ej | F
Y
t+1} may be formulated as follows:
P{Xl = ei, Xt+1 = ej | F
Y
t+1}
=
m∑
k=1
P{Xl = ei, Xt+1 = ej , Yt+1 = fk | F
Y
t }
P{Yt+1 = fk | FYt }
1{Yt+1=fk}.
Next, let us consider the numerator of the fraction above:
P{Xl = ei, Xt+1 = ej , Yt+1 = fk | F
Y
t }
= E[1{Xl=ei}E[P{Xt+1 = ej , Yt+1 = fk | F
Y,X
t ] | F
Y
t ]
= E[1{Xl=ei}
n∑
p=1
E[1{Xt=ep}P (p, j)G(j, k)] | F
Y
t ]
by the Markov property of (Yt, Xt)t∈N
=
n∑
p=1
P{Xl = ei, Xt = ep | F
Y
t }P (p, j)G(j, k)
=
n∑
p=1
γl,t|t(i, p)P (p, j)G(j, k).
The probability P{Yt+1 = fk | F
Y
t } is the summation of the
term above over i and j. Thus, we obtain
n∑
p=1
P{Xt = ep | F
Y
t }
n∑
j=1
P (p, j)G(j, k)
= X̂tPdiag(G(·, k))1
⊤ = ct+1 1{Yt+1=fk}.
The main advantage of this forward smoothing is to give an
algorithm for which the data may be processed as they are
collected. The number of observations has not to be fixed for
computing the state smoothers. The computational complexity
is cubic in the number of hidden states and linear in the
number of observations. But the amount of storage does not
depend of the number t of observations. Such a recursive
smoothing may be used in Example 2 since the re-estimation
formulas for its parameters only involve the computation of
smoothers.
C. Filter-based approach
Now, we consider the expectations in (6,7,9) as conditional
expectations of the additive functionals in (10-11). Using the
filter-based approach pioneering by Elliott (e.g. see [15]), a
recursive form of these conditional expectations may be ob-
tained. Note that the technique of measure change used in [15]
is not needed to obtain such recursive forms. Here, a direct
proof using [20, Lemma 5.1] as for Lemma 1 could be given.
In fact, the same trick than for the recursive computation of
the smoothed probabilities is used. Recursive equations for the
“joint statistics” of the functional under consideration with the
hidden state are derived. The conditional expectations (6,7,9)
are deduced from a “marginal distribution” computation.
Lemma 2: The meaning of the constant c0 is provided in
the description of the forward-backward principle. The state
indicators vector (1{Xt=ei})
n
i=1 is denoted by pt and ei, i =
1, . . . , n is the ith vector of the canonical basis of Rn. The
matrix Pdiag
(
G(·, Yt+1)
)
is denoted DYt+1 is the equations
below. Let Ẑpt be the conditional expectation E[Ztpt | F
Y
t ]
provided that the expectation is well defined. Note that E[Zt |
FYt ] = 〈Ẑpt,1〉.
1) Number of visits to a hidden state. We have Ô(i)p0 =
(x0(i)G(i, Y0)/c0) ei and for t ≥ 0
Ô(i)pt+1 =
Ô(i)ptDYt+1 + X̂t(i) eiDYt+1
X̂tDYt+11
⊤
.
2) Number of jumps of the hidden Markov chain. We have
N̂ ijp0 = 0 and for t ≥ 0
N̂ ijpt+1 =
N̂ ijptDYt+1 +DYt+1(i, j)X̂t(i) ej
X̂tDYt+11
⊤
.
3) Number of visits to a joint state. Ĝjkp0 =
1{Y0=fk}
(
x0(i)G(i, k)/
∑
i x0(i)G(i, k)
)
ei and for t ≥
0
Ĝjkpt+1 =
ĜjkptDYt+1
X̂tDYt+11
⊤
+
(X̂tDk)(j)
X̂tDk1
⊤
1{Yt+1=k}.
The main feature of the filter-based approach is to solve
a recursion for each additive functional required by the EM
strategy. In contrast, the forward-backward approach only need
the computation of the smoothed probabilities. At each run
of EM, the computational cost is linear in the number of
observations t and of order 4 in the number of parameters
(due to the n2 statistics N ijt , i, j = 1, . . . , n). This method
is not very competitive from the computational point of view.
But it presents the advantage to be recursive in the number
of observations, that is, only the present estimates have to be
stored. The storage cost does not depend on the number of
observations which is interesting when the data sets are large.
IV. ARCHITECTURE-BASED SOFTWARE RELIABILITY
MODELING
In this section, we consider some architecture-based soft-
ware reliability models or “white-box” models for which
parameter estimation may be carried out by the EM-algorithm.
A. A discrete-time architecture-based model
We briefly describe an architecture-based software reli-
ability model, which can be viewed as an elaboration of
Cheung’s model [21]. Many aspects of the model appear to
be limitations. Some of them can be overcame from [22],
[23]. We are concerned with a model that uses the control
graph to represent the architecture of the system. The transfers
of control between modules are assumed to have Markov
dynamics. Therefore, the execution model of the software
is a discrete-time Markov chain (Ct)t∈N on the state space
X = {e1, . . . , en}, where X may be thought of as the set
of modules. This Markov chain is specified by its transition
matrix A and by the probability distribution of C0.
Let us describe the failure process. A first type of failure
is associated with the visits to states, a second one with the
transitions between states. When the model is in state ei, a
failure occurs with probability pi. For simplicity, the time to
recover a safe state is neglected (see [22]). Then state ej is
entered with constant probability α(i, j) (with
∑n
j=1 α(i, j) =
1). In some applications, it can be useful to associate failure
events directly with transitions. To do this, suppose that a
failure does not occur during a visit to state ei (this event
has probability 1− pi). If the next state to be visited is state
ej (that happens with probability A(i, j)), a transfer failure
may happen with probability λi,j . Then state el is entered
with constant probability αi,j(i, l) (with
∑n
l=1 α
i,j(i, l) = 1).
Let us define the process X := (Xt)t∈N where Xt is the
occupied state at t. We define n× n matrices D0 and D1 by
D0(i, j) := (1− pi)A(i, j)(1− λi,j)
D1(i, j) := pi α(i, j) +
[∑n
l=1 (1− pi)λi,lA(i, l)
]
αi,l(i, j)
(13)
Then X is a Markov chain with transition matrix P = D0 +
D1. The entry D0(i, j) – D1(i, j) – represents the probability
that X jumps from state ei to ej with no – one – failure event.
Let us consider the process (N,X) := (Nt, Xt)t∈N over
the state space N×X , where N := (Nt)t∈N is the counting
process of failures. It follows from the various assumptions
that (N,X) is a Markov chain with transition probabilities
satisfying for all m ∈ N, t ≥ 1, i, j = 1, . . . , n, k = 0, 1
P{Nt = m+ k,Xt = ej | Nt−1 = m,Xt−1 = ei}
=P{Nt −Nt−1 = k,Xt = ej | Xt−1 = ei} = Dk(i, j).
(14)
The other transition probabilities are zero. The transition
matrix has the following special structure when the states are
listed in lexicographic order
A =

D0 D1 0 · · ·
0
. . .
. . .
. . .
...
. . .
. . .
. . .
 . (15)
The failure process associated with such models turns to be a
particular instance of a class of discrete-time point processes
known as the Markovian Arrival Processes (MAP) (e.g. see
[24]). The distribution of the cumulative number of failures
up to time t, Nt, is computed using a system of difference
equations that only involve the matrices D0, D1. Thus, the
knowledge of the non-negative parameter vector
θ = {Dk(i, j), k = 0, 1 i, j = 1, . . . , n}
satisfying
∑1
k=0
∑n
j=1Dk(i, j) = 1 for every i, is needed.
The major problem is to estimate all the parameters in
(13). In general, we can obtain a priori estimates for the
parameters of the model using procedures reported in [6]. They
are based on data collected at earlier phases of the software
life cycle (validation phases, integration tests,. . . ). Sometimes,
these estimates might appear to be rough estimates when the
software is in operation. Here, the EM-algorithm provides a
method for updating the estimates of matrices Dk during the
life of the system. The only available data are the failure
events. In that perspective, the Markov chain (N,X) should
be thought of as a partially observed Markov model.
The counting variableNt is the sum of the Bernoulli random
variables ∆Nm = Nm − Nm−1 for m ≥ 1 and ∆N0 = 0.
We know from (14) that the bivariate process (∆N,X) is a
Markov chain with finite state space {0, 1}×X . Its transition
probabilities are given in (14). We note that (∆N,X) is
not a standard Hidden Markov chain, in the sense that its
transition probabilities do not satisfy the factorization property
(3). However, it can be seen that this special property has no
influence on the development of an EM-algorithm as in the
previous section. In other words, there is an EM-algorithm
framework for HMCs and for the partially observable Markov
chains as well. We do not give the full details. It is quite similar
to the discussion for the HMCs, once the function Q(θ∗ | θ)
has been written down :
Q(θ∗ | θ) := Eθ
[
logLt(θ
∗;∆N,X) | F∆Nt
]
=
1∑
k=0
n∑
i,j=1
logD∗k(i, j) L̂
ij,k
t (16)
where θ∗ := {D∗k(i, j), i, j = 1, . . . , n k = 0, 1}, L
ij,k
t is
defined as
Lij,kt =
t∑
l=1
1{Xl−1=ei,Xl=ej ,∆Nl=k}
and L̂ij,kt := Eθ[L
ij,k
t | F
∆N
t ] k = 0, 1.
Maximizing the function (16) under the constraints∑1
k=0
∑n
i=1
∑n
j=1 Ô
(i)
tD
∗
k(i, j) = t where O
(i)
t is defined
in (11), we obtain for i, j = 1, . . . , n
D∗k(i, j) =
L̂ij,kt
Ô(i)t
. (17)
As for HMCs, three different implementations of the re-
estimation formula above can be carried out. We only mention
the departure from the HMCs case. A common change is that
each matrix Pdiag(G(·, k)) is replaced by Dk in the formulas.
1) Forward-backward principle: The only change is the
initialization of the forward recursion for X̂t which is now
X̂0 := x0 where x0 is the probability distribution of X0.
2) Recursive smoothing: Besides the common change in
matrices notation mentioned above, Lemma 1 is valid using
the new initialization of the state filter.
3) A filter-based EM algorithm: The difference equation for
Ô(i)pt in Lemma 2 must be initialized with Ô
(i)p0 := x0(i)ei.
The recursive form of the conditional expectation L̂ij,kpt is
from [20]: L̂ij,kp0 = 0 and for t ∈ N
L̂ij,kpt+1 =
L̂ij,kpt D∆Nt+1
X̂tD∆Nt+11
⊤
+
Dk(i, j)X̂t(i)
X̂tDk1
⊤
1{∆Nt+1=k} ej .
B. A continuous-time architecture-based model
A standard model in the continuous-time context was pro-
vided by Littlewood in [25]. It has inspired most other works
(see [26], [6] for details). The failure process associated with
such models turns to be a particular instance of the class
of continuous-time Markovian Arrival Processes [24]. The
well-known Poisson process modulated by a Markov chain
belongs to the class of MAPs. In our context of software
reliability modeling, we deal with a bivariate continuous-time
Markov chain (N,X) := (Nt, Xt)t≥0, where (Nt)t≥0 is the
counting process of failures and (Xt)t≥0 is interpreted to be a
Markovian model of the flow of control between the modules
of a software. If the states are listed in lexicographic order,
the generator of (N,X) has the form (15) where the non-
negative number D0(i, j), j 6= i – D1(i, j) – represents the
rate at which X jumps from state ei to ej with no – one –
failure event. The distribution function of Nt is numerically
evaluated using the uniformization technique (e.g. see [26]).
As in the discrete-time case, the knowledge of the non-negative
parameter vector
θ = {Dk(i, j), k = 0, 1 i, j = 1, . . . , n}
is required and we can obtain a priori estimates for θ [6]. The
process (N,X) is thought of as a partially observed Markov
process. The observed process is the counting process of
failures and the state or hidden process is the Markov process
X . The EM-algorithm is still a standard way to estimate the
parameters. Specifically, it has been used by [27] for the
Markov Modulated Poisson Process, by [28] for the Phase-
Type distributions, by [29], [30] for general MAPs.
Here, the failure times T0 := 0, T1, . . . , TNt and the censure
data t− TNt are the observations up to time t. Using the fact
that the complete data consist in the set of observations with
the complete path of the Markov chain X over [0, t], we obtain
an explicit form for the complete data likelihood function
and for Q(θ | θ∗) as well. Neglecting a term associated
with the censure data t − TNT (the term tends to 0 as the
number of observations growths to infinity), the sufficient
statistics for the complete data likelihood are the continuous-
time counterpart of those of the discrete-time case and the
re-estimation formulas for D0, D1 are given in (17).
1) Forward-Backward principle: All the works on param-
eter estimation of MAPs by EM mentioned above use the
forward-backward principle to get estimates of the conditional
expectations L̂ij,kt and Ô
(i)
t at any failure time. Assume that
K values of failure times t1, . . . , tK have been observed.
The computation of the following conditional expectations is
required
Ô(i)tK =
∫ tK
0
P{Xs = ei | F
N
tK
}ds
L̂0,ijtK =
∫ tK
0
P{∆Ns = 0, Xs− = ei, Xs = ej | F
N
tK
}ds
L̂1,ijtK =
∫ tK
0
P{∆Ns = 1, Xs− = ei, Xt = ej | F
N
tK
}ds
where ∆Nt := Nt − Nt− is the increment of the counting
process at time t. To go further, we introduce some additional
notations
f0(x) := exp(D0x) and f1(x) := exp(D0x)D1
for l = 1, . . . ,K, ∆tl := tl − tl−1 with t0 := 0.
The E-step has the following form (e.g. see [30]):
Forward. α0 := x0, for l = 1, . . . ,K, αl := αl−1f1(∆tl)
cl := αl1
⊤
Backward. β⊤K+1 := 1
⊤, and for l = K, . . . , 1
β⊤l := f1(∆tl)β
⊤
l+1
For i, j = 1, . . . , n:
L0,ij0 := 0, L
1,ij
0 := 0 and for l = 1, . . . ,K:
L0,ijl := L
0,ij
l−1 + αl−1
∫ tl
tl−1
f0(t− tl−1)ei
⊤
D0(i, j)ejf1(tl − t)dt β
⊤
l+1
L1,ijl := L
1,ij
l−1 + αl−1f0(∆tl)ei
⊤D1(i, j)ejβ
⊤
l+1
O
(i)
l := O
(i)
l−1 + αl−1
∫ tl
tl−1
f0(t− tl−1)ei
⊤
ejf1(tl − t)dt β
⊤
l+1.
The M-step is
D̂
(m+1)
1 (i, j) :=
L0,ijK
O
(i)
K
; i 6= j, D̂
(m+1)
0 (i, j) :=
L0,ijK
O
(i)
K
and the diagonal entries D̂
(m+1)
0 (i, i), i = 1, . . . , n are de-
duced from the constraints (D̂
(m+1)
0 + D̂
(m+1)
1 )1
⊤ = 0⊤.
Here, the only difference with the discrete-time formulation
in page 3 is that the forward quantity αl must be normalized
to 1 to get the state filter
X̂tl =
αl
cl
l = 1, . . . ,K.
The conditional expectations L̂0,ijtK and L̂
1,ij
tK
are given by
Ô(i)tK =
O
(i)
K
cK
L̂0,ijtK =
L0,ijK
cK
L̂1,ijtK =
L1,ijK
cK
2) Recursive smoothing: We do not consider the recursive
smoothing for continuous-time HMCs. Indeed, some technical
issues have to be overcame and some of them have to be
satisfactory addressed in the context of general MAPs. We
refer the interested reader to [31], [32] for the special case of
a Poisson process modulated by a Markov process.
3) Filters based approach: A filter-based approach may be
considered as in the discrete-time case. That is the conditional
expectations Ô(i)t, L̂
0,ij
t , L̂
1,ij
t for MAPs are computed from a
set of recursive equations. Such recursive equations are derived
in [31] using a change of probability measure. Indeed, there
exists a probability measure P0 under which (Nt)t≥0 is the
counting process of a Poisson process with intensity 1 and
(Xt)t≥0 is a Markov chain with generator with generator D0+
D1. Then, we have the following result.
Theorem 1: Let Lt be the likelihood ratio over the interval
[0, t] associated with the counting process (Nt)t≥0 of intensity
λt := ps−D11
⊤:
Lt :=
∏
0<s≤t
λs
∆Ns exp
(∫ t
0
(1− λs) ds
)
Set σ(Zt) := E0[ZtLt | F
N
t ] for any F
N,X -adapted integrable
process (Zt)t≥0. Let (nt)t≥0 be the process defined by nt :=
Nt − t. We have for any t ≥ 0
σ(pt) = X̂0 +
∫ t
0
σ(ps−)Qds+
∫ t
0
σ(ps−)(D1 − I) dns.
(18a)
σ(O
(i)
t pt) =
∫ t
0
[
σ(O
(i)
s−ps−)Q+ σ(ps−)(i) ei
]
ds
+
∫ t
0
σ(O
(i)
s−ps−)(D1 − I) dns.
(18b)
σ(L0,ijt pt) =
∫ t
0
[
σ(L0,ijs− ps−)Q+D0(i, j)σ(ps−)(i) ej
]
ds
+
∫ t
0
σ(L0,ijs− ps−)(D1 − I) dns
(18c)
σ(L1,ijt pt) =
∫ t
0
[
σ(L1,ijs− ps−)Q+D1(i, j)σ(ps−)(i) ej
]
ds
+
∫ t
0
[
σ(L1,ijs− ps−)(D1 − I) +D1(i, j)σ(ps−)(i) ej
]
dns.
(18d)
The conditional expectations under P0 of the statistics
O
(i)
t ,L
1,ij
t ,L
0,ij
t are σ(O
(i)
t ) = σ(O
(i)
t pt)1
⊤, σ(L1,ijt ) =
σ(L1,ijt pt)1
⊤, σ(L0,ijt ) = σ(L
0,ij
t pt)1
⊤. Finally, note that
the conditional expectations under the original probability P,
Ô(i)t, L̂
0,ij
t , L̂
1,ij
t , are obtained as follows
Ô(i)t =
σ(O
(i)
t )
σ(1)
, L̂0,ijt =
σ(L0,ijt )
σ(1)
, L̂1,ijt =
σ(L1,ijt )
σ(1)
.
The stochastic differential equations in Theorem 1 are stan-
dard linear ode between two jumps of (Nt)t≥0 or, equivalently,
of (nt)t≥0. Therefore, a basic way to deal with the equations
(18a-18d) is to integrate the linear ode over the interval of time
between two jumps and to update the solution at the endpoint
of the interval. For instance, the state filter σ(pt) is solution
of the ode
d
dt
qt = (Q−D1 + I)qt = (D0 + I)qt
with initial condition qtl−1 := σ(ptl−1) in the interval [tl−1, tl[,
Then, we update the solution at time of jump tl as follows
∆σ(ptl) = (D1 − I)σ(ptl−) =⇒ σ(ptl) = D1σ(ptl−).
In this special case, it is easily seen that (18a) has the explicit
solution given by, for t > 0,
σ(pt) = exp(t)X̂0f1(∆t1
)
· · · f1
(
∆tNt
)
f0
(
t− tNt
)
and the vector of conditional probabilities X̂t is for t > 0
X̂t =
X̂0f1
(
∆t1) · · · f1
(
∆tNt
)
f0(t− tNt)
X̂0f1
(
∆t1) · · · f1
(
∆tNt
)
f0(t− tNt)1
⊤
.
The solutions of (18a-18d) may be computed on the grid
Π := {0, t1, . . . , tK} of the observations from the following
recursive formulas : for l = 1, . . . ,K
σ(ptl) = σ(ptl−1) f1(∆tl)
σ(O
(i)
tl
ptl) = σ(O
(i)
tl−1
ptl−1) f1(∆tl)
+ σ(ptl−1)
∫ tl
tl−1
f0
(
s− tl−1
)
ei
⊤
eif1
(
tl − s
)
ds
σ(L0,ijtl ptl) = σ(L
0,ij
tl−1
ptl−1)f1(∆tl)
+ σ(ptl−1)
∫ tl
tl−1
f0
(
s− tl−1
)
ei
⊤D0(i, j)ejf1(tl − s) ds
σ(L1,ijtl ptl) =σ(L
1,ij
tl−1
ptl−1)f1(∆tl)
+ σ(ptl−1)f0(∆tl)ei
⊤D1(i, j)ej .
The extra factor exp(∆tl) is omitted in the equations above,
because the estimates at a fixed instant of D0, D1 only require
the knowledge of the conditional expectations up to a multi-
plicative constant. The present formulas must be compared to
those generated by the forward-backward technique. The ex-
ponential matrices as well as the integral over the exponential
matrices can be computed using the uniformization method.
V. CONCLUSION
In this paper, we discuss various principles of implementa-
tion of the EM-algorithm for missing data models. Such a class
of models have been used in software reliability modeling,
in particular in the architecture-based approach. Maximum
likelihood estimation is carried out by this algorithm. The
procedure is easily implemented and the recursive form is
appealing when an “on-line” estimation method is required.
Numerical experiments are reported in [11], [12], [27], [33],
[30]. Though no definitive conclusion are given, they show
that EM-algorithm is a robust procedure. But, the well-known
drawback of the EM-algorithm is its slow convergence to the
(local) solution if there exists. Finally, we mention that, for
the models considered here, an example of speed-up of the
convergence may be obtained using the E-step of the EM-
algorithm in combination with some gradient methods for the
M-step. We refer to [34], [18] for a detailed discussion on this
kind of issues.
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