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Abstract
Sufﬁcient truncation criteria for converging series of progressively decreasing positive terms with an assumed accu-
racy are presented. Simple verifying and illustrating examples are given. Problems related to truncation of positive
and negative term series (including Leibniz type series) are commented.
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1 Introduction
Solutions to some theoretical problems are obtained in the form of series (see for example solutions to thermal
conduction problems in a layer [1], [2]). In order to deduce detailed information in such cases one has to perform some
computations. It means in practice that the series has to be truncated which generates the following practical problems:
how to truncate the series with an assumed accuracy? or reversely what is the accuracy of a given truncation?1
The aim of this paper is to formulate sufﬁcient criteria for truncation of converging series, in which terms are
positive and regressively decrease starting from some term numbered by no, i.e. series of the type:
S =
∞
∑
n=1
an; an > an+1 > 0;
an+1
an
>
an+2
an+1
; n = no;no+1;no+2;::: (1.1)
where all the terms an = an{X}; n = 1; 2;::: are in general functions of a set X = {xm} of some independent variables
xm; m = 1; 2;::: [for comments on more general series containing positive and negative terms of arbitrary order,
including Leibniz type series, see Appendix B.]
For discussion of truncation of the series at the level n = N we divide the series into the two following parts:
S = SN +RN; SN =
N
∑
n=1
an; RN =
∞
∑
n=N+1
an: (1.2)
First of all we focus on the truncation at the level N ≥ no [for comments on truncation of the series at the level N < no
see Appendix A.].
∗Corresponding author. Email address: zbigniew.plochocki@gmail.com, Tel: +48780554470
1(Sometimes it may be convenient to apply a method of convergence acceleration. However the mentioned problems still remain actual in such
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2 Statement of the problem
Let the series be approximated by the truncation:
S ∼ = SN (2.3)
(which means that the reminder RN is neglected as compared to the term SN). The error of such an approximation is
δ0
N :=
S−SN
S
=
RN
S
< δ′
N :=
RN
SN
: (2.4)
Thus, in order to estimate the error of truncation one has to estimate RN as compared to SN.
3 Estimation of RN
Lemma 3.1. if there exists a number p independent of n such that
0 < p < 1 and an+1 ≤ p an; n = N+1; N+2; ::: (3.5)
then
RN ≤
1
1− p
aN+1: (3.6)
Proof. according to the assumptions we have:
aN+2 ≤ p aN+1
aN+3 ≤ p aN+2 ≤ p2aN+1
aN+4 ≤ p aN+3 ≤ p3aN+1
.......................
and
RN =
∞
∑
n=N+1
an ≤ aN+1(1+ p+ p2+ p3+:::) = aN+1
∞
∑
k=0
pk
The latter series is a geometric one with the initial term equal to unity and common ratio equal to p, so it converges to
1
1− p
, which proves Ineq.(3.6), 2 For some interpretation of this lemma see remark at the end of Sec.4.
It should be noted that according to the assumption that the terms of the considered series are positive and regres-
sively decreasing (for n ≥ no), as it is expressed by inequalities in (1.1), if the leading inequality in (3.5):
aN+2 ≤ p aN+1 (3.7)
is satisﬁed, then all the inequalities in (3.5) for higher n are satisﬁed too.
Additionally, theassumptionofregressivedecreasingguaranteesnotonlythatIneqs.(3.5)arereducedtoIneq.(3.7),
but it also guarantees the ﬁnite value of the limit
1
1− p
. The series
∞
∑
n=1
1
n2 =
π2
6
may be a warning example. In this
case the ratio an+1=an = n2=(n+1)2 is an increasing function of n, which approaches 1 as n → ∞ [therefore the terms
of this series are decreasing progressively and not regressively, i.e. they do not satisfy Ineq.(1.1)] 3 Thus, the presented
scheme is not applicable in such a case. Unfortunately, we do not know if the assumption of regressive decreasing is
a necessary condition underlaying applicability of the presented scheme; in any case it is a sufﬁcient condition.
2If we adopt a little stronger assumption, namely assuming Ineq.(3.5) as holding also for n = N, then we obtain the known estimate for RN (see,
e.g., [3]):
RN ≤
p
1− p
aN
instead of (3.6) (from which it follows that RN ≤ aN for 0 < p < 1=2).
3Here and further: the notation (N)n refers to n−th relationship in N−th sequence of relationships
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4 The resulting criteria
Using Ineq.(3.6) one can rewrite Ineq.(2.4) as
δ0
N =
RN
S
< δ′
N =
RN
SN
≤ δ′′
N =
1
SN
1
1− p
aN+1 : (4.8)
Let O∗ be an assumed small number, which denotes the assumed accuracy of the approximation of the truncated
series, i.e. small number limiting the acceptable error of the approximation. Then Eq.(4.8) can be rewritten as the
following condition:
δ′′
N =
1
SN
1
1− p
aN+1 ≤ O∗ ; (4.9)
from which we have the following condition for the term aN+1:
aN+1 ≤ (1− p) O∗SN : (4.10)
Ineqs.(3.7) and (4.9) or (4.10) represent the set of two independent criteria of truncation of the series. However, since
the parameter p plays an opposite role in Ineqs.(3.7) and (4.9), it can be optimized, reducing the set of two criteria to
only one criterion. This problem will be analyzed in the next Section.
At the end of this Section it may be worth noting that using a positional system of base 1=p Ineqs.(3.5), (3.6) and
(3.7) can be written as aN+1 ≤ 0:1(1=p) aN, RN ≤ 1:11(1)(1=p) aN+1 and aN+2 ≤ 0:1(1=p) aN+1 [the numbers before the
terms aN and aN+1 are written in the system of base 1=p, as it is market by the subscript (1=p) ], respectively. For
example, if p is assumed to be 0.1, then Ineqs.(3.5), (3.6), (3.7) and (4.10) read (in a decimal system): aN+1 ≤ 0:1 aN,
RN ≤ 1:11(1) aN+1 and aN+2 ≤ 0:1 aN+1, aN+1 ≤ 0:9 O∗SN.
5 Optimization with respect to the parameter p and the optimal criterion
Since the relative error δ′′
N is an increasing function of the parameter p, therefore the optimization of error δ′′
N
depends on applying such p = popt, which is the smallest p satisfying Ineq.(3.7), determining the optimally smallest
error δ′′
N. The optimization procedure is simple, but it is a little different for number and function series, therefore
these two cases will be considered separately (for examples see Sec.6.).
5.1 Number series
In this case the error δ′′
N is the smallest with the smallest p, and the smallest p satisfying Ineq.(3.7) is
popt =
aN+2
aN+1
; (5.11)
Using the above relationship and substituting p = popt into Ineq.(4.9) we obtain the optimal criterion for truncation of
series at the level N with an accuracy of O∗, namely:
δ′′
N;min =
1
SN
a2
N+1
aN+1−aN+2
≤ O∗ ; (5.12)
from which the following condition for aN+1 and aN+2 follows:
a2
N+1
aN+1−aN+2
≤ O∗ SN (5.13)
instead of Ineq.(4.10).
In the case of a number series the truncation procedure compatible with the presented criteria contains three
parameters:
(1) N (level of truncation),
(2) O∗ (accuracy of truncation), and
International Scientiﬁc Publications and Consulting ServicesJournal of Interpolation and Approximation in Scientiﬁc Computing
http://www.ispacs.com/journals/jiasc/2013/jiasc-00027/ Page 4 of 9
(3) p (estimate parameter for RN),
and after optimization only the ﬁrst two remain. Thus, the following two problems may occur:
Problem 1a: Determine the error of truncation δ′′
N of a given truncation with level N,
Problem 2a: Determine the level of truncation N in order to achieve a given accuracy O∗.
The ﬁrst problem may be solved using relationships (5.12). To solve the second problem, one may calculate the
truncation error δ′′
N using Ineq.(5.12) for N = 1;2; ::: until one reaches a level of truncation ˜ N for which the obtained
value δ′′
˜ N is smaller than the given allowable error O∗ (δ′′
˜ N ≤ O∗).
5.2 Function series
If such a series is treated point by point, then at each point it represents a number series, which was considered
above (see Subsec.5.1). The situation is a little different if the series is analyzed globally in a domain X∗ (assumed or
determined using other requirements - see below Problems 1b, 2b, 3b) of the set X = {xm} of independent variables
xm; m = 1; 2; ::: . In this case the error δ′′
N is the smallest with the smallest p, and the smallest p satisfying Ineq.(3.7)
is
popt =
aN+2
aN+1
   
 
 
sup
= popt[X∗] ; (5.14)
where (aN+2=aN+1)|sub stands for supremum of this ratio in the domain. [The number popt for a given series depends
onthedomainX∗, asitwasnotedinthelastpartofEq.(5.14).] UsingthisrelationshipandsubstitutingitintoIneq.(4.9)
we obtain the optimal criterion for truncation of function series at the level N with an accuracy of O∗, namely:
δ′′
N =
1
SN
1
1− popt
aN+1 ≤ O∗ ; (5.15)
from which the following condition for aN+1 and aN+2 follows:
aN+1
1− popt
≤ O∗ SN (5.16)
instead of Ineq.(4.10).
In case of a function series the truncation procedure compatible with the presented criteria contains the three
parameters mentioned above (Subsec.5.1) and additionally
(4) a domain X∗ of variables X [on which the terms an(X) depend];
after optimization the procedure contains only the ﬁrst two and the latter parameters. Thus, the following three
problems may occur:
Problem 1b: Determine the domain X∗ if given a truncation with level N and accuracy O∗ ,
Problem 2b: Determine the error of truncation δ′′
N of a given truncation with level N and a given domain X∗ ,
Problem 3b: Determine the level of truncation N in order to achieve a given accuracy O∗ in a given domain X∗ .
The ﬁrst problem may be solved using the relationship (5.16) (with the equality sign) to ﬁnd popt and next using
Eq.(5.14) to determine the domain X∗ . The second problem may be solved using Eq.(5.15)1. To solve the third
problem, one may calculate the truncation error δ′′
N using Ineq.(5.15) for N = 1; 2; ::: until one reaches a level of
truncation ˜ N for which the obtained value δ′′
˜ N is smaller than the given allowable error O∗ (δ′′
˜ N ≤ O∗). [For examples
see Sec.6.]
5.3 Remarks
The presented criteria have general character (for the class of series speciﬁed in Sec.1). They determine the upper
limit of the adopted error of approximation, and they are sufﬁcient criteria of approximation. [The necessary criteria,
if known, may be more accurate.]
The application of the presented criteria may be relatively simple in some problems (see examples in Sec.6). But
in some problems they may seem to be complicated, then they may be simpliﬁed by assuming the value of parameter
p according to one’s own intuition, instead of its optimization. However in such a case the conclusions following from
the application of the presented criteria will not be, as a rule, optimal criteria (in particular, the truncation error may
be estimated not very accurately).
International Scientiﬁc Publications and Consulting ServicesJournal of Interpolation and Approximation in Scientiﬁc Computing
http://www.ispacs.com/journals/jiasc/2013/jiasc-00027/ Page 5 of 9
6 Simple examples
6.1 Verifying example
First we consider a simple geometric series with the initial term x and the common ratio also x, for which the limit
is known,
S =
∞
∑
n=1
xn =
x
1−x
(0 < x < xmax < 1) ; (6.17)
as a verifying example (limit of such a series is known, therefore the errors of approximations can be determined and
compared precisely).
In this case no = 1 and the partial sum SN and the remainder RN are
SN = x
1−xN
1−x
; RN =
xN+1
1−x
; (6.18)
and
δ0
N = xN < δ′
N =
xN
1−xN ≤ δ′′
N =
xN
1−xN
1−x
1− p
≤ O∗ : (6.19)
We shall consider the three Problems mentioned in Subsec.5.2.
Problem 1b: determine range xmax under assumed parameters N and O∗.
Ineq.(3.7) reads x ≤ p , therefore the minimal p in the full range 0 < x < xmax is
popt = xmax : (6.20)
Substituting p = popt = xmax into Ineq.(6.19) we have:
δ′′
N =
1−x
1−xN
xN
1−xmax
≤ O∗ : (6.21)
Since δ′′
N is an increasing function of x, the minimal allowable error in the whole range 0 < x < xmax is
xN
max
1−xN
max
= O∗ ; (6.22)
from which we ﬁnally obtain:
xmax =
(
O∗
1+O∗
)1=N
: (6.23)
In particular, if N = 1; O∗ = 10−2 ; then xmax = 0:9901·10−2 ;
if N = 1; O∗ = 10−3 ; then xmax = 0:9990·10−3 ;
if N = 2; O∗ = 10−2 ; then xmax = 9:950·10−2 ;
if N = 2; O∗ = 10−3 ; then xmax = 31:61·10−3 .
Problem 2b: determine the error of truncation δ′′
N under assumed parameter N and
the range xmax (in the whole range 0 < x < xmax).
Using Ineq.(6.21)2 and Eq.(6.22) we have:
δ′′
n (xmax) = O∗ =
xN
max
1−xN
max
: (6.24)
In particular, if N = 1; xmax = 10−1 ; then δ′′
N = 1:1(1)·10−1 ;
if N = 1; xmax = 10−2 ; then δ′′
N = 1:010·10−2 ;
if N = 2; xmax = 10−1 ; then δ′′
N = 1:010·10−2 ;
if N = 2; xmax = 10−2 ; then δ′′
N = 1:000·10−4 :
Problem 3b: determine the level of truncation N under assumed parameter O∗ and
the range xmax of variable x.
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In this case a very simple procedure can be applied (for a more general procedure see remark at the end of
Subsec.5.2, and Subsec.6.2). Using Eqs.(6.22) [or Eq.(6.23)]
we have
N = ceil(y) ; y =
ln
O∗
1+O∗
ln xmax
; (6.25)
where ceil(y) stands for the ceiling function (it is the smallest integer not less than y).
In particular, if O∗ = 10−2 ; xmax = 10−1, then y = 2:004 , and N = 3 ;
if O∗ = 10−2 ; xmax = 0:99·10−1, then y = 1:996 , and N = 2 ;
if O∗ = 10−2 = xmax, then y = 1:002 , and N = 2 ;
if O∗ = 10−2 ; xmax = 0:99·10−2, then y = 0:999978 , and N = 1 ;
if O∗ = 10−3 ; xmax = 10−1, then y = 3:0004 , and N = 4 ;
if O∗ = 10−3 ; xmax = 0:99·10−1, then y = 2:987 , and N = 3 ;
if O∗ = 10−3 ; xmax = 10−2, then y = 1:500 , and N = 2 .
6.2 Illustrating example
Consider the series
S =
∞
∑
n=1
xn2
; x = exp[−π2t] ; t > 0 (6.26)
[this series represents a (dimensionless) solution to the heat conduction equation for a planar layer insulated adiabati-
cally on both surfaces and submitted to a planar short heat pulse on one of the surfaces, at this surface (see for example
[4])].
In this case no = 1, and the partial sum SN and the remainder RN are
SN =
N
∑
n=1
xn2
; RN =
∞
∑
n=N+1
xn2
; (6.27)
and
δ′′
N =
x(N+1)2
(1− p)
N
∑
n=1
xn2
: (6.28)
We shall consider the three Problems mentioned in Subsec.5.2.
Problem 1b: determine the range of t (via range of x) for assumed parameters N and O∗ .
Ineqs.(3.7) and (4.10) in this case take the form
x2N+3 ≤ p ; x(N+1)2
≤ (1− p) O∗
N
∑
n=1
xn2
: (6.29)
The optimal value of the parameter p is the suitable solution to the equation
p
(N+1)2
2N+3 = (1− p) O∗
N
∑
n=1
p
n2
2N+3 (6.30)
and therefore the ranges of x and t are:
0 < x < xmax ; t ≥tmin = −
1
π2 lnxmax ; (6.31)
where xmax stands for the suitable solution to the equation:
x
(N+1)2
max = (1−x2N+3
max ) O∗
N
∑
n=1
xn2
max ; (6.32)
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or may be calculated from the formula:
xmax = p
1=(2N+3)
opt (6.33)
[which follows from Ineq.(6.29)1, if popt is found from Eq.(6.30)].
In particular, if N = 1 and O∗ = 10−2, then xmax = 0:2154, and tmin = 0:1555 ;
if N = 1 and O∗ = 10−3, then xmax = 0:1000, and tmin = 0:2333 ;
if N = 2 and O∗ = 10−2, then xmax = 0:5731, and tmin = 0:05640 ;
if N = 2 and O∗ = 10−3, then xmax = 0:42551, and tmin = 0:08658 .
Problem 2b: determine the error of truncation δ′′
N for the assumed parameter N and the range
tmin of variable t (via range xmax of variable x).
Substituting p = popt into Eq.(6.28) and next using Eq.(6.33) we have
δ′′
N(xmax) =
x
(N+1)2
max
(1−x2N+3
max )
N
∑
n=1
xn2
max
; xmax = exp[−π2tmin] : (6.34)
In particular, if N = 1 and xmax = 0:21 ; (tmin = 0:1581) ; then δ′′
N = 0:9265·10−2 ;
if N = 1 and xmax = 0:22 ; (tmin = 0:1534) ; then δ′′
N = 1:065·10−2 ;
if N = 2 and xmax = 0:42 ; (tmin = 0:08790) ; then δ′′
N = 0:9036·10−3 ;
if N = 2 and xmax = 0:43 ; (tmin = 0:08551) ; then δ′′
N = 1:086·10−3 :
Problem 3b: determine truncation level N for assumed parameters O∗ and xmax (tmin) .
The general procedure depends on using Eq.(6.32) to solve Problem 1b and Eqs.(6.34) to solve Problem 2b succes-
sively for N =1; 2; ::: until one ﬁnds a value ˜ N for which the obtained ˜ xmax exceeds the assumed xmax and the obtained
˜ δ′′
˜ N does not exceed the assumed O∗: ˜ xmax ≥ xmax ; ˜ δ′′
˜ N ≤ O∗ .
In particular,
if xmax = 0:2 and O∗ = 10−2, then:
- for N = 1 we have: ˜ xmax = 0:2154 and it is greater than the assumed xmax = 0:2
and ˜ δ′′
1 (xmax) = 0:8003 and it is smaller than the assumed O∗ = 10−2, therefore the
level N = 1 is sufﬁcient;
if xmax = 0:2 and O∗ = 10−3, then:
- for N = 1 we have: ˜ xmax = 0:1000 and it is smaller the assumed xmax = 0:2, therefore
the level N = 1 is insufﬁcient,
- for N = 2 we have: ˜ xmax = 0:4255 and ˜ δ′′
2 (xmax) = 0:2540·10−5, and the both values
satisfy the conditions: ˜ xmax ≥ xmax ; ˜ δ′′
2 ≤ O∗, and therefore it may be concluded
that the level N = 2 is sufﬁcient.
7 Final comments
Sometimes an intuitive approach is applied to estimate the truncation error of a series. The series truncated at the
level N is approximated in a standard way, namely
S =
N−1
∑
n=1
an+aN[1+O(¯ δN] ∼ =
N
∑
n=1
an ; ¯ δN :=
aN+1
aN
; (7.35)
but the quantity ¯ δN is treated as (in fact, it is assumed to be) a measure of the truncation error. This approach is
very simple, but it has an important disadvantage, which may be illustrated using a simple example considered in
Subsec.6.1 (an = xn ; 0 < x < xmax < 1). In this case ¯ δN = xmax (in the whole region 0 < x < xmax < 1) and it is
independent of N (!), whereas the exact error of truncation at the level N (in the whole region) is [see Eq.(6.19)1]
δ0
N = xN
max. Therefore ¯ δN has a correct value for N = 1 only, and is overestimated for higher N; one may draw similar
conclusion when determining xmax for assumed N and O∗. Thus, in general the quantity ¯ δN is rather a doubtful
measure of truncation error.
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Appendix A.Truncation at the level N < no
In order to estimate the errors of truncation of the considered series at the level N < no it is convenient to divide
up the series S in the following ways:
(A1) S = s+S′ ; s :=
no−1
∑
n=1
an ; S′ :=
∞
∑
n=no
an ;
(A2) s = sN +rN ; sN :=
N
∑
n=1
an ; rN :=
no−1
∑
n=N+1
an ;
(A3) S = sN +RN ; RN = rN +S′ :
Since
(A4) |RN| = |rN +S′| = |rN +ano +R′
no| ≤
 
   
 rN +ano +
1
1− p
ano+1
 
   
  ;
where
(A5) S′ = ano +R′
no ; R′
no =
∞
∑
n=nno
an ;
and Ineq.(3.6) was used, and
(A6) |S| = |s+S′| = |sN +rn+S′| ≥ |sN +rN| = |s| ;
therefore the error of truncation of the considered series at the level N ≤ no with an accuracy of O∗ may be estimated
as follows [cf. Ineq.(4.8) and (4.9)]:
(A7) δ0
N =
|RN|
|S|
=
|RN|
|s+S′|
≤ δ′
N =
|RN|
|s|
≤ δ′′
N =
 
   
 rN +ano +
1
1− p
ano+1
 
 
   
|s|
≤ O∗ :
Appendix B. Comments on sign-varying series
The presented criteria can also be applied to a more general (converging) series containing positive and negative
terms (sign-varying series). In such a case the absolute value |:::| of suitable quantities should be used, and the
following inequality has to be applied: |∑an| ≤ ∑|an| . However, the presented criteria may be applied to an absolute
converging series only, and they may be less (and sometimes insufﬁciently) accurate.
In this context a special comment should be given on the (converging) Leibniz type series, which are understood as
sign-alternating series of the form:
(B1) LS =
∞
∑
n=1
(−1)k+1ak ; ak > ak+1 > 0 :
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The error of truncation of such series can be estimated immediately in a simple way. In the case of truncation at the
level N = 2j−1, the remaining part is
(B2) RN=2j−1 = LS−LSN=2j−1 = −a2j +(a2j+1−a2j+2)+(a2j+3−a2j+4)+:::
so the absolute error of truncation at the level N = 2j−1 is
(B3) ∆0
2j−1 = |R2j−1| = a2j −(a2j+1−a2j+2)−(a2j+3−a2j+4)−::: ≤ a2j :
In the case of truncation at the level N = 2j, the remaining part is
(B4) RN=2j = LS−LSN=2j = a2j+1−(a2j+2−a2j+3)−(a2j+4−a2j+5)−:::
so the absolute error of truncation at the level N = 2j is
(B5) ∆0
2j = RN=2j = a2j+1−(a2j+2−a2j+3)−(a2j+4−a2j+5)−::: ≤ a2j+1 ;
and in general case the absolute error of truncation at the level N may be estimated as (cf.[5])
(B6) ∆0
N = |RN| ≤ aN+1 :
On the other hand, assuming the series (B1) to be absolutely converging with terms an regressively decreasing, esti-
mating it by the series of the form given by Eq.(1.1) and applying the criteria presented above to the later series, one
obtains the following estimation of the absolute error of truncation:
(B7) ∆N ≤
1
1− p
aN+1 :
Comparing Ineqs.(B6) and (B7) it can be concluded that in the case of a Leibniz type series the presented criteria give
a less accurate estimation of truncation errors as compared to simpler criteria following from immediate estimation
using suitable properties of Leibniz type series, but the difference is small if the parameter p is small. However, the
assumptions of absolute convergence and regressive decreasing of the series terms [see Ineq.(1.1)3] are additional
disadvantages of the presented criteria as applied to Leibniz type series. Thus, the presented criteria as applicable to
Leibniz type series may be sometimes useless.
References
[1] H. S. Carlslaw, J. C. Jaeger, Conduction of Heat in Solids 2-nd ed., Clarendon Press, Oxford, (1989).
[2] A. V. Luikov, Analytical Heat Diffusion Theory, Academic Press, N.Y. (1968) (translation from Russian edition).
[3] K. Knopp, Szeregi niesko´ nczone, PWN, Warszawa (1956), Ch.VIII, §34, Sec.B, p.277 [Polish translation from 4-
th German edition, Theorie und Anwendung der unendlichen Reihen; there exists also English translation, Theory
and application of inﬁnite series].
[4] Z. Płochocki , A. Mioduchowski, An idea of thin thermal mirror. I. Mirror created by a heat pulse, Arch.Mech.
49, No 1 (1997) 77-101; II. Mirror created by a constant heat ﬂux, Arch.Mech. 50, No 2 (1998) 219-246.
[5] W. I. Smirnov, Kurs wysˆ sej matiematiki (Course of higher mathematics), Vol.I, OGIZ Gostiekhizdat, Lenigrad-
Moskwa (1948), Ch.IV, §1, Sec.123, p.299 (in Russian).
International Scientiﬁc Publications and Consulting Services