The situation under consideratlon 1s that of a given Discrete Event System (DES), whose behavior has to be modified by means of a feedback control (named Supervisor) in order to achieve a given set of requirements that the initial DES did not satisfy. To do so, the DES is modeled as a Hierarchical Finite State Machine (HFSM). Further, instead of translating the HFSM to ordinary state machines and using classical synthesis tools on the resulting FSM, we here present algorithms that solve the Supervisory Control Problem (for a particular case of forbidden state avoidance problem) as well as the Optimal Control Problem without expanding the HFSM.
Introduction
The theory of automatic supervisor synthesis of DES has been the subject of numerous studies since the beginning of the So's (see e.g. 171). Given a plant (P) and a specification of the expected behavior (S), the control of the plant is performed by inhibiting some events belonging to a set of controlled events while the other events cannot be prevented from occurring (they are said to be uncontrollable) in such a way that the behavior of the controlled plant is included in (S).
In many cases, Finite State Machine (FSMs) are the starolg point to model fragments of a system, which usually consists of the composition of many different sub-systems. Each of these subsystems consists of different subsystems.. Further, the standard way of applying the supervisor synthesis methodology to hierarchical state machines is by translating them to ordinary state machines and by using classical synthesis tools on the resulting FSM. However, knowing that the synthesis algorithms are polynomial in the number of states of the systems and that the number of states of the global system grows exponentially with the number of parallel and nested sub-systems, it seems important to design algorithms that perform controller synthesis without expanding the system by taking advantage of the hierarchy of the system. Some techniques based on model aggregation methods [lo] have been proposed to deal with hierarchical control problems. However, in this paper, we are more interested in applying existing techniques to a multi-level hierarchy model. The notion of Hierarchical state machines was first popularized by ' where K, represents the top level of the HFSM. At an intermediate level, the structure K, can be seen as an FSM, in which states can be either ordinary states or super-states b which are constituted by a set of structures NMing in pardlel. Based on this model, we define algorithms that solves the Non-Blocking Supervisory Control Problem for the case of the invariance as well as the Optimal Control problem without expanding the HFSM. The result is an HFSM that has the same behavior as the one that would have been obtained by expanding the HFSM and by applying the classical algorithm on the resulting FSM.
Preliminaries
The basic structures considered are Finite State Machines (FSMs) defined by a 5-mple G = (E, X , X., zf,6), where C is a finite alphabet. X is a finite set of states, X , & X is the set of initial states, whereas zf is the final (marked) state, 6 : C x X 3 X is a p h a l transition function. The notation 6(a,x)! means that 6(u,z) is defined, i.e., there is a transition labeled by an event U out of state x in machine G. Likewise, 6(s,x) denotes the state reached by taking the sequence of events defined by trace s from state x in machine G. 6(z) denotes the active event set of x. Similarly, 6-l(2) denotes the set of events that lead to 2. -The behavior of the system is described by a pair of languages L(G) C C' and Lm(G), L(G) is the language generated by G. Similarly, Lm(G) corresponds to the marked behavior of the FSM G, i.e., the set of trajectories of the system ending in xf. An FSM G is said to be blocking if L(G) # Lm(G) and nonblocking if L(G) = m, where fs denotes the prefix closure of the language K. It can be shown [31 that G is nonblocking whenever it is trim with respect to X, and zf (i.e., all the states of G are reachable from X, and co-reachable to zf). We now introduce the notion of suhmachmes [3] . Definition1 A F S M H = (CH,XH,XH.,,Z~,~H) isasub-
In the sequel, we will denote by G(z,z') the trim submachine of G initialized in state z E X and ending in z' (or simply G(z) when the final state is 21). We now define the asynchronous product of two FSMs. This operation will be intensively used in the sequel to combine the different FSMs involved in the specification of the plant we want to control. In order to be able to perform control on an HFSM, we need to make some assumptions on it. 
Definition 2 Consider rwo
such that C I Z = C1 U Cz, X I Z = X I x XZ,
j isapanitionofS;'(b).
This assumption ensures that each event leading to b is taken into account, and that there is a unique tuple of initial states that has a as input event (i.e. entering the super-state is deterministic). 
{hdl)
This assumption ensures that a structure can not be in parallel with itself. From a control point of view, it means that it will be possible to use exactly one supervisor in order to control a StructuE. The result is an FSM, denoted by Kr. Such an FSM is called the expanded structure of Ki. We denote by K F the expanded structure of K (it is equal to E:). One can remark that the behavior of K is equal to L ( K F ) .
Sub-behavior of a n HFSM. In the sequel, we wish to apply some control to the original system K in order to ensure a given control objective. In other words, we wish to reduce the system K to a particular behavior. This leads us to define the two following notions of a submachine of an HFSM. Note that, in general, some structures of 31 may he useless (i.e. they are no more associated to a super-state).
In some situation, it will he useful to reduce an HFSM to a particular level (i.e. considering a structure Ki of K as the new root of the HFSM). 
Supervisory Control Problem of HFSM
The idea of the Supervisory convol theory is that the plant models the uncontrolled behavior, which is not fully satisfactory and must be "restricted" by means of a controller called a supervisor [7] . However, not all but only a part of the events 
. the alphabets C, can be partitioned as Ci = C c U Xixa, where E,. and .Xivc represent the set of controllable events and the set of uncontrollahle events.
4.1
Review of the Supervisory Control Problem for FSM Assume a plant G is given and modeled as an FSM and a set of states E, we recall how to synthesize a supervisor that will ensure the reachahility of the final state while remaining in E. Knowing that some events are uncontrollable, we fint recall the definition of contmllable submachine [7] . Let us now present a result that will be useful in the HFSM framework. First we need the following lemma. (2) The Supervisory Control Problem. In the sequel, we wish to apply some control to the original system K in order to avoid a set of forbidden states, while preserving the reach- Further in the algorithm (step 2 (2)). we remove from H I , the forbidden states corresponding to the structure K 1 (i.e. the set of state E l ) and we compute its greatest controllable submachine. This shows the following theorem: Theorem1 LetK = ( ( K t , ..., K , ) , R ) b e a n H F S M a n d E = (Ej)j>l be a set of atomic forbidden states. Let K' be the expandedsrructure of K and EF be the corresponding setofforbidden configurations. Then, ( K C T ) F = (KF)T.
One can remark that, in order to compute the supervisors, the previous algorithm never expands the HFSM and computes exactly once each controlled structure Ki, and that even if Ki appears in different contexts (i.e. as structure of different super-states), thus reducing the complexity and avoiding the state space explosion. This constitutes one of the main difference with the work of 121, where there is no notion of reusability and no notion of "local" supervisor as in our framework (however, they can handle more complex objectives).
The Optimal Control Problem
The aim of the optimal control is to generate a controller which constrains the system to a desired behavior according to quantitative and qualitative aspects. This is performed by the addition of quantitative measures in the form of cost functions to capture the fact that some legal behaviors are better than others. In this section, we present bow the work of [SI can be applied to OUT model. Compared to [9], we then adopt a multi-level hierarchy model, whereas the "hierarchical optimal control" in [9] is based on model aggregation methods.
In this section, we recall some results for the optimal control of FSM (with a unique initial state) that can be found in [SI. In order to take into account the numerical aspect of the optimal control problem, two cost values are associated to each event of E. To this effect, we introduce an occurrence cost function c. : C -+ R+ and a control cost function cc : C + {O, w}.
The control cost function is used to encode the status of the events. The control cost function is infinity for events in The cost functions are then used to introduce a cost on the trajectories of a submachine H of G (note that in [SI, the control cost function is not trivial). We introduce C Z ( H , z) as the set of disabled events at state z for the system to remain in submachine H of G as well as X ( s , z ) the set of states crossed on the way when traversing S.
Definition 11 Let H be a submachine of G and C,,,(H) be the marked language generated by H . then In particular, an optimal solution H G(zo) is an optimal submachine of the plant G and represents a solution of the optimal control problem, which in general has more than one solution. For such a submachine H , c ( H ) represents the optimal cost (in fact, the worst inevitable cost) necessary to reach z j from 20. It means that a submachine with a lower cost could not ensure the accessibility of zf from zo. The next theorem ([SI) gives necessary and sufficient conditions for the existence of optimal submachines. We now introduce the notion of DP-Optimal submachines.
is optimal and for all 2' E X H , H ( z ' ) is an optimal submachine of G(z').
If a particular DP-Optimal FSM includes all other DPOptimal FSMs as submachines, then we call it the nuuimal DP-Optimal submacliine. Its existence is given by the following theorem ([SI). given an FSM G with a unique final state, constructs t h e mimal DP-Optimal submachine.
4.3.2
The optimal control of asynchronous FSMs: Given two FSMs GI and Gz, the purpose of this section is to show that whenever there exist two (DP-)optimal submachines H I and Ha of GI and G z , then H I 11 H2 is also (DP-)optimal w.r.t. GI I/ G z . In the first part of this section, we will consider FSMs with only one initial state as carried out in 181. First, we need to introduce the following techmcal lemmas: Lemma 3 Let G; and G; be submachines of GI and G2. then c(G: 11 G;) = c ( G ; ) + c(G;).
0
Note that this lemma is true only because we consider the special case, where the control cost function is trivial (i.e. either equal to 0 or w).
Using the previous results, we are now able to prove the following property:
Proposition 5 IfH1 and Hz are optimal submachines of GI andG2, then H I 11 HZ isan optimalsubmachirleofG1 11 G z .
The result is still valid when dealing with DP-Optimality
So far, we were interested in composing FSMs having only one initial state. Knowing that the structures of the HFSMs have several initial states, we need to extend these results to FSMs having this property. c ( H ) = sup @(zoa,H,s).
8ECrn(H)
Basically, the cost of a trajectory is the sum of the Occurrence costs of the events composing it. If an uncontrollable event is disabled, the cost of a trajectory becomes infinite because the second term of (3) becomes infinity. Finally, c ( H ) represents the worst case behavior possible in submachine H . We now define the optimization problem. The intuition behind this lemma is that we can replace a super-state by its corresponding optimal super-state in K, without changing the global worst case cost of the DPoptimal submachine (i.e. the result of the DP-OPT algorithm of the resulting machine is a DP-Optimal submachine of KF).
This is due to the fact that when entering a super-state b, the only way for the system to evolve out this super-state is its '@denotes the merge of two FSMs (see 181) .
final state. Hence, in order to optimize the behavior of the system, we at least need to optimize the submachine that goes from one initial state to the final state of b. Proposition 6 tells us that b p : is a good candidate for this optimization, since bopt is DP-Optimal w.1.t. l ) j E~a K j ( z q ) . Hence, it is sufficient, to first compute the costs of the super-states and then to consider them as atomic-state. To take into account their costs, we replace the cost of the events that lead to the superstates by adding to their initial cost, the corresponding cost of the super-states (computed in step 2(2)). This is exactly what we is done in Step Z(3). Further, it is sufficient to apply the DP-OPT algorithm on the new structure K ; seen as an FSM in order to obtain the result.
I -
5 Conlusions and future works In this paper, we introduced a class of DES modeled as Hierarchical Finite State machines, that can be seen as a simplified version of the STATECHARTS. Based on this model, we provided algorithms allowing the computation of non-blocking supervisors solving the forbidden state avoidance problem as well as the optimal control problem without expanding the HFSM. Moreover, the result is a collection of supervisors (one for each structure) that are generic enough to be computed only once and-work in different contexts. We are currently worlcing on control algorithms for more inuicate control objectives (transversal forbidden state problem) as well as on the extension to a model with synchronized structures (i.e. synchronization on sharedevents).
