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An Efficient Numerical Method for Forward-Backward Stochastic
Differential Equations Driven by G-Brownian motion
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Abstract. In this paper, we study the numerical method for solving forward-backward stochastic dif-
ferential equations driven by G-Brownian motion (G-FBSDEs) which correspond to fully nonlinear partial
differential equation (PDEs). First, we give an approximate conditional G-expectation and obtain feasi-
ble methods to calculate the distribution of G-Brownian motion. On this basis, some efficient numerical
schemes for G-FBSDEs are then proposed. We rigorously analyze errors of the proposed schemes and prove
the convergence results. Finally, several numerical experiments are given to demonstrate the accuracy of our
method.
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1 Introduction
Motivated by problems of model uncertainties in statistics, measures of risk, and superhedging in finance,
Peng (2006) introduced a time-consistent fully nonlinear expectation, called G-expectation [21–23]. Under G-
expectation framework, a new notion of G-normal distribution was introduced, which is the limit distribution
corresponding to the central limit theorem. The notion of G-normal distribution plays the same important
role in the theory of sublinear expectation as that of normal distribution in the classic probability theory.
Based on it, G-Brownian motion as well as the corresponding stochastic calculus of Itoˆ’s type have been
established.
In this paper, we study the feasible numerical schemes for the following forward-backward stochastic
differential equation driven by G-Brownian motion (G-FBSDE for short, we always use Einstein convention):
dXt = b (t,Xt) dt+ hij (t,Xt) d〈Bi, Bj〉t + σ (t,Xt) dBt, X0 = x0 ∈ Rn,
−dYt = f (t,Xt, Yt, Zt) dt+ gij (t,Xt, Yt, Zt) d〈Bi, Bj〉t − ZtdBt − dKt,
YT = φ (XT ) ,
(1.1)
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where Bt = (B
1
t , . . . , B
d
t )
> is a d-dimensional G-Brownian motion defined in the G-expectation space
(ΩT , L
1
G(ΩT ), Eˆ), K is a decreasing G-martingale, b, hij : [0, T ] × Rn → Rn, σ : [0, T ] × Rn → Rn×d,
φ : Rn → R, f, gij : [0, T ] × Rn × R× Rd → R are deterministic functions, and hij = hji, gij = gji, for
1 ≤ i, j ≤ d. The first equation in (1.1) is the stochastic differential equation driven by G-Brownian motion
(G-SDE), and the second equation is the backward stochastic differential equation driven by G-Brownian
motion (G-BSDE).
Under standard conditions on b, hij , σ, f, gij and φ, Hu et al. [15] proved the existence and uniqueness
of the solution for G-FBSDEs. Moreover, they [16] studied nonlinear Feynman-Kac formula under the
framework of G-expectation (see Theorem 2.12), which built the relationship between G-FBSDEs and the
fully nonlinear partial differential equations (PDEs). In addition, Cheridito et al. [5] and Soner, Touzi and
Zhang [25] developed a new type of fully nonlinear FBSDEs, called the 2FBSDEs, which is also associated
with the nonlinear PDEs. Tremendous efforts have been made on the numerical computing of FBSDEs or
2FBSDEs (see, e.g., [1–4, 6, 8–12, 17, 19, 20, 24, 27–31] and references therein), but little seems to be known
about the numerical results for G-FBSDEs. There are some obstacles in developing numerical schemes for
G-FBSDEs. On the one hand, there is no density representation for G-normal distributed, and the classical
numerical integration methods are no longer applicable. On the other hand, owing to the sublinear nature
of G-expectation, many conclusions under linear expectation can not be extended to G-expectation, which
increases the difficulty of theoretical analysis.
For the first obstacle, inspired by the G-expectation representation (see Theorem 2.10), we give an
approximate conditional G-expectation, which leads to feasible methods to calculate the distribution of G-
Brownian motion, including the trinomial tree rule and the Gauss-Hermite quadrature rule. On this basis,
some efficient numerical schemes for solving G-FBSDEs are proposed. For the second obstacle, using the
property of G-expectation, we rigorously analyze errors of the proposed method and prove the convergence
of our schemes. Some examples are given to numerically demonstrate the accuracy of the proposed method.
To the best of our knowledge, this is the first attempt to design numerical schemes for G-FBSDEs.
The paper is organized as follow. In Section 2, we recall some basic notations and results for stochastic
calculus under G-framework. In Section 3, we derive two reference equations that will be used for numerical
discretization. Based on the reference equations, we propose numerical schemes for G-FBSDEs in Section 4.
In Section 5, we rigorously analyze errors of the proposed schemes and give the convergence rate. In Section
6, we extend our results to the case of multi-dimensional Brownian motion. Finally, various numerical
examples illustrate the performance of our schemes in Section 7.
2 Preliminaries
The main purpose of this section is to recall some basic notions and results of G-Expectation, G-Brownian
motion and G-BSDEs, which are needed in the sequel. More details can refer to [21–23] and references
therein.
Definition 2.1 Let Ω be a given set and let H be a linear space of real valued functions defined on Ω,
satisfies c ∈ H for each constant c and |X| ∈ H if X ∈ H. H is considered as the space of random variables.
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A functional Eˆ: H → R is called a sublinear expectation: if for all X,Y ∈ H, it satisfies the following
properties:
(a) Monotonicity: If X ≥ Y then Eˆ [X] ≥ Eˆ [Y ] ;
(b) Constant preservation: Eˆ [c] = c;
(c) Sub-additivity: Eˆ [X + Y ] ≤ Eˆ [X] + Eˆ [Y ] ;
(d) Positive homogeneity: Eˆ [λX] = λEˆ [X] for each λ > 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space. From the definition of the sublinear expec-
tation Eˆ, the following results can be easily obtained.
Proposition 2.2 For X,Y ∈ H, we have
(a) If Eˆ [X] = −Eˆ [−X], then Eˆ [X + Y ] = Eˆ [X] + Eˆ [Y ] ;
(b) |Eˆ [X]− Eˆ [Y ] | ≤ Eˆ [|X − Y |] ,i.e. |Eˆ [X]− Eˆ [Y ] | ≤ Eˆ [X − Y ] ∨ Eˆ [Y −X] ;
(c) Eˆ [|XY |] ≤ (Eˆ [|X|p])1/p · (Eˆ [|Y |q])1/q, for 1 ≤ p, q <∞ with 1p + 1q = 1.
Definition 2.3 Let X1 and X2 be two n-dimensional random vectors defined respectively in sublinear ex-
pectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They are called identically distributed, denoted by X1 d= X2,
if Eˆ1 [ϕ(X1)] = Eˆ2 [ϕ(X2)], for all ϕ ∈ Cb,Lip(Rn), the space of bounded Lipschitz continuous functions on
Rn.
Definition 2.4 In a sublinear expectation space (Ω,H, Eˆ), a random vector Y = (Y1,...,Yn), Yi ∈ H, is said
to be independent from another random vector X = (X1,...,Xm), Xi ∈ H under Eˆ [·], denoted by Y ⊥ X, if
for every test function ϕ ∈ Cb,Lip(Rm × Rn) we have Eˆ [ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Definition 2.5 A d-dimensional random vector X = (X1,...,Xd) in a sublinear expectation space (Ω,H, Eˆ)
is called G-normal distributed if for each a, b ≥ 0 we have
aX + bX¯ =
√
a2 + b2X,
where X¯ is an independent copy of X, G : S(d)→ R denotes the function
G (A) :=
1
2
Eˆ[ 〈AX,X〉], A ∈ S(d),
where S(d) denotes the collection of d × d symmetric matrices. We assume that G is non-degenerate, i.e.,
there exist some constants 0 < σ2 ≤ σ¯2 < ∞ such that 12σ2tr[A − B] ≤ G(A) − G(B) ≤ 12 σ¯2tr[A − B] for
A ≥ B. Then there exists a bounded and closed subset Σ ⊂ S+(d) such that
G (A) =
1
2
sup
Q∈Σ
tr[QA].
where S+(d) denotes the collection of nonnegative definite elements in S(d).
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Next, we give definitions of G-Brownian motion, G-expectation and conditional G-expectation.
Definition 2.6 Let ΩT = C0([0, T ];Rd), the space of real valued continuous functions on [0, T ] with ω0 = 0,
be endowed with the supremum norm. Set
Lip(ΩT ) = {ϕ(Bt1 , . . . , Btn) : n ≥ 1, t1, . . . , tn ∈ [0, T ], ϕ ∈ Cb,Lip(Rd×n)}.
G-expectation on (ΩT , Lip(ΩT )) is a sublinear expectation defined by
Eˆ[X] = E˜[ϕ(
√
t1 − t0ξ1, . . . ,
√
tn − tn−1ξn)],
for all X = ϕ(Bt1 − Bt0 , . . . , Btn − Btn−1), Bt(ω) = ωt, where ξ1, . . . , ξn are identically distributed d-
dimensional G-normal distributed random vectors in a sublinear expectation space (Ω˜, H˜, E˜) such that ξi+1
is independent from (ξ1, . . . , ξi), i = 1, . . . , n− 1. The corresponding canonical process Bt = (Bit)di=1 is called
a G-Brownian motion and (ΩT , Lip(ΩT ), Eˆ) is called a G-expectation space.
Definition 2.7 Assume that X ∈ Lip(ΩT ) has the representation X = ϕ(Bt1 −Bt0 , . . . , Btn −Btn−1). The
conditional G-expectation Eˆti of X is defined by, for some 1 ≤ i ≤ n
Eˆti [ϕ(Bt1 −Bt0 , . . . , Btn −Btn−1)] = ϕ˜(Bt1 −Bt0 , . . . , Bti −Bti−1),
where
ϕ˜(x1, . . . , xi) = Eˆti [ϕ(x1, . . . , xi, Bti+1 −Bti , . . . , Btn −Btn−1)].
Define ‖X‖p,G = (Eˆ[ |X|p ])1/p, for X ∈ Lip(ΩT ) and p ≥ 1. Then for t ∈ [0, T ], Eˆt[·] can be extended
continuously to the completion L1G(ΩT ) of Lip(ΩT ) under the norm ‖·‖1,G.
Proposition 2.8 For X ∈ Lip(ΩT ), we have
(a) Eˆt [ξ] = ξ, for ξ ∈ Lip(Ωt);
(b) Eˆt [ξX] = ξ+Eˆt [X] + ξ−Eˆt [−X] , for ξ ∈ Lip(Ωt);
(c) Eˆs[Eˆt [X]] = Eˆs [X] , for s ≤ t;
(d) Eˆ[Eˆt [X]] = Eˆ [X] .
Define M0G(0, T ) = {
∑N−1
j=0 ξj(ω)I[tj ,tj+1)(t) : 0 = t0 < · · · < tN = T, ξj ∈ Lip(Ωtj )}. For p ≥ 1 and
η ∈ M0G(0, T ), let ‖η‖MpG = (Eˆ[
∫ T
0
|ηs|p ds])1/p and denote by MpG(0, T ) the completion of M0G(0, T ) under
‖·‖MpG . For each 1 ≤ i, j ≤ d, denote by (〈B〉t)ij := 〈B
i, Bj〉t the mutual variation process. Then we can
define Itoˆ’s integrals
∫ T
0
ξitdB
i
t and
∫ T
0
ηijt d〈Bi, Bj〉t for ξit ∈ M2G(0, T ) and ηijt ∈ M1G(0, T ), 1 ≤ i, j ≤ d. (see
[21–23]). Moreover, the following properties hold.
Proposition 2.9 For each ξt ∈ M2G(0, T ;Rd) and ηt ∈ M1G(0, T ;Rd×d), we have
(a) Eˆ
[∑d
i=1
∫ T
0
ξitdB
i
t
]
= 0,
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(b) Eˆ
[(∑d
i=1
∫ T
0
ξitdB
i
t
)2]
= Eˆ
[∑d
i,j=1
∫ T
0
ξitξ
j
t d〈Bi, Bj〉t
]
,
(c) Eˆ
[∣∣∣∑di,j=1 ∫ T0 ηijt d〈Bi, Bj〉t∣∣∣] ≤ C (G, d) Eˆ [∫ T0 |ηt| dt] ,
where C (G, d) is a constant depending on G and d.
Theorem 2.10 ([7, 13]) There exists a family of weakly compact probability measures P on (ΩT ,B (ΩT ))
such that
Eˆ [X] = sup
P∈P
EP [X] , for all X ∈ Lip(ΩT ).
P is called a set that represents Eˆ.
Remark 2.11 Denis et al. [7] gave a concrete set PM that represents Eˆ. For simplicity, we only show the
1-dimensional case. Let (Ω,F , P ) be a probability space and (Wt)t≥0 be a 1-dimensional Brownian motion
under P . Let F = {Ft}t≥0 be the augmented filtration generated by W . Denis et al. [7] proved that
PM :=
{
Pσ : Pσ = P ◦
(∫ t
0
σsdWs
)−1
, σs ∈ L2F ([0, T ] ; [σ, σ])
}
,
where L2F ([0, T ] ; [σ, σ]) is the collection of all [σ, σ]-valued F-adapted processes on the interval [0, T ] .
Let (Xt,xs , Y
t,x
s , Z
t,x
s ,K
t,x
s ), for s ∈ [t, T ] , be the solution of (1.1) starting from t with Xt = x, that is,
Xt,xs = x+
∫ s
t
b
(
r,Xt,xr
)
dr +
∫ s
t
hij
(
r,Xt,xr
)
d〈Bi, Bj〉r +
∫ s
t
σ
(
r,Xt,xr
)
dBr, (2.1)
Y t,xs = φ
(
Xt,xT
)
+
∫ T
s
f
(
r,Xt,xr , Y
t,x
r , Z
t,x
r
)
dr +
∫ T
s
gij
(
r,Xt,xr , Y
t,x
r , Z
t,x
r
)
d〈Bi, Bj〉r (2.2)
−
∫ T
s
Zt,xr dBr −
(
Kt,xT −Kt,xs
)
.
Now we introduce the following nonlinear Feynman-Kac formula.
Theorem 2.12 ([16]) Assume that the functions b, hij , σ, f, gij and φ are uniformly Lipschitz continuous
with respect to (x, y, z) and continuous with respect to t, and hij = hji and gij = gji for 1 ≤ i, j ≤ d. Let
u (t, x) := Y t,xt for (t, x) ∈ [0, T ]× Rn. Then u (t, x) is the unique solution of the following PDE:{
∂tu+ F
(
D2xu,Dxu, u, x, t
)
= 0,
u (T, x) = φ (x) ,
(2.3)
where
F
(
D2xu,Dxu, u, x, t
)
= G
(
H
(
D2xu,Dxu, u, x, t
))
+ 〈b (t, x) , Dxu〉
+ f (t, x, u, 〈σ1 (t, x) , Dxu〉 , . . . , 〈σd (t, x) , Dxu〉) ,
Hij
(
D2xu,Dxu, u, x, t
)
=
〈
D2xuσi (t, x) , σj (t, x)
〉
+ 2 〈Dxu, hij (t, x)〉
+ 2gij (t, x, u, 〈σ1 (t, x) , Dxu〉 , . . . , 〈σd (t, x) , Dxu〉) .
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Remark 2.13 By Theorem 2.12, the solution of the G-FBSDE (1.1) can be represented as
Yt = u (t,Xt) , Zt = Dxu (t,Xt)σ (t,Xt) ,
Kt =
∫ t
0
[
Dxu (s,Xs)h (s,Xs) + 〈D2xu (s,Xs)σ (s,Xs) , σ (s,Xs)〉
]
d〈B〉s
−
∫ t
0
G
(
H
(
D2xu (s,Xs) , Dxu (s,Xs) , u (s,Xs) , Xs, s
))
ds,
where Dxu = (∂x1u, . . . , ∂xnu).
3 Reference equations
We first consider the one-dimensional G-Brownian motion case. The results for the multi-dimensional G-
Brownian motion case will be given in Section 6. For the time interval [0, T ], we introduce a uniform time
partition 0 = t0 < t1 < · · · < tN = T with ∆t = tn+1 − tn = T/N . Denote ∆Bn+1 = Btn+1 − Btn ∼
N({0} ×∆tΣ) and ∆〈B〉n+1 = 〈B〉tn+1 − 〈B〉tn ∼ N(∆tΣ × {0}) with Σ = [σ2, σ2]. We use the following
Euler scheme to approximate the G-SDE (2.1):
Xn+1 = Xn + b(tn, X
n)∆t+ h(tn, X
n)∆〈B〉n+1 + σ(tn, Xn)∆Bn+1, (3.1)
and X0 = x0, for n = 0, 1, . . . , N − 1. Let (Xtn,X
n
t , Y
tn,X
n
t , Z
tn,X
n
t ,K
tn,X
n
t ), for t ∈ [tn, T ], be the solution
of (2.1) − (2.2) with (t, x) = (tn, Xn), and denote f tn,X
n
t = f(t,X
tn,X
n
t , Y
tn,X
n
t , Z
tn,X
n
t ) and g
tn,X
n
t =
g(t,Xtn,X
n
t , Y
tn,X
n
t , Z
tn,X
n
t ). Then for n = 0, 1, . . . , N − 1,
Xtn,X
n
tn+1 = X
n +
∫ tn+1
tn
b(t,Xtn,X
n
t )dt+
∫ tn+1
tn
h(t,Xtn,X
n
t )d〈B〉t +
∫ tn+1
tn
σ(t,Xtn,X
n
t )dBt, (3.2)
Y tn,X
n
tn = Y
tn,X
n
tn+1 +
∫ tn+1
tn
f tn,X
n
t dt+
∫ tn+1
tn
gtn,X
n
t d〈B〉t −
∫ tn+1
tn
Ztn,X
n
t dBt − (Ktn,X
n
tn+1 −Ktn,X
n
tn ). (3.3)
3.1 Conditional G-expectation approximation
Taking the conditional G-expectation EˆXntn [·] := Eˆ [·|Xtn = Xn] on both sides of (3.3) and noting that Kt is
a G-martingale, we have
Y tn,X
n
tn = Eˆ
Xn
tn
[
Y tn,X
n
tn+1 +
∫ tn+1
tn
f tn,X
n
t dt+
∫ tn+1
tn
gtn,X
n
t d〈B〉t
]
. (3.4)
Using the right rectangle formula in (3.4) and approximating the forward process, we obtain
Y tn,X
n
tn = Eˆ
Xn
tn
[
Y tn,X
n
tn+1 + f
tn,X
n
tn+1 ∆t+ g
tn,X
n
tn+1 ∆〈B〉n+1
]
+ Rˆny1 , (3.5)
= EˆX
n
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
+ Rˆny1 + Rˆ
n
y2 ,
where
Rˆny1 = Eˆ
Xn
tn
[
Y tn,X
n
tn+1 +
∫ tn+1
tn
f tn,X
n
t dt+
∫ tn+1
tn
gtn,X
n
t d〈B〉t
]
(3.6)
− EˆXntn
[
Y tn,X
n
tn+1 + f
tn,X
n
tn+1 ∆t+ g
tn,X
n
tn+1 ∆〈B〉n+1
]
,
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and
Rˆny2 = Eˆ
Xn
tn
[
Y tn,X
n
tn+1 + f
tn,X
n
tn+1 ∆t+ g
tn,X
n
tn+1 ∆〈B〉n+1
]
(3.7)
− EˆXntn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
.
For any η ∈ L1G(ΩT ), define the approximate conditional G-expectation E˜X
n
tn [η] by
E˜X
n
tn [η] := sup
σ∈{σ,σ}
Eσ,X
n
tn [η] := sup
σ∈{σ,σ}
EPσ [η|Xtn = Xn] , (3.8)
where G-Brownian motion Bt under P
σ ∈ PM is a classical Brownian motion with zero mean and variance
σ2t, and σ is the uncertainty parameter. Then we have
Y tn,X
n
tn = E˜
Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
+ R˜ny , (3.9)
where R˜ny = Rˆ
n
y1 + Rˆ
n
y2 + R˜
n
y3 , with
R˜ny3 = Eˆ
Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
(3.10)
− E˜Xntn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
.
Now let us multiply both sides of (3.3) by ∆Bn+1 and take the conditional mathematical expectation
Eσ,X
n
tn [·], for any σ ∈ {σ, σ}, then we obtain
Eσ,X
n
tn
[∫ tn+1
tn
Ztn,X
n
t dBt∆Bn+1
]
= Eσ,X
n
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
+Rn,σz1 +R
n,σ
z2 , (3.11)
where
Rn,σz1 = E
σ,Xn
tn
[∫ tn+1
tn
f tn,X
n
t dt∆Bn+1 +
∫ tn+1
tn
gtn,X
n
t d〈B〉t∆Bn+1
]
(3.12)
− Eσ,Xntn
[
(Ktn,X
n
tn+1 −Ktn,X
n
tn )∆Bn+1
]
,
Rn,σz2 = E
σ,Xn
tn
[
Y tn,X
n
tn+1 ∆Bn+1
]
− Eσ,Xntn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
. (3.13)
Noting that Bt ∼ N(0, σ2t) under Eσ, by the Itoˆ isometry formula, we have
Eσ,X
n
tn
[∫ tn+1
tn
Ztn,X
n
t dBt∆Bn+1
]
= σ2Eσ,X
n
tn
[∫ tn+1
tn
Ztn,X
n
t dt
]
. (3.14)
Combining (3.11) and (3.14), for σ ∈ {σ, σ}, we have
σ2∆tZtn,X
n
tn = E
σ,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
+ R˜n,σz , (3.15)
where R˜n,σz = R
n,σ
z1 +R
n,σ
z2 −Rn,σz3 and
Rn,σz3 = σ
2Eσ,X
n
tn
[∫ tn+1
tn
Ztn,X
n
t dt
]
− σ2∆tZtn,Xntn . (3.16)
Thus we obtain
Y tn,X
n
tn = E˜
Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
+ R˜ny , (3.17)
σ2∆tZtn,X
n
tn = E
σ,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
+ R˜n,σz , (3.18)
for any σ ∈ {σ, σ}.
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3.2 Trinomial tree rule
Notice that Y
tn+1,X
n+1
tn+1 , f
tn+1,X
n+1
tn+1 , g
tn+1,X
n+1
tn+1 ∆〈B〉n+1 and Y
tn+1,X
n+1
tn+1 ∆Bn+1 in (3.17) and (3.18) are func-
tions of Xn+1, ∆Bn+1 and ∆〈B〉n+1. For a function ϕ : Rn×R× R→ R, denote ϕtn+1 = ϕ(Xn+1,∆Bn+1,
∆〈B〉n+1), we define the following trinomial tree rule to approximate E˜Xntn [ϕtn+1 ]:
E˜TR,X
n
tn
[
ϕtn+1
]
:= sup
σ∈{σ,σ}
ETR,σ,X
n
tn
[
ϕtn+1
]
:= sup
σ∈{σ,σ}
3∑
i=1
ωσi ϕ˜
(
Xn,
√
∆tqi,∆tq
2
i
)
, (3.19)
where ϕ˜ (x, y, z) = ϕ (x+ b(tn, x)∆t+ σ(tn, x)y + h(tn, x)z, y, z) and
q1 = −1, ωσ1 = σ2/2;
q2 = 0, ω
σ
2 = 1− σ2;
q3 = 1, ω
σ
3 = σ
2/2.
(3.20)
More precisely, we define the associated discrete sublinear expectation
E˜TR [ϕt0 ] = ϕt0 , E˜TR
[
ϕtn+1
]
= E˜TR,x0t0
[
E˜TR,X
1
t1
[
· · · E˜TR,Xntn [ϕtn+1 ]
]]
. (3.21)
Remark 3.1 We can check that
3∑
i=1
ωσi = 1,
3∑
i=1
ωσi qi = 0,
3∑
i=1
ωσi q
2
i = σ
2.
The following properties are easy to prove.
Proposition 3.2 Assume that ϕtn+1 = ϕ
(
Xn+1,∆Bn+1,∆〈B〉n+1
)
. Then
(a) E˜TR
[
E˜TR,X
n
tn
[
ϕtn+1
]]
= E˜TR
[
ϕtn+1
]
;
(b)
∣∣∣ETR,σ,Xntn [ϕtn+1]∣∣∣2 ≤ ETR,σ,Xntn [|ϕtn+1 |2] ;
(c)
∣∣∣ETR,σ,Xntn [ϕtn+1∆Bn+1]∣∣∣2 ≤ (ETR,σ,Xntn [|ϕtn+1 |2]− ∣∣∣ETR,σ,Xntn [ϕtn+1]∣∣∣2)σ2∆t.
From the definitions of E˜TR,X
n
tn [·] and ETR,σ,X
n
tn [·], we have the following approximations:
E˜X
n
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
(3.22)
= E˜TR,X
n
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
+RT,ny ,
and
Eσ,X
n
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
= ETR,σ,X
n
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
+RT,n,σz , (3.23)
where the errors
RT,ny = E˜X
n
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
(3.24)
− E˜TR,Xntn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
,
RT,n,σz = E
σ,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
− ETR,σ,Xntn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
. (3.25)
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Based on (3.17), (3.18), (3.22) and (3.23), for σ ∈ {σ, σ}, we obtain the following reference equations
Y tn,X
n
tn = E˜
TR,Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
+ R˜ny +R
T,n
y , (3.26)
σ2∆tZtn,X
n
tn = E
TR,σ,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
+ R˜n,σz +R
T,n,σ
z . (3.27)
4 Numerical schemes for G-FBSDEs
Let Y n and Zn be the numerical approximations for the solutions Yt and Zt of the G-FBSDE (1.1) at time
tn, respectively, and denote f
n+1 = f(tn+1, X
n+1, Y n+1, Zn+1), gn+1 = g(tn+1, X
n+1, Y n+1, Zn+1). Based
on the equations (3.26)− (3.27), we propose the following numerical scheme for solving the G-FBSDE (1.1):
Scheme 1 Given random variables Y N and ZN , for n = N−1, . . . , 0 and σ ∈ {σ, σ}, solve random variables
Y n = Y n (Xn) and Zn = Zn (Xn) from
Y n = E˜TR,X
n
tn
[
Y n+1 + fn+1∆t+ gn+1∆〈B〉n+1
]
, (4.1)
Zn = ETR,σ,X
n
tn
[
Y n+1∆Bn+1
]
/σ2∆t, (4.2)
with
Xn+1 = Xn + b(tn, X
n)∆t+ h(tn, X
n)∆〈B〉n+1 + σ(tn, Xn)∆Bn+1. (4.3)
Assume E˜TR,X
n
tn in (4.1) reaches its maximum at E
TR,σny ,X
n
tn with the parameter σ
n
y , and σ
n
z ∈ {σ, σ} is
the parameter selected for solving Zn in (4.2). Then Scheme 1 is equivalent to the following form:
Scheme 2 Given random variables Y N and ZN , for n = N − 1, . . . , 0 and σnz ∈ {σ, σ}, solve random
variables Y n = Y n (Xn) and Zn = Zn (Xn) from
Y n = ETR,σ
n
y ,X
n
tn
[
Y n+1 + fn+1∆t+ gn+1∆〈B〉n+1
]
, (4.4)
Zn = ETR,σ
n
z ,X
n
tn
[
Y n+1∆Bn+1
]
/(σnz )
2∆t, (4.5)
with
Xn+1 = Xn + b(tn, X
n)∆t+ h(tn, X
n)∆〈B〉n+1 + σ(tn, Xn)∆Bn+1. (4.6)
5 Convergence analysis
In this section, we focus on the convergence analysis of Scheme 2. In the sequel, C represents a generic
constant which does not depend on the time partition and may be different from line to line.
For n = 0, 1, . . . , N − 1, assume that E˜TR,Xntn in (3.26) reaches its maximum at ETR,σ˜
n,Xn
tn with the
uncertainty parameter σ˜n and let σ = σ˜n in (3.27), that is,
Y tn,X
n
tn = E
TR,σ˜n,Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
+ R˜ny +R
G,n
y , (5.1)
(σ˜n)2∆tZtn,X
n
tn = E
TR,σ˜n,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆Bn+1
]
+ R˜n,σ˜
n
z +R
G,n,σ˜n
z . (5.2)
Define the related process Z˜n as follows
Z˜n = ETR,σ˜
n,Xn
tn
[
Y n+1∆Bn+1
]
/(σ˜n)2∆t. (5.3)
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5.1 A useful theorem
We now present an important theorem that will be useful in our convergence analysis.
Theorem 5.1 Let (Xtn,X
n
t , Y
tn,X
n
t , Z
tn,X
n
t )tn≤t≤T and (X
n, Y n, Zn) (n = 0, 1, . . . , N) be the solutions of
the G-FBSDEs (2.1) − (2.2) and Scheme 2, respectively, and let σnz = σny = σn. Assume that the functions
f and g are Lipschitz continuous with respect to (x, y, z). Then for sufficiently small ∆t,
E˜TR
[
|Y tn,Xntn − Y n|2 + C∆t|Ztn,X
n
tn − Zn|2
]
(5.4)
≤ eCT E˜TR
[
|Y tN ,XNtN − Y N |2 + C∆t|ZtN ,X
N
tN − ZN |2
]
+ C∆t
N−1∑
i=n
E˜TR
[
|Z˜i − Zi|2
]
+
C
∆t
N−1∑
i=n
E˜TR[|R˜iy|2 + |RG,iy |2 + |R˜iz|2 + |RG,iz |2],
n = N − 1, . . . , 1, 0, where Z˜n is defined in (5.3), R˜nz = R˜n,σ
n
z ∨ R˜n,σ˜
n
z , R
T,n
z = R
T,n,σn
z ∨ RT,n,σ˜
n
z , and
R˜ny , R
T,n
y , R˜
n,σ
z , R
T,n,σ
z , σ ∈ {σ, σ} are defined in (3.9) , (3.24) , (3.15) and (3.25), respectively.
Proof. For simplicity, we set
δYn = Y
tn,X
n
tn − Y n, δZn = Ztn,X
n
tn − Zn,
δfn = f(tn, X
n, Y tn,X
n
tn , Z
tn,X
n
tn )− f(tn, Xn, Y n, Zn),
δgn = g(tn, X
n, Y tn,X
n
tn , Z
tn,X
n
tn )− g(tn, Xn, Y n, Zn).
Step 1. We consider the case of Y n > Y tn,X
n
tn . Subtracting (5.1) from (4.4), we have
Y n − Y tn,Xntn = ETR,σ
n,Xn
tn
[
Y n+1 + fn+1∆t+ gn+1∆〈B〉n+1
]− R˜ny −RT,ny (5.5)
− ETR,σ˜n,Xntn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
.
Noting that
ETR,σ
n,Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
(5.6)
≤ ETR,σ˜n,Xntn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ g
tn+1,X
n+1
tn+1 ∆〈B〉n+1
]
,
which implies
0 < −δYn ≤ −ETR,σ
n,Xn
tn [δYn+1 + δfn+1∆t+ δgn+1∆〈B〉n+1]− R˜ny −RT,ny . (5.7)
By the Lipschitz continuity of f , g and definition of ETR,σ
n,Xn
tn , we have
|δYn| ≤
∣∣∣ETR,σn,Xntn [δYn+1]∣∣∣+ C∆tETR,σn,Xntn [|δYn+1|+ |δZn+1|] + |R˜ny |+ |RT,ny |. (5.8)
Taking square on both side of (5.8) and using the inequalities (a+ b)2 ≤ (1 + γ∆t)a2 + (1 + 1γ∆t )b2, γ > 0,
we deduce
|δYn|2 ≤ (1 + γ∆t)
∣∣∣ETR,σn,Xntn [δYn+1]∣∣∣2 (5.9)
+ C(1 +
1
γ∆t
) (∆t)
2 ETR,σ
n,Xn
tn
[
|δYn+1|2 + |δZn+1|2
]
+ C(1 +
1
γ∆t
)
(
|R˜ny |2 + |RT,ny |2
)
.
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Let σ = σn in (3.27). Combining this with (4.5), we obtain
(σn)2δZn∆t = ETR,σ
n,Xn
tn [δYn+1∆Bn+1] + R˜
n,σn
z +R
T,n,σn
z . (5.10)
Taking the square of both sides of (5.10), by Proposition 3.2, we can deduce
(σn)2
C
∆t |δZn|2 ≤ ETR,σ
n,Xn
tn
[|δYn+1|2]− ∣∣∣ETR,σn,Xntn [δYn+1]∣∣∣2 (5.11)
+
C
∆t
(
|R˜n,σnz |2 + |RT,n,σ
n
z |2
)
.
Putting together (5.9) and (5.11), we get
|δYn|2 + σ
2
C
∆t |δZn|2 ≤ (1 + γ∆t)ETR,σ
n,Xn
tn
[|δYn+1|2]
+ (1 + γ∆t)
C∆t
γ
ETR,σ
n,Xn
tn
[
|δYn+1|2 + |δZn+1|2
]
+
C
∆t
(
|R˜ny |2 + |RT,ny |2 + |R˜n,σ
n
z |2 + |RT,n,σ
n
z |2
)
≤ (1 + C∆t)ETR,σn,Xntn
[
|δYn+1|2 + σ
2
C
∆t |δZn+1|2
]
+
C
∆t
(
|R˜ny |2 + |RT,ny |2 + |R˜n,σ
n
z |2 + |RT,n,σ
n
z |2
)
,
where we have chosen γ = C2/σ2. It yields that
|δYn|2 + C∆t |δZn|2 ≤ (1 + C∆t)ETR,σ
n,Xn
tn
[
|δYn+1|2 + C∆t |δZn+1|2
]
(5.12)
+
C
∆t
(
|R˜ny |2 + |RT,ny |2 + |R˜n,σ
n
z |2 + |RT,n,σ
n
z |2
)
.
Step 2. We consider the case of Y tn,X
n
tn ≥ Y n. Subtracting (4.4) from (5.1) and noting that
ETR,σ˜
n,Xn
tn [Yn+1 + fn+1∆t+ gn+1∆〈B〉n+1] (5.13)
≤ ETR,σn,Xntn [Yn+1 + fn+1∆t+ gn+1∆〈B〉n+1] ,
it follows that
δYn ≤ ETR,σ˜
n,Xn
tn [δYn+1 + δfn+1∆t+ δgn+1∆〈B〉n+1] + R˜ny +RT,ny . (5.14)
In addition, by (4.5) and (5.2), we can see
(σ˜n)2δZn∆t = (σ˜
n)2∆t(Ztn,X
n
tn − Z˜n + Z˜n − Zn) (5.15)
= ETR,σ˜
n,Xn
tn [δYn+1∆Bn+1] + (σ˜
n)2∆t(Z˜n − Zn) + R˜n,σ˜nz +RT,n,σ˜
n
z ,
where Z˜n is given in (5.3). Based on (5.14)− (5.15), similar to the step 1, we can deduce
|δYn|2 + C∆t |δZn|2 ≤ (1 + C∆t)ETR,σ˜
n,Xn
tn
[
|δYn+1|2 + C∆t |δZn+1|2
]
(5.16)
+
C
∆t
(
|R˜ny |2 + |RT,ny |2 + |R˜n,σ˜
n
z |2 + |RT,n,σ˜
n
z |2
)
+ C∆t|Z˜n − Zn|2.
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Step 3. Combining (5.12) and (5.16), we obtain
|δYn|2 + C∆t |δZn|2 ≤ (1 + C∆t)E˜TR,X
n
tn
[
|δYn+1|2 + C∆t |δZn+1|2
]
(5.17)
+
C
∆t
(
|R˜ny |2 + |RT,ny |2 + |R˜nz |2 + |RT,nz |2
)
+ C∆t|Z˜n − Zn|2,
where R˜nz = R˜
n,σn
z ∨ R˜n,σ˜
n
z and R
T,n
z = R
T,n,σn
z ∨RT,n,σ˜
n
z . By Proposition 3.2 (a), we have
E˜TR
[
|δYn|2 + C∆t |δZn|2
]
≤ (1 + C∆t)E˜TR
[
|δYn+1|2 + C∆t |δZn+1|2
]
+
C
∆t
E˜TR
[
|R˜ny |2 + |RT,ny |2 + |R˜nz |2 + |RT,nz |2
]
+ C∆tE˜TR
[
|Z˜n − Zn|2
]
.
By using the induction method, one obtains
E˜TR
[
|δYn|2 + C∆t |δZn|2
]
≤ (1 + C∆t)N−nE˜TR
[
|δYN |2 + C∆t |δZN |2
]
+
C
∆t
N−1∑
i=n
(1 + C∆t)i−nE˜TR
[
|R˜iy|2 + |RT,iy |2 + |R˜iz|2 + |RT,iz |2
]
+ C∆t
N−1∑
i=n
(1 + C∆t)i−nE˜TR
[
|Z˜i − Zi|2
]
,
and then 5.1 is true.
5.2 Error estimates
In this section, we will prove error estimates for Scheme 2. To prove Theorem 5.3, we use the following
notations. For given constants α, β ∈ (0, 1] and Q = [0, T ]× Rn, we denote
‖u‖Cα,β(Q) = sup
x,y∈Rn,x 6=y
s,t∈[0,T ],s6=t
|u (s, x)− u (t, y)|
|s− t|a + |x− y|β
,
and
C1+α,2+βb (Q) =
{
u : ‖∂tu‖Cα,β(Q) +
∑n
i=1 ‖∂xiu‖Cα,β(Q) +
∑n
i,j=1
∥∥∥∂2xixju∥∥∥
Cα,β(Q)
<∞
}
.
Similarly, we can define C1+α,2+β,2+β,2+βb (Q). We need the following assumptions:
(A1) The functions f (t, x, y, z) , g (t, x, y, z) , b (t, x) , σ (t, x) , h (t, x) , φ (x) are uniformly Lipschitz continu-
ous with respect to (x, y, z) and Ho¨lder continuous of parameter 12 with respect to t; b, σ, h are bounded;
(A2) The function u (t, x) ∈ C1+1/2,2+1b ([0, T ]× Rn).
Remark 5.2 If f, g ∈ C1+1/2,2+1,2+1,2+1b ([0, T ]× Rn × R× R) and φ ∈ C2+1b (Rn), by Theorem 6.4.3 in
Krylov [18] (see also Theorem 4.4 in Appendix C in Peng [23]), then there exists a constant α ∈ (0, 1) such
that for each κ > 0, u ∈ C1+α/2,2+αb ([0, T − κ]× Rn).
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We state our convergence theorem here.
Theorem 5.3 Suppose (A1) − (A2) hold. Let (Xtn,Xnt , Y tn,X
n
t , Z
tn,X
n
t )tn≤t≤T be the solutions of the G-
FBSDEs (2.1)−(2.2), and (Xn, Y n, Zn) (n = 0, 1, . . . , N) be the solution to Scheme 2 with Y N = u (tN , XN)
and ZN = Dxu
(
tN , X
N
)
σ
(
tN , X
N
)
. Then for sufficiently small time step ∆t,
E˜TR
[
|Y tn,Xntn − Y n|2 + ∆t|Ztn,X
n
tn − Zn|2
]
≤ C∆t.
To prove the above theorem, we need the following Lemmas 5.4−5.8.
Lemma 5.4 The numerical scheme (4.5) for Zn is independent of the parameter σnz .
Proof. Notice that
ETR,σ
n
z ,X
n
tn
[
Y n+1∆Bn+1
]
(σnz )
2∆t
=
1
2
√
∆t
[
Y n+1
(
Xn+1(q1)
)
q1 + Y
n+1
(
Xn+1(q3)
)
q3
]
,
where
Xn+1 (qi) = X
n + b(tn, X
n)∆t+ h(tn, X
n)∆tq2i + σ(tn, X
n)
√
∆tqi,
and {qi}3i=1 is defined in (3.20), which implies the result.
Lemma 5.5 Suppose (A1)− (A2) hold. Let Rˆny1 and Rˆny2 be the truncation errors defined in (3.6) and (3.7),
respectively. Then for n = 0, 1, . . . , N − 1,
|Rˆny1 | ≤ C(∆t)
3
2 , |Rˆny2 | ≤ C(∆t)
3
2 .
Proof. 1. First, by Propositions 2.2 (b) and 2.9 (c), we have
|Rˆny1 | ≤ EˆX
n
tn
[∣∣∣∣∫ tn+1
tn
(f tn,X
n
tn+1 − f tn,X
n
t )dt+
∫ tn+1
tn
(gtn,X
n
tn+1 − gtn,X
n
t )d〈B〉t
∣∣∣∣] (5.18)
≤ EˆXntn
[∫ tn+1
tn
|f tn,Xntn+1 − f tn,X
n
t |dt
]
+ CEˆX
n
tn
[∫ tn+1
tn
|gtn,Xntn+1 − gtn,X
n
t |dt
]
.
For tn ≤ s ≤ t ≤ tn+1,
Xtn,X
n
t −Xtn,X
n
s =
∫ t
s
b(r,Xtn,X
n
r )dr +
∫ t
s
h(r,Xtn,X
n
r )d〈B〉r +
∫ t
s
σ(r,Xtn,X
n
r )dBr.
It follows from assumption (A1) and Proposition 2.9 that
EˆX
n
tn
[
|Xtn,Xnt −Xtn,X
n
s |2
]
≤ C∆t. (5.19)
Using the Lipschitz condition of f, u,Dxu and σ, by (5.19), we have
EˆX
n
tn
[
|f tn,Xntn+1 − f tn,X
n
t |2
]
≤ C
(
|tn+1 − t|+ EˆXntn
[
|Xtn,Xntn+1 −Xtn,X
n
t |2
])
≤ C∆t, (5.20)
and similarly,
EˆX
n
tn
[
|gtn,Xntn+1 − gtn,X
n
t |2
]
≤ C∆t. (5.21)
Substituting (5.20) − (5.21) into (5.18), by Cauchy-Schwarz inequality, it is easy to check that |Rˆny1 | ≤
C(∆t)
3
2 .
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2. By Proposition 2.2 (b), we have
|Rˆny2 | ≤ EˆX
n
tn
[
Mtn+1
] ∨ EˆXntn [−Mtn+1] , (5.22)
where
Mtn+1 = Y
tn,X
n
tn+1 − Y
tn+1,X
n+1
tn+1 + (f
tn,X
n
tn+1 − f
tn+1,X
n+1
tn+1 )∆t+ (g
tn,X
n
tn+1 − g
tn+1,X
n+1
tn+1 )∆〈B〉n+1
We only bound the first term on the right-hand side of (5.22), and the second term can be similarly obtained.
Define the continuous-time approximation
X˜tn,X
n
t = X
n +
∫ t
tn
b(tn, X
n)dt+
∫ t
tn
h(tn, X
n)d〈B〉t +
∫ t
tn
σ(tn, X
n)dBt,
for t ∈ [tn, tn+1]. Similar to (5.19) we have for tn ≤ s ≤ t ≤ tn+1,
EˆX
n
tn
[
|X˜tn,Xnt − X˜tn,X
n
s |2
]
≤ C∆t. (5.23)
Seeing that Y tn,X
n
tn+1 = u(tn+1, X
tn,X
n
tn+1 ) and Y
tn+1,X
n+1
tn+1 = u(tn+1, X˜
tn,X
n
tn+1 ), by G-Itoˆ’s formula and Proposi-
tion 2.9, we get
EˆX
n
tn
[
Y tn,X
n
tn+1 − Y
tn+1,X
n+1
tn+1
]
(5.24)
≤ EˆXntn
[∫ tn+1
tn
{L0u(t,Xtn,Xnt )− L˜0u(t, X˜tn,X
n
t )}dt
]
+ EˆX
n
tn
[∫ tn+1
tn
{L1u(t,Xtn,Xnt )− L˜1u(t, X˜tn,X
n
t )}d〈B〉t
]
,
where
L0 = ∂t +
n∑
i=1
bi (t,Xt) ∂xi , L
1 =
n∑
i=1
hi (t,Xt) ∂xi +
1
2
n∑
i,j=1
[σσ>]i,j (t,Xt) ∂2xixj ,
L˜0 = ∂t +
n∑
i=1
bi (tn, X
n) ∂xi , L˜
1 =
n∑
i=1
hi (tn, X
n) ∂xi +
1
2
n∑
i,j=1
[σσ>]i,j (tn, Xn) ∂2xixj .
From the definition of the operator L0 and L˜0, we can obtain
EˆX
n
tn
[∫ tn+1
tn
{L0u(t,Xtn,Xnt )− L˜0u(t, X˜tn,X
n
t )}dt
]
(5.25)
≤ EˆXntn
[∫ tn+1
tn
{∂tu(t,Xtn,X
n
t )− ∂tu(t, X˜tn,X
n
t )}dt
]
+ EˆX
n
tn
[∫ tn+1
tn
Dxu(t,X
tn,X
n
t ){b(t,Xtn,X
n
t )− b(tn, Xn)}dt
]
+ EˆX
n
tn
[∫ tn+1
tn
{Dxu(t,Xtn,X
n
t )−Dxu(t, X˜tn,X
n
t )}b(tn, Xn)dt
]
.
Under assumptions (A1)− (A2), by (5.19), (5.23) and Cauchy-Schwarz inequality, we have
EˆX
n
tn
[∫ tn+1
tn
{L0u(t,Xtn,Xnt )− L˜0u(t, X˜tn,X
n
t )}dt
]
(5.26)
≤ C
∫ tn+1
tn
{
EˆX
n
tn
[
|Xtn,Xnt −Xn|
]
+ EˆX
n
tn
[
|X˜tn,Xnt −Xn|
]}
dt
≤ C(∆t) 32 .
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In the same way above, we can obtain
EˆX
n
tn
[∫ tn+1
tn
{L1u(t,Xtn,Xnt )− L˜1u(t, X˜tn,X
n
t )}d〈B〉t
]
≤ C(∆t) 32 . (5.27)
From (5.24) , (5.26)− (5.27), we have
EˆX
n
tn
[
Y tn,X
n
tn+1 − Y
tn+1,X
n+1
tn+1
]
≤ C(∆t) 32 . (5.28)
Using the Lipschitz condition of f, g and u, we can also estimate
EˆXntn
[
(f tn,X
n
tn+1 − f
tn+1,X
n+1
tn+1 )∆t
]
≤ C(∆t) 32 , EˆXntn
[
(gtn,X
n
tn+1 − g
tn+1,X
n+1
tn+1 )∆〈B〉n+1
]
≤ C(∆t) 32 . (5.29)
Thus our conclusion follows.
Lemma 5.6 Suppose (A1)− (A2) hold. Let Rn,σz1 , Rn,σz2 and Rn,σz3 , σ ∈ {σ, σ¯} be the truncation errors defined
in (3.12),(3.13) and (3.16), respectively. Then for n = 0, 1, . . . , N − 1,
|Rn,σz1 | ≤ C(∆t)
3
2 , |Rn,σz2 | ≤ C(∆t)
3
2 , |Rn,σz3 | ≤ C(∆t)
3
2 .
Proof. Under assumptions (A1) − (A2) and Remark 2.13, the estimates of Rn,σz1 , Rn,σz2 and Rn,σz3 can be
obtained similarly to Lemma 5.5.
For given (tn, X
n), we define the following functions
ξn (x, y;X
n) = Xn + b (tn, X
n) ∆t+ σ (tn, X
n)x+ h (tn, X
n) y,
un (x, y;X
n) = u (tn+1, ξn (x, y;X
n)) ,
vn (x, y;X
n) = Dxu (tn+1, ξn (x, y;X
n))σ (tn+1, ξn (x, y;X
n)) ,
fn (x, y;X
n) = f (tn+1, ξn (x, y;X
n) , un (x, y;X
n) , vn (x, y;X
n)) ,
gn (x, y;X
n) = g (tn+1, ξn (x, y;X
n) , un (x, y;X
n) , vn (x, y;X
n)) ,
ϕn (x, y;X
n) = un (x, y;X
n) + fn (x, y;X
n) ∆t+ gn (x, y;X
n) y.
(5.30)
For convenience, we will omit Xn in the following proof, if no ambiguity arises.
Lemma 5.7 Suppose (A1)− (A2) hold. Let Rˆny3 be the error defined in (3.10). Then for n = 0, 1, . . . , N −1,
|Rˆny3 | ≤ C(∆t)
3
2 .
Proof. Noting that
ϕn (∆Bn+1,∆〈B〉n+1) d= ϕn (B∆t, 〈B〉∆t) ,
by (5.30), we can rewrite Rˆny3 as
Rˆny3 = Eˆ
Xn
tn [ϕn (B∆t, 〈B〉∆t)]− E˜X
n
tn [ϕn (B∆t, 〈B〉∆t)] . (5.31)
Applying G-Itoˆ’s formula to un (B∆t, 〈B〉∆t), we have
un (B∆t, 〈B〉∆t) = un (0, 0) +
∫ ∆t
0
∂xun (Bs, 〈B〉s) dBs
+
∫ ∆t
0
[∂yun (Bs, 〈B〉s) + 1
2
∂2xxun (Bs, 〈B〉s)]d〈B〉s.
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Noting that Eˆ [〈B〉∆t] = σ¯2∆t and −Eˆ [−〈B〉∆t] = σ2∆t, we obtain
EˆX
n
tn [ϕn (B∆t, 〈B〉∆t)] (5.32)
= ϕn (0, 0) + EˆX
n
tn
[
{gn (0, 0) + ∂yun (0, 0) + 1
2
∂2xxun (0, 0)}〈B〉∆t
]
+ En
= ϕn (0, 0) +G
(
2gn (0, 0) + 2∂yun (0, 0) + ∂
2
xxun (0, 0)
)
∆t+ En,
where
En = EˆXntn
[ ∫ ∆t
0
{∂yun (Bs, 〈B〉s) + 1
2
∂2xxun (Bs, 〈B〉s)}d〈B〉s (5.33)
+ gn (B∆t, 〈B〉∆t) 〈B〉∆t + fn (B∆t, 〈B〉∆t) ∆t
]
− fn (0, 0) ∆t
− EˆXntn
[
{gn (0, 0) + ∂yun (0, 0) + 1
2
∂2xxun (0, 0)}〈B〉∆t
]
.
By Propositions 2.2 and 2.9, we have
|En| ≤ CEˆXntn
[∫ ∆t
0
|fn(B∆t, 〈B〉∆t)− fn (0, 0)|+ |gn(B∆t, 〈B〉∆t)− gn (0, 0) |ds
]
+ CEˆX
n
tn
[∫ ∆t
0
|∂yun(Bs, 〈B〉s)− ∂yun (0, 0)| ds
]
+ CEˆX
n
tn
[∫ ∆t
0
∣∣∂2xxun(Bs, 〈B〉s)− ∂2xxun (0, 0)∣∣ ds
]
.
Under assumptions (A1)− (A2), one can check that |En| ≤ C(∆t)3/2. Thus
EˆX
n
tn [ϕn (B∆t, 〈B〉∆t)] (5.34)
= ϕn (0, 0) +G
(
2gn (0, 0) + 2∂yun (0, 0) + ∂
2
xxun (0, 0)
)
∆t+O(∆t) 32 .
Similarly, we have
E˜X
n
tn [ϕn (B∆t, 〈B〉∆t)] (5.35)
= ϕn (0, 0) + sup
σ∈{σ,σ¯}
Eσ,X
n
tn
[
{gn (0, 0) + ∂yun (0, 0) + 1
2
∂2xxun (0, 0)}〈B〉∆t
]
+ E˜n
= ϕn (0, 0) +G
(
2gn (0, 0) + 2∂yun (0, 0) + ∂
2
xxun (0, 0)
)
∆t+ E˜n,
where
E˜n = E˜Xntn
[ ∫ ∆t
0
{∂yun (Bs, 〈B〉s) + 1
2
∂2xxun (Bs, 〈B〉s)}d〈B〉s (5.36)
+ gn (B∆t, 〈B〉∆t) 〈B〉∆t + fn (B∆t, 〈B〉∆t) ∆t
]
− fn (0, 0) ∆t
− E˜Xntn
[
{gn (0, 0) + ∂yun (0, 0) + 1
2
∂2xxun (0, 0)}〈B〉∆t
]
.
By a simple computation similar to En, we have |E˜n| ≤ C(∆t)3/2. Together with (5.31) , (5.34) and (5.35),
the desired result follows.
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Lemma 5.8 Suppose (A1)− (A2) hold. Let RT,ny and RT,n,σz , σ ∈ {σ, σ¯} be the errors defined in (3.24) and
(3.25), respectively. Then for n = 0, 1, . . . , N − 1,
|RT,ny | ≤ C(∆t)
3
2 , |RT,n,σz | ≤ C(∆t)
3
2 .
Proof. By (5.30), it is easy to know
RT,ny = E˜X
n
tn [ϕn (B∆t, 〈B〉∆t)]− E˜TR,X
n
tn [ϕn (B∆t, 〈B〉∆t)] . (5.37)
Under assumptions (A1)− (A2), applying the Taylor expansion to un and using the Lipschitz condition on
fn and gn, we get
ϕn(
√
∆tqi,∆tq
2
i ) = un (0, 0) + ∂xun (0, 0)
√
∆tqi + ∂yun (0, 0) ∆tq
2
i (5.38)
+
1
2
∂2xxun (0, 0) (
√
∆tqi)
2 + fn (0, 0) ∆t
+ gn (0, 0) ∆tq
2
i +O(∆t)
3
2 .
This and Remark 3.1 yield
E˜TR,X
n
tn [ϕn (B∆t, 〈B〉∆t)] (5.39)
= ϕn (0, 0) + sup
σ∈{σ,σ}
[
{gn (0, 0) + ∂yun (0, 0) + 1
2
∂2xxun (0, 0)}σ2∆t
]
+O(∆t) 32
= ϕn (0, 0) +G
(
2gn (0, 0) + 2∂yun (0, 0) + ∂
2
xxun (0, 0)
)
∆t+O(∆t) 32 .
From (5.35) , (5.37) and (5.39), we obtain |RT,ny | ≤ C(∆t)
3
2 . Similarly, according to (3.8) and (3.19), the
estimate for RT,n,σz readily follows.
Proof of Theorem 5.3. By Lemmas 5.5−5.8, it holds that
|R˜ny |2 ≤ C(∆t)3, |RT,ny |2 ≤ C(∆t)3;
|R˜nz |2 ≤ C(∆t)3, |RT,nz |2 ≤ C(∆t)3.
Then by Theorem 5.1 and Lemma 5.4, the conclusion can be obtained.
Remark 5.9 Suppose that f, g ∈ C1+1/2,2+1,2+1,2+1b ([0, T ]× Rn × R× R) and φ ∈ C2+1b (Rn). Without
assumption (A2), for α ∈ (0, 1), we conclude that
E˜TR
[
|Y tn,Xntn − Y n|2
]
≤ C(∆t)α,
which yields Scheme 2 is of order α/2 for solving Y .
6 Multi-dimensional G-Brownian motion case
In this subsection, we extend our results to the multi-dimensional G-Brownian motion case. Let G : S(d)→ R
be a given sublinear function such that
G (A) =
1
2
sup
Q∈Σ
tr[QA],
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with the closed set Σ ⊂ S+(d), and Bt = (B1t , . . . , Bdt )> be the corresponding d-dimensional G-Brownian
motion. To derive the numerical scheme for the G-FBSDE (1.1), we use the following notations:
σ (t, x) = (σij (t, x)) , i ≤ n, j ≤ d,
h (t, x) = (hij (t, x)) , g (t, x) = (gij (t, x)) , i, j ≤ d,
∆〈B〉n+1 = (〈Bi, Bj〉tn+1 − 〈Bi, Bj〉tn), i, j ≤ d,
∆Bn+1 = (∆B
1
n+1, . . . ,∆B
d
n+1)
>, Zt = (Z1t , . . . , Z
d
t ).
For η ∈ L1G(ΩT ), define the approximate conditional G-expectation E˜X
n
tn [η] by
E˜X
n
tn [η] = sup
Q∈Σ
EQ,X
n
tn [η] = sup
Q∈Σ
EPQ [η|Xtn = Xn] , (6.1)
where PQ ∈ PM is the law of the class Brownian motion
√
QWt, and
√
Q is a square root of Q. Then the
equations (3.17)− (3.18) can be extended to
Y tn,X
n
tn = E˜
Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ 〈g
tn+1,X
n+1
tn+1 ,∆〈B〉n+1〉
]
+ R˜ny , (6.2)
Ztn,X
n
tn Q∆t = E
Q,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆B
>
n+1
]
+ R˜n,Qz , for Q ∈ Σ, (6.3)
where R˜ny is given in (3.9), R˜
n,Q
z = R
n,Q
z1 +R
n,Q
z2 −Rn,Qz3 with
Rn,Qz1 = E
Q,Xn
tn
[∫ tn+1
tn
f tn,X
n
t dt∆B
>
n+1 +
∫ tn+1
tn
(gtn,X
n
ij )td〈Bi, Bj〉t∆B>n+1
]
(6.4)
− EQ,Xntn
[
(Ktn,X
n
tn+1 −Ktn,X
n
tn )∆B
>
n+1
]
,
Rn,Qz2 = E
Q,Xn
tn
[
Y tn,X
n
tn+1 ∆B
>
n+1
]
− EQ,Xntn
[
Y
tn+1,X
n+1
tn+1 ∆B
>
n+1
]
, (6.5)
Rn,Qz3 = E
Q,Xn
tn
[∫ tn+1
tn
Ztn,X
n
t Qdt
]
− Ztn,Xntn Q∆t. (6.6)
Example 6.1 Assume that d = 2 and Q = diag
(
σ21 , σ
2
2
)
. In this case Bt =
√
QWt = (σ1W
1
t , σ2W
2
t )
>
under EQ,X
n
tn [·]. Then
EQ,X
n
tn
[
ϕ
(
∆B1n+1,∆B
2
n+1
)
∆B1n+1
]
= Eσ1,X
n
tn
[
Eσ2,X
n
tn
[
ϕ
(
x,∆B2n+1
)
x
]
x=∆B1n+1
]
.
From the trinomial tree rule (3.19), we can deduce that
ETR,Q,X
n
tn
[
ϕ (∆Bn+1) ∆B
1
n+1
]
σ21∆t
=
1
σ21
√
∆t
3∑
i=1
3∑
j=1
ωσ1i ω
σ2
j ϕ(
√
∆tqi,
√
∆tqj)qi
=
1
2
√
∆t
3∑
j=1
ωσ2j
[
ϕ(
√
∆t,
√
∆tqj)− ϕ(−
√
∆t,
√
∆tqj)
]
,
which is independent of σ1 but dependent on σ2. Similarly,
ETR,Q,X
n
tn
[
ϕ (∆Bn+1) ∆B
2
n+1
]
σ22∆t
=
1
2
√
∆t
3∑
i=1
ωσ1i
[
ϕ(
√
∆tqi,
√
∆t)− ϕ(
√
∆tqi,−
√
∆t)
]
,
which is independent of σ2 but dependent on σ1.
Remark 6.2 Example 6.1 implies that the trinomial tree rule (4.2) for Z depends on Q in the case of multi-
dimensional G-Brownian motion, and Lemma 5.4 is no longer true. In addition, in this case the weights of
the trinomial tree rule are determined by the matrix Q ∈ Σ, which makes it more difficult to derive.
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6.1 Gauss-Hermite quadrature rule
Inspired by the approximation of the classical d-dimensional Brownian motion distribution, for a function
ϕ : Rn×Rd×Rd×d → R, denote ϕtn+1 = ϕ
(
Xn+1,∆Bn+1,∆〈B〉n+1
)
, we introduce a more effective Gauss-
Hermite quadrature rule to approximate E˜GH,X
n
tn [ϕtn+1 ] as follows:
E˜GH,X
n
tn [ϕtn+1 ] := sup
Q∈Σ
EGH,Q,X
n
tn
[
ϕ
(
Xn+1,∆Bn+1,∆〈B〉n+1
)]
(6.7)
:= sup
Q∈Σ
L∑
i1,...,id=1
ωi1 · · ·ωid ϕ˜
(
Xn,
√
∆tPQ,∆tQ
)
,
where ϕ˜ (x, y, z) = ϕ (x+ b(tn, x)∆t+ σ(tn, x)y + 〈h(tn, x), z〉, y, z), the weights ωi = 2L+1L![H′L(xi)]2 , PQ =√
Q(
√
2pi1 , . . . ,
√
2pid)
> and {pi}Li=1 are roots of the L degree Hermite polynomialHL (x) = (−1)Lex
2 dL
dxL
e−x
2
.
Similarly, we define the associated discrete sublinear expectation
E˜GH [ϕt0 ] = ϕt0 , E˜GH
[
ϕtn+1
]
= E˜GH,x0t0
[
E˜GH,X
1
t1
[
· · · E˜GH,Xntn [ϕtn+1 ]
]]
. (6.8)
Remark 6.3 For L ≥ 2, it is easy to check
L∑
i=1
ωi = 1,
L∑
i=1
ωipi = 0,
L∑
i=1
ωip
2
i =
1
2
.
Similar to the one-dimensional case, based on (6.2)− (6.3), we can get the following reference equation:
Y tn,X
n
tn = E˜
GH,Xn
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ 〈g
tn+1,X
n+1
tn+1 ,∆〈B〉n+1〉
]
+ R˜ny +R
G,n
y , (6.9)
Ztn,X
n
tn Q∆t = E
GH,Q,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆B
>
n+1
]
+ R˜n,Qz +R
G,n,Q
z , for Q ∈ Σ, (6.10)
where
RG,ny = E˜X
n
tn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ 〈g
tn+1,X
n+1
tn+1 ,∆〈B〉n+1〉
]
(6.11)
− E˜GH,Xntn
[
Y
tn+1,X
n+1
tn+1 + f
tn+1,X
n+1
tn+1 ∆t+ 〈g
tn+1,X
n+1
tn+1 ,∆〈B〉n+1〉
]
,
RG,n,Qz = E
Q,Xn
tn
[
Y
tn+1,X
n+1
tn+1 ∆B
>
n+1
]
− EGH,Q,Xntn
[
Y
tn+1,X
n+1
tn+1 ∆B
>
n+1
]
. (6.12)
6.2 Numerical schemes and convergence results
By removing the error terms R˜ny , R
G,n
y , R˜
n,Q
z and R
G,n,Q
z from (6.9)− (6.10). we obtain our discrete scheme
for solving G-FBSDE (1.1) as follows.
Scheme 3 Given random variables Y N and ZN , for n = N − 1, . . . , 0 and Q ∈ Σ, solve random variables
Y n = Y n (Xn) and Zn = Zn (Xn) from
Y n = E˜GH,X
n
tn
[
Y n+1 + fn+1∆t+ 〈gn+1,∆〈B〉n+1〉
]
, (6.13)
Zn = EGH,Q,X
n
tn
[
Y n+1∆B>n+1
]
Q−1/∆t, (6.14)
with
Xn+1 = Xn + b(tn, X
n)∆t+ 〈h(tn, Xn),∆〈B〉n+1〉+ σ(tn, Xn)∆Bn+1. (6.15)
19
Assume E˜GH,X
n
tn in (6.13) reaches its maximum at E
GH,Qny ,X
n
tn with the parameter Q
n
y , and Q
n
z ∈ Σ is
the parameter selected for solving Zn. Let Qny = Q
n
z = Q
n, then we obtain the following scheme:
Scheme 4 Given random variables Y N and ZN , for n = N − 1, . . . , 0 and Qnz ∈ Σ, solve random variables
Y n = Y n (Xn) and Zn = Zn (Xn) from
Y n = EGH,Q
n,Xn
tn
[
Y n+1 + fn+1∆t+ 〈gn+1,∆〈B〉n+1〉
]
, (6.16)
Zn = EGH,Q
n,Xn
tn
[
Y n+1∆B>n+1
]
(Qn)−1/∆t, (6.17)
with
Xn+1 = Xn + b(tn, X
n)∆t+ 〈h(tn, Xn),∆〈B〉n+1〉+ σ(tn, Xn)∆Bn+1. (6.18)
We only give the convergence results of Scheme 4, and Scheme 3 can be obtained similarly. The following
assumption need to be imposed.
(A3) There exists a constant C > 0, such that
sup
0≤n≤N−1
|Zn − Z˜n| ≤ C (∆t) 12 , (6.19)
where
Z˜n = EGH,Q˜
n,Xn
tn
[
Y n+1∆Bn+1
]
(Q˜n)−1/∆t, (6.20)
with E˜GH,X
n
tn in (6.9) reaches its maximum at E
GH,Q˜n,Xn
tn with the parameter Q˜
n.
We now give a sufficient condition for the assumption (A3) to illustrate its rationality.
Proposition 6.4 For each fixed (tn, X
n), assume that there exists a function ψn ∈ C1(Rd × Rd×d;R) such
that Y n+1 = Y n+1
(
Xn+1
)
= ψn (∆Bn+1,∆〈B〉n+1), and for any x, x′ ∈ Rd, y, y′ ∈ Rd×d
sup
0≤n≤N−1
|Dxψn (x, y)−Dxψn (x′, y′)| ≤ C (|x− x′|+ |y − y′|) ,
sup
0≤n≤N−1
|Dyψn (x, y)−Dyψn (x′, y′)| ≤ C (|x− x′|+ |y − y′|) .
(6.21)
Then the assumption (A3) holds.
Proof. Notice that
EGH,Q,X
n
tn
[
Y n+1∆B>n+1
]
=
L∑
i1,...,id=1
ωi1 · · ·ωidψn(
√
∆tPQ,∆tQ)
√
∆tP>Q . (6.22)
Using the Taylor expansion and (6.21), for θ ∈ (0, 1), we have
ψn(
√
∆tPQ,∆tQ) = ψn (0, 0) +Dxψn (0, 0)PQ
√
∆t+ 〈Dyψn (0, 0) , Q〉∆t (6.23)
+
∫ 1
0
[Dxψn(θ
√
∆tPQ, θ∆tQ)−Dxψn (0, 0)]dθPQ
√
∆t
+
∫ 1
0
〈Dyψn(θ
√
∆tPQ, θ∆tQ)−Dyψn (0, 0) , Q〉dθ∆t
= ψn (0, 0) +Dxψn (0, 0)PQ
√
∆t+O(∆t).
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From (6.22)− (6.23), it is easy to check that
Zn = Dxψn (0, 0) +O(∆t)1/2. (6.24)
Analogously,
Z˜n = Dxψn (0, 0) +O(∆t)1/2. (6.25)
The desired result follows.
Similar to the analysis in Theorems 5.1 and 5.3, under assumption (A3), we get the convergence theorem
for Scheme 4.
Theorem 6.5 Suppose (A1) − (A3) hold. Let (Xtn,Xnt , Y tn,X
n
t , Z
tn,X
n
t )tn≤t≤T be the solutions of the G-
FBSDEs (2.1)−(2.2), and (Xn, Y n, Zn) (n = 0, 1, . . . , N) be the solution to Scheme 4 with Y N = u (tN , XN)
and ZN = Dxu
(
tN , X
N
)
σ
(
tN , X
N
)
. Then for sufficiently small time step ∆t,
E˜GH
[
|Y tn,Xntn − Y n|2 + ∆t|Ztn,X
n
tn − Zn|2
]
≤ C∆t.
Remark 6.6 In the case when f = g = 0, without the assumption (A3), we have
E˜GH
[
|Y tn,Xntn − Y n|2
]
≤ C∆t,
which indicates that Scheme 4 is of order 1/2 for solving the G-heat equation introduced by Peng [23]{
∂tu+G
(
D2xxu
)
= 0, (t, x) ∈ (0, T ]× Rn,
u (T, x) = φ (x) .
(6.26)
7 Numerical experiments
In this section, some numerical experiments will be carried out to illustrate the high accuracy of our numerical
schemes. We take a uniform partition with time step ∆t = TN . In order to numerically solve the G-FBSDEs,
the space partition is also needed. We introduce the uniform space partition Dh = D1,h ×D2,h × · · · ×Dn,h,
where Dj,h is the partition of the one-dimensional real axis R
Dj,h =
{
xjk
∣∣∣xjk = kh, k = 0,±1,±2, . . .} ,
for j = 1, 2, . . . , n and h is a suitable spatial step. When calculating ETR,σ,X
n
tn [·] and EGH,Q,X
n
tn [·], the values
of non-grid points are approximated by local cubic spline interpolation. Let |Y0−Y 0| and |Z0−Z0| represent
the errors between the exact and numerical solution for Yt and Zt at (t0, x0) and denote ϕ (x) = x∧1∨ (−1).
The convergence rate (CR) with respect to time step ∆t is obtained by using linear least square fitting to
the errors.
7.1 G-heat equation
We next apply our schemes to the G-heat equation (6.26) which is related to a G-FBSDEs with f = g = 0.
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Example 7.1 We consider the G-heat equation (6.26) with the terminal ϕ (x) = (x + c1)
3. We set T = 1,
x0 = 0, σ = 0.2, σ = 1 and c1 = −0.5840. The unique solution of the G-heat equation given in [14] is
u (t, x) = (1− t) 32P
(
x+c1√
1−t
)
, where
P (x) =

3x+ x3 +
k1
2
[(
2 + x2
)
exp
(
−x
2
2
)
− (3x+ x3) ∫ ∞
x
exp
(
−r
2
2
)
dr
]
, x ≥ c1,
3σ2x+ x3 +
d1
2σ2
[(
2σ2 + x2
)
exp
(
− x
2
2σ2
)
+
1
σ
(
3σ2x+ x3
) ∫ xσ
−∞
exp
(
−r
2
2
)
dr
]
, x < c1,
k1 = 0.6154 and d1 = 36.8406. The exact solution (Yt, Zt) at (t0, x0) is (Y0, Z0) = (u (0, 0) , ∂xu (0, 0)) =
(−0.2595, 1.3331). We solve this example by Scheme 2 and Scheme 4 with N = 16, 32, 64, 128, 256, and the
errors and convergence rates are listed in Table 1, which are consistent with our theoretical results.
Table 1: Errors and convergence rates for Example 7.1 with c1 = −0.584.∣∣Y0 − Y 0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 9.347E-04 6.110E-04 4.286E-04 2.886E-04 1.764E-04 0.589
GH 7.005E-03 4.966E-03 3.259E-03 2.002E-03 1.158E-03 0.650∣∣Z0 − Z0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 1.216E-01 7.390E-02 4.183E-02 2.203E-02 1.088E-02 0.871
GH 4.918E-02 3.377E-02 2.320E-02 1.520E-02 9.348E-03 0.594
Next, we choose a different c1 = 0. The unique solution of the G-heat equation is u (t, x) = (1 −
t)
3
2P
(
x√
1−t
)
with k1 = 0.6154 and d1 = 36.8406. The exact solution (Yt, Zt) at (t0, x0) is (Y0, Z0) =
(0.6154, 1.8430). We solve this example by Scheme 2 and Scheme 4 with N = 16, 32, 64, 128, 256, and the
errors and convergence rates are listed in Table 2.
Table 2: Errors and convergence rates for Example 7.1 with c1 = 0.∣∣Y0 − Y 0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 9.097E-03 4.294E-03 2.564E-03 1.123E-03 4.811E-04 1.042
GH 1.455E-02 7.413E-03 3.965E-03 1.900E-03 9.534E-04 0.983∣∣Z0 − Z0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 7.694E-02 3.975E-02 1.843E-02 9.404E-03 5.028E-03 0.995
GH 1.328E-02 6.853E-03 5.800E-03 2.434E-03 1.072E-03 0.876
By contrast, we observed that when c1 = 0, the convergence rate of (Yt, Zt) at (t0, x0) is higher than that
when c1 = −0.5840. This is due to the fact that x0 = 0 is the inflection point of the solution u (0, x) in
the test when c1 = −0.5840, but x0 = 0 is not the inflection point of u (0, x) when c1 = 0. At convex or
concave points, the calculation of the G-Brownian motion distribution degenerates to that of the classical
Brownian motion distribution, which leads to a higher convergence rate than the theoretical result. However,
the conclusion does not hold at the inflection point.
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Example 7.2 Let us consider another G-heat equation with
ϕ (x) =

2
1 + β
cos
(
1 + β
2
x− pi
2
)
, x ∈
[
2kpi, 2pi1+β + 2kpi
)
,
2β
1 + β
cos
(
1 + β
2β
x+
β − 2
2β
pi
)
, x ∈
[
2pi
1+β + 2kpi, (2k + 1)pi
)
,
k ∈ Z,
where β = σσ . We set T = 1, x0 = 0, σ = 0.1 and σ = 1. The solution of the G-heat equation given
in [26] is u (t, x) = e−
ρ2(1−t)
2 ϕ (x), where ρ = σ+σ2 . Then the exact solution (Yt, Zt) at (t0, x0) is Y0 =
(Y0, Z0) = (u (0, 0) , ∂xu (0, 0)) = (0,−0.8596). We solve this example by Scheme 2 and Scheme 4 with
N = 16, 32, 64, 128, 256, and the errors and convergence rates are listed in Table 3, which are consistent with
our theoretical results.
Table 3: Errors and convergence rates for Example 7.2.
∣∣Y0 − Y 0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 4.879E-03 3.429E-03 2.284E-03 1.435E-03 8.474E-04 0.631
GH 2.983E-03 2.005E-03 1.292E-03 7.702E-04 4.309E-04 0.696∣∣Z0 − Z0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 1.057E-01 5.113E-02 2.305E-02 9.622E-03 3.802E-03 1.200
GH 2.165E-02 1.932E-02 1.284E-02 7.521E-03 4.110E-03 0.616
7.2 G-FBSDEs
In the following, we will apply our schemes to the G-FBSDEs. The first two examples are the one-dimensional
G-Brownian motion case, and the third is the multi-dimensional case.
Example 7.3 We consider the following G-FBSDEs:
Xt = x0 +
∫ t
0
sin(s+Xs)ds+
∫ t
0
3
10
cos (s+Xs) dBs, 0 ≤ t ≤ T,
Yt = sin(T +XT )−
∫ T
t
[cos(s+Xs) (1 + ϕ(Ys)) + 2G (−Ys)] ds
+
∫ T
t
3
20
(ϕ(Ys)ϕ(Zs)− Ys) d〈B〉s −
∫ T
t
ZsdBs − (KT −Kt).
(7.1)
The analytic solution of (7.1) is
Yt = sin(t+Xt), Zt =
3
10
cos2 (t+Xt) ,
Kt = −
∫ t
0
sin(s+Xs)d〈B〉s −
∫ t
0
2G (− sin(s+Xs)) ds.
We set T = 1, x0 = 0, σ = 1, the number of the Gauss-Hermite quadrature points L = 8, and the exact
solution (Yt, Zt) at the time t = 0 is (Y0, Z0) = (0, 0.3). We solve this example by Scheme 2 and Scheme 4
with σnz = σ
n
y for uncertainty parameters σ = 0.2, 0.4, 0.6, 0.8 with N = 16, 32, 64, 128, 256, and the errors
and convergence rates are listed in Table 4 and Table 5, respectively. It is clearly shown that our method is
stable and efficient.
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Table 4: Errors and convergence rates of Scheme 2 for Example 7.3.
∣∣Y0 − Y 0∣∣
TR N = 16 N = 32 N = 64 N = 128 N = 256 CR
σ = 0.2 5.301E-03 2.417E-03 1.155E-03 5.628E-04 2.788E-04 1.060
σ = 0.4 5.116E-03 2.347E-03 1.130E-03 5.567E-04 2.782E-04 1.048
σ = 0.6 4.750E-03 2.202E-03 1.068E-03 5.487E-04 2.831E-04 1.014
σ = 0.8 4.112E-03 1.930E-03 9.392E-04 5.355E-04 2.974E-04 0.943∣∣Z0 − Z0∣∣
TR N = 16 N = 32 N = 64 N = 128 N = 256 CR
σ = 0.2 3.506E-02 1.776E-02 8.912E-03 4.479E-03 2.232E-03 0.993
σ = 0.4 3.465E-02 1.754E-02 8.815E-03 4.388E-03 2.186E-03 0.997
σ = 0.6 3.394E-02 1.715E-02 8.614E-03 4.189E-03 2.057E-03 1.012
σ = 0.8 3.287E-02 1.651E-02 8.263E-03 3.822E-03 1.787E-03 1.051
Table 5: Errors and convergence rates of Scheme 4 for Example 7.3.
∣∣Y0 − Y 0∣∣
GH N = 16 N = 32 N = 64 N = 128 N = 256 CR
σ = 0.2 5.316E-03 2.424E-03 1.159E-03 5.645E-04 2.798E-04 1.060
σ = 0.4 5.163E-03 2.370E-03 1.142E-03 5.627E-04 2.814E-04 1.047
σ = 0.6 4.831E-03 2.241E-03 1.087E-03 5.587E-04 2.883E-04 1.014
σ = 0.8 4.203E-03 1.971E-03 9.577E-04 5.469E-04 3.027E-04 0.944∣∣Z0 − Z0∣∣
GH N = 16 N = 32 N = 64 N = 128 N = 256 CR
σ = 0.2 3.555E-02 1.798E-02 9.021E-03 4.540E-03 2.265E-03 0.993
σ = 0.4 3.491E-02 1.767E-02 8.882E-03 4.430E-03 2.211E-03 0.996
σ = 0.6 3.384E-02 1.712E-02 8.610E-03 4.194E-03 2.062E-03 1.012
σ = 0.8 3.232E-02 1.628E-02 8.167E-03 3.773E-03 1.765E-03 1.050
Example 7.4 For this example we consider the following G-FBSDEs:
Xt = x0 +
∫ t
0
1
1 + 2 exp(s+Xs)
ds+
∫ t
0
exp(s+Xs)
1 + exp(s+Xs)
dBs, 0 ≤ t ≤ T,
Yt =
exp(T +XT )
1 + exp(T +XT )
−
∫ T
t
[
Ys
1 + 2 exp(s+Xs)
+G
(
ϕ(2Y 2s )− 1
)]
ds
− 1
2
∫ T
t
[
1 +
ϕ(Ys)ϕ(Zs)
1 + exp(s+Xs)
− ϕ(Y 2s ) (2 + ϕ(Zs))
]
d〈B〉s −
∫ T
t
ZsdBs − (KT −Kt).
(7.2)
The analytic solution of (7.2) is
Yt =
exp(t+Xt)
1 + exp(t+Xt)
, Zt =
(exp(t+Xt))
2
(1 + exp(t+Xt))3
,
Kt =
∫ t
0
[
(exp(s+Xs))
2
(1 + exp(s+Xs))2
− 1
2
]
d〈B〉s −
∫ t
0
G
(
2(exp(s+Xs))
2
(1 + exp(s+Xs))2
− 1
)
ds.
We set T = 1, x0 = 1, σ = 0.7 and σ = 1. The exact solution (Yt, Zt) at the time t = 0 is (Y0, Z0) =
(0.731, 0.144). We test this example by Scheme 2 and Scheme 3 with different σnz . Errors and convergence
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rates for different time partitions N = 16, 32, 64, 128, 256 are listed in Table 6. By contrast, we can clearly
see that the selection of σnz in Scheme 3 does not affect the convergence rate of the scheme, which confirms
the rationality of our assumption.
Table 6: Errors and convergence rates for Example 7.4.
∣∣Y0 − Y 0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 1.656E-03 7.642E-04 3.746E-04 1.808E-04 8.960E-05 1.050
σnz = σ
n
y 1.890E-03 8.803E-04 4.246E-04 2.056E-04 1.016E-04 1.053
GH σnz = σ 1.832E-03 8.519E-04 4.105E-04 1.985E-04 9.806E-04 1.055
σnz = σ 1.888E-03 8.796E-04 4.243E-04 2.054E-04 1.015E-04 1.053∣∣Z0 − Z0∣∣
Scheme N = 16 N = 32 N = 64 N = 128 N = 256 CR
TR 5.004E-03 2.152E-03 9.975E-04 4.908E-04 2.657E-04 1.060
σnz = σ
n
y 5.731E-03 2.625E-03 1.213E-03 5.666E-04 2.745E-04 1.098
GH σnz = σ 5.381E-03 2.398E-03 1.105E-03 5.308E-04 2.731E-04 1.078
σnz = σ 5.728E-03 2.624E-03 1.212E-03 5.661E-04 2.743E-04 1.098
Example 7.5 In this example, let Bt = (B
1
t , B
2
t )
> be a two-dimensional G-Brownian motion with Σ =
co {Q1, Q2},
Q1 =
(
2 1
1 1
)
, Q2 =
(
1 1
1 2
)
.
We apply Scheme 3 to the following G-FBSDEs: Yt = YT −
∫ T
t
(
Z1s + Z
2
s +G (Ms)
)
ds−
∫ T
t
ZsdBs − (KT −Kt) ,
YT = sin(T +B
1
T ) cos(T +B
2
T ),
(7.3)
where Zs = (Z
1
s , Z
2
s ), Ms =
(
−Ys Vs
Vs −Ys
)
and Vs = − cos
(
s+B1s
)
sin
(
s+B2s
)
. The analytic solution of
(7.3) is given by 
Yt = sin(t+B
1
t ) cos
(
t+B2t
)
,
Zt =
(
cos(t+B1t ) cos
(
t+B2t
)
,− sin(t+B1t ) sin
(
t+B2t
))
,
Kt =
1
2
∫ t
0
(Ms)ij d〈Bi, Bj〉s −
∫ t
0
G (Ms) ds.
Set T = 1 and L = 6. The exact solution (Yt, Zt) at the time t = 0 is (Y0, Z0) = (0, (1, 0)). In our
numerical tests, we found that the difference between choosing different Qnz ∈ {Q1, Q2} is negligible. In
Table 7 we only list errors and convergence rates for different time partitions N = 16, 32, 64, 128, 256 with
Qnz = Q1. It is clearly shown that our method is stable and has high accuracy.
8 Conclusions
In this paper, we propose some efficient numerical schemes for solving G-FBSDEs which correspond to
the fully nonlinear PDEs. With the help of G-expectation representation, we design a feasible method to
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Table 7: Errors and convergence rates of Scheme 3 for Example 7.3.
∣∣Y0 − Y 0∣∣
GH N = 16 N = 32 N = 64 N = 128 N = 256 CR
Qnz = Q1 1.838E-01 9.928E-02 5.015E-02 2.497E-02 1.243E-02 0.976∣∣Z0 − Z0∣∣
GH N = 16 N = 32 N = 64 N = 128 N = 256 CR
Qnz = Q1 1.631E-01 5.685E-02 1.980E-02 7.609E-03 3.251E-03 1.420
approximate conditional G-expectation. Then by using Trinomial tree rule and Gauss-Hermite quadrature
rule to approximate the G-Brownian motion distribution, we propose some new numerical schemes for solving
the G-FBSDEs. We also rigorously analyze errors of the proposed method and prove convergence results.
Several numerical examples are presented to show the effectiveness of our numerical schemes.
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