We present the results from the first ensemble prediction model for major solar flares (M and X classes). Using the probabilistic forecasts from three models hosted at the Community Coordinated Modeling Center (NASA-GSFC) and the NOAA forecasts, we developed an ensemble forecast by linearly combining the flaring probabilities from all four methods. Performancebased combination weights were calculated using a Monte Carlo-type algorithm by applying a decision threshold P th to the combined probabilities and 
early combining the flaring probabilities from all four methods. Performancebased combination weights were calculated using a Monte Carlo-type algorithm by applying a decision threshold P th to the combined probabilities and maximizing the Heidke Skill Score (HSS). Using the probabilities and events time series from 13 recent solar active regions (2012 -2014) , we found that a linear combination of probabilities can improve both probabilistic and categorical forecasts. Combination weights vary with the applied threshold and none of the tested individual forecasting models seem to provide more accurate predictions than the others for all values of P th . According to the maximum values of HSS, a performance-based weights calculated by averaging over the sample, performed similarly to a equally weighted model. The values P th for which the ensemble forecast performs the best are 25 % for Mclass flares and 15 % for X-class flares. When the human-adjusted probabilities from NOAA are excluded from the ensemble, the ensemble performance in terms of the Heidke score, is reduced.
Introduction
Forecasting solar flares is perhaps one of the greatest challenges in the Heliophysical sciences. Modelers face the problem of utilizing quantities and parameters usually measured from the instantaneous active region photospheric magnetic field -which contains limited information on the active region's flare production [Barnes and Leka, 2008] . Moreover, predictions from any model are often subjected to biases due to the method's training process and the statistical sample that was employed. When examining forecasts from different models or methods, it is usual to find that for the same condition of the photospheric magnetic field, they can give varying values for probabilities of a particular flare to happen. This variability becomes a reality on a daily basis for Space Weather forecasters. In the decision making process, forecasters can use as many pieces of information as they need to ensure that their choices will translate into reducing risk and costs on those system vulnerable to the solar activity.
The combination of forecasts is an approach that has been widely used in almost every discipline in which forecasts are important (see J. Scott Armstrong [2001] for an extensive review of literature on this topic). It has been proven that combining forecasts improves the accuracy by reducing the uncertainties associated with data imperfections, biases, or model approximations [J. Scott Armstrong, 2001 ; Robert T. Clemen, 1989; Genre et al., 2013] . Generally, an improved forecast can be achieved if the combination components contain useful and independent information about the system they forecast. On the other hand, improvement greatly depends on numerous factors or internal parameters of the combination method: number of forecasts to be combined, nature of the forecast (expert X -4 GUERRA ET AL.: ENSEMBLE FORECASTING assessment, extrapolations), and the parameter that quantifies the difference between forecast and observations, to name a few.
Using forecast combinations is known as ensemble forecasting, and there are different ways it can be performed. One type of ensemble often employed in climate forecasting involves generating several forecasts using the same method by perturbing the initial conditions within the uncertainties of the observational data. In this way, the uncertainty of the prediction can be assessed and reduced [Mat Collins, 2007] . In climatology, it is also common to use ensembles that encompass the combination of predictions from different times in order to make more accurate forecasts [J. Scott Armstrong, 2001] . Another ensemble can be constructed using forecasts given by different methods. This report will concentrate in this type of ensemble forecasts.
When combining forecasts made using different methods or techniques, it is strongly recommended to use simple combination schemes [J. Scott Armstrong, 2001 ; Robert T. Clemen, 1989] . In particular, using linear combinations of forecasts with equal and unequal combination weights has proven to be straightforward and successful in certain research disciplines, e.g. economics. J. Scott Armstrong [2001] suggested the use of unequal weights when there is enough evidence to support it, for instance, when forecasts are statistically biased [Granger and Ramanathan, 1984] . He also proposed that weights can be calculated from track records (showing how well each method has performed in forecasting previous events) as the inverse value of some error measure.
In this article, we explore for the first time the idea of making a prediction for major solar flares (M and X classes) using an ensemble of methods. The aim of this work is to propose a specific method for constructing an ensemble forecast and to find the
conditions (method's internal parameters) for which the ensemble performs better than any of its members. In the following sections we will describe the methods employed in this study (Section 2) and how their probabilities were linearly combined (Section 3) using performance-based combination weights (Section 4). Descriptions of the active region sample and the Monte Carlo type algorithm are provided in Section 5. In Section 6 we discuss our main results and the conditions under which the ensemble forecast works the best. Section 7 summarizes our findings and illustrate the way they can be implemented in real-time forecasting operations.
Solar Flares Forecast Methods
In this article we will use four flare forecasting methods for constructing the ensemble forecast. The models are: the Magnetic Forecast (MAG4; U. of Alabama -Huntsville), the Automatic Solar Synoptic Analyzer (ASSA; Korean Space Weather Center), the Automated Solar Activity Prediction (ASAP; U. of Bradford -UK), and the forecasts given by the NOAA Space Weather Prediction Center (NOAA). The Community Coordinated
Modeling Center (CCMC, ccmc.gsfc.nasa.gov) at NASA's Goddard Space Flight Center hosts the first three of these models, which are fully automated. All four models are based on the same basic idea: the instantaneous spatial configuration of the active region photospheric magnetic field provides some information about the occurrence of solar flares in the future which can be used for flare prediction. The models MAG4, ASSA, and ASAP report probabilistic forecasts in near real-time (15 -60 min cadence) while NOAA reports every 24 hours. They process full-disk photospheric imagery (magnetograms and continuum), identifying all relevant ARs and strong field regions, and subsequently calculating probabilities for flaring of each AR and the full disk. For all these models, flaring proba-
GUERRA ET AL.: ENSEMBLE FORECASTING bilities are given for a prediction window of 24 hours from the forecast time. Each model has been trained using a different technique and algorithms, and therefore it is expected that for the same photospheric conditions their forecasts are different (in some cases quiet significantly, see Figure 2 ) from each other. It is the discrepancy in the forecasting of the same events that motivated us to construct an ensemble prediction capable of using the advantages the individual methods and combine them into a more accurate forecasting system. Below is a more detailed description of the four methods included into our ensemble forecast.
MAG4
MAG4 was developed at the University of Alabama -Huntsville with support from the Space Radiation Analysis Group at Johnson Space Flight Center (NASA/SRAG) for forecasting M and X class flares, CMEs, fast CME, and Solar Energetic Particle events (Falconer et al. [2014] ). This method uses the magnitude of the transverse gradient ( L WL SG ) of the line-of-sight magnetic field integrated over all of polarity inversion lines present in strong field areas (> 150 G) as a proxy for the active region free magnetic energy [Falconer et al., 2003 [Falconer et al., , 2014 . In particular, using forecasting curves -an empirical relation between values of L WL SG and the flare class production rate (R) for a 24-hour [2014] for more details). For active regions that have previously produced flares, the forecast curves (event rate vs L WL SG ) are different, and therefore, the predicted event rates. In this investigation we will use the MAG4 forecasts based on the free-energy proxy parameter only.
ASSA
The ASSA code consists of 3 modules: (1) sunspot group identification and classification, (2) coronal hole detection, and (3) This algorithm uses two neural-network systems that were trained using a catalog of solar events with more than 70,000 flares from 1982 to 2006 ]. The first system computes the probability of having a flare of any class and then transfers this information to the second system which calculates the probabilities for the predicted flare to be of C, M, or X class. ASAP reports probabilities every 15 minutes. This model is not run locally at CCMC; its output (figures and reports) is transferred from the University of Bradford.
NOAA
The NOAA probabilities (http://www.swpc.noaa.gov/Data/) for solar flares are reported for the NOAA active regions once every 24 hours for prediction windows of 24, 48, and 72 hours. These probabilities are initially determined by a look-up table method that searchs through catalogs of AR magnetic classification. In addition, forecasters consider the climatology, persistence, and their own expertise for reporting the flare probabilities [Crown, 2012] .
Linear Combination of Probabilities
Let us call f i,t+∆t the probabilistic forecast made by the i-th method based on the information at time t for the outcome between the times t and t + ∆t [Genre et al., 2013] .
A linear combination reduces the information from N forecasts to a combined value
which is a function of w = {w 0 , w 1 , ..., w N }, the set of combination weights. Combination weights represent the contribution of each method to the combined forecast. Their values range from 0 to 1.
The forecasts given by MAG4, ASAP, and NOAA provide probabilities for the occurrence of major solar flares (X-and M-Classes) for a forecast time window of 24 h. In order to include the ASSA in the combination, the 12-h probabilities must be transformed into 24-hour probabilities (see Appendix 1). Thus the probabilities {P i } given by the ensemble of methods {MAG4, ASSA, ASAP, NOAA} can be combined, and Eq. 1 takes the form
All probabilities in Eq. 2 are given for ∆t = 24 hours, and therefore such label is omitted from this point on. For probabilistic forecasts, the combination weights must satisfy the condition w MAG4 + w ASSA + w ASAP + w NOAA = 1. Eq. 1 corresponds to a single-value combined probability for a the forecast time t. Eq. 2, on the other hand, defines a time series of the combined forecasts. In this study we will use time series of probabilistic forecasts corresponding to individual ARs in order to maintain the training
and validation subsamples independent (Section 5) during the Monte Carlo simulation [Falconer et al., 2014] .
Performance-based combination weights
In order to calculate the set of weights that provide the optimal linear combination, we look into the performance history of each method in predicting past events [J. Scott Armstrong, 2001] . Our approach to solve this problem is to compare time series of probabilities P (t) to the time series of events E(t), occurring in a certain active region. Average values of w i over a sample of active regions should provide a measure of how much each method can be trusted in forecasting new events.
For a particular set of weights, the combined time series such as P c (t) from Eq. 2 can be compared to the events time series E(t) by applying a decision threshold P th to the former. This decision threshold is the value used to transform probabilistic forecast P c (t)
into categorical (yes/no) forecast F c (t). Figure 3 displays an example of such thresholding process: the solid black horizontal line corresponds to P th = 25 %. For P c (t) > P th , it corresponds to a "yes" forecast and it is assigned a value 100 in F c (t). For P c (t) < P th a "no" forecast is obtained and therefore a zero value is assigned in F c (t). For measuring the similarity between F c (t) and E(t), a relevant metric must be used. The performance of the ensemble forecast will depend on the choice of this metric.
Metric Optimization
The difference between forecasts and observations can be quantified by an appropriate metric. Mathematically, two time series can be compared using a parameter such as the goodness-of-fit
where σ 2 is the variance of E(t). However, even though χ 2 is a standard measure of the error between prediction and events, it cannot determine the skill of the forecasting method since no comparison to a benchmark is done. A more relevant metric, commonly used for many types of forecasts, is the Heidke Skill Score [Bloomfield et al., 2012] :
All quantities in Eq. 3 are defined using the 2×2 contingency table (see Table 2 ). The contingency table counts how many times an event was both forecasted and observed (hits), forecasted but not observed (false positives), not forecasted but observed (misses), and neither forecasted nor observed (correct negative). The HSS metrics measures the performance of a forecasting method compared to a random prediction model used as a benchmark. HSS=1 corresponds to a perfect forecast while HSS=0 corresponds to the opposite case in which the forecast has no skill compared to the benchmark and performs as a random guess. For consistency, comparison between the ensemble forecasts and other methods (e.g. the ensemble members) has been done in terms of the HSS metric.
Values of HSS depend on the set of combination weights w which depends on the threshold value P th , and therefore HSS = HSS[w MAG4 (P th ), w ASSA (P th ), w ASAP (P th ), w N OAA (P th )].
For each value of P th , the most optimal combination of weights w max which maximizes the value of HSS has been determined by scanning the entire sub-space of w-values that sat-
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Validation
Values of w max could, in principle, be different for each active region. Therefore, average values over multiple active regions are statistically more representative. In order to calculate the average values for the optimal combination weights, we implemented a Monte Carlo (MC) algorithm that randomly selects active regions from the studied sample and assigned them to either the training subsample or the validation subsample. For each MC step, the algorithm calculates w max using the training subsample, and then it applies these weights to the validation subsample from which the 2×2 contingency table and the performance metrics are calculated. Performance metric values depend on the parameter P th as well as N, the total number of MC steps.
We calculated two sets of combination weights during the training process. For each MC step, we first analyzed each active region individually, calculating its set of weights By examining both sets of weights, we have found that contributions from each method vary significantly with the value of P th .
In addition to the HSS, there is a large number of metrics that can be derived from the 2×2 contingency table (Table 2 ) and be used to measure the performance of the ensemble forecast. We selected a group of metrics whose wide scope of applicability makes them appropriate for evaluating any forecasting method: the Percentage Correct (PC) score, the Probability Of Detection (POD) score, True Skill Score (TSS), and False Alarm Rate (FAR). Table 2 shows the definitions for each of these metrics. For this set of metrics, a perfect forecasting method should yield PC=POD=HSS=TSS =1 and FAR =0.
Algorithm-generated versus Human-adjusted probabilities
The process by which the probabilistic forecasts given by NOAA are determined is expected to be different from those in Figure 5 , because of the normalization constrain discussed in Section 3. However, their behaviors with the P ht are similar to those in the NOAA-including case: no method completely dominates the ensemble for the entire range of applied threshold.
Results and Discussion
The training-validation process described in Section 5 was performed for several numbers of total MC steps, N, after which all the quantities (both metrics and weights) were averaged over N. In order to compare the performances of the ensemble forecast and its members, during the validation phase in our MC algorithm we also calculated metrics for all ensemble member methods as well as for the equally-weighted ensemble, for which w i = 0.25. In although the NOAA method displays HSS ≈ 0.24. The apparent poor performance of most methods can be caused by the small number of X-class events included in our AR sample. However, it seems like the ensemble forecast is able to improve the accuracy of the prediction in spite of the poor statistics.
In terms of the HSS values, forecasts from an ensemble method are accurate the most for P th = 25 % for M-class flares and P th = 15 % for X-class flares. In the M-class case, Figure 5 .
In Figure 10 we compared the HSS values for the ensemble including (blue) NOAA and excluding (red) NOAA. For M-class flares (upper panels) the inclusion of the NOAA method in the AVE ensemble seems to increase the HSS values for P th = 25 -35 % while does the same for P th = 10 -20 % for the ETS ensemble. For X-class flares, excluding NOAA seems to make the average ensemble to perform better for P th < 10 %, while including it increases HSS values for the ETS ensemble for a wider range of thresholds (P th < 25 %). In both cases, the ensemble forecast performs the best for P th = 20 -25 % for the M-class flares and for P th = 10 % for X-class flares. Combining only fullyautomated forecasting methods to construct the ensemble does not improve the prediction as measured by the Heidke Skill Score. On the contrary, including the human-generated forecasts from NOAA leads to a noticeably better ensemble prediction. Figure 11 displays the curves corresponding to the performance metrics for M and X classes using w max AVE . For both cases shown in Figure 11 it can be seen that PC, POD, and FAR decrease with the increasing threshold, displaying the maximum values for the lowest P th . This behavior seems natural since increasing threshold translate to decreasing the hits and false positives (a and b in Table 2 ) and increasing misses and correct negatives performance obtained in the X-class case should be attributed to fewer active regions with X-class events included in our sample.
Attributes of the Ensemble Forecast
The construction of the ensemble method by linearly combining several forecasts improved not only the categorical (yes/no) forecast in terms of the HSS metrics but also the probabilistic forecast itself. The key attributes of a probabilistic forecasting method are accuracy, reliability, and resolution [Balch, 2008] . The accuracy of a forecasting system can be described by the Brier Score defined as
where N is the total number of predictions (P i ) given by the model and E i are the observations. Eq. 4 quantifies the average degree of correspondence between individual forecasts and observations. The reliability relates the event frequency of occurrence (number of events forecasted with P i /number of forecasts with P i value) to the predicted probability
while the resolution is the ability of a forecasting method to recognize a priori an event occurring with a probability which is different from the climatology value [Jolliffe and Stephenson, 2003] :
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In Eqs. 5 and 6, T corresponds to the number of probability ranges (bins; see Figure   12 ), N i is the number of "model forecasts", P i is the mean forecast probability, and E i is the event occurrence frequency for each range, while E is the climatology value of our sample.
The resolution of a forecasting method is the ability of the method to adjust its predictions for a particular level of activity. For example, let us assume that a flare forecasting method predicts an X-class flare using as probability the statistical occurrence rate for that flare category over one year during solar maximum. For such climatology forecast, we would expect high reliability: the flare occurrence frequency is consistent with the forecast probability. However, this climatology forecast does not have the means of distinguishing the conditions when the X-class flare will occur with a higher or lower probability. The higher the resolution, the better the forecasting method identifies these deviations from the climatology value.
Values of accuracy, reliability, and resolution range from 0 to 1. In terms of these attributes, QR and REL values closer to 0 correspond to a better accuracy and reliability, correspondingly, while values of RES closer to 1 indicate a better resolution. These conditions (small accuracy, small reliability, and large resolution) also reduce the overall mean square error of the forecast [Balch, 2008] . Table 3 show the values of P i , QR, REL, and RES for the three ensemble models we have constructed (AVE, ETS, and equal weights models) as well as the four ensemble In addition to this, Figure 12 displays the attribute diagrams for the equally-weighted ensemble model for M-and X-class flares. The attributes diagram is a visual interpretation of the information contained in Table 3 . It shows the relative occurrence frequency f (P i ) of the observed events (flares) for the cases when the events were forecasted to occur with the probability P i [Wilks, 2006; Jolliffe and Stephenson, 2003 ]. In the diagram, the climatology frequency is indicated by the horizontal and vertical blue lines. The horizontal line is known as the "no resolution line". The inset in both plots of Figure 12 shows the resulting histograms of probabilities describing the constructed ensemble. The information contained in the reliability curve can be used to correct forecasting errors due to biases.
A reliable forecast shows f (P i ) = P i for all values of P i . In Figure 12 (left) for M-class flares, the ensemble forecast shows a tendency that roughly follows f (P i ) = P i . For those values of P i where f (P i ) is above the diagonal, the ensemble forecast is underpredicting the events. On the contrary, if f (P i ) is less than P i , the ensemble forecast is overpredicting the events. As evidenced by Table 3 , using the combination weights that yielded the
maximum HSS values (AVE model, Figure 5 ; P th =25 %) for constructing the reliability plot produces a curve with more pronounced deviations from the diagonal and an overall reliability lower compared to that obtained using equal weights.
For the X-class flares, improvement of the probabilistic forecast by using the ensemble model seems less obvious, but it could likely be achieved with increasing the number of events in the statistical sample.
Summary
We have demonstrated that an ensemble prediction method providing more accurate (probabilistic and categorical) forecasts can be constructed using a group of several forecasting methods. We have constructed an optimized forecasting ensemble by using linear combinations of member methods with different sets of combination weights: 1)
performance-based weights, by analyzing individual active region (AR) time series and then averaging over the sample, 2) peformance-based weights, by analyzing the extended time series with all ARs included, and 3) equal weights. Our results showed that the sample averaged weights make the ensemble model perform similarly to the equally-weighted model. Maximum values of the HSS are achieved when a threshold (P th ) of 25 % for M-class flares and 15 % for X-class flares is used for converting probabilistic forecast into categorical forecasts. In our case, for these values for thresholds, the ensemble forecast should be preferred to any of the ensemble member. This behavior can be attributed to the biases in each method which are evident in their distribution of probabilities. In addition, constructing the ensemble forecast by combining only fully automatic forecasts -e.g., excluding the human-influenced NOAA probabilities -produces a different set of combination weights and results in lower (compared to the NOAA-including ensemble) values of HSS for some ranges of P th .
Our results show that the ensemble forecast performs the best for P th = 25 % and P th = 15% for M and X class flares, correspondingly, based on the HSS measures. In addition, two out of three key attributes (accuracy and reliability) of the probabilistic forecast were also improved with the ensemble combination. We believe that the ensemble probabilistic and categorical forecasts can be further improved by increasing the number of flares considered in the study. In a future study, we will implement the ensemble flare forecast in a real-time prototyping environment. This logical next step will include a revalidation and possible reconfiguration of our ensemble model using a larger statistical sample of active regions exhibiting considerably different levels of flaring activity.
Appendix A: Time Series Construction
We constructed the probabilities time series P i (t) for each flare class using the hourly probabilities that each method reports for a particular active region.
Time series of events E(t) are constructed using the NOAA Solar Events Reports (http://www.swpc.noaa.gov/products/solar-and-geophysical-event-reports), in which detected flares are reported according to the GOES spacecraft. Methods such as ASSA, ASAP, and MAG4 produce 60-min forecasts but NOAA probabilities are given for a 24-hours time period reported at 00:00 UT. To obtain prediction time series of equal cadence, we assumed the daily NOAA forecast values as the probability for every hour in that day.
Most methods produce rather inaccurate forecasts (or no reports at all) for active regions too close to the solar limbs, where the magnetic structure of active regions can't be properly resolved. For this reason, only probabilities that are generated for active regions Probabilistic forecasts given by the ASSA model are reported for a 12 hour prediction window. In order to incorporate the ASSA probabilities into the ensemble forecast, they must be converted to 24-hours predictions. The ASSA model calculates the probabilities following Bloomfield et al. [2012] : given the flare rate (R =number of flares/12 h) for each
McIntosh class, the flaring probability is calculated as
where ∆t = 12 hours. This expression can be inverted to find R and thus the 24-hours predictions can be calculated as
For the events time series we looked for flares that took place within the prediction zero (false) value is assigned. When a flare takes place, an entire 24-hours time segment, before the flare time, takes the true value in E(t) (dotted line in Figure 2 ).
The sample of active regions selected for this study consists of 13 recent active regions with major flaring activity (M-and X-class flares). We selected active regions observed in 2012-2014 (see Table 1 ) that produced flares away from the solar limbs (-70 deg < longitude < 70 deg) and for which the data from all contributing forecasting methods were available locally at CCMC. For a representative statistics, a sample should include a balanced number of active regions from north and south hemispheres. However, due to the data availability and position restrictions, our data set included active regions predominantly from the south solar hemisphere. The total number of forecasts in our study is 3120. QR, REL, and RES stand for accuracy, reliability, and resolution, as defined in the text, P i corresponds to the average probability value for each method. 
