基于图像的非标定视觉反馈控制机器人全局定位方法 by 仲训杲 et al.
第５７卷　第３期 厦门大学学报（自然科学版） Ｖｏｌ．５７　Ｎｏ．３
　２０１８年５月 Ｊｏｕｒｎａｌ　ｏｆ　Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ（Ｎａｔｕｒａｌ　Ｓｃｉｅｎｃｅ） Ｍａｙ　２０１８　
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
ｄｏｉ：１０．６０４３／ｊ．ｉｓｓｎ．０４３８－０４７９．２０１７１２００２
基于图像的非标定视觉反馈控制机器人全局定位方法
仲训杲１，徐　敏１＊，仲训昱２，彭侠夫２
（１．厦门理工学院电气工程与自动化学院，福建 厦门 ３６１０２４；２．厦门大学航空航天学院，福建 厦门 ３６１１０２）
摘要：针对机器人非标定全局定位问题，研究 Ｋａｌｍａｎ滤波（Ｋａｌｍａｎ　ｆｉｌｔｅｒｉｎｇ，ＫＦ）算法联合反馈型Ｅｌｍａｎ神经网络
（Ｅｌｍａｎ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，ＥＮＮ）学习机器人图像空间与运动空间非线性映射关系，从而建立基于图像的视觉反馈控制方
法．首先利用ＥＮＮ学习得到机器人全局定位的次优状态，以此为系统状态向量构建伺服系统状态方程与观测方程，进而
利用ＫＦ估计得到机器人图像雅可比矩阵．其次，采用ＫＦ对ＥＮＮ网络权重进行在线微调，ＫＦ联合ＥＮＮ满足机器人全
局定位稳定收敛的要求，并对环境干扰具有一定的自适应性．最后在摄像机参数未标定条件下，进行六自由度机器人“眼
在手”（ｅｙｅ－ｉｎ－ｈａｎｄ）定位比较试验，结果验证了提出的非标定视觉伺服控制方法的有效性．
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　　随着机器人应用的不断推广，机器人必将承担多
样的任务，面临多变的工作环境，而机器人利用视觉
信息调整自身位形，由此构成的视觉伺服反馈控制方
式，有利于提高机器人操作的灵活性和环境自适应
性，在机器人控制中具有不可替代的作用［１］．
根据视觉反馈信息的不同，机器人视觉伺服控制
可分为基于位置的视觉伺服（ｐｏｓｉｔｉｏｎ－ｂａｓｅｄ　ｖｉｓｕａｌ
ｓｅｒｖｏｉｎｇ，ＰＢＶＳ）和基于图像的视觉伺服（ｉｍａｇｅ－ｂａｓｅｄ
ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ，ＩＢＶＳ）［２］．ＰＢＶＳ方法以目标３Ｄ笛卡
尔坐标为反馈信号，由目标几何模型及摄像机标定参
数估计目标位姿，控制器根据机器人相对目标位姿进
行轨迹规划并实施接近目标控制．而ＩＢＶＳ方法直接
以２Ｄ图像为反馈信息，以当前图像特征与期望特征
之间的图像误差计算机器人控制量，并实施运动控
制［３－５］．相比于ＰＢＶＳ，ＩＢＶＳ因无需估计目标在笛卡尔
空间中的３Ｄ位姿，精简了三维重建而得到广泛关
注［６－８］．然而，基于标定的经典ＩＢＶＳ控制方法依赖于
图像雅可比矩阵将图像误差函数映射到机器人运动
中，该伺服方法一方面需要标定摄像机参数，另一方
面需要特征点的深度信息［２］，在非结构环境中难以发
挥其优势．为此，在非结构、非标定环境中，建立新的非
标定ＩＢＶＳ控制方法成为当前的研究热点．非标定
ＩＢＶＳ的研究，其关键问题是在未知标定参数、深度信
息条件下实时求解机器人“图像空间－运动空间”之间
非线性映射雅可比矩阵［９－１４］．
本文中针对机器人全局定位问题，研究一种基于
图像的非标定视觉伺服控制方法．首先采用反馈型Ｅｌ－
ｍａｎ神经网络（Ｅｌｍａｎ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，ＥＮＮ），对机器
人“图像空间－运动空间”之间非线性映射关系进行全
局学习，得到机器人末端定位的次优状态．在线测试阶
段，进一步采用卡 Ｋａｌｍａｎ滤波（Ｋａｌｍａｎ　ｆｉｌｔｅｒｉｎｇ，
ＫＦ）算法对ＥＮＮ输出状态实施最优滤波，得到机器
人定位的雅可比精确估计值．同时，ＫＦ状态对ＥＮＮ
权重进行在线微调，保证ＥＮＮ网络下一时刻状态输
出收敛稳定．该研究方法在线调节ＥＮＮ网络权值，保
证机器人大范围定位的稳定性，并使伺服系统具有一
定的环境自适应性．此外，研究方法通过在线估计雅可
比矩阵，不需要摄像机内部参数和目标深度信息，避
免了摄像机和手眼标定．最后进行“眼在手”（ｅｙｅ－ｉｎ－
ｈａｎｄ）六自由度机器人定位比较实验，验证了提出的
厦门大学学报（自然科学版） ２０１８年
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
非标定视觉伺服方法的可行性与优越性．
１　问题描述
以在板摄像机机器人视觉反馈为对象，视觉伺服
系统以图像特征为反馈信息，控制机器人从初始位形
定位到期望位形．为此，在图像平面中定义图像误差：
ｅ（ｋ）＝Ｓ（ｋ）－Ｓｄ， （１）
式中，Ｓ（ｋ）∈Ｒｎ×１为ｎ 维当前图像特征向量，Ｓｄ∈
Ｒｎ×１为ｎ维期望特征向量，二者由摄像机投影模型
得到．
摄像机投影模型如图１所示，Ｃ｛Ｏｃ－Ｘｃ　ＹｃＺｃ｝为
摄像机坐标系，Ｉ｛ＯＩ－ＵＶ｝为图像平面坐标系．假设
目标点在摄像机坐标系Ｃ 中的笛卡尔坐标矩阵为Ｐ
＝［ｘｃ，ｙｃ，ｚｃ］，摄像机坐标原点Ｏｃ 与目标点Ｐ 的连
线与摄像机成像平面Ｉ相交一点Ｓ，则在小孔成像条
件下，Ｓ即为Ｐ的成像点，Ｓ＝［ｕ，ｖ］可表示为：
ＳＴ
１（ ）＝１ｚｃ珟ω Ｐ
Ｔ
１（ ）， （２）
式中，珟ω＝ Π３×３ ０３×１［ ］∈Ｒ３×４为摄像机投影矩阵，Π
为摄像机内参数矩阵．
机器人视觉反馈控制通常以速度为控制量，因此
通过计算机器人运动速度即可确定机器人位形．考虑
六自由度机器人“眼在手”系统，并令机器人控制量
Ｕ（ｋ）＝［ｖ（ｋ），ｗ（ｋ）］Ｔ，
其中ｖ（ｋ）＝［ｖｘ（ｋ），ｖｙ（ｋ），ｖｚ（ｋ）］，ｗ（ｋ）＝［ｗｘ（ｋ），
ｗｙ（ｋ），ｗｚ（ｋ）］分别为机器人末端在基坐标系中的线
速度和角速度，则机器人运动速度Ｕ（ｋ）与图像特征Ｓ
（ｋ）的变化量满足以下映射关系［２］：
ＳＴ（ｋ）＝Ｊ（ｋ）Ｕ（ｋ）， （３）
式中Ｊ（ｋ）∈Ｒｎ×６为机器人位形与图像特征的函数，定
义为图像雅可比矩阵．
例如，采用二维图像点控制六自由度机器人运
动，由摄像机投影模型（２）可知，若图像无畸变，即图
像平面中Ｕ 轴垂直Ｖ 轴，则式（３）转变为点特征图像
雅可比矩阵Ｊ′（ｋ），有如下显式：
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　Ｒ２×６， （４）
由式（４）可知，图像雅可比矩阵包含了摄像机内部参
数η和特征点深度信息ｚ
ｃ，所以机器人位形对应的图
像特征与摄像机参数以及目标点深度信息相关，这意
味着视觉反馈系统需要介入标定摄像机内部参数，即
为机器人基于标定的经典ＩＢＶＳ工作方式．
而在摄像机参数和目标深度信息未知环境中实
现机器人视觉反馈控制，其关键问题是图像雅可比在
线估计．本文把雅可比矩阵视为机器人“图像空间－运
动空间”非线性动态映射关系，并转化为状态估计问
题．式（３）对应ｎ维图像特征向量雅可比矩阵不显式表
示为：
Ｊ（ｋ）＝
ｊ１１ … ｊ１６
  
ｊｎ１ … ｊｎ６
熿
燀
燄
燅
∈Ｒｎ×６， （５）
再把式（５）雅可比矩阵的６ｎ个元素构建一个列向量
Ｘ（ｋ），形式如下：
Ｘ（ｋ）＝ ｊ１１…ｊ１２ … ｊｎ１…ｊｎ６［ ］Ｔ ∈Ｒ６ｎ×１，
（６）
式中ｊｉｋ代表雅可比Ｊ（ｋ）的第ｉ行和第ｋ列元素．
不失一般性，把式（６）Ｘ（ｋ）作为机器人伺服系统
的状态向量，并考虑离散动态系统：
Ｘ（ｋ）＝φ（ｋ／（ｋ－１））Ｘ（ｋ－１）＋Ｆ（ｋ－１），
（７）
Ｚ（ｋ）＝ｈ（ｋ）Ｘ（ｋ）＋Ｖ（ｋ）， （８）
式中，φ（ｋ／ｋ－１）为状态转移矩阵，Ｆ（ｋ）为过程噪声，
Ｖ（ｋ）为观测噪声，方差分别为Ｑ 和Ｒ，Ｚ（ｋ）为观测向
量，根据式（３）定义：
Ｚ（ｋ）＝Ｓ（ｋ）－Ｓ（ｋ－１）＝Ｊ（ｋ）Ｕ（ｋ）， （９）
那么观测矩阵ｈ（ｋ）可写成：
ｈ（ｋ）＝
Ｕ（ｋ） … ０
  
０ … Ｕ（ｋ）
熿
燀
燄
燅
∈Ｒ６×６ｎ． （１０）
ＫＦ算法作为最小方差状态估计器，实用于离散
系统的状态估计，若系统（７）和（８）中过程噪声Ｆ（ｋ）
和观察噪声Ｖ（ｋ）为高斯白噪声序列，那么应用ＫＦ算
法对系统（７）和（８）进行状态预测，即可得到雅可比估
计值．然而，实际环境中，观测噪声Ｖ（ｋ）为ＣＣＤ传感
器的测量噪声，不满足白噪声条件，再加上摄像机畸
变和图像处理算法精确性等因素，传统ＫＦ效果不佳，
在大范围空间内由于递推积累误差的影响容易导致
滤波器发散，从而机器人末端定位不准，甚至失败．为
此，本文中研究一种基于 ＫＦ联合反馈型ＥＮＮ网络
的非标定全局空间机器人视觉伺服方法．
２　机器人全局空间雅可比映射学习
首先采用反馈ＥＮＮ［１５］对机器人“图像空间－运动
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图１　摄像机投影模型
Ｆｉｇ．１ Ｔｈｅ　ｐｒｏｊｅｃｔｉｏｎ　ｍｏｄｅｌ　ｏｆ　ｃａｍｅｒａ
空间”非线性动态映射进行全局学习，得到伺服系统
的次优状态，使机器人末端能够在大范围内定位到期
望位形的邻域内．
反馈型ＥＮＮ是一种典型的动态递归网络，除了
和普通神经网络一样包含隐含层和输出层，还包含关
联层，所以ＥＮＮ最大优点是关联层具备一定的记忆
功能，能够记忆隐含层的激励输出，这使得ＥＮＮ广泛
用于动态系统的辨识和预测控制等领域．
本文中采用的ＥＮＮ网络拓扑结构如图２所示，
网络输入为视觉特征向量Ｓ（ｋ），输出为伺服系统次优
状态向量Ｘ′（ｋ），网络数学模型描述如下：
输入层输入输出关系式为：
ＯＩ（ｋ）＝ｆ（Ｗｌ１　Ｓ（ｋ）＋Ｗｌ２　ＯＣ（ｋ）－αｉ）， （１１）
式中，ＯＩ（ｋ）为输入层的输出量，Ｓ（ｋ）为输入图像特
征，ＯＣ（ｋ）为关联层的输出量，Ｗｌ１、Ｗｌ２分别为输入量
和关联层与输入层之间的连接权值，αｉ 为输入层的偏
置向量，ｆ（ｘ）为输入层激励函数，采用Ｓ型函数，如
下式：
ｆ（ｘ）＝
１
１＋ｅ－ｘ
， （１２）
关联层输入输出关系式为：
ＯＣ（ｋ）＝ＯＩ（ｋ－１）， （１３）
输出层的输入输出关系式为：
Ｘ′（ｋ）＝Ｗｌ３　ＯＩ（ｋ）－αｊ， （１４）
式中，Ｗｌ３为输入层与输出层之间的连接权值，αｊ 输出
层的偏置向量．
网络各层连接权值Ｗｌｉ（ｉ＝１，２，３）通过离线训练
获取．本文中选用四个图像点组成八维特征向量，实现
六自由度机器人运动控制，首先采用示教法控制机器
人遍历全局工作范围，稀疏采样６００个样本训练
ＥＮＮ，输入样本为图像特征集，即Ｓ＝（Ｓ１（ｋ），Ｓ２（ｋ），
…，Ｓ６００（ｋ））∈Ｒ８×６００，其中Ｓｉ（ｋ）∈Ｒ８×１为第ｉ个特征
向量．输出样本为系统状态向量集，即Ｘ＝（Ｘ１（ｋ），
Ｘ２（ｋ），…，Ｘ６００（ｋ））∈Ｒ４８×６００，其中Ｘｉ（ｋ）∈Ｒ４８×１为
第ｉ个特征向量对应的系统状态．学习算法采用梯度
下降法［１５］，网络学习迭代１１０步，达到收敛稳定，训练
最小平方和误差为１．３，说明网络测试输出大致接近
训练输出，这意味着在全局空间范围内，机器人末端
能够大致定位到期望位形的邻域内．为实现机器人精
确定位，下一步是对ＥＮＮ输出的次优状态进行 ＫＦ
滤波，实现图像雅可比矩阵在线精确估计．
图２　反馈ＥＮＮ网络拓扑结构
Ｆｉｇ．２ Ｔｈｅ　ｓｔｒｕｃｔｕｒｅ　ｏｆ　ｔｈｅ　ＥＮＮ
３　非标定图像视觉伺服控制框架设计
在非标定环境中，本研究将 ＫＦ联合反馈ＥＮＮ，
构建机器人全局状态空间视觉伺服控制方案．框架如
图３所示，主要由控制律、ＫＦ联合ＥＮＮ雅可比在线
估计、ＥＮＮ权值更新组成．
图３　非标定视觉伺服控制框架
Ｆｉｇ．３ Ｔｈｅ　ｓｔｒｕｃｔｕｒｅ　ｏｆ　ｕｎｃａｌｉｂｒａｔｉｏｎ　ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ　ｃｏｎｔｒｏｌ
首先设计一个可靠的伺服控制律对整个机器人
视觉伺服系统至关重要．式（１）期望特征Ｓｄ 为已知定
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值，对式（１）求导可得：
ｅ（ｋ）＝Ｓ（ｋ）， （１５）
考虑非零常数λ使以下等式成立：
ｅ（ｋ）＝－λｅ（ｋ）， （１６）
将式（１５）代入式（１６）可得：
Ｓ（ｋ）＝－λｅ（ｋ）， （１７）
把式（１７）代入式（３）可得：
－λｅ（ｋ）＝Ｊ（ｋ）Ｕ（ｋ）， （１８）
上式变形得到伺服控制律：
Ｕ（ｋ）＝－λＪ＋ （ｋ）ｅ（ｋ）， （１９）
式中λ为控制系数，Ｊ＋（ｋ）＝Ｊ（ｋ）Ｔ（Ｊ（ｋ）Ｊ（ｋ）Ｔ）－１
为雅可比矩阵Ｊ（ｋ）的广义逆．
控制器式（１９）中雅可比矩阵Ｊ（ｋ）未知，本文中采
用雅可比估计值Ｊ＾（ｋ）代替Ｊ（ｋ）．雅可比精确估计值由
ＫＦ算法联合反馈ＥＮＮ网络得到，算法具体步骤为：
１）首先视觉传感器结合图像处理算法提取图像
特征Ｓ（ｋ），ＥＮＮ网络根据式（１４）输出系统次优状态
Ｘ′（ｋ）．
２）令Ｘ（ｋ－１）＝Ｘ′（ｋ），代入状态转移方程式
（７）获取伺服系统状态更新值Ｘ（ｋ）．
３）Ｘ（ｋ）带入观测方程（８）得到ｋ时刻状态观测
值Ｚ（ｋ）．
４）应用ＫＦ最小方差递推算法获取ｋ时刻最优
状态估计值Ｘ＾（ｋ），并把状态向量恢复成雅可比矩阵
形式，算法如下：
初始化：Ｊ（０）∈Ｒ８×６；Ｊ（０）→Ｘ（０）∈Ｒ４８×１
Ｑ∈Ｒ４８×４８；Ｒ∈Ｒ８×８．
１）＾Ｘ（ｋ／（ｋ－１））＝φ（ｋ／（ｋ－１））＾Ｘ（ｋ－１）．
２）Ｐ（ｋ／（ｋ－１））＝φ（ｋ／（ｋ－１））Ｐ（ｋ－１）φ（ｋ／
（ｋ－１））Ｔ＋Ｑ．
３）Ｋ（ｋ）＝Ｐ（ｋ／（ｋ－１））ｈＴ（ｋ）（ｈ（ｋ）Ｐ（ｋ／（ｋ－
１））ｈ（ｋ）Ｔ＋Ｒ）－１．
４）＾Ｘ（ｋ）＝＾Ｘ（ｋ／（ｋ－１））＋Ｋ（ｋ）（Ｚ（ｋ）－ｈ（ｋ）
Ｘ＾（ｋ／（ｋ－１）））．
５）Ｐ（ｋ）＝（Ｅ－Ｋ（ｋ）ｈ（ｋ））Ｐ（ｋ／（ｋ－１））（Ｅ－
Ｋ（ｋ）ｈ（ｋ））Ｔ＋Ｋ（ｋ）ＲＫ（ｋ）Ｔ．
６）＾Ｊ（ｋ）←＾Ｘ（ｋ）．
以上得到ｋ时刻雅可比精确估计值Ｊ＾（ｋ），为了确
保下一时刻机器人定位的稳定性，此时有必要对ｋ时
刻ＥＮＮ权值进行在线微调．权值更新以图像特征
Ｓ（ｋ）为ＥＮＮ的输入量，ＥＮＮ在线输出系统次优状态
Ｘ′（ｋ），然后采用梯度下降法微调ＥＮＮ权值 （如图３
虚线所示），使网络输出值Ｘ′（ｋ）跟踪ＫＦ最优估计值
Ｘ＾（ｋ），即通过更新网络权值使以下代价函数最小：
σ（ｋ）＝ａｒｇｍｉｎ
１
２Δ
ＸＴ（ｋ）ΔＸ（ｋ）（ ）， （２０）
式中ΔＸ（ｋ）＝（＾Ｘ（ｋ）－Ｘ′（ｋ））．网络权值Ｗ（ｋ）更新
规则如下：
Ｗ（ｋ＋１）＝Ｗ（ｋ）＋γΔＸ（ｋ）
Ｘ′（ｋ）
Ｗ
， （２１）
式中γ为学习率．
机器人非标定视觉伺服框架如图３所示，基本步
骤为，首先摄像机获取图像特征，ＥＮＮ输出系统次优
状态；在此基础上利用ＫＦ算法实现最优状态估计，得
到雅可比精确估计值；其次ＥＮＮ权值在线更新确保
下一时刻系统稳定；最后机器人控制律以时间为指
标，即在额定的采样时间内评判图像误差，若达到额
定采样时间，则机器人定位结束，定位误差值为像素．
４　结果比较分析
如图４所示，采用微软公司 Ｋｉｎｅｃｔ摄像机，并将
摄像机固定在机器人末端，组成“眼在手”机器人实验
平台．摄像机通过ＵＳＢ接口与个人ＰＣ相连，ＰＣ通过
ＲＳ２３２串口与机器人控制器相连接，构成机器人视觉
伺服闭环系统．ＰＣ作为上位机主要完成图像采集与图
像处理，并执行雅可比估计算法和伺服控制算法，机
器人控制器作为下位机完成机器人运动学运算，同时
驱动机器人各个关节．定位试验以六自由度机器人末
端线速度和角速度为控制量，即Ｕ（ｋ）∈Ｒ６×１，以 Ａ４
纸打印４个黑点为定位特征，那么特征向量Ｓ（ｋ）为：
Ｓ（ｋ）＝ ｓ１ ｓ２ ｓ３ ｓ４［ ］Ｔ ∈Ｒ８×１， （２２）
式中ｓｉ＝ ｕｉ ｖｉ（ ）为第ｉ个图像点，所以图像雅可比
矩阵大小为８×６，初始化为：
Ｊ（０）＝
－０．６６ 　０ ０．１１－０．０２－１．０２－０．１６
　０ －０．６６－０．１０　 １．０２　 ０．０２－０．１６
－０．６６ 　０ ０．１１　 ０．０２－１．０２　 ０．１６
　０ －０．６６　 ０．１１　 １．０２－０．０２－０．１６
－０．６６ 　０ －０．１１－０．０２－１．０２　 ０．１６
　０ －０．６６　 ０．１１　 １．０２　 ０．０２　 ０．１６
－０．６６ 　０ －０．１０　 ０．０２－１．０２－０．１６
　０ －０．６６－０．１１　 １．０２－０．０２　 ０．１６
熿
燀
燄
燅
，
（２３）
由式（６）可知，系统状态向量Ｘ（ｋ）大小为４８×１，
令状态转移矩阵φ（ｋ）为单位矩阵，大小为４８×４８，控
制率由实验经验选定为λ＝０．１５，采样间隔为０．１ｓ．
为了验证本文中非标定视觉伺服方法（简称本文
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图４　“眼在手”机器人实验平台
Ｆｉｇ．４ Ｔｈｅ　ｒｏｂｏｔｉｃ　ｐｌａｔｆｏｒｍ　ｏｆ"ｅｙｅ－ｉｎ－ｈａｎｄ"
方法）的有效性，以经典ＰＢＶＳ和ＩＢＶＳ方法［２］为比较
对象，进行机器人大范围定位试验．试验中ＰＢＶＳ和
ＩＢＶＳ需要摄像机内部参数（本文中方法不需要摄像
机参数），摄像机参数有：图像中心ｕ０＝ｖ０＝２５６，摄像
机焦距ηｋｕ＝ηｋｖ＝１　０００，ｋｕ、ｋｖ 分别为图像Ｕ、Ｖ 轴
方向上的比例因子．为了体现机器人大范围定位，机器
人初始位姿与期望位姿分别设定在机器人运动范围
的最大边缘和最小边缘处，对应初始图像特征为Ｓ（０）
＝［３７８，２３５，４２９，３０１，３６３，３５４，３１１，２８９］Ｔ，期望图像
特征为Ｓｄ＝［４７，４７，４６４，４５，４６０，４６３，４０，４５９］Ｔ．
ＰＢＶＳ方法试验结果如图５所示（图中小方块代
表特征点期望位置），由图５（ａ）可知，虽然ＰＢＶＳ方法
机器人末端从初始位姿定位到期望位姿，机器人运动
轨迹几乎接近直线，震动小，但是图５（ｂ）图像特征运
动轨迹不佳，特征点容易超出摄像机视场范围．
图５　ＰＢＶＳ方法结果
Ｆｉｇ．５ Ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ＰＢＶＳ　ｍｅｔｈｏｄ
ＩＢＶＳ方法试验结果如图６所示，图６（ａ）机器人
运动轨迹不稳定，机器人在起始段产生较大震动．由图
６（ｂ）可知，虽然ＩＢＶＳ方法图像特征轨迹以直线方式
从初始位置收敛到期望位置，特征点保持在摄像机视
场范围内，
本文方法试验结果如图７所示，由图７（ａ）可知，
本文方法机器人几乎以直线方式从初始位姿定位到
图６　ＩＢＶＳ方法结果
Ｆｉｇ．６ Ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ＩＢＶＳ　ｍｅｔｈｏｄ
期望位姿，机器人运动轨迹稳定，震动小；同时由图７
（ｂ）可知，图像特征轨迹以近直线方式从初始位置收
敛到期望位置，并且特征点保持在摄像机视场范围内．
图８为机器人定位误差，３种伺服方法图像误差收敛
趋向于０，机器人定位成功．
图７　本文方法结果
Ｆｉｇ．７ Ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ｐｒｏｐｏｓｅｄ　ｍｅｔｈｏｄ
以上比较试验可知，ＰＢＶＳ方法机器人运动轨迹
良好，但图像特征轨迹容易偏离摄像机视场范围；
ＩＢＶＳ方法图像特征轨迹良好，但机器人运动轨迹初
始段不稳定，产生较大震动；而本文中方法机器人运
动轨迹稳定无震动，图像特征轨迹保持在摄像机视场
范围内，综合性能较好．
为了进一步验证本文方法的稳定性，考虑外界干
扰，通过与传统ＫＦ方法比较说明本文方法的稳定性
能．机器人真实环境操作过程，系统过程噪声和传感器
观测噪声的摄动，都将导致系统不稳定．不失一般性，
试验中假设过程噪声Ｆ（ｋ）和观测噪声Ｖ（ｋ）为零均
值，方差分别为Ｑ＝１．２×
１ … ０
  
０ … １
熿
燀
燄
燅
∈Ｒ４８×４８，Ｒ＝
０．１×
１ … ０
  
０ … １
熿
燀
燄
燅
∈Ｒ８×８的白噪声序列．设定初始图
像特征Ｓ（０）＝［２７２，３３６，３１５，４２０，２３０，４６５，１８６，
３８０］Ｔ，期望图像特征Ｓｄ＝［８９，８９，４２２，８０，４２０，４２３，
８５，４２５］Ｔ．
传统ＫＦ方法试验结果如图９所示，图９（ａ）为３Ｄ
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图８　图像特征误差
Ｆｉｇ．８ Ｔｈｅ　ｅｒｒｏｒ　ｏｆ　ｉｍａｇｅ　ｆｅａｔｕｒｅｓ
笛卡尔空间机器人运动轨迹，图９（ｂ）为２Ｄ图像平面
特征点运动轨迹．由图９（ａ）可知，在噪声干扰影响下
机器人末端出现较大幅度的绕行回退运动，进而导致
图像特征轨迹扭曲，特征点偏离摄像机视场范围（见
图９（ｂ））．
图９　ＫＦ算法结果
Ｆｉｇ．９ Ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ＫＦ
而对于相同干扰条件下的机器人定位任务，本文中
ＫＦ联合ＥＮＮ方法试验结果如图１０所示，图１０（ａ）为
３Ｄ笛卡尔空间机器人运动轨迹，图１０（ｂ）为２Ｄ图像平
面特征点运动轨迹．由图１０（ａ）可知，机器人运动轨迹稳
定，无绕行回退现象产生；同时由图１０（ｂ）可知，图像特
征轨迹平滑，特征点保持在摄像机视场范围内．
图１０　ＫＦ联合ＥＮＮ结果
Ｆｉｇ．１０ Ｔｈｅ　ｒｅｓｕｌｔｓ　ｏｆ　ＫＦ　ｕｎｉｔｅ　ＥＮＮ
另外，由图１１可以看出，在额定的采样时间内，
本文中ＫＦ联合ＥＮＮ方法图像误差收敛速度较 ＫＦ
方法快．以上结果其主要原因是首先由ＥＮＮ得到机
器人全局定位的次优状态，在这基础上ＫＦ实施雅可
比精确估计，并实时调整ＥＮＮ网络权重，这种联合工
作方式有利于保证机器人全局空间运动的稳定性．
图１１　图像特征误差
Ｆｉｇ．１１ Ｔｈｅ　ｅｒｒｏｒ　ｏｆ　ｉｍａｇｅ　ｆｅａｔｕｒｅｓ
综上可知，在未知摄像机参数及目标深度信息条
件下，与经典ＰＢＶＳ和ＩＢＶＳ方法相比，本文中研究的
非标定图像视觉伺服控制方法性能良好．在考虑外界
噪声干扰条件下，和传统ＫＦ方法相比，本文ＫＦ联合
ＥＮＮ方法改善了机器人运动的稳定性能，并具有一
定的自适应能力．说明本文研究的ＫＦ联合ＥＮＮ网络
的图像雅可比动态估计方法，及构建的非标定视觉伺
服控制方案真实有效．
５　结　论
针对非标定六自由度机器人全局空间定位问题，
研究了ＫＦ联合反馈ＥＮＮ网络学习的非标定图像视
觉伺服控制方案．ＥＮＮ网络首先对机器人“图像空间－
运动空间”非线性映射关系进行全局学习，获取机器
人定位的次优状态，进而采用ＫＦ进行最优状态估计，
解决图像雅可比在线估计问题．ＫＦ同时对ＥＮＮ权重
进行实时微调，有利于保证机器人定位全局稳定，并
对环境干扰具有一定的自适应性．最后本文方法与经
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典ＰＢＶＳ、ＩＢＶＳ以及传统ＫＦ方法进行六自由度机器
人定位比较试验，实验结果验证了本文方法的有效性．
参考文献：
［１］　贾丙西，刘山，张凯祥，等．机器人视觉伺服研究进展：视
觉系统与控制策略 ［Ｊ］．自动化 学 报，２０１５，４１（５）：
８６１－８７３．
［２］　ＣＨＡＵＭＥＴＴＥ　Ｆ，ＨＵＴＣＨＩＮＳＯＮ　Ｓ．Ｖｉｓｕａｌ　ｓｅｒｖｏ
ｃｏｎｔｒｏｌ　ｐａｒｔ　Ｉ：ｂａｓｉｃ　ａｐｐｒｏａｃｈｅｓ［Ｊ］．ＩＥＥＥ　Ｒｏｂｏｔｉｃｓ　＆Ａｕ－
ｔｏｍａｔｉｏｎ　Ｍａｇａｚｉｎｅ，２００６，４（１３）：８２－９０．
［３］　李海鹏，邢登鹏，张正涛，等．宏微结合的多机械手微装配
机器人系统［Ｊ］．机器人，２０１５，３７（１）：３５－４２．
［４］　杨唐文，高立宁，阮秋琦，等．移动双臂机械手系统协调操作
的视觉伺服技术［Ｊ］．控制理论与应用，２０１５，３２（１）：６９－７４．
［５］　ＲＥＤＷＡＮ　Ｄ，ＮＩＣＯＬＡＳ　Ａ，ＹＯＵＣＥＦ　Ｍ，ｅｔ　ａｌ．Ｄｙｎａｍｉｃ
ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ　ｆｒｏｍ　ｓｅｑｕｅｎｔｉａｌ　ｒｅｇｉｏｎｓ　ｏｆ　ｉｎｔｅｒｅｓｔ　ａｃｑｕｉｓｉ－
ｔｉｏｎ［Ｊ］．Ｔｈｅ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｊｏｕｒｎａｌ　ｏｆ　Ｒｏｂｏｔｉｃｓ　Ｒｅｓｅａｒｃｈ，
２０１２，３１（４）：１－１９．
［６］　ＪＯＳＩＰ　Ｍ，ＭＩＲＪＡＮＡ　Ｂ，ＭＯＪＭＩＬ　Ｃ．Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｕｎｃａｌｉ－
ｂｒａｔｅｄ　ｍｏｄｅｌ－ｆｒｅｅ　ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ　ｍｅｔｈｏｄｓ　ｆｏｒ　ｓｍａｌ－ａｍｐｌｉ－
ｔｕｄｅ　ｍｏｖｅｍｅｎｔｓ：ａ　ｓｉｍｕｌａｔｉｏｎ　ｓｔｕｄｙ［Ｊ］．Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｊｏｕｒｎａｌ
ｏｆ　Ａｄｖａｎｃｅｄ　Ｒｏｂｏｔｉｃ　Ｓｙｓｔｅｍｓ，２０１４，１０８（１１）：１－１６．
［７］　ＷＡＮＧ　Ｈ　Ｌ．Ａｄａｐｔｉｖｅ　ｖｉｓｕａｌ　ｔｒａｃｋｉｎｇ　ｆｏｒ　ｒｏｂｏｔｉｃ　ｓｙｓｔｅｍｓ
ｗｉｔｈｏｕｔ　ｉｍａｇｅ－ｓｐａｃｅ　ｖｅｌｏｃｉｔｙ　ｍｅａｓｕｒｅｍｅｎｔ［Ｊ］．Ａｕｔｏ－
ｍａｔｉｃａ，２０１５，５５（４）：２９４－３０１．
［８］　ＭＡ　Ｚ，ＳＵ　Ｊ　Ｂ．Ｒｏｂｕｓｔ　ｕｎｃａｌｉｂｒａｔｅｄ　ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ　ｃｏｎｔｒｏｌ
ｂａｓｅｄ　ｏｎ　ｄｉｓｔｕｒｂａｎｃｅ　ｏｂｓｅｒｖｅｒ［Ｊ］．ＩＳＡ　Ｔｒａｎｓａｃｔｉｏｎｓ，
２０１５，５９（８）：１９３－２０４．
［９］　ＡＳＡＤＡ　Ｍ，ＴＡＮＡＫＡ　Ｔ，ＨＯＳＯＤＡ　Ｋ．Ｖｉｓｕａｌ　ｔｒａｃｋｉｎｇ
ｏｆ　ｕｎｋｎｏｗｎ　ｍｏｖｉｎｇ　ｏｂｊｅｃｔ　ｂｙ　ａｄａｐｔｉｖｅ　ｂｉｎｏｃｕ１ａｒ　ｖｉｓｕａｌ
ｓｅｒｖｏｉｎｇ［Ｃ］∥Ｐｒｏｅｅｅｄｉｎｇｓ　ｏｆ　ＩＥＥＥ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒ－
ｅｎｃｅ　ｏｎ　Ｍｕｌｔｉｓｅｎｓｏｒ　Ｆｕｓｉｏｎ　ａｎｄ　Ｉｎｔｅｇｒａｔｉｏｎ　ｆｏｒ　Ｉｎｔｅｌｉｇｅｎｔ
Ｓｙｓｔｅｍｓ．Ｔａｉｐｅｉ：ＩＥＥＥ，１９９９：２４９－２５４．
［１０］　ＰＩＥＰＭＥＯＥＲ　Ｊ　Ａ，ＬＩＰＫＩＮ　Ｈ．Ｕｎｃａｌｉｂｒａｔｅｄ　ｅｙｅ－ｉｎ－
ｈａｎｄ　ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ［Ｊ］．Ｔｈｅ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｊｏｕｒｎａｌ　ｏｆ　Ｒｏ－
ｂｏｔｉｃｓ　Ｒｅｓｅａｒｃｈ，２００３，２２（１０／１１）：８０５－８１９．
［１１］　ＨＡＯ　Ｍ，ＳＵＮ　Ｚ．Ａ　ｕｎｉｖｅｒｓａｌ　ｓｔａｔｅ－ｓｐａｃｅ　ａｐｐｒｏａｃｈ　ｔｏ
ｕｎｃａｌｉｂｒａｔｅｄ　ｍｏｄｅｌ－ｆｒｅｅ　ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ［Ｊ］．ＩＥＥＥ／ＡＳＭＥ
Ｔｒａｎｓ　ｏｎ　Ｍｅｃｈａｔｒｏｎｉｃｓ，２０１２，１７（５）：８３３－８４６．
［１２］　ＬＩＡＮＧ　Ｘ　Ｗ，ＷＡＮＧ　Ｈ　Ｓ，ＣＨＥＮ　Ｗ　Ｄ，ｅｔ　ａｌ．Ａｄａｐｔｉｖｅ
ｉｍａｇｅ－ｂａｓｅｄ　ｔｒａｊｅｃｔｏｒｙ　ｔｒａｃｋｉｎｇ　ｃｏｎｔｒｏｌ　ｏｆ　ｗｈｅｅｌｅｄ　ｍｏ－
ｂｉｌｅ　ｒｏｂｏｔｓ　ｗｉｔｈ　ａｎ　ｕｎｃａｌｉｂｒａｔｅｄ　ｆｉｘｅｄ　ｃａｍｅｒａ［Ｊ］．ＩＥＥＥ
Ｔｒａｎｓａｃｔｉｏｎｓ　ｏｎ　Ｃｏｎｔｒｏｌ　Ｓｙｓｔｅｍｓ　Ｔｅｃｈｎｏｌｏｇｙ，２０１５，２３
（６）：２２６６－２２８２．
［１３］　ＷＡＮＧ　Ｈ，ＹＡＮＧ　Ｂ，ＬＩＵ　Ｙ，ｅｔ　ａｌ．Ｖｉｓｕａｌ　ｓｅｒｖｏｉｎｇ　ｏｆ
ｓｏｆｔ　ｒｏｂｏｔ　ｍａｎｉｐｕｌａｔｏｒ　ｉｎ　ｃｏｎｓｔｒａｉｎｅｄ　ｅｎｖｉｒｏｎｍｅｎｔｓ　ｗｉｔｈ
ａｎ　ａｄａｐｔｉｖｅ　ｃｏｎｔｒｏｌｅｒ［Ｊ］．ＩＥＥＥ／ＡＳＭＥ　Ｔｒａｎｓ　ｏｎ
Ｍｅｃｈａｔｒｏｎｉｃｓ，２０１７，２２（１）：４１－５０．
［１４］　ＧＡＯ　Ｊ，ＰＲＯＣＴＯＲ　Ａ，ＢＲＡＤＬＥＹ　Ｃ．Ａｄａｐｔｉｖｅ　ｎｅｕｒａｌ　ｎｅｔ－
ｗｏｒｋ　ｖｉｓｕａｌ　ｓｅｒｖｏ　ｃｏｎｔｒｏｌ　ｆｏｒ　ｄｙｎａｍｉｃ　ｐｏｓｉｔｉｏｎｉｎｇ　ｏｆ　ｕｎｄｅｒ－
ｗａｔｅｒ　ｖｅｈｉｃｌｅｓ［Ｊ］．Ｎｅｕｒｏｃｏｍｐｕｔｉｎｇ，２０１５，１６７（４）：６０４－６１３．
［１５］　ＥＬＭＡＮ　Ｊ　Ｌ．Ｆｉｎｄｉｎｇ　ｓｔｒｕｃｔｕｒｅ　ｉｎ　ｔｉｍｅ［Ｊ］．Ｃｏｇｎｉｔｉｖｅ
Ｓｃｉｅｎｃｅ，１９９０，１４（２）：１７９－２１１．
Ｉｍａｇｅ－ｂａｓｅｄ　Ｕｎｃａｌｉｂｒａｔｉｏｎ　Ｖｉｓｕａｌ　Ｆｅｅｄｂａｃｋ　Ｃｏｎｔｒｏｌ
Ｍｅｔｈｏｄ　ｆｏｒ　Ｒｏｂｏｔ　Ｇｌｏｂａｌ　Ｐｏｓｉｔｉｏｎｉｎｇ
ＺＨＯＮＧ　Ｘｕｎｇａｏ１，ＸＵ　Ｍｉｎ１＊，ＺＨＯＮＧ　Ｘｕｎｙｕ２，ＰＥＮＧ　Ｘｉａｆｕ２
（１．Ｓｃｈｏｏｌ　ｏｆ　Ｅｌｅｃｔｒｉｃａｌ　Ｅｎｇｉｎｅｅｒｉｎｇ　ａｎｄ　Ａｕｔｏｍａｔｉｏｎ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ　ｏｆ　Ｔｅｃｈｎｏｌｏｇｙ，Ｘｉａｍｅｎ　３６１０２４，Ｃｈｉｎａ；
２．Ｓｃｈｏｏｌ　ｏｆ　Ａｅｒｏｓｐａｃｅ　Ｅｎｇｉｎｅｅｒｉｎｇ，Ｘｉａｍｅｎ　Ｕｎｉｖｅｒｓｉｔｙ，Ｘｉａｍｅｎ　３６１１０２，Ｃｈｉｎａ）
Ａｂｓｔｒａｃｔ：Ｔｏ　ａｄｄｒｅｓｓ　ｔｈｅ　ｒｏｂｏｔｉｃ　ｕｎｃａｌｉｂｒａｔｉｏｎ　ｇｌｏｂａｌ　ｐｏｓｉｔｉｏｎｉｎｇ　ｐｒｏｂｌｅｍ，ｗｅ　ｓｔｕｄｉｅｄ　ａ　Ｋａｌｍａｎ　ｆｉｌｔｅｒｉｎｇ（ＫＦ）ｕｎｉｔｅ　ｆｅｅｄｂａｃｋ　Ｅｌｍａｎ
ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ（ＥＮＮ）ｆｏｒ　ｌｅａｒｎｉｎｇ　ｎｏｎｌｉｎｅａｒ　ｍａｐｐｉｎｇ　ｂｅｔｗｅｅｎ　ｒｏｂｏｔ　ｉｍａｇｅ－ｓｐａｃｅ　ａｎｄ　ｍｏｖｅｍｅｎｔ－ｓｐａｃｅ，ｔｈｅｎ　ｐｒｏｐｏｓｅ　ａｎ　ｉｍａｇｅ－ｂａｓｅｄ
ｖｉｓｕａｌ　ｆｅｅｄｂａｃｋ　ｃｏｎｔｒｏｌ　ｍｅｔｈｏｄ．Ｆｉｒｓｔ，ｓｕｂｏｐｔｉｍｕｍ　ｓｔａｔｅｓ　ｗｅｒｅ　ｏｂｔａｉｎｅｄ　ｂｙ　ＥＮＮ　ｇｌｏｂａｌ　ｌｅａｒｎｉｎｇ　ｆｏｒ　ｒｏｂｏｔ　ｇｌｏｂａｌ　ｐｏｓｉｔｉｏｎｉｎｇ　ｔｏ　ｂｕｉｌｄ
ｔｈｅ　ｓｙｓｔｅｍ　ｓｔａｔｅ　ｅｑｕａｔｉｏｎ　ａｎｄ　ｏｂｓｅｒｖａｔｉｏｎ　ｅｑｕａｔｉｏｎ，ａｎｄ　ｆｕｒｔｈｅｒ　ｕｓｅ　ＫＦ　ｔｏ　ｅｓｔｉｍａｔｅ　ｔｈｅ　ｉｍａｇｅ　Ｊａｃｏｂｉｎ　ｍａｔｒｉｘ．Ｓｅｃｏｎｄ，ＫＦ　ａｌｓｏ　ｆｉｎｅ－
ｔｕｎｉｎｇ　ｔｈｅ　ＥＮＮ′ｓ　ｗｅｉｇｈｔｓ　ｉｎ　ｒｅａｌ　ｔｉｍｅ，ｔｈｅ　ＫＦ　ｃｏｏｐｅｒａｔｉｖｅ　ｗｏｒｋｉｎｇ　ｗｉｔｈ　ＥＮＮ　ｎｏｔ　ｏｎｌｙ　ｍｅｅｔｓ　ｔｈｅ　ｇｌｏｂａｌ　ｓｔａｂｉｌｉｔｙ　ｏｆ　ｔｈｅ　ｒｏｂｏｔ　ｇｌｏｂａｌ
ｐｏｓｉｔｉｏｎｉｎｇ，ｂｕｔ　ａｌｓｏ　ｅｘｈｉｂｉｔｓ　ａ　ｃｅｒｔａｉｎ　ａｄａｐｔａｂｉｌｉｔｙ　ｔｏ　ｔｈｅ　ｄｙｎａｍｉｃ　ｅｎｖｉｒｏｎｍｅｎｔ．Ｆｉｎａｌｙ，ｕｎｄｅｒ　ｃｏｎｄｉｔｉｏｎｓ　ｏｆ　ｕｎｃａｌｉｂｒａｔｅ　ｔｈｅ　ｃａｍｅｒａ　ｐａ－
ｒａｍｅｔｅｒｓ，ｍａｎｙ　ｐｏｓｉｔｉｏｎｉｎｇ　ｃｏｍｐａｒｉｓｏｎ　ｅｘｐｅｒｉｍｅｎｔｓ　ｈａｄ　ｂｅｅｎ　ｃａｒｒｉｅｄ　ｏｕｔ　ｗｉｔｈ　ｓｉｘ　ｄｅｇｒｅｅｓ　ｏｆ　ｆｒｅｅｄｏｍ"ｅｙｅ－ｉｎ－ｈａｎｄ"ｒｏｂｏｔｉｃ　ｔｏ　ｖｅｒｉｆｙ
ｔｈｅ　ｅｆｆｅｃｔｉｖｅｎｅｓｓ　ｏｆ　ｔｈｅ　ｐｒｏｐｏｓｅｄ　ｕｎｃａｌｉｂｒａｔｉｏｎ　ｉｍａｇｅ　ｖｉｓｕａｌ　ｓｅｒｖｉｎｇ　ｍｅｔｈｏｄ．
Ｋｅｙ　ｗｏｒｄｓ：ｒｏｂｏｔ　ｖｉｓｕａｌ　ｐｏｓｉｔｉｏｎｉｎｇ；ｇｌｏｂａｌ　ｓｔａｔｅ　ｓｐａｃｅ；ｖｉｓｕａｌ　ｆｅｅｄｂａｃｋ　ｃｏｎｔｒｏｌ；ｕｎｉｔｅ　ｌｅａｒｎｉｎｇ
·９１４·
