Existence and regularity of minimizers in elliptic free boundary problems have been extensively studied in the literature. The corresponding study of higher critical points was recently initiated in Jerison and Perera [30, 31] . In particular, the existence and nondegeneracy of a mountain pass point in a superlinear and subcritical free boundary problem related to plasma confinement was proved in [30] . In this paper we study ground states of a critical free boundary problem related to the Brézis-Nirenberg problem [5] . We extend the results of [30] to this problem by combining the method introduced there with the concentration compactness principle to overcome the difficulties arising from lack of compactness. 
Introduction and main results
Existence and regularity of minimizers in elliptic free boundary problems have been extensively studied for over four decades (see, e.g., [32, 1, 2, 7, 8, 9, 22, 10, 4, 33, 43, 44, 12, 13, 6, 34, 18] and the references therein). Let Ω be a bounded domain in R N , N ≥ 2 with ∂Ω ∈ C 2 . A typical two-phase free boundary problem seeks a minimizer of the variational integral Ω 1 2 |∇u| 2 + χ {u>0} (x) dx among all functions u ∈ H 1 (Ω) ∩ C(Ω) with prescribed values on some portion of the boundary ∂Ω, where χ {u>0} is the characteristic function of the set {u > 0}. A local minimizer u satisfies ∆u = 0 except on the free boundary ∂ {u > 0} ∩ Ω, and
on smooth portions of the free boundary, where ∇u ± are the limits of ∇u from {u > 0} and {u ≤ 0}
• , respectively. The existence and regularity of local minimizers for this problem have been studied, for example, in Alt and Caffarelli [1] , Alt, Caffarelli and Friedman [2] , Caffarelli, Jerison and Kenig [12, 13] , and Weiss [43, 44] . The corresponding study of higher critical points was recently initiated in Jerison and Perera [30, 31] . In particular, the following superlinear and subcritical free boundary problem was studied in [30] :
where u ± = max {±u, 0} are the positive and negative parts of u, respectively, p > 2 if N = 2 and 2 < p < 2 * if N ≥ 3, and ∇u ± are the limits of ∇u from {u > 1} and {u ≤ 1}
• , respectively. Here 2 * = 2N/(N − 2) is the critical Sobolev exponent when N ≥ 3. The interest in this problem arises from its applications in plasma physics (see, e.g., [40, 41, 11, 23, 20, 38] ). The energy functional
associated with this problem is nondifferentiable and therefore standard variational methods cannot be used directly to obtain critical points. A regularization procedure was used in [30] to construct a nontrivial and nondegenerate solution u of mountain pass type that satisfies the equation −∆u = (u − 1)
in the classical sense in Ω \ ∂ {u > 1}, the free boundary condition |∇u + | 2 − |∇u − | 2 = 2 in a generalized sense and in the viscosity sense, and vanishes continuously on ∂Ω. Moreover, it was shown in [30] that in a neighborhood of every regular point, the free boundary ∂ {u > 1} is a C 1, α -surface and hence u satisfies the free boundary condition in the classical sense.
In the present paper we assume that N ≥ 3 and study the critical free boundary problem
where λ, κ > 0 are parameters. Let λ 1 > 0 be the first eigenvalue of
Our main result here is that for all λ > λ 1 and sufficiently small κ > 0, problem (1.1) has a nontrivial and nondegenerate solution of mountain pass type. This extension of the result in Jerison and Perera [30] to the critical case is nontrivial. Indeed, the noncompactness of the Sobolev imbedding H 1 0 (Ω) ֒→ L 2 * (Ω) presents serious new difficulties. We will overcome these difficulties using concentration compactness techniques.
The solution of problem (1.1) that we construct is a locally Lipschitz continuous function
in the classical sense in Ω \ ∂ {u > 1} and vanishes continuously on ∂Ω. It satisfies the free boundary condition in the following generalized sense: for all ϕ ∈ C 1 0 (Ω, R N ) such that u = 1 a.e. on the support of ϕ,
where n ± are the outward unit normals to ∂ {u > 1 ± δ ± } ({u = 1 ± δ ± } are smooth hypersurfaces for a.a. δ ± > 0 by Sard's theorem and the above limits are taken through such δ ± ). In particular, u satisfies the free boundary condition in the classical sense on any smooth portion of the free boundary ∂ {u > 1}. We will refer to such a function u as a generalized solution of problem (1.1). If u is a generalized solution of problem (1.1), then by the maximum principle, the set {u < 1} is connected and either u > 0 everywhere or u vanishes identically. If u ≤ 1 everywhere, then u is harmonic in Ω and hence vanishes identically again. So if u is a nontrivial solution, then u > 0 in Ω and u > 1 in a nonempty open subset of Ω, where it satisfies −∆u = λ (u−1)+κ (u−1) 2 * −1 . Multiplying this equation by u−1 and integrating over the set {u > 1} shows that u lies on the Nehari-type manifold
The variational functional associated with problem (1.1) is
For u ∈ M,
where |·| denotes the Lebesgue measure in R N . We will refer to a generalized solution of problem (1.1) that minimizes J| M as a ground state. A generalized solution u of problem (1.1) is said to be nondegenerate if there exist constants r 0 , c > 0 such that if x 0 ∈ {u > 1} and r := dist (x 0 , {u ≤ 1}) ≤ r 0 , then
First we prove that ground states are nondegenerate. We have the following theorem. Theorem 1.1. If u is a locally Lipschitz continuous minimizer of J| M , then u is nondegenerate.
We recall that u ∈ C(Ω) satisfies the free boundary condition |∇u + | 2 − |∇u − | 2 = 2 in the viscosity sense if whenever there exist a point x 0 ∈ ∂ {u > 1}, a ball B ⊂ {u > 1} (resp. {u ≤ 1}
• ) with x 0 ∈ ∂B, and α (resp. γ) ≥ 0 such that
in B, where ν is the interior (resp. exterior) unit normal to ∂B at x 0 , we have
in B c for any γ (resp. α) ≥ 0 such that α 2 − γ 2 > (resp. <) 2. Recall also that the point x 0 ∈ ∂ {u > 1} is regular if there exists a unit vector ν ∈ R N , called the interior unit normal to the free boundary ∂ {u > 1} at x 0 in the measure theoretic sense, such that
Nondegeneracy will allow us to apply recent regularity results of Lederman and Wolanski [34] to show that the ground state we construct satisfies the free boundary condition in the viscosity sense, and that near regular points the free boundary is a smooth surface and hence this condition holds in the classical sense. We turn to constructing a ground state. The functional J has the mountain pass geometry. Let
be the class of paths joining 0 and the set u ∈ H 1 0 (Ω) : J(u) < 0 , and set
Recall that u ∈ H 1 0 (Ω) is a mountain pass point of J if the set {v ∈ U : J(v) < J(u)} is neither empty nor path connected for every neighborhood U of u (see Hofer [29] ). We will construct a ground state of mountain pass type at the level c when λ > λ 1 and κ > 0 is sufficiently small. The main existence result of the paper is the following theorem. Theorem 1.2. Given λ * > λ 1 , there exists a constant κ * > 0, depending only on λ * and Ω, such that for all λ ≥ λ * and 0 < κ < κ * , there exists a positive ground state solution u of problem (1.1) satisfying (i) u is a mountain pass point of J at the level c > 0, (ii) u is nondegenerate, (iii) u satisfies the free boundary condition in the viscosity sense, (iv) in a neighborhood of every regular point, the free boundary ∂ {u > 1} is a C 1, α -surface and u satisfies the free boundary condition in the classical sense.
The existence result in the theorem does not follow from a routine application of the mountain pass theorem and the concentration compactness principle due to the lack of smoothness of J. Indeed, J is not even continuous, much less of class C 1 . We will obtain our solution as the limit of mountain pass points of a suitable sequence of C 1 -functionals approximating J as in Jerison and Perera [30, 31] . However, we will carry out this regularization procedure for a general nonlinearity that admits critical growth. Consider the free boundary problem
where f is a locally Hölder continuous function on R satisfying (f 1 ) f (t) = 0 for a.a. x ∈ Ω and all t ≤ 0,
The variational functional associated with this problem is
where
and note that B : R → [0, 1] is a smooth nondecreasing function such that B(t) = 0 for t ≤ 0, B(t) > 0 for 0 < t < 1, and B(t) = 1 for t ≥ 1. For ε > 0, let
and note that J ε is of class C 1 . We will prove the following convergence result, which is of independent interest. Theorem 1.3. Assume (f 1 ) and (f 2 ). Let ε j ց 0 and let u j be a critical point of
Moreover, u satisfies the equation −∆u = f (u−1) in the classical sense in Ω\∂ {u > 1}, the free boundary condition |∇u + | 2 − |∇u − | 2 = 2 in the generalized sense (1.2), and vanishes on ∂Ω. If, in addition, u is nondegenerate, then u satisfies the free boundary condition in the viscosity sense and in a neighborhood of every regular point, the free boundary ∂ {u > 1} is a C 1, α -surface and u satisfies the free boundary condition in the classical sense.
Returning to problem (1.1), we have
Recall that J ε satisfies the Palais-Smale compactness condition at the level c ∈ R, or (PS) c condition for short, if every sequence (
sequence, has a convergent subsequence. In order to obtain a critical point of J ε by applying the mountain pass theorem, we will first show using the concentration compactness principle of Lions [35, 36] that given any M > 0, there exists κ * > 0, independent of ε, such that J ε satisfies the (PS) c condition for all c ≤ M if 0 < κ < κ * . Let
be the best Sobolev constant for the imbedding
We have the following proposition.
In order to apply Theorem 1.3, we also need uniform H 1 and L ∞ estimates for critical points of J ε below a given level. If u is a critical point of J ε with J ε (u) ≤ M , then
by Lemma 4.1 in Section 4, which together with the Hölder inequality and J ε (u) ≤ M gives a bound for u that depends only on N , M , |Ω|, κ and λ. We will prove that there exists κ * > 0, independent of ε, such that critical points of
where κ * is as in Proposition 1.4. If 0 < κ < κ * , then there exists a constant C > 0, depending on M , Ω, κ and λ, but not on ε > 0, such that
We would like to emphasize that the novelty here is that we extend the results of [30] to the critical exponent case, where the noncompactness of the Sobolev imbedding presents serious new difficulties, by combining the method introduced there with concentration compactness techniques. Many of the arguments in this paper are adapted from [30] . They are repeated here in detail for the sake of completeness and for the convenience of the reader.
In closing the introduction we note that problem (1.1) is also related to the well-studied Brézis-Nirenberg problem
In a celebrated paper [5] , Brézis and Nirenberg proved, among other things, that this problem has a solution if 0 < λ < λ 1 and N ≥ 4, and no solution if λ ≥ λ 1 . This pioneering work has stimulated a vast literature (see, e.g., [15, 14, 3, 28, 24, 42, 16, 19, 25, 27, 26, 17, 39] and the references therein).
Notation. Throughout the paper we write
Nondegeneracy of ground states
In this section we prove that ground states are nondegenerate and those that are at the level c are mountain pass points of J, where c is as in (1.3). The manifold M is contained in the set
For u ∈ U , consider the curve
which passes through u at s = 1. For s ∈ [−1, 0],
Then J(ζ u (s)) increases for s ∈ (0, s u ), attains its maximum at s = s u , decreases for s ∈ (s u , ∞), and
If u ∈ M and J(u) = c, then u is a mountain pass point of J. In particular, ground states at the level c are mountain pass points of J.
Proof. For each u ∈ M, there exists s 0 > 1 such that J(ζ u (s 0 )) < 0 by (2.2). Then
3) follows. Now suppose J(u) = c and let U be a neighborhood of u. The path γ u passes through u at t = 2/(s 0 + 1) =: t 0 and J(γ u (t)) < c for t = t 0 . By the continuity of γ u , there exist 0 < t − < t 0 < t + < 1 such that γ u (t ± ) ∈ U , in particular, the set {v ∈ U : J(v) < c} is nonempty. If it is path connected, then it contains a path η joining γ u (t ± ), and 1] gives a path in Γ on which J < c, contradicting the definition of c. So it is not path connected, and u is a mountain pass point of J.
For u ∈ U , ζ u intersects M exactly at one point, namely, where s = s u , and s u = 1 if u ∈ M. So we can define a (nonradial) continuous projection π : U → M by
we have
by (2.1), in particular,
for u ∈ M. We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let x 0 ∈ {u > 1} and let r := dist (x 0 , {u ≤ 1}) ≤ 1. Then let y = (x − x 0 )/r, let V = {y : x ∈ Ω}, and set
Since u(x) > 1 for all x ∈ B r (x 0 ) and there exists a point x 1 ∈ ∂B r (x 0 ) such that u(x 1 ) = 1,
where L > 0 is the Lipschitz coefficient of u in {u ≥ 1}. Then
so by the Harnack inequality there exists a constant C > 0 such that
Take a smooth cutoff function ψ :
and set z(x) = rw(y) + 1. Since {z > 1} = {u > 1} \ B r/3 (x 0 ), z = 1 in B r/3 (x 0 ), and
We havê
since 0 < α < 2L by (2.6). As in (2.6), 0 < u − 1 < 2L r in D, and |D| = O(r N ), sô
It follows that
Since u is a minimizer of J| M ,
J(u) ≤ J(π(z)).
Since z − = u − , {z > 1} = {u > 1}\B r/3 (x 0 ), and z = 1 in B r/3 (x 0 ), this inequality reduces to
by (2.4) and (2.5). Since z = u in {u > 1} \ D, this implies
by (2.8) and (2.9). In view of the first equality in (2.7), this gives r 0 , c > 0 such that r ≤ r 0 implies α ≥ c, which is the desired conclusion.
A general convergence result
In this section we prove Theorem 1.3. If u is a critical point of J ε , then u is a weak solution of
and hence also a classical solution by elliptic regularity theory. By the maximum principle, u ≥ 0 in Ω. The crucial ingredient in the passage to the limit is the following uniform Lipschitz continuity result, proved in Caffarelli, Jerison, and Kenig [12] . for some constants A > 0 and 0 < ε ≤ 1. Then there exists a constant C > 0, depending on N , A and´B 1 (0) u 2 dx, but not on ε, such that
Let ε j and u j be as in Theorem 1.3. We may assume that 0 < ε j ≤ 1.
for some constant A 0 > 0 by (f 1 ) and (f 2 ). Then
, it follows from Proposition 3.1 that for each r > 0, there exists a constant C(r) > 0 such that
whenever B r (x 0 ) ⊂ Ω. We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. Since (u j ) is bounded in H 1 0 (Ω), a renamed subsequence converges weakly in H 1 0 (Ω) to some u. Since (u j ) is bounded in L ∞ (Ω) and uniformly locally Lipschitz continuous by (3.2) , a standard diagonalization argument shows that u j → u uniformly on compact subsets of Ω for a further subsequence, and u is locally Lipschitz continuous. Let ϕ 0 > 0 be the solution of
where A 0 is as in (3.1). Since
by the maximum principle, so 0 ≤ u ≤ ϕ 0 . Hence |u j − u| ≤ ϕ 0 . It follows that u continuously extends to Ω with zero boundary values and u j → u uniformly on Ω.
Next we show that u satisfies the equation −∆u = f (u − 1) in {u = 1}. Let ϕ ∈ C ∞ 0 ({u > 1}). Then u ≥ 1 + 2 ε on the support of ϕ for some ε > 0. For all sufficiently large j, ε j < ε and |u j − u| < ε in Ω. Then u j ≥ 1 + ε j on the support of ϕ, so testing
with ϕ giveŝ
Since u j → u weakly in H 1 0 (Ω) and uniformly on Ω, passing to the limit giveŝ
This then holds for all ϕ ∈ H 1 0 ({u > 1}) by density, and hence u is a classical solution of −∆u = f (u − 1) in {u > 1}. A similar argument shows that u is harmonic in {u < 1}. Now we show that u is harmonic in {u ≤ 1}
• . Testing (3.3) with any nonnegative
and passing to the limit giveŝ
in the weak sense. On the other hand, since u is harmonic in {u < 1}, κ := ∆(u − 1) − is a nonnegative Radon measure supported on Ω ∩ ∂ {u < 1} by Alt and Caffarelli [1, Remark 4.2], so
It follows from (3.7) and (3.8) that u ∈ W 2, q loc ({u ≤ 1} • ), 1 < q < ∞ and hence κ is actually supported on Ω ∩ ∂ {u < 1} ∩ ∂ {u > 1}, so u is harmonic in {u ≤ 1}
• .
We are now ready to prove (ii). By standard regularity arguments, u j ∈ C 1 (Ω), u ∈ C 1 (Ω \ ∂ {u > 1}), and ∂u j /∂n → ∂u/∂n on ∂Ω, where n is the outward unit normal.
Multiplying (3.5) by u j − 1, integrating by parts, and noting that β((t − 1)/ε j ) (t − 1) ≥ 0 for all t giveŝ
since ∂u j /∂n → ∂u/∂n pointwise and ∂ϕ 0 /∂n ≤ ∂u j /∂n ≤ 0 by (3.4). Fix 0 < ε < 1. 10) and integrating (u − 1 + ε) − ∆u = 0 over Ω giveŝ
Adding (3.10) and (3.11), and letting ε ց 0 giveŝ
which together with (3.9) gives lim sup
Since u j ⇀ u in H 1 0 (Ω) and hence u ≤ lim inf u j , it follows that u j → u , so u j → u strongly in H 1 0 (Ω). To prove (iii), write
Since B((u j − 1)/ε j ) χ {u =1} converges pointwise to χ {u>1} and is bounded by 1, the first integral converges to J(u) by (i) and (ii), and
since 0 ≤ B ≤ 1, so (iii) follows.
Now we show that u satisfies the generalized free boundary condition, i.e., for all ϕ ∈ C 1 0 (Ω, R N ) such that u = 1 a.e. on the support of ϕ,
where n is the outward unit normal to {1 − δ − < u < 1 + δ + }. Multiplying (3.5) by ∇u j ·ϕ and integrating over {1 − δ − < u < 1 + δ + } gives 0 =ˆ{
Since u j → u uniformly on Ω, strongly in H 1 0 (Ω), and locally in C 1 (Ω \ ∂ {u > 1}),
since n = ±∇u/|∇u| on {u = 1 ± δ ± }, and
which goes to zero as δ + ց 0 by (f 2 ). Since 0 ≤ B((u j − 1)/ε j ) ≤ 1,
and
The last two integrals go to zero as δ ± ց 0 since |{u = 1} ∩ supp ϕ| = 0, so first letting j → ∞ and then letting δ ± ց 0 gives (3.12).
Since f (u j − 1) 
Compactness and L ∞ estimates
In this section we prove Propositions 1.4 and 1.5. We have
We will make repeated use of the following simple lemma.
Proof. Since B(t) ≥ 0 for all t,
and since β(t) t ≤ 2 for all t,
In the absence of a compact Sobolev imbedding, the main technical tool we use here to prove the (PS) condition is the following concentration compactness principle of Lions [35, 36] .
− − → ν in the sense of measures, where µ and ν are bounded nonnegative measures on Ω. Then there exist an at most countable index set I and points x i ∈ Ω, i ∈ I such that
Proof of Proposition 1.4. Let 0 < κ < κ * , c ≤ M , and (u j ) ⊂ H 1 0 (Ω) be a (PS) c sequence.
by Lemma 4.1, and hencê
by the Hölder inequality. It follows that (u j ) is bounded, and hence so is (u + j ). Passing to a subsequence, u + j converges to some v ≥ 0 weakly in H 1 0 (Ω), strongly in L p (Ω) for 1 ≤ p < 2 * and a.e. in Ω, and
in the sense of measures, where µ and ν are bounded nonnegative measures on Ω (see, e.g., Folland [21] ). By Proposition 4.2, there exist an at most countable index set I and points
where ν i , µ i > 0 and (ν i ) 2/2 * ≤ µ i /S.
Let ϕ : R N → [0, 1] be a smooth function such that ϕ(x) = 1 for |x| ≤ 1 and ϕ(x) = 0 for |x| ≥ 2. For i ∈ I and ρ > 0, set
and note that ϕ i,ρ : R N → [0, 1] is a smooth function such that ϕ i,ρ (x) = 1 for |x − x i | ≤ ρ and ϕ i,ρ (x) = 0 for |x − x i | ≥ 2ρ. Moreover, the sequence ( ,
Denoting by C a generic positive constant independent of j and ρ,
by the Hölder inequality. So letting j → ∞ in (4.3) giveŝ
Letting ρ ց 0 and using (4.2) now gives µ i ≤ κν i , which together with (ν i ) 2/2 * ≤ µ i /S then gives ν i ≥ (S/κ) N/2 . In particular, I is a finite set since ν is a bounded measure. Since (u + j ) is bounded, taking u = u j in Lemma 4.1 and passing to the limit using (4.1) gives
which together with (4.2) and c ≤ M then gives
Since each ν i ≥ (S/κ) N/2 and κ < κ * , this implies that I = ∅ and hencê
Since (u j ) is bounded, a further subsequence converges to some u weakly in H 1 0 (Ω), strongly in L p (Ω) for 1 ≤ p < 2 * , and a.e. in Ω. We have
by (4.4) and the dominated convergence theorem. Then u j → u in H 1 0 (Ω) by a standard argument. Now we turn to the proof of Proposition 1.5. If u is a critical point of J ε , then u is a weak solution of
and hence also a classical solution by elliptic regularity theory. By the maximum principle, either u > 0 in Ω or u vanishes identically. We make use of the following L ∞ bound, obtained in Perera and Silva [37] , for weak solutions of the boundary value problem
where h is a Carathéodory function on Ω × (0, ∞) satisfying (h) ∃ r > N/2 and a ∈ L r (Ω) such that h(x, t) ≤ a(x) t for a.a. x ∈ Ω and all t > 0. 
