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Recent experimental and theoretical works made much progress towards understanding non-
equilibrium phenomena in thermalizing systems, which act as thermal baths for their small sub-
systems, and many-body localized ones, which fail to do so. The description of time evolution in
many-body systems is generally challenging due to the dynamical generation of quantum entangle-
ment. In this work, we introduce an approach to study quantum many-body dynamics, inspired by
the Feynman-Vernon influence functional. Focusing on a family of interacting, Floquet spin chains,
we consider a Keldysh path-integral description of the dynamics. The central object in our approach
is the influence matrix (IM), which describes the effect of the system on the dynamics of a local
subsystem. For translationally invariant models, we formulate a self-consistency equation for the
influence matrix. For certain special values of the model parameters, we obtain an exact solution
which represents a perfect dephaser (PD). Physically, a PD corresponds to a many-body system
that acts as a perfectly Markovian bath on itself: at each period, it measures every spin. For the
models considered here, we establish that PD points include dual-unitary circuits investigated in
recent works. In the vicinity of PD points, the system is not perfectly Markovian, but rather acts
as a bath with a short memory time. In this case, we demonstrate that the self-consistency equa-
tion can be solved using matrix-product states (MPS) methods, as the IM temporal entanglement
is low. A combination of analytical insights and MPS computations allows us to characterize the
structure of the influence matrix in terms of an effective “statistical-mechanics” description. We
finally illustrate the predictive power of this description by analytically computing how quickly an
embedded impurity spin thermalizes. The influence matrix approach formulated here provides an
intuitive view of the quantum many-body dynamics problem, opening a path to constructing models
of thermalizing dynamics that are solvable or can be efficiently treated by MPS-based methods, and
to further characterizing quantum ergodicity or lack thereof.
I. INTRODUCTION
Describing non-equilibrium quantum matter and har-
nessing it for quantum technology is one of the central
challenges in modern physics. The problem of highly
non-equilibrium dynamics of many-body systems, both
isolated and open, has been attracting intense experi-
mental and theoretical interest over the past years [1–3].
Ergodic isolated systems are believed to thermalize as a
result of their quantum evolution; qualitatively, such a
system can act as an efficient thermal bath for its suffi-
ciently small subsystems. Recent breakthroughs identi-
fied classes of systems that do not reach thermal equilib-
rium [4–7] and therefore may exhibit new phenomena not
envisioned within the framework of statistical mechanics.
Floquet systems, where the Hamiltonian is periodi-
cally varied in time, play a special role in the family
of non-equilibrium systems, thanks to their natural ex-
perimental realizations. Although periodic driving se-
quences have been utilized in nuclear magnetic resonance
for decades [8], recent works revealed a range of new sur-
prising phenomena in Floquet systems. In particular, it
was shown that many-body Floquet systems may exhibit
new topological properties [9]. Many-body localization
in Floquet systems can protect them from heating [10–
∗ These two authors contributed equally to this work
12], enabling new non-equilibrium states of matter with
remarkable properties not attainable in thermal equilib-
rium [13–17].
The central difficulty in describing dynamics of many-
body systems that do thermalize stems from the rapid
generation of quantum entanglement. Initially simple,
non-entangled states, quickly develop non-local correla-
tions; faithfully describing a time-evolved state requires,
in general, a number of parameters which grows expo-
nentially with the evolution time. Various efficient nu-
merical methods based on tensor networks have been in-
troduced [18–21]. Examples of tractable interacting Flo-
quet models, both integrable and thermalizing, have been
found and are being actively investigated [22–26].
The goal of this paper is to formulate what we call the
influence matrix approach to quantum many-body Flo-
quet dynamics. This approach can be viewed as an ex-
tension of the celebrated Feynman-Vernon influence func-
tional approach [27] to interacting Floquet systems. In
the original formulation, Feynman and Vernon developed
a path-integral description of a quantum-mechanical sys-
tem coupled to a bath. Typically, the bath consists of
physical degrees of freedom that are of different nature
than those composing the system itself, such as in the
case of two-level systems coupled to a bath of harmonic
oscillators [28, 29] or particle reservoirs [30]. In our case,
in contrast, the bath and the system will be composed of
the same physical constituents.
We will consider quantum systems on a lattice, and
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Figure 1. a) Cartoon illustration of the influence matrix approach to many-body Floquet dynamics. The many-body quantum
state of a spin system becomes increasingly entangled due to periodic local interactions and kicks. The influence matrix I,
defined in Eq. (15) below, describes the dynamical effects of all spins k < p on a spin p, in terms of a path integral weight
affecting the trajectories {σ, σ¯} of spin p forward and backward in time. b) In translationally-invariant one-dimensional systems,
the influence matrix is the same for all p, which, as illustrated, leads to a self-consistency equation for it.
will be interested in the dynamics of a finite subsystem,
treating its complement as a bath. The effect of this
bath on the subsystem can be described by the influence
functional. Although here we focus on Floquet systems,
generalizations to Hamiltonian systems appear possible.
More specifically, we will study a class of kicked Floquet
systems, which can be viewed as many-body extensions of
the celebrated quantum rotor model [31]. In this case, the
influence functional becomes discrete and we will there-
fore refer to it as the influence matrix (IM).
The setup and the key idea of the approach are sum-
marized in Fig. 1. We consider a one-dimensional system
of quantum spins, or qudits, σk (with local Hilbert space
dimension q). We choose spin p, and treat all degrees of
freedom to the left as a bath, as illustrated in Fig. 1a.
The starting point of our analysis is the Keldysh path-
integral formulation of time evolution. In this formalism,
forward and backward trajectories of spins arise; for spin
k they are denoted by στk , σ¯
τ
k , τ = 0, 1, 2, . . . . To capture
the effect of the bath on spin p, we trace out the bath
degrees of freedom, which gives rise to the influence ma-
trix I({στp , σ¯τp}). It enters as an additional weight into
the path integral describing the evolution of the reduced
density matrix of spin p. In general, this influence matrix
is non-local in time.
For translationally invariant systems, spin p, subject to
the IM I({στp , σ¯τp}), should produce exactly the same IM
for its right neighbor. Using this observation, we will for-
mulate a self-consistency equation for the IM, pictorially
illustrated in Fig. 1b. This equation is a key ingredient
of our approach.
The knowledge of the IM allows to determine the local
dynamical properties of the system, including all tempo-
ral correlation functions. The IM naturally incorporates
the initial state, and allows averaging over ensembles of
initial states. The self-consistent IM describes how a sys-
tem acts as a bath on itself. This approach thus gives
access to detailed information regarding thermalization
time scales and memory time of the bath. As discussed
below, it also allows one to analyze the effect of the bath
on an impurity spin. In this sense, the self-consistent IM
provides a more complete characterization of a many-
body system as a bath, compared to spectral properties
(such as presence or absence of level repulsion [7]), and
the statistics of matrix elements studied both in the con-
text of the eigenstate thermalization [3] and many-body
localization [32].
While in general the self-consistency equation for the
IM is complicated, it admits exact solutions in special
cases. For kicked Ising models (see, e.g., Ref. [24] and
references therein) with certain parameter values, we find
that the infinite-temperature IM can be obtained exactly.
This solution describes a bath that is a perfect dephaser
(PD), that is, its effect on a spin at each step of the
Floquet evolution is to exactly cancel off-diagonal ma-
trix elements of its reduced density matrix. Phrased dif-
ferently, the bath measures every spin of the system at
each time step. Interestingly, for the case of kicked Ising
models, the perfect dephaser class coincides with models
that can be recast as dual-unitary circuits introduced re-
cently [24, 25]. While dual-unitarity implies PD form of
the IM, we note that at present we do not know whether
the converse holds.
Perfect dephaser systems serve as remarkably simple
quantum baths: when coupled to an impurity spin, the
system would act on it as an exactly Markovian bath,
with a relaxation rate that depends on the coupling
strength. This is remarkable, as Markovianity is usually
an approximation which requires the internal dynamics
of the bath to be much faster than the quantum system
that it measures. Thus, the IM approach allows one to
identify quantum systems which act as Markovian baths.
At the mathematical level, the IM approach bears
a similarity to a tensor-network numerical method in-
troduced by Ban˜uls et al. [19] for modelling dynam-
ics of Hamiltonian systems. Building on the previous
insights [19], we apply a matrix-product state (MPS)
ansatz to construct the IM away from the PD points.
3This tool allows us to shed light on the more general
structure of the IM in ergodic Floquet systems.
At the PD points, the IM, viewed as a “wave function”
in the space of single-spin trajectories, is effectively non-
entangled. We further find that away from PD points,
the IM “wave function” exhibits slow growth of tempo-
ral entanglement, which allows us to analyze the sys-
tem’s dynamics at longer times than those accessible via
exact diagonalization. This observation provides a tool
for identifying regimes of thermalizing Floquet dynamics
that are amenable to efficient MPS-based methods.
To characterize the structure of IMs in ergodic systems
detuned away from PD points, we adopt a statistical-
mechanics-like description, viewing “quantum” intervals
of a spin trajectory (i.e., the intervals where the forward
and the backward path differ, σ 6= σ¯) as “particles”. We
study the weights of these particles and their interactions,
demonstrating that in thermalizing systems they decay
exponentially. We further use this insight to predict how
the system thermalizes a slower impurity spin, finding a
good agreement with numerical simulations.
The influence matrix approach has several additional
attractive features. Perhaps most importantly, it pro-
vides a direct, physically intuitive way to describe a
many-body system as a quantum bath for its constituent
parts, giving access to relevant time scales and various
correlation functions, including the Loschmidt echo (see
below). Furthermore, it allows one to describe dynamics
for different ensembles of initial states and in the ther-
modynamic limit. As mentioned above, the IM approach
admits certain exact solutions that are likely not limited
to PD which will be our focus here.
The rest of the paper is organized as follows. In Sec-
tion II we introduce the IM approach, and formulate the
self-consistency equation for the IM. In Section III we
will discuss the cases where the IM can be found exactly,
and has a perfect dephaser form. Further, Section IV is
dedicated to dynamics away from PD points; we intro-
duce and justify the use of MPS-based methods, develop
an analytical characterization of the IM structure, and
discuss implications for dynamics. Finally, in Section V
we will summarize our results, and provide an outlook.
II. INFLUENCE MATRIX FORMULATION
We will start by introducing the models to be consid-
ered. We then describe a path integral representation of
the dynamics. The correlation functions are expressed
in terms of a transfer matrix which acts on the space of
single-spin trajectories. We discuss general properties of
such transfer matrices, arguing in particular that they
have a pseudoprojection property. The eigenvector of the
transfer matrix encodes the dynamical properties in the
thermodynamic limit, and allows one to find all tempo-
ral correlation functions. We interpret the eigenvector
as an influence matrix, and formulate a self-consistency
equation for it.
A. Model
We consider a class of kicked one-dimensional Floquet
systems. At each site of a periodic chain of length L, we
place a spin, or qudit, with q basis states, denoted by |σ〉.
During each driving period, a two-spin operator Pˆj+1/2
acts on all neighboring pairs j, j + 1. This operator
represents an Ising-type coupling: it is diagonal in the
|σj , σj+1〉 = |σj〉 ⊗ |σj+1〉 basis, and symmetric under
exchange j ↔ j + 1 :
Pˆj+1/2|σj , σj+1〉 = eiφj+1/2(σj ,σj+1)|σj , σj+1〉 (1)
with φ(σ, σ′) = φ(σ′, σ). This is followed by unitary
single-spin operators Wˆj (“kicks”). The combination of
the two steps gives the following Floquet operator (evo-
lution operator over one driving period):
Fˆ = Wˆ Pˆ =
∏
j
Wˆj
∏
j
Pˆj+1/2 . (2)
A graphical representation of the corresponding Floquet
evolution is provided in Fig. 2. Here we choose to focus
on this class of models for clarity of presentation. The
following discussion, however, can be extended to more
general Floquet systems, where a shallow quantum cir-
cuit is applied periodically in time. For q = 2, this model
reduces to the kicked Ising model (KIM), which we will
frequently use for illustration purposes.
B. Dual transfer matrix
Next, we use a discrete path-integral representation
of the dynamics of the system. An amplitude for the
evolution over t periods, from an initial product state
|{σ0j }〉 = ⊗j |σ0j 〉 at τ = 0 to a state |{σtj}〉 at time τ = t,
is given by
A{σ0j}→{σtj} = 〈{σtj}|Fˆ t|{σ0j }〉.
This amplitude can be expressed by a path integral:
A{σ0j}→{σtj} =
∑
{στj }
t−1∏
τ=0
∏
j
eiφj+1/2(σ
τ+1
j ,σ
τ+1
j+1 )[Wj ]στ+1j στj
(3)
where we have defined [Wj ]στ+1j στj
= 〈στ+1j |Wˆj |στj 〉. The
sum runs over all possible trajectories of L spins, with
fixed initial and final configurations.
To describe the evolution of the density matrix, we will
employ a Keldysh-type formalism. To that end, let us in-
troduce a superoperator R which describes the evolution
of the system’s density matrix (DM). It is the tensor
product of A and its conjugate A∗, so that its matrix
elements are given by
R
σt1σ¯
t
1...σ
t
Lσ¯
t
L
σ01 σ¯
0
1 ...σ
0
Lσ¯
0
L
= A{σ0j}→{σtj}A
∗
{σ¯0j}→{σ¯tj}. (4)
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Figure 2. a) Graphical circuit representation of the Floquet dynamics of the model in Eq. (2). The periodic unitary time
evolution of the initial unentangled density matrix ρ0 is pictured by a Keldysh closed-time contour made up of a forward and
a backward branch. The red-ellipse and blue-square tensors represent Pˆ and Wˆ unitary operators, respectively. The black
tensors denote the initial density matrices of individual spins. For later convenience, we have separated possible single-spin
diagonal kicks in green-diamond tensors; the latter can be included into either Wˆ or Pˆ , if needed. The dual transfer matrix T˜
defined in Eq. (8) is indicated by a blue shaded region. b) In the spirit of the Keldysh formalism, the folded picture is obtained
by constructing the composite, q2-dimensional Hilbert spaces of the forward and backward spins at equal times, spanned by
the states {|στj , σ¯τj 〉}. The local operators acting on this folded space are given by the tensor product of each forward-branch
operator Oˆ = Wˆj , Pˆj+1/2 and its conjugate Oˆ
† acting on the backward branch, as illustrated in the left panel. The initial
density matrices [ρ0j ]σ0j ,σ¯0j
are reshaped accordingly, and final-time contractions are reshaped to vectors δσtj ,σ¯tj , denoted by black
and white single-leg tensors, respectively.
For a given initial DM of the system
[
ρ0
]
σ01 σ¯
0
1 ...σ
0
Lσ¯
0
L
, the
DM at time t is obtained by contracting R with ρ0. In
particular, R gives the probability of the system’s tran-
sition from an initial classical state to a final classical
state, if we put σ0j = σ¯
0
j and σ
t
j = σ¯
t
j for all j.
Further, following Ref. [19], we introduce a dual trans-
fer matrix Tj , which will provide a convenient alternative
representation of the reduced density matrix evolution,
with time and space interchanged (see Fig. ??). Its ma-
trix elements are given by
〈σ1j+1 σ¯1j+1 . . . σ¯t−1j+1| [Tj ]
σtj σ¯
t
j
σ0j σ¯
0
j
|σ1j σ¯1j . . . σ¯t−1j 〉 =
t−1∏
τ=0
eiφj+1/2(σ
τ+1
j ,σ
τ+1
j+1 )−iφj+1/2(σ¯τ+1j ,σ¯τ+1j+1 ) [Wj ]στ+1j στj [W
∗
j ]σ¯τ+1j σ¯τj
. (5)
We treat initial and final spin configurations as parameters. The matrix acts on the q2(t−1)-dimensional space of
single-spin forward and backward trajectories at times 1 ≤ τ ≤ t− 1.
Then, for a periodic system, Eq. (4) can be expressed via the dual transfer matrices at different sites as follows [33]:
R
σt1σ¯
t
1...σ
t
Lσ¯
t
L
σ01 σ¯
0
1 ...σ
0
Lσ¯
0
L
= Tr
(
[T1]
σt1σ¯
t
1
σ01 σ¯
0
1
... [TL]
σtLσ¯
t
L
σ0Lσ¯
0
L
)
. (6)
In the tensor-network language, this representation corresponds to contracting the network in the space direction, as
discussed in Ref. [19] which introduced a new numerical method for Hamiltonian systems based on this idea.
As we will see below, this representation has several advantages. It is particularly suited for describing ensembles
of initial product states (or, more generally, weakly entangled states). For product states, the initial DM is a tensor
product of individual spins DMs
[
ρ0j
]
σ0j σ¯
0
j
: [
ρ0
]
σ01 σ¯
0
1 ...σ
0
Lσ¯
0
L
=
∏
j
[
ρ0j
]
σ0j σ¯
0
j
. (7)
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Figure 3. a) Graphical illustration of the pseudoprojection property in Eq. (11). The Keldysh path integral can be represented
by a folded circuit and hence evaluated sequentially in the space direction, yielding the iteration T˜ ` of the dual transfer matrix
(blue shaded tensor) as in Eq. (9) (cf. Fig. 2). Unitarity of time-evolution allows the contraction of the network using the
rules in the framed box on the left. Performing all possible contractions, one finds that for ` > t the input (left) and output
(right) legs belong to disconnected networks, bounded by the upper and lower light cones. These two networks define vectors
〈v| and |u〉, respectively. Hence, the result can be interpreted as the decomposition in Eq. (11). b) Graphical illustration of
the eigenvector equation of the dual transfer matrix, which gives the self-consistency equation for the influence matrix of the
system (see below).
In this case, to obtain ρt we can conveniently contract Tj with the corresponding initial DM of spin j. Moreover, if
we are interested in the evolution of a given spin p, we should contract the final indices for all other spins, by putting
σtj = σ¯
t
j , and summing over them. This new dual transfer matrix, illustrated graphically in Fig. 2, can be expressed
using Einstein notation for tensor contraction as
T˜j =
[
ρ0j
]
σ0j σ¯
0
j
[Tj ]
σtjσ
t
j
σ0j σ¯
0
j
. (8)
Then, the evolution of spin p’s DM is generated by the superoperator
R
σTp σ¯
T
p
σ0pσ¯
0
p
= Tr
(
T˜1 . . . T˜p−1 [Tp]
σTp σ¯
T
p
σ0pσ¯
0
p
T˜p+1 . . . T˜L
)
. (9)
It is straightforward to adapt this formalism to different boundary conditions.
Furthermore, for translationally invariant systems and initial states, all dual transfer matrices are the same, T˜j = T˜ .
To further simplify Eq. (9), we first discuss properties of T˜ .
Dual transfer matrices constructed as above share the following pseudoprojection property. Unitarity of time
evolution implies that Tr(T˜L) = 1 for all integer powers L. Thus, T˜ has a single non-vanishing eigenvalue λ = 1.
We denote by |u〉 the corresponding right eigenvector, with components u{σ,σ¯}. Transposing the eigenvector equation
T˜ |u〉 = |u〉, we find that the associated left eigenvector 〈v| has components
v{σ,σ¯} = u{σ,σ¯}
∑
σ0,σ¯0
[
ρ0
]
σ0σ¯0
t−1∏
τ=0
[W ]στ+1στ [W
∗]σ¯τ+1σ¯τ . (10)
All other eigenvalues are zero. As a result, iterations of T˜ eventually produce a projection onto |u〉. The system size
dependence is encoded in the Jordan blocks of T˜ . Indeed, the strictly linear light-cone effect in such Floquet models
graphically illustrated in Fig. 3, implies that the dimensions of Jordan blocks are upper bounded by `∗ = 2t in general
(and `∗ = t for infinite-temperature initial ensembles, as in the Figure). Hence, for ` > `∗, we have
T˜ ` = |u〉〈v|, (11)
6where the normalization is such that 〈v|u〉 = 1.
The evolution superoperator R of the density matrix of spin p in an infinite homogeneous system [34], Eq. (9), can
be conveniently expressed via the eigenvector |u〉 as
R
σtpσ¯
t
p
σ0pσ¯
0
p
= 〈v| [Tp]σ
t
pσ¯
t
p
σ0pσ¯
0
p
|u〉 =
∑
{σp,σ¯p}
u2{σp,σ¯p}
t−1∏
τ=0
[Wp]στ+1p στp
[W ∗p ]σ¯τ+1p σ¯τp . (12)
Knowledge of R allows us to compute all temporal correlation functions of a single spin. Thus, the problem of
describing the dynamics of subsystems reduces to characterizing the properties of the eigenvector of the transfer
matrix T˜ . We remind the readers that this transfer matrix depends on the ensemble of initial states, see Eq. (8).
C. Self-consistency equation for the influence matrix
Let us take a closer look at the eigenvalue equation for T˜ , and give it a transparent physical interpretation. We will
assume translational invariance. We now denote the components of the eigenvector |u〉 (in the space of trajectories
of a spin on the Keldysh contour) via
|u〉 =
∑
{σ,σ¯}
I({σ, σ¯})|σ1σ¯1 . . . σt−1σ¯t−1〉, (13)
where {σ, σ¯} denotes a trajectory of a spin, i.e., σ1, σ¯1, . . . , σt−1, σ¯t−1. Then, using Eq. (5), we can rewrite the
eigenvalue equation as
I({σ, σ¯}) =
∑
{s,s¯}
I({s, s¯})
t−1∏
τ=0
eiφ(s
τ+1,στ+1)−iφ(s¯τ+1,σ¯τ+1) [W]sτ+1s¯τ+1sτ s¯τ , (14)
where W is the “folded” kick operator, which is the tensor product of Wˆ acting along the forward path sτ , and Wˆ ∗
acting along the backward path s¯τ .
Next, note that Eq. (14) has a simple physical origin.
We can think of the r.-h.s. as describing the propagation
in time of a spin {s, s¯}, which experiences on-site kicks
W, and which is coupled to a neighboring spin {σ, σ¯}.
Finally, the term I({s, s¯}) describes the effect of all the
degrees of freedom to the left of our spin on its evolution.
Viewing it now as a functional of the trajectory, rather
than a vector, we can interpret it as the Feynman-Vernon
influence functional (see Ref. [27] and Appendix A), or,
rather, influence matrix, given the discreteness of time.
In fact, the influence functional is obtained by tracing
out the degrees of freedom to the left of a given spin p
(see Fig. 3):
I({σp, σ¯p}) =
∑
{στk ,σ¯τk}
k<p, 0≤τ≤t
∏
k<p
[
ρ0k
]
σ0kσ¯
0
k
δσtk,σ¯tk
t−1∏
τ=0
eiφk+1/2(σ
τ+1
k ,σ
τ+1
k+1)−iφk+1/2(σ¯τ+1k ,σ¯τ+1k+1) [Wk]σ
τ+1
k σ¯
τ+1
k
στk σ¯
τ
k
. (15)
This expression describes the effect of the environment,
composed of all spins k < p, on the time evolution of
spin p. Thus, Eq. (14) states that a spin, subject to an
influence matrix I created by a bath to its left, creates
an equal influence matrix for its neighboring spin to its
right. This self-consistency equation for I is pictorially
illustrated in Fig. 1b.
In more abstract terms, the influence matrix
I({σp, σ¯p}) can be regarded as the overlap between the
forward and the backward propagations of the environ-
ment formed by the spins k < p, subject to the trajecto-
ries {σp}, {σ¯p} of the spin p, respectively:
I({σp, σ¯p}) = Tr
(
Uk<p[{στp}] ρ0k<p U†k<p[{σ¯τp}]
)
. (16)
By unitarity of quantum evolution, one has
|I({σ, σ¯})| ≤ 1. We will call trajectories where the
forward and backward paths are identical σ¯τp = σ
τ
p
classical trajectories since they are the equivalent of
7classical field configurations in the Keldysh formal-
ism. For classical trajectories, one has I({σ, σ}) = 1.
Other general properties of the influence matrix can
be obtained by extending the analysis of Ref. [27] to a
discrete-time evolution, and are reported in Appendix A.
Although the self-consistency equation (14) encodes
much of the complexity of a many-body system’s dynam-
ics, we will show below that there are cases when it can
be solved analytically. Furthermore, we will show that
the local relaxation dynamics can be naturally linked to
a statistical-mechanics interpretation of the influence ma-
trix elements I({σ, σ¯}).
Below we will be interested in averaging over
the infinite-temperature ensemble. Thus we put[
ρ0j
]
σ0j σ¯
0
j
= δσ0j σ¯0j /q . Other initial product states will lead
to different transfer matrices. It is also possible to con-
sider entangled initial states, at the expense of increasing
the dimensionality of the transfer matrix.
III. PERFECT DEPHASERS
The process of thermalization starting from an initial
product state is accompanied by the growth of entan-
glement between a spin and the rest of the system. In
the language of the influence matrix, this corresponds to
the suppression of non-classical paths, |I({σ 6= σ¯})| < 1.
The exact form of this suppression encodes the dynamics
of thermalization and the decay of correlation functions
in a many-body system. In general, we may expect the
IM to be a complicated functional that depends on the
precise nature of the path {σ, σ¯}; parametrizing such a
functional requires a number of parameters which is ex-
ponential in evolution time.
Surprisingly, there is a class of models for which the
exact form of the IM is extremely simple: it vanishes ex-
actly for all non-classical trajectories. This solution of
the self-consistency equation (14) has a direct physical
interpretation: The environment cancels out all the in-
terference terms. Phrased differently, the environment
completely dephases a spin at each evolution step, eras-
ing the off-diagonal elements of its density matrix. Thus,
we call such models perfect dephasers (PD).
Below we discuss examples of such solvable points for
q = 2 (kicked Ising model of spins 1/2), and generaliza-
tions of KIMs to higher spins, q > 2. We find that for this
family of models, the perfect dephaser points coincide
with the self-dual points introduced by Akila et al. [24],
and subsequently studied in Refs. [25, 35, 36]. Indeed, it
is possible to show that dual-unitarity implies PD prop-
erty, see Refs. [25, 37] and Subsection C below. We, how-
ever, believe that the converse may not hold. Throughout
this Section, we will consider infinite-temperature initial
ensembles.
A. Kicked spin-1/2 Ising model
First, we will consider the case of spin-1/2, q = 2. We
will choose the basis |σ〉 to be the eigenbasis of the z spin
projection operator, such that σ = ±1. We will also em-
ploy the conventional Pauli matrix notations, σˆx, σˆy, σˆz.
As the single-spin kick operator Wˆ , we will choose a
combination of a rotation around the z axis followed by
a rotation around the x axis,
Wˆ = eiσˆxeihσˆz . (17)
Further, the two-spin term that depends on phases
φ(σ, σ′), reduces to the Ising interaction with a coupling
strength J :
φ(σ, σ′) = Jσσ′. (18)
Thus, for the q = 2 case, our model is equivalent to
the much studied kicked Ising model (KIM), which is
known to display a variety of dynamical regimes, depend-
ing on the values of parameters h, J, . In particular, for
h = 0 this model becomes solvable by mapping onto free
fermions via Jordan-Wigner transformation. In general,
when all three parameters are non-zero, the model is non-
integrable, and obeys the eigenstate thermalization hy-
pothesis (ETH), and exhibits thermalizing dynamics [38].
Next, we assume that the influence matrix has a per-
fect dephaser (PD) form,
I({s, s¯}) =
T−1∏
τ=1
δsτ s¯τ . (19)
Let us plug this PD influence matrix (IM) into the self-
consistency equation (14). We will see that for some
special choices of the system’s parameters , J , this IM
indeed solves the equation. With this form of I, the
summation in the r.-h.s. of Eq. (14) is performed only
over classical trajectories, so one has to keep track just
of sτ (since s¯τ = sτ ). Then, the r.-h.s. can be rewritten
using a one-dimensional transfer-matrix, composed from
the matrix elements of Wˆ and eiJs
τστ . The field h
drops out and its value can be arbitrary. Then the self-
consistency equation takes the following form:
t−1∏
τ=1
δστ σ¯τ =
1
2
(1 1)
(←−
t−1∏
τ=0
B(στ , σ¯τ )A
) (
1
1
)
(20)
where
B(στ , σ¯τ ) =
(
eiJ(σ
τ−σ¯τ ) 0
0 e−iJ(σ
τ−σ¯τ )
)
(21)
A =
(
cos2  sin2 
sin2  cos2 
)
, (22)
and the arrow over the matrix product in Eq. (20) de-
notes time-ordering. The boundary vector in the r.-h.s.
8corresponds to the infinite-temperature averaging. For
 = ±pi/4, J = ±pi/4, this equation is satisfied. To
see this, note that the A matrix projects onto the vec-
tor 1√
2
(1 1)T , while the expectation value of the matrix
B on this vector equals cos(2J(στ − σ¯τ )) = δστ σ¯τ . For
any non-classical configuration, at least one of the factors
will be zero. For classical configurations this expression
gives 1, and therefore the self-consistency equation (20)
is satisfied.
B. Higher spins
We now turn to the case q > 2, and show that ex-
tensions of the kicked Ising model also become perfect
dephasers for a suitable choice of parameters. We iden-
tify PD points using a generalization of the approach
outlined in the previous Subsection. As a result, we ob-
tain examples of PDs with q > 2 which coincide with
a family of dual-unitary models recently introduced by
Gutkin et al. [36]. We emphasize that here our goal is
to demonstrate that the IM approach allows one to con-
struct examples of perfect dephasers, rather than to pro-
vide a complete classification of such solvable cases; this
is left for future work.
Instead of a spin-1/2, we consider a clock variable
σ = 1, 2, . . . , q, and an Ising-like spin-spin interaction,
φ(σ, s) = Jσs. Let us assume the PD solution of the
IM, and derive the suitable model parameters from the
self-consistency equation. To that end, we can introduce
the generalizations of the transfer matrices A,B from the
previous Subsection, Eq. (21), which now become q × q
matrices. The self-consistency equation will be satisfied
by the PD IM, provided these transfer matrices satisfy
the following properties:
1
q
∑
α
Bαα(σ
τ , σ¯τ ) = δστ ,σ¯τ , (23)
Aαβ = Aα′β′ ∀α, β, α′, β′ = 1, . . . , q. (24)
These conditions indeed hold if we fix the parameter J =
pi/2q, and specify the single-qudit kick Wˆ to be of the
following form, 〈σ′|Wˆq|σ〉 = 1√q eiσσ
′
eihσ, with  = pi/2q
and arbitrary h. Then, exactly the same mechanism as
for the KIM with q = 2 is effective at q > 2, yielding the
PD influence matrix I({σ, σ¯}) = ∏t−1τ=1 δστ σ¯τ .
C. Relation to dual-unitary circuits
The above examples of perfect dephasers fall into the
wider class of dual-unitary circuits, as recently high-
lighted in Akila et al. [24] and further characterized in
Refs. [25, 37, 39–41]. In fact, it is possible to show that
the eigenvector of the dual transfer matrix has the per-
fect dephaser form in Eq. (19) whenever a circuit can be
written in terms of alternating two-body unitary gates
= ∝ =
= ∝ =
=
a)
b) c)
1
q
1
q
1
q
Figure 4. a) At the dual-unitary points of the Floquet model
in Eq. (2), the depicted contractions in the space direction
are allowed. b) In this case, the network contraction proceeds
within the light-cone, and the influence matrix reduces to a
perfect dephaser form, i.e., a projection on classical paths.
The effect on the spins on the right is that of a Markovian
bath, such that coherences are cancelled at each evolution
step. c) The influence matrix acting on an impurity spin cou-
pled to a perfect dephaser generates strictly Markovian dy-
namics with a dephasing strength that is tunable by changing
the coupling to the spin (see Sec. III D).
Uγδ,αβ such that they maintain unitarity when reshaped
to dual gates U˜ propagating along space direction, i.e.,
U˜βδ,αγ = Uγδ,αβ [25].
The proof of this statement can be graphically car-
ried out by tensor contractions, as shown in Fig. 4 with
tensor notations adapted to our setting. The parame-
ter values of the perfect dephaser points found in pre-
vious Section allow the “horizontal” contractions shown
in panel a), which express the dual-unitary property of
the gates. The result of these iterative contractions is
then shown in panel b), and is nothing but the graphical
representation of the PD influence matrix in Eq. (19).
D. A many-body system that is a Markovian bath
The knowledge of the influence matrix provides a com-
plete characterization of a quantum bath and, in partic-
ular, gives a tool for describing its effect on dynamics
of another quantum system coupled to it. In particular,
one can analyze not just the dynamics of a translationally
invariant system, but also the dynamics of an impurity
immersed in the system. To illustrate this, we now study
how a coupling to a perfect dephaser bath affects the
evolution of a single spin.
We consider an impurity spin placed at site p, and cou-
pled to its neighbors via a generic Ising coupling. We will
see that the system acts on the impurity spin as a mem-
9oryless, Markovian bath. While the Markovian approxi-
mation is commonly employed in a range of problems, it
normally relies on the separation of time scales between
the system and the bath; in contrast, here it is exact, as
a consequence of the PD property.
For simplicity, we focus on the kicked Ising model of
spins 1/2, with an impurity spin at the edge, site p. We
choose all couplings except those involving spin p to be
 = J = pi/4, while spin p is coupled to spin p − 1 by
an Ising coupling with possibly different strength J˜ . The
kick operator Wˆp may also be different from the pi/2 ro-
tation of the other spins. Then, using the PD property,
we can derive the influence matrix for the impurity spin:
I({σ, σ¯}) =
t−1∏
τ=1
cos
(
J˜(στ − σ¯τ )) . (25)
This equation is most easily obtained graphically, noting
that the last contraction on the right in Fig. 4b has
now non-dual-unitary gates, producing a nontrivial but
factorized IM. The latter is represented in Fig. 4c, where
red tensors have a parameter J˜ that differs from that of
the orange tensors.
The IM in Eq. (25) gives rise to a time-independent su-
peroperator (“quantum map” or “channel”) that evolves
the local reduced single-spin density matrix,
ρτ+1p = Wˆp D
(
ρτp
)
Wˆ †p , (26)
where the dephasing superoperator D damps the off-
diagonal entries by a factor cos(2J˜):[
D(ρτp)]
σ,σ
=
[
ρτp
]
σ,σ
,[
D(ρτp)]
σ,−σ
= cos(2J˜)
[
ρτp
]
σ,−σ .
(27)
Unless the coupling J˜ equals 0 or pi, the damping is
present.
The corresponding thermalization time is dictated by
the leading nontrivial eigenvalue of the superoperator in
Eq. (26), which depends on both the spin’s autonomous
dynamics Wˆp and on the coupling J˜ . For instance, let us
consider a kick operator Wˆp = exp(i˜σˆx). We define the
temporal correlation function
Czz(t) =
〈
Fˆ−t σˆzp Fˆ
t σˆzp
〉
0
, (28)
where Fˆ is the Floquet operator of the “chain + im-
purity” and 〈·〉0 denotes infinite-temperature averaging.
The polarization decay rate γeff of the impurity spin p,
defined by the asymptotics
− log Czz(t) ∼ γeff t, (29)
depends on both ˜ and J˜ . In particular, if J˜ = pi/4, we
have e−γeff = cos(2˜), while if ˜ = pi/4, we have e−γeff =√
cos(2J˜).
The above discussion shows that the effects of perfectly
dephasing baths can be computed for arbitrary times,
and naturally raises the question about the structural
properties of more general quantum ergodic baths pos-
sessing nontrivial temporal correlations. We tackle this
intriguing question below.
IV. THERMALIZATION AWAY FROM
PERFECT DEPHASER POINTS
The discussion above shows that certain fine-tuned
Floquet systems can act as perfect dephasing baths for
themselves. In other words, these systems can induce
complete decoherence of the local degrees of freedom at
each time step. The resulting thermalization dynam-
ics is memoryless: i.e., it can be exactly described by
a (discrete-time) Lindblad equation [42, 43].
This property is surprising, as the Born-Markov ap-
proach to open system dynamics typically requires ne-
glecting the bath temporal correlations [44]. This ap-
proximation usually relies on the separation of timescales
between the system and the bath. While this is suitable
in many physical situations involving the interaction of
a “slow” particle with distinct, “fast” degrees of free-
dom (phonons, electromagnetic fields, . . . ), it is gener-
ally inadequate for the local dynamics of homogeneous
extended quantum many-body systems.
The factorized form of the influence matrix in Eq. (19)
of perfect dephasers, remarkably, makes their local dy-
namics exactly Markovian. Such property is tied with a
complete absence of temporal entanglement in the influ-
ence matrix. It is thus natural to investigate the struc-
ture of the influence matrix in systems detuned from
perfect dephaser points. One may expect that such sys-
tems would provide more generic examples of thermaliz-
ing quantum systems. In this Section, we shall focus on
this problem.
In Sec. IV A we will introduce the matrix-product
state (MPS) approach, which we adopt as a computa-
tional tool throughout this Section. In Sec. IV B we
unveil the underlying structure of the influence matrix
of generic thermalizing systems away from PD points.
We motivate and validate a description of the IM, rem-
iniscent of the statistical mechanics of massive, weakly
interacting particles in one dimension, where the role of
particles is played by intervals of a Keldysh trajectory
with σ 6= σ¯. Finally, in Sec. IV C, we show that this
approach can be successfully applied to compute the po-
larization decay rate of a slow impurity spin coupled to
an ergodic chain.
A. Low temporal entanglement and
matrix-product operator approach
For simplicity, we focus on the case of the spin-1/2
kicked Ising model described by Eq. (2) with the choice of
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Figure 5. Growth of the maximal (half-time) bipartite tempo-
ral entanglement entropy S(t) of the influence matrix viewed
as a wave function in the folded space. It is plotted as a func-
tion of time, for a small detuning δJ = δ = 0.06 from the
PD point, and h = 0.3. Entropy growth is linear (volume
law) with time but slow enough for the influence matrix with
> 20 to be accurately captured by an MPS with a bond di-
mensions χ . 256. Inset: Slope of entanglement entropy ∂S
∂t
as a function of detuning δJ = δ. As the system approaches
the PD point, this slope goes to zero. We note that the slope
remains small in a broad range of detuning, enabling efficient
MPS description.
operators (17) and (18). In the following, it will be useful
to “fold” the backwards and forwards contour, grouping
together each spin στ on the forward time branch and
its equal-time counterpart σ¯τ on the backward branch,
to form a composite four-dimensional local Hilbert space
(cf. Fig. 2). The influence matrix can be interpreted
as a “wavefunction” living on a chain of those four-
dimensional qudits. In this picture, the influence ma-
trix of perfect dephasers [Eq. (19)] is represented by an
exact product state. It is natural to assume that for suf-
ficiently small detuning from the PD point, the influence
matrix can be described in the folded picture by a matrix-
product state (MPS) with a moderate bond dimension.
We set up a code based on the TeNPy library [45] which
applies the dual transfer matrix T˜ repeatedly, starting
from a product state. Due to the pseudoprojection prop-
erty discussed in Sec. II B, it is sufficient to apply the
dual transfer matrix t times in order to obtain the in-
fluence matrix in the thermodynamic limit. The dual
transfer matrix can be expressed as a matrix-product op-
erator (MPO) with bond dimension 4. After each step,
the influence matrix MPS is compressed using conven-
tional SVD truncation sweeps. Up to time t = 2 log2 χ
the compression yields no truncation and the results from
MPS match exact diagonalization to machine precision.
We take the convergence of the entanglement entropy
S of this wavefunction upon increasing the bond dimen-
sion as a witness of the quality of our MPS representa-
tion. As shown in Fig. 5, the MPS approach allows us
to explore the properties of the IMs for larger times t
than those accessible via exact diagonalization, as S(t)
converges for generic values of the parameters at reason-
ably low bond dimensions. The results indicate that the
growth of S(t) is linear in t with a slope decreasing to
zero as the PD point is approached. Accordingly, in the
following, we will use the MPS approach described here
as a computational tool.
The occurrence of low entanglement entropy in the
folded picture is supported by an intuitive argument sim-
ilar to that in Ref. [46]: In the absence of a longitudinal
field h = 0, the system can be described by quasiparti-
cles which move to the left on the forward and to the
right on the backward branch. In the unfolded picture,
this leads to a strong entanglement between sites on the
two branches. At the self dual point, those quasiparti-
cles can only propagate along the light cone edges [25],
which means that in the folded picture correlations can
only exist between a forward site and its corresponding
backward site. Thus, the entanglement entropy of the
folded MPS is zero. Detuning from the self dual point
introduces a small density of slower quasiparticles, which
gives rise to a parametrically slow growth of entangle-
ment between different folded lattice sites.
B. Statistical-mechanics description of the
influence matrix
The influence matrix is expected to develop a complex
structure in generic systems away from perfect dephaser
points, corresponding to the appearance of memory ef-
fects, intricate decoherence dynamics and temporal en-
tanglement. To analyze this, it is convenient to introduce
some additional formalism. Within the previously intro-
duced folding map (cf. Fig. 2), we perform a discrete
Keldysh rotation: We denote the “classical” configura-
tions as
|στ σ¯τ 〉 =
{ |↑↑〉 ≡ |c↑〉
|↓↓〉 ≡ |c↓〉 , (30)
and the “quantum” configurations as
|στ σ¯τ 〉 =
{ |↑↓〉 ≡ |q↑〉
|↓↑〉 ≡ |q↓〉 . (31)
We further introduce the states
|c±〉 = |c↑〉 ± |c↓〉 , |q±〉 = |q↑〉 ± |q↓〉 . (32)
Note that these four basis states may be seen as the
vectorization (via the folding map) of the four basis op-
erators 1ˆ, σˆz, σˆx, iσˆy, respectively. With this notation,
the initial infinite-temperature density matrices are rep-
resented as
1
2
1→ 1
2
|c+〉 (33)
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Figure 6. Illustration of the “sojourn-blip” parametrization in Eq. (38) of a generic spin trajectory on the Keldysh contour.
and the perfect dephaser influence matrix assumes the
following simple form:
|IPD〉 =
t−1⊗
τ=1
|c+〉 = |c+c+ . . . c+〉 . (34)
General properties of the influence matrix (see Ap-
pendix A for details) dictate that |I({σ, σ¯})| ≤ 1, and
I({σ, σ¯}) = 1 for all classical trajectories, i.e.,
I(c↑,↓c↑,↓ . . . c↑,↓) = 1 or I({σ = σ¯}) = 1. (35)
More generally, as discussed in the Appendix [see in
particular Eq. (A5)], the value of I on mixed classi-
cal/quantum trajectories depends only on the configu-
ration extending between the first and the last quantum
site [47]
I(c↑,↓ . . . c↑,↓(qατ . . . qατ′ )c↑,↓ . . . c↑,↓) = I(qατ . . . qατ′ ).
(36)
This property motivates us to view classical Keldysh
paths as “vacuum”, and to interpret the quantum ex-
cursions (στ σ¯τ ) = q↑,↓ = (↑↓) or (↓↑) of a path {σ, σ¯}
as “particles”. In this description, the influence matrix
is regarded as a complex statistical weight for a particle
configuration,
I({σ, σ¯}) = e−S({σ,σ¯}) . (37)
where we refer to S as the influence action. Note that
ReS ≥ 0. In the limit of vanishing coupling to the bath,
one trivially obtains S({σ, σ¯}) = 0 for all trajectories,
irrespective of their particle content. In the opposite
limit of a perfect dephaser, one has I({σ, σ¯}) = 0 [i.e.,
ReS({σ, σ¯}) = ∞] whenever a trajectory has some par-
ticles [see Eq. (19)]. In the generic case, a particle con-
figuration will be penalized by a non-zero value of the
action, with ReS({σ, σ¯}) > 0. Since the influence ma-
trix contains all possible information on the dynamical
effects of a part of the spin chain on the spins coupled to
it, it is clear that the “interactions” encoded in the action
S characterize the ergodicity of the quantum dynamics,
or lack thereof.
Our goal in the following is to characterize the influence
matrix of generic ergodic quantum systems. To this end,
we describe Keldysh trajectories in terms of alternating
classical and quantum intervals. Following the seminal
work by Leggett et al. [28], we refer to classical intervals
(where {σ, σ¯} = {σ, σ}) as “sojourns” and to quantum
intervals (for which {σ, σ¯} = {σ,−σ}) as “blips”. We
can parametrize a trajectory as an alternating sequence
of n+ 1 sojourns and n blips,
{σ, σ¯} ↔ (c0,q1, c1, . . . ,qn, cn) , (38)
with
cj = ( c↑,↓, . . . , c↑,↓︸ ︷︷ ︸
∆tj times
), qi = ( q↑,↓, . . . , q↑,↓︸ ︷︷ ︸
∆τi times
), (39)
and whose durations sum up to the total trajectory time:
∆t0 + ∆τ1 + ∆t1 + · · ·+ ∆τn + ∆tn = t+ 1. (40)
This parameterization is illustrated in Fig. 6. (Here we
assumed for simplicity that the initial density matrix is
diagonal.)
In the following, we will use a combination of analyti-
cal insights and numerical computations to show that in
quantum ergodic many-body systems, blips behave as a
“gas” of massive, short-range interacting particles.
1. Blip weights
Paths without blips, n = 0, are entirely classical, and
correspond to the influence matrix I = 1. The simplest
nontrivial configurations have n = 1, i.e., a single blip.
Their influence matrix elements, hereby called influence
weights, only depend on the internal blip structure, and
not on the external sojourns.
To develop some intuition regarding the blip weights,
let us first consider a constant blip,
{σ, σ¯} = {σ,−σ} = (q↑q↑ . . . q↑︸ ︷︷ ︸
∆τ times
) (41)
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Figure 7. The Loschmidt echo L(∆τ), equivalent to a weight
of a single blip, plotted as a function of blip duration, ∆τ ,
near the PD point δJ = δ = 0.06 for different values of
h reported in the legend. A constant blip that consists of q↑
spin configurations is considered. The decay is approximately
exponential, with a rate that is nearly independent of h, and
exhibits pronounced time-dependent fluctuations around an
exponential envelope.
(a blip with constant q↓ can be described in an anal-
ogous manner). In this case, it follows from the defini-
tion (16) [or, more generally, (A5)] that the influence ma-
trix I reduces to the discrete-time, infinite-temperature
version of the so-called Loschmidt echo, i.e., the overlap
between two wavefunctions evolved from the same initial
state with two slightly different Hamiltonians (see, e.g.
Refs. [48, 49] for reviews). Denoting by a subscript E the
“environment” spins at positions 0 ≤ k < p, we have
I( q↑ . . . q↑︸ ︷︷ ︸
∆τ−1 times
) = Tr
[(
Uˆ+E
)∆τ 1
2p
(
Uˆ−†E
)∆τ ]
≡ L(∆τ). (42)
The two evolution operators Uˆ+E and Uˆ
−
E differ by a clas-
sical “field” eiφ(σp−1,±1) = e±iJσp−1 acting on the bound-
ary spin of the environment, due to the spin σp being ↑
in the forward and ↓ in the backward evolution.
In the limit of weak coupling J → 0 between spins
p−1 and p, the two time evolutions in Eq. (42) differ only
slightly, and it makes sense to consider L as a measure
of the sensitivity of the time-evolution to small pertur-
bations in the Floquet operator. In fact, the continuous-
time Loschmidt echo has been introduced as a quantifier
of chaotic behavior in quantum systems [50, 51]. It has
been found that Loschmidt echoes generically exhibit an
exponential decay in ergodic systems [52], while in MBL
systems it displays a power-law behavior [53].
We are generally interested in the case of a finite,
rather than weak, coupling strength J . Nevertheless, it
is natural to expect that in ergodic systems weights of
constant blips should decay exponentially upon increas-
ing the blip size, similar to the Loschmidt echo. In Fig. 7
we report the results of numerical computations of the
influence weight of individual blips with constant q↑ in
the kicked Ising chain, for a range of parameters in a
neighborhood of the perfect-dephaser point. In all cases,
a clear exponential decay is evident, consistent with our
expectations.
Furthermore, the influence weight of non-constant
blips may be viewed as a generalized time-dependent
Loschmidt echo of the environment, formed by the over-
lap of two time-evolutions subject to a classical boundary
field that differs at all times. It is natural to expect the
influence weight of all blips to decay exponentially as a
function of the blip duration in generic ergodic models.
To show that this exponential decay is a generic feature
of long blips, we next prove that the average weight I¯(q)
of all blips of duration ∆τ also decays exponentially as
(cos(2J))∆τ . We start with the self-consistency equation
(19) for the IM, summing over all internal configurations
of a blip of length ∆τ , which yields:
1
2∆τ
∑
q:|q|=∆τ
I(c↑,q, c↑) =
∑
{σ,σ¯}
I({σ, σ¯})
t−1∏
τ=0
[W]στ+1σ¯τ+1στ σ¯τ
t0+∆τ∏
κ=t0+1
cos(J(σκ+σ¯κ)) .
(43)
The W transition amplitudes are antisymmetric with re-
spect to the change of sign of the first sojourn. Since
such a change does not affect the value of the influence
matrix, the contributions of configurations with at least
one blip cancel out in the average. This leaves just the
contributions from purely classical trajectories, without
blips (as in Sec. III D). For those trajectories, the influ-
ence matrix is always I({σ, σ}) = 1. Further, note that
for all classical trajectories of σ the J dependent term in
Eq. (43) is the same and equal (cos(2J))∆τ . Thus, theW
transition amplitudes can be summed separately, which
yields one. As a result, we get
1
2∆τ
∑
q:|q|=∆τ
I({c↑,q, c↓}) = (cos(2J))∆τ . (44)
We have numerically verified this relation for various val-
ues of the model parameters, confirming that average
weight of a single blip decays exponentially with its dura-
tion. Interestingly, as is evident in Fig. 7, the weight of a
blip with a fixed internal structure, exhibits fluctuations
around the approximate exponential decay.
2. Blip interactions
Within the above suggestive analogy between an IM
and a statistical-mechanical complex “action” for blips,
a long blip q may be pictured as a structured aggregate
of particles, the “mass” S(q) of which increases approx-
imately proportionally to its length.
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Figure 8. Illustration of the decomposition of the influence
weight of a multiple-blip configuration into cluster contribu-
tions, cf. Eq. (46). Left-hand side: graphical representation
of the influence matrix element I(q1, c1, q2, c2, q3) of a config-
uration with n = 3 blips of duration ∆τ = 1, averaged over
the intermediate sojourns c1, c2. We insert spectral resolu-
tions of the identity on each tensor leg connecting a blip with
the rest of the network, as indicated by the arrows, obtain-
ing O(4n) contributions. Each of them consists of the prod-
uct of n disconnected networks including individual blips and
the exterior network including all sojourns. Right-hand side:
The disconnected-blip contribution is isolated by choosing the
identity state 1
2
|c+〉 〈c+| in the resolution of the identity on
every leg, and is highlighted by the red shading. In this case
the exterior network equals 1, as it can be completely con-
tracted via the rules in Fig. 3a. In contrast, for all the other
contributions, the exterior network is equivalent to a temporal
correlation function of traceless local operators, correspond-
ing to states |c−〉, |q+〉, |q−〉, denoted Oi here. In ergodic
dynamics, these correlations generically decay as the tempo-
ral separation ∆t1 or ∆t2 increase.
While the weight of long blips is strongly suppressed,
this need not be the case for configurations with multiple
blips separated by long sojourns. It is natural to define
the interaction influence weight of a multiple-blip config-
uration as the excess influence weight compared to the
product of the influence weights of the individual blips:
e−Sint(q1,c1,q2,c2,...,qn) =
e−S(q1,c1,q2,c2,...,qn)+
∑n
i=1 S(qi) (45)
Note that Sint depends on the specific configuration of
the sojourns cj between the blips. The question of the
range of the blip interactions is intimately related to the
memory time of the system. It is expected that a weak
non-Markovianity of the reduced dynamics can be trans-
lated into a fast decay of interactions.
In fact, the decay of the blip interactions may be pre-
cisely related to the temporal decay of the correlations of
certain local operators, via the following argument. Let
us consider a spin trajectory with n blips, {|qi〉}i=1,...,n,
and let us evaluate its IM element by contracting the
corresponding tensor network, as shown in the example
in Fig. 8 for n = 3 and blips of duration ∆τi = 1. (In
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Figure 9. Decay of the polarization autocorrelation Czz(t)
defined in Eq. (28) vs time close to the PD point (δJ = δ =
0.06) for different values of h. The drop is exponential with a
decay rate that depends on h.
the Figure we average over the configurations of the in-
termediate sojourns, although this is not necessary for
the argument that follows.) To isolate the disconnected
blip contributions, we insert a spectral resolution of the
identity formed by the states |c+〉, |c−〉, |q+〉, |q−〉 de-
fined in Eqs. (30), (31), on each four-dimensional tensor
leg connecting a blip with the rest of the network, as in-
dicated by the arrows in the Figure. In this way, we have
formally decomposed the IM element as a sum of O(4n)
contributions, each given by the product of n+ 1 discon-
nected network contractions: that is, n “small” single-
blip networks including |q1〉, . . . , |qn〉 respectively, and
the remaining “large” exterior network comprising all so-
journs. In this sum, the term where we choose 12 |c+〉 〈c+|
on every leg (which is explicitly represented in the Figure)
yields exactly the product of the individual blip weights
(red shaded), because the exterior network is equivalent
to the influence weight of a classical trajectory and thus
evaluates to 1 (using the contraction rules in Fig. 3a).
For all the other contributions, the large exterior network
may be viewed as a (possibly complicated) temporal cor-
relation function of local operators Oˆ1, . . . , Oˆn, all with
spatial support near the boundary of the chain, and with
temporal support near the respective blips. In quantum
ergodic systems, such temporal correlations are expected
to decay exponentially upon increasing the time separa-
tions ∆t1, . . . , ∆tn−1 between the operators (i.e., the
duration of the intermediate sojourns). Thus, in general,
one expects the interaction strength between clusters of
blips to vanish for sufficiently long sojourns in between:
i.e., if ∆tm →∞,
e−S(q1,c1,q2,c2,...,qn)
' e−S(q1,c1,...,qm) × e−S(qm+1,cm+1,...,qn). (46)
This scenario is supported by our numerical computa-
tions. First, we verify that temporal correlations of local
operators decay upon increasing the time separation. For
14
0 5 10 15 20 25
∆t
0.0
0.2
0.4
0.6
I
0 5 10 15 20 25
∆t
0.0
0.2
0.4
0.6
I
h = 0.29
h = 0.59
h = 0.88
h = 1.18
h = 1.32
time
{σ}
{σ¯}
Δt
time
{σ}
{σ¯}
Δt
time
{σ}
{σ¯}
Δt
time
{σ}
{σ¯}
Δt
Figure 10. Influence matrix elements of two blips. Left (Right): Blips of length one (two) separated by sojourns of duration
∆t. Detuning from the PD points, δJ = δ = 0.06, 0.15, 0.3, increasing from bottom to top. Different values of h are
reported in the legend. In both cases, I(q1, c,q2) decays to the product I(q1) I(q2) of the values of individual blips, with
I(q↑) = I(q↓) = cos(2J) and I(q↑q↓) = I(q↓q↑) = cos2(2J) + sin2(2J) cos(2).
the sake of illustration, we report in Fig. 9 the dynam-
ics of the spin polarization autocorrelation Czz, defined
in Eq. (28). The decay occurs for all values of the pa-
rameters, as expected in generic ergodic systems. By the
above arguments, the generic decay of temporal corre-
lations such as the ones we reported in Fig. 9 justifies
the cluster approximation of the blip action. We further
verify this directly by inspecting the IM elements. In
Fig. 10 we report the influence weight of a pair of blips
for the kicked Ising chain, averaged over the configura-
tions of the intermediate sojourns, as a function of their
temporal separation, for two examples of blip structures,
and for a range of parameters in a neighborhood of the
perfect-dephaser point. As the plots clearly show, in all
cases the IM approaches a constant plateau equal to the
product of the disconnected blip weights.
C. Decay rate of a slow impurity
In the previous Subsection, we analyzed the influence
action, finding that blips have a finite range of interac-
tions, which is related to the relaxation time of the sys-
tem. Next, we analyze the effect of a many-body bath
on a “probe” spin embedded a spin chain, whose own
dynamics is slower than that of the environment. In
this case, thanks to the separation of time scales, the
blip “gas” is effectively dilute and can be treated as non-
interacting. This will enable us to predict the relaxation
rate of the impurity spin.
To make this intuition quantitative, we compute the
polarization decay rate of an impurity spin at the edge of
a kicked Ising spin chain defined by Eqs. (2), (17), (18),
with parameters  = pi/4 − δ, J = pi/4 − δJ detuned
from a perfect dephaser point. This impurity spin differs
from the other spins of the chain by the smaller strength
˜ of its kicks,
|˜|   . (47)
Our aim is to compute the persistence of the impurity
spin polarization,
Pσ0=↑→σt=↑ ≡ P↑↑(t) = 1 + Czz(t)
2
, (48)
where the autocorrelation function Czz(t) has been pre-
viously defined in Eq. (28).
We can express this transition probability as a sum
over Keldysh trajectories of the impurity spin. Denot-
ing the path variables by σ, σ¯, we can write the above
equation as follows,
P↑↑(t) =
∑
{σ1=↑,↓, ..., σt−1=↑,↓}
{σ¯1=↑,↓, ..., σ¯t−1=↑,↓}
t−1∏
τ=0
〈στ+1| exp(i˜σˆx)|στ 〉 〈σ¯τ+1| exp(−i˜σˆx)|σ¯τ 〉 eih(στ−σ¯τ ) × I({σ, σ¯}) . (49)
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Switching to the sojourn-blip parameterization in Eq. (38), see Fig. 6, we can rewrite Eq. (49) as follows:
P↑↑(t) =
∑
n≥0
(−)n(cos ˜ sin ˜)2n ×
∑
0≤t0<···<τn<t
∑
c0,q1,c1,...,cn−1,qn,cn
( n∏
j=0
W˜[cj ]
) ( n∏
i=1
W˜[qi] e2ihM[qi]
)
× I[q1, c1, . . . , cn−1,qn] . (50)
Now the sum over paths is arranged as a summation over
the number of blips, over their positions in time, and
over the internal configurations of individual sojourns
and blips. In this equation, we have combined the intra-
sojourn and intra-blip kick transition amplitudes into the
terms
W˜ [c] = (cos2 ˜)∆t−1−K[c] (− sin2 ˜)K[c] (51)
W˜ [q] = (cos2 ˜)∆τ−1−K[q] (− sin2 ˜)K[q] (52)
where K[c] (K[q]) is the number of domain walls in the
sojourn or blip configuration, and we have defined the
total magnetization a blip,
M[q] =
∆τ∑
τ=1
m[qτ ], with m[q↑] = +1, m[q↓] = −1.
(53)
The above equations show that for weak kicks |˜|  1
of the impurity spin, the sum over trajectories will be
dominated by terms with a low density of blips. In fact,
the kick strength ˜ acts as a “chemical potential” for
blips. Thus, in most of the relevant blip configurations,
we may treat the blips as noninteracting, i.e., to substi-
tute
I[q1, c1,q2, c2, . . . , cn−1,qn] ' I[q1] I[q2] . . . I[qn] .
(54)
The success of this non-interacting blip approximation
(NIBA), discussed at length by Leggett et al. in the
context of a two-level system coupled to a bath of in-
dependent harmonic oscillators [28], relies on the typical
interblip distance being larger than the blip interaction
range.
The factorized form of the IM in Eq. (54) allows us to
analytically compute the polarization decay rate of the
impurity. After this simplification, the influence matrix
in Eq. (50) does not depend on the sojourns’ internal
structure. The summation over all configurations of one
sojourn yields ∑
c:|c|=∆t
W˜ [c] = 2 (cos(2˜))
∆t−1
. (55)
Note that the first and last spin are restricted to being
σ0 = σt = ↑, which gives an extra overall factor of 1/4;
moreover, the term n = 0 has both ends fixed and gives
1
2 [1+cos
t(2˜)]. For blips, instead, we define the “dressed”
single-blip weight
I˜(∆τ) ≡
∑
q:|q|=∆τ
W˜ [q] e2ihM[q] I[q] . (56)
This quantity depends on how the environment sup-
presses individual blips, and should be considered as an
input for the computation of the polarization decay. Note
that the identities M[−q] = −M[q], I[−q] = I[q]∗ im-
ply that I˜(∆τ) is real.
Since we are interested in the asymptotic decay rate of
P↑↑(t), it is convenient to compute its generating function
(or a discrete Laplace transform),
P¯↑↑(λ) =
∞∑
t=0
e−λtP↑↑(t). (57)
We split t into intervals according to Eq. (40), and, for
each n, we perform the sums over the durations of blips
and sojourns. For the blips, we define
∞∑
∆τ=1
e−λ∆τ I˜(∆τ) ≡ I¯(λ). (58)
Putting everything together, we find
P¯↑↑(λ) =
1
2
{
1
1− e−λ +
1
1− e−λ[ cos(2˜)− 2 cos2(˜) sin2(˜) I¯(λ)]
}
(59)
The long-time behavior of the polarization is governed
by the asymptotics of P¯↑↑(λ) for small argument. In par-
ticular, an exponential decay of the correlation function
Czz(t) in Eq. (28) with a rate γeff gives:
P¯↑↑(λ) ∼
λ→0
Pav
λ
+
1
1− e−γeff +O(λ), (60)
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Figure 11. Left panel: dynamics of the polarization autocorrelation Czz(t) defined in Eq. (28) of a slow spin, for h = 0.29; ˜ =
0.17 and a range of values of  = J , in units of pi/4 (reported in the legend). Right panel: comparison between the numerical
(blue) and the theoretically predicted (orange) decay rates vs detuning from the PD point. The former is extracted by fitting
the decay curves such as those in the left panel, while the latter is described by Eq. (62).
with
Pav = lim
t→∞P↑↑(t) =
1
2
. (61)
Comparing with the result in Eq. (59), we find
e−γeff = cos(2˜)− 2 cos2(˜) sin2(˜)
(∑
∆τ
I˜(∆τ)
)
. (62)
For small ˜, this reduces, in the lowest non-vanishing or-
der in ˜, to
γeff ' 2 ˜2
[
1 +
∑
∆τ
I˜(∆τ)
]
. (63)
This equation expresses the decay rate of a slow impu-
rity spin coupled to a spin chain detuned from the PD
point, which is a non-Markovian bath. In the limit of
a perfect dephasing bath with || = |J | = pi/4, where
the blips are completely suppressed, the above equation
reduces to the Markovian dynamics, as in Eq. (29). In
fact, the first term in Eq. (63) represents the decay rate
in this limit. This contribution is purely classical, as the
environment completely suppresses interference between
all pairs of quantum trajectories. The second term repre-
sents instead the noninteracting-blip contribution. This
correction can be of either sign, due to the complex blip
weights.
Blip interactions generate higher-order corrections
to γeff. Leaving their detailed analysis for future work,
we note that such corrections can be systematically
taken into account via a renormalization procedure, in
which one progressively includes connected contributions
of clusters of two, three, etc blips into I˜(∆τ). Such a
scheme can be truncated as long as the series (50) is
dominated by terms with a low density n/t of blips. For
small ˜, this holds, since the blip density scales as O(˜2).
The first correction arising from blip interactions is sup-
pressed as r˜2, where r is an effective parameter describ-
ing the range of two-blip interactions. Note that the value
of r may depend on the structure of the blips involved
and model parameters, see e.g. Fig. 10. This will lead to
a correction of the order O(r˜4) to the relaxation rate γeff
in Eq. (63). For fixed ˜, this correction becomes increas-
ingly important as one detunes the system from a perfect
dephaser point, effectively enhancing the blip interaction
range r.
We tested the predictions of Eq. (63) against our nu-
merical computations, finding a good agreement in a
broad range of model parameters. The comparison is
shown in Fig. 11. In the left panel, the dynamics of the
probe spin polarization autocorrelation Czz(t) is plotted
for increasing detuning δ = δJ of the chain from the
perfect dephaser point, where the behavior is exactly ex-
ponential, Czz(t) = cost(2˜). As shown, the decay of
Czz(t) remains approximately exponential even for size-
able detunings. In the right panel, we compare the mea-
sured decay rate γ with the prediction of the NIBA in
Eq. (62). For small detunings the approximation is ex-
cellent. A small discrepancy appears for larger detunings,
which we attribute to the neglected contribution of blip
interactions. The latter could be accounted for via the
renormalization procedure briefly sketched above. We
note that we found the range of quantitative validity of
the NIBA to be sensitive to the value of the integrability-
breaking parameter h. This can be attributed to the fact
that, as we saw in the previous subsection, changing h
tunes the range of blip interactions.
Finally, we briefly comment on the difference between
the discrete spin dynamics studied above, and continu-
ous evolution of a two-level system coupled to a bath
of harmonic oscillators [28]. In the“strong decoherence
limit”, when blips are completely suppressed, the dy-
namics in the two cases is qualitatively different. In the
continuous setting, a complete suppression of quantum
interference resulting from strong interaction with the
environment freezes the spin state and it cannot relax to
equilibrium. This phenomenon is known as the quantum
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Zeno effect [54]. In the discrete case, blips are suppressed
for ˜ = pi/4. Then, in contrast, the spin thermalizes over
just one time step, as discussed in Sec. III D.
V. SUMMARY AND OUTLOOK
We have developed an approach to analyzing highly
non-equilibrium dynamics of isolated many-body sys-
tems, inspired by the Feynman-Vernon influence func-
tional formalism [27]. Focusing on a class of interacting
Floquet models, we formulated the self-consistency equa-
tion for the influence matrix, and demonstrated that it
can be analyzed using complementary analytical and nu-
merical considerations in a whole range of model param-
eters. Therefore, both “solvable” perfect dephaser baths
that are Markovian, and more generic non-Markovian
models can be characterized within the IM approach. As
an example, we analyzed the effect of a generic many-
body system on an impurity spin coupled to it.
The influence matrix provides a novel probe for char-
acterizing quantum chaos and its absence in many-body
systems. Compared to spectral probes, such as level
statistics, the advantage of the IM is that it provides de-
tailed information regarding the memory time scales and
temporal correlation functions. IMs also contain the in-
formation expressed by other previously studied dynami-
cal probes, such as the Loschmidt echo, and the statistics
of matrix elements of local operators. In future work, it
will be interesting to develop a connection between the
properties of the IM and the eigenstate thermalization
hypothesis.
We have found a family of ergodic models (in particu-
lar, in the vicinity of the perfect dephaser points), where
MPS-based methods are efficient for computing the IM.
This stems from viewing the IM as a “wave function”,
whose temporal entanglement, as we showed, grows para-
metrically slowly as a function of the detuning from PD
points. One may expect that this property would hold
for a broad family of models that thermalize quickly,
enabling an efficient MPS treatment of their dynamics.
This insight complements previous works on Hamiltonian
systems [19, 46].
Our work also suggests several promising future direc-
tions. First, it appears that PD circuits can be found in
higher dimensions. Second, it would be interesting to an-
alyze the precise relation between PD and dual-unitary
circuits. As we discussed (see also Refs. [25, 37]), dual-
unitarity implies that a system is a PD, but we do not
know whether the converse holds. Other promising gen-
eralizations of our approach include Hamiltonian systems
and their dynamics at a finite, rather than infinite, tem-
perature.
In future work, we plan to further analyze the inter-
acting blip gas, and the effects of blip interactions on the
impurity spin dynamics, as briefly discussed in the last
Section. We envision that, detuning from PD points,
the self-consistency equation for the IM may be solved
perturbatively in the detuning. This, along with apply-
ing the IM approach to non-ergodic systems [55], will
likely lead to a more complete characterization of non-
equilibrium quantum matter.
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Appendix A:
General properties of influence matrices
In this Appendix we review the basic properties of
Feynman-Vernon’s influence functional, adapted from
Ref. [27] to our discrete-time dynamics. For simplicity,
we focus on two-level systems (q = 2); the generalization
to the case of q > 2 is straightforward.
We consider a quantum spin (S) interacting with an
environment (E). In the main text discussion, S is a
spin at position p in a spin chain, and E is formed by all
spins on previous positions k < p; here, however, for the
sake of generality we keep the discussion more abstract.
We assume the spin-environment interaction to be of the
form Vˆint = VˆS ⊗ VˆE . Without loss of generality, we take
VˆS = Jσˆ
z, such that
Uˆint = e
i(Jσˆz⊗VˆE). (A1)
The global Floquet operator has thus the form
Fˆ = eiJσˆ
z⊗VˆE UˆS ⊗ UˆE , (A2)
where UˆS , UˆE are the parts of the Floquet operator act-
ing on the spin and environment separately. We further
assume that in the initial state
ρ = ρS ⊗ ρE , (A3)
such that the spin and environment are uncorrelated.
According to the standard laws of quantum mechanics,
the transition probability Pσ0→σt for the spin S can be
expressed as a discrete path integral [56].
Pσ0→σt =
∑
{σ1=↑,↓, ..., σt−1=↑,↓}
∑
{σ¯1=↑,↓, ..., σ¯t−1=↑,↓}
t−1∏
τ=0
〈στ+1|UˆS |στ 〉 〈σ¯τ+1|UˆS |σ¯τ 〉∗ × I({σ, σ¯}) , (A4)
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where we have collected the partial trace over the environment degrees of freedom into the influence matrix
I({σ, σ¯}) = TrE
(
UˆE [{σ}] ρˆE Uˆ†E [{σ¯}]
)
= TrE
(
(e±iJVˆE︸ ︷︷ ︸
σt−1=±
UˆE) . . . (e
±iJVˆE︸ ︷︷ ︸
σ1=±
UˆE) ρˆE ( Uˆ
†
E e
∓iJVˆE︸ ︷︷ ︸
σ¯1=±
) . . . ( Uˆ†E e
∓iJVˆE︸ ︷︷ ︸
σ¯t−1=±
)
)
.
(A5)
In this expression, the modified environment evolution
operator takes the form
UˆE [{σ}] =
←−
t−1∏
τ=1
UˆE [σ
τ = ±] =
←−
t−1∏
τ=1
e±iJVˆE UˆE (A6)
where the arrow denotes time-ordering of the matrix
product and now the c-numbers {στ = ±1} are given
by the considered trajectory of the spin S. Inserting this
expression into Eq. (A4) we reconstruct the full summa-
tion over Feynman histories of the composite system.
From expression (A5) for the influence matrix, it fol-
lows that |I| ≤ 1 (by the Cauchy-Schwarz inequality).
In particular, it is evident that the absolute value of the
influence matrix may be smaller than 1 if forward and
the backward trajectories differ. Indeed, when στ = σ¯τ
for all τ ’s, the resulting “standard” time-evolution of the
density matrix preserves its trace, giving I({σ, σ}) = 1.
More generally, if στ = σ¯τ for all τ > τf , the for-
ward and backward evolution after τf cancel out. For
this reason, we may always think of the Keldysh contour
as extending up to time +∞. Similarly, when the initial
state is the infinite-temperature density matrix, the evo-
lution up to τi cancels out if σ
τ = σ¯τ for all τ < τi, and
the Keldysh contour can be thought as extended from
time −∞.
The influence matrix is generally a complicated, non-
local functional of the spin trajectory. As explained in
Sec. IV B, we can parametrize a trajectory in terms of
alternating classical (στ = σ¯τ ) and quantum (στ 6= σ¯τ )
intervals, referred to as “sojourns” and “blips”, see Fig. 6.
We finally recall two simple and useful properties of
influence functionals [27]. First, if the environment con-
tains some degree of randomness, either in its Hamil-
tonian parameters (e.g., disorder or noisy couplings) or
in its initial state (statistical mixture), the ensemble-
averaged influence functional correctly describes the
ensemble-averaged time-dependent observables:
〈〈 I({σ, σ¯}) 〉〉 ; 〈〈 OˆS(τ)OˆS(τ ′) 〉〉, (A7)
Where 〈〈·〉〉 denotes the ensemble-averaging over random-
ness. Second, if the system is coupled to multiple uncor-
related environments, the composite functional describ-
ing the simultaneous influence of all of them is the prod-
uct of the individual influence functionals:
S ∪ E1 ∪ · · · ∪ En =⇒ I({σ, σ¯}) =
N∏
i=1
IEi({σ, σ¯}) .
(A8)
[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
[2] T. Langen, R. Geiger, and J. Schmiedmayer, Annual
Review of Condensed Matter Physics 6, 201 (2015).
[3] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol,
Advances in Physics 65, 239 (2016).
[4] R. Nandkishore and D. A. Huse, Annual Review of Con-
densed Matter Physics 6, 15 (2015).
[5] D. A. Abanin, E. Altman, I. Bloch, and M. Serbyn, Rev.
Mod. Phys. 91, 021001 (2019).
[6] E. Altman and R. Vosk, Annual Review of Condensed
Matter Physics 6, 383 (2015).
[7] F. Alet and N. Laflorencie, Comptes Rendus Physique
19, 498 (2018).
[8] A. Abragam, The principles of nuclear magnetism;
Reprint with corrections, International series of mono-
graphs on physics (Clarendon Press, Oxford, 1989).
[9] M. S. Rudner, N. H. Lindner, E. Berg, and M. Levin,
Phys. Rev. X 3, 031005 (2013).
[10] P. Ponte, Z. Papic´, F. Huveneers, and D. A. Abanin,
Phys. Rev. Lett. 114, 140401 (2015).
[11] A. Lazarides, A. Das, and R. Moessner, Phys. Rev. Lett.
115, 030402 (2015).
[12] D. A. Abanin, W. D. Roeck, and F. Huveneers, Annals
of Physics 372, 1 (2016).
[13] V. Khemani, A. Lazarides, R. Moessner, and S. L.
Sondhi, Phys. Rev. Lett. 116, 250401 (2016).
[14] D. V. Else, B. Bauer, and C. Nayak, Phys. Rev. Lett.
117, 090402 (2016).
[15] F. Nathan, D. Abanin, E. Berg, N. H. Lindner, and M. S.
Rudner, Phys. Rev. B 99, 195133 (2019).
[16] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J. Isoya,
F. Jelezko, S. Onoda, H. Sumiya, V. Khemani, C. von
Keyserlingk, N. Y. Yao, E. Demler, and M. D. Lukin,
Nature 543, 221 (2017).
[17] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee,
J. Smith, G. Pagano, I. D. Potirniche, A. C. Potter,
A. Vishwanath, N. Y. Yao, and C. Monroe, Nature 543,
217 (2017).
[18] G. Vidal, Phys. Rev. Lett. 91, 147902 (2003).
19
[19] M. C. Ban˜uls, M. B. Hastings, F. Verstraete, and J. I.
Cirac, Phys. Rev. Lett. 102, 240603 (2009).
[20] S. Paeckel, T. Khler, A. Swoboda, S. R. Manmana,
U. Schollwck, and C. Hubig, Annals of Physics 411,
167998 (2019).
[21] L. Vanderstraeten, J. Haegeman, and F. Verstraete, Sci-
Post Phys. Lect. Notes , 7 (2019).
[22] V. Gritsev and A. Polkovnikov, SciPost Phys. 2, 021
(2017).
[23] A. Chan, A. De Luca, and J. T. Chalker, Phys. Rev. X
8, 041019 (2018).
[24] M. Akila, D. Waltner, B. Gutkin, and T. Guhr, Journal
of Physics A: Mathematical and Theoretical 49, 375101
(2016).
[25] B. Bertini, P. Kos, and T. c. v. Prosen, Phys. Rev. Lett.
123, 210601 (2019).
[26] S. J. Garratt and J. T. Chalker, arxiv:2008.01697 (2020).
[27] R. Feynman and F. Vernon, Annals of Physics 24, 118
(1963).
[28] A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A.
Fisher, A. Garg, and W. Zwerger, Rev. Mod. Phys. 59,
1 (1987).
[29] A. Strathearn, P. Kirton, D. Kilda, J. Keeling, and B. W.
Lovett, Nature Communications 9, 3322 (2018).
[30] J. Jin, M. Wei-Yuan Tu, W.-M. Zhang, and Y. Yan, New
Journal of Physics 12, 083013 (2010).
[31] S. Fishman, D. R. Grempel, and R. E. Prange, Phys.
Rev. Lett. 49, 509 (1982).
[32] M. Serbyn, Z. Papic´, and D. A. Abanin, Phys. Rev. B
96, 104201 (2017).
[33] For open chains, the trace is replaced by boundary vec-
tors with uniform unit components.
[34] In our model, there is a strictly linear light cone. There-
fore, a system of size L > 2t, effectively, is free of finite-
size effects, and its dynamics at times τ ≤ t is equivalent
to that of an infinite system.
[35] B. Gutkin, P. Braun, M. Akila, D. Waltner, and T. Guhr,
arXiv:2004.08386 (2020).
[36] B. Gutkin, P. Braun, M. Akila, D. Waltner, and T. Guhr,
arXiv:2001.01298 (2020).
[37] L. Piroli, B. Bertini, J. I. Cirac, and T. c. v. Prosen,
Phys. Rev. B 101, 094304 (2020).
[38] H. Kim, T. N. Ikeda, and D. A. Huse, Phys. Rev. E 90,
052105 (2014).
[39] S. A. Rather, S. Aravinda, and A. Lakshminarayan,
Phys. Rev. Lett. 125, 070501 (2020).
[40] P. W. Claeys and A. Lamacraft, Phys. Rev. Research 2,
033032 (2020).
[41] P. W. Claeys and A. Lamacraft, arXiv:2009.03791
(2020).
[42] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan,
Journal of Mathematical Physics 17, 821 (1976).
[43] G. Lindblad, Communications in Mathematical Physics
48, 119 (1976).
[44] H.-P. Breuer and F. Petruccione, The theory of open
quantum systems (Oxford University Press, 2007).
[45] J. Hauschild and F. Pollmann, SciPost Phys. Lect.
Notes 5 (2018), 10.21468/SciPostPhysLectNotes.5,
code available from https://github.com/tenpy/tenpy,
arXiv:1805.00055.
[46] A. Mu¨ller-Hermes, J. I. Cirac, and M. C. Banuls, New
Journal of Physics 14, 075003 (2012).
[47] This is true for infinite-temperature ensembles. For gen-
eral initial states, however, the influence matrix may de-
pend nontrivially on the entire trajectory up to the last
quantum state.
[48] T. Gorin, T. Prosen, T. H. Seligman, and M. Zˇnidaricˇ,
Physics Reports 435, 33 (2006).
[49] P. R. Zangara and H. M. Pastawski, Physica Scripta 92,
033001 (2017).
[50] A. Peres, Phys. Rev. A 30, 1610 (1984).
[51] H. Pastawski, P. Levstein, G. Usaj, J. Raya, and
J. Hirschinger, Physica A: Statistical Mechanics and its
Applications 283, 166 (2000).
[52] T. c. v. Prosen, Phys. Rev. E 65, 036208 (2002).
[53] M. Serbyn and D. A. Abanin, Phys. Rev. B 96, 014202
(2017).
[54] B. Misra and E. C. G. Sudarshan, Journal of Mathemat-
ical Physics 18, 756 (1977).
[55] M. Sonner, A. Lerose, and D. A. Abanin, in preparation.
[56] R. Feynman, A. Hibbs, and D. Styer, Quantum Mechan-
ics and Path Integrals, Dover Books on Physics (Dover
Publications, 2010).
