Roll-wave trains constitutes a well-known two-phase flow regime in pipes. There exists a one-parameter family of steady roll-wave train solutions, provided the flow conditions are within the roll-wave range. This means that wave train solutions can be constructed from out of a wide range of wavelengths. That band of wavelengths which will be observed in nature is however fairly narrow. The wavelength distribution is believed to be related to wave train stability and the flow disturbances.
Introduction
Roll-waves trains consist of a series of exponentially profiled wave structures, often called 'bores', connected by hydraulic jumps. Thomas Thomas [1939] was amongst the first to publish analytical expressions for the rollwave profiles of channel flows using a moving belt analogy. He also provided insight into the conditional nature of roll-waves, in particular into the necessity of friction.
Dressler Dressler [1949/06/] went on to formalise these solutions, also providing continuous wave solutions to the corresponding viscous problem. He found that an entropically valid one-parameter family of rollwave solutions exists with the specification of channel slope, resistance and wave speed. A solution is unique if also the wavelength is specified. This theory does however not explain why wave trains in nature are observed to consist of a relatively narrow band of wavelengths. Richard and Gavrilyuk Richard and Gavrilyuk [2012] extended Dressler's roll-wave solutions to account for turbulent shear and dissipation. Reynolds' stresses are related to enstrophy in the wave, providing wavebreaking as a model extension. Very good agreement was found with the experimental data of Brock's Brock [1969] , appropriately breaking off the sharp wave tip of the Dressler solutions.
Tougou and Tamada addressed the issue of roll-wave train stability in channel flow. Both laminar Tamada and Tougou [1979] and turbulent Tougou [1980/03/] flows were considered. Their linear stability analysis indicated that wavelengths observed in nature will be those of greatest linear stability. Balmforth and Mandre Balmforth and Mandre [2004] also performed a stability analyses for shallow water roll-waves using a somewhat different technique.
Miya et. al. Miya et al. [1971/11/] derived at profile solutions similar to those of Dressler for gas-liquid duct flows, also including shape factors for the velocity profiles. Watson Watson [1989] in turn formulated such solutions for gas-liquid flow in pipes. This model had a form similar to that for channel flows, but with a geometrical complexity making it unsuited for analytical integration. Algebraically explicit profile solutions are therefore unavailable for pipe flows. The increased complexity of the equations also made solution uniqueness difficult to prove; this was instead assumed.
Comparisons between roll-wave experiments and predictions from finely resolved numerical representations have been made by multiple authors. For instance, in the work of Brook et. al. Brook et al. [1999/10/10] .1 illustrate the pipe geometry and some of the quantities appearing the two-fluid model. The circular pipe geometry itself enters into the modelling through the relation between the level height h, the specific areas a k and the peripheral lengths σ k and σ i . These are algebraically interchangeable:
The inverse of the geometric function H can be explicitly expressed as
R is here the pipe inner radius and γ the interface halfangle. The perimeter lengths are
The compressible, isothermal, four-equation two-fluid model for stratified pipe flow results from an averaging of the conservation equations across the cross sectional area. Field k, occupied by either gas, k = g, or liquid, k = , is segregated from the other field. The model is commonly written
Tildes have here been added to distinguish functions of the fixed frame coordinate x. p i is the pressure at the interface, assumed the same for each phase as surface tension is neglected. h is the height of the interface from the pipe floor, and the term in which it appears originates from approximating a hydrostatic wall-normal pressure distribution within each field. a k is the crosssection area within field k, and u k and ρ k are the mean fluid velocity and density in these fields. The momentum sources are
where τ is the skin frictions at the walls and interface, θ is the pipe inclination, positive above datum, and g is the gravitational acceleration.
Both fluids flows are from here assumed incompressible. This allows for the system to be represented on conservative form.
1 Reducing the momentum equations with their respective mass equations and eliminating the pressure term between them yields
with components
Symbols for the flux and source components have here been defined and are
is useful throughout. Constant weight parameters have been grouped into w x = [ρ] g g sin θ and w y =
[ρ] g g cos θ. Although really derivatives therefrom, these equations are here simply referred to as base mass and momentum equations. The identities
where the latter conditions has been obtained from summing the mass equation over the two phases, finally close the base model. Both A and Q are parametricthe former may be made to vary in space according to the geometry and the latter in time according to the mixture rate imposed upon the system.
The Steady Roll-Wave Solutions
The profile equation is obtained by searching for system solutions which are steady within a moving reference frame. A chance in spatial coordinates x → ξ = x − Ct is performed, C being a constant translation velocity equal to the wave celerity. The base model (2.2) with the new relative variables ψ(ξ, t) =ψ(x, t) then reads
The coordinate transformation brings about a new term which has been absorbed into the convection term. Its net effect is to make convection flux velocities relative to ξ, i.e. u ,r = u k − C.
f r = (q ,r , j r ) T are the fluxes with u ,r replacing u k .
Profiles
Denoting the properties of steady profile solutions with upper-case symbols, the profile equation is obtained by substituting ψ(ξ, t) → Ψ(ξ) in (3.1). As the transient term drops out the mass equation component and (2.3) reviles
Regarding Q r , J r and S as functions of A subjected to (3.2), the chain rule applied to the momentum equation component of (3.1) yields the profile equation
The numerator is
has here been introduced.
A transition from subcritical flow, (sign(λ − ) = sign(λ + )) to supercritical flow (sign(λ − ) = sign(λ + )) is necessary for the formation of periodic hydraulic jumps. In fact, the root of the slow characteristic λ − (see (A.9)) coincides with the root of J r in what is known as the 'critical point' A ,0 . For a steady state to be possible, and (3.3) to be integrable, C must be such that also S has a root at the critical point A ,0 , that is C : J r A ,0 ; C = S A ,0 ; C = 0. Supercritical flow is found in the range A < A ,0 and subcritical in the range A > A ,0 . Profile solutions are obtained by numerically integrating (3.3) inversed, i.e., ξ = J r /S dA .
Shocks
Entropically valid solutions of (3.3) are monotone, but periodic wave trains are possible by piecewise connecting profile solutions through shocks. Integrating the conservation equations (3.1) thinly over a shock front reviles that q ,r and j r are shock invariants, i.e.
where the '+' and '−' respectively constitutes the right and left limits of a shock front. ψ ± = ψ(ξ ± ) and [·]
The first shock condition component is trivially achieved in the steady wave train by virtue of (3.2), while the momentum flux shock condition reads
Wave profiles are assumed identical along the wave train. The wave profile is therefore repeating such that for any integer n we have Ψ(ξ + nλ) = Ψ(ξ), λ being the wavelength (not to be confused with the characteristics λ ± .) The left and right limit states are therefore the states at the tip and tail of the same profile solution. Condition (3.5) links these states. For a set of fluid and geometry parameters, equations (2.3), (3.3) and (3.4) generate a one-parameter family of wave train solutions.
The Linear Stability of RollWave Trains
The procedure adopted for analysing the linear stability of the steady roll-wave trains is inspired by Tougou and Tamada Tougou [1980/03/] , Tamada and Tougou [1979] , and Balmforth and Mandre Balmforth and Mandre [2004] .
The Disturbace Function
Perturbations are imposed on the steady state:
where the pulsation ω is a (complex) constant. A disturbance functionf (ξ) is then introduced and defined byâ
Inserting these definitions into the mass equation component of (3.1) and integrating once yieldŝ
An arbitrary integration constant has here been dropped. Further, due to the identities (2.3), the following holds:â
The disturbance functionf is here that eigenfunction which will provide a constant ω in (4.1) throughout the wave. The friction closure is kept unspecified. Following the common practice in stability studies of pipe flows Barnea and Taitel [1992/11/] , S is expressed with the discharges (analogous to superficial velocities) as separate variables, i.e., S(A ) = S(A , Q , Qg). Subject to (3.2), the chain rule yields
where
Substitutingψ from (4.2) into the momentum equation component of (3.1) and linearising results in
J r , being the denominator of the profile equation (3.3), equals zero at the critical point A ,0 , which is a double root. It then follows from (4.4) that
Integration of (4.4) can be done with either A or H as independent variable. Because only the inverse A = H −1 (H) is an explicit function, H is used in the presented numerical experiments. The chain rule yieldŝ
The double derivative A ,ξξ has appeared above and is
and S from (4.3). Derivatives of the the geometric function H are
Shocks
A shock, unperturbed travelling with the celerity C, will be displaced by a length ε(t) =ε e ωt . The perturbed shock speed is then c = C + ωε. Shock conditions (3.4) must now be evaluated at the location ξ ± +ε of the perturbed shock, ξ ± being an unperturbed shock position. The left and right shock states are expressed through Taylor-expansions, Ψ(ξ ± + ε) = Ψ(ξ ± ) + εΨ ξ (ξ ± ), disregarding all higher-order terms. We get
withû k,r =û k − ωε. Inserting the disturbances (4.2) into (4.6) and eliminatingε then yields a perturbed shock condition
(4.7) linking the eigenfunction valuef − at the right-wave tail to the valuef + at the left-wave front.
Stability of Wave Trains
Solutions of the eigenfunction problem (4.4)-(4.5) may be written as the familŷ
b being an arbitrary constant. Let n be the sequential count of roll-waves down along a wave train. The origin of n is irrelevant.F is also λ-periodic,F (ξ + nλ) =F (ξ), becauseF depends only on the steady wave solution. Indexing individual values of b according to the wave count, one may express the disturbance along the entire wave train aŝ
Consider a shock connecting wave n to wave n + 1. The left shock state may be writtenf + = b nF (ξ + ) and the rightf − = b n+1F (ξ − ). The amplification across each shock is therefore repeating in both n > 0 and n < 0 directions along the wave train; for a disturbance to be bounded in a infinite or periodic spatial domain the amplification must have the form b n+1 = b n e i 2π/m , m being the number of roll-waves in a disturbance period. A periodic disturbance then has the form
The stability of a wave train is determined by searching for ω-roots of (4.7) for given values of m. Roots in the right half of the complex plane, (ω) > 0, are unstable.
F from (4.4), (4.5) and (4.8) has solutions obtainable with a Frobenius method about the critical point. However, the geometric relations and any extensive friction closure entail Taylor expansions which make such formulations impracticable.F is instead determined by integrating (4.4) numerically, using a RoungeKutta ODE solver. Integration is performed from
to H + ,F + on the subcritical side, and from
to H − ,F − on the supercritical side, δ H being a tiny height step for the purpose of avoiding numerical 0/0-issues.
Partial derivatives of friction closures of arbitrary complexity may be computed in a discrete manner
The stability analysis for open channel roll-waves, such as presented by cited authors, is regained by choosing H(a
) = a /d, A = d 2 , ρ g = τ g = τ i = 0.
The Stability of Uniform Stratified Flow
The well-known 'viscous Kelvin-Helmholtz' (VKH) criterion Barnea and Taitel [1992/11/] is often used for predicting whether or not the flow regime is uniformly stratified. This analysis proceeds by inserting a Fourier disturbance mode in the uniform flow solution S = 0. In absence of surface tension, the resulting dispersion equation can, despite the complicated expressions usually presented, be written
1) k = 2π/λ being the wavenumber. The celerity C appearing in J r and S is here a complex value, related to the wave growth in the same manner at the pulsation in (4.1) by ω = −ikC. Notice that the condition for marginally stable flow, i.e., when C is real, will simply read S = S = J r = 0, with J r < 0 resulting in wave growth. Note further that this can be inferred directly from (3.3) as a zeroamplitude roll-wave. All points are then critical points (J r = S = 0) where the profile slope is at an equilibrium with respect to A (S = 0).
Numerical Experiments
Stability predictions are in this section compared with direct simulations of the base model (2.2). A Roe scheme, presented in A, is implemented for the purpose. Simulations are carried out with periodic boundary conditions. This means that the globally average area fractions stay constant in time. Q is also kept constant. Direct simulations are carried out over domains large large enough to avoid the boundaries influencing the statistics. A small pointwise random disturbance is issued to the uniform steady initial conditions.
The friction closures τ k and τ i in the numerical tests are provided by the Biberg friction model as presented in Biberg [2007] . A quick summary of this model now follows: Classical turbulent boundary layer principles are used to model the gas and liquid velocity profiles in a duct cross section. The interface is modelled as a moving boundary with an initial turbulence level, representing smaller interface waves, etc.. Figure 6 .1 shows examples of such velocity profiles for free surface and two-phase flows. These profiles are integrated up to yield algebraic expressions that couple wall and interfacial frictions to the average phase velocities and the interface heights. Friction correlations for duct flow are then correlated to the well-known Colebrook-White formula for single-phase pipe flow, which is in turn used to extend the closure into formulae for the pipe geometry. Figures 6.2 -6.4 present wavelength predictions from the stability analyses and direct simulations. Fixed parameters are given in Table 1 and correspond to those used in Holmås [2010] and Johnson [2005] . Flow rates are chosen low enough for the waves to grow from a random disturbance without ever breaching the cross section or flow characteristics turning complex.
2 Presented results are normalised by the VKH growth rates of the respective uniform flows as provided by (5.1). Normalised time and pulsation are T = t · (ω VKH ), Ω = ω/ (ω VKH ), respectively.
The first case, Figure 6 .2, is a one degree upwardsinclined pipe with superficial velocities q /A = 0.125 m /s and q g /A = 3.50 m /s (in the corresponding uniform flow.) Resulting liquid levels are low, with a /A = 0.11. Figure 6 .2a show the roots of Ω satisfying (4.7). Roots with a positive real component are unstable. According to this figure, unstable wavelengths are predicted to be those shorter than about 40 d. Roots whose disturbance period is one (m = 1) or two (m = 2) roll-wave lengths are real, located along the abscissa. m is made continuous in the plot, though only positive integer values can be realised. The unstable roots appear to converge towards some singular point, independent of m, at higher wavelengths, the influence of which is unclear.
This predictions of Figure 6 .2a seem to agree with the direct simulation of Figure 6 .2b, which shows that the wavelengths quickly arrange themselves between 35 an 120 d in a slowly decaying, oscillating fashion.
A horizontal pipe is used for the second case, Figure 6 .3. Here, q /A = 0.35 m /s and q g /A = 1.00 m /s, resulting in a /A = 0.49. A typical velocity profile for this case is displayed in Figure 6 .1b. Figure 6 .3a show that the range of unstable Ω converges towards Ω = 0 (which always exist) with increasing wavelength, and then exists only in the left plane after λ 200 d. The direct simulation of Figure 6 .2b shows waves ranging from around 180 an 1200 d, oscillating strongly in time.
Examining period and decay of the larger oscillations seen in Figure 6 .3b, one finds Ω ∼ −0.0015 + 0.04i, placing the dominating disturbances close by the ordinate in accordance with the long-wavelength stability predictions seen in Figure 6 .3a. Similar observations can be made with Figure 6 .2, though the amplitudes and frequencies are harder to make out.
Let us finally attempt to compare gravity-driven free surface flows and pressure-driven gas-liquid flows. The gas phase is removed (ρ g = τ g = τ i = 0) and a negative pipe inclination θ drives a free surface flow. This free surface flow is uniformly stable if the liquid level and flow rate is identical to that in the previous case, and increasing the flow rate makes the free surface flow more stable as opposed to the previous pressure driven flows. The pipe inclination and average liquid fraction are chosen such that the liquid flow rate q and VKH growth rate, (ω VKH ), are the same as in the previous case. This happens at θ = −1.27°, q /A = 0.35 m /s, where a /A = 0.28. Figure 6 .4 shows the stability map and simulated wavelength distribution. Again, oscillation frequency and decay seem to agree with the stability map.
Compared to the pressure driven flow of Figure 6 .3, the wavelength distribution of the gravity driven flow develops more steadily, but with some coalescence events occurring at a later stage. Figure 6 .5 shows snapshots of the level heights during the initial developing stages of to two simulations. The free surface simulation is seen to have wavelengths and wave heights distributed within more narrow bands. Surviving wavelengths in the free surface flow are of the same order of magnitude as those from the pressure driven flow, and the same can be said for the frequency and decay of the disturbance oscillations. The difference in wavelength bands is however not readily evident from comparing the two stability maps of Figure 6 .3a and 6.4a. The difference can possibly be attributed to the unstable small-wavelength roots, which in the pressure driven flow are seen to be more oscillatory and would thus promote a more irregular wavelength distribution after the initial coalescence stage.
Conclusions
A stability analysis has been presented which provides predictions in agreement with numerical simulations. The analysis seems to give a lower wavelength limit, below which wave trains are unstable. Simulations indicate that the wavelength distribution will range close above this lower wavelength limit. 
Roe's approximate Riemann solver Roe [1997] is among the most popular finite volume schemes for nonlinear hyperbolic problems. Its main principle lies in linearising (A.1) and solving the Riemann problems
is the so-called Roe-averaged matrix of A.Â, v L and v R are constants respective to each cell face. Roe schemes are effective at discontinuities, but they require the formulation ofÂ(v L , v R ) at the cell faces with the properties that
The first and second properties are required for hyperbolicity and consistency, respectively. The third property ensures, by the Rankine-Hugoniot condition, that single shocks of the linear system (A.3) are shocks of the non-linear system (2.2).
Consider condition iii) and the following splitting of the flux function:
We need a suitable integration path over which f is easily evaluated; f is written in terms of a parameter vector w, rendering it a low-order polynomial. Primitive variable are suitable in the case of f u , i.e.,
Note that ∂v ∂w is constant and that ∂fu ∂w is linear in w. A linear path OnceÂ is formulated, 
