Current multisensor tracking systems can be easily overwhelmed by incoming data, especially as the number of targets and sensors increases. A sensor management scheme has been proposed in previous work to reduce the computational demand of these systems while minimizing the loss of tracking performance by selecting only enough sensing resources to maintain a desired covariance level for each target, reducing the resource demands on the tracking system. However, the proposed system is sensitive to delays in the execution of sensor assignments. This paper analyzes the e ect of that delay and examines methods of eliminating that e ect. Because of the lack of a closed form solution for the covariance matrix of the discrete-time Kalman lter, the analysis centers on the performance of the continuous-time scalar Kalman-Bucy lter and then extends those results to the discrete-time case. The analysis shows that for all stable systems and unstable systems under certain conditions, the sensitivity of the covariance estimate to delays of sensing actions decreases steadily with time. Furthermore, when attempting to estimate unknown delays, overestimating the delay will produce smaller covariance prediction errors than underestimating the delay by a similar amount.
Introduction
The application of multisensor fusion to surveillance systems has provided superior tracking performance at the cost of increased computational demand. As the number of targets and sensors increases, tracking systems can very quickly become overloaded by the incoming data. What is needed is a sensor management system that can balance tracking performance with system resources. Such a system also needs to be able to generate sensing actions, then prioritize and schedule those actions. 4 To date, most sensor management techniques have treated this as an optimization problem, where the goal is to apply combinations of sensors to each target to minimize a cost function generated using target priority, threat level, and the covariance of each target state estimate. 5 A variation of this is to maximize a cost functional based on the increase in state information from each sensor combination. 7 This method, however, does not address the problems of target priority and scheduling. Additionally, neural nets and decision theory have been applied to the sensor management problem. 4 A drawback of the cost functional approach is that it is di cult to specify a target-speci c covariance goal, like reducing the covariance of a target estimate to accurately re a weapon. A solution to this is to separate the system into a covariance controller and a sensor scheduler. 3 The covariance controller can assign sensor combinations to each target to meet a desired covariance level. If the desired covariance changes for a target, then the sensor as-1 American Institute of Aeronautics and Astronautics signment changes for only one target. The scheduler prioritizes sensing actions and executes them as time allows. Low priority actions may be delayed until future scans or may be dropped altogether.
In this paper, the sensor scheduler is relegated to a \black box" without specifying its operations. However, as mentioned above, one of the expected e ects of the separate sensor scheduler is the delay of the execution of sensing requests. It is important to note that delayed sensing requests do not represent measurement delays, where the output from the sensor is delayed before reaching the Kalman lter. Measurement delays have been studied and methods have been proposed to account for their e ects. 2, 6 A sensor request is the assignment of a sensor to or the removal from a tracking task. Once assigned, a sensor will provide tracking information at each scan for the assigned target until it is removed.
Delayed sensor requests arise due to scheduling delays and the limited computational resources of the tracking system. Because of this, not all sensor requests can be executed in a single sampling period, causing sensor requests to accumulate in the command queue. This results in future requests being delayed as well.
This paper is organized as follows. The covariance control architecture is described in Section 2. Since the equations that govern the behavior of the covariance of the discrete Kalman lter generally have no closed form solution, Section 3 analyzes the e ect of delay on the scalar continuous Kalman lter, the covariance of which has a well-de ned closedform solution. The use of delay estimation to predict what the covariance will be when the sensing requests are executed is covered in Section 4. Section 5 covers the extension of these results to the discrete-time Kalman lter. General trends are observed that limit the results that can be extended to the discrete-time lter. Our initial work in expanding this analysis to more general vector spaces is included in Section 6. Future work in generalizing to higher-order models is also proposed in this section. Conclusions are included in Section 7. Figure 1 shows the block diagram of the tracking system. The Kalman lter can be thought of as the plant while the sensor scheduler acts as a system delay. Control of the covariance of the system is implemented via a sensor selection algorithm. The sensor selection is determined based on the di erence between the predicted covariance for the next sampling period and the desired covariance. Algorithms for this task have been presented in Ref. 3 . Note that the only input to the controller is the di erence between the desired and actual target estimate covariances. Actual target tracking and estimation are performed by the Kalman lter. The controller's job is to regulate the sensing resources used by the Kalman lter to reduce the computational load on the tracking system. Similar to the e ects of delay on dynamic control systems, the tracking performance of the sensor selection algorithms when there is delay becomes less stable. The problems that delay causes are due to the fact that the covariance controller makes sensor selections based on the current covariance. For example, the controller decides on a sensor selection and executes it at time zero (see Figure 2 ance di erence at t = 0:2, either excessive or insufcient sensor resources have probably been assigned to this tracking task. The e ects of delay can be ameliorated by predicting the covariance estimate after the delay, allowing the sensor selection algorithm to make its decision based on what the predicted covariance will actually be when the delayed sensor selection is executed (see Figure 3) . Correctly predicting the delay and sensor selections will restore most of the performance reduction caused by the delay. 3 Because the controller is separate from the Kalman lter, it can run at a slower speed than the Kalman lter, allowing several iterations of the tracking algorithm to be performed before a new sensor combination is considered by the controller. This can be done by predicting the covariance at the next controller sampling period using the same architecture that is used to model a delay. In such a system, one sampling period of the controller will correspond to multiple sampling periods of the Kalman lter. One advantage of having a slower controller is that the target estimate covariance from the Kalman lter will be closer to steady-state, which will, in general, make the covariance prediction more robust to errors caused by delay.
Covariance Control

Analysis of Delay in the Continuous Kalman Filter
We begin with the scalar multisensor version of the Kalman-Bucy lter: _ x(t) = ?ax(t) + w(t) (1) y i (t) = x(t) + v i (t) i = 1; : : : ; N s (2) where x is the target state variable to be tracked and y i are the measurements of that state by a suite of N s sensors. Note that when a > 0, the nominal system is stable. The state evolves according to a linear di erential equation corrupted by white, zero mean noise w(t) with variance q. The measurements are also corrupted by white, zero mean noise v i (t) with variance r i , and E r i r j ] 2 = 0 when i 6 = j. The measurements can also be represented as a vector: Equation (6) is identical to the di erential equation describing the covariance of a single sensor KalmanBucy lter with measurement noise variance of r.
Thus the covariance analysis of scalar, multisensor systems can be reduced to that of scalar, single sensor systems with no loss of generality.
Equation (6) Notice that as t goes to in nity, the second term in Equation (7) For the case of 0 < C < 1, the following must hold p 0 + r + ra < p 0 ? r + ra (13) r < ?r Since r is always positive, this condition cannot exist. Therefore, p 0 < p 1 ) C > 0 ) C > 1. Thus, 4 American Institute of Aeronautics and Astronautics the covariance of all systems will converge monotonically when the initial covariance is larger than the steady-state covariance.
For the case of ?1 < C < 0, the following must hold p 0 + r + ra < ?(p 0 ? r + ra) (14) p 0 < ?ra Since p 0 and r are always positive, this implies that a must be less than zero (x(t) is unstable) for this to occur. Therefore, when p 0 < p 1 , a > 0 ) C < ?1. 
Prediction of Covariance Via Delay Estimation
It has been shown that the e ects of delay can be almost completely eliminated by predicting the actual variance after the delay. 3 The sensor manager can then select sensor combinations based on p(t+d) rather than p(t). We C > 0 (and thus > 1), then the sum in Equation (16) is negative { indicating that the error due to ? is greater than the error due to . When C < ?e 2 t 0 , the sum in Equation (16) is positive, indicating that once again, the error due to ? is greater. Since t 0 = t + d, the relation C < ?e ?2 d is a su cient condition to ensure the superiority of overestimating the delay. Figure 5 shows the e ect of di erent values of C on p(t 0 ; )+ p(t 0 ; ? ). In this case, when C = ?0:1, the covariance prediction error is actually slightly larger when the delay is overestimated than when it is underestimated, but as jCj increases, it becomes much more advantageous to overestimate the delay. Notice that when C = ?10, the prediction error is very near zero regardless of how much the delay is overestimated. 
Extension to Discrete Kalman Filter
Since most tracking systems are discrete time systems, it is desirable to extend these results to the discrete Kalman lter. Because the discrete lter has no closed form solution, we will create a continuous-time model of the discrete system. From the continuous time covariance Equation (7), discrete equivalents of a, r, and q are needed to compute the discrete form of the covariance. Assume that the system represented in Equations (1) and (2) can be accurately modeled by the following discrete system:
The state estimate becomeŝ x k+1jk = Fx kjk (20) x k+1jk+1 =x k+1jk + K k+1 (y k+1 ? x k+1jk )
The notationx k+1jk means \the estimate of x at time k + 1 given measurements through time k". 
The constants , p 1 , and p 2 are calculated as before using the above equivalent values ofâ,q, andr. Figure 6 shows the covariance of a discrete system and the equivalent continuous system (calculated as above). Note that although the two curves are similar and converge to the same point, they are not exactly the same. Figure 7 shows the covariance estimate error, p(t; d), versus time for two di erent delays. Note that in the rst plot, the period of time where the error due to delay is increasing with time is longer for the discrete system than for the continuous system. In the second plot, the continuous system is monotonically decreasing, while the discrete system is not. Obviously the strict bounds derived for the continuous case do not hold for the discrete case. However, simulations do seem to show that when jCj > 1, all of the limits for the continuous case hold for the discrete case as well. 
Generalization to Vector Spaces and Future Work
We are currently extending our analysis to higher-order vector spaces: _ x(t) = Ax(t) + w(t) y(t) = Hx(t) + v(t) (33) where x is a length n state vector and y is a length m measurement vector. A is an n n matrix, and H is an m n matrix. Finally, w(t) and v(t) are length n and m (respectively) independent white Gaussian noise vectors with zero mean and covariance matrices of Q and R. The state estimate of this system becomeŝ _ x(t) = Ax(t) + P(t)H 0 R ?1 y(t) ? Hx(t)] (34) where P(t) is the state estimate covariance de ned by the di erential equation _ P(t) = AP(t) + P(t)A 0 + Q ? P(t)H 0 R ?1 HP(t) Applying these matrices to Equation (35) results in _ P(t) = AP(t) + P(t)A 0 + Q ? P(t)H 0R?1H P(t) = AP(t) + P(t)A 0 + Q ?
Thus, the covariance of the multisensor KalmanBucy lter can be represented by an equivalent single-sensor Kalman-Bucy lter with measurement matrixH and a measurement noise covariance matrixR.
The simplest higher-order system to analyze is the diagonal system, in which each state is orthogonal to the other. The system matrix is then A = 2 6 6 6 4 ?a 1 ?a 2 . . .
?a n 3 7 7 7 5
(38)
The assumption of whiteness of the noise will ensure that the noise covariance matrices are diagonal as well. The orthogonality includes the measurement matrices H i , which must consist of subsets of the n orthogonal eigenvectors that de ne the state space. It is then easy to show that under these conditions the covariance matrix is diagonal, with the diagonal entries de ned by _ P ii (t) = ?2a i P(t) ii + Q ii ? (P ii (t)) 2 (H 0R?1H ) ii i = 1; : : : ; n (39) which, as shown in previous sections, has a closed form solution similar to that shown in Equation (7). Thus all of the conditions derived in this paper will hold for the eigenvalues of a orthogonal state space system. Diagonal discrete-time systems can be easily shown to decompose into a series of scalar equations as well.
Analysis of more general systems is much more complicated and is subject of future work. We are currently using a linear formulation of the continuous-time Ricatti equation to derive a closed form solution to a more realistic class of tracking models that are not diagonal in nature. We are currently working on a very simple block diagonal model, where each block is a second-order integrator observed by a scalar measurement. Although the results of our analysis will not be extendable to nonblock-diagonal systems, a large number of tracking situations can be represented using this model. Furthermore, the techniques developed to analyze this model will be applicable to other systems.
Conclusion
The delay of the execution of sensor requests when tracking continuous-time scalar or diagonal target models can reduce the performance of the surveillance system. However, the e ect of such a delay is reduced as time increases (and the covariance of the system converges to a steady-state value). Furthermore, when the actual delay is unknown or varies over time, overestimating the delay will produce smaller covariance prediction errors than underestimating the delay.
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Based on these observations, strategies to reduce the e ects of delay on covariance estimates could include reducing the scan rate of the controller, i.e. allowing the Kalman lter to run longer in between changing the sensor combination. However, this strategy is limited by the desired responsiveness of the system. If the scan rate of the controller is reduced, the time required to change the target covariance increases. Another strategy is to consistently overestimate the delay when attempting to predict the covariance. The drawback to this method is that it increases the computational demand on the controller.
The analysis of the e ect of delay on the discretetime Kalman lter is more complicated due to the lack of a closed form solution to the di erence equation. The attempt to create a continuous-time system that is equivalent to the discrete-time system has been partially successful. While the trends of the discrete system match those of its continuous equivalent, time periods when the error due to delay does not decrease monotonically last longer for the discrete time system.
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