Nichtlineare Dynamik von Oberflächeninseln unter Elektromigrationseinfluss by Kuhn, Philipp
Nichtlineare Dynamik
von Oberfla¨cheninseln
unter Elektromigrationseinfluss
Inauguraldissertation
zur Erlangung des Doktorgrades der
Mathematisch–Naturwissenschaftlichen Fakulta¨t
der Universita¨t zu Ko¨ln
vorgelegt von
Philipp Kuhn
aus Schweinfurt
Ko¨ln 2007
2Berichterstatter: Prof. Dr. Joachim Krug
Prof. Dr. Axel Voigt
Tag der mu¨ndlichen Pru¨fung: 25.06.07
3Kurzzusammenfassung
Die Arbeit befasst sich mit der Bewegung von Oberfla¨cheninseln unter Elek-
tromigrationseinfluss im Rahmen eines Kontinuumsmodells, das mittels nume-
rischer und analytischer Methoden untersucht wird.
In dem kinetischen Regime, in dem der Massentransport ausschließlich entlang
der Inselkante stattfindet, ergibt sich durch die Beru¨cksichtigung der Anisotropie
der Kristalloberfla¨che eine Vielfalt von Bewegungsformen, die neben schra¨g zum
Feld laufenden Inselformen komplexes oszillatorisches Verhalten beinhaltet. Die
dabei auftretenden Facetten-Orientierungen ko¨nnen mittels einer analytischen
Theorie vorhergesagt werden. Es wird ferner ein Vergleich mit einem kinetischen
Monte-Carlo-Modell durchgefu¨hrt, bei dem sich a¨hnliche Oszillationen zeigen,
wie im Kontinuumsfall.
Findet der Massentransport u¨ber Materialaustausch mit den Atomen auf der
Terrasse statt, so kann gezeigt werden, dass im Fall einer Leerstelleninsel mit
unendlich hoher Stufenrandbarriere die kreisfo¨rmigen stationa¨ren Lo¨sungen im-
mer linear stabil sind. Das mit dem Stabilita¨tsproblem verbundene Pha¨nomen
nicht-orthogonaler Eigenmoden wird ausfu¨hrlich diskutiert. Numerische Unter-
suchungen fu¨r diesen Fall zeigen eine nichtlineare Instabilita¨t, bei der ein Teil
der Insel einen Finger bildet, der sich von der Insel ablo¨st.
Abstract
This work adresses the motion of surface islands under electromigration within
the framework of a continuum model, which is investigated by numerical and
analytical methods.
In the kinetic regime, where mass transport is exclusively along the island edge,
an inclusion of the crystal anisotropy of the surface results in a broad ran-
ge of migration modes, including drift motion oblique to the field direction and
complex oscillatory behaviour. The emerging facet orientations can be predicted
from an analytical theory. Furthermore we compare the results of the continuum
model with those of kinetic monte carlo simulations, where similar oscillations
occur.
When mass transport is due to material exchange between terrace and island
boundary, it can be shown that in the case of a vacancy island with infinitely
strong step edge barrier, the stationary circular solution is always linearly stable.
The phenomenon of non-orthogonal eigenmodes, which arises in this stability
problem is discussed in detail. Numerical simulations for this case show a nonli-
near instability, where a part of the island evolves into a finger, which detaches
from the main part of the island.
Science is magic that works
(aus
”
Cat’s Cradle“ von Kurt Vonnegut, Jr.)
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Kapitel 1
Einfu¨hrung
Die zentrale Gro¨ße der Thermodynamik ist die Entropie und die fundamenta-
le Erkenntnis dieser Disziplin ist, dass diese Gro¨ße nur zunehmen kann und in
einem abgeschlossenen System einem Maximum zustrebt. Dieser Zustand der
maximalen Entropie ist der thermodynamische Gleichgewichtszustand, in dem
jede Struktur aufgelo¨st und alle Aktivita¨t zum Erliegen gekommen ist. Fu¨r die-
sen Zustand liefert die Thermodynamik im Prinzip ein abgeschlossenes Bild, das
sich mit einigen wenigen universellen Gesetzen beschreiben la¨sst. Nun ist aller-
dings diese Idealisierung eines abgeschlossenen Systems in der Realita¨t praktisch
nie anzutreffen. Die meisten der in der Natur vorkommenden physikalischen Sy-
steme sind offen, d.h. sie tauschen kontinuierlich Energie und Materie mit ihrer
Umgebung aus. Und hier treten neue Pha¨nomene auf, die unter den Bedingun-
gen der sta¨ndig anwachsenden Entropie nicht mo¨glich wa¨ren. Dadurch, dass
das System Entropie an die Umgebung abgeben kann, wird es mo¨glich, dass
die Entropie lokal reduziert wird und sich insbesondere spontan Strukturen von
teilweise erstaunlicher Komplexita¨t bilden ko¨nnen. Es gab verschiedene Versu-
che, fu¨r diese Musterbildung in Nichtgleichgewichts-Systemen eine gemeinsame
Beschreibung, analog zur klassischen Thermodynamik, zu finden. Es entstanden
Schulen, wie z.B. die von Ilya Prigogine, der wohl einer der ersten war, der sich
um eine allgemeine Theorie bemu¨hte1. Obwohl sich durchaus Gemeinsamkeiten
und auch teilweise Prinzipien mit weitem Anwendungsbereich abzeichneten, ist
der Versuch eine geschlossene, allgemeine Beschreibung zu finden, bislang ge-
scheitert (oder zumindest noch nicht zum Ende gekommen)2 .
1Prigonine pra¨gte fu¨r diese Pha¨nomene die Bezeichnung
”
dissipative Strukuren“ [41]. Wei-
tere Benennungen und Erkla¨rungsmodelle, die mit diesen Mustern verbunden sind, sind
”
Selbst-
organisation“ [66], Synergetik [22] und im biologischen Kontext
”
Morphogenese“ [65].
2Vielleicht trifft hier das Novalis-Zitat zu:
”
Mannigfache Wege gehen die Menschen. Wer sie verfolgt und vergleicht, wird wunderliche
Figuren entstehen sehn; Figuren, die zu jener großen Chiffernschrift zu geho¨ren scheinen, die
man u¨berall, auf Flu¨geln, Eierschalen, in Wolken, im Schnee, in Kristallen und in Steinbildun-
gen, auf gefrierenden Wassern, im Innern und A¨ußern der Gebirge, der Pflanzen, der Tiere,
der Menschen, in den Lichtern des Himmels, auf beru¨hrten und gestrichenen Scheiben von
Pech und Glas, in den Feilspa¨nen um den Magnet her, und sonderbaren Konjunkturen des
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So bilden die Untersuchungen von Musterbildung ein weites und vielfa¨ltiges
Gebiet3. Es umfasst so verschiedene Bereiche wie die klassischen Beobachtun-
gen von Stro¨mungsmustern in Flu¨ssigkeiten und die, mit dem Namen von Alan
Turing verbundenen Reaktions-Diffusions-Systeme. Wir wollen an dieser Stelle
lediglich die Theorie des Kristallwachstums aus der Gasphase erwa¨hnen4, die
gewissermaßen benachbart zu unserem Thema liegt. Eine fu¨r dieses Gebiet zen-
trale Arbeit war das 1951 von Burton, Cabrera und Frank vorgestellte Modell
[11]. Die Erkenntnis, die diesem Modell zugrunde liegt, ist die, dass Atome,
die aus der Gasphase auf die Oberfla¨che des wachsenden Kristalls abgeschie-
den werden5, vorrangig an Inhomogenita¨ten eingebaut werden. Selbst auf einer
von Verunreinigungen freien Oberfla¨che mit perfekter Kristallstruktur existie-
ren solche Inhomogenita¨ten in Form von Stufenkanten6. Da das Wachstum des
Kristalls vornehmlich an diesen Kanten vor sich geht7, la¨sst sich ein Modell
formulieren, das neben der Konzentration an frei diffundierenden Atomen, die
geometrische Form der (als kontinuierlich angenommenen) Stufenkante als dy-
namische Gro¨ße entha¨lt. Diese Art von Beschreibung wird auch unserer Arbeit
zugrunde liegen. Jedoch ist hier die Ursache fu¨r das Nichtgleichgewicht nicht
das Wachstum, sondern das Pha¨nomen der sogenannten Elektromigration. Da
dieser Effekt fu¨r unsere Arbeit zentral ist, werden wir einen kurzen Streifzug
durch die historische Entwicklung dieses Begriffs machen.
Die wahrscheinlich fru¨hesten Beobachtungen gehen auf den franzo¨sischen Wis-
senschaftler Gerardin zuru¨ck [17]. Er bemerkte, dass nach der Elektrolyse von
geschmolzenen Blei-Zinn- und Natrium-Quecksilber-Legierungen nach dem Er-
starren die beiden Enden des Materials unterschiedliche physikalische, bzw. che-
mische Eigenschaften zeigten8. Offenbar bewirkte also die angelegte Spannung
einen Materialtransport, der die Schmelze entmischt. Dieser Transport findet
im festen Zustand natu¨rlich mit einer wesentlich geringeren Geschwindigkeit
statt und wurde erst in den dreißiger Jahren nachgewiesen. Ein besonders il-
lustratives Beispiel sind hier die Untersuchungen von R.P. Johnson von 1938,
bei denen Wolframdra¨hte aus durchgebrannten Glu¨hbirnen verschiedene Ober-
Zufalls, erblickt. In ihnen ahndet man den Schlu¨ssel dieser Wunderschrift, die Sprachlehre der-
selben, allein die Ahndung will sich selbst in keine feste Formen fu¨gen, und scheint kein ho¨herer
Schlu¨ssel werden zu wollen.“
(Aus
”
Die Lehrlinge zu Sais“).
3Fu¨r eine umfassende U¨bersicht, siehe [12].
4Das Nichtgleichgewicht besteht hier darin, dass aus einer u¨bersa¨ttigten Gasphase besta¨ndig
Material auf der Oberfla¨che deponiert wird. Fu¨r eine detaillierte Darstellung, siehe [39, 45].
5D.h. es handelt sich hier also um adsorbierte Atome, was ha¨ufig zu der Bezeichnung
Adatom verku¨rzt wird.
6Das mikroskopische Bild einer solchen Oberfla¨che ist eine aus Lagen aufgebaute Land-
schaft. Die Ra¨nder der nicht vollsta¨ndig geschlossenen Lagen bilden hier Stufen, die von Ter-
rassen voneinander getrennt sind (vgl. Abbildung 1.3).
7Natu¨rlich besteht daneben noch der wichtige Prozess der Keimung auf der Terrasse.
8Im Falle der Blei-Zinn-Legierung war das eine Ende weich und das andere bru¨chig, wa¨hrend
bei der Natrium-Quecksilber-Verbindung nur ein Ende Reaktivita¨t bei Kontakt mit Wasser
zeigte.
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fla¨chen-Beschaffenheit zeigten, je nachdem ob sie mit Gleich- oder Wechsel-
strom betrieben worden waren [29]. Abbildung 1.1 zeigt einen derartigen Ver-
gleich. Wa¨hrend der von Gleichstrom durchflossene Draht glatt ist, weist die
Oberfla¨che des mit Wechselstrom betriebenen Drahtes Rippen auf. Die ersten
systematischen Untersuchungen wurden jedoch erst in den fu¨nfziger Jahren von
Seith und Wever durgefu¨hrt [54]. Durch die Beobachtung der Bewegung kleiner,
mechanisch erzeugter Eindru¨cke in einem stromdurchflossenen Draht konnten
sie nachweisen, dass die Richtung des Massentransports damit zusammenha¨ngt,
welche Ladungstra¨ger (Elektronen oder Lo¨cher) in dem entsprechenden Mate-
rial vorherrschen. Dies stellte insofern einen Wendepunkt dar, als sich damit
zeigte, dass die treibende Kraft nicht alleine elektrostatischer Natur sein kann
(
”
direkte Kraft“), sondern dass eine Wechselwirkung mit den Ladungstra¨gern
vorliegen muss. Das Bild, das wir heute von diesem Prozess haben, ist in der Tat
ein Impulsu¨bertrag der Ladungstra¨ger auf die Gitter- oder Fremdatome (
”
Wind-
kraft“9).
Die Hauptanwendung der Elektromigration bestand bis in die sechziger Jahre
hinein hauptsa¨chlich darin, Metalle von Verunreinigungen (besonders in Gas-
form) zu befreien. Die Forschung nahm eine neue Richtung und gewann erheb-
lich an Bedeutung, als Elektromigrations-Effekte als einer der Hauptscha¨din-
gungsmechanismen von Aluminium-Leiterbahnen in integrierten Schaltkreisen
identifiziert wurden10 [7, 6]. Durch den Stromfluss wird hier Material abgetra-
gen, bzw. angeha¨uft, so dass es entweder zur Unterbrechung oder zum Kurz-
schluss in den leitenden Elementen kommt. In Abbildung 1.2 ist ein solcher
Elektromigrationsschaden zu sehen, der unter kontrollierten experimentellen Be-
dingungen erzeugt wurde. Diese Leiterbahnen bestehen aus polykristallinem Ma-
terial und der Massentransport verla¨uft vorrangig entlang der Korngrenzen, die
Zonen erho¨hter Beweglichkeit darstellen [5].
Mit dem einsetzenden intensiven Interesse an dem Entwicklungsmechanismus
dieser Scha¨den begann auch die theoretische Auseinandersetzung mit der Be-
wegung kleiner Hohlra¨ume (Poren) unter Elektromigrationseinfluss. Hier wurden
Modelle entwickelt, die dem in dieser Arbeit behandelten Thema verwandt sind.
Die technologische Bedeutung der Elektromigration ist auch heute noch gege-
ben11, wir werden uns jedoch nun einem Thema zuwenden, das na¨her an dem
unseren liegt. Spaltet man einen Kristall in einem kleinen Winkel gegenu¨ber sei-
9Diese Vorstellung geht urspru¨nglich auf F. Skaupy zuru¨ck [55]. Die relative Sta¨rke von
direkter Kraft und Windkraft ist von Material zu Material verschieden, wobei bei Metallen im
Allgemeinen die Windkraft dominiert.
10Hier herrschen aufgrund der geringen Abmessungen entsprechend hohe Stromdichten. In
der Praxis unterliegen die Elemente u¨ber Jahre diesem Einfluss, so dass sich eine erho¨hte
Anfa¨lligkeit gegenu¨ber derartigen Scha¨den ergibt.
11Anfang der siebziger Jahre wurde entdeckt, dass eine Beimischung von Kupfer die Be-
weglichkeit von Aluminium entlang der Korngrenzen herabsetzt. Zusammen mit der besseren
Leitfa¨higkeit von Kupfer fu¨hrte dies dazu, dass Kupfer-Aluminium-Legierungen (oder seit ei-
niger Zeit auch Kupfer alleine) bei der Herstellung von integrierten Schaltkreisen zunehmend
an Bedeutung gewonnen haben.
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Abbildung 1.1: Wolframdra¨hte aus durchgebrannten Glu¨hbirnen. Fu¨r den Draht
im oberen Bild wurde Wechselstrom verwendet, fu¨r den im unteren Bild Gleich-
strom (aus [29]).
ner Hochsymmetrieachse, so besteht die dabei entstehende vizinale Oberfla¨che
aus geraden Stufenkanten die durch (je nach Winkel) breitere oder schmalere
Terrassen voneinander getrennt sind (Abbildung 1.3). Unter Elektromigrations-
einfluss ko¨nnen nun Instabilita¨ten eines solchen gleichma¨ßigen Stufenzugs en-
stehen. Bei dem in Abbildung 1.3 (b) gezeigten Profil haben sich sogenannte
Stufenbu¨ndel gebildet, bei der sich in Teilen der Oberfla¨che die Stufen auf einen
relativ engen Raum konzentrieren und zu einem Bu¨ndel, manchmal auch Makro-
Stufe genannt zusammen gefunden haben. Auf einer etwas gro¨ßeren Skala zeigt
sich dies als ein Streifenmuster (siehe Abbildung 1.4 links). Bei dem Prozess in
Abbildung 1.3 (c) ergibt sich eine Instabilita¨t in der Form der einzelnen Stufen.
Die entstehenden Ma¨ander organisieren sich in Phase zueinander, so dass die
Oberfla¨che auf gro¨ßerer Skala eine typische Rippenform zeigt (Abbildung 1.4
rechts).
Beide Musterbildungsprozesse waren schon vorher aus Wachstumssituationen
bekannt (siehe z.B. [31, 39]). Dass sich die Stufenbewegung auch mittels Strom-
fluss manipulieren la¨sst, wurde Ende der achziger Jahre von Latyshev et al. ent-
deckt12 [35]. Dies ist insofern bedeutsam, als sich dadurch eine neue Mo¨glichkeit
12Dabei handelte es sich nicht um Experimente zur Elektromigration. Eine Oberfa¨che einem
Gleichstromfluss auszusetzen, ist eine ga¨ngige Methode, die Oberfla¨che zu heizen, um den
Diffusionsprozess zu beschleunigen.
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Abbildung 1.2: Aluminium-Segmente (Breite 800nm, Dicke 10µm) auf TiN,
belastet mit einer Stromdichte von 1MAcm2 bei 500 K. Typischer Elektromigrati-
onsschaden durch Abtragen von Material am kathodischen Ende und Anha¨ufung
an der Anode. An der Oberfla¨che der Leiterbahn sind deutlich die Korngrenzen
des Materials zu erkennen, die die bevorzugten Transport-Pfade fu¨r den Mas-
senstrom bilden. (aus [58]).
ergibt, einen kontrollierten Nichtgleichgewichtszustand zu schaffen, der morpho-
logische Instabilita¨ten hervorbringt.
Vor dem Hintergrund unserer Arbeit sind diese Systeme in konzeptioneller Hin-
sicht interessant, weil sich hier, ganz im Geiste der Burton-Cabrera-Frank-Theorie
die Entwicklung der Oberfla¨che durch die Bewegung der einzelnen Stufenkan-
ten verstehen la¨sst. Tatsa¨chlich werden theoretische Ansa¨tze, die denen im Kri-
stallwachstum a¨hneln, hier mit Erfolg angewendet [57, 14, 46]. Bei vizinalen
Oberfla¨chen handelt es sich um Multilagen-Strukturen, d.h. um Gebilde, bei
denen mehrere Kristalllagen (und damit Stufenkanten) eine Rolle spielen. Sie
sind als Modellsysteme geeignet, weil die Stufen sich einander in Form und
Verhalten gleichen. Im Allgemeinen enthalten Oberfla¨chen natu¨rlich vielfa¨ltige
Stufenkonfigurationen, die auf komplizierte Weise aufeinander einwirken. Be-
vor eine theoretische Beschreibung fu¨r das Verhalten solcher Morphologien un-
ter Elektromigration angegangen werden kann, bilden einfachere Systeme die
Mo¨glichkeit, ein Versta¨ndnis der grundlegenden Dynamik zu entwickeln. Und
hier kommen wir schließlich auf das eigentliche Thema unserer Arbeit. Statt
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Abbildung 1.3: Konfigurationen einer vizinalen Oberfla¨che: Das obere Bild (a)
zeigt eine gleichma¨ßige Anordnung der Terrassenbreiten, die mittlere Abbildung
(b) zeigt Stufenbu¨ndel, die durch breite Terrassen voneinander getrennt sind
und die untere Skizze (c) zeigt das Pha¨nomen des Stufenma¨anderns (aus [69]).
unendlich ausgedehnte Stufen zu betrachten, bietet es sich an, als eine sehr ein-
fache Konfiguration eine geschlossene Stufenkante, d.h. eine Oberfla¨cheninsel
zu untersuchen. Der durch die Elektromigration verursachte Massentransport
bewirkt hier, dass die Insel als Ganzes zu driften beginnt13. Wir bauen fu¨r die
theoretische Beschreibung auf den Arbeiten von Olivier Pierre-Louis und Theo-
dore L. Einstein aus dem Jahr 2000 auf [44]. Die Inselbewegung wird dabei
von drei Arten von Prozessen bestimmt, die in Abbildung 1.5 dargestellt sind.
In der mit PD (
”
periphery diffusion“) bezeichneten Bewegung wandern Ato-
me an der Inselkante entlang, im Prozess TD (
”
terrace diffusion“) diffundieren
sie u¨ber das Substrat, bevor sie wieder in den Inselrand eingebaut werden und
EC (
”
evaporation-condensation“) bezeichnet den Ablo¨se- bzw. Anlagerungsvor-
gang des Atoms an die Insel. Wird die Inselbewegung von einem dieser Prozesse
dominiert, so erha¨lt man Grenzfa¨lle, bzw. kinetische Regimes, von denen wir
die beiden Fa¨lle PD und TD untersuchen werden. Im ersten Teil der Arbeit
konzentrieren wir uns auf den Grenzfall der reinen Kantendiffusion. Dies bringt
13Experimentell wurde eine solche Driftbewegung in [38, 50] beobachtet.
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Abbildung 1.4: Elektromigrationsinduzierte Stufeninstabilita¨ten auf vizinalen
Oberfla¨chen. Das linke Bild zeigt die Elektronenmikroskop-Aufnahme einer
Si(111)-Oberfla¨che, auf der sich Stufenbu¨ndel gebildet haben (im Bild als helle
Streifen sichtbar). Der Pfeil zeigt die Stromrichtung an, die hier schra¨g zu der
Richtung der Stufen verla¨uft (aus [15]). Das rechte Bild zeigt die Entstehnung
eines Rippenmusters aus Stufenma¨andern auf Si(111), die zueinander in Phase
liegen. Der Pfeil zeigt an, dass der Strom hier in Richtung der Stufenkante fließt
(aus [40]).
als Vereinfachung mit sich, dass die Bewegung der Atome auf eine ra¨umliche
Dimension eingeschra¨nkt wird, so dass die entsprechenden Gleichungen jeweils
eine ra¨umliche und eine zeitliche Koordinate enthalten. Die Erweiterung ge-
genu¨ber den Arbeiten in [44] wird darin bestehen, dass wir den Einfluss der
Kristallanisotropie auf der Oberfla¨che mit beru¨cksichtigen werden. Im zweiten
Teil kommen wir auf den Fall der reinen Terrassen-Diffusion zu sprechen, wo sich
die Bewegung der Atome nun in zwei Dimensionen vollzieht. Die entsprechen-
den Gleichungen sind wesentlich komplizierter und die numerische Behandlung
anspruchsvoller.
16 Einfu¨hrung
F
PDTD
EC
Abbildung 1.5: Die drei Hauptmechanismen des Massentransports: Diffusion
entlang der Inselkante (PD), Diffusion auf der Terrasse (TD) und Anlage-
rung/Ablo¨sung vom Inselrand (EC). Der Pfeil mit dem Buchstaben F kenn-
zeichnet die Richtung des elektrischen Feldes.
Teil I
Das lokale Modell
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Kapitel 2
Die dynamischen Gleichungen
Die grundlegende Annahme fu¨r das lokale Modell besteht darin, nur Massen-
transport entlang des Inselrandes zuzulassen. Letzteren stellen wir mathematisch
durch eine geschlossene Kurve in der Ebene dar, die wir durch die Bogenla¨nge
s parametrisieren. Die Richtung, d.h. die lokale Orientierung dieser Kurve be-
schreiben wir durch den Winkel θ zwischen der Normalen und der (positiven)
y-Richtung. Die Richtung der Normalen soll dabei von der Insel weg in den
Außenraum zeigen und wir legen den Winkel im Uhrzeigersinn als positiv fest1.
Die Kru¨mmung κ ergibt sich dann in der u¨blichen Weise als Ableitung des
Orientierungswinkels θ nach der Bogenla¨nge2
κ = ∂sθ. (2.1)
Entlang dieser Kurve fließt nun ein Massenstrom3 j(s), der die Bewegung des
Inselrandes bewirkt. Er wird von zwei Einfu¨ssen bestimmt. Zum einen besteht
die Tendenz der Stufenkante, zur thermodynamischen Gleichgewichtsform zu
relaxieren. Diese ist dadurch gekennzeichnet, dass das chemische Potential µ
entlang des Randes einen konstanten Wert annimmt [39]. Das chemische Po-
tential berechnet sich aus der lokalen Geometrie als das Produkt aus Steifigkeit4
γ˜ und Kru¨mmung κ (siehe z.B. [39])
1D.h. entgegengesetzt zum mathematisch positiven Durchlaufsinn.
2Wir legen die Kru¨mmung einer konvexen Insel als positiv fest. Daraus folgt mit (2.1), dass
s mit dem Winkel θ anwa¨chst, d.h. die Bogenla¨nge wa¨chst beim Umlauf im Uhrzeigersinn an.
3Da die Fla¨che eines Inselstu¨cks der darin enthaltenen Masse entspricht, hat die Gro¨ße j(s)
die Dimension Fla¨che pro Zeit.
4Die Steifigkeit ha¨ngt mit der freien Energie pro La¨nge (Oberla¨chenspannung) γ der Stu-
fenkante u¨ber
γ˜(θ) = γ(θ) + γ′′(θ)
zusammen. Sie ha¨ngt im Allgemeinen von der Orientierung ab, wodurch sich anisotrope
Gleichgewichtsformen ergeben.
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µ = γ˜κ.
Den (Nichtgleichgewichts-) Strom jd, der die Relaxation bewirkt, werden wir
als proportional zum Gradienten des chemischen Potentials annehmen [26]
jd = −σ∂sµ.
Die Proportionalita¨tskonstante σ ist die Adatombeweglichkeit, die angibt, wie
stark die Atome bei vorgegebener Kraft ∂sµ in Bewegung gesetzt werden. Sie
ha¨ngt entlang der Stufenkante davon ab, wie schwer es fu¨r ein Teilchen ist, den
Gitterplatz zu wechseln und ist damit im Allgemeinen von der Orientierung der
Kante abha¨ngig5.
Der zweite Einfluss, der der Relaxation entgegenwirkt und das System aus dem
Gleichgewicht heraustreibt, ist die Elektromigrationskraft Fel. Von ihr werden
wir annehmen, dass sie nicht von den lokalen Gegebenheiten der Stufenkante
abha¨ngt, sondern an jedem Punkt mit konstanter Sta¨rke und Richtung wirkt.
Wir legen die x-Achse in Feldrichtung und berechnen die Kraft entlang der
Stufenkante durch Projektion auf die Tangentialrichtung des Inselrandes
Fel = F cos θ, (2.2)
woraus sich der Elektromigrationsstrom jel als
jd = σF cos θ
ergibt. Die Kombination dieser beiden Stro¨me ergibt fu¨r den gesamten Massen-
strom die fu¨r uns zentrale Gleichung
j = σ
(
− ∂
∂s
(γ˜κ) + F cos θ
)
.
Die Bewegung des Inselrandes folgt daraus mittels der Massenerhaltung. Fu¨hrt
der Strom j an einer Stelle zu einer Anha¨ufung oder zu Abbau von Material,
ist also die (eindimensionale) Divergenz ∂sj positiv oder negativ, so verschiebt
sich an dieser Stelle der Inselrand in Normalenrichtung nach außen oder innen.
Die Normalengeschwindigkeit des Randes berechnet sich dann nach
vn +
∂
∂s
j = 0. (2.3)
5Zum Beispiel ist in Richtung der Kristallachse die Stufenkante (abgesehen von der thermi-
schen Rauigkeit) atomar glatt. Hier wird ein Adatom im Allgemeinen eine hohe Beweglichkeit
besitzen und σ dementsprechend in dieser Richtung ein Maximum aufweisen.
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Aus den beiden Gleichungen (2.4) und (2.3) kann nun die Bewegung der Insel
bestimmt werden. Die Geometrie der Insel (ausgedru¨ckt durch θ(s) und κ(s),
bzw. deren Ableitungen nach der Bogenla¨nge) bestimmt den Strom (2.4), der
wiederum die geometrische Form der Insel nach (2.3) vera¨ndert.
Der Ansatz, diese Gleichungen als Modell fu¨r die Elektromigration von Ober-
fla¨cheninseln zu verwenden, geht auf die Arbeit [44] von O. Pierre-Louis und
T.L. Einstein zuru¨ck. Allerdings sind sie a¨quivalent zu einem Grenzfall der Glei-
chungen fu¨r die Elektromigration von (zweidimensionalen) Poren im Innern eines
leitenden Materials, der schon fru¨her, unter anderem in den Arbeiten [27],[60],
[59], [68] und [70] behandelt wurde.
Die wesentliche Neuerung, die wir hier einfu¨hren wollen, besteht darin, die
Kristallanisotropie der Oberfla¨che zu beru¨cksichtigen. Wir lassen dazu fu¨r die
Beweglichkeit σ (und teilweise auch fu¨r die Steifigkeit γ˜) eine Orientierungs-
abha¨ngigkeit zu. Der Strom schreibt sich dann als
j = σ(θ)
(
− ∂
∂s
(γ˜(θ)κ) + F cos θ
)
. (2.4)
Als Form fu¨r die Beweglichkeit σ(θ) nehmen wir einen einfachen Ausdruck an,
der eine Kristallanisotropie mit n-za¨hliger Symmetrie nachahmt
σ(θ) = σ0
1 + S cos2
(
n
2 (θ + α)
)
1 + S
, (2.5)
dabei ist S der Parameter, der die Sta¨rke der Anisotropie bestimmt und σ0 die
maximale Beweglichkeit. Der Winkel α gibt wieder, inwieweit die Symmetrie-
achse gegenu¨ber dem Feld gedreht ist. Abbildung 2.1 zeigt σ(θ) fu¨r den drei-
und sechsza¨hligen Fall. Die meisten unserer Untersuchungen wurden fu¨r n = 6
und α = 0 durchgefu¨hrt.
Wir fu¨hren an dieser Stelle noch die charakteristische La¨ngen- und Zeitskala ein,
die sich aus den Gro¨ßen γ˜, σ0 und F bilden la¨sst
lE =
√
γ˜
F
tE =
l4E
σ0γ˜
.
(2.6)
Die La¨nge lE beschreibt das Verha¨ltnis von Steifigkeit zu Feldsta¨rke und ist
damit ein Maß fu¨r die relative Sta¨rke der Elektromigration. Auf Skalen, die
klein gegen lE sind, wird also die Relaxation zur Gleichgewichtskonfiguration
dominieren, wa¨hrend auf großen Skalen die Elektromigrationseffekte wichtig
werden.
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Abbildung 2.1: Orientierungsabha¨ngigkeit der Beweglichkeit σ(θ) mit S =
0, 0.3, 1, 3 fu¨r n = 6 (links) und n = 3 (rechts). Der Winkel α ist Null. Die
Orientierung θ = 0 mit maximaler Beweglichkeit entspricht einer Kante, die in
Feldrichtung ausgerichtet ist. Das Maximum liegt jeweils bei σ0.
Kapitel 3
Statische
Stufenkonfigurationen
Bevor wir uns unserem eigentlichen Thema, na¨mlich der Inselbewegung zuwen-
den, untersuchen wir den etwas einfacheren Fall einer unendlich ausgedehnten
Stufenkante. Im Folgenden entwickeln wir dazu die Untersuchung aus [32] fu¨r
ein eindimensionales Oberfla¨chenprofil unter Elektromigrationseinfluss und wen-
den sie auf das a¨quivalente Problem der Stufenkante an.
Betrachten wir also eine unendlich lange Stufenkante der mittleren Orientierung
〈θ〉 und Feld in horizontaler Richtung. Statische Konfigurationen sind Lo¨sungen
der Bewegungsgleichung (2.3) mit vn ≡ 0. Nach (2.3) impliziert das j = const.,
d.h. unter Verwendung von (2.4).
σ(θ)
(
− ∂
∂s
(γ˜(θ)κ) + F cos θ
)
= const. = j∗. (3.1)
Wir werden von nun an voraussetzen, dass die Steifigkeit keine Orientierungs-
abha¨ngigkeit aufweist, d.h. γ˜ = const. Benutzen wir nun fu¨r die Kru¨mmung
κ = ∂sθ, und formen die Gleichung etwas um erhalten wir
∂
∂s
(
γ˜
∂θ
∂s
)
= F cos θ − j
∗
σ(θ)
(3.2)
was formal einer Newtonschen Bewegungsgleichung fu¨r ein Teilchen in einem
Potential entspricht. Es gelten dabei folgende Entsprechungen:
Teilchenkoordinate↔ θ
Zeit↔ s
Teilchengeschwindigkeit ↔ ∂θ
∂s
= κ
Teilchenmasse↔ γ˜.
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Ferner entsprechen den Wendepunkten der Bewegung Stellen, an denen die
Kru¨mmung ihr Vorzeichen wechselt und die Fixpunkte der Dynamik korrespon-
dieren mit Facetten, d.h. Konfigurationen mit θ(s) ≡ const. = θ∗.
In dieser Analogie ist die rechte Seite von (3.2) ein ortsabha¨ngiges Kraftfeld,
das durch die Ableitung des Potentials
V (θ) = V (0)−
∫ θ
0
(
F cos t− j
∗
σ(t)
)
dt (3.3)
gegeben ist. Im Folgenden werden wir jeweils zwischen dem geometrischen Bild
der Stufenkonfiguration und dem mechanischen Bild der Teilchenbewegung hin-
und herwechseln. Um die Form der Stufenkante zu gewinnen, sind nun zwei
Integrationen no¨tig. Die erste erhalten wir direkt durch Ausnutzung der Ener-
gieerhaltung
γ˜
2
κ2 + V (θ) = const. = E
⇔ κ =
√
2
γ˜
(E − V (θ))
und die zweite durch Integration der beiden geometrischen Relationen
d
dθ
x(θ) =
cos θ
κ
d
dθ
y(θ) =
sin θ
κ
Aus (3.3) ist Folgendes u¨ber die Form des Potentials zu sehen: Da σ immer
positiv ist, besteht V (θ) aus einer U¨berlagerung eines streng monotonen Anteils
(steigend oder fallend, je nach Vorzeichen von j∗) und einer Sinusfunktion (siehe
Abbildung 3.1).
Es sind zwei Lo¨sungstypen mo¨glich: Zum einen die ungebunden Zusta¨nde, bei
denen das Teilchen gewissermaßen einen endlosen Abhang hinunterrollt und
seine Geschwindigkeit κ immer gro¨ßer wird. Die Form der Stufenkante wa¨re
demnach eine Spirale, an die sich nach einem Wendepunkt symmetrisch dazu
eine weitere Spirale anschließt1. Der fu¨r uns interessante Lo¨sungstyp besteht in
den gebundenen Zusta¨nden, bei denen sich das Teilchen in einer Mulde zwischen
zwei Maxima hin- und herbewegt. Das geometrische Analogon ist eine periodi-
sche Zickzacklinie, deren mittlere Steigung dem zeitlich mittleren Aufenthaltsort
des Teilchens entspricht. Im na¨chsten Abschnitt werden wir Kantenprofile endli-
cher La¨nge mit periodischen Randbedingungen untersuchen. Dadurch wird dem
1In diesem Zusammenhang sei am Rande erwa¨hnt, dass der feldfreie Fall eine Clothoide
(Cornu-Spirale) liefert, d.h. eine solche Spirale ist bezu¨glich der Wirkung der Kapillarita¨t zeitlich
invariant.
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Abbildung 3.1: Teilchenpotential V (θ) fu¨r n = 6, S = 2.0. Die Werte fu¨r j∗
sind (von unten nach oben) 0.0, 0.1, 0.2 .. 0.9
System die mittlere Steigung 〈θ〉 = 0 aufgezwungen, das heißt, der Strom j∗
und die Wellenla¨nge der statischen Konfiguration sind nicht mehr unabha¨ngig
voneinander, sondern mu¨ssen dieser Bedingung gema¨ß aufeinander abgestimmt
sein.
Unter diesen Kantenkonfigurationen ist nun im Bezug auf die Inseloszillatio-
nen ein bestimmter Typ von besonderer Bedeutung: Die Bewegung zwischen
zwei entarteten Maxima2. Insbesondere gibt es hier Oszillationen mit belie-
big langer Periodendauer, bei denen sich das Teilchen die meiste Zeit in der
Na¨he der Maxima aufha¨lt, ohne diese allerdings zu erreichen3. Das heißt, die
zugeho¨rige Kantenkonfiguration entha¨lt lange facettena¨hnliche Stu¨cke mit nied-
riger Kru¨mmung. Als Grenzfall ergibt sich ein unendlich großer Keil (oder auch
”
Kink“), dessen Flanken sich asymptotisch an die Facettenorientierungen an-
na¨hern. Entartete Maxima dieser Art gibt es nur bei bestimmten Werten von
j∗, was die mo¨glichen Facettenorientierungen auf eine endliche Auswahl ein-
schra¨nkt, die durch die Forderung nach Entartung des zugeho¨rigen Potentials
daru¨berhinaus explizit bestimmt werden kann4. Es wird sich im Folgenden her-
ausstellen, dass die Stufenkante diesem Kink-Lo¨sungstyp entgegenstrebt5, so
dass sich in diesem Fall die Orientierung der Facetten voraussagen la¨sst.
2Der “Kink”-Lo¨sungstyp aus [32].
3Allgemein gilt die Aussage, dass ein Teilchen unendlich lange braucht, um ein Potential-
maximum so zu erreichen, dass es dort zum Liegen kommt. Am einfachsten sieht man dies
folgendermaßen: Wegen der Zeitumkehrinvarianz von (3.2) ist die Zeit, um das Maximum zu
erreichen, genauso lang wie die Zeit, die ein am Maximum ruhendes Teilchen brauchen wu¨rde
um herabzurollen. Da jedoch das Teilchen am Maximum einfach liegen bleibt, muss diese Zeit
unendlich lang sein.
4Dazu wird bei vorgegebener Beweglichkeit σ(θ) der Wert von j∗ so lange variiert, bis sich
aus (3.3) ein Potential V (θ) ergibt, das zwei benachbarte Maxima derselben Ho¨he entha¨lt.
Die Positionen θ1 und θ2 dieser Maxima entsprechen dann den Facettenorientierungen.
5Genauer gesagt entwickelt sich in einem endlichen System ein Kink-Antikink-Paar, da die
Randbedingungen eine bestimmte mittlere Steigung erzwingen (siehe weiter unten).
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Im Prinzip lassen sich diese Ergebnisse auf den Fall mit anisotroper Steifig-
keit verallgemeinern. Die Gleichung (3.2) a¨ndert sich nur insoweit, als dass die
”
Masse“ γ˜ ortsabha¨ngig wird. Die Lage der Fixpunkte der Teilchenbewegung
wird dadurch allerdings nicht vera¨ndert6, so dass sich fu¨r diesen Fall die glei-
chen Facettenorientierungen ergeben wie fu¨r isotrope Steifigkeit.
Symmetrien
Fa¨llt eine der Spiegelachsen der Beweglichkeit mit einer Spiegelachse des Kosinus-
Terms in (3.3), d.h. θ = 0, π zusammen, dann ist das resultierende Potential an
dieser Stelle θs punktsymmetrisch
7, das heißt Maxima und Minima des Poten-
tials liegen symmetrisch zueinander. Wenn nun beide durch eine weitere Sym-
metrie miteinander verknu¨pft sind, zeigt sich eine Symmetrie in den mo¨glichen
Facetten-Orientierungen. Die Beweglichkeit weist in unserem Fall eine diskrete
Drehsymmetrie bezu¨glich des Winkels 2πn auf, die sich fu¨r unser Problem aller-
dings nur dann auswerten la¨sst, wenn n eine gerade Zahl ist. Dann entha¨lt die
Symmetriegruppe insbesondere die Drehung um π, d.h.
σ(θ + π) = σ(θ). (3.4)
In diesem Fall wechselt die rechte Seite von (3.3) und damit das Potential V (θ)
das Vorzeichen, wenn eine Drehung um π ausgefu¨hrt und gleichzeitig j∗ durch
−j∗ ersetzt wird. Diese Operation macht aber gewissermaßen aus einer aufstei-
genden eine absteigende Stufenkante bzw. vertauscht im Falle einer Insel Ober-
und Unterkante8. Der Vorzeichenwechsel verwandelt Maxima in Minima und
umgekehrt, so dass, falls eine Spiegelsymmetrie bezu¨glich θs vorliegt, die aus-
gewa¨hlten Orientierungen von Ober- und Unterkante symmetrisch zu θs liegen.
Neben dieser gibt es noch eine weitere Symmetrie: Die rechte Seite von (3.3)
wechselt ihr Vorzeichen, wenn F und j∗ gleichzeitig ihr Vorzeichen wechseln. In
Verbindung mit einer Spiegelsymmetrie ergibt sich daraus, dass das Kantenprofil
invariant bleibt, wenn Ober- und Unterkante vertauscht und die Richtung des
Feldes umgedreht wird.
Fu¨r das Beispiel n = 6 mit Spiegelsymmetrie bezu¨glich θs = 0 funktioniert das
Symmetrieargument folgendermaßen: Ein Maximum an der Stelle θ∗ ist durch
6Die Steifigkeit γ˜(θ) wird weder Null noch singula¨r. In der mechanischen Analogie bleibt
damit die Masse nach oben und unten beschra¨nkt und die Ruhepunkte der Bewegung sind
weiterhin die Extrema des Potentials.
7Spiegelsymmetrie der Ableitung impliziert Punktsymmetrie der Funktion
8Am einfachsten la¨sst sich dieser Zusammenhang an einer kreisrunden Insel verdeutlichen:
Startet man an der Oberkante am Punkt mit θ = 0 bewirkt eine Drehung des Winkels um
π dass der Punkt um die Insel herumwandert, bis er auf der gegenu¨berliegenden Seite an der
Unterkante landet. Die positive Richtung des Massenstroms j ist immer im Uhrzeigersinn (das
folgt letztlich aus der Festlegung, dass die Kru¨mmung einer kreisrunden Insel positiv ist), so
dass ein in x-Richtung weisender Strom an der Oberkante positiv, an der Unterkante dagegen
negativ ist.
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die Spiegelsymmetrie mit einem Minimum an der Stelle −θ∗ verknu¨pft, was
wiederum einem Maximum an der Stelle π−θ∗ entspricht. Anders ausgedru¨ckt,
zu jeder Facettenorientierung θ∗ gibt es eine symmetrisch auf der Gegenseite
liegende Orientierung π − θ∗.
3.1 Stabilita¨tsanalyse
Nachdem wir die geometrische Form der statischen Kantenprofile untersucht
haben, wenden wir uns der Frage nach der Stabilita¨t dieser Lo¨sungen zu. Dazu
versehen wir das statische Profil θ0(s) mit einer infinitesimalen Sto¨rung
θ(s) = θ0(s) + εθ1(s)
und entwickeln den Strom (2.4) in ε (wir beschra¨nken uns hier auf den Fall
γ˜ ≡ const.)
j = (σ(θ0) + εσ
′(θ0)θ1)
(− γ˜∂2s (θ0 + εθ1) + F cos θ0 − εF sin θ0θ1)
= σ(θ0)
( − γ˜∂2sθ0 + F cos θ0)
+ ε
(
σ(θ0)
(− γ˜∂2sθ1 − F sin θ0θ1)+ σ′(θ0)θ1 (−γ˜∂2sθ0 + F cos θ0)︸ ︷︷ ︸
1
σ(θ0)
j∗
)
.
Mit (A-9) la¨sst sich die Zeitentwicklung der Sto¨rung θ1 nun folgendermaßen
schreiben9
∂tθ1 = ∂svn = −∂2s j1
= −∂2s
(
σ(θ0)
(− γ˜∂2sθ1 − F sin θ0θ1)+ j∗σ′(θ0)σ(θ0) θ1
)
= ∂2s
(
σ(θ0)
(
γ˜∂2sθ1 + V
′′(θ0)θ1
))
. (3.5)
Die Frage der Stabilita¨t ist demnach die Frage nach der Existenz von positiven
Eigenwerten des Differentialoperators auf der rechten Seite. Wir werden die-
ses Problem hier nicht in voller Allgemeinheit angehen, sondern begnu¨gen uns
9Im letzen Schritt benutzen wir
−V ′(θ0) = F cos θ0 − j
∗
σ(θ0)
⇒ −V ′′(θ0) = −F sin θ0 + j∗ σ
′(θ0)
σ(θ0)2
⇔ j∗ σ
′(θ0)
σ(θ0)
= σ(θ0)(F sin θ0 − V ′′(θ0))
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mit folgender Beobachtung: Da die urspru¨ngliche Dynamik (2.3) translations-
invariant ist, entha¨lt das Spektrum immer den Eigenwert Null. Die zugeho¨rige
Eigenmode ist ∂sθ0. Zum Beweis
10 differenzieren wir (3.2) und erhalten
γ˜∂3sθ0 = −V ′′(θ0)∂sθ0
⇔ γ˜∂2s (∂sθ0) + V ′′(θ0)∂sθ0 = 0
⇒ ∂2s
(
σ(θ0)
(
γ˜∂2s (∂sθ0) + V
′′(θ0)∂sθ0
))
= 0.
Wa¨hlen wir als Profil θ0 = const. = θ
∗ vereinfacht sich Gleichung 3.5 zu
∂tθ1 = −γ˜σ(θ∗)∂4sθ1 − V ′′(θ∗)σ(θ∗)∂2sθ1 (3.6)
woraus durch Fouriertransformation direkt die Dispersionsrelation
ω(k) = −γ˜σ(θ∗)k4 + V ′′(θ∗)σ(θ∗)k2 (3.7)
folgt. Aus (3.3) und (3.1) folgt nun außerdem fu¨r θ = θ∗ ≡ const.
V ′′(θ∗) = F sin θ∗ − j∗ σ
′(θ∗)
σ2(θ∗)
j∗ = Fσ(θ∗) cos θ∗
und damit
ω(k) = F
(
σ(θ∗) sin θ∗ − σ′(θ∗) cos θ)k2 − γ˜σ(θ∗)k4
= A(θ∗)k2 −B(θ∗)k4 (3.8)
Der negative k4-Term wirkt stets stabilisierend wa¨hrend der quadratische Term
fu¨r V ′′(θ∗) > 0 bzw.
σ(θ∗) sin θ∗ > σ′(θ∗) cos θ∗
zu einer Instabilita¨t von langwelligen Sto¨rungen (kleiner Wellenzahlvektor k)
fu¨hrt. Wie wir im vorangegangenen Abschnitt gesehen haben, ist die notwendige
und hinreichende Bedingung fu¨r die Existenz einer Facette mit der Orientierung
θ∗ das Verschwinden der Ableitung V ′(θ∗) = 0, so dass sich das eben Gesagte
folgendermaßen zusammenfassen la¨sst: Mit der Orientierung θ∗ la¨sst sich genau
dann eine stabile Facette bilden, wenn
V ′(θ∗) = 0 (3.9)
V ′′(θ∗) < 0 (3.10)
d.h. wenn θ∗ der Position eines Maximums des Potentials V (θ) entspricht.
10Dieses Argument stammt aus [62].
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3.2 Simulationsergebnisse
In diesem Abschnitt vergleichen wir die Vorhersage fu¨r die Facettenorientie-
rungen mit den numerischen Ergebnissen. Die Simulationen wurden von Frank
Haußer durchgefu¨hrt. Das zugrundeliegende Finite-Elemente-Verfahren wird in
Abschnitt 5 kurz skizziert.
Wir betrachten eine Stufenkante der horizontalen Ausdehnung L mit periodi-
schen Randbedingungen. Wie zuvor erwa¨hnt, stehen dem System damit nicht
mehr alle statischen Konfigurationen zur Verfu¨gung, sondern lediglich diejeni-
gen, deren mittlere Steigung Null ist. Zuna¨chst wa¨hlen wir die Parameter so,
dass θ∗ = 0 einer im Sinne der vorangegangenen Stabilita¨tsanalyse stabilen Fa-
cette entspricht und wa¨hlen als Anfangskonfiguration eine Kante mit kleiner,
zufa¨lliger Sto¨rung. In Abbildung (3.2) ist das Profil zu verschiedenen Zeitpunk-
ten wiedergegeben. Wie zu erwarten gehen die anfa¨nglichen Sto¨rungen zuru¨ck,
die angestrebte Konfiguration ist also tatsa¨chlich die sich u¨ber die gesamte Sys-
temla¨nge erstreckende Facette.
In der ebenfalls zufa¨llig gesto¨rten Kante in Abbildung 3.3 sind die Parameter
dagegen so gewa¨hlt, dass die horizontale Orientierung instabil ist. Die anfa¨ngli-
che Sto¨rung entwickelt sich zu der facettierten Berg-und Tallandschaft, die im
Abschnitt u¨ber die statischen Lo¨sungen beschrieben wurde. Um Facetten zu bil-
den und gleichzeitig die mittlere Steigung beibehalten zu ko¨nnen, entwickelt die
Oberfla¨che eine Aufeinanderfolge von facettierten Bereichen mit abwechselnd
positiver und negativer Steigung. In der Folge vergro¨bert das Profil dadurch,
das sich jeweils ein Kink und Antikink-Paar gegenseitig auslo¨schen, wodurch die
Facetten wachsen und die Wellenla¨nge der Konfiguration sich vergro¨ßert. Dieser
Vorgang wird sich solange fortsetzen, bis die maximale mit den Randbedingun-
gen vereinbare Wellenla¨nge erreicht ist (Abbildung 3.4).
Wie in Abschnitt 5.3 beschrieben wird, lassen sich die Orientierungen der End-
konfiguration explizit berechnen. Fu¨r den in Abbildung 3.4 gezeigten Fall exi-
stieren nur fu¨r zwei Werte von j∗ entartete Maxima. Die beiden zugeho¨rigen
Paare von Facettenorientierungen (ausgedru¨ckt als Steigung) sind
m1 = 0.9561 und− 0.3491
m2 = −0.41 und− 2.79
Das zweite Paar ist fu¨r unseren Fall ausgeschlossen, da sich mit zwei negati-
ven Steigungen die Randbedingungen nicht erfu¨llen lassen. Wie Abbildung (3.5)
zeigt, wird jedoch das erste Wertepaar mit sehr guter U¨bereinstimmung reali-
siert. Interessanterweise treten die m2-Orientierungen ebenfalls vorru¨bergehend
auf, bevor sie durch Vergro¨berung verschwinden (Abbildung 3.6 und 3.7).
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Abbildung 3.2: Zeitentwicklung einer (zufa¨llig) gesto¨rten Stufenkante mit Stei-
gung 0. Die Parameter n = 6, S = 1.0, α = π/36 wurden so gewa¨hlt, dass eine
Facette dieser Orientierung linear stabil ist
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Abbildung 3.3: Facettenbildung und Vergro¨berung einer (zufa¨llig) gesto¨rten Stu-
fenkante mit Steigung 0 (zur Zeit t = 2n × 10, n = 1, 2, .., 10). Die Parameter
n = 6, S = 1.0, α = −π/36 wurden so gewa¨hlt, dass eine Facette dieser Orien-
tierung linear instabil ist.
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Abbildung 3.4: Endkonfiguration nach 200 Zeitschritten. Anfangskonfiguration
war ein Kink-Antikink-Paar mit Steigung ±1 (n=6,S=5)
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Abbildung 3.5: Linearer Fit an die Facetten. Die vorausgesagten Steigungen sind
m1 = 0.9561 und −0.3491
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Abbildung 3.6: Auftauchen und Verschwinden der durch die Randbedingun-
gen ausgeschlossenen Orientierungen m2. Anfangskonfiguration war ein Kink-
Antikink-Paar mit Steigung ±1 (n=6, S=5).
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Abbildung 3.7: Linearer Fit an die Facetten. Die vorausgesagten Steigungen sind
m1 = −0.41 und −2.79.
Kapitel 4
Inseldynamik bei isotroper
Beweglichkeit
4.1 Die Untersuchungen von Yang, Wang, Suo und
Hao
Nun wenden wir die durch (2.3) und (2.4) gegebene Dynamik auf die Inselgeo-
metrie an. Die Steifigkeit wird fu¨r den u¨berwiegenden Teil unserer Untersuchung
als isotrop angenommen und zuna¨chst werden wir dasselbe von der Beweglich-
keit voraussetzen, also
σ(θ) ≡ σ0 = const.
Der Strom ist also1
j = σ0
(
−γ˜ ∂
∂s
κ+ F cos θ
)
(4.1)
und die Bewegungsgleichung damit
vn = σ0
∂
∂s
(
γ˜
∂
∂s
κ− F cos θ
)
(4.2)
Fu¨r diesen Fall existieren einige theoretische Untersuchungen aus den Jahren
1994 und 96, die fu¨r uns einen Ausgangspunkt bilden und deshalb im Folgen-
den etwas ausfu¨hrlicher besprochen werden sollen. Die auf die technologische
Relevanz von Elektromigrationspha¨nomenen ausgerichtete Arbeit von W. Yang,
W. Wang und Z. Suo in [70] entstammt dem Kontext der Elektromigration von
Poren in einem Festko¨rper, bzw. in einer du¨nnen Schicht. Der wesentliche Unter-
schied zu der von uns behandelten Migration von Oberfla¨cheninseln besteht da-
rin, dass fu¨r die Porenbewegung der Effekt des sogenannten
”
current crowding“
1Den Winkel φ in (2.4) ko¨nnen wir, wie in Abschnitt 2 erla¨utert gleich Null setzen.
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wichtig wird, d.h. dass die Stromverteilung innerhalb des Festko¨rpers und damit
die lokale Elektromigrationskraft durch die Anwesenheit der Pore vera¨ndert wird.
Deshalb muss das elektrische Potential durch die Laplace-Gleichung ∆Φ = 0
mit geeigneten Randbedingungen am Porenrand bestimmt werden2. Die sich
daraus ergebende Dynamik ist im Gegensatz zur Gleichungen (4.2) und (2.4)
nichtlokal. Ein Modell, das zwischen den beiden Fa¨llen interpoliert, erha¨lt man,
indem man dem Inneren und A¨ußeren der Pore verschiedene Leitfa¨higkeiten Σ
und Σ′ zuordnet. Fu¨r Σ′/Σ = 0 erha¨lt man eine nichtleitende Pore in einem
leitenden Medium, wa¨hrend fu¨r den Fall Σ′/Σ = 1 das Feld von der Pore unbe-
einflusst bleibt. Das heißt, das Potential ist das lineare Potential Φ(x, y) = Ex
und das zugeho¨rige Feld konstant, so dass sich dieser Fall als a¨quivalent zu
unserem Modell erweist. Die Autoren von [59] und [70] wendeten dieses Modell
auf die Bewegung von Versetzungsschleifen (auch Versetzungsringe genannt)
an. Versetzungen sind aus topologischen Gru¨nden immer linienartige Gebilde,
die nicht im Kristall aufho¨ren ko¨nnen und deshalb entweder an der Oberfla¨che
enden oder geschlossene Kurven bilden. Da sich hier das Innere und A¨ußere
natu¨rlich physikalisch nicht unterscheiden, haben beide dieselbe Leitfa¨higkeit
und erfu¨llen so auf natu¨rliche Weise die Modellannahme.
Setzt man fu¨r die Insel einen Kreis vom Radius R0 an, d.h. fu¨r die Kru¨mmung
κ = 1/R0 ≡ const., so ergibt sich aus (4.2)
vn = −σ0F∂S cos θ (4.3)= −σ0Fκ ∂θ cos θ
=
σ0F
R0
sin θ.
Dabei haben wir den folgenden, wichtigen Zusammenhang zwischen der Ablei-
tung nach s und der nach θ ausgenutzt:
dθ = κds
⇒ ∂s = κ∂θ. (4.3)
Nun hat aber die Bedingung fu¨r eine stationa¨re Inselform, d.h. fu¨r eine zeitliche
Entwicklung, bei der sich die Insel ohne ihre Form zu a¨ndernmit Geschwindigkeit
V in Richtung des Feldes bewegt, genau die Form (siehe Abbildung 4.1)
vn = V sin θ (4.4)
Die Kapillarita¨t spielt bei der Kreisform wegen κ = const. keine Rolle und das
Feld verschiebt einfach jeden Punkt des Randes um einen konstanten Betrag in
2Die am Festko¨rper angelegte Spannung, also die eigentliche treibende Kraft, wird durch die
Forderung beru¨cksichtigt, dass das Potential Φ in großem Abstand von der Pore asymptotisch
gegen das lineare Potential Φ(x) = Ex gehen soll.
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vndt
V dt ex
θ
Abbildung 4.1: Geometrische Deutung der Stationarita¨tsbedingung vn =
V sin θ. Dargestellt ist ein Teil des Inselrandes zu den Zeitpunkten t und t+ dt.
Die Insel wird wa¨hrend dieses Zeitraumes stationa¨r um V dt ex verschoben. Die
Bedingung ergibt sich aus der geometrischen Beziehung zwischen V dtex und
vndt.
Richtung des Feldes, so dass die ganze Insel sich unter Beibehaltung ihrer Form
mit der Driftgeschwindigkeit
V = σ0F/R0 (4.5)
bewegt. Diese Tatsache wurde bereits 1970 von P.S. Ho festgestellt [27]. Insbe-
sondere folgt damit die Beziehung
V ∼ 1
R0
zwischen Geschwindigkeit und Inselradius3.
In [70] wurde nun untersucht, inwieweit diese stationa¨re Lo¨sung instabil werden
kann. Zu diesem Zweck wurde nach weiteren stationa¨ren Lo¨sungen gesucht
und einige heuristische Argumente angefu¨hrt, die darauf hindeuten, dass diese
Lo¨sungen tatsa¨chlich stabiler als der Kreis sind. Die Gleichung fu¨r eine stationa¨re
Form ist zuna¨chst
σ0
∂
∂s
(
γ˜
∂
∂s
κ− F cos θ
)
= V sin θ (4.6)
Unter Verwendung von (4.3) wird dies zu
3D.h. kleinere Inseln driften schneller.
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σ0γ˜κ∂θ(κ∂θκ)− σ0Fκ∂θ cos θ − V sin θ = 0
⇒ ∂θ(κ∂θκ) + F
γ˜
(
1− V
σ0F
1
κ
)
sin θ = 0.
Wa¨hlen wir nun lS = σ0F/V als La¨ngenskala
4, so wird daraus
∂θ(κ∂θκ) + η
(
1− 1
κ
)
sin θ = 0 (4.7)
mit der dimensionslosen Gro¨ße η =
σ20F
3
γ˜V 2 . Der dimensionslose Radius der Insel
und ihre Kru¨mmung sind beide gleich Eins (vgl. (4.5)). Die Lo¨sung der Gleichung
(4.7) beschreibt stationa¨re Inseln in der Darstellung κ(θ). Wir suchen nun nach
stationa¨ren Formen in einer infinitesimalen Umgebung des Kreises, machen also
den Ansatz
κ(θ) = 1 + εκ1(θ)
Einsetzen in (4.7) ergibt in erster Ordnung in ε
∂2θκ1 + ηκ1 sin θ = 0, (4.8)
und damit eine Form der sogenannten Mathieu-Gleichung, die in Abschnitt A.5
kurz beschrieben wird5. Wir suchen nun nach Werten von η, fu¨r die nichttriviale,
periodische und gerade Lo¨sungen existieren6. Dies steht im Zusammenhang mit
der Frage, fu¨r welche Werte η einer der in Abschnitt A.5 beschriebenen Eigen-
werte an gleich Null ist
7. In [70] wurde der kleinste dieser Werte zu ηc = 10.65
bestimmt. An dieser Stelle entsteht eine Bifurkation in der Lo¨sungsstruktur von
(4.7), bei der aus dem Kreis eine weitere Lo¨sung hervorgeht. Genauer gesagt
ist natu¨rlich mit κ1 auch −κ1 eine Lo¨sung von (4.8), so dass tatsa¨chlich in der
4Das heißt wir reskalieren die La¨ngen mit l → lS l und dementsprechend κ → κ/lS . Der
Index S soll daran erinnern, dass diese La¨ngenskala die stationa¨re Geschwindigkeit V entha¨lt
und damit nur fu¨r stationa¨re Bewegungen sinnvoll ist.
5Um der allgemeinen Form (A-34) in Abschnitt A.5 zu entsprechen, muss noch die Substi-
tution θ = π/2− 2x durchgefu¨hrt werden.
6Die Kru¨mmung muss natu¨rlich notwendigerweise eine 2π-periodische Funktion des Winkels
θ sein, um einer geschlossenen Form zu entsprechen (die zugeho¨rige Lo¨sung der Mathieu-
Gleichung (A-34) muss dafu¨r π-periodisch sein, da sie, wie weiter oben erwa¨hnt, u¨ber
θ = π/2 − 2x mit (4.8) zusammenha¨ngt). Eine gerade Lo¨sung entspricht einer Form, die
achsensymmetrisch zum Feld ist.
7Es stellt sich heraus, dass es der Eigenwert a2 ist, der die Lo¨sung mit den gewu¨nschten
Eigenschaften erzeugt. Der Eigenwert a1 hat zwar bereits fu¨r einen kleineren η-Wert eine
Nullstelle, erzeugt aber nicht die gewu¨nschte π-Periodizita¨t.
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Abbildung 4.2: Lo¨sung der Gleichung (4.8) fu¨r η = 10.65 (Mode I).
Na¨he von η = ηc zwei neue Lo¨sungen existieren, die auf diesem linearen Niveau
8
symmetrisch zueinander liegen. Folgen wir der Bezeichnung aus [70] und nennen
diese beiden Lo¨sungen Mode I und II, so gilt also wegen κ
(I)
1 = −κ(II)1 fu¨r deren
Kru¨mmungen κI + κII = 2. In Abbildung 4.2 ist die Funktion κ1(θ) der Mode
I dargestellt.
Die Zuordnung der θ-Werte zu den Punkten des Inselrandes ist folgendermaßen:
Der Punkt zu θ = −π/2 befindet sich am hinteren Ende9 der Insel, θ = π/2
(bzw. −3π/2) entspricht der vorderen Spitze und die Punkte mit horizontaler
Tangente an der Ober- bzw. Unterseite geho¨ren zu θ = 0 bzw. −π. Aus der
Abbildung 4.2 ist demnach zu entnehmen, dass die Kru¨mmung κ+ εκ1 sich am
hinteren Ende nur wenig von der des Kreises unterscheidet, wa¨hrend die Spitze
eine etwas gro¨ßere Kru¨mmung besitzt. Ober- und Unterseite sind dagegen etwas
weniger stark gekru¨mmt. Fu¨r die Mode II gilt entsprechend das Gegenteil. Die
Kru¨mmung an Ober- und Unterseite ist sta¨rker und die an der Spitze schwa¨cher.
Die Form la¨sst sich aus der Kru¨mmung wie in Abschnitt 3 durch Integration ge-
winnen. Der Unterschied zwischen den Formen von Mode I und II besteht im
Wesentlichen darin, dass Mode I gegenu¨ber dem Kreis in Feldrichtung gestreckt
ist, wa¨hrend Mode II senkrecht zum Feld verla¨ngert ist (vgl. Abb. 4.3).
Die Autoren von [70] fu¨hrten neben dieser linearen Analyse auch die numeri-
sche Integration der vollen Gleichung (4.7) durch. Die Schwierigkeit besteht hier
darin, unter den Lo¨sungen zu verschiedenen Anfangsbedingungen die gesuchte
periodische Lo¨sung zu finden. Da die Gleichung (4.7) fu¨r κ = 0 singula¨r wird,
wurden nur Lo¨sungen berechnet, bei denen die Kru¨mmung positiv ist, was ins-
8D.h. linear in ε. Bislang beziehen sich alle Aussagen auf einen infinitesimalen Bereich um
die Bifurkation herum.
9Bezogen auf die Bewegungsrichtung, d.h. das hintere Ende befindet sich links.
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Abbildung 4.3: Die numerisch ermittelten Lo¨sungen von (4.7). Das linke Bild
entha¨lt die
”
Mode I“-Lo¨sungen, die Konfigurationen im rechten Bild geho¨ren zu
den Formen von Mode II. Die zugeho¨rigen Werte von η sind eingezeichnet. Die
Abbildung ist entnommen aus [70].
besondere heißt, dass diese Formen konvex sind. Die so erhaltenen Formen sind
in Abbildung 4.3 dargestellt. Wie zu ersehen ist, geho¨ren die Moden I zu Werten
η ≤ ηc, wa¨hrend die Moden II nur fu¨r η ≥ ηc existieren. Der Kreis ist natu¨rlich
fu¨r jeden Wert von η eine Lo¨sung, so dass zu einem gegebenen η-Wert also
jeweils zwei Lo¨sungen existieren. Vergleicht man die Geschwindigkeit von Mode
I und II mit der des Kreises, so stellt sich heraus, dass sich Mode I schneller als
der Kreis bewegt, wa¨hrend Mode II bei vorgegebenem Feld eine kleinere Drift-
geschwindigkeit besitzt. Eine qualitative Erkla¨rung ergibt sich dadurch, dass das
Feld am sta¨rksten entlang der horizontalen Orientierung wirkt und diese Orien-
tierung bei Mode I sta¨rker ausgepra¨gt ist als beim Kreis, wa¨hrend bei Mode II
das Gegenteil der Fall ist.
In [68] fu¨hrten W. Wang, Z. Suo und T.-H. Hao eine lineare Stabilita¨tsanaly-
se durch, die in der Tat zeigt, dass der Kreis instabil wird. Dazu wurden die
Gleichungen linearisiert und eine Sto¨rung des Kreises in Form einer Fourierreihe
angesetzt. Das sich daraus ergebende Gleichungssystem fu¨r die Fourierkoeffizi-
enten hat die Form eines Eigenwertproblems, wobei ab einem kritischen Wert
fu¨r η ein positiver Eigenwert entsteht, der die Instabilita¨t anzeigt. In [68] wurde
der Bereich fu¨r diesen kritischen Wert auf 10 < ηc < 11 eingegrenzt. Eine etwas
genauere Behandlung des genannten Gleichungssystems ergibt ηc = 10.649, in
U¨bereinstimmung mit dem Wert, der durch die Analyse von (4.8) gewonnen
wurde. Der Kreis ist also fu¨r η < ηc stabil und verliert seine Stabilita¨t bei
ηc zugunsten einer der beiden neuen Lo¨sungen. Die im folgenden Abschnitt
dargestellten Ergebnisse der numerischen Behandlung der zeitabha¨ngigen Glei-
chung zeigen, dass die Stabilita¨t offensichtlich auf den
”
Mode I“-Typ u¨bergeht,
wa¨hrend
”
Mode II“-Formen auch dann nicht auftraten, wenn als Anfangsbedin-
gung ein senkrecht zur Feldrichtung deformierter Kreis gewa¨hlt wurde. Dies ist
ein starker Hinweis darauf, dass dieser Fall keiner stabilen Lo¨sung entspricht.
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Bevor wir im na¨chsten Abschnitt weiter auf diese numerischen Simulationen
eingehen, werden wir noch einen weiteren Lo¨sungstyp besprechen, der in [60]
beschrieben wurde. Es handelt sich nicht um eine Inselform, sondern um einen
unendlich langen Finger10, der stationa¨r in Feldrichtung propagiert. Abbildung
4.4 zeigt eine schematische Darstellung dieses Lo¨sungstyps. Die Seiten des Fin-
gers werden fu¨r x → −∞ anna¨hrend horizontal, wobei die Kru¨mmung gegen
Null geht. In diesen flachen Teilen wird die Wirkung der Kapillarita¨t unwichtig,
so dass der Massenstrom nach (4.1) einfach durch σ0F gegeben ist. Die Mas-
senerhaltung erfordert nun, dass die Geschwindigkeit V , mit der ein Finger der
Breite b wa¨chst mit diesem Strom u¨ber
V b = 2σ0F (4.9)
zusammenha¨ngt11. Um die Form dieses Fingers zu ermitteln, werden wir zuna¨chst
(4.6) etwas umformen. Zuerst bemerken wir, dass aus
dy
dx
= − tan θ
ds =
√
(dy)2 + (dx)2

⇒ ds =
√
1 + tan2 θ dx =
dx
cos θ
die Beziehung
dy
ds
= − sin θ (4.10)
folgt. Einsetzen in (4.6) ergibt damit die Gleichung12
10Der physikalische Zusammenhang in [60] war allerdings die Dynamik eines Schlitzes in-
nerhalb eines Festko¨rpers. Die Bildung derartiger Schlitze wurden in Experimenten als Scha¨di-
gungsmechanismus in du¨nnen Leiterbahnen identifiziert.
11Die Fla¨che, um die der Finger an der Spitze pro Zeiteinheit wa¨chst ist V b. Dieser Zuwachs
muss von dem Massenstrom σ0F (jeweils von Ober- und Unterseite) bereitgestellt werden.
12Diese Gleichung gilt natu¨rlich auch bei anisotroper Beweglichkeit
V y = σ(θ)
„
− ∂
∂s
(γ˜κ) + F cos θ
«
.
Betrachtet man den (etwas ku¨nstlichen) kapillarita¨tsfreien Fall γ˜ ≡ 0, so ergibt sich
y =
F
V
σ(θ) cos θ.
Diese Gleichung kann nun zusammen mit dy
dx
= − tan θ ⇒ dx
dθ
= − dy
dθ
1
tan θ
dazu verwendet
werden, eine Parameterdarstellung fu¨r die stationa¨re Form zu gewinnen. In diesem Fall la¨sst
sich also die anisotrope stationa¨re Form analytisch bestimmen [33].
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V y = σ0
(
− ∂
∂s
(γ˜κ) + F cos θ
)
(4.11)
Aus (4.10) folgt
− sin θ = dy
ds
=
dy
d cos θ
d cos θ
dθ︸ ︷︷ ︸
− sin θ
dθ
ds
⇒ κ = dθ
ds
=
d cos θ
dy
⇒ dκ
ds
(4.10)
= − sin θdκ
dy
= − sin θd
2 cos θ
dy2
.
Einsetzen in Gleichung (4.11) liefert zusammen mit (4.1)
V
σ0
y = γ˜ sin θ
d2 cos θ
dy2
+ F cos θ
Fu¨hren wir nun noch die Bezeichnung f = cos θ ein und wa¨hlen als La¨ngenskala
wieder lS = σ0F/V ergibt sich
1
η
(
1− f2) 12 d2f
dy2
+ f − y = 0. (4.12)
In den reskalierten Einheiten hat der Finger nach (4.9) die Breite 2, d.h. y la¨uft
von −1 bis 1. Als Anfangsbedingung la¨sst sich deshalb
f(−1) = 1
df
dy
(−1) = 0
ansetzen, d.h. wir fordern horizontale Orientierung (cos θ = 1) und verschwin-
dende Kru¨mmung κ = dfdy an der Unterseite. Mit dieser Anfangsbedingung la¨sst
sich (4.12) von y = −1 bis 0 integrieren. Bei y = 0, d.h. an der Spitze wird
die Gleichung singula¨r, fordern wir aber dort zusa¨tzlich f(0) = 0 (vertikale Ori-
entierung), la¨sst sich diese Lo¨sung mit einem entsprechenden symmetrischen
Gegenstu¨ck erga¨nzen. Diese Forderung ist nur fu¨r η = 5.74 erfu¨llt, was interes-
santerweise dem niedrigsten Wert fu¨r η entspricht, fu¨r die in [70] eine Mode I
-Lo¨sung ermittelt werden konnte (siehe Abb. 4.3). Im folgenden Abschnitt wird
sich zeigen, dass diese Finger-Lo¨sung auch fu¨r die Inselgeometrie eine gewisse
Bedeutung besitzt.
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Abbildung 4.4: Schematische Darstellung der Finger-Lo¨sung von (4.12). Die
Abbildung ist entnommen aus [60]. Die Bezeichnungen unterscheiden sich etwas
von unserer Darstellung und die Definition des Winkels θ ist eine andere (die
Umrechnung auf den von uns benutzten Winkel ist θ → π − θ).
4.2 Numerische Ergebnisse fu¨r das zeitabha¨ngige Pro-
blem
Nach dieser Zusammenfassung bereits existierender Untersuchungen zum iso-
tropen Fall, werden wir nun unsere eigenen Arbeiten diskutieren. Statt der stati-
ona¨ren Gleichung (4.6) wurde die volle zeitabha¨ngige Gleichung (4.2) numerisch
integriert13. Die dabei verwendete La¨ngen- und Zeitskala ist (2.6). Der Zusam-
menhang mit dem im vorherigen Abschnitt verwendeten Gro¨ßen ist14
η =
(
lS
lE
)2
.
Fu¨r einen Kreis ist der Radius laut (4.5) R0 = lS , so dass in diesem Fall η =
(R0/lE)
2 ist. Fu¨r eine beliebige stationa¨re Form ist in den Einheiten (2.6) η =
1/V 2. Die Bewegungsgleichung selbst lautet in dieser dimensionslosen Form
vn =
∂
∂s
(
∂
∂s
κ− cos θ
)
Wir erwarten selbstversta¨ndlich, dass sich die oben beschriebenen stationa¨ren
Formen auch in der Simulation zeigen werden und untersuchen deshalb das
13Die dabei verwendete Methode wird in Kapitel 5 beschrieben.
14Wie bereits erwa¨hnt, ist die La¨ngenskala lS nur fu¨r stationa¨re Bewegungen anwendbar, da
sie die stationa¨re Geschwindigkeit V entha¨lt.
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Abbildung 4.5: Stationa¨re Inselformen fu¨r den Fall isotroper Beweglichkeit. Die
urspru¨nglichen (dimensionslosen) Radien der Anfangskonfigurationen, die zu den
dargestellten Formen geho¨ren, sind R0 = 3.3, 4, 5 und 6. Die gestrichelte Form
ist ein Kreis mit R0 = Rc ≃ 3.26.
Langzeitverhalten der Inselbewegung. Als Anfangskonfiguration wurde in der
Regel ein Kreis gewa¨hlt, eventuell mit einer Deformation versehen, um eine be-
stimmte stationa¨re Form anzusteuern15. Der Radius dieser Anfangsbedingung
ist in den Einheiten (2.6) fu¨r das stationa¨re Verhalten der einzige Kontrollpara-
meter, den wir wie im vorangegangenen Abschnitt mit R0 bezeichnen werden.
Fu¨r kleine Radien zeigte sich fu¨r alle von uns gewa¨hlten Anfangsbedingungen,
dass sich die Insel wieder zum Kreis zusammenzieht, was die in [68] durchgefu¨hr-
te Stabilita¨tsanalyse besta¨tigt und daru¨ber hinaus darauf hinweist, dass der Kreis
vermutlich die einzige stabile Lo¨sung ist. Fu¨r gro¨ßere Radien entsteht ab einem
kritischen Wert Rc die vorhergesagte Bifurkation in die gestreckten Mode I-
Formen. Wir ermittelten den Wert zu Rc ≃ 3.26, was sich auf ηc = R2c ≃ 10.63
umrechnet, in guter U¨bereinstimmung mit dem Wert ηc = 10.65 aus [70]. Mit
steigendem Wert von R > Rc wird die Verla¨ngerung in Feldrichtung zunehmend
sta¨rker. Die entsprechenden Formen sind Abbildung 4.5 dargestellt.
Die Inselformen entsprechen bis etwa R0 ≃ 3.5 den Moden I aus [70]. Ab
R0 ≥ 3.5 sind die Formen jedoch nicht mehr konvex. Das heißt, die Kru¨mmung
wechselt das Vorzeichen und die zugeho¨rigen Formen liegen damit außerhalb
des Bereichs, der in [70] durch numerische Integration von (4.7) abgedeckt
wurde. Die Streckung der Inseln wird mit steigendem R0 immer ausgepra¨gter,
bis sich der anfa¨ngliche Kreis ab etwa R0 ≃ 6.2 nicht mehr zu einer stati-
ona¨ren Form auspra¨gt, sondern in kleinere Inseln zerfa¨llt. Hier zeigt sich jedoch
eine klare Abha¨ngigkeit von der Anfangskonfiguration. Wa¨hlt man von Anfang
an eine in Feldrichtung langgezogene Form, so entwickelt sich diese auch u¨ber
R0 = 6.2 hinaus in eine stationa¨re Form, deren Aspektverha¨ltnis von horizon-
taler zu vertikaler Ausdehnung mit der Gro¨ße der Insel weiter zunimmt. Wa¨hlt
man umgekehrt eine senkrecht zur Feldrichtung gedehnte Insel, so la¨sst sich
15Falls nicht explizit etwas anderes angegeben ist, sind die folgenden Ergebnisse von der
genauen Anfangsbedingung unabha¨ngig.
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Tabelle 4.1: Die dimensionslose Gro¨ße η fu¨r einige Werte von R0. Diesen Werten
liegen Simulationen mit N = 100 Knoten zugrunde. Es wurde am Beispiel von
R0 = 5 sichergestellt, dass die Ergebnisse fu¨r N = 120 und 150 dieselben sind.
R0 η
3.5 6.570
4.5 5.920
5.0 5.778
6.0 5.741
7.0 5.738
das Zerfallen auch fu¨r Werte unterhalb von 6.2 herbeifu¨hren. Zwar wurden in
diese Richtung keine systematischen Untersuchungen durchgefu¨hrt, jedoch gibt
es Hinweise, dass sich eventuell beliebig langgestreckte Inseln erzeugen lassen.
Berechnet man fu¨r einige Fa¨lle die dimensionslose Gro¨ße η = 1/V 2, so ergeben
sich die Werte in Tabelle 4.1.
Damit ergibt sich ein gewisser Widerspruch zu den Ergebnissen aus [70]. So
ist in Abbildung 4.3 eine Form zum Wert η = 5.747 dargestellt, was nach
unseren Ergebnissen aber schon la¨ngst einer nichtkonvexen Form entsprechen
sollte16. Die Behauptung in [70] war, dass sich η in der Umgebung der Stelle,
an der die Kru¨mmung Null wird, dem Wert η = 5.743 der Finger-Lo¨sung aus
([60]) anna¨hert. Auch dies stimmt nicht mit unseren Beobachtungen u¨berein,
bei denen sich fu¨r R = 3.5, wo sich ungefa¨hr der U¨bergang zu den nichtkonvexen
Formen vollzieht, ein Wert von η = 6.570 ergibt. Unsere Ergebnisse sind jedoch
insoweit konsistent, als sich diese Anna¨herung an η = 5.743 fu¨r die immer
sta¨rker langgestreckten Formen zu vollziehen scheint. Insofern ließe sich der
unendlich lange Finger als ein Grenzfall der gestreckten Formen auffassen.
Kommen wir auf das Zerfallen in kleinere Inseln zuru¨ck. In Abbildung 4.6 ist
dieses Zerbrechen oder Zerfließen fu¨r einen Kreis mit Radius R0 = 7 dargestellt.
In der Anfangsphase bildet sich relativ langsam eine Ausbuchtung an der Spitze
der Insel, die sich dann zunehmend schneller in einen langen Finger auspra¨gt.
Wie der Abbildung zu entnehmen ist, bewegt sich die Spitze dieses Fingers
wesentlich schneller als der Rest der Insel. Mit wachsendem Finger bildet sich
eine Einschnu¨rung, die mit der Zeit immer du¨nner wird. In der letzten Phase des
Einschnu¨rvorganges bilden sich zwei
”
negative“ Finger ober- und unterhalb des
du¨nner werdenden Halses, die sich in die Insel eingraben. Diese Finger erreichen
den hinteren Rand der Insel (und zerteilen damit die Insel in drei Teile), sogar
noch bevor der Hals unendlich du¨nn geworden ist17. Die weitere Entwicklung
16Es sei daran erinnert, dass die Formen nur bis etwa R0 ≃ 3.5 konvex sind. Der zweite
Wert in Tabelle 4.1 entspricht also einer nichtkonvexen Form, geho¨rt aber zu einem gro¨ßeren
η-Wert.
17In keiner der im Rahmen dieser Arbeit durchgefu¨hrten Simulationen wurde die zeitli-
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Abbildung 4.6: Zerfließen einer Insel im isotropen Fall. Abgebildet ist die Insel-
form zu verschiedenen Zeitpunkten, wobei der Grauton, mit dem jede Form ein-
gefa¨rbt ist, die zeitliche Abfolge (von hell nach dunkel) besser sichtbar machen
soll. Die Anfangskonfiguration ist ein leicht in Feldrichtung gestreckter Kreis
mit R0 = 7 (die Streckung beschleunigt lediglich das Einsetzen der Fingerbil-
dung). Das elektrische Feld erzeugt anfangs eine Ausbuchtung an der Spitze,
die sich zu einem langen Finger entwickelt und schließlich zum Zerbrechen der
Insel fu¨hren wird. Die leichte Asymmetrie in der letzten Phase der Entwicklung
ist eine Folge des numerischen Rauschens.
la¨sst sich daher nicht zweifelsfrei vorhersagen. Entweder wird auch der Hals
zerbrechen, so dass am Ende vier Teile entstanden sind, oder die Kapillarita¨t wird
die beiden durch den Hals verbundenen Teile wieder zusammenziehen, so dass
eine gro¨ßere Insel in der Mitte entsteht, die von zwei kleineren Satelliteninseln
begleitet wird.
In den hier auftretenden Fingern erkennen wir den Lo¨sungstyp aus [60] wieder.
Die Vorhersage fu¨r die Geschwindigkeit, mit der der Finger propagiert, lautet
V = 1/η2 = 0.417, was sich sehr gut mit dem aus unseren Simulationsdaten
gewonnen Wert V = 0.41 ± 0.01 deckt18. Daru¨ber hinaus ergibt sich aus (4.9)
in unseren dimensionslosen Einheiten V b = 2, was mit V b = 2.03 aus den
Simulationsdaten ebenfalls sehr gut erfu¨llt ist.
che Entwicklung u¨ber eine derartige topologische A¨nderungen hinaus implementiert. Da die
Simulation die Insel einfach als geschlossene Kurve behandelt, entstehen an diesen Stellen
unphysikalische Selbstu¨berschneidungen.
18Die Geschwindkeit des Fingers la¨sst sich nicht mit vergleichbar hoher Pra¨zision bestimmen
wie die Schwerpunktsgeschwindigkeit der Insel. Die Spitze entha¨lt auch bei N = 150 nur
relativ wenige Knotenpunkte, so dass das vordere Ende nur verha¨ltnisma¨ßig schlecht definiert
ist (um die vordere Spitze einwandfrei lokalisieren zu ko¨nnen, mu¨ssen dort mo¨glichst viele
Knotenpunkte vorhanden sein).
Kapitel 5
Inseldynamik bei anisotroper
Beweglichkeit
Der wesentliche neue Beitrag, den wir in diesem Kapitel gegenu¨ber den im vor-
hergehenden Abschnitt besprochenen a¨lteren Untersuchungen leisten wollen, ist
es, den Einfluss der Anisotropie der Kristalloberfla¨che auf die Inselbewegung zu
beru¨cksichtigen [34]. Im Prinzip gibt es zwei Einflu¨sse, die zu einer Anisotropie
fu¨hren. Zum einen die Orientierungsabha¨ngigkeit der freien Energie der Stufen-
kante, die in γ˜(θ) eingeht und zum anderen die Beweglichkeit, die zu einer ki-
netischen Anisotropie fu¨hrt. Wir sind daran interessiert, diese Einflu¨sse getrennt
zu studieren und werden deshalb zuna¨chst nur die Richtungsabha¨ngigkeit der
Beweglichkeit beru¨cksichtigen. Rechnungen, bei denen auch die Steifigkeit von
der Orientierung abha¨ngt, weisen jedoch darauf hin, dass sich die meisten Er-
gebnisse dadurch qualitativ nicht a¨ndern.
Fu¨r die Form der Beweglichkeit benutzen wir wieder die in Abschnitt 2 ein-
gefu¨hrte Abha¨ngigkeit von θ. Damit wird neben der Gro¨ße der Insel als weiterer
Kontrollparameter die Sta¨rke S der Anisotropie eingefu¨hrt. Wir untersuchen al-
so im Folgenden einen zweidimensionalen Parameterbereich im Bezug auf die
sich daraus ergebenden Inselbewegungen. Die Abha¨ngigkeit von der Anfangsbe-
dingung ist hier wieder, falls nicht anders gekennzeichnet, von untergeordneter
Bedeutung1, im Allgemeinen werden wir wieder einen (evtl. deformierten) Kreis
benutzen, so dass sich die Ausdehnung der Insel wiederum durch den anfa¨ng-
lichen (dimensionslosen) Radius R0 ausdru¨cken la¨sst. Die meisten Rechnungen
wurden fu¨r den sechsza¨hligen Fall n = 6 und α = 0 durchgefu¨hrt2. Die Bewe-
gungsgleichung lautet in der dimensionslosen Form
1A¨hnlich wie bei dem Zerbrechen im vorangegangenen Kapitel la¨sst sich die Insel durch die
Anfangsbedingung zwar destabilisieren, abgesehen davon fu¨hren jedoch verschiedene Anfangs-
konfigurationen immer zu denselben Bewegungsformen.
2Der sechsza¨hlige Fall erscheint uns im Hinblick auf eine mo¨gliche experimentelle Rea-
lisierung besonders wichtig. α = 0 bedeutet, dass Kanten, die parallel zum Feld orientiert
sind, einem Maximum der Beweglichkeit entsprechen und die Kanten senkrecht dazu minimale
Beweglichkeit besitzen.
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vn =
∂
∂s
σ(θ)
(
∂
∂s
κ− cos θ
)
. (5.1)
Fu¨r die Integration wurden zwei verschiedene numerische Verfahren benutzt. Das
von uns verwendete ist eine Modifikation des in [53] (und ausfu¨hrlicher in [51])
beschriebenen Algorithmus fu¨r die Berechnung von Poren-Elektromigration. Da-
rin wird der Inselrand durch N a¨quidistante Knotenpunkte diskretisiert, deren
Bewegung dann durch ein System gekoppelter (nichtlinearer) Differentialglei-
chungen bestimmt ist. Diese werden dann mittels eines Pra¨diktor-Korrektor-
Verfahrens integriert. Da die Verschiebung in Normalenrichtung jedoch un-
gleichma¨ßige Absta¨nde zwischen den Knoten erzeugt, wird wa¨hrend des Integra-
tionsschritts eine Korrektur in Tangentialrichtung vorgenommen3, die durch ein
implizites Gleichungssystem bestimmt wird. Auf diese Weise wird sichergestellt,
dass die Knoten wa¨hrend der gesamten Zeit a¨quidistant verteilt bleiben.
Die Simulationen, die von Frank Haußer durchgefu¨hrt wurden, verwenden fu¨r die
Ortsdiskretisierung der Kurve parametrische lineare finite Elemente. Eine For-
mulierung der Evolutionsgleichung 4. Ordnung als ein System von Gleichungen
2. Ordnung fu¨hrt dann zu einem semiimpliziten Verfahren fu¨r die Berechnung
der Zeitentwicklung der diskreten Kurve mit guten Stabilita¨tseigenschaften.
Daru¨berhinaus wird das Gitter der Knotenpunkte – falls notwendig – in jedem
Zeitschritt adaptiv verfeinert, bzw. vergro¨bert. Eine detaillierte Darstellung ist in
[4] zu finden. Fu¨r kleine bis mittlere Inselgro¨ßen ergeben beide Algorithmen kon-
sistente Ergebnisse. Das oben beschriebene Finite-Differenzen-Verfahren stellte
sich fu¨r kleine Inseln als etwas effizienter heraus, wa¨hrend das Finite-Elemente-
Verfahren fu¨r gro¨ßere Inseln wesentlich bessere Resultate liefert.
Wir werden die verschiedenen Bewegungsarten jeweils zuerst pha¨nomenologisch
beschreiben und dann Beziehungen zwischen ihnen herstellen und fu¨r einige
Aspekte daru¨ber hinaus analytische Betrachtungen durchfu¨hren.
5.1 Stationa¨re Bewegungsformen
Fu¨r kleine Inseln erhalten wir, wie im isotropen Fall, im Langzeitverhalten sta-
tiona¨re Formen. Durch die anisotrope Beweglichkeit handelt es sich jedoch nun
nicht mehr um Kreise, sonderen die in Abbildung 5.1 dargestellten Konfigu-
rationen. Fu¨r schwache bis mittlere Anisotropie ist die Form noch anna¨hrend
kreisfo¨rmig, wa¨hrend die Abweichung von der Kreisform mit steigendem S im-
mer deutlicher wird. Fu¨r starke Anisotropie bilden sich abgeflachte Bereiche
entlang des Randes aus, in denen der Kru¨mmungsradius relativ groß wird. Wie
schon im Falle der facettierten Stufenkanten in Abschnitt 3 ist dies ein rein kine-
tischer Effekt; bei Abschalten des elektrischen Feldes wu¨rde die Insel wieder zu
3Eine Verschiebung in Tangentialrichtung entspricht einer Umparametrisierung des Insel-
randes und vera¨ndert die
”
physikalische“ Bewegung des Randes nicht.
5.1 Stationa¨re Bewegungsformen 47
Abbildung 5.1: Stationa¨re geradeauslaufende Formen fu¨r R0 = 2 und S = 1, 3, 5
und 10 (von links nach rechts). Die graue Form im Hintergrund ist jeweils
der Kreis mit Radius R0. Mit steigender Anisotropie bilden sich entlang des
Randes abgeflachte Bereiche aus. Die Simulation wurde mit N = 100 Knoten
durchgefu¨hrt.
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Abbildung 5.2: Lage der bervorzugten Orientierungen der stationa¨r geradeaus-
laufenden Inselformen fu¨r R = 2 und S = 10 (Abbildung 5.1 ganz rechts).
Dargestellt ist der Kru¨mmungsradius 1/κ(θ) und der Stabilita¨tskoeffizient A(θ)
aus Gleichung (3.8). Die Skala an der y-Achse gilt nur fu¨r die Gro¨ße 1/κ(θ).
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Abbildung 5.3: Lage der bervorzugten Orientierungen der stationa¨r schra¨glau-
fenden Inselformen fu¨r R = 2.7 und S = 2 (Abbildung 5.4 Mitte). Die Funktion
1/κ(θ) ist aufgrund der Nichtkonvexita¨t der Form nicht eindeutig. Im Bereich
der leichten Einbuchtung ergeben sich an jeweils zwei Stellen die gleichen Ori-
entierungswinkel θ. Außerdem entstehen aufgrund des Vorzeichenwechsels der
Kru¨mmung Singularita¨ten, an denen 1/κ von ∞ nach −∞ springt und umge-
kehrt.
der thermodynamischen Gleichgewichtsform des Kreises zuru¨ckkehren. Obwohl
es sich hier keineswegs um statische Strukturen handelt, ko¨nnen wir bis zu ei-
nem gewissen Grad die Analyse aus Abschnitt 3 anwenden. Fu¨r eine (unendlich
ausgedehnte) gerade Stufenkante der Orientierung θ entscheidet das Vorzeichen
des Terms A(θ) in (3.8) daru¨ber, ob die Stufenkante stabil ist oder nicht. Wir
wenden dieses Stabilita¨tskriterium nun auf die Orientierungen der statischen
Konfiguration an, fu¨r welche die Formel (3.8) wegen θ 6= const. zwar streng ge-
nommen nicht gilt, aber trotzdem zumindest lokal einen gewissen Aussagewert
haben sollte. In Abbildung 5.2 ist dazu der Kru¨mmungsradius 1/κ(θ) zusammen
mit dem
”
Stabilita¨tskoeffizienten“ A(θ) dargestellt4. Der Kru¨mmungsradius gibt
Aufschluss daru¨ber, welche Orientierungen bei der Form besonders ausgepra¨gt
sind5. Im Mittel6 ist 1/κ natu¨rlich gleich R0, aber wie der Abbildung zu ent-
4Die Skala an der vertikalen Achse gilt nur fu¨r den Kru¨mmungsradius (in dimensionslosen
Einheiten). Der Koeffizient A(θ) ist fu¨r diese gemeinsame Darstellung in vertikaler Richtung
etwas gestaucht worden. Wir interessieren uns hier vornehmlich fu¨r die Lage der Maxima und
Minima, die Amplitude von A(θ) spielt hier keine Rolle.
5Man kann die Formel dθ = 1/κ ds so interpretieren, dass der Kru¨mmungsradius so et-
was wie eine Dichtefunktion der Orientierung darstellt, die angibt, wie stark eine bestimmte
Orientierung entlang der Bogenla¨nge gewichtet ist.
6Das Mittel (
R
1/κ ds)/(
R
ds) bezu¨glich der Bogenla¨nge.
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Abbildung 5.4: Stationa¨re, schra¨glaufende Inselformen mit ihrer jeweiligen Be-
wegungsrichtung. Durch die Symmetrie der Gleichung treten diese Formen in
spiegelsymmetrischen Paaren auf. Die Sta¨rke der Anisotropie ist S = 2. Die
Berechnung erfolgte mit N = 70 Knotenpunkten.
nehmen ist, sind einige der Orientierungen sta¨rker vertreten als andere. Dies
sind genau die abgeflachten Randstu¨cke, deren Richtung jeweils in der Na¨he
der Richtungen mit minimalem A(θ) liegt. Die Form stellt sich also so ein, dass
die stabilsten Orientierungen bevorzugt und umgekehrt die instabilen Orientie-
rungen vermieden werden. Die Lage der ausgewa¨hlten Orientierungen fa¨llt indes
nicht exakt mit den Minima von A(θ) zusammen, die Anwendbarkeit der Formel
(3.8) ist hier natu¨rlich begrenzt und erlaubt lediglich eine qualitative Aussage.
Wenn wir nun den Radius vergro¨ßern, erfa¨hrt der Bewegungsmodus in dem
Bereich 2 < R0 < 3 eine qualitative Vera¨nderung
7. Die Bewegung wird zwar
weiterhin nach einer gewissen Zeit stationa¨r, doch beobachten wir hier erstmals,
dass Bewegungsrichtung und Feldrichtung nicht zusammenfallen. Die Insel be-
wegt sich stattdessen schra¨g zum Feld. Da die Beweglichkeit und damit die
gesamte Bewegungsgleichung (5.1) fu¨r α = 0 spiegelsymmetrisch bezu¨glich der
Feldrichtung ist, handelt es sich hier um eine sogenannte spontane Symme-
triebrechung8. Da jedoch aufgrund der Symmetrie der Gleichung weiterhin mit
jeder Lo¨sung auch die gespiegelte Form eine Lo¨sung ist, gibt es zu jeder dieser
schra¨glaufenden Formen einen symmetrischen Gegenpart. Welche der beiden
spiegelsymmetrischen Formen angenommen wird, wird durch die Anfangsbe-
dingung festgelegt. In Abb. 5.4 sind einige dieser Formen und ihre jeweilige
7Die genaue Lage dieser kritischen Gro¨ße ha¨ngt von der Sta¨rke S der Anisotropie ab.
8D.h. die Lo¨sung der Gleichung besitzt weniger Symmetrien als die Gleichung selbst.
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Bewegungsrichtung abgebildet. Fu¨r kleine Inselradien ist der Winkel zwischen
Bewegungsrichtung und Feld relativ klein und die Form a¨hnelt noch sehr den
weiter oben besprochenen stationa¨r geradeauslaufenden Formen9. Fu¨r gro¨ßere
Radien ergibt sich eine typische Nierenform, bei der die konvexe Seite eine aus-
gepra¨gt facettenartige Form besitzt. Die Orientierung dieser Facette la¨sst sich
wiederum mit der Stabilita¨tsanalyse fu¨r die gerade Stufenkante in Verbindung
bringen. In Abbildung 5.3 sind wieder Kru¨mmungsradius und Stabilita¨tskoeffi-
zient gegenu¨bergestellt. Die Peaks sind hier wegen der sta¨rkeren Facettierung
wesentlich ausgepra¨gter und liegen wieder in der Na¨he von Minima der Funktion
A(θ). Es sei hier darauf hingewiesen, dass das System bezu¨glich der Orientie-
rungen einer zusa¨tzlichen geometrischen Einschra¨nkung unterliegt, da sich die
gewa¨hlten Orientierungen zu einer geschlossenen Insel zusammensetzen mu¨ssen.
Insofern lassen sich die stabilen Orientierungen nicht beliebig besetzen. Eine der-
artige Einschra¨nkung wird weiter unten noch wichtig werden.
5.2 Oszillatorische Bewegung
Bei weiterer Vergro¨ßerung der Inseln stellen wir fest, dass die Inselbewegung eine
weitere, noch drastischere qualitative A¨nderung zeigt. Anstatt in eine stationa¨re
Bewegung hineinzulaufen oder zu zerbrechen, beginnt die Form in einer periodi-
schen Weise zu oszillieren10. Innerhalb des oszillatorischen Regimes lassen sich
verschiedene Typen klassifizieren, so dass wir nun, um U¨berblick zu gewinnen, ei-
ne etwas systematischere Karte dieser Bewegungs-Landschaft entwerfen werden.
In Abbildung 5.5 ist ein Phasendiagramm dargestellt, das die Bewegungsformen
als Funktion der beiden Parameter R0 und S darstellt
11. Im unteren Bereich,
d.h. fu¨r kleine Radien finden wir die eben besprochenen stationa¨ren Formen,
die wir kurz mit SS (
”
straight stationary“) fu¨r die geradeauslaufenden und OS
(
”
oblique stationary“) fu¨r die schra¨glaufenden Inseln bezeichnen werden. Fu¨r
mittlere bis starke Anisotropie grenzt daran in Richtung gro¨ßerer Radien der
Bereich der schra¨glaufend oszillierenden Bewegungen an (OO fu¨r
”
oblique os-
cillatory“). Er stellt fu¨r mittlere Radien den vorherrschenden Bewegungstyp dar.
Eine typische Bewegungsabfolge ist in Abbildung 5.6 dargestellt. Anfa¨nglich bil-
det sich eine a¨hnliche Form, wie bei den stationa¨r schra¨glaufenden Inseln in
Abb. 5.4. Danach durchla¨uft die Insel eine langgestreckte Nierenform, die eine
9Die Abha¨ngigkeit zwischen der Steigung der Inselbewegung und der Inselgro¨ße ist in Grafik
5.9 quantifiziert. Wie man dort sieht, besteht zwischen den geradeaus- und schra¨glaufenden
Formen ein kontinuierlicher U¨bergang.
10Periodische Forma¨nderungen wurden auch in [21] bei Simulationen von Poren-
Elektromigration beobachtet.
11Die Simulationen fu¨r das Phasendiagramm wurden von Frank Haußer durchgefu¨hrt. Im
unteren Bereich, d.h. fu¨r kleine bis mittlere Inseln ergeben die beiden oben beschriebenen nume-
rischen Verfahren u¨bereinstimmende Ergebnisse. Fu¨r gro¨ßere Inseln liefert das adaptive Finite-
Elemente-Verfahren jedoch wesentlich stabilere Ergebnisse, d.h. in dem Finite-Differenzen-
Verfahren zeigt sich ab einer bestimmten Gro¨ße die Tendenz der Inseln zu zerbrechen.
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deutlich sta¨rkere Einbuchtung an der Unterseite besitzt als die Ausgangskonfigu-
ration. Diese Einbuchtung bewirkt offenbar einen schnelleren Massentransport,
so dass sich die Form im letzten Stadium wieder zusammenzieht, wobei sich die-
ser Ablauf danach periodisch wiederholt. Im mitbewegten Bezugssystem stellt
sich dieser Ablauf so dar, dass die Einbuchtung am vorderen Teil der Insel ent-
steht, dann am Rand entlangwandert, bis sie die Insel am hinteren Ende wieder
verla¨sst. Diese Einbuchtung entsteht hier nur an einer Seite der Insel, wohin-
gegen die andere wa¨hrend der gesamten Bewegung ihre Form beibeha¨lt. Die
Orientierung dieser stationa¨ren Seite liegt wieder in einer Richtung maximaler
Stabilita¨t, im Sinne des Koeffizienten A(θ). Fu¨r den hier behandelten Fall α = 0
besitztA(θ) die Symmetrie A(θ+π) = −A(θ), d.h. Orientierungen, die um 180°
zueinander gedreht sind, haben entgegengesetzte Stabilita¨tseigenschaften. Liegt
also z.B. die stationa¨re Oberkante in einem maximal stabilen Bereich, so wa¨re
die symmetrisch dazu liegende Unterkante maximal instabil. Das System ver-
meidet Orientierungen in dieser Richtung indem es die Einbuchtung ausbildet,
deren Orientierungen wiederum im stabilen Bereich liegen. Im zeitlichen Mittel
bewegt sich die Insel ebenfalls mit einem gewissen Winkel zur Feldrichtung. Der
Verlauf der Steigung m der Schwerpunktsbewegung als Funktion von R0 beim
U¨bergang von SS → OS → OO ist in Abbildung 5.9 fu¨r S = 2 dargestellt.
Der U¨bergang von der geradeaus- zur schra¨glaufenden Bewegung liegt in der
Na¨he von R0 ≃ 2.4, das Einsetzen der Oszillationen erfolgt bei etwa R0 ≃ 3.0.
Beide Bifurkationen hinterlassen eine Signatur im Verlauf von m(R0). Der erste
U¨bergang entspricht der Stelle, an der die Steigung das erste Mal einen von Null
verschiedenen Wert annimmt, der zweite zeigt sich in Form eines Knicks. Bis
dahin vergro¨ßert sich der Steigungswinkel monoton mit R0, wa¨hrend er nach
dem Knick zuna¨chst wieder kleiner wird.
Als Gro¨ße, mit der sich die Oszillationen charakterisieren lassen, bietet sich die
Periodendauer T an. Diese la¨ßt sich z.B. aus dem Umfang als Funktion der Zeit
ablesen12. Beim U¨bergang OO → OS, divergiert die Periodendauer13 in einer
charakteristischen Weise. Die genaue Lage und Form dieser Sigularita¨t ist nu-
merisch jedoch relativ schwierig zu ermitteln. Wir haben zu diesem Zweck sehr
umfangreiche numerische Untersuchungen durchgefu¨hrt. Das Problem dabei ist,
dass sich in der Na¨he der Singularita¨t eine starke Abha¨ngigkeit von der Anzahl
der verwendeten Knotenpunkte ergibt. Die Ergebnisse konvergieren jedoch fu¨r
eine ausreichende Zahl von Knoten und es zeigt sich, dass die Divergenz die
Form T ∼ |R0−Rc0|−ν mit Rc0 ≃ 3.024 und ν ≃ 2.5 besitzt. In den beiden Ab-
bildungen 5.10 ist T (R0) und 1/T
2.5 fu¨r verschiedene Werte von N dargestellt.
Kommen wir nun auf den mit ZZ (Zickzack) gekennzeichneten Bereich in Abbil-
dung 5.5 zu sprechen. Fu¨r schwache Anisotropie und mittlere Inselgro¨ßen neh-
12Tatsa¨chlich wurde von uns das Tra¨gheitsmoment des Polygons aus den Knotenpunkten
verwendet, was sich ebenfalls als Maß fu¨r die Forma¨nderung eignet. Dieser Unterschied ist hier
jedoch ohne Bedeutung.
13So gesehen ensprechen die stationa¨ren Bewegungen einer unendlichen Periodendauer.
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Abbildung 5.7: Bewegungsabfolge der Zickzack-Bewegung (ZZ). Die Parame-
terwerte fu¨r das obere Bild sind R0 = 3.5 und S = 0.5, fu¨r das untere Bild
R0 = 3.5 und S = 1. Der Zeitabstand ist ∆t = 20, die Anzahl der Knoten
N = 50.
Abbildung 5.8: Grenzfall der Zickzack-Bewegung: Die Einbuchtung erscheint auf
beiden Seiten der Insel. Die einzelnen Formen sind der U¨bersichtlichkeit halber
auseinandergezogen. Der Zeitabstand ist ∆t = 20. Die Parameterwerte sind
R0 = 4.5 und S = 0.5 (Simulation von Frank Haußer).
men die Oszillationen einen etwas exotischen Charakter an. Anstatt entweder
schra¨g nach oben oder unten zu laufen, wechseln sich die beiden Bewegungsrich-
tungen ab, so dass die Insel im Mittel in Feldrichtung driftet (Abbildung 5.7).
Der Wechsel zwischen beiden Bewegungsrichtungen kann dabei la¨ngere Phasen
beinhalten, in denen die Insel eine Zeitlang in horizontale Richtung wandert, be-
vor sie erneut eine Schra¨grichtung einschla¨gt (siehe Abbildung 5.7 unten). Als
Grenzfall der Zickzack-Bewegung ergibt sich in einem sehr kleinen Parameter-
bereich die in Abb. 5.8 dargestellte Bewegung, bei der beide Seiten gleichzeitig
Einbuchtungen entwickeln, wobei die Insel in Feldrichtung la¨uft.
Fu¨r schwache Anisotropie schließt sich an das ZZ-Regime fu¨r gro¨ßere Radien ein
Bereich an, in dem die Inseln zerbrechen. Es konnte anhand der Simulationen
nicht mit vo¨lliger Sicherheit ausgeschlossen werden, daß sich die Inseln durch
eine bestimmte Anfangsbedingung stabilisieren lassen, jedoch scheint die Ten-
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Abbildung 5.9: Steigung der Schwerpunktsbewegung als Funktion von R0 fu¨r
S = 2. Die Anfangsbedingungen wurde so gewa¨hlt, dass die Bewegung schra¨g
nach unten verla¨uft. Fu¨r die entsprechend symmetrisch dazu liegende Anfangs-
bedingungen ist der Verlauf der Kurve vertikal gespiegelt. Die Oszillationen
setzen ab etwa R0 ≃ 3.03 ein. Die Berechnung erfolgte mit N = 70 Knoten-
punkten.
denz zu zerbrechen sehr stark zu sein.
Fu¨r mittlere bis starke Anisotropie beginnt fu¨r große Inseln der ausgedehnte Be-
reich der komplexen Oszillationen. An der Grenze zu diesem Bereich erscheint
neben der beschriebenen Einbuchtung eine weitere, so dass eine Seite der Insel
die Form einer Zickzacklinie annimmt. Sowohl die Ober- als auch die Unter-
kante sind in diesem Regime stark facettiert wie das obere Bild von Abbildung
5.13 zeigt. Mit dem Auftreten der zweiten Einbuchtung beginnt die Inselbewe-
gung zunehmend unregelma¨ßig zu werden. In Abbildung 5.11 ist der Umfang als
Funktion der Zeit fu¨r verschiedene Parameterwerte dargestellt. Bildet man aus
einer derartigen Zeitreihe ein Fourierspektrum, so zeigen sich wie in Abbildung
5.12 charakteristische Peaks bei einer Grundperiode und deren Doppelten, bzw.
Vierfachen. Damit deutet sich an, dass es sich hier um einen U¨bergang zu chao-
tischer Bewegung handelt [42]. Eine weitergehende Untersuchung, wie z.B. eine
Charakterisierung des Attraktors wurde im Rahmen dieser Arbeit jedoch nicht
durchgefu¨hrt.
Die Unregelma¨ßigkeiten zeigen sich dabei anfangs nur in der Gro¨ße der Einbuch-
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Abbildung 5.10: Divergenz der Periodendauer beim U¨bergang OO→OS. Darge-
stellt ist die Periodendauer T also Funktion des Inselradius R0 fu¨r verschiedene
Werte von N .
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tungen, fu¨r gro¨ßere Radien ist daru¨ber hinaus jedoch auch die Bewegungsrich-
tung betroffen. Dabei vollzieht die Insel Wechsel zwischen den beiden, spiegel-
symmetrisch zueinander liegenden Bewegungsrichtungen. Ein solcher Vorgang
ist in Abbildung 5.13 unten dargestellt. Er besteht darin, dass eine der Facetten
in der Einbuchtung zu einer langen Kante auswa¨chst und daraufhin die Rolle
der stationa¨ren Inselseite u¨bernimmt.
5.3 Berechnung der ausgewa¨hlten Facettenorientie-
rungen
Es zeigt sich nun, dass fu¨r die Facettenorientierungen, die bei diesen Inseln auf-
tauchen, eine analytische Berechnung mo¨glich ist. Der Schlu¨ssel dafu¨r liegt in
der Beobachtung, dass die Einbuchtungen, die den Inselrand entlangwandern,
relativ zum Substrat stillstehen. In Abbildung 5.14 ist eine typische Inselbewe-
gung dargestellt. Die dunkle gestrichelte Linie verdeutlicht, dass es sich bei den
Einbuchtungen tatsa¨chlich um statische Elemente handelt14. Fu¨r derartige sta-
tische Konfigurationen, genauer gesagt fu¨r eine statische Stufenkante mit zwei
Facetten-Orientierungen, haben wir nun jedoch in Abschnitt 3 eine Mo¨glichkeit
gefunden, die Orientierungen vorherzusagen. Erinnern wir uns noch einmal kurz
daran, dass in der dort entwickelten mechanischen Analogie die Stufenkonfigura-
tion einer Teilchen-Bewegung in einer Mulde zwischen zwei entarteten Maxima
entspricht. Das Potential ist nach Gleichung (3.3) im Wesentlichen durch die
Beweglichkeit (und damit durch den Parameter S) und durch den statischen
Strom j∗ bestimmt. Bei gegebenem S lassen sich nun Werte fu¨r j∗ ermitteln,
so dass das Potential zwei entartete Maxima entha¨lt. Die Position dieser Maxi-
ma ergibt dann ein mo¨gliches Paar von Orientierungen. In Abbildung 5.16 sind
diese Orientierungen als Funktion von S dargestellt. Wie zu sehen ist, gibt es fu¨r
einen vorgegebenen S-Wert im Allgemeinen mehrere Lo¨sungen. Das Potential
kann fu¨r n = 6 ho¨chstens drei Maxima haben, von denen jeweils zwei entartet
sein ko¨nnen, so dass sich in bestimmten Bereichen zwei Paare finden lassen15.
Außerdem gibt es, wie in Abschnitt 3 beschrieben, aufgrund der Symmetrie zu
jeder Orientierung jeweils eine gespiegelte Orientierung16. Wir werden im Fol-
genden zwei zueinander geho¨rende Orientierungen mit A und B bezeichnen, und
die symmetrischen Gegenstu¨cke mit A˜ und B˜. Die Lo¨sungen zu verschiedenen
Werten des Stroms j∗ werden wir durch einen Index kennzeichnen. So erge-
ben sich in Abbildung 5.15 also insgesamt acht Orientierungen. Welche davon
14Die Einbuchtung ist auch bei den OO-Inseln, wie z.B. der in Abbildung 5.6 na¨herungsweise
statisch. Sie bewegt sich zumindest sehr langsam zum Feld, so dass sich die nachfolgenden
U¨berlegungen mit Einschra¨nkungen (wegen der fehlenden Facettierung der Einbuchtung) auch
auf das OO-Regime u¨bertragen lassen.
15Wir interessieren uns nur fu¨r benachbarte entartete Maxima, daher die Zahl zwei.
16D.h. zu θ∗ gibt es entsprechend eine Orientierung π − θ∗ (bzw. −π − θ∗ falls θ∗ negativ
ist, da wir die Orientierung durch einen Winkel −π ≤ θ ≤ π darstellen).
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nun vom System ausgewa¨hlt werden, la¨sst sich mit der weiter oben angedeute-
ten geometrischen Bedingung feststellen. Im Wesentlichen besteht die Inselform
immer aus einer facettierten Ober- und Unterseite und relativ runder Vorder-
und Ru¨ckseite. Um aus vorgegebenen Orientierungen eine Ober- und Unterseite
zu bilden mu¨ssen die Winkel in einer bestimmten Weise zueinander passen. In
Abbildung 5.16 sind links Facettenstu¨cke mit den Orientierungen A1, B1 (und
A˜1, B˜1) und rechts Stu¨cke mit A2, B2 (und A˜2, B˜2) dargestellt. Wie man leicht
sieht, la¨sst sich der erste Satz nicht zu einer Insel vom geforderten Typ zusam-
mensetzen, womit er fu¨r die facettierten Inseln ausscheidet. Die Auswahlregel
la¨sst sich so formulieren, dass fu¨r die beiden Orientierungen θ1 und θ2 die Be-
ziehung −π/2 < θ1 < 0 < θ2 < π/2 gelten muss. Wie aus der Abbildung
ersichtlich ist, erfu¨llt das zweite Paar A2, B2 diese Bedingung
17, wodurch die
Orientierung eindeutig festgelegt ist18. Es wurde durch Stichproben in den rele-
vanten Bereichen des Phasendiagramms sichergestellt, dass sich auf diese Weise
die in der Simulation auftretenden Facetten zuverla¨ssig bestimmen lassen.
Mit diesem Verfahren, die ausgewa¨hlten Orientierungen zu bestimmen, lassen
sich im Prinzip natu¨rlich auch Vorhersagen fu¨r die Fa¨lle machen, in denen die
Parameter n und α andere Werte annehmen. Da allerdings die numerischen
Simulationen und deren Auswertung mit einem gewissen Aufwand verbunden
sind, wurden fu¨r diese Fa¨lle nur eher unsystematische Untersuchungen durch-
gefu¨hrt. So ergibt sich zuna¨chst, dass es fu¨r n ≤ 3 keine derartigen Facetten-
orientierungen gibt19, was erkla¨ren mag, dass in den probeweise durchgefu¨hrten
Simulationen fu¨r n = 3 keine Oszillationen beobachtet wurden. Des Weiteren
existieren keine geeigneten Orientierungen fu¨r α = π/6, was einem Minimum
der Beweglichkeit fu¨r Kanten in Feldrichtung entspricht. Auch wurden in der
Simulation keine Oszillationen beobachtet20. Fu¨r eine gro¨ßere Zahl an Symme-
trieachsen wu¨rden sich natu¨rlich auch mehr mo¨gliche Facettenorientierungen
ergeben. Was dies fu¨r das dynamische Verhalten bedeuten wu¨rde, la¨sst sich
schwer vorhersagen. Insgesamt la¨sst sich noch anmerken, dass es sich bei dem
oszillatorischen Verhalten um ein relativ robustes Merkmal zu handeln scheint,
das nicht von der pra¨zisen Form der Beweglichkeit abha¨ngt. Wie wir im Ab-
17Interessanterweise ergibt sich dieses erlaubte Paar erst fu¨r S ≥ Sc ≃ 1.77. Unterhalb dieses
Wertes gibt es also streng genommen keine statischen facettierten Einbuchtungen im Sinne der
vorangegangenen U¨berlegungen. Die Oszillationen sind jedoch auch fu¨r S < Sc relativ a¨hnlich
zu denen des CO-Regimes (siehe Abbildungen 5.4, 5.7). Die Einbuchtungen sind dort nicht
vo¨llig statisch und die Facetten weniger ausgepra¨gt. Insofern ist die Existenz einer statischen
Zickzack-Konfiguration kein
”
harte“ Bedingung, die dem System keine anderen Mo¨glichkeiten
mehr la¨sst.
18Natu¨rlich bestehen immer noch zwei symmetrische Mo¨glichkeiten, die einer schra¨g nach
unten oder oben laufenden Insel entsprechen.
19Die Anzahl der Symmetrieachsen ha¨ngt u¨ber (3.3) mit der Zahl mo¨glicher Maxima des
Potentials zusammen. Weniger Symmetrieachsen fu¨hren also zu weniger Maxima.
20Dies scheint ein Sonderfall zu sein. Fu¨r α = π/4 (was keiner irgendwie ausgezeichneten
Richtung entspricht, siehe Abbildung 2.1) ergibt sich ein qualitativ a¨hnliches Phasendiagramm
wie im Fall α = 0. Zumindest die grobe Topologie, d.h. die Lage der stationa¨ren und oszilla-
torischen Bereiche zueinander bleibt dieselbe.
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Abbildung 5.11: Inselumfang als Funktion der Zeit. Von unten nach oben sind die
Parameter S = 2, R0 = 5, S = 5, R0 = 5 und S = 5, R0 = 6.5. Beim U¨bergang
zum Bereich CO wird der Verlauf zunehmend unregelma¨ßig. Simulation von
Frank Haußer.
schnitt 6 im Vergleich mit dem KMC-Simulationen sehen werden, bleibt das
allgemeine Verhalten bei einer andernen Form von σ(θ) und sogar unter aniso-
troper Steifigkeit γ˜ 6= const. erhalten.
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Abbildung 5.12: Fourierspektrum der Zeitreihe des Inselumfangs fu¨r S = 3
und R0 = 6. Die Werte fu¨r die Periodendauer bei den gekennzeichneten Peaks
entsprechen exakt einem Verha¨ltnis 1 : 2 : 4. Die zugeho¨rige Simulation wurde
von Frank Haußer durchgefu¨hrt.
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Abbildung 5.13: Schnappschu¨sse einer Inselbewegung aus dem CO-Regime
(R0 = 8, S = 3). Dargestellt ist die Insel zum Zeitpunkt t = 920 (unten)
und t = 1500 (oben). Im oberen Bild entha¨lt die Unterseite drei Einbuchtun-
gen, die eine (unregelma¨ßige) Zickzack-Linie bilden. Im unteren Bild fu¨hrt die
Insel gerade einen Richtungswechsel durch. Ober- und Unterseite zeigen jeweils
eine klare Facetten-Struktur. Simulation von Frank Haußer.
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Abbildung 5.14: Inselbewegung aus dem CO-Regime mit S = 3 und R0 =
8. Die anfa¨ngliche (leicht deformierte) Kreisform entwickelt an beiden Seiten
stark facettierte Bereiche. Die gestrichelte Linie zeigt, dass die Einbuchtungen
relativ zum Substrat stillstehen. Zeitlich aufeinanderfolgende Schnappschu¨sse
sind vertikal nach oben verschoben. Simulation von Frank Haußer.
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Abbildung 5.15: Die mo¨glichen Paare A und B von Facetten-Orientierungen
fu¨r die statischen Lo¨sungen. Zu jedem dieser Paare A,B gibt es Gegenstu¨cke
A˜ und B˜, die symmetrisch zur Feldachse gespiegelt liegen. Die Linien von der
Orientierungen mit Index 1 weisen bei kleinen S-Werten eine Verdickung auf.
Die Ursache ist, dass der Algorithmus, mit dem die Kurven erzeugt wurden, bei
den Maxima von V (θ) nicht exakt zwischen entarteten und beinahe-entarteten
Paaren unterscheiden kann.
.
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Abbildung 5.16: Geometrische Auswahlregel fu¨r die mo¨glichen Facettenorientie-
rungen. Die obere Skizze soll verdeutlichen, dass sich aus den Orientierungen A1
und B1 und ihren symmetrischen Gegenstu¨cken A˜1 und B˜1 keine geschlossene
Inselform konstruieren la¨sst. Im unteren Bild sind die Orientierungen A2,B2 und
A˜2 zu einer schra¨g nach unten laufenden Form zusammengesetzt. Die Winkel
entsprechen den Orientierungen fu¨r S = 2. Die Inselform im Hintergrund ist das
Ergebnis einer Simulation mit S = 2 und R0 = 4.5.
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Abbildung 5.17: Die Inselbewegung aus Abbildung 5.14 (S = 3, R0 = 8). Die
hellen Linien im Hintergrund entsprechen den vorhergesagten Facettenorientie-
rungen.
Kapitel 6
Vergleich mit
KMC-Simulationen
Bei den von uns durchgefu¨hrten Untersuchungen behandeln wir die Insel als
ein kontinuierliches Gebilde, dessen Zeitentwicklung daru¨ber hinaus determini-
stischen Regeln folgt. Reale Kristalloberfla¨chen bestehen dagegen auf mikro-
skopischer Skala aus diskreten Einheiten, die sich weitgehend stochastisch ver-
halten. Im Hinblick darauf ist es wichtig, die Frage zu kla¨ren, inwieweit die
Merkmale der mit den Kontinuumsgleichungen erzeugten Inselbewegung robust
gegenu¨ber dieser Diskretheit und Stochastizita¨t sind. Um diese beiden Effekte
zu beru¨cksichtigen, hat sich seit langem die Methode der kinetischen Monte-
Carlo-Simulation (kurz KMC) etabliert. Wir pra¨sentieren in diesem Abschnitt
einige Ergebnisse einer solchen Simulation fu¨r die Cu(100)-Oberfla¨che, die von
Marko Rusanen durchgefu¨hrt wurde. Der zugrunde liegende Algorithmus ist eine
Variante des in [10] vorgeschlagenen Verfahrens1. Die in der Simulation enthal-
tenen Raten fu¨r die Elementarprozesse2 ergeben sich aus Energiebarrieren, die
mit Hilfe der
”
effective-medium“-Theorie [28] berechnet wurden und die in gu-
ter U¨bereinstimmung mit den experimentellen Daten fu¨r die Cu(100)-Oberfla¨che
sind [18]. Wir merken hier jedoch an, dass einige dieser Prozesse ausgeschlossen
wurden, um die Grundannahmen fu¨r das Kontinuumsmodell nicht zu verletzen.
So wurde die Ablo¨sung von der Insel und die Leerstellendiffusion im Innern der
Insel unterbunden, um dem Grenzfall der reinen Kantendiffusion nahe zu kom-
men.
Die Elektromigration wurde in das Modell eingefu¨gt, indem die Energiebarriere
fu¨r einen Sprungprozess gegen die Feldrichtung um einen zusa¨tzlichen Betrag
Ebias erho¨ht wurde
3 .
1Ein die Rechengeschwindigkeit entscheidend beinflussender Faktor bei KMC-Simulationen
ist die
”
Verwaltung“ der mo¨glichen Elementarprozesse, aus denen in jedem Schritt ausgewa¨hlt
wird. In dem von Marko Rusanen verwendeten Algorithmus werden die Prozesse in Form eines
bina¨ren Baums angeordnet, wodurch sich ein Geschwindigkeitsvorteil ergibt (siehe auch [8]).
2Fu¨r die beru¨cksichtigten Prozesse fu¨r die Inseldiffusion, siehe [24].
3Fu¨r einen Sprung in Feldrichtung ist die Barriere entsprechend um Ebias verringert.
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Um nun den Einfluss des quadratischen Cu(100)-Gitters in unserem Kontinu-
umsmodell zu beru¨cksichtigen, wurde aufgrund mikroskopischer Betrachtungen
(siehe [49]) folgende Form4 fu¨r die Steifigkeit und Beweglichkeit angenommen5
γ˜(θ) =
kBT
a
(1 +m2)3/2
m2 +
√
m2 + (a/lk)2
, m = tan(θ), (6.1)
wobei T die Temperatur, kB die Boltzmann-Konstante und a die atomare Git-
terkonstante bezeichnet. Die La¨nge lk = (a/2)e
ǫ/kBT ist der mittlere Abstand
thermisch erzeugter
”
Kinks“6, wobei ǫ die Energie ist, die fu¨r die Erzeugung
eines Kinks aufgewendet werden muß. Die Beweglichkeit σ(θ) ha¨ngt mit der
Steifigkeit u¨ber
σ(θ) =
aν0e
−Edet
kBT
kBT
γ˜(θ)
γ˜(θ) + (kBT/a)p
−1
kr
(6.2)
zusammen7. Darin enthalten sind die Frequenz ν0, mit der ein Teilchen Versu-
che unternimmt, den Gitterplatz zu wechseln, die Barriere Edet, die mit dem
Ablo¨sen von einem Kink verbunden ist und schließlich die Wahrscheinlichkeit
pkr, dass ein Teilchen einen Kink umrundet. Mit dem Umrunden ist die U¨ber-
windung einer zusa¨tzlichen Energiebarriere Ekr no¨tig, die in die Wahrschein-
lichkeit mit pkr = e
−Ekr/kBT eingeht. Die Energiebarrieren ergeben sich durch
Vergleich der Bindungsverha¨ltnisse vor und nach dem Sprung. Fu¨r eine (hori-
zontale) Bindung setzen wir die Bindungsenergie EB = 0.26 eV an. Fu¨r das
Ablo¨sen von einer Kink-Position mu¨ssen zwei Bindungen aufgebrochen werden,
d.h. Edet = 2×EB = 0.52 eV und fu¨r das Umrunden eines Kinks muss eine Bin-
dung gelo¨st werden, d.h. Ekr = EB = 0.26 eV . Ein Kink entspricht einer nicht
abgesa¨ttigten Bindung, wodurch sich die Kinkenergie zu ǫ = EB/2 = 0.13 eV
ergibt.
Neben der dimensionslosen Inselgro¨ße ist also hier die Temperatur T der be-
stimmende Parameter. Die Temperaturabha¨ngigkeit in (6.1) und (6.2) bestimmt
4Die beiden folgenden Ausdru¨cke gelten nur fu¨r |m| ≤ 1, bzw. −π/4 ≤ θ ≤ π/4. Die
restlichen Bereiche ergeben sich durch die vierza¨hlige Symmetrie.
5Fu¨r die Herleitung der folgenden Formeln ist ein detailliertes Versta¨ndnis der mikroskopi-
schen Prozesse notwendig. Wir ko¨nnen an dieser Stelle kein allzu genaues Bild vermitteln, fu¨r
eine ausfu¨hrlichere Darstellung sei auf [49] verwiesen.
6Im Deutschen verwendet man auch die Bezeichnung Halbkristalllage. Im Falle des Qua-
dratgitters, das wir hier betrachten, handelt es sich dabei um ein Atom in einer Stufenkante,
das nur zwei direkte horizontale Nachbarn besitzt und deshalb relativ schwach gebunden ist.
Derartige Konfigurationen sind fu¨r die freie Stufenenergie und die Beweglichkeit von entschei-
dender Bedeutung.
7Dies ist eine Verallgemeinerung, eines pha¨nomenologischen Ausdrucks aus [30]. Wie in [36]
gezeigt wurde, ist die Anisotropie der Beweglichkeit ausschließlich auf die Kink-Umrundungs-
Barriere zuru¨ckzufu¨hren.
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insbesondere die Sta¨rke der Anisotropie, wobei diese bei tiefen Temperaturen
ausgepra¨gter ist. Abbildung 6.1 zeigt die Winkelabha¨ngigkeit der Steifigkeit (6.1)
fu¨r die verschiedenen Temperaturwerte. Die Beweglichkeit hat praktisch diesel-
be Form, so dass wir auf eine Abbildung verzichten. Die leichten Knicke bei
θ = ±π/4,±3π/4 entstehen dadurch, dass das Minimum des Ausdrucks (6.1)
nicht bei π/4 liegt, sondern leicht dazu verschoben ist8.
Die Monte-Carlo-Simulationen wurden hauptsa¨chlich bei Temperaturen von 500 K
und 700 K durchgefu¨hrt. Entsprechend konzentrierten sich die Simulationen
des Kontinuumsmodells ebenfalls auf diese beiden Fa¨lle, wobei in geringerem
Umfang auch die Temperaturen T = 600 K, 900 K und 1000 K untersucht
wurden. Abbildung 6.2 zeigt ein a¨hnliches Phasendiagramm wie Abbildung 5.5,
wobei die Felder der weniger gut aufgelo¨sten Temperaturwerte eher Stichpro-
bencharakter haben9. Die beste U¨bereinstimmung mit den KMC-Daten ergaben
sich fu¨r T = 700 K. Die Abfolge der verschiedenen Bewegungs-Regimes ist da-
bei a¨hnlich wie im sechsza¨hligen Fall mit isotroper Steifigkeit, der in Abschnitt
5 beschrieben wurde. Der Bereich mit schra¨glaufenden und oszillierenden Be-
wegungsformen ist dabei jedoch wesentlich schmaler. Bis R0 = 2.16 laufen die
Inseln stationa¨r geradeaus, fu¨r R0 = 2.2 wurde eine stationa¨r schra¨glaufen-
de Bewegung identifiziert und und zwischen R0 = 2.24 und 2.36 ergaben sich
schra¨glaufend oszillierende Bewegungen. Ab R0 = 2.4 fu¨hrte die Bewegung zum
Zerbrechen der Insel10. In der KMC-Simulation ergab sich ein qualitativ a¨hn-
liches Bild, bei dem sich mit steigender Inselgro¨ße stationa¨res und oszillatori-
schens Verhalten zeigte, gefolgt von einem Bereich, in dem die Inseln zerbrechen.
Ob die Bewegungsrichtung bei der stationa¨ren und oszillatorischen Bewegung
einen Winkel zum Feld aufweist, ließ sich nicht zweifelsfrei feststellen, im letzte-
ren Fall wechselt die Insel von einer Oszillation zur na¨chsten scheinbar zufa¨llig
ihre Richtung, so dass die Schwerpunktsbewegung einer Art Irrpfad folgt. Die
Oszillationen selbst sehen denen des Kontinuumsmodells erstaunlich a¨hnlich. In
Abbildung 6.3 ist eine typische Sequenz aus der KMC-Simulation (links) einer
Abfolge aus dem Kontinuumsmodell (rechts) gegenu¨bergestellt.
Das Bewegungsmuster ist im Wesentlichen dasselbe wie im sechsza¨hligen Fall,
8Der (a/lk)
2-Term regularisiert gewissermaßen den (rein entropischen) T = 0 -Ausdruck
γ˜(θ) =
kBT
a
(1 +m2)3/2
m2 + |m| ,
der bei m = 0 divergiert. Eine andere analytische Form fu¨r die Steifigkeit wurde in [56]
vorgeschlagen.
9In einem ersten Schritt musste zuerst die Lage der
”
interessanten“ Phasen OS und OO
lokalisiert werden, die hier einen sehr schmalen Streifen zwischen SS und BU bilden. Lediglich
fu¨r die beiden Temperaturen T = 500 K und 700 K wurde in einem zweiten Schritt ein
feineres Raster verwendet.
10Die Simulationsdaten in diesem Abschnitt wurden ausschließlich mit dem Finite-
Differenzen-Verfahren gewonnen. Vom sechsza¨hligen Fall her wissen wir, dass mit diesem Al-
gorithmus die Inseln leichter zerbrechen. Insofern la¨sst sich nicht zweifelsfrei sagen, ob u¨ber
R0 = 2.36 hinaus stabile Bewegungen mo¨glich sind.
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Abbildung 6.1: Orientierungsabha¨ngigkeit der Steifigkeit fu¨r den Vergleich
mit den KMC-Simulationen (Formel (6.1)). Die Temperaturen sind T =
500, 600, . . . , 1000 K. Die Anisotropie ist fu¨r niedrige Temperaturen ausge-
pra¨gter. Das Maximum wurde jeweils auf Eins normiert.
wobei sich die Formen wegen der vierza¨hligen Symmetrie etwas unterscheiden.
Es entsteht wieder eine statische Einbuchtung, durch die die Insel vertikal in
die La¨nge gezogen wird, bevor die Einbuchtung das hinteren Ende erreicht und
die Form sich wieder zusammenzieht. Rechnet man die Inselgro¨ßen des KMC-
Modells (d.h. in Einheiten der Gitterkonstanten a) auf die Skala lE des Konti-
nuumsfalls um, so ergibt sich fu¨r den in 6.3 links dargestellten Fall ein Radius11
von R0 = 1.56, der etwas niedriger ist als der Wert R0 = 2.35 der rechts abge-
bildeten Kontinuums-Oszillation. Tra¨gt man den Umfang der Insel als Funktion
der Zeit auf (Abbildung 6.4), so zeigt sich auch hier eine sehr a¨hnliche Form
der Oszillation, wobei die KMC-Daten natu¨rlich eine starke Unregelma¨ßigkeit
aufweisen. Rechnet man die Zeit auf die Skala tE des Kontinuumsmodells um,
so zeigt sich, dass sich der im unteren Bild dargestellte Zeitabschnitt um einen
Faktor von ungefa¨hr 2.6 von dem des unteren Bildes unterscheidet. Da zwischen
ra¨umlicher und zeitlicher Skala der Zusammenhang tE ∼ l4E (siehe Gleichungen
2.6) besteht, entspricht das in etwa der oben erwa¨hnten Diskrepanz bei den
Inselgro¨ßen.
11Da die Anzahl N der in der Insel vorhandenen Atome der Fla¨che entspricht, wird der
Radius mit R0 =
p
N/π(a/lE) berechnet.
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Abbildung 6.2: Phasendiagramm fu¨r das Kontinuumsmodell mit Beweglichkeit
(6.2) und Steifigkeit (6.1). Na¨her aufgelo¨st sind nur die Phasen fu¨r die Tem-
peraturen T = 500 K und 700 K. Die Rechtecke kennzeichnen jeweils einen
Wert fu¨r R0, fu¨r den eine Simulation durchgefu¨hrt wurde. Die vertikalen Ra¨nder
dieser Rechtecke liegen immer genau zwischen zweien solcher Werte. Im Fall
T = 500 K wurden auch nach einer genaueren Suche keine Oszillationen ge-
funden, wa¨hrend sich bei T = 700 K ein kleiner oszillatorischer Bereich ergibt.
Wegen der sehr groben Auflo¨sung sind bei den restlichen Temperaturen ent-
weder nur SS (bei T = 600 K), oder entweder SS und OS (T = 800 K und
1000 K) oder SS und OO-Phasen (T = 900 K) zu erkennen.
Wir hatten in Abschnitt 5 angemerkt, dass im sechsza¨hligen Fall keine Oszil-
lationen auftreten, wenn die Kanten in Feldrichtung einem Minimum der Be-
weglichkeit entsprechen. Dies scheint im vierza¨hligen Fall ebenso zu sein, und
zwar fu¨r KMC- und Kontinuumsmodell gleichermaßen12. Es ergeben sich of-
fenbar ausnahmelos stationa¨r in Feldrichtung driftende Inseln, deren Formen in
den beiden Modellen, wie Abbildung 6.5 zeigt, erstaunlich gut u¨bereinstimmen.
Rechnet man den Inselradius auf die Skala lE um, so ergibt sich fu¨r das linke
Bild R0 = 1.106 und fu¨r das rechte R0 = 1.56, was wiederum etwas kleiner ist
als die Radien der dargestellen Kontinuumsformen.
Bei der niedrigeren Temperatur T = 500 K ergeben sich dagegen Abweichungen
zwischen den beiden Modellen. Wie in Abbildung 6.3 im mittleren Bild zu sehen
ist, zeigen die KMC-Simulationen auch hier Oszillationen, wa¨hrend im Konti-
12Dazu wurde das Feld um π/4 gedreht.
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Abbildung 6.3: Zeitliche Abfolge der oszillatorischen Forma¨nderung in den KMC-
Simulationen (linkes und mittleres Bild) und im Kontinuumsmodell (rechts). Die
Konfigurationen wurden jeweils vertikal zueinander versetzt. Die Parameter sind
T = 700 K, Ebias = 2× 10−3 eV , bei einer Inselgro¨ße von N = 1000 Atomen
(links), T = 500 K, Ebias = 2× 10−3 eV , N = 4000 (Mitte) und T = 700 K,
R0 = 2.35 (rechts).
nuumsfall nur stationa¨re Formen beobachtet wurden. Die Inselform ist in allen
Phasen der Oszillationsbewegung gegenu¨ber den Formen bei T = 700 K lang-
gestreckt. Diese Dehnung in Feldrichtung ist auch bei den kleineren stationa¨ren
Inseln vorhanden. Im Kontinuumsfall ist dieses Pha¨nomen nicht zu finden, hier
weicht das Aspektverha¨ltnis nicht wesentlich von Eins ab.
Im Kontinuumsmodell geht die Gro¨ße der Inseln nur u¨ber den dimensionslo-
sen Radius R0 ein, so dass verschiedene Inselgro¨ßen R0 und Feldsta¨rken F zu
demselben dynamischen Verhalten fu¨hren, sofern das Produkt F ×R20 konstant
bleibt. Die Fla¨che πR20 der Insel ist proportional zur Anzahl N der darin enthal-
tenen Atome, so dass sich dies in N ×Ebias = const. u¨bersetzt. Die Bewegung
sollte also von Ebias auf dieselbe Weise abha¨ngen wie von N . Wa¨hrend sich bei
T = 700 K tatsa¨chlich fu¨r N × Ebias = const. qualitativ dieselbe Bewegung
findet, ist diese Eigenschaft bei T = 500 K nicht mehr gegeben. Das Aspekt-
verha¨ltnis sa¨ttigt in Abha¨ngigkeit von N bis zum Einsetzen der Oszillationen,
wa¨hrend es in Abha¨ngigkeit von Ebias monoton anwa¨chst. Bei einer Inselgro¨ße
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Abbildung 6.4: Oszillationen des Umfangs in der KMC-Simulation (obere Abbil-
dung) und im Kontinuumsmodell (unten). Die Parameter sind die der rechten
und linken Bewegung in Abbildung 6.3.
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Abbildung 6.5: Stationa¨re Formen fu¨r T = 700 K mit Feldrichtung entlang
der Diagonalen des Gitters (d.h. der Winkel zwischen Feld und Horizontalen
betra¨gt π/4). Die durchgezogenen dunklen Linien kennzeichnen die (zeitlich
gemittelten) Inselformen im KMC-Modell mit den Parametern N = 2000 und
Ebias = 5× 10−4 eV (links) bzw. Ebias = 10−3 eV (rechts). Die gepunkteten,
helleren Linien sind die Ergebnisse des Kontinuumsmodells mit R0 = 1.9 (links)
und 2.9 (rechts).
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von N = 1000 wurden selbst fu¨r starke Felder ∼ 10−2 eV keine Oszillationen
beobachtet. Diese Verletzung des Skalenverhaltens zeigt ebenfalls an, dass die
Kontinuumstheorie nicht mehr gu¨ltig ist.
Die Ursache fu¨r diese Abweichungen bei tieferen Temperaturen sind noch un-
klar. Insgesamt zeigt sich aber, dass die wesentlichen Merkmale des Kontinu-
umsmodells auch in den KMC-Simulationen vorhanden sind. Insbesondere die
Oszillationen stellen sich in dieser Hinsicht als robustes Pha¨nomen heraus. Zu-
dem zeigt sich hier fu¨r das Kontinuumsmodell, dass auch im vierza¨hligen Fall
mit Anisotropie der Beweglichkeit und der Steifigkeit das Verhalten im Wesent-
lichen dasselbe ist wie im sechsza¨hligen Fall mit isotroper Steifigkeit.
Abschließend erwa¨hnen wir noch, dass ein a¨hnliches KMC-Modell von Mehl et
al. fu¨r die Elektromigration von Inseln eingesetzt [37] wurde. Dort wurden je-
doch etwas niedrigere Temperaturen und kleinere Inseln untersucht. Die hier
beschriebenen Pha¨nomene wurden dort nicht beobachtet.
Teil II
Das nichtlokale Modell
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Kapitel 7
Die dynamischen Gleichungen
Wir kommen nun im zweiten Teil unserer Arbeit auf das kinetische Regime
zu sprechen, in dem die Adatom-Diffusion auf der Terrasse der dominante
Transport-Mechanismus ist. Der entsprechende mathematische Rahmen wurde
auch hier in der Arbeit von O. Pierre-Louis und T.L. Einstein [44] aufgestellt.
Wir werden zuna¨chst den Satz der dynamischen Gleichungen in voller Allge-
meinheit herleiten, uns aber im Rahmen dieser Arbeit auf einen Spezialfall, das
sogenannte innere Modell konzentrieren.
Da wir von nun an Massenaustausch zwischen Inselkante und Terrasse zulassen,
entha¨lt das Modell zwei Gro¨ßen, die das dynamische Verhalten bestimmen. Zum
einen, wie im lokalen Fall, die Inselkante selbst, zum anderen die Konzentration
von Adatomen auf der Terrasse. Letztere stellen wir durch eine kontinuierliche
Funktion c(x, y, t) von zwei ra¨umlichen Variablen dar, deren Bewegungsglei-
chung aus der Kontinuita¨tsgleichung fu¨r einen Massenstrom folgt
∂tc+∇j = 0 (7.1)
j = −D∇c+ D
ξ
c ex. (7.2)
Der Strom beinhaltet also zwei Beitra¨ge. Der erste der beiden Terme auf der
rechten Seite von (7.2) entspricht dem diffusiven Teil, d.h. dem Massentrans-
port infolge der thermischen Bewegung der Adatome, der zum Gradienten der
Konzentration proportional ist. Der zweite Term entspricht einer konstanten
Drift, bei der die Adatome durch die Elektromigrationskraft in Feldrichtung
verschoben werden1. Die Diffusionskonstante D, die beide Terme multipliziert,
u¨bernimmt hier die Rolle, die die Beweglichkeit σ im lokalen Modell gespielt
hat2. Die Konstante ξ hat die Dimension einer La¨nge und ha¨ngt mit der Sta¨rke
F des elektrischen Feldes u¨ber
1Wir nehmen also wieder ein konstantes Feld in x-Richtung an.
2Im Gegensatz zum lokalen Modell werden wir uns hier allerdings auf isotrope Diffusion
(und Steifigkeit) beschra¨nken.
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ξ =
kBT
F
zusammen3. Dabei bezeichnet T die Temperatur und kB die Boltzmann-Konstante.
Wir behandeln nun gleichzeitig den Fall einer Insel und den Fall einer Leerstel-
leninsel. Dazu mu¨ssen wir zwei voneinander getrennte Konzentrationen beru¨ck-
sichtigen, die Konzentration auf der Insel, bzw. im Innern der Leerstelleninsel,
und die Konzentration im Außenraum. Die Kopplung zwischen Konzentration
und Inselrand ist in Form einer Randbedingung gegeben. Wir versehen von nun
an die Gro¨ßen auf der unteren Terrasse mit dem Index + und die auf der oberen
Terrasse entsprechend mit −4. Des Weiteren vereinbaren wir, dass der Norma-
lenvektor n in Richtung der unteren Terrasse zeigen soll5. Die beiden Stro¨me6
j± zur Stufe hin sind damit
j± = ∓(j±
∣∣∣
∂Ω
· n− c±
∣∣∣
∂Ω
vn),
mit der Normalengeschwindigkeit vn. Den Bereich in der Ebene, der von der Insel
eingenommen wird, bezeichnen wir von nun an mit Ω und den Inselrand mit ∂Ω.
Der erste Term ist der durch Diffusion und Feld erzeugte Strom, wa¨hrend der
zweite Term die Tatsache beru¨cksichtigt, dass eine Stufe, die u¨ber das Substrat
wandert, wa¨hrend dieser Bewegung Adatome
”
aufsammelt“. Die Randbedin-
gung besteht nun in der Forderung, dass diese Stro¨me proportional zur Abwei-
chung der Konzentration an der Stufe von der Gleichgewichtskonzentration sind
[31]
j± = k±(c±
∣∣∣
∂Ω
− ceq). (7.3)
Dabei bezeichnen k+ und k− die Anlagerungsraten an die Kante von der unte-
ren, bzw. oberen Terrasse aus. Aus diesen Raten und der Diffusionskonstanten
D lassen sich die beiden kinetischen La¨ngen
d± = D/k±
3D.h. ξ ist die charakteristische La¨ngenskala, die sich aus der Feldsta¨rke und der thermischen
Energie kBT bilden la¨ßt. Typische experimentelle Werte sind ξ = 10
8×a (wobei a die atomare
Gitterkonstante bezeichnet) fu¨r Silizium und etwa ξ = 105 × a fu¨r Metalle [44].
4Der Index + bezeichnet also im Falle einer Insel das A¨ußere und fu¨r eine Leerstelleninsel
das Innere.
5Fu¨r eine Insel stimmt diese Konvention also mit der des lokalen Modells u¨berein, wo der
Normalenvektor nach außen zeigt.
6Dabei handelt es sich um skalare Gro¨ßen. Die Richtung der zugeho¨rigen Vektoren ist die
des Normalenvektors.
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bilden, deren Gro¨ße die Geschwindigkeit widerspiegelt, mit denen die Anlage-
rungsprozesse im Vergleich zu der Bewegung der Atome auf der Terrasse ablau-
fen.
Die Gleichgewichtskonzentration ist durch die Gibbs-Thomson Beziehung
ceq = c
0
eq exp(Γκ) (7.4)
gegeben. Die darin enthaltene Kapillarita¨tsla¨nge Γ ha¨ngt mit der Steifigkeit γ˜
u¨ber
Γ =
a2γ˜
kBT
zusammen. Mit κ bezeichnen wir wieder die Kru¨mmung des Inselrandes7. Wir
werden im Folgenden auch die linearisierte Form
ceq = c
0
eq(1 + Γκ) (7.5)
benutzen. Vorraussetzung fu¨r ihre Gu¨ltigkeit ist, dass die Kapillarita¨tsla¨nge klein
gegenu¨ber dem Kru¨mmungsradius 1/κ ist. Schließlich folgt die Bewegungsglei-
chung fu¨r den Inselrand wie im lokalen Fall aus der Massenerhaltung
vn = a
2(j+ + j−). (7.6)
Wir werden nun diese allgemeinen Gleichungen schrittweise einschra¨nken, bis
wir bei dem System angelangt sind, das den Gegenstand unserer Untersu-
chung bilden wird. Zuna¨chst nehmen wir an, dass es sich bei der Insel um eine
Leerstellen-Insel handelt, deren Stufenkante eine unendlich hohe Stufenrandbar-
riere (Ehrlich-Schwoebel-Barriere) aufweist8, d.h. die Anlagerung von der oberen
Terrasse ist damit unterbunden (k− = 0, d− =∞) und das Konzentrationsfeld
im Außenraum hat keinerlei Einfluß mehr auf die Inselbewegung. Alle Gleichun-
gen beziehen sich daher im Folgenden ausschließlich auf die Konzentration im
Inneren, so dass wir den Index wieder weglassen ko¨nnen. Die Randbedingung ist
also
−(j
∣∣∣
∂Ω
· n− c
∣∣∣
∂Ω
vn) = k(c
∣∣∣
∂Ω
− ceq) (7.7)
7Im Falle einer konvexen Insel legen wir die Kru¨mmung wie im lokalen Fall als positiv fest.
Fu¨r eine konvexe Leerstelleninsel ergibt sich damit eine negative Kru¨mmung.
8Diese Barriere kommt dadurch zustande, dass ein Atom beim Sprung von der oberen zur
unteren Terrasse zwischenzeitlich eine nur schwach gebundene Position einnehmen muss. Fu¨r
eine ausfu¨hrlichere Darstellung dieses Effekts und seine Bedeutung fu¨r die Strukturbildung auf
Oberfla¨chen, siehe [39] S. 138 ff..
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und die Normalengeschwindigkeit des Inselrandes ist
vn = −a2(j
∣∣∣
∂Ω
· n− c
∣∣∣
∂Ω
vn). (7.8)
Die Gleichungen (7.1), (7.2),(7.4), (7.7) und (7.8) definieren das sogenann-
te
”
innere Modell“ [44], d.h. die Dynamik einer Leerstelleninsel, die nur mit
der Adatomkonzentration im Innern wechselwirkt9. Fu¨r den Grenzfall der reinen
Terrassen-Diffusion, wo die Diffusion auf der Terrasse der langsamste und da-
mit bestimmende Prozess ist, wird die Anlagerung von unten instantan (k+ →
∞, d+ → 0) und Gleichung (7.7) reduziert sich auf die sogenannte thermody-
namische Randbedingung
c
∣∣∣
∂Ω
= ceq = c
0
eq exp(Γκ) ≃ c0eq(1 + Γκ). (7.9)
Setzt man eine kreisrunde Inselform κ ≡ const = −1/R0 an10, so ergibt sich
aus (7.4) fu¨r die Konzentration der konstante Wert
ceq = c
0
eq exp
(
− Γ
R0
)
(7.10)
am Inselrand. Setzt man die Konzentration im Inneren ebenfalls konstant c ≡
ceq, so ergibt sich aus (7.2)
j = ceq
D
ξ
ex,
was offensichtlich (7.1) erfu¨llt. Bei einer konstanten Konzentration spielt also
die Diffusion keine Rolle und das Feld erzeugt einen Strom konstanter Sta¨rke
und Richtung. Mit dem Skalarprodukt11 ex · n = − cos θ ergibt sich aus (7.8)
die Normalengeschwindigkeit
vn = −a2(−ceqD
ξ
cos θ − ceqvn)
⇒ vn = D
ξ
a2ceq
1− a2ceq cos θ
9A¨quivalent dazu ist der quasi
”
inverse“ Fall einer Insel mit Leerstellen-Diffusion im Inneren.
10Das negative Vorzeichen kommt daher, dass es sich um eine Leerstelleninsel handelt.
11Der Winkel θ ist hier der Winkel zur Feldrichtung. Die Festlegung ist also eine etwas andere
als im lokalen Modell.
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Das ist wieder die Gleichung einer stationa¨ren Bewegung in horizontaler Rich-
tung12, die Driftgeschwindigkeit la¨sst sich sofort ablesen und hat den Wert
V = −D
ξ
a2ceq
1− a2ceq ex (7.11)
Wir erhalten also wieder eine kreisfo¨rmige Insel, die stationa¨r in negative x-
Richtung driftet13
In [44] wurde fu¨r diese Lo¨sung eine lineare Stabilita¨tsanalyse durchgefu¨hrt, deren
Ergebnis war, dass die Insel fu¨r R0/ξ > 0.1 instabil sein sollte. Um diese Instabi-
lita¨t genauer zu untersuchen, wurde eine Monte-Carlo-Simulation durchgefu¨hrt,
bei der fu¨r R0/ξ = 10/6 > 0.1 eine leichte Destabilisierung der Ru¨ckseite be-
obachtet wurde, wa¨hrend die Insel als Ganzes stabil blieb. Die Vermutung der
Autoren war, dass es sich dabei um die berechnete lineare Instabilita¨t handelt.
Wir werden nun im na¨chsten Abschnitt ebenfalls eine Stabilita¨tsanalyse durch-
fu¨hren und dabei zu dem Schluss kommen, dass das System, im Gegensatz zu
den Ergebnissen in [44] fu¨r beliebige Werte von R0/ξ stabil ist. Anschließend
diskutieren wir die Ergebnisse einer numerischen Simulation, bei der sich eine
nichtlineare Instabilita¨t andeutet, die allerdings erst bei einem wesentlich ho¨he-
ren Wert von R0/ξ einsetzt [23].
12Die Stationarita¨tsbedingung hat eine a¨hnliche Form wie Gleichung (4.4) im lokalen Fall.
Wegen der etwas anderen Definition des Winkels und der nach innen gerichteten Normalen ist
sie hier allerdings vn = −V cos θ.
13Das Feld treibt die Adatome nach rechts, wodurch sich die Leerstelleninsel nach links
bewegt.
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Kapitel 8
Lineare Stabilita¨tsanalyse
8.1 Die Eigenwertgleichung
Die Rechnung in diesem Abschnitt stellt gewissermaßen den Kern unserer U¨ber-
legungen zum inneren Modell dar und bildet die Grundlage fu¨r alle spa¨teren
Abschnitte. Fu¨r alle der folgenden analytischen Betrachtungen werden wir Ge-
brauch von der sogenannten quasistatischen Na¨herung machen. Diese ist an-
wendbar, wenn die Bewegung der Stufenkante langsam gegenu¨ber der Bewe-
gung der Adatome auf der Terrasse ist. In diesem Fall passt sich die Adatom-
Konzentration quasi instantan an die Form der Insel an. Wir ko¨nnen deshalb in
der vorgebenen Inselgeometrie das stationa¨re Konzentrationsprofil durch
∂tc ≡ 0
⇒ ∇j ≡ 0 (8.1)
bestimmen und daru¨ber hinaus den zweiten Term in Gleichung (7.8) vernachla¨ssi-
gen1 und erhalten damit
vn = −a2n · j
∣∣
∂Ω
. (8.2)
In dieser Na¨herung berechnet sich die Driftgeschwindigkeit der kreisfo¨rmigen
Insel zu2
V = −1
ξ
Dceqex. (8.3)
Wir merken noch an, dass in der quasistatischen Na¨herung die Fla¨che A der
Leerstelleninsel erhalten bleibt. Die Zeitableitung von A berechnet sich nach
1Die quasistatische Inselkante
”
sammelt“ keine Adatome auf.
2Der Faktor (1 − a2ceq)−1 stellt also den Korrekturterm gegenu¨ber dieser Na¨herung dar.
Die quasistatische Na¨herung erfordert a2ceq ≪ 1, wodurch der Faktor Eins wird.
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d
dt
A =
∫
∂Ω
vn ds
(8.2)
= −a2
∫
∂Ω
j · n ds = −a2
∫
Ω
∇ · j dA (8.1)= 0,
wobei wir im vorletzten Schritt den (ebenen) Gaußschen Integralsatz verwen-
det haben. Die Fla¨chenerhaltung bedeutet, dass eine Art Fließgleichgewicht im
Materialaustausch zwischen Konzentration und Inselrand besteht, bei dem ins-
gesamt genauso viel Masse in den Inselrand hineinstro¨mt wie umgekehrt abge-
geben wird. In diesem Sinne vermittelt das Konzentrationsfeld den Massentrans-
port von einem Teil des Inselrandes zu einem anderen, ohne dabei im Ganzen
Masse aufzunehmen oder zu verlieren.
Um nun die lineare Stabilita¨t dieser Lo¨sung zu untersuchen, setzen wir eine
infinitesimale Sto¨rung der Inselform und der Konzentration an
c(r, θ, t) = c˜eq + εc1(r, θ, t)
R(θ, t) = R0 + ερ(θ, t).
Wir werden diese gesto¨rten Lo¨sungen in die Gleichungen einsetzen und nur
Terme beru¨cksichtigen, die ho¨chstens linear in ε sind. Damit erhalten wir li-
neare Gleichungen, denen wir das zeitliche Verhalten der Sto¨rung entnehmen
ko¨nnen. Zuerst wollen wir uns jedoch einen U¨berblick verschaffen, indem wir
das Schema der folgenden Rechnung entwerfen. Wir suchen eine gemeinsame
Lo¨sung der Gleichungen (8.1),(7.9) und (8.2). Wa¨hrend (7.9) und (8.2) sowohl
den Inselrand R(θ, t) also auch die Konzentration c(r, θ, t) enthalten, ist (8.1)
eine Gleichung fu¨r die Konzentration allein. Es ist also sinnvoll, zuerst nach
der allgemeinen Lo¨sung dieser Gleichung zu fragen und den Ansatz fu¨r c1 ent-
sprechend zu wa¨hlen. Es bleiben dann die Gleichungen (7.9) und (8.2) fu¨r die
beiden Gro¨ßen R und c, aus denen wir dann durch Elimination einer der zwei
Unbekannten eine Gleichung fu¨r den Inselrand oder die Konzentration gewinnen
ko¨nnen. Bei allen diesen linearen Beziehungen handelt es sich um Differential-
gleichungen. Mit einem geeigneten Reihenansatz fu¨r c1 und ρ lassen sich diese in
lineare Gleichungssysteme zwischen den Koeffizienten dieser Reihen u¨bersetzen.
Fassen wir die Koeffizienten ρn von ρ(θ, t) zu einem Spaltenvektor ρ zusammen
und die Koeffizienten von c1 entsprechend zu einem Vektor c, so ko¨nnen wir die
linearisierte Form von (8.2) symbolisch als Matrixgleichung ∂tρ =M1c schrei-
ben und die (7.9) entsprechende Gleichung als c = M2ρ. Aus diesen beiden
Gleichungen folgt dann direkt ∂tρ = (M1 ·M2)ρ und die Zeitentwicklung von
ρ ist dann einfach ρ(t) = exp(tM1 ·M2) · ρ(0).
In [44] wurde dagegen eine andere Richtung eingeschlagen. Zuerst wurde die
Konzentration in eine Fourierreihe bezu¨glich θ entwickelt, deren Koeffizienten
wiederum Potenzreihen in r sind
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c1(r, θ, t) =
∑
n
(∑
m
anmr
m
)
einθ.
Der Konzentration c1 entspricht also damit ein Gebilde aus zwei Indizes. Im Prin-
zip lassen sich, a¨hnlich wie eben skizziert, mit den Gleichungen (7.1),(7.2),(7.9)
und (8.2) Beziehungen fu¨r die Koeffizienten anm und ρn herleiten, aus denen
sich die ρn eliminieren lassen
3. Leider war es uns jedoch nicht mo¨glich, den
Weg, der auf die in [44] angegebene Eigenwertgleichung fu¨r das Stabilita¨tspro-
blem fu¨hrt, zu rekonstruieren.
Nach dieser Vorrede nun zur eigentlichen Rechnung: Obwohl die einzelnen Schrit-
te nicht weiter kompliziert sind, werden wir die Rechnung der U¨bersichtlichkeit
halber in Abschnitte unterteilen.
Die allgemeine Form des Konzentrationsprofils
In der quasistatischen Na¨herung reduziert sich die Bewegungsgleichung fu¨r die
Adatomkonzentration auf
∇2c− 1
ξ
∂xc = 0. (8.4)
Das Problem, auf das wir hier zuna¨chst stoßen, ist das folgende: Wa¨hrend
der Laplace-Operator in Polarkoordinaten in Radial- und Winkelanteil separiert,
bricht die Ableitung nach x die Rotationssymmetrie und die Gleichung als Gan-
zes kann nicht separiert werden. Wir bilden die Gleichung deshalb zuna¨chst mit
dem Ansatz4
c(x, y) = exp(
x
2ξ
)f(
x
2ξ
,
y
2ξ
) (8.5)
auf die Helmholtz-Gleichung
∇2f = f
ab. Unter Verwendung von (A-14) wird die Gleichung in Polarkoordinaten zu
1
r
∂r(r∂rf) +
1
r2
, ∂2θf = f,
3Die Rechnung in [44] unterscheidet sich von der unseren, neben dem Ansatz fu¨r das
Diffusionsfeld, auch darin, dass auf die quasistatische Na¨herung verzichtet wurde.
4Die Faktoren 1
2ξ
im Argument reskalieren lediglich die Gleichung und bringen so den Faktor
1
ξ
zum Verschwinden.
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was mit dem Ansatz f(r, θ) = F (r)Φ(θ) in die beiden Gleichungen
∂2θΦ+ λΦ0
r2∂2rF + r∂rF − (λ+ r2)F = 0 (8.6)
zerfa¨llt. Der Winkelanteil Φ muss eine 2π-periodische Funktion von θ sein, so
dass der Separationsparameter λ notwendigerweise gleich n2 mit einem ganz-
zahligen n sein muss. Die Lo¨sung ist demnach Φn(θ) = e
inθ.
Mit der Substitution u = ir (i =
√−1) wird aus (8.6) die Besselsche Differen-
tialgleichung
d2F
du2
+
1
u
dF
du
+ (1− n
2
u2
)F = 0.
Die Lo¨sungen sind die Bessel-Funktionen Jn, so dass die Lo¨sung von (8.6) die
sogenannten modifizierten Bessel-Funktionen5 ([19], S. 901) mit
In(z) = (i)
−nJn(iz)
sind. Die allgemeine Lo¨sung von (8.4) ist damit
c1(r, θ) = exp(
r
2ξ
cos θ)
∞∑
n=−∞
cnIn(
r
2ξ
)einθ. (8.7)
Da die modifizierten Besselfuntionen laut (A-20) symmetrisch bezu¨glich des
Index sind , ist c1(r, θ) genau dann eine reelle Funktion, wenn die Koeffizienten
der Relation
c−n = c∗n
erfu¨llen.
Die linearisierte Form der Beziehung (8.2)
Der Exponentialfaktor in (8.7) wird von nun an in jeder Gleichung auftauchen,
die die Konzentration entha¨lt. Da er sich beim Ableiten reproduziert, wird er
insbesondere auch den Strom multiplizieren, der ja nach (7.2) durch eine Diffe-
rentialoperation aus der Konzentration gewonnen wird.
Die Sto¨rung εc1 des Konzentrationsprofils fu¨hrt zu einer Sto¨rung εJ1 mit
5Genauer gesagt handelt es sich hier um modifizierte Bessel-Funktionen der ersten Art. Die
Funktionen zweiter Art Kn (auch MacDonald-Funktionen oder Basset-Funktionen genannt)
sind ebenfalls Lo¨sungen, scheiden hier jedoch aus, weil sie im Nullpunkt singula¨r werden.
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J1 = −D∇c1 + D
ξ
c1 ex
= −D∇
(
exp(
x
2ξ
)f(
x
2ξ
,
y
2ξ
)
)
+
D
ξ
exp(
x
2ξ
)f(
x
2ξ
,
y
2ξ
)ex
= −D exp( x
2ξ
)
(
∇f( x
2ξ
,
y
2ξ
) +
1
2ξ
f(
x
2ξ
,
y
2ξ
)ex
)
+
D
ξ
exp(
x
2ξ
)f(
x
2ξ
,
y
2ξ
)ex
= D exp(
x
2ξ
)
(
−∇f( x
2ξ
,
y
2ξ
) +
1
2ξ
f(
x
2ξ
,
y
2ξ
)ex
)
= D exp(
r cos θ
2ξ
)
(
− (∂f
∂r
er +
1
r
∂f
∂θ
eθ) +
1
2ξ
f(cos θer − sin θeθ)
)
,
woraus sich mit der Formel (A-17) die gesto¨rte Normalengeschwindigkeit ergibt6
vn = −a2n · J
= −a2( ε
R0
∂ρ
∂θ
eθ − er)
(D
ξ
c˜eq(cos θer − sin θeθ)
+ εD exp(
R0 cos θ
2ξ
)
(
− (∂f
∂r
er +
1
r
∂f
∂θ
eθ) +
1
2ξ
f(cos θer − sin θeθ)
)
=
a2D
ξ
c˜eq cos θ + εa
2D
( c˜eq
R0ξ
sin θ
∂ρ
∂θ
+ exp(
R0 cos θ
2ξ
)(
1
2ξ
f cos θ − ∂f
∂r
)
)
.
Damit erhalten wir fu¨r die Zeitentwicklung von ρ
∂tρ = a
2D exp
(
R0 cos θ
2ξ
)(
∂f
∂r
− 1
2ξ
f cos θ
)
. (8.8)
Alternativ ko¨nnen wir sie natu¨rlich auch durch c1 ausdru¨cken als
7
∂tρ = a
2D
(
∂rc1 − 1
ξ
c1 cos θ
)
. (8.9)
Die Beziehung zwischen der Konzentration und der geometrischen Form
des Inselrandes
Die Randbedingung (7.9) ergibt unter Benutzung von (A-18) und Entwicklung
der Exponentialfunktion
6Im Folgenden werden die Funktion f und ihre Ableitungen immer jeweils an der Stel-
le r = R0 ausgewertet. Um allzu u¨berfrachtete Formeln zu vermeiden, werden wir statt
f(R0, θ),
∂f
∂r
(R0, θ) usw, lediglich f ,
∂f
∂r
. . . schreiben.
7Es sei darauf hingewiesen, dass sich die Terme in (8.8) und (8.9) nicht jeweils entsprechen.
Das heißt, der Term ∂rf u¨bersetzt sich nicht einfach in ∂rc1. Da c1 = exp(. . .)f nach der
Produktregel abgeleitet wird, tra¨gt ∂rc1 zu beiden Termen in (8.8) bei. Dadurch ergeben sich
die unterschiedlichen Vorfaktoren 1
ξ
und 1
2ξ
.
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c˜eq + εc1(R0 + ερ(θ), θ) = c
0
eq exp
(
Γ
(
− 1
R0
+ ε
ρ+ ∂
2ρ
∂θ2
R20
))
=c0eq exp
(
− Γ
R0
)(
1 + ε
Γ
R20
(
ρ+
∂2ρ
∂θ2
))
⇒ c1(R0, θ) =c˜eq Γ
R20
(
ρ+
∂2ρ
∂θ2
)
. (8.10)
Diese Beziehung zwischen c1 und ρ kann nun dazu verwendet werden, in (8.8)
die Konzentration (d.h. die Funktion f) durch ρ auszudru¨cken und dadurch
eine geschlossene Gleichung fu¨r die Sto¨rung des Inselrandes zu gewinnen. Hier
stoßen wir allerdings auf einen wichtigen Punkt. Mit der Beziehung (8.10) la¨sst
sich bei vorgegebener Sto¨rung ρ(θ) die Konzentration am Inselrand berechnen.
Die Zeitentwicklung des Randes (8.8) entha¨lt aber neben der Konzentration
auch deren (Normalen-) Ableitung am Rand. Die Beziehung zwischen Funkti-
onswert und Ableitung ist natu¨rlich implizit in (8.4) enthalten, aber sie ist nicht
durch eine Differentialgleichung von der Form ∂rc1 = Dθc1 ausdru¨ckbar (Dθ
bezeichnet hier einen Differentialoperator nach θ)8. Das fu¨hrt aber dazu, dass
Gleichung (8.8) (nachdem c1, bzw. f durch ρ ausgedru¨ckt wurde) ebenfalls
keine Differentialgleichung mehr ist. Nun ist dies nicht weiter verwunderlich,
denn eine Differentialgleichung wu¨rde bedeuten, dass die Zeitentwicklung des
Randes vollsta¨ndig lokal ist, d.h. dass die Bewegung eines Punktes lediglich
von der lokalen Geometrie um diesen Punkt herum bestimmt wird. Aber da der
Massenstrom durch das Konzentrationsfeld vermittelt wird und dieses von der
gesamten Inselform abha¨ngt ist, ist die Dynamik des Gebildes aus Rand und
Adatomkonzentration eben gerade nichtlokal. Diese Tatsache wird uns aller-
dings nicht weiter behindern, wenn wir die Reihendarstellung (8.7) verwenden
und einen a¨hnlichen geeigneten Ansatz fu¨r ρ(θ) machen. Damit zerlegen wir
Konzentration und Rand in Moden und alle Gleichungen werden damit zu Be-
ziehungen zwischen den Amplituden dieser Moden, ohne dass wir uns darum
ku¨mmern mu¨ssten, ob sie Differentialgleichungen entsprechen oder nicht.
Um die spezielle Struktur von (8.7) und insbesondere den Exponentialfaktor zu
beru¨cksichtigen, wa¨hlen wir als Ansatz fu¨r die Sto¨rung des Inselrandes
ρ = exp
(R0
2ξ
cos θ
) ∞∑
n=−∞
ρn exp(inθ). (8.11)
Da sich diese Wahl im Weiteren als folgenschwer erweisen wird, werfen wir zuerst
einen Blick auf die Vorteile, die sich aus ihr ergeben. Setzt man einen beliebigen
8Vielmehr entspricht die Beziehung einem Faltungs-Operator. Siehe dazu Fußnote 11 in
diesem Abschnitt.
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Reihenansatz fu¨r ρ in Gleichung (8.10) ein, so ergibt sich durch Koeffizienten-
vergleich eine Beziehung zwischen den Koeffizienten der Reihen fu¨r ρ und c1.
Dieser Koeffizientenvergleich erfordert aber zuna¨chst, dass die beiden Reihen
dieselben Funktionen enthalten. Wu¨rde man also z.B. fu¨r ρ(θ) eine Fourierreihe
ansetzen, so mu¨sste auch zuerst (8.7) in die Form einer solchen Reihe gebracht
werden. So erhalten wir unter Verwendung von (A-28)
c1(R0, θ) =
∞∑
m=−∞
Im
(
R0
2ξ
)
eimθ
∞∑
n=−∞
cnIn
(
R0
2ξ
)
einθ
=
∞∑
n=−∞
( ∞∑
m=−∞
cmIm
(
R0
2ξ
)
In−m
(
R0
2ξ
))
einθ.
Die Amplitude jeder Fouriermode entha¨lt damit alle Koeffizienten cn aus (8.7).
Der Koeffizientenvergleich mittels (8.10) wird also dementsprechend ebenfalls
eine Beziehung ergeben, die unendlich viele Koeffizienten beinhaltet. Obwohl
dieser Weg durchaus gangbar ist, wird sich der Ansatz (8.11) als wesentlich
bequemer erweisen und am Ende auch etwas kompaktere Formeln erzeugen.
Aus (8.11) erhalten wir zuna¨chst die erste und zweite Ableitung von ρ als
∂ρ
∂θ
=exp
(R0
2ξ
cos θ
)∑(
in− R0
2ξ
sin θ
)
ρn exp(inθ)
∂2ρ
∂θ2
=exp
(R0
2ξ
cos θ
)∑(
in(in− R0
2ξ
sin θ)− R0
2ξ
cos θ
− R0
2ξ
sin θ(in− R0
2ξ
sin θ)
)
ρn exp(inθ)
sin2(θ)= 1
2
(1−cos(2θ))
= exp
(R0
2ξ
cos θ
)∑(R20
8ξ2
(
1− cos(2θ)
)
− 2inR0
2ξ
sin θ
− R0
2ξ
cos θ − n2
)
ρn exp(inθ).
Einsetzen in (8.10) liefert9
9Wir verwenden dazu die Formeln
X
an sin θ exp(inθ) =
X an−1 − an+1
2i
exp(inθ)
X
an cos θ exp(inθ) =
X an−1 + an+1
2
exp(inθ)
(8.12)
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∞∑
n=−∞
cnIn(
R0
2ξ
) exp(inθ) =
c˜eqΓ
R20
∑(
1 +
R20
8ξ2
− R
2
0
8ξ2
cos(2θ)− 2inR0
2ξ
sin θ
− R0
2ξ
cos θ − n2
)
ρn exp(inθ)
=
c˜eqΓ
R20
∑(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)− R0
2ξ
(
(n − 1)ρn−1 − (n+ 1)ρn+1
)
− R0
4ξ
(ρn+1 + ρn−1)
)
exp(inθ)
und der Koeffizientenvergleich ergibt
cnIn(
R0
2ξ
) =
c˜eqΓ
R20
(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)
− R0
2ξ
(
(n− 1)ρn−1 − (n+ 1)ρn+1
)
− R0
4ξ
(ρn+1 + ρn−1)
)
=
c˜eqΓ
R20
(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)− R0
4ξ
(
(2n− 1)ρn−1 − (2n + 1)ρn+1
))
(8.13)
Diese Gleichung (bzw. dieses Gleichungssystem) stellt nun die beno¨tigte Bezie-
hung zwischen Konzentration und Inselrand her. Als Matrixgleichung geschrie-
ben entha¨lt sie eine Bandmatrix10 und diese Bandstruktur wird sich auf alle
daraus folgenden Gleichungen vererben. Dies ist der speziellen Wahl (8.11) zu
verdanken. Wie oben erla¨utert wu¨rde eine, z.B. der Ansatz einer Fourierreihe
fu¨r ρ, zu einer vollbesetzten Matrix fu¨hren.
Die linearisierte Bewegungsgleichung
Mittels (8.13) la¨sst sich nun die Konzentration c1 (bzw. f) durch die ρn aus-
dru¨cken und damit auch die fu¨r (8.8) beno¨tigte Ableitung ∂rf . Fu¨r diese be-
nutzen wir Formel (A-26) und erhalten11
10Der Koeffizient cn ha¨ngt nur von den Koeffizienten ρn−2, ρn−1, . . . , ρn+2 ab.
11Kommen wir hier noch einmal kurz auf den Zusammenhang zwischen f(R0, θ) und
∂f
∂r
(R0, θ) zuru¨ck. Aus den Gleichungen
f(R0, θ) =
X
cnIn(
R0
2ξ
) exp(inθ)
∂f
∂r
(R0, θ) =
X
cn
1
2ξ
“
In+1(
R0
2ξ
) +
2ξn
r
In(
R0
2ξ
)
”
exp(inθ)
ist zu sehen, dass ∂f
∂r
(R0, θ) aus f(R0, θ) gewonnen werden kann, indem man den n-ten
Fourierkoeffizienten mit 1
2ξ
(
In+1
In
+ 2ξn
R0
) multipliziert. Diese Operation entspricht aber einer
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f(r, θ) =
∑
cnIn(
r
2ξ
) exp(inθ)
⇒ f(R0, θ) = c˜eqΓ
R20
∑(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)
− R0
4ξ
(
(2n− 1)ρn−1 − (2n + 1)ρn+1
))
exp(inθ)
∂f
∂r
(r, θ) =
∑
cn
1
2ξ
(
In+1(
r
2ξ
) +
2ξn
r
In(
r
2ξ
)
)
exp(inθ)
⇒ ∂f
∂r
(R0, θ) =
c˜eqΓ
2ξR20
∑(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)
− R0
4ξ
(
(2n− 1)ρn−1 − (2n + 1)ρn+1
))
(
In+1
In
+
2ξn
R0
) exp(inθ).
Einsetzen in (8.8) ergibt
1
a2D
∂t
∑
ρn exp(inθ) =
c˜eqΓ
2ξR20
∑(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)
− R0
4ξ
(
(2n− 1)ρn−1 − (2n + 1)ρn+1
))
(
In+1
In
+
2ξn
R0
) exp(inθ)
− c˜eqΓ
2ξR20
cos θ
∑(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)
− R0
4ξ
(
(2n− 1)ρn−1 − (2n + 1)ρn+1
))
exp(inθ)
=
c˜eqΓ
2ξR20
∑(
(1 +
R20
8ξ2
− n2)ρn − R
2
0
16ξ2
(ρn+2 + ρn−2)
− R0
4ξ
(
(2n− 1)ρn−1 − (2n + 1)ρn+1
))
(
In+1
In
+
2ξn
R0
) exp(inθ)
− c˜eqΓ
4ξR20
∑(
(1 +
R20
8ξ2
)(ρn−1 + ρn+1)−
(
(n − 1)2ρn−1 + (n+ 1)2ρn+1
)
− R
2
0
16ξ2
(ρn+1 + ρn+3 + ρn−3 + ρn−1)
− R0
4ξ
(
(2n− 3)ρn+2 + 2ρn − (2n+ 3)ρn−2
))
exp(inθ)
Faltung. Bei einer Faltung zweier Fourierreihen multiplizieren sich die Koeffizienten nach
(
X
fne
inθ) ∗ (
X
gne
inθ) =
X
fngne
inθ.
Insofern sind ∂f
∂r
(R0, θ) und f(R0, θ) also u¨ber einen Faltungsoperator miteinander verknu¨pft.
f ha¨ngt wiederum u¨ber (8.10) mit ρ zusammen, so dass sich also die rechte Seite von (8.8)
mittels einer Kombination aus Differentiation und Faltungsintegral durch ρ ausdru¨cken la¨sst.
Damit entspricht die linearisierte Zeitentwicklung einem Integro-Differential-Operator.
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so dass sich am Ende durch Koeffizientenvergleich
1
a2c˜eqDΓ
∂tρn = (
1
8ξ2R0
+
1
2ξR20
(1 +
R20
8ξ2
− n2)(In+1
In
+
2ξn
R0
))ρn
+ (− 1
4ξR20
(
(1 +
R20
8ξ2
)− (n+ 1)2 − R
2
0
16ξ2
)
+ (2n + 1)
1
8ξ2R0
(
In+1
In
+
2ξn
R0
))ρn+1
+ (− 1
4ξR20
(
(1 +
R20
8ξ2
)− (n− 1)2 − R
2
0
16ξ2
)
− (2n − 1) 1
8ξ2R0
(
In+1
In
+
2ξn
R0
))ρn−1
+ (− 1
16ξ2R0
(2n + 3) − 1
32ξ3
(
In+1
In
+
2ξn
R0
))ρn+2
+ (+
1
16ξ2R0
(2n − 3) − 1
32ξ3
(
In+1
In
+
2ξn
R0
))ρn−2
+
1
64ξ3
(ρn+3 + ρn−3)
= (
1
2ξR20
(1 +
R20
8ξ2
− n2)(In+1
In
+
2ξn
R0
) +
1
8ξ2R0
)ρn
+ (− 1
64ξ3
+
1
4ξR20
n(n+ 2) + (2n+ 1)
1
8ξ2R0
(
In+1
In
+
2ξn
R0
))ρn+1
+ (− 1
64ξ3
+
1
4ξR20
n(n− 2)− (2n− 1) 1
8ξ2R0
(
In+1
In
+
2ξn
R0
))ρn−1 (8.14)
+ (− 1
16ξ2R0
(2n + 3) − 1
32ξ3
(
In+1
In
+
2ξn
R0
))ρn+2
+ (
1
16ξ2R0
(2n − 3)− 1
32ξ3
(
In+1
In
+
2ξn
R0
))ρn−2
+
1
64ξ3
(ρn+3 + ρn−3)
ergibt. Diese Gleichung stellt nun die linearisierte Zeitentwicklung der Sto¨rung
dar, die der folgenden Stabilita¨tsanalyse zugrunde liegt. Das Gleichungssystem
kann wieder durch eine Matrixgleichung dargestellt werden, wobei die Matrix,
die der rechten Seite von (8.14) entspricht, im Folgenden mit A bezeichnet
wird. Da die Matrixeintra¨ge Aij nur fu¨r |i − j| ≤ 3 von Null verschieden sind,
handelt es sich um eine Bandmatrix, bei der das Band in jeder Zeile sieben
von Null verschiedene Eintra¨ge umfasst. Es sei ausdru¨cklich darauf hingewiesen,
dass beide Indizes die ganzen (also auch die negativen) Zahlen durchlaufen, die
Matrix sich also vertikal und horizontal jeweils
”
in beide Richtungen“ ins Un-
endliche erstreckt. Diese Matrixdarstellung, die durch die Reihenentwicklungen
(8.7) und (8.11) entstanden ist, ist natu¨rlich eine diskrete Fassung eines Ope-
rators Aˆ, der auf die kontinuierliche Funktion ρ(θ) wirkt. Dieser Operator ist
jedoch fu¨r alle praktischen Belange fu¨r uns unbedeutend, da hier die diskreti-
sierte Fassung wesentlich besser handhabbar ist.
Abschließend ko¨nnen wir noch eine Reskalierung durchfu¨hren, die schon durch
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den Ansatz (8.5) nahegelegt wird. Dazu multiplizieren wir (8.14) mit R30 und
fu¨hren die Bezeichnung z fu¨r das Verha¨ltnis R0/ξ ein und erhalten
R30
a2c˜eqDΓ
∂tρn =
(z
2
(
1 +
z2
8
− n2)Cn + z2
8
)
ρn
+
(z
4
n(n+ 2) + (2n + 1)
z2
8
Cn − z
3
64
)
ρn+1
+
(z
4
n(n− 2) + (−2n + 1)z
2
8
Cn − z
3
64
)
ρn−1
−
( z2
16
(2n+ 3) +
z3
32
Cn
)
ρn+2
+
( z2
16
(2n− 3)− z
3
32
Cn
)
ρn−2
+
z3
64
(
ρn+3 + ρn−3
)
,
(8.15)
wobei wir außerdem die Abku¨rzung Cn fu¨r den Term
In+1
In
+ 2nz (=
In+1+In−1
2In
)
benutzen. Damit ist deutlich zu ersehen, dass der einzige relevante Parameter
fu¨r die linearisierte Theorie das Verha¨ltnis z = R0/ξ ist (die Konstanten auf der
linken Seite bestimmen lediglich die Zeitskala). Kleine Werte von z entsprechen
kleinen Inseln, bzw. schwachen Feldern und große Werte entsprechen umgekehrt
großen Inseln, bzw. starken Feldern.
Wir merken abschließend noch an, dass eine Entwicklung bis zur ersten Ordnung
in z (unter Benutzung von (A-27)) das System auf
R30
a2c˜eqDΓ
∂tρn = (1− n2)|n|ρn (8.16)
+
z
4
(n2 + 2n|n|+ 2n+ |n|)ρn+1 (8.17)
+
z
4
(n2 − 2n|n| − 2n+ |n|)ρn−1 (8.18)
reduziert.
8.2 Symmetriebetrachtungen
Um u¨ber die lineare Stabilita¨t unseres Systems zu entscheiden, werden wir das
Gleichungssystem (8.15) dazu verwenden, folgendes Eigenwert-Problem zu for-
mulieren: Um das Verhalten von beliebigen Sto¨rungen ρ(θ, t) zu untersuchen,
genu¨gt es im Allgemeinen, den zeitlichen Verlauf der sogenannten Eigenmoden
zu behandeln. Darunter verstehen wir Sto¨rungen, die exponentiell mit der Zeit
anwachsen oder zerfallen, also die Gleichung
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∂tρ = λ˜ρ
erfu¨llen. Unter Verwendung dieser Beziehung wird (8.15) zu der Eigenwertglei-
chung12 Aˆρ = λρ, bzw. in der Matrix-Schreibweise
Aρ = λρ. (8.19)
Die Frage nach der Stabilita¨t wird dann durch die Betrachtung der Eigenwerte
beantwortet. Existiert ein positiver Eigenwert, so ist die zugeho¨rige Eigenmode
instabil, andernfalls stabil. Da wir jede beliebige Sto¨rung durch U¨berlagerung
von Eigenmoden darstellen ko¨nnen, ist somit das System genau dann stabil,
wenn alle Eigenwerte negativ sind13.
Wir werden das Gleichungssystem numerisch behandeln. Allerdings wollen wir
vorher einige Betrachtungen u¨ber die Symmetrien des Problems anstellen, die
uns im Voraus einige analytische Ergebnisse u¨ber die Eigenmoden liefern werden.
Kommen wir zuerst auf die diskrete Reflektionssymmetrie bezu¨glich der x-Achse
(d.h. der Feldrichtung) zu sprechen. Das Feld ist der einzige Einfluss, der eine
bestimmte Richtung auszeichnet und eine Spiegelung bezu¨glich dieser Richtung
la¨sst die Dynamik unvera¨ndert. Das bedeutet zuna¨chst, dass eine Insel, deren
Form spiegelsymmetrisch zur Feld-Achse ist, diese Symmetrie wa¨hrend ihrer
zeitlichen Entwicklung beibeha¨lt. Fu¨r die linearisierte Bewegung gema¨ß (8.15)
bedeutet es aber noch etwas mehr. Reflektion an der x-Achse bedeutet fu¨r die
Sto¨rung die Transformation
ρ(θ)→ ρ(−θ)
wendet man diese Operation auf die Reihendarstellung (8.11) an, so erkennt
man, dass dies wegen
ρ(θ) = exp
(R0
2ξ
cos θ
) ∞∑
n=−∞
ρn exp(inθ)
⇒ ρ(−θ) = exp
(R0
2ξ
cos θ
) ∞∑
n=−∞
ρn exp(−inθ)
= exp
(R0
2ξ
cos θ
) ∞∑
n=−∞
ρ−n exp(inθ)
12Es ist sinnvoll, die Konstanten, die die linke Seite von (8.15) multiplizieren, in den Ei-
genwert λ aufzunehmen. Der Ausdruck
R30
a2c˜eqDΓ
hat die Dimension einer Zeit, so dass der
Eigenwert λ =
R30
a2c˜eqDΓ
λ˜ dimensionslos ist.
13Es gibt gewisse U¨berlegungen, die die Gu¨ltigkeit dieser Schlussweise etwas einschra¨nken.
Siehe dazu den Abschnitt 9.4.
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gleichbedeutend mit
ρn → ρ−n
ist. Nun ist der Matrix in (8.15) aufgrund der oben beschriebenen Reflektionsin-
varianz eine besondere Symmetrie zu eigen. Es ist unmittelbar ersichtlich, dass
die Koeffizienten z.B. von ρn+1 und ρn−1 durch n→ −n aufeinander abgebildet
werden14, d.h. fu¨r die entsprechenden Matrixelemente gilt An,n+1 = A−n,n−1,
was wiederum nichts anderes als A−n,−(n+1) ist. Analoges gilt fu¨r die restlichen
Matrixelemente, so dass die Matrix die Symmetrie An,m = A−n,−m besitzt15.
Daraus folgt nun, dass zwischen einem Vektor x und seinem Bild y = Ax die
Beziehung
yn =
∑
m
An,mxm
⇒ y−n =
∑
m
A−n,mxm
=
∑
m
A−n,−mx−m
Symmetrie
=
∑
m
An,mx−m
(8.20)
besteht. Fu¨r eine symmetrische Sto¨rung ρn = ρ−n heißt das, dass die Symmetrie
durch die von A erzeugte Zeitentwicklung erhalten bleibt, wie es schon fu¨r die
volle nichtlineare Zeitentwicklung der Fall ist. Daru¨berhinaus zeigt (8.20) aber
auch, dass die Antisymmetrie ρn = −ρ−n einer Sto¨rung erhalten bleibt. Wir ha-
ben also hier eine Situation, die der Parita¨tserhaltung in der Quantenmechanik
a¨hnelt. Dort folgt im Falle eines symmetrischen Potentials, dass die Lo¨sungen
der Schro¨dingergleichung in zwei Klassen zerfallen, von denen eine aus symme-
trischen, die andere aus antisymmetrischen Wellenfunktionen besteht und deren
Zeitentwicklung niemals einen U¨bergang zwischen den beiden Klassen erzeugt.
Damit zerfallen dort, wie auch in unserem Fall, insbesondere die Eigenmoden in
diese zwei Klassen, ein Sachverhalt, von dem wir weiter unten bei der Handha-
bung des Gleichungssystems noch Gebrauch machen werden.
Eine noch wichtigere Symmetrie ist mit der Tatsache verbunden, dass die Dyna-
mik gegenu¨ber der Lage der Insel auf dem Substrat gewissermaßen blind ist. Die
Position z.B. des Schwerpunktes geht an keiner Stelle in die Bewegungsgleichun-
gen ein, wodurch sich die Translationsinvarianz des Systems ergibt. Es ist eine
Invarianz gegenu¨ber Verschiebungen in beliebige Richtungen. Das heißt, Sto¨run-
gen von der Form einer Translation Tx in x-Richtung, bzw. Ty in y-Richtung
14Fu¨r den Term Cn =
In+1+In−1
2In
gilt wegen (A-20) Cn = C−n.
15Das heißt, die Matrixeintra¨ge gehen gewissermaßen durch Punktspiegelung an A0,0 in sich
selbst u¨ber.
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erfu¨llen ∂tTx,y = 0 und liefern uns damit zwei Eigenmoden zum Eigenwert
λ = 0.
Wie sehen nun diese beiden Eigenmoden in der Darstellung (8.11) aus? Zuna¨chst
sind die entprechenden Funktionen ρ(θ) = cos θ fu¨r die horizontale Translation
und ρ(θ) = sin θ fu¨r die vertikale16. Wir erhalten mit
cos θ = exp(z2 cos θ) exp(− z2 cos θ) cos θ
(A−28)
= exp(z2 cos θ) cos θ
∑
n
In(− z2)einθ
(8.12)
= exp(z2 cos θ)
∑
n
1
2
(
In−1(− z2 ) + In+1(− z2 )
)
einθ
die Darstellung
Tx : ρn = 1
2
(
In−1(− z2 ) + In+1(− z2)
) (A−21)
=
(−1)n+1
2
(
In−1(z2 ) + In+1(
z
2 )
)
(8.21)
und mit einer analogen Rechnung
Ty : ρn = 1
2i
(
In−1(− z2 )− In+1(− z2 )
)
=
(−1)n+1
2i
(
In−1(z2 )− In+1(z2 )
)
.
(8.22)
Diese beiden Formeln werden wir bei der numerischen Behandlung des Eigen-
wertproblems dazu verwenden, die Qualita¨t der Ergebnisse zu u¨berpru¨fen, indem
wir die numerisch ermittelten Eigenvektoren zum Eigenwert Null mit den ana-
lytischen Ausdru¨cken (8.21) und (8.22) vergleichen.
Wir sehen also, dass der Nulleigenwert mindestens zweifach entartet sein muss.
Abgesehen davon enha¨lt er jedoch noch eine Subtilita¨t. Zuna¨chst bemerken wir,
dass die Dynamik fu¨r z = 0 eine weitere Symmetrie entha¨lt. Da ja kreisfo¨rmige
Inseln mit einem beliebigen Radius stationa¨re Lo¨sungen sind, kann man durch
Vergro¨ßerung des Radius und gleichzeitiger Erho¨hung der konstanten Adatom-
konzentration von einer Lo¨sung zur na¨chsten gelangen. Ist diese Vergro¨ßerung
infinitesimal, so haben wir also eine Sto¨rung D, fu¨r die ebenfalls ∂tD = 0
gilt. Diese Sto¨rung ist aber fu¨r z > 0 keine Eigenmode mehr. Wir betrachten
hier immer Sto¨rungen einer kreisrunden Insel mit einer bestimmten Driftge-
schwindigkeit. Da die infinitesimale Vergro¨ßerung des Radius (und damit der
Konzentration) eine Geschwindigkeitsa¨nderung nach sich zieht (siehe Gleichung
16Wie man leicht sieht, wird mit diesem Ansatz die rechte Seite von (8.10) zu Null, durch eine
Sto¨rung dieser Art bleibt also die Konzentration ungesto¨rt (c1 ≡ 0). Damit bleibt die Sto¨rung
des Randes aber auch fu¨r den Strom und fu¨r die Normalgeschwindigkeit ohne Wirkung. So
folgt aus (8.9) direkt ∂tρ ≡ 0.
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(8.3)), gilt hier nicht mehr ∂tD = 0. Vielmehr driften die gesto¨rte und die un-
gesto¨rte Form aufgrund der unterschiedlichen Geschwindigkeiten auseinander,
die Sto¨rung wa¨chst in diesem Sinne sogar an! Versuchen wir diesen Sachverhalt
anhand der Gleichungen nachzuvollziehen! Zuna¨chst folgt aus Gleichung (8.10),
dass die Sto¨rung ρ(θ) ≡ 1 (bei der sich also der Radius um ε vergro¨ßert) zu
einer Sto¨rung c1 = c˜eq
Γ
R20
der Konzentration fu¨hrt. Setzt man dies wiederum in
(8.9) ein, so ergibt sich ∂tρ =
a2c˜eqΓD
ξR20
cos θ, und damit ∂tD = a
2c˜eqΓD
ξR20
Tx. Das
System erwidert also gewissermaßen die Dilatation mit einer Translation. Dies
ist genau die infinitesimale Beschleunigung, von der weiter oben die Rede war.
Dieser interessante Umstand hat nun Konsequenzen fu¨r die Beschaffenheit des
Nulleigenwerts. Wir haben die folgenden beiden Gleichungen
AˆD = µTx
AˆTx = 0
mit der Bezeichnung µ :=
a2c˜eqΓD
ξR20
und damit
Aˆ2D = 0.
Diese Gleichung besagt, dass es sich bei der Dilatation um einen verallgemeiner-
ten Eigenvektor handelt. Der Null-Eigenwert ist damit dreifach entartet, wobei
die geometrische Vielfachheit (d.h. die Anzahl an linear unabha¨ngigen Eigen-
vektoren) zwei betra¨gt. Die Matrix la¨sst sich in diesem Fall nicht vollsta¨ndig
diagonalisieren. Beschra¨nken wir uns fu¨r einen Moment auf den Raum, der von
dem System {Tx,D,Ty} aufgespannt wird. Mit diesen drei Moden als Basis
nimmt die Matrix die Jordan-Form
J =

0 µ 00 0 0
0 0 0


an17. Das zugeho¨rige charakteristische Polynom hat natu¨rlich die dreifache Null-
stelle λ = 0, d.h. die algebraische Vielfachheit und damit der Entartungsgrad
des Eigenwertes ist drei, bei nur zwei (echten) Eigenvektoren.
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Um das Gleichungssystem (8.19) numerisch zu behandeln, mu¨ssen wir es ge-
eignet trunkieren. Dazu machen wir uns die oben angefu¨hrte Spiegelsymmetrie
17Genau genommen sind bei der Jordan-Form die Nichtdiagonalelemente gleich Eins, was
sich hier jedoch durch eine triviale Reskalierung von D erreichen la¨sst.
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zunutze. Wir werden die beiden Eigenra¨ume der symmetrischen und antisym-
metrischen Moden von nun an getrennt behandeln. Fu¨r den symmetrischen Teil
haben wir
ρn = ρ−n (8.23)
An,m = A−n,−m (8.24)
so dass wir die Eigenwertgleichung folgendermaßen umformen ko¨nnen
λρn =
∞∑
m=−∞
An,mρm
=
−1∑
m=−∞
An,mρm︸ ︷︷ ︸
P
∞
m=1An,−mρ−m
(8.24)
=
P
∞
m=1 A−n,mρm
+An,0ρ0 +
∞∑
m=1
An,mρm
= An,0ρ0 +
∞∑
m=1
(An,m +A−n,m)ρm.
Im Prinzip durchla¨uft der Index n immer noch alle ganzen Zahlen. Wir ko¨nnen
aber den negativen Teil davon außer Acht lassen, da durch (8.23) der gesamte
Vektor ρ bereits durch den halben Satz der Koeffizienten bestimmt wird. Analog
fu¨hrt dieses Verfahren fu¨r die antisymmetrischen Moden auf1819
λρn =
∞∑
m=1
(An,m −A−n,m)ρm.
Das Gleichungssystem erstreckt sich nun nur noch
”
in eine Richtung“ ins Un-
endliche. Um es zu einem endlichen System zu machen, mu¨ssen wir es noch zu
den großen Indizes hin abschneiden, um damit eine Matrix endlicher Dimensi-
on N zu erhalten. Dies entspricht im Wesentlichen der Vernachla¨ssigung von
sehr kurzwelligen Sto¨rungen, a¨hnlich dem Trunkieren von Fourierreihen. Wie
wir im Abschnitt (9.3) sehen werden, ist diese Na¨herung fu¨r die ersten Eigen-
moden durchaus gerechtfertigt. Will man zu ho¨heren Eigenmoden u¨bergehen,
muss entsprechend der cutoff N zu gro¨ßeren Werten hin verschoben werden. Im
Prinzip ist diese Na¨herung jedoch problemlos und gut kontrollierbar.
Nach dieser Vorarbeit besteht die eigentliche Eigenwertbestimmung in der An-
wendung eines numerischen Verfahrens. Dazu haben wir im Wesentlichen die
18Der Term An,0ρ0 verschwindet, da bei den antisymmetrischen Moden ρ0 = 0 ist.
19Wir haben es also im Folgenden mit zwei Gleichungssystemen und entsprechend mit zwei
Matrizen zu tun. Da jedoch keine Verwirrung zu befu¨rchten ist, werden wir in beiden Fa¨llen
von der Matrix A sprechen.
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Routinen des LAPACK-Programmpakets verwendet, entweder in der Form der
u¨blichen Bibliotheken zur Einbindung in C-Programme, oder durch die entspre-
chenden vorgefertigten Funktionen in Octave bzw. Matlab. Auf die numerischen
Eigenheiten, die mit der Lo¨sung des Eigenwertproblems zusammenha¨ngen, wer-
den wir spa¨ter in den Abschnitten 9.1 und 9.5 eingehen. Hier pra¨sentieren wir
lediglich die Ergebnisse in Form der Abbildung 8.1.
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Abbildung 8.1: Die numerisch bestimmten Eigenwerte der Matrix A. Dargestellt
sind die Eigenwerte zu den symmetrischen (schwarz) und antisymmetrischen
(grau) Eigenmoden als Funktion des Parameters z. Zu den Unregelma¨ßigkeiten
der Linien bei den ho¨heren z-Werten, siehe Abschnitt (9.5).
Die wichtigste Aussage, die diese grafische Darstellung bereitha¨lt, ist, dass of-
fensichtlich (bis auf die vorhergesagten Null-Eigenwerte) alle Eigenwerte negativ
sind. Die Folgerung daraus ist also, dass das System linear stabil ist und zwar
offensichtlich fu¨r alle Werte von z. Im Prinzip lassen sich die Eigenwerte ab
z ≥ 30 nicht mehr zuverla¨ssig bestimmen, aber wie wir in der Zusammen-
fassung am Ende der Arbeit sehen werden, entspricht bereits dies Inselgro¨ßen,
bzw. Feldsta¨rken, die keinen realistischen experimentellen Bedingungen mehr
entsprechen. Des Weiteren besteht die allgemeine Tendenz, dass die Eigenwer-
te mit wachsendem z immer sta¨rker in den negativen Bereich hineinwachsen.
Das heißt, die dimensionslosen Zerfallskonstanten der Sto¨rungen werden immer
gro¨ßer und das System findet bezu¨glich der dimensionslosen Zeit immer schneller
zu der Kreisform zuru¨ck. Diese Eigenwerte rechnen sich mit λ˜ =
a2c˜eqDΓ
R30
λ auf
die physikalischen, d.h. dimensionsbehafteten Zerfallsraten um. Der Umrech-
nungsfaktor entha¨lt unter anderem den Inselradius R0, so dass gro¨ßere Inseln
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bei festgehaltenem Verha¨ltnis R0/ξ langsamer zerfallen. Ha¨lt man dagegen R0
fest und geht zu immer gro¨ßeren Feldsta¨rken u¨ber, so zerfallen die Sto¨rungen
schneller und das System wird in diesem Sinne stabiler.
Wir werden im Abschnitt 10 die Frage nach der Stabilita¨t erneut stellen, indem
wir die numerischen Lo¨sungen der vollen nichtlinearen Gleichungen daraufhin
untersuchen, inwieweit endliche Sto¨rungen zu einer Instabilita¨t fu¨hren ko¨nnten.
Gehen wir jedoch noch einmal kurz auf Abbildung 8.1 und den Grenzwert z → 0
ein. Aus (8.16) ko¨nnen wir die Matrix A fu¨r z = 0 bestimmen. In diesem Fall
verschwindet das Feld und die Dynamik der Insel wird alleine von der Diffusion
bestimmt. Die Matrix A wird diagonal und die Eigenwerte sind
λn = |n|(n2 − 1). (8.25)
Die zugeho¨rigen Eigenvektoren sind einfach die Einheitsvektoren20. Die Reihe
(8.11) reduziert sich fu¨r z = 0 auf eine reine Fourierreihe. Wir erkennen da-
mit in dem nullten Eigenvektor ρn = δn0 ⇒ ρ(θ) = 1 die Dilatation wieder,
die in diesem Fall ein echter Eigenvektor ist. Die Eigenvektoren mit Index ±1
entsprechen den Moden ρ(θ) = e±iθ was wir natu¨rlich durch Linearkombina-
tion in die reellen Moden ρ(θ) = cos(θ) = Tx und sin(θ) = Ty verwandeln
ko¨nnen. Fu¨r z = 0 erhalten wir also die vorhergesagte dreifache Entartung.
Fu¨r z > 0 ist die Dilatation keine Eigenmode mehr, der Null-Eigenwert bleibt
jedoch dreifach entartet. Das numerische Verfahren bestimmt die Eigenwerte
in der richtigen algebraischen Vielfachheit (kann jedoch nur die echten Eigen-
vektoren bestimmen), so dass die Linie λ = 0 in Abbildung (8.1) tatsa¨chlich
aus drei exakt u¨bereinanderliegenden Linien besteht. Da fu¨r z = 0 kein Feld
die Rotationssymmetrie bricht, ist mit jeder Eigenmode ρ(θ) auch die gedrehte
Sto¨rung ρ(θ + θ0) eine Eigenmode. Da die (reellen) Eigenmoden cos(nθ) und
sin(nθ) durch eine Drehung auseinander hervorgehen, sind daher die symmetri-
schen und antisymmetrischen Moden u¨ber die Rotationssymmetrie miteinander
verbunden und jeder Eigenwert deshalb zweifach entartet21. Diese Entartung
wird durch das Feld aufgehoben und die Linien in Abbildung 8.1 spalten sich
dementsprechend fu¨r z > 0 in Paare auf22.
20Hier durchlaufen die Indizes wieder alle ganzen Zahlen. Der m-te Einheitsvektor hat die
Darstellung ρn = δnm.
21Wie man auch aus (8.25), bei der jeweils ±n denselben λ-Wert ergeben.
22Die Aufspaltung der (n = 5) -Linie in Abbildung 8.1, die bei z = 0 den Wert λ = −120
hat, liegt außerhalb des abgebildeten Bereichs. Die Grafik zeigt also insgesamt die ersten elf
Eigenwerte (n = −5 . . . 5), die jedoch teilweise u¨bereinander liegen.
Kapitel 9
Pseudospektren und
nichtnormale Matrizen
Grundsa¨tzlich zeigen die Ergebnisse aus Abschnitt 8.3 durch die Negativita¨t der
Eigenwerte die lineare Stabilita¨t unseres Systems. Trotzdem werden wir uns in
diesem Abschnitt etwas eingehender mit dem System der Eigenmoden befassen
und mit Fragen, die u¨ber eine bloße Betrachtung des Spektrums hinausgehen.
Grund hierfu¨r ist zum einen, dass diese Fragen einige Eigentu¨mlichkeiten der
Matrix A und des zugeho¨rigen Eigenwertproblems (8.19) beleuchten, zum an-
deren ku¨ndigt sich gerade in der Struktur der Eigenmoden ein Verhalten an, das
mit der noch zu besprechenden nichtlinearen Instabilita¨t in Zusammenhang zu
stehen scheint.
9.1 Sto¨ranfa¨lligkeit des Eigenwertproblems
Eine Besonderheit des Eigenwertproblems la¨sst sich anhand eines Punktes dar-
stellen, an dem unsere Untersuchung eine Zeitlang in die Irre gefu¨hrt wurde.
Die numerische Behandlung des Systems (8.19) zerfa¨llt gewissermaßen in zwei
Teile. Zum einen die Implementierung der Matrix und zum anderen die eigentli-
che Eigenwertbestimmung. Fu¨r die Eigenwertbestimmung wurden die Routinen
der LAPACK-Bibliothek verwendet, die einen seit langem etablierten und gut
getesteten Standard fu¨r Eigenwertprobleme darstellen [1]. Was das Aufstellen
der Matrix angeht, so enthalten die Matrixeintra¨ge die modifizierten Bessel-
funktionen In(x) und es stellt sich damit also zuna¨chst die Frage nach einem
geeigneten numerischen Verfahren, um diese zu berechnen. Zuerst fiel unsere
Wahl auf die Numerical Recipes-Routine bessi, die im Wesentlichen I0(x) und
I1(x) polynomial approximiert und alle ho¨heren Besselfunktionen rekursiv aus
diesen beiden berechnet (Siehe auch [47], Abschnitt 6.6). Die Eigenwerte, die
sich damit ergeben sind in den Abbildungen 9.1 und 9.2 dargestellt. Der Unter-
schied zu Abb. 8.1 ist frappierend. Nicht nur, dass das Spektrum komplex ist,
ab z ≃ 20 entstehen Eigenwerte mit postivem Realteil, wie es charakteristisch
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fu¨r eine lineare Instabilita¨t ist. Der einzige Hinweis, dass das Spektrum nicht
ganz richtig sein kann, ist die Tatsache, dass die Entartung des Nulleigenwerts
in der Na¨he von z ≃ 16 aufgehoben wird. Aus den U¨berlegungen des voran-
gegangenen Abschnitts wissen wir natu¨rlich, dass die Entartung fu¨r beliebige
z-Werte bestehen bleiben muss. Auf der Suche nach der Fehlerquelle griffen
wir schließlich fu¨r die Berechnung der Besselfunktionen auf die Routine bessik
der Numerical Recipes zuru¨ck. Hier beruht die Berechnung auf Darstellungen
durch Kettenbru¨che, die dann mit der sogenannten Steed-Methode ausgewer-
tet werden ([47], Abschnitt 6.7 und [61]). Diese Implementierung der Matrix
erzeugt nun das richtige Spektrum (9.3). Das Verblu¨ffende ist nun der gewal-
tige Unterschied der beiden Spektren, obwohl sich die numerischen Werte, die
beide Routinen fu¨r die Besselfunktionen liefern im Vergleich dazu nur relativ
geringfu¨gig unterscheiden1. So ist fu¨r z = 25, an einem Punkt also, an dem die
Abweichungen der Spektren bereits sehr deutlich sind, die relative Abweichung
von der Gro¨ßenordnung 10−7, die daraus resultierende Abweichung der Matri-
xeintra¨ge ist von derselben Gro¨ßenordnung2.
Die A¨nderung, die dies im Spektrum hervorruft, ist nicht einfach nur die einer
Deformation, sondern eine strukurelle, d.h. topologische. Die Linien sind nun
nicht mehr voneinander getrennt, sondern laufen zusammen und auseinander,
wobei sich nichtverschwindende Imagina¨rteile ergeben3. Ein weiterer interes-
santer Unterschied zwischen den beiden Spektren sind die Fluktuationen im
bessik-Spektrum ab etwa z = 26 (siehe Abbildung 9.3). Wir werden auf die
Ursache noch zu sprechen kommen. Zu erwa¨hnen ist an dieser Stelle, dass sie ein
Merkmal des echten Spektrums sind, wa¨rend die Linien des verfa¨lschten Spek-
trums glatt sind. Auch dies ist ein Punkt, der bei der Untersuchung eine Zeitlang
fu¨r Verwirrung sorgte. Unser Vorurteil war selbstversta¨ndlich, dass eine Routi-
ne, die glatte Linien erzeugt, vertrauenswu¨rdiger sein sollte. Die dargestellten
Vera¨nderungen sind in einem gewissen Sinne generisch. Auch eine absichtliche,
relativ beliebige Sto¨rung der Matrix hat a¨hnliche Auswirkungen und erzeugt
zusammenlaufende Linien, Gla¨ttung und positive Eigenwerte.
Um nun diese offensichtliche Empfindlichkeit gegenu¨ber kleinen A¨nderungen der
Matrix etwas genauer zu analysieren, bietet es sich zuna¨chst an, anstatt ledig-
lich ein Spektrum darzustellen, die Spektren von sehr vielen gesto¨rten Matrizen
zu betrachten. Dies ist auch die Grundidee der Theorie der Pseudospektren, die
wir etwas weiter unten benutzen werden. Wir untersuchen exemplarisch den Fall
z = 25. Das Verfahren ist das Folgende: Zu den von Null verschiedenen Ein-
tra¨gen der Matrix A werden Zufallszahlen addiert, die gleichverteilt zwischen
1Die Differenz ha¨ngt allerdings vom Argument z ab und wird bei sehr großen Werten
durchaus betra¨chtlich.
2Tatsa¨chlich ist der Unterschied bereits im ersten Eintrag A1,1 am gro¨ßten, die Eintra¨ge
unterscheiden sich immer weniger, je ho¨her die Indizes sind. Dieser Matrixeintrag ist selbst von
der Gro¨ßenordnung 103.
3D.h. die Trajektorien (z, λ(z)) in R+× C schneiden sich untereinander.
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Abbildung 9.1: Realteil der Eigenwerte von A. Die Matrixeintra¨ge wurden un-
ter Benutzung der Routine bessi berechnet. Im Gegensatz zum Spektrum in
Abbildung 8.1 werden die meisten Eigenwerte mit steigendem z komplex. An
diesen Stellen laufen jeweils zwei Linien zu einer zusammen, d.h. aus zwei reellen
Werten entsteht ein komplexes Paar mit gleichem Realteil (siehe auch Abbil-
dung unten). Die Ausschnittvergro¨ßerung zeigt den Bereich, in dem der erste
Eigenwert positiv wird.
0 und ε liegen4. Die Lage der Eigenwerte dieser Matrizen wird dann als Punkt
in der komplexen Ebene dargestellt. Wu¨rde man tatsa¨chlich alle Matrizen mit
Sto¨rungen zwischen 0 und ε beru¨cksichtigen, erga¨be sich ein zusammenha¨ngen-
der Bereich5, mit unseren zufa¨lligen Sto¨rungen wa¨hlen wir also gewissermaßen
Stichproben aus diesem (kontinuierlichen) Ensemble aus und gewinnen dadurch
einen U¨berblick u¨ber die Ausdehnung und Struktur dieses Bereichs und damit
u¨ber die Auswirkung der Sto¨rung. Die Eigenwerte von 104 solcher Matrizen sind
in Abbildung 9.4 fu¨r verschiedene Werte von ε dargestellt. Zuna¨chst sticht ins
Auge, dass die Eigenwerte durch die Sto¨rungen im Allgemeinen vom Reellen
ins Komplexe getragen werden. Nur ungefa¨hr ein Prozent der Punkte liegt auf
der reellen Achse. Die komplexen Werte bilden Punktwolken, die rippenfo¨rmig
senkrecht von der rellen Achse abstehen, wobei das Maximum der Punktdichte
mit steigender Amplitude ε der Sto¨rung immer weiter von der Achse abru¨ckt6.
4Wir betrachten hier ausschließlich reelle Sto¨rungen der nichtverschwindenden Eintra¨ge, da
es derartige Sto¨rungen sind, die zu der oben dargestellten Verfa¨lschung des Spektrums fu¨hren.
5Die Eigenwerte sind als Nullstellen des charakteristischen Polynoms stetige Funktionen
der Polynomkoeffizienten (siehe z.B. [25], S. 281). Die Koeffizienten sind wiederum stetige
Funktionen der Matrixeintra¨ge.
6Insofern bilden die Punkte fu¨r ein gegebenes ε also eher Inseln als Rippen. Aber natu¨rlich
sind die Sto¨rungen zu z.B. ε = 10−7 in denen zu ε = 10−6 und 10−5 enthalten und der
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Abbildung 9.2: Imagina¨rteil der Eigenwerte von A. Da die Matrix A reell ist,
kommen komplexe Eigenwerte nur in konjugierten Paaren vor, d.h. die Daten lie-
gen spiegelsymmetrisch zur z-Achse. Die Stellen, an denen nichtverschwindende
Imagina¨rteile entstehen, korrespondieren mit den Stellen im oberen Bild, an de-
nen Linien zusammenlaufen. Eigenwerte ko¨nnen also in bestimmten Bereichen
gleichen Real- oder Imagina¨rteil haben, sind aber im Allgemeinen nicht entartet
(außer in einzelnen Punkten). Ausnahme ist natu¨rlich der entartete Nulleigen-
wert, wobei hier jedoch die Entartung bei ungefa¨hr z ≃ 16 aufgehoben wird.
Die Eigenwerte erhalten also einen nichtverschwindenden Imagina¨rteil, der auch
keineswegs klein ist, sondern durchaus (abha¨ngig von ε) von derselben Gro¨ßen-
ordnung wie der Realteil sein kann. Interessanterweise liegen diese Realteile (d.h.
die horizontale Lage der Rippen) nicht bei den ungesto¨rten Eigenwerten, son-
dern dazwischen. Dies ha¨ngt eng mit dem oben erwa¨hnten Zusammenlaufen der
Eigenwert-Linien zusammen. Der Grund fu¨r das Zusammenlaufen ist der Folgen-
de: Die Dimension der Matrix und die Tatsache, dass es sich um eine rein reelle
Matrix handelt, bleiben von den Sto¨rungen unberu¨hrt. Damit auch die feste
Anzahl der Eigenwerte und der Umstand, dass sie immer in komplex konjugier-
ten Paaren auftreten. Ein reeller Eigenwert (und fu¨r kleine Werte von z sind
die Eigenwerte auch bei Sto¨rung reell) kann also nicht einfach komplex werden,
sondern muss sich in ein konjugiertes Paar aufspalten. Da die Gesamtzahl der
Eigenwerte sich nicht vera¨ndert, muss er sich dazu allerdings mit einem anderen
(reellen) Eigenwert vereinigen. Anders ausgedru¨ckt wird sozusagen die Entar-
tung bezu¨glich des Imagina¨rteils aufgehoben und der Realteil entartet. Bildlich
scheinbar geringe U¨berlapp der entsprechenden Dichteverteilungen ist durch die unterschiedli-
che Ha¨ufigkeit bedingt, mit der solche Sto¨rungen durch den Zufallsgenerator erzeugt werden.
Gro¨ßere Sto¨rungen erzeugen also ha¨ufiger gro¨ßere Imagina¨rteile.
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Abbildung 9.3: Eigenwerte als Funktion von z. Die Matrix wurde einmal mit
der bessi- und einmal mit der bessik-Routine erstellt. Letztere ergibt das
korrekte Spektrum aus Abschnitt 8.3. Zu den Fluktuationen der gro¨ßten bessik-
Eigenwerte ab z = 26 siehe Abschnitt 9.5.
gesprochen wandern also zwei benachbarte ungesto¨rte Eigenwerte auf der reel-
len Achse zusammen, treffen sich etwa in der Mitte und laufen als konjugiertes
Paar wieder in imagina¨rer Richtung auseinander. Was aus Abbildung 9.4 nicht
zu ersehen ist, ist die Verteilung der reellen Eigenwerte. Diese ist in Abbildung
9.5 dargestellt7. Wie zu erwarten vergro¨ßern sich bei Einschalten der Sto¨rung
die Schwankungen um den exakten Wert, bis sich die Werte fu¨r ε = 10−5 prak-
tisch gleichma¨ßig u¨ber den gesamten Bereich verteilen. Die Schwankungsbreite
ha¨ngt von der Ordnung des Eigenwertes ab, wobei die Eigenwerte mit hohen
Indizes weniger stark schwanken als die Niedrigeren. Dies ist in U¨bereinstim-
mung damit, dass sich die Verfa¨lschungen zuerst im oberen Teil des Spektrums
bemerkbar machen (vgl. Abb. 9.3). Am bedeutsamsten im gegenwa¨rtigen Zu-
sammenhang ist aber der Peak um den gro¨ßten Eigenwert (d.h. derjenige, der
durch die Sto¨rung aus dem Nulleigenwert hervorgeht). Selbst fu¨r die kleinste
dargestellte Sto¨ramplitude liegt das Maximum bei einem positiven Wert und es
wandert mit steigendem ε immer weiter in den positiven Bereich hinein. Das
bedeutet, dass eine gesto¨rte Matrix typischerweise einen positiven und damit
instabilen Eigenwert besitzt.
7Die Verteilungen spiegeln die relative Ha¨ufigkeit derjenigen Punkte aus Abbildung 9.4
wieder, die exakt auf der reellen Achse liegen. Wie oben angemerkt handelt es sich hierbei nur
um einen kleinen Bruchteil (etwa ein Prozent).
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Abbildung 9.4: Eigenwerte der gesto¨rten Matrix fu¨r z = 25: Die nichtverschwin-
denden Matrixeintra¨ge wurden mit einer zufa¨lligen Sto¨rung zwischen 0 und ε
versehen. Dargestellt sind die Eigenwerte von 104 derart gesto¨rter Matrizen in
der komplexen Ebene. Die schwarzen Kreise kennzeichnen das ungesto¨rte Spek-
trum. Da es sich um reelle Matrizen handelt, liegen die Punkte symmetrisch zur
reellen Achse.
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Abbildung 9.5: Verteilung der gesto¨rten Eigenwerte entlang der reellen Achse:
Dargestellt ist die Dichteverteilung der Punkte aus Abb. 9.4, die auf der reellen
Achse liegen. Das starke Rauschen ist eine Folge der relativ geringen Stichpro-
benanzahl. Fu¨r jeden ε-Wert fließen etwa 103 Werte ein.
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9.2 Theorie der Pseudospektren
Wir werden nun im Folgenden die Ursache fu¨r die Empfindlichkeit der Eigenwer-
te etwas eingehender untersuchen. Dazu fu¨hren wir den zentralen Begriff des
Pseudospektrums ein8. Fu¨r die Definition beno¨tigen wir die Matrixnorm, die,
ausgehend von einer Norm9 ||x|| fu¨r Vektoren x aus dem RN bzw. CN durch
||M|| = max
x
||Mx||
||x||
definiert ist. Anders ausgedru¨ckt ist sie das Maximum von ||Mx|| auf der Ein-
heitskugel ||x|| = 1 (fu¨r diagonalisierbare Matrizen entspricht das einfach dem
Betrag des (betragsma¨ßig) gro¨ßten Eigenwertes). Durch sie wird der Raum der
Matrizen zu einem normierten und damit metrischen Raum, was es insbeson-
dere erlaubt, zu pra¨zisieren, was unter einer
”
kleinen“ Sto¨rung einer Matrix zu
verstehen ist. Wir notieren noch drei Folgerungen aus der Definition. So ergibt
sich sofort die Ungleichung
||Mx|| ≤ ||M||||x||, (9.1)
woraus fu¨r ein Matrixprodukt M1M2 folgt
||M1M2x|| ≤ ||M1||||M2x|| ≤ ||M1||||M2||||x||
⇒ ||M1M2|| = max
x
||M1M2x||
||x|| ≤ ||M1||||M2|| (9.2)
und schließlich fu¨r die Inverse
1 = ||MM−1|| ≤ ||M||||M−1||
⇒ ||M−1|| ≥ 1||M|| (9.3)
Mit der Bezeichnung σ(M) fu¨r das Spektrum der MatrixM formulieren wir die
folgende10
8Die nachfolgende Darstellung von Elementen der Theorie der Pseudospektren beruht auf
[64]. Die eingefu¨hrten Begriffe erweitern sich auf Operatoren, wir werden uns jedoch der Ein-
fachheit halber auf (endlichdimensionale) Matrizen beschra¨nken. Des Weiteren werden wir
die Sa¨tze dieses Abschnitts nicht streng beweisen, sondern lediglich andeuten, wie sich die
Zusammenha¨nge ergeben. Fu¨r eine strengere Herleitung sei auf [64] verwiesen.
9In den meisten Fa¨llen benutzen wir die euklidische Norm ||x2||2 = (
P |xi|2) 12 .
10x bezeichnet hier eine komplexe Zahl. Wir benutzen diese Notation, um Verwechslungen
mit der Gro¨ße z = R0
ξ
zu vermeiden.
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Definition 1. Das ε-Pseudospektrum ist die Menge der x ∈ C, so dass
x ∈ σ(M+E)
fu¨r eine Matrix E ∈ CN×N mit ||E|| < ε.
Das heißt, das ε-Pseudospektrum besteht aus den Eigenwerten aller ε-gesto¨r-
ten Matrizen. Interessant ist nun nicht das Pseudospektrum zu einem einzelnen
ε-Wert, sondern vielmehr die Gesamtheit aller σε fu¨r verschiedene Werte von ε.
Aus der Definition ist ersichtlich, dass das Pseudospektrum von der Wahl der
Norm abha¨ngt11. Im physikalischen Zusammenhang gibt es ha¨ufig eine
”
natu¨rli-
che“ Norm, die sich aus der Physik des jeweiligen Problems ergibt, z.B. in Form
einer Energie. Fu¨r unseren Fall ist allerdings nicht unmittelbar klar, welche Norm
zu bevorzugen wa¨re. Diese Abha¨ngigkeit von der gewa¨hlten Norm wird uns im
Folgenden noch bescha¨ftigen.
So wie das Spektrum essenzielle Informationen u¨ber die zugrundeliegende Matrix
entha¨lt, ko¨nnen Pseudospektren eine gewisse Charakterisierung erlauben, die in
bestimmten Fa¨llen eine sta¨rkere Aussagekraft hat als das Spektrum allein. Ein
großer Vorzug dieser Begriffsbildung ist es zuna¨chst, dass sie a¨hnlich wie im
vorangegangenen Abschnitt dazu verwendet werden kann, die Sto¨ranfa¨lligkeit
einer Matrix zu visualisieren. Die σε bilden ineinandergeschachtelte Punktmen-
gen σε1 ⊂ σε2 ⊂ . . ., deren Gestalt die Auswirkung von Sto¨rungen abbildet.
Eine alternative Definition des Pseudospektrums ergibt sich daraus, dass die
Eigenwerte diejenigen x-Werte sind, fu¨r welche die Matrix x−M singula¨r wird.
Das heißt, es gibt einen Vektor v so dass (x−M)v = 0. Diesen Vektor ko¨nnen
wir ohne Einschra¨nkung der Allgemeinheit als normiert annehmen. Fu¨r einen Ei-
genwert xε der mit E, ||E|| < ε gesto¨rten Matrix gibt es also demzufolge einen
normierten Vektor vε mit
(xε − (M+E))vε = 0
⇔ (xε −M)vε = Evε
Nehmen wir auf beiden Seiten die Norm, ergibt sich
||(xε −M)vε|| = ||Evε|| ≤ ||E||||vε|| < ε.
Damit folgt unter Ausnutzung von (9.3) fu¨r die Resolvente (x−M)−1
11Im Gegensatz zum Spektrum, fu¨r das Konzepte wie ε-Umgebungen etc. nicht notwendig
sind. Auf den Punkt gebracht:
”
Pseudospectra are an idea of analysis; eigenvalues belong to
algebra“ [64], S. 13.
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||(xε −M)−1|| ≥ 1
ε
.
Fu¨r einen exakten Eigenwert ist x −M nicht invertierbar, d.h. die Resolvente
existiert nicht, was wir formal als ||(x−M)−1|| =∞ schreiben ko¨nnen. Im Falle
eines ε-Pseudoeigenwertes wird dagegen ||(x −M)−1|| lediglich sehr groß, was
die folgende Definition motiviert, die sich als a¨quivalent zu der vorhergehenden
erweist:
Definition 2. Das ε-Pseudospektrum ist die Menge der x ∈ C, so dass
||(x−M)−1|| > ε−1
Damit lassen sich die Pseudospektren grafisch als Konturlinien der Funktion
||(x−M)−1|| in der komplexen Ebene darstellen.
In welchen Fa¨llen ist das Pseudospektrum nun nu¨tzlich? Dazu ist erst einmal
zu bemerken, dass es fu¨r eine wichtige Klasse von Matrizen tatsa¨chlich keine
wesentlichen Informationen entha¨lt, die u¨ber das bloße Spektrum hinausgehen.
Diese Klasse ist die der normalen Matrizen. Eine Matrix ist normal, wenn ihre
Eigenvektoren senkrecht aufeinander stehen, etwas pra¨ziser
Definition 3. Eine Matrix M ∈ CN×N heißt normal, wenn sie ein vollsta¨ndi-
ges System von orthogonalen Eigenvektoren besitzt, das heißt, wenn sie unita¨r
diagonalisierbar ist:
M = UΛU∗.
Hierbei ist U die unita¨re Matrix der Eigenvektoren und Λ die Diagonalmatrix
der Eigenwerte. Der Stern bedeutet hier Transposition und Konjugation. Alter-
nativ la¨sst sich eine normale Matrix dadurch charakterisieren, dass sie mit ihrer
Konjugierten kommutiert, d.h.MM∗ =M∗M.12. Wichtigstes Beispiel fu¨r nor-
male Matrizen sind natu¨rlich die hermiteschen Matrizen. Fu¨r normale Matrizen
la¨sst sich nun der Betrag der Resolventen sehr leicht bestimmen. Zuna¨chst ist
fu¨r Diagonalmatrizen Λ = diag(λ1, . . . , λN ) die Resolvente einfach
(x−Λ)−1 = (diag(x− λ1, . . . , x− λN ))−1 = diag( 1
x− λ1 , . . . ,
1
x− λN )
und ihre Norm damit
12Die beiden Definitionen, die auf den ersten Blick wenig miteinander zu tun zu haben
scheinen, sind beide a¨quivalent zu der Aussage, dass M und M∗ dieselben Eigenvektoren
besitzen.
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||(x−Λ)−1|| = max(| 1
x− λ1 |, . . . , |
1
x− λN |)
=
1
min(|x− λ1|, . . . , |x− λN |)
=
1
dist(x, σ(Λ))
,
wobei dist(x, σ(Λ)) den u¨blichen Abstand eines Punktes von einer Menge (hier
des Spektrums) in der komplexen Ebene bezeichnet. Fu¨r normale Matrizen, die
per Definition unita¨r a¨quivalent zu einer Diagonalmatrix sind, u¨bertra¨gt sich
diese Eigenschaft wegen
||(x−M)−1|| = ||(x−UΛU∗)−1||
= ||(U(x−Λ)U∗)−1||
= ||U(x−Λ)−1U∗||
= ||(x−Λ)−1||.
Im letzten Schritt haben wir ausgenutzt, dass unita¨re Transformationen die Ma-
trixnorm invariant lassen. Damit ist fu¨r eine normale Matrix das Pseudospektrum
σε(M) = {x : dist(x, σ(M) < ε},
also die Vereinigung von kreisfo¨rmigen Gebieten mit Radius ε, wobei die Mittel-
punkte jeweils die Eigenwerte von M sind. Offensichtlich sind also die Fa¨lle, fu¨r
die das Pseudospektrum von Interesse ist, unter den nichtnormalen Matrizen zu
suchen. Zur Illustration untersuchen wir die zwei folgenden einfachen Beispiele:
M1 =
( −1 5
0 −2
)
M2 =
( −1 0
0 −2
)
.
Beide Matrizen besitzen die Eigenwerte λ1 = −1 und λ2 = −2. Die Eigenvek-
toren von M1 sind
v1 =
(
1
0
)
v1 =
1√
26
(
5
−1
)
.
Wir fassen v1 und v2 zu der Matrix V = (v1,v1) zusammen und berechnen
VV∗, deren Eintra¨ge einfach die Skalarprodukte zwischen v1 und v2 sind13
13Letztlich sind wir natu¨rlich nur an diesen Skalarprodukten interessiert. Den hier etwas
umsta¨ndlich erscheinenden Weg u¨ber das Matrixprodukt VV∗ schlagen wir nur ein, um diese
fu¨r große Matrizen bequeme Darstellungsweise einzufu¨hren, die wir spa¨ter noch benutzen
werden.
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VV∗ =
(
v1 · v1 v1 · v2
v2 · v1 v2 · v2
)
=
(
1 5√
26
5√
26
1
)
.
Die Diagonale besteht wegen der Normierung von v1/2 aus Einsen und die Ma-
trix ist natu¨rlich symmetrisch. Interessant fu¨r uns sind nun die Nichtdiagonalele-
mente, die das Skalarprodukt zwischen verschiedenen Eigenvektoren angeben.
Der Wert 5√
26
≃ 0.98 zeigt an, dass die beiden Vektoren keineswegs ortho-
gonal sind, sondern ganz im Gegenteil einen relativ kleinen Winkel von 11.3°
einschließen. Es handelt sich also um ein Beispiel einer nichtnormalen Matrix.
Ihre Pseudospektren sind in Abbildung 9.6, 9.7 den Pseudospektren der Matrix
M2 gegenu¨bergestellt
14 15.
Die Pseudospektren σε(M2) sind kreisfo¨rmig mit Radius ε, wobei sich die Krei-
se ab ε = 12 u¨berlappen. Ab hier besteht jedes Pseudospektrum aus einem
zusammenha¨ngenden Gebiet, das beide Eigenwerte umschließt. Das heißt, bei
einer Vera¨nderung vonM2 mit einer Sto¨rung der Amplitude >
1
2 (d.h. praktisch
von der Gro¨ßenordnung der Matrixeintra¨ge) ko¨nnen die beiden Eigenwerte nicht
mehr sauber getrennt werden. Bei der Matrix M1 tritt dieses Pha¨nomen schon
ab etwa ε ≃ 0.05 auf und auch insgesamt sind die Pseudospektren deutlich
gro¨ßer16. Dieses Verhalten ist im Allgemeinen umso sta¨rker, je kleiner der Win-
kel zwischen den Eigenvektoren ist.
Wir werden nun auf einen Punkt zu sprechen kommen, der bei allen Aussa-
gen u¨ber Pseudospektren beru¨cksichtigt werden muss. Die (Nicht-) Orthogo-
nalita¨t von Vektoren ist natu¨rlich immer nur im Bezug auf ein bestimmtes
Skalarprodukt formulierbar. In unserem Fall sind die Eigenvektoren immer als
N -dimensionale Spaltenvektoren gegeben, die numerisch aus der Matrix A be-
stimmt werden. Es liegt nun nahe, Skalarprodukte mit dem kanonischen inneren
Produkt des RN , d.h. mit x·y =∑xiyi auszurechnen. Doch welches Skalarpro-
dukt damit wirklich berechnet wird, ha¨ngt von der Basis ab, da die Komponenten
xi und yi eben die Entwicklungskoeffizienten bezu¨glich eines bestimmten Satzes
von Basisvektoren sind17. Tatsa¨chlich ha¨ngen ja auch die Eintra¨ge der Matrix
selbst davon ab, welche Basis gewa¨hlt wurde. Die MatrixA wirkt auf die Koeffi-
zienten ρn der Entwicklung ρ(θ) = exp(
z
2 cos(θ))
∑
ρn exp(inθ). Das heißt, die
zugrundeliegende Basis besteht aus den Funktionen en := exp(
z
2 cos(θ)) exp(inθ)
14Wir benutzen der Einfachheit halber eine Diagonalmatrix, da wir ja bereits wissen, dass
eine beliebige normale Matrix mit diesen Eigenwerten die gleichen Pseudospektren besitzt.
15Fu¨r die Berechnung der Pseudospektren benutzen wir das Matlab-Paket EigTool,
das von Thomas G. Wright im Rahmen seiner Doktorarbeit am Oxford Univer-
sity Computing Laboratory entwickelt wurde. Das Paket ist frei verfu¨gbar unter
http://web.comlab.ox.ac.uk/projects/pseudospectra/eigtool/
16Tatsa¨chlich sind die ε-Pseudospektren immer gro¨ßer als die ε-Kreise. Nur bei normalen
Matrizen fallen beide zusammen.
17Dieser Umstand kann leicht zu Irrtu¨mern fu¨hren, besonders dann, wenn sich die Basis, wie
in unserem Fall, eher implizit aus der Rechnung ergibt als durch eine explizite Wahl.
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Abbildung 9.6: Pseudospektren der Matrix M1. Die schwarzen Punkte bei −1
und −2 sind die (echten) Eigenwerte. Die Farbskala rechts gibt log10(ε) an.
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Abbildung 9.7: Pseudospektren der MatrixM2. Zu beachten ist, dass die ε-Skala
eine andere ist als im Bild daru¨ber.
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bzw. deren Real- und Imagina¨rteil. Diese Basis ergibt sich in natu¨rlicher Weise
aus unserer Rechnung18, ist aber durch den Exponentialfaktor fu¨r große z in
anderer Hinsicht etwas
”
unnatu¨rlich“: Durch den Faktor erhalten die Funkti-
onswerte eine starke, von θ abha¨ngige Gewichtung, die in der Na¨he von θ = 0
am gro¨ßten ist, bei θ = π dagegen exponentiell klein wird. Die Skalarprodukte
der (numerischen) Eigenvektoren bilden wir mit x · y = ∑xiyi, wobei xi und
yi die Komponenten der Vektoren bezu¨glich der Basis en sind. Das heißt, wir
verwenden ein Skalarprodukt, bezu¨glich dessen die en orthogonal sind. Anders
ausgedru¨ckt induziert die Wahl der Basis ein Skalarprodukt, das den exponen-
tiellen Gewichtungsfaktor entha¨lt.
Unsere Aussagen u¨ber Nichtnormalita¨t und Pseudospektren gelten ebenfalls im-
mer nur bezogen auf dieses Skalarprodukt und die damit verbundene Norm. Fu¨r
die mathematische Struktur des Eigenwertproblems ist unsere Basis durchaus
angepasst, aus physikalischer Sicht gibt es jedoch keinen Grund, sie zu bevor-
zugen. Wir werden deshalb einen Vergleich mit dem u¨blichen L2-Skalarprodukt
anstellen, um den Aspekt der Basisabha¨ngigkeit deutlicher herauszuarbeiten und
ein Versta¨ndnis dafu¨r zu gewinnen, welche Aussagekraft den pseudospektralen
Eigenschaften zukommt. Dies wird insbesondere fu¨r das nachfolgende Kapitel
9.4 von Bedeutung sein, in dem wir das transiente Verhalten der linearisieren
Dynamik untersuchen werden.
Fu¨r das L2-Skalarprodukt bietet sich die u¨bliche Basis der trigonometrischen
Funktionen cos(nθ) und sin(nθ) an, fu¨r die wir die Bezeichnung Fourierba-
sis verwenden werden. Im Anhang A.6 werden die Gleichungssysteme fu¨r den
Wechsel zu Fourierbasis hergeleitet. Sie entsprechen einer Matrix T, mit der
sich die Transformation des Basiswechsels einfach als eine Matrixmultiplikation
der Form A˜ = TAT−1 schreiben la¨sst.
Analysieren wir nun unsere Matrix A unter dem Gesichtspunkt der Nichtnorma-
lita¨t! Zuerst berechnen wir die oben eingefu¨hrte MatrixVV∗ der Skalarprodukte
zwischen den (normierten) Eigenvektoren. Es bietet sich hier an, die Matrix als
eine zweidimensionale Anordnung aus kleinen Quadraten darzustellen, wobei je-
des Quadrat mit einem Grauwert versehen ist, der den Betrag des jeweiligen
Skalarprodukts kennzeichnet19. Abbildung 9.8 zeigt VV∗ fu¨r z = 1, 5, 10 und
20 bei einer Matrixgro¨ße20. von N = 100. Die Diagonalelemente vi · vi sind
aufgrund der Normierung Eins und die Diagonale entsprechend weiß. Fu¨r z = 0
ist A diagonal und die Eigenvektoren bilden ein Orthogonalsystem. In diesem
Fall wa¨re also alles außerhalb der Diagonale schwarz. Wie in der Abbildung zu
18Dieser Basiswahl ist es zu verdanken, dass die Matrix A ihre bequeme Gestalt, d.h. die
Form einer Bandmatrix erha¨lt.
19Das Vorzeichen des Skalarprodukts ist bedeutungslos, da wir anstatt eines Eigenvektors v
ebenso gut dessen Negatives −v benutzen ko¨nnen.
20Tatsa¨chlich wurde fu¨r die Berechnung von V eine Matrix der Gro¨ße 150 angesetzt. Durch
den
”
Rand“ (d.h. dort, wo das Gleichungssystem trunkiert wird) ergeben sich Verfa¨lschungen,
die sich aber nur auf Eigenmoden und -Werte mit einem Index in der Na¨he der Matrixdimension
auswirken. Durch die Verwendung einer gro¨ßeren Matrix wird dieser Bereich vermieden.
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erkennen ist, entsteht bereits fu¨r z = 5 ein grauer Rand an der Diagonale und
fu¨r gro¨ßere Werte ein immer breiter werdender heller Bereich, der die zunehmen-
de Parallelita¨t von (bezu¨glich des Index) benachbarten Eigenvektoren anzeigt.
Eigenvektoren mit stark unterschiedlichen Indizes sind dagegen weiterhin ortho-
gonal.
In den Abbildungen 9.9 sind nun die L2-Skalarprodukte der Eigenvektoren dar-
gestellt. Auch hier ist die Nichtnormalita¨t vorhanden, allerdings in einem gerin-
geren Ausmaß. Die Nichtnormalita¨t ist also nicht lediglich ein Artefakt unserer
Rechnung, nichtsdestoweniger zeigt sich hier, dass die Basiswahl einen gewissen
Einfluss hat und insofern ein Vergleich von verschiedenen Basen sinnvoll ist.
In der linken unteren Ecke in jeder der Abbildungen 9.8 und 9.9 ist ein keiner
weißer 2 × 2-Block zu sehen (im symmetrischen Fall geht er fu¨r z 6= 1 in dem
hellen Diagonalband auf). Er entsteht dadurch, dass die numerische Routine als
Eigenvektoren zum doppelten Eigenwert Null zweimal die Translation ausgibt21,
so dass das Skalarprodukt v1 ·v2 = v1 ·v1 = 1 ergibt. In der Fourierbasis (Abb.
9.9) ist dieser Block deutlich von dem Rest abgetrennt, da die restlichen Eigen-
vektoren kaum Translationsanteil aufweisen und die Projektion v1 ·vj bezu¨glich
des L2-Skalarprodukts dementsprechend gering ist. Ausnahme ist hier v3 fu¨r
gro¨ßere Werte von z, wo der Translationsanteil durchaus bemerkbar wird (siehe
auch Bemerkung in der Diskussion der Eigenmoden in Abschnitt 9.3).
Die Abbildungen 9.10,9.11,9.12 und 9.13 zeigen die Pseudospektren fu¨r z = 10
und 25 jeweils im symmetrischen und antisymmetrischen Fall. Zuna¨chst fa¨llt
auf, dass sich die topologische Struktur der Niveaulinien-Gebilde fu¨r die beiden
z-Werte nicht wesentlich unterscheidet, dass aber die zu den Linien geho¨rigen
ε-Werte bei z = 25 sehr viel kleiner sind. So teilen sich im symmetrischen
Fall der Nulleigenwert und der erste negative Eigenwert fu¨r z = 10 ab etwa
ε ≤ 10−3.5 ein gemeinsames Gebiet, wa¨hrend dies bei z = 25 bereits ab etwa
ε ≤ 10−10 passiert22. Tatsa¨chlich bestimmt die numerische Routine hier be-
reits den Nulleigenwert nicht mehr sehr pra¨zise, in der Abbildung ist er in zwei
beieinanderliegende Werte aufgespalten. Diese liegen ab ε ≤ 1010.5 in einem
gemeinsamen Bereich, der natu¨rlich auch den wahren Wert Null beinhaltet.
Kommen wir noch einmal kurz auf die in Abbildung 9.4 dargestellten Pseudoei-
genwerte zuru¨ck, die wir durch Sto¨rung der Matrix gewonnen hatten. Grundsa¨tz-
lich liegen die dort abgebildeten Punktwolken natu¨rlich innerhalb der entspre-
chenden ε-Bereiche des Pseudospektrums, jedoch ist eine Umrechnung der ε-
Werte notwendig. Unsere Sto¨rung war die Addition einer reellen Zufallszahl zu
den (nichtverschwindenden) Matrixeintra¨gen, also die Addition einer Matrix mit
zufa¨lligen Eintra¨gen zwischen 0 und ε. Die Pseudospektren entsprechen dagegen
Sto¨rungen durch Addition einer Zufallsmatrix mit der Norm ε. Die Umrechnung
ergibt sich nun folgendermaßen: Eine Matrix der Dimension N , deren Eintra¨ge
21Verallgemeinerte Eigenvektoren wie die Dilatation ko¨nnen mit dem Verfahren nicht be-
stimmt werden.
22Der erste negative Eigenwert liegt fu¨r z = 10 bei 8.04, bei z = 25 bei etwa 8.5. Die Lage
ist also nur geringfu¨gig verschoben.
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alle Eins sind besitzt die Norm ||M|| = N23, liegen die Eintra¨ge nun zufa¨llig
und gleichverteilt zwischen 0 und ε ist die Norm dieser Zufallsmatrix im Mittel
1
2εN , woraus sich der Umrechnungsfaktor
1
2N ergibt. Mit dieser Umrechnung
liegen die Punktwolken aus Abb. 9.4 tatsa¨chlich im entsprechenden Pseudo-
spektrum. Die zusa¨tzliche Struktur in 9.4, z.B. die rippenfo¨rmige Verteilung der
Punkte in der komplexen Ebene, kommt daher, dass die Sto¨rungen eben nur
das Band betrafen und daru¨ber hinaus reell waren. Wir haben also, statt alle
mo¨glichen Sto¨rungen zu beru¨cksichtigen, ein Subensemble benutzt, das besser
an die eigentliche Fragestellung angepasst war und uns somit etwas detailliertere
Informationen geliefert hat.
Ein weiteres wichtiges Merkmal der Niveaulinien in 9.10 - 9.13 ist es, dass die
Pseudospektren im Allgemeinen in den Bereich mit positivem Realteil hinein-
ragen. Wir hatten bereits am Anfang von Abschnitt 9.1 mit postitiven Pseu-
doeigenwerten zu tun, wo sie uns die Untersuchung der Stabilita¨t erschwert
hatten. Wir werden ein weiteres Mal darauf zu sprechen kommen, wenn wir uns
in Abschnitt 9.4 mit dem transienten Verhalten der Zeitentwicklung bescha¨fti-
gen werden.
Abschließend werfen wir noch einen Blick auf die Pseudospektren der Matrix
A˜ in den Abbildungen 9.14 und 9.15. Es ist unmittelbar ersichtlich, dass die
Pseudospektren sehr stark dem normalen Fall a¨hneln, wie z.B. dem in Abbil-
dung 9.7. Die Ra¨nder der Pseudospektren sind anna¨hernd kreisfo¨rmig und die
ε-Werte, ab denen Gebiete zu den einzelnen Eigenwerten u¨berlappen, sind sehr
groß24. Daru¨ber hinaus ist der Unterschied zwischen z = 10 (Abb. 9.14) und
z = 25 (Abb. 9.15) eher gering. Bei etwas genauerem Hinsehen kann man erken-
nen, dass die ε-Bereiche fu¨r z = 25 etwas gro¨ßer sind und sich die Durchmesser
der Bereiche um die einzelnen Eigenwerte in Abb. 9.15 etwas sta¨rker voneinan-
der unterscheiden. Bei normalen Matrizen haben die ε-Kreise um die einzelnen
Eigenwerte alle den Radius ε. Dies ist hier nur fu¨r den Translations-Eigenwert
der Fall, die anderen Bereiche sind etwas gro¨ßer. Dass der Nulleigenwert eine
Sonderrolle einnimmt, ist nicht weiter verwunderlich. In der Fourierbasis ist die
Translationseigenmode von den anderen separiert, die Matrix A˜ entha¨lt also
einen 1 × 1-Block. Die Translation steht damit auf allen anderen Eigenmoden
senkrecht, ist also in diesem Sinne
”
normal“.
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Wie sehen diese Eigenvektoren nun aus? In den Abbildungen 9.17 und 9.18
sind die ersten sechs Eigenmoden fu¨r verschiedene Werte von z abgebildet. Die
erste Zeile entha¨lt die erste Eigenmode, d.h. unabha¨ngig von z die Translation
23Dies sieht man zum Beispiel dadurch, dass eine derartige Matrix die Gleichung M2 = NM,
bzw. M(M − N) = 0 erfu¨llt. In der Eigenbasis ist M = diag(λ1, . . . , λN) und wir erhalten
damit λi(λi−N) = 0. Das heißt λi = 0 oder N (tatsa¨chlich ist der Nulleigenwert N − 1-fach
entartet) und damit ||M|| = N .
24Man vergleiche die Farbskala mit den von den Abbildungen 9.12 und 9.13.
114 Pseudospektren und nichtnormale Matrizen
 0 1
Abbildung 9.8: Skalarprodukte zwischen den Eigenvektoren fu¨r verschiedene
Werte von z. Jedes quadratische Farbfeld (i, j) tra¨gt einen Grauwert, der dem
Betrag des Skalarprodukts vi · vj entspricht. Weiße Felder bedeuten Paralle-
lita¨t, schwarze dagegen Orthogonalita¨t. Von links oben nach rechts unten ist
z = 1, 5, 10 und 20. Der mit wachsendem z immer breiter werdende Streifen
um die Diagonale zeigt an, dass benachbarte Eigenvektoren zunehmend parallel
werden.
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 0 1
Abbildung 9.9: Skalarprodukte zwischen den Eigenvektoren der transformierten
Matrix A˜ fu¨r z = 1, 5, 10 und 20.
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Abbildung 9.10: Pseudospektren der Matrix A (symmetrischer Fall) fu¨r z = 10.
Die Farbskala rechts gibt log10(ε) an.
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Abbildung 9.11: Pseudospektren der Matrix A fu¨r z = 25 (symmetrischer Fall).
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Abbildung 9.12: Pseudospektren der Matrix A (antisymmetrischer Fall) fu¨r z =
10. Die Farbskala rechts gibt log10(ε) an.
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Abbildung 9.13: Pseudospektren der Matrix A fu¨r z = 25 (antisymmetrischer
Fall).
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Abbildung 9.14: Pseudospektren der Matrix A˜ (antisymmetrischer Fall) fu¨r z =
10.
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Abbildung 9.15: Pseudospektren der Matrix A˜ fu¨r z = 25 (antisymmetrischer
Fall).
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in x (symmetrisch) bzw y-Richtung (antisymmetrisch)25. Im Fall z = 0 ist die
erste26 Eigenmode eigentlich die Dilatation, d.h. die Reihenfolge ist die in Abb.
9.16 gezeigte. Die Dilatation wird fu¨r z 6= 0 zu einer
”
Pseudoeigenmode“, d.h.
zu einem Hauptvektor zweiter Stufe (siehe Abschnitt 8.2), der von dem von uns
verwendeten numerischen Verfahren nicht bestimmt wird.
. . .
Abbildung 9.16: Die ersten drei symmetrischen Eigenmoden fu¨r z = 0. Hier ist
neben der Translation (erste von links) auch die Dilatation (zweite von links)
eine Symmetrietransformation.
Fu¨r z = 0 sind die Eigenmoden einfach die Fouriermoden. Die Anzahl der Kno-
ten steigt mit dem Index an, eine Eigenschaft, die auch fu¨r z > 0 erhalten bleibt.
Mit steigendem z ist die Modulierung des Kreises nicht mehr periodisch. Insge-
samt ist sie an der (im Bezug auf die Bewegungsrichtung) hinteren rechten Seite
wesentlich ausgepra¨gter, wa¨hrend die vordere linke Seite fu¨r gro¨ßere z-Werte
praktisch kreisfo¨rmig bleibt. Diese immer sta¨rkere Konzentration am hinteren
Ende spiegelt die Wirkung des Exponentialfaktors exp(z2 cos(θ)) in (8.11) wider,
der fu¨r große z-Werte am hinteren Ende (θ = 0) sehr groß wird, am vorderen
Ende (θ = π) die Modulation dagegen stark unterdru¨ckt. Diese Konzentration
um θ = 0 ist gewissermaßen die sichtbare Folge der oben diskutierten Nichtnor-
malita¨t. In dem Maße wie sich Eigenvektoren in dem N -dimensionalen Raum
in eine bestimmte Richtung bu¨ndeln, zieht sich die Modulation der Kreisform
auf einen immer kleiner werdenden Bereich um die hintere Spitze zusammen.
Wie wir noch sehen werden ist das interessanterweise auch ein hervorstechendes
Merkmal der nichtlinearen Zeitentwicklung.
Die horizontale Lage der Eigenmoden relativ zum ungesto¨rten Kreis in Abb.
9.17 entha¨lt eine kleine Subtilita¨t. Am ausgepra¨gtesten findet man sie bei den
n=2-Moden in der zweiten Zeile. Es ist deutlich sichtbar, dass die Vorderseite
zwar wie bei allen anderen kreisfo¨rmig wird, jedoch gegenu¨ber dem Kreis ein
wenig verschoben ist. Der Grund dafu¨r ist folgender: Da sich die gesto¨rten For-
men mit einer etwas anderen Geschwindigkeit als der Kreis bewegen, entha¨lt
25Die Tatsache, dass wir mit den Translationen jeweils eine Eigenmode exakt kennen, la¨sst
sich auch hier ausnutzen, um die Gu¨te des numerischen Verfahrens zu u¨berpru¨fen
26Die Reihenfolge von Dilatation und Translation kann nicht durch den zugeho¨rigen Eigen-
wert festgelegt werden, da beide zum Eigenwert Null geho¨ren. In unserem Fall nehmen wir die
Dilatation zuerst, da sie keine Knoten besitzt und in allen anderen Fa¨llen die Knotenzahl mit
dem Index korrespondiert.
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jede Eigenmode im Prinzip einen kleinen Translationsanteil, der die Beschleu-
nigung beschreibt, die mit der Sto¨rung einhergeht. In dem genannten n=2-Fall
ist dies eine Reduzierung der Geschwindigkeit, obwohl das Bild suggeriert, daß
die gesto¨rte Form dem Kreis vorauseilt (es sei daran erinnert, daß sich die Insel
nach links bewegt). Dies ist folgendermaßen einzusehen: Die Eigenmode geho¨rt
zu einem negativen Eigenwert, wird also mit der Zeit wieder zum Kreis zu-
sammenschrumpfen. Da der Schwerpunkt der gesto¨rten Form im Bild vor dem
Kreis liegt, heißt das, dass der Kreis die gesto¨rte Form einholt und sich folglich
schneller bewegt. Dieser Effekt der Geschwindkeitsa¨nderung ist im Prinzip auch
in allen der anderen dargestellten Fa¨lle vorhanden, ist jedoch weitaus weniger
ausgepra¨gt. Bei den antisymmetrischen Moden tritt dieses Pha¨nomen dage-
gen nicht auf, die Moden ko¨nnen aufgrund ihrer Symmetrie keine horizontale
Translation enthalten. Zum Schluss sei noch erwa¨hnt, dass es zu jeder der dar-
gestellten Sto¨rungen ein Gegenstu¨ck gibt, bei der die Modulation ein anderes
Vorzeichen besitzt, das heißt, dass aus jeder Aus- eine Einbuchtung wird und
umgekehrt27. Fu¨r die antisymmetrischen Moden bedeutet diese Inversion ledig-
lich eine Reflexion an der x-Achse.
9.4 Transientes Verhalten
Eine weitere Folge der Nichtnormalita¨t einer Matrix M ist die Auswirkung auf
das transiente Verhalten der Zeitentwicklung exp(tM) ·x0 eines Anfangszustan-
des x0. Wa¨hrend das asymptotische Verhalten in jedem Fall durch das Spektrum
bestimmt ist28, kann die Nichtnormalita¨t einen anderen Verlauf erzeugen, als
durch die Eigenwerte nahegelegt wird. Der zugrunde liegende Mechanismus ist
in Abbildung 9.19 dargestellt. Die Anfangsbedingung ist hier die U¨berlagerung
zweier Eigenvektoren v1 und v2. Deren Entwicklung ist einfach exp(λ1t)v1
bzw. exp(λ2t)v2, wobei λ1,2 die zugeho¨rigen Eigenwerte sind, von denen wir
0 > λ1 > λ2 annehmen. Wa¨hrend im Falle zueinander orthogonaler Eigen-
vektoren dieses gleichzeitige Schrumpfen von v1 und v2 zu einer monotonen
Abnahme der U¨berlagerung fu¨hrt, ist es im nichtnormalen Fall mit der darge-
stellten Anfangsbedingung mo¨glich, dass, obwohl beide Vektoren kleiner werden,
die U¨berlagerung anwa¨chst. Dieses Pha¨nomen ist besonders ausgepra¨gt, wenn
die anfa¨ngliche U¨berlagerung, wie in der Zeichnung nahezu senkrecht auf den
Eigenvektoren steht. Die Zeitentwicklung wird dann wie in der Abbildung dazu
tendieren, den Vektor in Richtung der Eigenvektoren zu drehen. Es ist anschau-
lich klar, dass das transiente Anwachsen umso sta¨rker sein wird, je paralleler die
Eigenvektoren sind und je sta¨rker sich die Zerfallsraten λ1 und λ2 unterschei-
den. Rechnet man in dem genannten einfachen Beispiel von zwei Eigenvektoren
27Hier kehrt sich auch der eben beschriebene Effekt der Geschwindigkeitsa¨nderung um.
28D.h. wenn wie in unserem Fall alle Eigenwerte negativ sind, muss jede anfa¨ngliche Sto¨rung
auf lange Sicht gegen Null gehen.
9.4 Transientes Verhalten 121
Abbildung 9.17: Eigenmoden im symmetrischen Fall. In jeder Spalte sind jeweils
von oben nach unten die ersten sechs Eigenmoden abgebildet (die Dilatation fu¨r
z = 0 wurde ausgelassen. Die zu den Spalten geho¨rigen z-Werte sind 0, 5, 15
und 25 (von links nach rechts). Die Bewegungsrichtung der Inseln ist von rechts
nach links.
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Abbildung 9.18: Die ersten sechs Eigenmoden im asymmetrischen Fall. Die zu
den Spalten geho¨rigen z-Werte sind 0, 5, 15 und 25 (von links nach rechts). Die
Bewegungsrichtung der Inseln ist von rechts nach links.
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das Betragsquadrat der U¨berlagerung aus und berechnet die Zeitableitung bei
t = 0, so ergibt sich
||eλ1tv1 + eλ1tv1||2 = e2λ1t||v1||2 + e2λ2t||v2||2 + 2e(λ1+λ2)t v1 · v2
Die beiden ersten Terme auf der rechten Seite sind positiv und zeitlich monoton
fallend. Der dritte Term zerfa¨llt zwar ebenfalls mit der Zeit, aber da das Ska-
larprodukt v1 · v2 negativ sein kann (wie in der Zeichnung), kann eben genau
dieses Zerfallen zu einem Anstieg der Summe fu¨hren. Es kommt also nicht nur
auf den Wert von v1 ·v2 an, d.h. auf den Grad der Nichtorthogonalita¨t, sondern
auch auf das Verha¨ltnis der Zerfallsraten. Das Zusammenspiel aus beiden ist es,
was transientes Wachstum erzeugen kann.
Die Idee, dass Nichtnormalita¨t die Ursache fu¨r die Instabilita¨t eines Systems sein
ko¨nnte, wurde bereits seit la¨ngerem in der Hydrodynamik diskutiert. Ein zentra-
les Thema in diesem Gebiet ist das sogenannte Problem der hydrodynamischen
Stabilita¨t [13]. Dabei handelt es sich um das Pha¨nomen, dass ein anfa¨nglich
laminares Stro¨mungsprofil bei A¨nderung der Systemparameter instabil wird und
den U¨bergang zu einem turbulenten Zustand vollzieht. Die Dynamik der Flu¨ssig-
keit wird dabei durch die Navier-Stokes-Gleichung beschrieben und die bestim-
mende Kenngro¨ße ist hier die sogenannte Reynolds-Zahl Re, die imWesentlichen
das Verha¨ltnis von Tra¨gheit (d.h. Dichte und Geschwindigkeit) zu Viskosita¨t
beschreibt. Anders ausgedru¨ckt gibt sie die relative Sta¨rke von Konvektion und
Diffusion innerhalb der Flu¨ssigkeit wieder und hat daher eine gewisse A¨hnlichkeit
mit unserem Parameter z. Der U¨bergang von laminarer zu turbulenter Stro¨mung
vollzieht sich im Allgemeinen, wenn die Reynoldszahl einen bestimmten kriti-
schen Schwellwert Rec u¨berschreitet
29. Fu¨r einige Fa¨lle, insbesondere diejenigen,
die durch thermische Einflu¨sse (Rayleigh-Be´nard-Konvektion30) oder Zentrifu-
galkra¨fte (Taylor-Couette-Stro¨mung31) getrieben werden, la¨sst sich der kritische
Wert Rec durch eine lineare Stabilita¨tsanalyse bestimmen. Fu¨r andere Stro¨mun-
gen versagt dieser Zugang allerdings. Dabei handelt es sich insbesondere um die
ebene Poiseuille-Stro¨mung, bei der die Flu¨ssigkeit mittels eines Druckgradienten
durch den Raum zwischen zwei(unendlich ausgedehnten) Platten gepresst wird
und um die ebene Couette-Stro¨mung zwischen zwei Platten, die sich mit einer
konstanten Geschwindigkeit gegeneinander bewegen. Im ersten Fall ergeben Ex-
perimente einen U¨bergang bei einer wesentlich geringeren Reynoldzahl, als die
lineare Stabilita¨tsanalyse vorhersagt, wa¨hrend sich im zweiten Fall Turbulenz
entwickelt, obwohl das System fu¨r beliebig hohe Reynoldszahlen linear stabil ist.
29Wenn z.B. die Stro¨mungsgeschwindigkeit hohe Werte annimmt.
30Die Ausbildung von Konvektionsrollen zwischen zwei horziontalen Platten verschiedener
Temperatur.
31Scherstro¨mung zwischen zwei Zylinderfla¨chen, die sich mit verschiedener Winkelgeschwin-
digkeit um eine gemeinsame Achse drehen.
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In den neunziger Jahren begannen einige Autoren die Idee zu propagieren, dass
sich diese
”
Instabilita¨t trotz linearer Stabilita¨t“ aus der Nichtnormalita¨t der
mit diesen Systemen verbundenen Eigenmoden erkla¨ren ließe [63, 16, 20]. Die
Vorstellung dabei ist, dass eine anfa¨ngliche Sto¨rung, die nahezu senkrecht auf
den Eigenmoden steht, zuna¨chst durch den oben dargestellten Mechanismus
anwa¨chst, wobei sie in Richtung der Eigenmoden gedreht wird. Ab einer be-
stimmten Amplitude setzt nun die Nichtlinearita¨t ein, die dazu tendiert, die
Sto¨rung wieder in die senkrechte Richtung zuru¨ckzudrehen. Dadurch ergibt sich
eine Art Ru¨ckkopplungs-Mechanismus aus linearem Anwachsen und nichtlinea-
rem
”
Zuru¨ckdrehen“, der das System instabil werden la¨sst. Da sich dieser Ablauf
weder im Experiment noch anhand der Navier-Stokes-Gleichung isoliert nach-
weisen la¨sst, wurden in [2] und [16] einfache nichtlineare Modelle vorgeschlagen,
bei denen dieser Mechanismus realisiert ist. Inwieweit sich dies auf den hydrody-
namischen Kontext u¨bertragen la¨sst, ist jedoch etwas unklar. In [67] wurde eine
detaillierte Kritik formuliert, die insbesondere herausarbeitet, dass diese verein-
fachten dynamischen Gleichungen einige grundlegende physikalische Eigenschaf-
ten der Navier-Stokes-Gleichung verletzen und daher als Modellsysteme fu¨r die
Hydrodynamik von fraglichem Wert sind. Daru¨berhinaus wird in diesen Modellen
die Rolle der Nichtlinearita¨t mehr oder weniger darauf beschra¨nkt, die anwach-
sende Sto¨rung kontinuierlich in die senkrechte Richtung zuru¨ckzudrehen, ohne
dass dabei der spezifischen Form und Wirkung der Navier-Stokes-Nichtlinearita¨t
Rechnung getragen wird.
Wa¨hrend also die Rolle der Nichtnormalita¨t im hydrodynamischen Zusammen-
hang strittig ist, weisen die Ergebnisse aus [52] deutlicher auf einen Zusam-
menhang mit transientem Anwachsen hin. Die Untersuchung betrifft hier die
Instabilita¨t einer kreisfo¨rmigen Pore32 unter Elektromigrationseinfluss, die fu¨r
große Radien in kleinere Teile zerbricht. Eine lineare Stabilita¨tsanalyse zeigt,
dass die Kreisform fu¨r beliebige Radien linear stabil ist. Die damit verbundenen
Eigenmoden stellen sich allerdings als nicht-orthogonal heraus. In Abbildung
9.20 ist der Umfang der Poren als Funktion der Zeit fu¨r verschiedene Porenra-
dien in der linearisierten und nichtlinearen Zeitentwicklung dargestellt. Wie zu
sehen ist, kommt es sowohl in der linearen als auch in der nichtlinearen Ent-
wicklung zu einem betra¨chtlichen Ansteigen des Umfangs eines leicht gesto¨rten
Kreises. Fu¨r kleinere Radien zieht sich die Form schließlich wieder zum Kreis
zusammen, wa¨hrend die gro¨ßeren Poren zerbrechen. Vor dem Hintergrund des
oben Gesagten suggeriert dieses Bild natu¨rlich, dass die Nichtnormalita¨t das
System durch transientes Anwachsen aus dem linearen Bereich hinaustreibt, wo
die nichtlineare Entwicklung schließlich zum Zerbrechen der Poren fu¨hrt.
Wenden wir uns nun wieder der linearen Entwicklung der Inseln zu. Um Aussagen
u¨ber das transiente Anwachsen von Sto¨rungen zu treffen, beno¨tigen wir ein Maß
32Das Modell fu¨r die Elektromigration von Poren hat starke A¨hnlichkeit mit dem im ersten
Teil beschriebenen lokalen Modell. Allerdings wird dort das Feld am Inselrand durch die Lo¨sung
der Laplace-Gleichung im Außenraum bestimmt.
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Abbildung 9.19: Mechanismus des transientenWachstums bei nichtorthogonalen
Eigenvektoren. Die Anfangsbedingung links besteht auf zwei Eigenvektoren, die
mit verschiedener Geschwindigkeit kleiner werden, so dass die U¨berlagerung
nach der Zeit t (rechts) gro¨ßer geworden ist.
fu¨r die
”
Gro¨ße“ dieser Sto¨rung. Mathematisch bedeutet das eine Bezugnahme
auf eine bestimmte Norm des der Sto¨rung entsprechenden Vektors und deren
zeitlichen Verlauf. Wir haben bereits angemerkt, dass es fu¨r unser Problem nicht
von vorneherein eine ausgezeichnete Norm gibt. Wir kommen nun auf diese feh-
lende Eindeutigkeit zuru¨ck, indem wir das transiente Verhalten einmal bezu¨glich
des 〈 | 〉exp-Skalarprodukts und einmal bezu¨glich des L2-Skalarprodukts behan-
deln. Das heißt, wir werden einmal die MatrixA und einmal die Matrix A˜ behan-
deln. Es wird sich herausstellen, dass die
”
naheliegende“ Mo¨glichkeit, d.h. die
Norm von A zu berechnen hier zu einer deutlichen Verzerrung fu¨hrt. Tatsa¨chlich
wird die Norm durchaus sehr große Werte annehmen, wa¨hrend dieser Effekt fu¨r
A˜ vollsta¨ndig verschwindet. Ziel dieses Vergleichs ist es, noch einmal ausdru¨ck-
lich den Einfluß der Basiswahl (die in unserem Fall auch die Norm bestimmt)
hervorzuheben.
Anstatt die Norm von einzelnen Vektoren zeitlich zu verfolgen, greifen wir wie-
der auf den am Anfang von Abschnitt 9.2 eingefu¨hrten Begriff der Matrixnorm
zuru¨ck. Da sie, wie bereits erwa¨hnt, dem Maximum von ||Mx|| auf der Ein-
heitskugel ||x|| entspricht, gibt sie uns ein geeignetes Maß dafu¨r, wie groß ||Mx||
im ungu¨nstigsten Fall werden kann. Bilden wir die Matrixnorm || exp(tM)|| der
Zeitentwicklungsmatrix, so erhalten wir eine obere Schranke fu¨r den zeitlichen
Verlauf einer beliebigen Anfangsbedingung.
Im Folgenden sind wir also am Verhalten von || exp(tA)|| als Funktion von t
interessiert. Hierbei ergibt sich fu¨r den symmetrischen Fall durch den doppelten
Nulleigenwert eine Besonderheit: Wa¨hlen wir als Basis die Translation und die
Dilatation, so spannen diese einen invarianten Unterraum auf und die auf diesen
Raum eingeschra¨nkte Matrix ist durch
As =
(
0 1
0 0
)
gegeben33 . Exponentieren liefert exp(tAs) =
∑ 1
n!(tAs)
n, wobei Ans fu¨r n > 1
Null ist. Wir erhalten also
33Die Eins in der rechten oberen Ecke entsteht, wenn D und Tx relativ zueinander so skaliert
werden, dass AˆD = Tx. Wir vermeiden auf diese Weise nur unno¨tige zusa¨tzliche Faktoren.
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Abbildung 9.20: Zeitliche Entwicklung des Umfangs u einer Pore unter Elektro-
migrationseinfluss fu¨r verschiedene Porenradien R0 (aus [52]). Dabei ist u0 der
Umfang eines Kreises mit derselben Fla¨che. Die durchgezogenen Linien kenn-
zeichnen den Verlauf fu¨r die lineare Theorie, die Symbole den Verlauf der nicht-
linearen Entwicklung. Die fu¨r gro¨ßere Radien einsetzende Instabilita¨t fu¨hrt zum
Zerbrechen der Insel (in der Zeichnung mit
”
Knospung“ und
”
Einschnu¨rung“ ge-
kennzeichnet). Die Anfangskonfiguration ist ein in Feldrichtung (Φ = 0), bzw.
senkrecht dazu (Φ = π/2) gestreckter Kreis.
exp(tAs) =
(
1 t
0 1
)
,
so dass die Norm dieser Matrix asymptotisch ∼ t ist34 35. Da die Gesamtma-
34Der exakte Ausdruck fu¨r die Norm istq
max(1 + 1
2
t2 + 1
2
√
4t2 + t4, 1 + 1
2
t2 − 1
2
√
4t2 + t4) (Maple)
35Zur physikalischen Interpretation: Der Vektor (1, 0), d.h die Translation wird durch die
Matrix auf sich selbst abgebildet (Translationssymmetrie). Die Dilatation (0, 1) wird dagegen
auf eine U¨berlagerung der Dilatation und einer linear anwachsenden Translation abgebildet.
Dies spiegelt die Tatsache wieder, dass eine infinitesimal vergro¨ßerte Insel eine Beschleunigung
erfa¨hrt und die ungesto¨rte und gesto¨rte Form daraufhin linear in der Zeit auseinanderdriften.
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trix in die direkte Summe aus As und dem (ebenfalls reduziblen) Rest zerfa¨llt,
sorgt dieser Term immer fu¨r einen (asymptotisch) linearen Anstieg, auch wenn
die Eigenwerte, wie in unserem Fall, negativ sind36. Aus diesem Grund werden
wir uns zuerst mit den antisymmetrischen Eigenmoden bescha¨ftigen, wo keine
doppelten Nulleigenwerte auftreten.
9.4.1 Asymmetrischer Fall
U¨berlegen wir zuna¨chst, was bei einer normalen Matrix mit einem Spektrum
der Form {0,−λ1,−λ2, ..} fu¨r den Verlauf von || exp(tM)|| zu erwarten wa¨re.
Das Spektrum von exp(tM) ist {1, exp(−λ1t), exp(−λ2t), ..} und die Norm
dementsprechend konstant 1. In Abb. (9.21) ist der Verlauf von || exp(tA)|| als
Funktion von t dargestellt37. Wie zu erwarten, streben die Kurven mit wach-
sendem t gegen einen konstanten Wert, der allerdings mit steigendem z-Wert
(exponentiell) groß wird. Bei t = 0 ist die Exponentialmatrix einfach die Iden-
tita¨t und die Norm deshalb Eins. Die numerisch ermittelten Kurven werden fu¨r
z > 16 immer unregelma¨ßiger und schlagen ab z ≃ 19 in einen exponentiellen
Anstieg um. Da die Numerik in diesem Bereich offensichtlich keine zuverla¨ssi-
gen Ergebnisse mehr liefert, werden wir diese Fa¨lle im Folgenden nicht weiter
beru¨cksichtigen.
Berechnen wir nun dieselben Kurven fu¨r die Matrix A˜, d.h. die Norm in der
Fourierbasis, so ist || exp(tA˜)|| ≡ 1, vo¨llig unabha¨ngig von z. Das ist das Ergeb-
nis, das wir fu¨r normale Matrizen erwarten wu¨rden. Daru¨ber hinaus steht uns in
der Fourierbasis auch die Mo¨glichkeit zur Verfu¨gung, den Translationsanteil der
Sto¨rungen zu eliminieren. Das heißt, da die (in diesem Fall vertikale) Lage der
gesto¨rten Insel fu¨r unsere Fragestellung keine Rolle spielt, ko¨nnen wir uns auf
den Unterraum einschra¨nken, der die Translationen nicht entha¨lt. Fu¨r die Matrix
A˜ bedeutet das lediglich eine Streichung von erster Spalte und Zeile, wodurch
wir die reduzierte Matrix A˜red erhalten
38. Der Verlauf von || exp(tA˜red)|| ist in
Abbildung 9.22 dargestellt. Fu¨r alle z-Werte ergeben sich exponentiell abfal-
lende Kurven und die Abklingkonstante entspricht genau dem ersten negativen
Eigenwert λ1. Wu¨rden wir statt der Matrixnorm die Amplitude einer beliebigen
Anfangsbedingung zeitlich verfolgen, wu¨rde sich ein a¨hnliches exponentielles Ab-
fallen ergeben. Die L2-Norm gibt also getreu das
”
wirkliche“ Verhalten wieder,
wa¨hrend die 〈 | 〉exp-Norm offensichtlich ein verzerrtes Bild erzeugt. Was ist die
36Die Matrixnorm einer direkten Summe ist einfach ||M1 ⊕M2|| = max(||M1||, ||M2||)
37Technische Anmerkung: Die Matrizen mit 1 ≤ z ≤ 9 haben Dimension 100, die mit
10 ≤ z ≤ 20 Dimension 200. Die kleinere Matrixdimension fu¨r z ≤ 9 wurde gewa¨hlt, weil die
in den Matrix-Eintra¨gen enthaltenen Bru¨che
In+1+In−1
In
von Besselfunktionen fu¨r große n und
kleine z nicht zuverla¨ssig numerisch bestimmt werden ko¨nnen. Das Problem dabei ist, dass in
diesem Fall die Funktionswerte sehr klein werden (fu¨r z ≪ n ist In(z) ≈ 1n!
`
z
2
´n
), so dass die
numerische Routine den Funktionswert Null ausgibt. Der Bruch entha¨lt damit eine Division
durch Null.
38Eine a¨hnliche Einschra¨nkung ist bei A nicht ohne weiteres mo¨glich.
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Abbildung 9.21: Verlauf von || exp(tA)|| als Funktion von t fu¨r z = 1, 4, 7 . . . 16
(entspricht den Kurven von unten nach oben). Der Auftrag ist halblogarithmisch.
In den leichten Unregelma¨ßigkeiten in der obersten Kurve (z = 16) deutet sich
bereits an, dass die numerischen Ergebnisse fu¨r z > 16 zunehmend unbrauchbar
werden.
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
 0  0.2  0.4  0.6  0.8  1
|| e
xp
(tA
) ||
t
z=1
z=4
z=7
z=10
z=13
z=16
Abbildung 9.22: Verlauf von || exp(tA˜red)|| als Funktion von t fu¨r z =
1, 4, 7 . . . 16. Der Auftrag ist halblogarithmisch.
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Ursache dafu¨r? Um diese Frage zu kla¨ren, sei noch einmal daran erinnert, dass
das Skalarprodukt einen exponentiellen Gewichtungsfaktor entha¨lt. Es entspricht
also der Integraldarstellung
〈f1(θ)|f2(θ)〉exp =
∫ 2π
0
f1(θ)f2(θ) exp(
z
2 cos(θ)) dθ
Je gro¨ßer z ist, desto sta¨rker wird der Exponentialfaktor das Produkt der Funk-
tionswerte um θ = 0 herum gewichten, wa¨hrend alle anderen Werte stark un-
terdru¨ckt werden. Zwei Funktionen, die sich bei θ = 0 auch nur geringfu¨gig
unterscheiden, werden demnach in dieser Norm einen großen Abstand haben,
wobei der Abstand exponentiell mit z wa¨chst. Dies ist nun genau der exponen-
tiell gro¨ßer werdende Sa¨ttigungswert in Abb. (9.21). Der Sa¨ttigungswert selbst
ist auf die Translationseigenmode zuru¨ckzufu¨hren, die einzige Mode, die nicht
zerfa¨llt, weswegen die Kurve gegen einen konstanten Wert strebt.
Auch wenn es sich bei dem Anwachsen also um ein Artefakt handelt, werden
wir im Folgenden dieses Verhalten mit den pseudospektralen Eigenschaften der
Matrix in Verbindung bringen39. Die Grundidee ist dabei, dass, wenn die Pseu-
doeigenwerte genu¨gend weit in der Halbebene mit positivem Realteil liegen,
ein transientes Anwachsen zu erwarten ist. Um zu pra¨zisieren, was
”
genu¨gend
weit“ bedeutet, mu¨ssen wir einen Zusammenhang zwischen der Exponential-
matrix exp(tM) und dem Pseudospektrum, bzw. der Resolvente herstellen. Der
Schlu¨ssel dazu liegt in der folgenden Beziehung40 fu¨r die Laplace-Transformierte
von etM
(x−M)−1 =
∫ ∞
0
e−xtetM dt.
Nehmen wir auf beiden Seiten die Norm, so erhalten wir die Abscha¨tzung
||(x−M)−1|| ≤
∫ ∞
0
||etM|| · |e−xt| dt
≤
(
sup
t≥0
||etM||
)∫ ∞
0
|e−xt| dt = supt≥0 ||e
tM||
Re x
.
Transientes Anwachsen bedeutet, dass supt≥0 ||etM|| gro¨ßer als Eins ist. Wir
ko¨nnen also den folgenden Satz formulieren
Hilfssatz. Erfu¨llt die Resolvente (x−M)−1 einer Matrix die Ungleichung
||(x0 −M)−1|| ≥ K/Re x0 fu¨r ein x0 mit Rex0 > 0 und K > 1, so ergibt sich
fu¨r das transiente Anwachsen die untere Schranke
39Alle nachfolgenden Ergebnisse stammen aus [64]. Wir werden auch hier so verfahren, dass
wir die Herleitung jeweils nur skizzieren.
40Fu¨r einen Beweis siehe z.B. [43]
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sup
t≥0
||etM|| ≥ K
Erinnern wir uns nun daran, dass das ε-Pseudospektrum aus den Punkten mit
||(x −M)−1|| ≥ 1ε besteht, und definieren die pseudospektrale Abszisse als das
Supremum des Realteils des ε-Pseudospektrums
αε(M) = sup
x∈σε(M)
Rex,
so erhalten wir das zentrale Ergebnis
sup
t≥0
||etA|| ≥ αε/ε. (9.4)
Stellen wir nun kurz einen Vergleich mit dem Fall normaler Matrizen an. Wir
hatten bereits in Abschnitt 9.2 angemerkt, dass in diesem Fall der Betrag der
Resolvente mit dem Abstand vom Spektrum abfa¨llt
||(x−M)−1|| = 1
dist(x, σ(M))
.
Nehmen wir nun an, der gro¨ßte Eigenwert sei λ0 = 0 (wie es bei uns der Fall
ist), die Matrix liege also genau an der Grenze zwischen Abfallen und Anwachsen
von || exp(tM)||. Der Betrag der Resolvente fa¨llt also mit
||(x−M)−1|| = 1|x|
in der Halbebene Rex > 0 ab. Die Pseudospektren ragen somit genau um
den Abstand ε in diese Halbebene hinein und die pseudospektrale Abszisse ist
demzufolge αε = ε. In (9.4) ist die rechte Seite dann Eins und die Abscha¨tzung
trivial. In diesem Sinne bedeutet die Konstante K > 1 im Hilfssatz gerade,
dass die Norm der Resolvente langsamer abfa¨llt als im normalen Fall und die
Pseudospektren dadurch
”
weit genug“ in die Rex > 0-Halbebene hineinreichen.
Vergleichen wir nun die theoretische untere Schranke mit dem tatsa¨chlichen An-
wachsen, d.h. mit dem Sa¨ttigungswert in Abbildung 9.21. Die folgenden beiden
Tabellen enthalten αε fu¨r verschiedene Werte von ε fu¨r die Fa¨lle z = 10 und
z = 15. Fu¨r z = 10 liegt das Maximum von αε/ε in der Na¨he von 5.36 × 102,
die zugeho¨rige Kurve sa¨ttigt bei 5.34 × 102. Fu¨r z = 15 liegt das Maximum
bei 4.37× 104, der zugeho¨rige Sa¨ttigungswert ist 4.38× 104. Die Abscha¨tzung
ist in unserem Fall also außerordentlich scharf. Interessant ist, dass sich das
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log10(ε) αε αε/ε
0 3.36×101 3.36×101
-1 1.29×101 1.29×102
-2 3.39×100 3.39×102
-3 4.97×10−1 4.97×102
-4 5.30×10−2 5.30×102
-5 5.34×10−3 5.34×102
-6 5.34×10−4 5.34×102
-7 5.36×10−5 5.36×102
log10(ε) αε αε/ε
0 1.27×102 1.27×102
-1 6.78 × 101 6.78×102
-2 3.26 × 101 3.26× 103
-3 1.25 × 101 1.25× 104
-4 3.05 × 100 3.05× 104
-5 4.15 × 10−1 4.15× 104
-6 4.35 × 10−2 4.35× 104
-7 4.37 × 10−3 4.37× 104
Tabelle 9.1: Die pseudospektrale Abszisse αε fu¨r verschiedene Werte von ε.
Die Tabelle links entha¨lt die Werte fu¨r z = 10, die rechte Tabelle entspricht
z = 15. Die Berechnung erfolgte mit der Matlab-Routine Eigtool. Fu¨r sehr
kleine Werte ε < 10−7 ließ sich αε nicht zuverla¨ssig bestimmen.
Verha¨ltnis fu¨r kleine ε einem konstanten Wert anzuna¨hern scheint. Das scheint
darauf hinzuweisen, dass die Resolvente bei dem Nulleigenwert wie im normalen
Fall eine 1|x| -Singularita¨t besitzt, wobei der Koeffizient jedoch gegenu¨ber dem
normalen Fall von Eins verschieden ist.
Fu¨hren wir die selben Betrachtungen fu¨r A˜ durch, so verschwinden alle diese
Merkmale des Pseudospektrums. Wie bereits in Abschnitt 9.2 erwa¨hnt sind die
Ra¨nder der Pseudospektren um den Nulleigenwert kreisfo¨rmig mit Radius ε. Die
pseudospektrale Abszisse ist also αε = ε und die untere Schranke in (9.4) Eins.
Bescha¨ftigen wir uns nun mit einer weiteren Ungleichung, die eine obere Schran-
ke fu¨r das Anwachsen angibt. Da ||M|| = max||x||=1 ||Mx|| gro¨ßer oder gleich dem
Realteil des gro¨ßten Eigenwerts ist (Gleichheit im Falle normaler Matrizen), gilt
zuna¨chst
etα(M) ≤ ||etM||,
wobei α(M) die spektrale Abszisse, also das Supremum des Realteils der Eigen-
werte bezeichnet. La¨sst sich M mit M = VDV−1 diagonalisieren (V ist die
Matrix der Eigenvektoren), gilt wegen ||M1M2|| ≤ ||M1|| ||M2||
||etM|| = ||VetDV−1|| ≤ ||V||||etD||||V−1||
und mit ||etD|| = etα(D) = etα(M) und der Bezeichnung κ(V) = ||V|| ||V−1||
folgt
etα(M) ≤ ||etM|| ≤ κ(V)etα(M). (9.5)
Falls M normal ist, ist κ(V) = 1, woraus direkt die Gleichung ||etM|| = etα(M)
folgt. Fu¨r nichtnormale Matrizen la¨sst sich κ als Maß fu¨r die Nichtnormalita¨t
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verwenden41. In Abb. (9.23) ist die Gu¨te der oberen Schranke in (9.5) darge-
stellt.
Insgesamt la¨sst sich also feststellen, dass sich das transiente Anwachsen gut
durch die Theorie der Pseudospektren beschreiben la¨sst. Die Sta¨rke dieses An-
wachsens geht ebenso wie die Nichtnormalita¨t exponentiell mit dem Parameter42
z und es lassen sich durch geeignete Ungleichungen obere und untere Schranken
gewinnen.
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Abbildung 9.23: κ und der Sa¨ttigungswert von || exp(tA)|| als Funktion von z.
Der Auftrag ist halblogarithmisch
9.4.2 Symmetrischer Fall
Wir wiederholen nun die Untersuchung fu¨r den symmetrischen Fall. In Abb.
9.24 ist wieder || exp(tA)|| als Funktion von t dargestellt. Wie erwartet ergibt
sich diesmal asymptotisch ein linearer Anstieg. Die Steigung dieser Geraden
wa¨chst, wie aus Abb. 9.25 ersichtlich ist, exponentiell an. Dieses Anwachsen
quantitativ mit der wachsenden Nichtnormalita¨t in Verbindung zu bringen, ist
jetzt jedoch schwieriger. Da die Matrix einen Jordanblock entha¨lt, ist der Satz
V der Eigenvektoren, den das numerische Verfahren liefert, nicht mehr linear
41κ ist die sogenannte Kondition der Matrix M. Sie gibt an, wie empfindlich die Lo¨sung des
Gleichungssystems Ax = b auf Sto¨rungen der rechten Seite reagiert. Zur Konditionierung des
Eigenwertproblems und den Zusammenhang mit der Nichtnormalita¨t, siehe auch das na¨chste
Kapitel 9.5.
42Die exponentielle Parameterabha¨ngigkeit tritt ha¨ufig auf, siehe auch [64] S.8.
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unabha¨ngig43,V nicht invertierbar und die Gro¨ße κ nicht definiert44. Eine Gro¨ße,
die in einer zu (9.5) analogen Ungleichung die Rolle von κ u¨bernehmen wu¨rde,
wa¨re ||T|| ||T−1||, wobei T die Matrix der verallgemeinerten Eigenvektoren ist,
d.h. die Matrix, mit der sich A auf die Jordan-Form J transformiert A =
TJT−1. Das Auffinden der Jordan-Form ist allerdings numerisch schwierig45.
Die Matrix T la¨sst sich in unserem Fall folgendermaßen bestimmen: T und V
enthalten beide die echten Eigenvektoren und sind deshalb bis auf eine Spalte
identisch. Der fehlende verallgemeinerte Eigenvektor erfu¨llt AˆD = Tx, d.h. da
wir Tx, einen echten Eigenvektor, kennen, la¨sst sich D aus dieser Gleichung
bestimmen. Die so erhaltene Matrix T transformiert zwar A in eine Jordan-
Form, jedoch ergeben sich fu¨r ||T|| ||T−1|| enorm hohe Werte. Dies ist jedoch
eher Ausdruck der ungu¨nstigen numerischen Eigenschaften der Matrix A, als
dass es uns ein pra¨zises Maß fu¨r die Nichtnormalita¨t geben ko¨nnte.
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In diesem Abschnitt wenden wir uns wiederum der extremen Sensitivita¨t ge-
genu¨ber Sto¨rungen zu. Anders als im vorangegangenen Abschnitt, wo wir die-
sen Sachverhalt mittels der Theorie der Pseudospektren analysiert haben, wer-
den wir uns hier dem Problem u¨ber eine Art von Sto¨rungstheorie fu¨r Matrizen
na¨hern. Die folgenden U¨berlegungen sind a¨ußerst wichtig fu¨r die numerische
Behandlung von Eigenwertproblemen und werden uns, komplementa¨r zu der
”
neueren“ Theorie der Pseudospektren, einen etwas anderen Blickwinkel auf
das Problem erlauben. Dazu fu¨hren wir zuna¨chst einige Begriﬄichkeiten ein.
Dabei beschra¨nken wir uns der Einfachheit halber auf Matrizen mit nichtentar-
teten Eigenwerten. Diese Einschra¨nkung ist im Fall des antisymmetrischen Teils
des Spektrums erfu¨llt. Fu¨r den symmetrischen Teil mit dem zweifach entarte-
ten Nulleigenwert wa¨re eine etwas differenziertere Untersuchung notwendig, die
aber keinen weiteren Erkenntnisgewinn verspricht. Fu¨hren wir zuna¨chst zusa¨tz-
lich zu den u¨blichen (rechten) Eigenvektoren xRn die linken Eigenvektoren x
L
n
43Der Algorithmus sucht nach einer Lo¨sung zu AV = VD, wobei D die Diagonalmatrix
mit den Eigenwerten ist und V im diagonalisierbaren Fall die Eigenvektoren entha¨lt. Bei einem
zweifachen Eigenwert, zu dem es nur einen Eigenvektor gibt, entha¨lt V diesen Eigenvektor
einfach doppelt, wodurch die Gleichung erfu¨llt ist
44Auch wenn sie sich numerisch bestimmen la¨sst. V ist aufgrund der endlichen Genauigkeit
numerisch invertierbar (die Entartung des Nulleigenwertes wird gewissermaßen numerisch auf-
gehoben und es entstehen zwei dicht beieinander liegende Eigenwerte), es ist aber nicht klar
wieviel von ||V−1|| von der Nichtnormalita¨t und wieviel von der “Beinahe-Singularita¨t“ kommt.
So ist z.B. fu¨r z = 10 κ = 5.75 × 108 im Vergleich zum asymmetrischen Fall κ = 4.66 × 103
zum selben z-Wert
45Dazu sei zitiert: “Interestingly, neither Matlab nor Octave seem to have a numerical func-
tion for computing the Jordan canonical form of a matrix. Matlab will try to do it symbolically
when the matrix entries are given as exact rational numbers (ratios of integers) by the jordan
function, which requires the Maple symbolic mathematics tool box. Numerically, it is generally
difficult to distinguish between poles that are repeated exactly, and poles that are merely close
together.“ unter http://ccrma.stanford.edu/ jos/filters/Jordan Canonical Form.html
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Abbildung 9.24: Verlauf von || exp(tA)|| als Funktion von t fu¨r z = 1, 2, 3, 4.
100
101
102
103
104
105
106
107
 0  0.5  1  1.5  2
|| e
xp
(tA
) ||
t
Abbildung 9.25: Verlauf von || exp(tA)|| als Funktion von t fu¨r z = 1, 4, 7, 10
und 13 (entspricht den Kurven von unten nach oben). Der Auftrag ist halblo-
garithmisch. Wie zu sehen ist, steigt z.B. bei t = 2.0 der Wert von || exp(tA)||
exponentiell mit z an. Daraus folgt, dass die Steigung des asymptotisch linearen
Verlaufs (siehe Abb. 9.24) exponentiell mit z wa¨chst.
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ein. Definiert sind diese beiden Gro¨ßen durch
AxRn = λnx
R
n (9.6)
xLnA = λnx
L
n . (9.7)
Bei xRn handelt es sich hierbei um Spaltenvektoren und bei x
L
n um Zeilenvek-
toren. Aus der Gleichung ist ersichtlich, dass jeder rechte Eigenvektor von A
ein linker Eigenvektor von A† ist. Damit folgt direkt aus der charakteristischen
Gleichung
det(A− λI) = 0
fu¨r die Eigenwerte und der Tatsache, dass die Determinante unter Transposition
invariant ist, dass linke und rechte Eigenwerte u¨bereinstimmen (so wie es (9.7)
bereits andeutet). In diesem Sinne hat jeder linke Eigenvektor einen rechten
Partner, na¨mlich den, der zum selben Eigenwert geho¨rt.
Untersuchen wir nun, wie sich ein Eigenwert bei einer kleinen Sto¨rung ver-a¨ndert.
Dazu addieren wir zu der Matrix M eine Matrix εE mit ||E|| = 146 hinzu. Die
Eigenwertgleichung lautet nun
(M+ εE)xR(ε) = λ(ε)xR(ε).
Differenzieren wir diese Gleichung nach ε und setzen ε = 0 erhalten wir
M
∂xR
∂ε
(0) +ExR =
∂λ
∂ε
(0)xR + λ
∂xR
∂ε
(0).
Multiplizieren wir beide Seiten von links mit xL und benutzen xLM = λxL
ergibt sich
∂λ
∂ε
(0) =
xLExR
xLxR
.
Wa¨hlen wir nun xR und xL als normiert, ko¨nnen wir den Betrag des Za¨hlers auf
der rechten Seite mit der Cauchy-Schwarzschen Ungleichung durch |xLExR| ≤
||xL|| · ||ExR|| ≤ ||xL|| · ||E|| · ||xR|| = 1 abscha¨tzen und erhalten damit zusam-
menfassend den
46Im Folgenden bezeichen die Doppelstriche || . . . || immer die u¨bliche euklidische Norm. Zur
Definition der Matrixnorm siehe Abschnitt 9.2.
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Satz 1. SeiM ∈ Cn×n eine diagonalisierbare Matrix, λ ein einfacher Eigenwert
und xR,xL die zugeho¨rigen linken und rechten normierten Eigenvektoren. Ist
nun A(ε) = A+ εE mit E ∈ Cn×n und ||E|| = 1, dann gilt fu¨r den Eigenwert
λ(ε) von A(ε) mit λ(0) = λ ∣∣∣∣∂λ∂ε (0)
∣∣∣∣ ≤ 1|xLxR| .
(Fu¨r einen Beweis siehe [48], S. 18947). Die Ableitung ∂λ∂ε (0) ist nun nichts an-
deres als der Koeffizient des linearen Terms in der Sto¨rungsentwicklung λ(ε) =
λ(0)+ ∂λ∂ε (0)ε+o(ε). Die Gro¨ße
1
|xLxR| =
1
cos(θλ)
, wobei θλ der Winkel zwischen
rechtem und linkem Eigenvektor ist, ist damit die sogenannte Konditionszahl des
Eigenwertes. Allgemein gibt die Kondition die Abha¨ngigkeit einer Lo¨sung von der
Sto¨rung der Eingangsdaten an. Die Konditionszahl quantifiziert diese Abha¨ngig-
keit, indem sie den Faktor angibt, um den Eingangsfehler im ungu¨nstigsten Fall
versta¨rkt werden (in unserem Fall haben wir natu¨rlich die Terme ho¨herer Ord-
nung vernachla¨ssigt). Ausschlaggebend fu¨r die Kondition eines Eigenwertes ist
also der Winkel zwischen rechtem und zugeho¨rigem linken Eigenvektor. Im Falle
normaler Matrizen sind rechter und linker Eigenvektor identisch und das Eigen-
werteproblem damit gut konditioniert. Fu¨r beliebige Matrizen gilt nun folgende
U¨berlegung ([47]): Sei VR die Matrix, deren Spalten aus den rechten Eigenvek-
toren gebildet werden und VL die Matrix, deren Zeilen die linken Eigenvektoren
sind. Dann lassen sich die Eigenwertgleichungen (9.7) schreiben als
A ·VR = VR · diag(λ1 . . . λN )
VL ·A = diag(λ1 . . . λN ) ·VL
Multipliziert man die erste Gleichung von links mitVL und die zweite von rechts
mit VR erha¨lt man durch Subtraktion
(VL ·VR) · diag(λ1 . . . λN ) = diag(λ1 . . . λN ) · (VL ·VR),
d.h. das Matrixprodukt (VL ·VR) kommutiert mit der Diagonalmatrix der Ei-
genwerte. Da die Diagonalelemente verschieden sind, folgt daraus direkt, dass
auch das Matrixprodukt Diagonalgestalt haben muss. Mit anderen Worten, jeder
linke Eigenvektor steht auf allen rechten Eigenvektoren senkrecht, mit Ausnah-
me seines Partners und umgekehrt. Bei nichtnormalen Matrizen kann nun das
Skalarprodukt zwischen den Partnern unter Umsta¨nden sehr klein werden. Wie
in Abbildung 9.26 skizziert steht die Parallelita¨t zwischen den Partnern in engem
Zusammenhang mit der Orthogonalita¨t der rechten (und umgekehrt der linken)
Eigenvektoren untereinander.
47Aus unserer Herleitung ist z.B. nicht ersichtlich, ob das Skalarprodukt xLxR u¨berhaupt
von Null verschieden ist.
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Abbildung 9.26: Veranschaulichung der geometrischen Beziehung zwischen lin-
ken und rechten Eigenvektoren: Im linken Bild stehen die rechten Eigenvektoren
xR1 und x
R
2 aufeinander senkrecht. Da x
L
2 auf x
R
1 senkrecht steht (siehe Text),
muss er parallel zu xR2 sein. Im rechten Bild sind x
R
1,2 nicht orthogonal. Wegen
xL2⊥xR1 kann xL2 deshalb nicht parallel zu xR2 sein.
Da die rechten Eigenvektoren bei unserer Matrix A fu¨r große Werte von z
anna¨hernd parallel sind (siehe Abschnitt 9.2), muss also gleichzeitig die Kondi-
tion der Eigenwerte entsprechend schlecht sein. Dies fu¨hrt dazu, dass die Linien
der Eigenwerte als Funktion von z in der Na¨he von z = 30 stark zu fluktuieren
anfangen und sich schließlich in diffuse Punktwolken auflo¨sen (siehe Abbildung
9.27).
Ein auf den ersten Blick seltsamer Umstand ergibt sich nun, wenn man dies dem
Spektrum einer leicht gesto¨rten Matrix gegenu¨berstellt48 (Abbildung 9.28). Das
Rauschen der Linien verschwindet durch die Sto¨rung vollsta¨ndig, wenn auch das
Spektrum, wie wir ja bereits wissen, vollkommen vera¨ndert wird. Warum nun
bewirkt die leichte Sto¨rung eine Gla¨ttung der Linien? In Abbildung 9.29 ist die
Kondition der gro¨ßten Eigenwerte halblogarithmisch gegen z aufgetragen. Wie
zu ersehen ist, geht die Kondition exponentiell mit z, ein Umstand, der die kor-
rekte Bestimmung der Eigenwerte fu¨r große z unmo¨glich macht. Zusa¨tzlich ist in
der Abbildung die Kondition der gesto¨rten Matrix aufgetragen. Wie man sieht,
verbessert sich die Kondition durch die Sto¨rung dramatisch. Warum eine relativ
beliebige Sto¨rung praktisch immer zu einer Verbesserung der Kondition fu¨hrt,
wird durch das Bild der nicht-orthogonalen Eigenvektoren versta¨ndlich. Dass
zwei Vektoren in einem hochdimensionalen Raum anna¨hrend zueinander paral-
lel sind, stellt eine sehr spezielle Konfiguration da. Dementsprechend wird eine
Vera¨nderung eines der beiden Vektoren in fast jedem Fall den Winkel zwischen
beiden vergro¨ßern. In diesem Sinne entsprechen die Matrix A und das zugeho¨ri-
ge Spektrum einem marginalen Fall und die Nichtnormalita¨t ist gewissermaßen
selbst eine empfindliche Eigenschaft.
48Die Sto¨rung ist A5,5 → A5,5 + 0.1. Diese Sto¨rung ist relativ willku¨rlich gewa¨hlt, jedoch
scheint die Vera¨nderung des Spektrums von der genauen Form der Sto¨rung weitgehend un-
abha¨ngig zu sein.
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Abbildung 9.27: Die Eigenwerte λ1 . . . λ8 als Funktion von z.
Zuletzt sei noch angemerkt, dass der im Abschnitt 9.2 besprochene Basiswechsel
vom Standpunkt der Konditionierung keine Verbesserung bringt. Die Matrix
wird durch den Basiswechsel zwar weniger nichtnormal, da jedoch nun auch die
Transformation des Basiswechsels zur Konditionierung beitra¨gt bedeutet dies
fu¨r das Eigenwertproblem keinen Gewinn. Insbesondere das Rauschen der Linien
kann damit nicht vermindert werden.
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Abbildung 9.28: Die Eigenwerte λ1 . . . λ8 als Funktion von z im ungesto¨rten und
gesto¨rten Fall. Im gesto¨rten Fall handelt es sich eigentlich um ein komplexes
Spektrum, von dem nur der Realteil dargestellt ist. Die zusammenlaufenden
Linien entsprechen zwei Eigenwerten mit gleichem Realteil, deren Imagina¨rteile
sich jedoch unterscheiden.
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Abbildung 9.29: Kondition der gesto¨rten und ungesto¨rten Eigenwerte λ1 . . . λ7
im halblogarithmischen Auftrag.
Kapitel 10
Numerische Ergebnisse fu¨r die
nichtlineare Zeitentwicklung
Obwohl wir in unserer Darstellung die Stabilita¨tsanalyse und die Beschreibung
der nichtnormalen Eigenmoden an den Anfang gestellt haben, waren tatsa¨chlich
die analytischen und numerischen Untersuchungen aufs Engste miteinander ver-
woben. So war die Motivation, die Stabilita¨tsanalyse aus [44] zu reproduzieren,
bzw. zu korrigieren zuna¨chst die Tatsache, dass sich die dort vorhergesagte linea-
re Instabilita¨t numerisch nicht nachweisen ließ. In diesem Abschnitt beschreiben
wir nun die Simulationsergebnisse von Frank Haußer im Bezug auf die Frage
nach der Stabilita¨t der Kreislo¨sung.
Die numerische Problemstellung zerfa¨llt ebenso wie die physikalische in zwei
(miteinander gekoppelte) Teilprobleme. Zum einen muss die Zeitentwicklung des
Konzentrationsfeldes berechnet werden, zum anderen die Bewegung des Insel-
randes. Fu¨r eine Diskretisierung dieser beiden Gro¨ßen werden zwei unabha¨ngige
Gitter erzeugt – ein eindimensionales fu¨r den Inselrand und ein zweidimensiona-
les fu¨r das Konzentrationsfeld. Beide Gitter werden – bei Bedarf – nach jedem
Zeitschritt adaptiv verfeinert bzw. vergro¨bert1. In jedem diskreten Zeitschritt
erfolgt jetzt die Lo¨sung in zwei Schritten:
 Lo¨sung der Diffusionsgleichung auf dem 2-dimensionalen Gitter bei vorge-
gebenem Inselrand: Die dynamische Gleichung der Adatomkonzentration
wird bezu¨glich des ra¨umlichen Teils mit einem (linearen) Finite-Elemente-
Verfahren diskretisiert und dann mittels eines impliziten Verfahrens erster
Ordnung in der Zeit gelo¨st.
 Berechnung der Geschwindigkeit des Inselrandes bei gegebener Adatom-
konzentration. Die Geschwindigkeit wird mittels eines impliziten Front-
Tracking-Verfahrens berechnet, wobei wiederum finite Elemente – jetzt
auf dem eindimenionalen parametrischen Gitter – verwendet werden. Aus
1Wie wir im Folgenden sehen werden, entwickeln sich am Inselrand Bereiche mit betra¨cht-
licher Kru¨mmung, so dass eine Anpassung der Gitter hier von entscheidender Bedeutung ist.
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der berechneten Geschwindigkeit ergibt sich dann der neue Inselrand (d.h.
das neue eindimensionale Gitter).
Fu¨r eine detaillierte Beschreibung dieser Methode, siehe [3].
Fu¨r die Simulation wird also die volle zeitabha¨ngige Gleichung (7.1), (7.2),(7.5),
(7.7) und (7.8) integriert2. Die quasistatische Gleichung (8.4), die wir fu¨r die
analytische Rechnung verwendet haben, ist als Na¨herung gerechtfertigt, wenn
die Bewegung des Inselrandes wesentlich langsamer verla¨uft als die der Adatom-
konzentration. Dies ist wiederum der Fall, wenn die Konzentration gering ist.
Es wurde sichergestellt, dass dies fu¨r die folgenden Ergebnisse der Fall ist.
Als Anfangsbedingung wurden Ellipsen mit Aspektverha¨ltnis a/b von horizonta-
ler zu vertikaler Ausdehnung gewa¨hlt. Fu¨r diesen Fall ist die Normalengeschwin-
digkeit einer analytischen Berechnung zuga¨nglich. Die Details dieser Rechnung
sind im Anhang A.7 zu finden. Das Ergebnis hat die Form einer Reihe von
Mathieu-Funktionen und la¨sst sich nur fu¨r z ≤ 5 und a/b ≤ 2 verla¨sslich aus-
werten. Fu¨r diesen Bereich ist ein Vergleich mit der numerisch gewonnenen
Normalengeschwindigkeit in Abbildung 10.1 dargestellt. Wie zu sehen ist, sind
die beiden Ergebnisse in guter U¨bereinstimmung. Des Weiteren zeigt sich, dass
die Geschwindigkeit am vorderen (θ = π) Ende am gro¨ßten und positiv, d.h.
nach innen gerichtet ist. In der Na¨he der Spitze, bei ungefa¨hr θ ≃ π ± π/4 be-
wegt sich der Inselrand dagegen nach außen. Dies deutet darauf hin, dass sich
die Ellipse an der Vorderseite wieder zur Kreisform zusammenzieht. Am hinte-
ren Ende ist die Geschwindigkeit kleiner und immer nach innen gerichtet, so
dass sich eine Entwicklung in Richtung einer Eiform erwarten la¨sst. Wie Abbil-
dung 10.2 zeigt, trifft dies auch tatsa¨chlich zu. Diese eifo¨rmige Asymmetrie der
Inselform wird mit steigenden Werten fu¨r z immer ausgepra¨gter, was vermutlich
letztlich zur weiter unten diskutierten Finger-Instabilita¨t fu¨hrt, sobald an der
Hinterseite ein kritischer Kru¨mmungsradius erreicht ist. Diese Instabilita¨t ist im
Fall z = 25 in Abbildung 10.3 dargestellt. Bei einer anfa¨nglichen Streckung in
Feldrichtung bildet sich wa¨hrend einer la¨ngeren Anfangsphase die beschriebene
Eiform aus, die sich am hinteren Ende zu einer relativ lokalisierten Ausbuch-
tung entwickelt. In der darauffolgenden schnelleren Phase wa¨chst daraus ein
Finger, der am Hals einschnu¨rt und sich schließlich ablo¨st. Fu¨r die senkrecht
zum Feld gestreckte Anfangskonfiguration bilden sich symmetrisch zueinander3
zwei Finger aus, die sich ebenfalls ablo¨sen. Die zeitliche Entwicklung u¨ber diese
topologische A¨nderung hinaus wurde nicht simuliert. Es la¨sst sich absehen, dass
sich der abgelo¨ste Teil wegen seiner kleinen Gro¨ße vermutlich wieder zu einer
Kreisform zusammenzieht. Vorraussichtlich wird die Insel so lange kleine Toch-
terinseln absondern, bis sie eine stabile Gro¨ße erreicht hat.
Fu¨r große Inseln ist diese Fingerbildung numerisch nicht mehr von einer linearen
2In (7.7) wurde bei der numerischen Integration der zweite Term vernachla¨ssigt. Um der
thermodynamischen Randbedingung (7.9) mo¨glichst nahe zu kommen wurde die Rate k+
entsprechend groß gewa¨hlt.
3Die Symmetrie wird allerdings durch das numerische Rauschen zersto¨rt.
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Instabilita¨t zu unterscheiden. In Abbildung 10.4 sind einige Werte des Aspekt-
verha¨ltnisses und des Parameter z dargestellt, fu¨r die sich eine stabile, bzw.
instabile Dynamik ergibt. Wa¨hrend fu¨r z = 8 auch stark gestreckte Anfangs-
konfigurationen stabil zur Kreisform zuru¨ckkehren, ergibt sich ab z = 9 ein
Schwellwert, oberhalb dessen die Insel instabil wird. Ab z = 11 fu¨hren auch
sehr kleine Aspektverha¨ltnisse zu einer Fingerbildung.
Obwohl wir die Ursache dieser Instabilita¨t nicht auf analytischer Grundlage
kla¨ren ko¨nnen, wollen wir zum Abschluss noch ein qualitatives Bild entwer-
fen, wie die Fingerbildung unserem Versta¨ndnis nach zustande kommt. Erinnern
wir uns zuna¨chst, dass die Dynamik von zwei Massenstro¨men bestimmt wird,
dem diffusiven Strom jd mit
jd = −D∇c · n
und dem Strom, der durch die Elektromigration verursacht wird
je =
D
ξ
ceqn · ex.
Zuerst betrachten wir zwei einfache Grenzfa¨lle, in denen jeweils einer der beiden
Stro¨me verschwindet. Versehen wir den Inselrand mit einer Sto¨rung in Form
einer Ausbuchtung, so verringert sich dort nach (7.5) die lokale Konzentration.
Die beiden Fa¨lle ergeben nun die folgenden Szenarien:
(a) Kein elektrisches Feld. Die verringerte Konzentration innerhalb der Ausbuch-
tung fu¨hrt zu einem Konzentrationsgradienten und damit zu einem diffusiven
Fluss jd, der den Massenstrom in die Ausbuchtung beschleunigt. Die Ausbuch-
tung wird damit aufgefu¨llt und die Sto¨rung geht zuru¨ck.
(b) Keine Diffusion. Der Massenstrom je ist proportional zur Adatomkonzentra-
tion. Da diese durch die Sto¨rung verringert ist, wird auch der Massentransport
durch je vermindert. Die Ausbuchtung driftet damit gegenu¨ber der ungesto¨rten
Vorderseite der Insel langsamer und bleibt hinter ihr zuru¨ck. Die Ausbuchtung
wa¨chst also. An der Vorderseite wu¨rde ein analoges Argument dagegen dazu
fu¨hren, dass die langsamer driftende Ausbuchtung schrumpft.
Betrachten wir nun den Fall mit beiden Massenstro¨men jd und je. Wa¨hrend
jd am Rand im Wesentlichen durch die lokale Geometrie bestimmt ist, ist je
daru¨ber hinaus proportional zu 1/ξ. Halten wir alle u¨brigen Parameter fest, so ist
zu erwarten, dass die Verminderung des Stroms je durch den diffusiven Strom jd
nicht mehr ausgegeglichen werden kann, wenn das Feld sehr stark wird. Die Aus-
buchtung wu¨rde dann weiter wachsen, was der beobachteten Finger-Instabilita¨t
entspricht.
Durch dieses Argument wird auch die Rolle der Kapillarita¨t erhellt, die im We-
sentlichen A¨nderungen der lokalen Geometrie in A¨nderungen in der Adatom-
Konzentration u¨bersetzt. Diese Konzentrationsa¨nderung beeinflusst sowohl den
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Abbildung 10.1: Normalengeschwindigkeit einer ellipsenfo¨rmigen Insel als Funk-
tion des Normalenwinkels θ im Schwerpunktssystem (d.h. nachdem die Drift-
geschwindigkeit abgezogen wurde). Dargestellt ist der Verlauf fu¨r z = 5 und
verschiedene Werte des Aspektverha¨ltnisses. Positive Werte bedeuten, dass sich
der Inselrand an dieser Stelle nach innen bewegt. Der Winkel θ = π entspricht
der Bewegungsrichtung. Die Kurven entsprechen Simulationsdaten, wobei die
Normalengeschwindigkeit u¨ber die ersten 1000 Zeitschritte gemittelt wurde. Die
Kreuze kennzeichnen die analytisch berechneten Werte.
stabilisierenden Strom jd als auch den destabilisierenden Einfluss von je. Wa¨hrend,
wie wir im ersten Teil dieser Arbeit gesehen haben, im lokalen Modell Kapil-
larita¨t und Elektromigration im Widerstreit liegen, ist hier die Auswirkung der
Kapillarita¨t vergleichsweise neutral, was auch (im Nachhinein) erkla¨rt, warum
die linearen Stabilita¨tseigenschaften unabha¨ngig von Γ sind.
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Abbildung 10.2: Numerische Simulation einer ellipsenfo¨rmigen Anfangskonfigu-
ration mit Aspektverha¨ltnis a/b = 2. Das obere Bild zeigt die Anfangsphase der
Entwicklung, in der sich eine Eiform ausbildet. Diese Form wa¨chst in der unteren
Abbildung zu einem Finger an der Ru¨ckseite der Insel aus. Die La¨ngenskala ist in
Einheiten der atomaren Gitterkonstanten a gemessen und die Zeit in Einheiten
von t0 = R0/V , mit der Driftgeschwindigkeit V einer Insel mit z = 10. Die
Simulationsparameter sind R0 = 100a, a
2c0eq = 10
−5 und Γ/R0 = 0.05.
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Abbildung 10.3: Nichtlineare Entwicklung der Leerstelleninsel fu¨r starken Elek-
tromigrationseinfluss (z = 25). Die Anfangskonfiguration ist eine Ellipse, die mit
einem Verha¨ltnis von 1.2 in Feldrichtung (links), bzw. senkrecht dazu (rechts)
gestreckt wurde. Die einzelnen Schnappschu¨sse sind der besserene Sichtbarkeit
halber vertikal und um ∆x = tV horizontal verschoben, wobei V die stati-
ona¨re Driftgeschwindigkeit eines Kreises derselben Fla¨che ist. Die ra¨umliche
und zeitliche Skala ist wieder in Einheiten von a, bzw. t0 = R0/V gemessen.
Die Simulationsparameter sind R0 = 100a, a
2c0eq = 10
−5 und Γ/R0 = 0.02.
Die Asymmetrie zwischen oberer und unterer Ha¨lfte der Insel in der rechten
Abbildung ist eine Folge des numerischen Rauschens.
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Abbildung 10.4: Stabilita¨tsdiagramm in der Ebene der Parameter z = R0/ξ
und a/b (Aspektverha¨ltnis). Fu¨r z = 8 ziehen sich auch stark in Feldrichtung
gestreckte Inseln wieder zur Kreisform zusammen, wa¨hrend sich ab z = 9 ein
Schwellwert ergibt, fu¨r den die Form instabil wird. Ab z ≥ 11 fu¨hren auch
leichte Abweichungen von der Kreisform zur in Abbildung 10.3 dargestellten
Finger-Instabilita¨t.
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Kapitel 11
Zusammenfassung
In dieser Arbeit wurde die Dynamik von Oberfla¨cheninseln unter Elektromi-
grationseinfluss untersucht. Dabei betrachten wir zwei Grenzfa¨lle, bei denen der
Massentransport entweder ausschließlich entlang des Inselrandes stattfindet oder
durch Materialaustausch zwischen dem Rand und der Adatom-Konzentration
auf der Terrasse. Die Modelle fu¨r die Inselbewegung gehen auf die Arbeiten [44]
von Olivier Pierre-Louis und Theodore L. Einstein zuru¨ck. In diesem Modell wer-
den sowohl die Stufenkante als auch die Konzentration als ein kontinuierliches
Gebilde behandelt, dessen Dynamik in Form von gewo¨hnlichen oder partiellen
Differentialgleichungen mit geeigneten Randbedingungen beschrieben wird. Die
grundlegende Modellannahme ist, dass der Stromfluss, der die Elektromigration
erzeugt, nicht von der Anwesenheit der Insel beeinflusst wird und wir damit eine
Kraftwirkung von konstanter Sta¨rke und Richtung annehmen ko¨nnen.
Im ersten Teil wurde der Grenzfall der Kantendiffusion behandelt. Die Dynamik
ist hier ra¨umlich eindimensional und durch ein lokales Gesetz gegeben. Die we-
sentliche Erweiterung, die wir hier gegenu¨ber der fru¨heren Untersuchung einbrin-
gen, ist die Beru¨cksichtigung der Anisotropie der Kristalloberfla¨che, die im Rah-
men unserer theoretischen Beschreibung in Form einer orientierungsabha¨ngigen
Adatom-Beweglichkeit und Stufen-Steifigkeit eingeht. Wir konzentrierten uns
dabei gro¨ßtenteils auf den Fall einer Beweglichkeit mit sechsza¨hliger Symmetrie,
bei der die parallel zum Feld orientierten Kanten eine maximale Beweglichkeit
besitzen. Daru¨ber hinaus wurde in den meisten Fa¨llen eine isotrope Steifigkeit
angenommen, um den Einfluss der kinetischen Anisotropie in Reinform studieren
zu ko¨nnen. Die Fa¨lle mit einer geringeren Za¨hligkeit der Anisotropie und ande-
ren Winkeln zwischen der Richtung maximaler Beweglichkeit und Feld wurden
ebenfalls, wenngleich auch weniger systematisch behandelt.
In Kapitel 3 wurde vorbereitend der Fall einer unendlich ausgedehnten Stu-
fenkante betrachtet. In der fru¨heren Arbeit [32] wurde fu¨r ein solches System
ein Facettierungsu¨bergang vorhergesagt, bei dem sich die Kante in eine Berg-
und Tal-Struktur entwickelt, in der sich jeweils zwei ausgewa¨hlte Facetten-
Orientierungen abwechseln. Im Kapititel 4 wurden numerische Simulationen bei
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isotroper Beweglichkeit mit Ergebnissen fru¨herer Arbeiten aus dem Kontext der
Elektromigration von Poren im Inneren eines Materials verglichen.
Die Untersuchung fu¨r den anisotropen Fall ist in Kapitel 5 dargestellt. Hier stu¨tz-
ten wir uns zuna¨chst auf numerische Simulationen, die zum einen mit einem
eigenen Finite-Differenzen-Algorithmus und zum anderen von Frank Haußer mit
einem stabileren Finite-Elemente-Verfahren berechnet wurden. Wir fanden in
Abha¨ngigkeit von der Inselgro¨ße, bzw. Feldsta¨rke und der Sta¨rke der Anisotropie
ein reiches dynamisches Verhalten, das neben Inselformen, die stationa¨r in Feld-
richtung oder schra¨g dazu driften, ein Regime einschließt, in dem die Inseln os-
zillatorische Forma¨nderungen durchlaufen. Diese Oszillationen nehmen mit stei-
gender Inselgro¨ße immer komplexere Formen an. Sie stehen mit dem Auftauchen
von Einbuchtungen am Inselrand in Zusammenhang, die relativ zum Substrat
stillstehen und fu¨r gro¨ßere Inseln Facetten-Charakter entwickeln. Fu¨r diese sta-
tischen Elemente ist die in [32] entwickelte analytische Theorie anwendbar, die
es uns ermo¨glicht, aus den damit vorhergesagten Facetten-Orientierungen mit-
tels einer geometrischen Auswahlregel die vom System ausgewa¨hlten Facetten-
Orientierungen zu bestimmen, die das dynamische Verhalten der oszillierenden
Inseln entscheidend bestimmen.
in Kapitel 6 wurden die numerischen Simulationen des Kontinuumsmodells mit
den Ergebnissen kinetischer Monte-Carlo-Simulationen verglichen, die von Mar-
ko Rusanen durchgefu¨hrt wurden. Wir fanden dabei eine sehr gute U¨berein-
stimmung bei einer Temperatur von 700 K, insbesondere entstehen auch im
KMC-Modell Oszillationen, die denen des Kontinuumsmodells erstaunlich a¨hn-
lich sind. Bei der tieferen Temperatur T = 500 K ergaben sich Abweichungen,
die darauf hindeuten, dass die Kontinuumsgleichungen das KMC-Modell nicht
mehr ausreichend gut beschreiben.
Im zweiten Teil der Arbeit untersuchten wir die nichtlokale Dynamik, die sich
durch Kopplung zwischen Inselrand und Konzentrationsfeld ergibt. Wir be-
schra¨nken uns hier auf das sogenannte
”
innere Modell“, d.h. eine Leerstel-
leninsel, die nur mit der Konzentration im Inneren wechselwirkt. In Kapitel
8 konnten wir zeigen, dass die Lo¨sung eines, mit konstanter Geschwindigkeit
driftenden Kreises fu¨r alle Inselgro¨ßen und Feldsta¨rken linear stabil ist. Es erge-
ben sich jedoch einige Besonderheiten, die mit der Nichtnormalita¨t des mit der
Stabilita¨tsfrage verbundenen Eigenwertproblems zusammenha¨ngen. In Kapitel
9.2 analysierten wir diese Nichtnormalita¨t mittels der Theorie der Pseudospek-
tren. Insbesondere u¨berpru¨ften wir sorgfa¨ltig, ob sich fu¨r die lineare Theorie
ein transientes Anwachsen von Sto¨rungen ergibt, die eventuell zu einer nicht-
linearen Instabilita¨t fu¨hren ko¨nnten. In Kapitel 10 diskutierten wir schließlich
die numerschen Simulationen von Frank Haußer fu¨r diesen Fall, in denen sich
das Einsetzen einer Instabilita¨t zeigt, bei der am hinteren Ende der Insel eine
Ausbuchtung entsteht, die in einen Finger auswa¨chst und sich schließlich von
der Insel ablo¨st.
Wir wollen zum Schluss noch auf mo¨gliche experimentelle Realisierungen zu
sprechen kommen, mit denen sich die Vorhersagen der beiden Modelle testen
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lassen. Fu¨r das lokale Modell ist es sinnvoll, von den Ergebnissen der KMC-
Simulationen auszugehen. Wenn wir annehmen, dass sich experimentell ein Wert
von Ebias = 10
−5 eV erzielen la¨sst1, ergeben sich in der Simulation bei einer
Temperatur von 700 K Oszillationen fu¨r eine Insel aus ungefa¨hr 2 × 105 Ato-
men. Der entsprechende Inselradius wa¨re dann 90 nm und die Oszillationsperi-
ode gro¨ßenordungsma¨ßig etwa 10 Sekunden.
Im nichtlokalen Fall scha¨tzen wir die charakteristische La¨nge, die mit der Elek-
tromigration verbunden ist, auf ξ/a = kBT/Ebias ≃ 2.5×103. Die Fingerinsta-
bilita¨t, die bei etwa z = 10 einsetzt, wa¨re demnach fu¨r eine Insel zu erwarten,
die 2 × 109 Atome entha¨lt, was vier Gro¨ßenordnungen u¨ber der gescha¨tzten
Inselgro¨ße fu¨r den lokalen Fall liegt.
1Die Stromsta¨rke, die notwendig ist, um Elektromigrationseffekte zu erzeugen, ha¨ngt
natu¨rlich davon ab, wie stark die vom Strom erzeugte Windkraft ist, d.h. wie stark ein Ober-
fla¨chenatom an den Elektronenfluss koppelt. Ku¨rzlich durchgefu¨hrt Messungen an du¨nnen
Silber-Schichten ergaben hier Werte, die um etwa eine Gro¨ßenordnung ho¨her liegen, als u¨bli-
cherweise angenommen wird [9].
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Anhang A
Anhang
A.1 Wichtige geometrische Beziehungen
Wir leiten im Folgenden einige wichtige Formeln her, die die Zeitentwicklung
einer Kurve x(u, t) mit Parameter u mit Normalengeschwindigkeit vn(u, t) be-
treffen. Diese Zeitentwicklung schreibt sich mit dem Einheitsvektor N in Nor-
malenrichtung als
∂tx = vnN. (A-1)
Der Vektor N ist mit dem Einheitsvektor in Tangentialrichtung T u¨ber die
Frenet-Formeln verknu¨pft
∂sT = κN (A-2)
∂sN = −κT. (A-3)
bzw.
∂θT = N (A-4)
∂θN = −T. (A-5)
Das Bogenelement ds ist mit du u¨ber
ds = |∂ux|du (A-6)
verknu¨pft, woraus direkt
∂u = |∂ux|∂s
folgt. Damit la¨sst sich nun folgender Ausdruck herleiten
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(∂ux)(∂u∂tx) = (∂ux)︸ ︷︷ ︸
|∂ux|T
(|∂ux| ∂s ∂tx︸︷︷︸
vnN︸ ︷︷ ︸
(∂svn)N−vnκT
) = −|∂ux|2κvn
und damit ist
∂t|∂ux| = ∂ux|∂ux|∂u∂tx = −|∂ux|κvn.
Multipliziert man nun beide Seiten mit du erha¨lt man mit (A-6) die Zeitent-
wicklung des Bogenelements
∂tds = −κvnds. (A-7)
Eine unmittelbare Folgerung ist die Zeitentwicklung der Bogenla¨nge L der Kur-
ve, die man durch Integration erha¨lt
∂tL+
∫
κvnds = 0
∂tL+
∫
vndθ = 0.
Des Weiteren folgt durch
∂t∂sf =
∂tdf
ds
− df
ds2
∂tds = ∂s∂tf + κvn∂sf
der Kommutator
[∂t, ∂s] = ∂t∂s − ∂s∂t = κvn∂s. (A-8)
Wenden wir diesen nun auf x an, erhalten wir unter Ausnutzung von (A-2)
∂t∂sx− ∂s∂tx = κvn∂sx
⇔ ∂tT− ∂s(vnN)︸ ︷︷ ︸
(∂svn)N−κvnT
= −κvnT
⇒ ∂tT = (∂svn)N
⇒ ∂tT︸︷︷︸
∂θT︸︷︷︸
−N
(∂tθ)
= (∂svn)N
und damit
∂tθ = ∂svn (A-9)
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woraus folgt
∂s∂tθ = (∂t∂s − κvn∂s)θ = ∂2svn
d.h.
∂tκ = ∂
2
svn + κ
2vn (A-10)
A.2 Einige nu¨tzliche geometrische Beziehungen in Po-
larkoordinaten
Fu¨r die Darstellung in Polarkoordinaten ist es sinnvoll, die Basis {er, eθ} mit
er =
(
cos θ
sin θ
)
und eθ =
(− sin θ
cos θ
)
(A-11)
zu verwenden. Es gelten die folgenden Beziehungen fu¨r die Ableitungen
∂θ er = eθ
∂θ eθ = −er
∂r er,θ = 0.
Der Vektor ex hat in dieser Basis die Darstellung
ex = cos θ er − sin θ eθ, (A-12)
und der Gradient von c(r, θ) ist
∇c = (∂rc)er + 1
r
(∂θc)eθ. (A-13)
Der Laplace-Operator hat die Darstellung
∇2 = 1
r
∂r(r∂r) +
1
r2
∂2θ (A-14)
und die Ableitung nach x ist
∂x = cos θ ∂r − 1
r
sin θ ∂θ. (A-15)
Der Normalenvektor des Inselrandes R(θ) = RS +
(
R0 + ερ(θ)
)
er (RS ist
die Position des Schwerpunktes) ist
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n = ε
1
R0
(∂θρ)eθ − er. (A-16)
Damit ist die Normalengeschwindigkeit
vn = n · ∂tR = a
2D
ξ
c˜eq cos θ + ε
(
a2Dc˜eq
ξR0
sin θ ∂θρ− ∂tρ
)
. (A-17)
Die Kru¨mmung1 ist in Polarkoordinaten
κ = −r
2 + 2(∂θr)
2 − r∂2θr
(r2 + (∂θr)2)
3
2
.
Fu¨r den gesto¨rten Kreis r = R0 + ερ ergibt sich damit
κ = − 1
R0
+ ε
ρ+ ∂2θρ
R20
. (A-18)
A.3 Einige Beziehungen fu¨r die modifizierten Bessel-
funktionen
Als Ausgangspunkt wa¨hlen wir die erzeugende Funktion2
exp
(
x
2
(t+
1
t
)
)
=
∞∑
n=−∞
In(x)t
n, (A-19)
das heißt, die modifizierten Besselfunktionen tauchen hier als Koeffizienten der
Laurent-Reihe auf. Da die linke Seite sich unter t → 1t nicht a¨ndert, folgt
zuna¨chst die Symmetrie bezu¨glich des Index
In(x) = I−n(x). (A-20)
Aus (A-19) ist ersichtlich, dass auf der linken Seite die Ersetzung x → −x
dieselbe Wirkung hat wie t→ −t. Damit gilt fu¨r die linke Seite
1Im Falle einer Leerstelleninsel ist die Kru¨mmung fu¨r eine konvexe Inselform negativ.
2Wir bescha¨ftigen uns ausschließlich mit Funktionen zu ganzzahligem Index. Die Gleichung
(8.6) kann auch fu¨r beliebiges positives λ = ν2 gelo¨st werden, wodurch sich die Bessel-
Funktionen Iν mit ν ∈ R ergeben (fu¨r λ < 0 ergeben sich entsprechend imagina¨re Indizes).
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∞∑
n=−∞
In(−x)tn =
∞∑
n=−∞
In(x)(−t)n =
∞∑
n=−∞
(−1)nIn(x)(t)n,
woraus direkt die Beziehung
In(−x) = (−1)nIn(x) (A-21)
folgt.
Aus (A-19) la¨sst sich eine Reihendarstellung gewinnen, indem man zuerst die
Exponentialreihe benutzt3
exp
(
x
2
(t+
1
t
)
)
= exp
(
xt
2
)
exp
( x
2t
)
=
( ∞∑
k=0
1
k!
(
xt
2
)k)( ∞∑
m=0
1
m!
( x
2t
)m)
=
∞∑
n=−∞
( ∑
k−m=n
1
m! k!
(x
2
)m+k)
tn
=
∞∑
n=−∞
( ∞∑
m=0
1
m! (m+ n)!
(x
2
)2m+n)
tn
und damit die Potenzreihe
In(x) =
∞∑
m=0
1
m! (m+ n)!
(x
2
)2m+n
(A-22)
falls n≥0
=
1
n!
(x
2
)n(
1 +
1
n+ 1
(x
2
)2
+
1
2(n+ 1)(n + 2)
(x
2
)4
+ . . .
)
.
erha¨lt. Daraus folgt fu¨r positives n und x≪ n die fu¨hrende Ordnung
In(x) ≈ 1
n!
(x
2
)n
. (A-23)
Ohne Herleitung erwa¨hnen wir noch, dass das asymptotische Verhalten fu¨r
x≫ n durch
In ≈ 1√
2πx
exp(x) (A-24)
3Da in den den folgenden Formeln auch Fakulta¨ten von negativen Zahlen auftauchen,
benutzen wir die Konvention 1
n!
= 0 falls n < 0 (analog zu 1
Γ(x+1)
= 0 fu¨r x = −1,−2, . . .).
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gegeben ist. Die Funktionen In haben also, unabha¨ngig vom Index alle dasselbe
asymptotische Verhalten.
Leiten wir die linke Seite von (A-19) nach t ab, so erhalten wir
d
dt
exp
(
x
2
(t+
1
t
)
)
=
x
2
(1− 1
t2
) exp
(
x
2
(t+
1
t
)
)
=
x
2t
(t− 1
t
) exp
(
x
2
(t+
1
t
)
)
und ersetzen wir nun die Exponentialfunktionen wiederum durch die rechte Seite
von (A-19), ergibt sich
d
dt
∞∑
n=−∞
In(x)t
n =
x
2t
(t− 1
t
)
∞∑
n=−∞
In(x)t
n
⇒
∞∑
n=−∞
nIn(x)t
n−1 =
x
2t
( ∞∑
n=−∞
In(x)t
n+1 −
∞∑
n=−∞
In(x)t
n−1
)
⇔
∞∑
n=−∞
2n
x
In(x)t
n =
∞∑
n=−∞
In(x)t
n+1 −
∞∑
n=−∞
In(x)t
n−1
und damit durch Koeffizientenvergleich die Rekursionsbeziehung
2n
x
In(x) = In−1(x)− In+1(x) (A-25)
Leiten wir dagegen (A-19) nach x ab, so entsteht durch
1
2
(t+
1
t
) exp
(
x
2
(t+
1
t
)
)
=
∞∑
n=−∞
d
dx
In(x)t
n
⇔ 1
2
( ∞∑
n=−∞
In(x)t
n+1 +
∞∑
n=−∞
In(x)t
n−1
)
=
∞∑
n=−∞
d
dx
In(x)t
n
die Formel fu¨r die Ableitung (die beiden a¨quivalenten Formeln erha¨lt man unter
Benutzung der Rekursion (A-25))
d
dx
In(x) =
1
2
(In−1(x) + In+1(x))
=In−1(z)− n
x
In(x)
=In+1(z) +
n
x
In(x)
(A-26)
Zur Berechnung der fu¨hrenden Ordnung von In+1In +
n
x nehmen wir zuerst n ≥ 0
an und bekommen
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In+1
In
+
n
x
=
d
dxIn
In
=
d
dx
ln(In)
=
d
dx
ln
( 1
n!
(x
2
)2 (
1 +
1
n+ 1
(x
2
)2
+O(x4)))
=
d
dx
(
ln(
1
n!
) + n
(
ln(x)− ln(2)) + ln (1 + 1
n+ 1
(x
2
)2
+O(x4))︸ ︷︷ ︸
1
n+1(
x
2 )
2
+O(x4)
)
=
n
x
+
x
n+ 1
+O(x3)
Da wir bereits wissen, dass In(x) (und damit
d
dx ln(In) symmetrisch unter n→
−n ist, folgern wir daraus, dass
In+1
In
+
n
x
=
|n|
x
+
z
|n|+ 1 +O(x
3) (A-27)
Schließlich erhalten wir noch mit der Ersetzung t = eiθ aus (A-19) die Fourier-
reihe4
exp (x cos θ) =
∞∑
n=−∞
In(x)e
inθ. (A-28)
In Abbildung A.1 sind die ersten sechs der modifizierten Bessel-Funktionen dar-
gestellt. Wa¨hrend die Bessel-Funktionen Jn(x) oszillieren und fu¨r große Ar-
gumente asymptotisch wie ∼ 1/√x gegen Null gehen, sind die modifizierten
Besselfunktionen monoton und gehen fu¨r große Argumente expontiell gegen
Unendlich.
A.4 Zusammenhang mit der Ho¨hendarstellung
Die analytischen Rechnungen in Abschnitt 3 sind im Wesentlichen Ergebnisse,
die J. Krug and H.T. Dobbs 1994 in [32] im Bezug auf eindimensionale Ober-
fla¨chen erhalten haben. Dort wurde allerdings eine etwas andere Darstellung
verwendet, die wir im Folgenden in die unsere u¨bersetzen werden. Der Strom j
nimmt in der in [32] verwendeten Ho¨hendarstellung h(x) die folgende Form an:
j =
σ(hx)√
g
[
γ˜
(
hx√
g
)
xx
+ F
]
, (A-29)
4In der Form exp(ir cos θ) =
P
In(ir)e
inθ =
P
inJn(r)e
inθ (Jacobi-Anger-Identita¨t)
hat diese Formel die physikalische Interpretation der Entwicklung einer ebenen Welle nach
Zylinderwellen.
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Abbildung A.1: Die modifizierten Besselfunktionen In(x) fu¨r n = 0 . . . 5.
wobei der Index x die Ableitung nach x bezeichnet, g fu¨r den Ausdruck g =
1 + (hx)
2 steht und die Steifigkeit γ˜ wie oben als isotrop angenommen wird.
Das Feld zeigt auch hier in positive x-Richtung.
Fu¨hrt man nun das Feld φ = hx/
√
g = sin θ ein, wird die Gleichung j =
j∗ wiederum a¨quivalent zu einer Newtonschen Bewegungsgleichung fu¨r eine
“Teilchenkoordinate” φ, die sich in der “Zeit” x in einem “Potential” V (φ)
bewegt, das mit der Beweglichkeit u¨ber
γ˜φxx =
j∗
σ(φ)
√
1− φ2
− F ≡ −V ′(φ) (A-30)
zusammenha¨ngt.
Die Verbindung zu (3.2) wird nun anhand der folgenden beiden Relationen
hergestellt:
φ = sin θ (A-31)
d
dx
=
1
cos θ
∂
∂s
(A-32)
Damit wird (A-30) zu
γ˜
1
cos θ
∂
∂s
(
1
cos θ
∂
∂s
sin θ
)
=
j∗
σ(φ) cos θ
− F (A-33)
∂
∂s sin θ ist nun aber cos θ
∂θ
∂s und damit ergibt sich nach Multiplikation mit cos θ
die Gleichung (3.2).
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A.5 Die Mathieufunktionen
Die Lo¨sungen der Mathieu-Gleichung
d2y
dx2
+ (a− 2q cos(2x)) y = 0 (A-34)
werden Mathieu-Funktionen genannt ([19], Kapitel 8.6). Sie wurden 1868 von
E´mile Le´onard Mathieu im Zusammenhang mit der Untersuchung schwingender
elliptischer Membranen eingefu¨hrt. Sie treten in einer Vielzahl physikalischer
Probleme auf, die eine elliptische Geometrie beinhalten. Leider sind sie relativ
schwer zu handhaben, da es an geeigneten analytischen Darstellungen, wie z.B.
durch eine Potenzreihe fehlt. Wir werden uns hier auf die Beschreibung einiger
weniger Eigenschaften beschra¨nken, die fu¨r unsere Untersuchungen wichtig sind.
Wir sind ausschließlich an periodischen Lo¨sungen von (A-34) interessiert. Bei
gegebenem q gibt es unendlich viele Eigenwerte an der Gleichung, fu¨r die 2π-
periodische Lo¨sungen existieren5. Zu jedem dieser Eigenwerte gibt es zwei linear
unabha¨ngige Lo¨sungen, von denen jeweils eine gerade und eine ungerade in x
ist6. Wir bezeichnen sie im Folgenden mit
cen(z, q) n = 0, 1, 2, . . . gerade
sen(z, q) n = 1, 2, . . . ungerade.
Fu¨r q = 0 reduziert sich (A-34) auf eine einfache Schwingungsgleichung (bzw.
auf y′′ = 0 fu¨r a = 0). Die Grenzwerte der Funktionen sind demnach
lim
q→0
ce0 =
1√
2
lim
q→0
cen = cos(nx)
lim
q→0
sen = sin(nx).
Die Mathieufunktionen sind orthogonal
5Diese periodischen Lo¨sungen werden manchmal Mathieu-Funktionen erster Art genannt.
Da wir uns jedoch nicht mit nichtperiodischen Lo¨sungen bescha¨ftigen, werden wir sie einfach
Mathieu-Funktionen nennen.
6Ausnahme ist der Eigenwert a0, fu¨r den nur eine gerade Lo¨sung existiert.
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∫ 2π
0
cencemdx = 0 falls n 6= m∫ 2π
0
sensemdx = 0 falls n 6= m∫ 2π
0
censemdx = 0
und die Normierung ist7
∫ 2π
0
y2n dx = π
A.6 Wechsel zur Fourierbasis
Die Rechnung der Stabilita¨tsanalyse erfolgt in der Basis8 9
{en}n∈N0 = {
1
2
exp(
z
2
cos(θ)), cos(θ) exp(
z
2
cos(θ)), cos(2θ) exp(
z
2
cos(θ)), ..}.
Eine in vieler Hinsicht passendere Basis ist dagegen die Basis der Fouriermoden
{e˜n}n∈N0 = {
1
2
, cos(θ), cos(2θ), ..},
die auch bezu¨glich des L2-Skalarprodukts eine Orthonormalbasis bildet10. Wir
werden jetzt einen Zusammenhang zwischen beiden Basen herstellen, d.h. die
Transformationsmatrix T bestimmen, mit der sich die Koeffizienten der beiden
Darstellungen in einander umrechnen lassen. Dazu berechnen wir die Entwick-
lung von em in der Basis {e˜n}n∈N011.
7Wir folgen hier der Konvention aus [19]. Nach einer anderen Konvention, die z.B. von
Maple benutzt wird, ist limq→0 ce0 = 1 und dementsprechend
R 2pi
0
ce20(x, q)dx = 2π.
8Es ist bequemer, den Index der Basisvektoren bei Null beginnen zu lassen (auf diese
Weise korrespondiert der Index mit der Wellenzahl des Kosinus). Die Indexmenge ist demnach
N0 = {0, 1, 2, 3, ..}.
9Der Faktor 1
2
von e0 (und e˜0) ist ebenfalls bequem, wie aus den nachfolgenden Rechnungen
klar werden wird.
10d.h. in dieser Basis la¨sst sich das L2-Skalarprodukt auch einfach mit x · y = Pxiyi
berechnen
11Wir benutzen
exp(α cos(θ)) =
X
In(α)e
inθ
und
cos(mθ)
X
ane
inθ =
1
2
X
(an−m + an+m)e
inθ
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Abbildung A.2: Die Mathieufunktionen cen und sen fu¨r q = 1 und n ≤ 3
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em6=0 = cos(mθ) exp(
z
2
cos(θ))
= cos(mθ)
∑
In(
z
2
)einθ
=
1
2
∑
(In−m(
z
2
) + In+m(
z
2
))einθ
= I0(
z
2
) +
∞∑
n=1
(In−m(
z
2
) + In+m(
z
2
)) cos(nθ)
=
∞∑
n=0
(In−m(
z
2
) + In+m(
z
2
))en.
Umgekehrt la¨sst sich auch em in der Basis {e˜n}n∈N0 entwickeln
e˜m6=0 = cos(mθ) = exp(
z
2
cos(θ)) cos(mθ) exp(−z
2
cos(θ))
= exp(
z
2
cos(θ)) cos(mθ)
∑
In(−z
2
)einθ
=
1
2
exp(
z
2
cos(θ))
∑
(In−m(−z
2
) + In+m(−z
2
))einθ
= Im(−z
2
) exp(
z
2
cos(θ)) +
∞∑
n=1
(In−m(−z
2
) + In+m(−z
2
)) cos(nθ) exp(
z
2
cos(θ))
=
∞∑
n=0
(In−m(−z
2
) + In+m(−z
2
))e˜n
Fu¨r den jeweils ersten Basisvektor e0 und e˜0 erha¨lt das Ergebnis einen zusa¨tz-
lichen Faktor 12 .
Die Basis {e˜n}n∈N0 hat neben der Orthonormalita¨t bezu¨glich des L2-Skalarprodukts
noch einen weiteren Vorteil. Die beiden ersten Basisvektoren e˜0 und e˜1 sind die
Dilatation und die Translation. Rechnet man also die Matrix A auf diese Basis
um, hat sie die folgende Gestalt:
A˜ =


0 0 0 0 · · ·
c 0 B23 B24 · · ·
0 0 B33 B34
...
...
...
. . .

 (A-35)
Die ersten beiden Spalten ergeben sich aus A˜e˜0 = c e˜1 und A˜e˜1 = 0, die
Nullen in der ersten Zeile sind eine Folge davon, dass die Zeitentwicklung wie
bereits weiter oben angemerkt, fla¨chenerhaltend ist. Die Dilatation e˜0 tritt also
nicht im Bild von A˜ auf. Durch Streichen der ersten Zeile und zweiten Spalte
ließe sich die Dimension der Matrix also um Eins reduzieren. Dies entspra¨che
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einer Einschra¨nkung auf den Raum der fla¨chenerhaltenden Sto¨rungen. Dagegen
ist die Translation unentbehrlich. Sie ha¨ngt mit der Geschwindigkeitsa¨nderung
zusammen, die im Allgemeinen mit einer Sto¨rung einhergeht. Na¨her beschrieben
ist dieser Sachverhalt im vorangegangenen Abschnitt 9.3. Im Prinzip ließe sich
die Matrix natu¨rlich auf Blockgestalt bringen, d.h. es la¨sst sich ein 4× 4-Block
erzeugen, der dem invarianten Unterraum entspricht, der von der Dilatation
und der Translation aufgespannt wird und der vom Rest der Matrix separiert
ist. Dazu wa¨re ein U¨bergang zu Basisvektoren notwendig, die die Translation
nicht mehr enthalten.
Die Konstante c in (A-35) bestimmt sich wie folgt: Wir benutzen die beiden
Gleichungen
c1 = c
0
eq
Γ
R20
(ρ+ ρ′′)
∂tρ = a
2D
c1
ξ
ex · n0
und setzen die Dilatation ρ ≡ 12 in die erste Gleichung ein. Das Ergebnis fu¨r c1
verwenden wir wiederum in der zweiten und erhalten mit ex · n0 = − cos(θ)
∂tρ = −a2D
c0eqΓ
2R20ξ
cos(θ).
Dies schreibt sich in der Basis {e˜n}n∈N0 als A˜e˜0 = z2 e˜1 und wir erhalten damit
c =
z
2
.
A.7 Elliptische Anfangsbedingung
Um die Normalengeschwindigkeit einer Insel in der Form einer Ellipse zu berech-
nen, verwenden wir die elliptischen Koordinaten
x = α cosh(u) cos(v) (A-36)
y = α sinh(u) sin(v). (A-37)
u durchla¨uft dabei die positiven reellen Zahlen (Radialkoordinate) und v die
Winkel von 0 bis 2π (Winkelkoordinate). Die Koordinatenlinien v = const. sind
Parabeln und die dazu senkrechten Koordinatenlinien u = u0 = const. Ellipsen,
die der Gleichung
(
x
α cosh(u0)
)2
+
(
y
α sinh(u0)
)2
= 1
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Abbildung A.3: Elliptische Koordinatenlinien.
genu¨gen. Das heißt, das Aspektverha¨ltnis betra¨gt tanh(u0) und la¨uft damit von
0 (Fall einer zu einer Linie entarteten Ellipse) bis 1 (Kreis), je weiter sich die
Radialkoordinate vom Ursprung entfernt. Der Parameter α skaliert das Koor-
diatensystem und damit die Gro¨ße der Ellipse.
Die Koordinatenvektoren sind
~ξ = ∂u~x = α
(
sinh(u) cos(v)
cosh(u) sin(v)
)
~η = ∂v~x = α
( − cosh(u) sin(v)
sinh(u) cos(v)
)
beide haben Norm α
√
g wobei g
g = sinh2(u) cos2(v) + cosh2(u) sin2(v)
= sinh2(u) + sin2(v)
= cosh2(u)− cos2(v)
ist.
Lo¨sung der Helmholtz Gleichung
Die Gleichung lautet in den Koordinaten u,v
(∂2u + ∂
2
v )f = α
2(sinh2(u) + sin2(v))f
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Der Separationsansatz f(u, v) = fu(u)fv(v) ergibt
f ′′v − α2 sin2(v)fv = λfv (A-38)
−f ′′u + α2 sinh2(u)fu = λfu (A-39)
mit dem Separationsparameter λ. Die beiden Gleichungen werden durch u = iv
ineinander transformiert. Es genu¨gt also die Lo¨sung fu¨r fu(u) zu bestimmen.
Mit Hilfe der Beziehung sin2(v) = 12(1− cos(2v)) wird aus Gleichung (A-39)
f ′′u + (−λ−
α2
2︸ ︷︷ ︸
=:a
+
α2
2︸︷︷︸
=:−2q
cos(2v))fu = 0
Das ist die Mathieugleichung (siehe Abschnitt A.5). Periodische Lo¨sungen exi-
stieren nur fu¨r bestimmte Eigenwerte an der Gleichung. Wir beno¨tigen hier nur
die symmetrischen Funktionen cen.
Die allgemeine Lo¨sung fu¨r das Konzentrationsfeld lautet also12
c(u, v) = exp
(
α
2ξ
cosh(u) cos(v)
) ∞∑
n=0
bncen(v)cen(iu)︸ ︷︷ ︸
f(u,v)
(A-40)
Die Kru¨mmung einer Koordinatenlinie u = u0 = const. ist
13
κ = −cosh(u0) sinh(u0)
αg
3
2
Die (linearisierte) Randbedingung ist
c
∣∣
∂Ω
= c(u0, v) = c
0
eq(1 + Γκ)
und damit wird aus (A-40)
∞∑
n=0
bncen(v)cen(iu) = c
0
eq exp
(
− α
2ξ
cosh(u0) cos(v)
)
(1 + Γκ).
Bildet man nun auf beiden Seiten das Skalarprodukt mit cen ergibt sich
12Wir benutzen cen(−iu) = ce(iu)
13Das negative Vorzeichen kommt wieder daher, dass es sich um eine Leerstelleninsel handelt.
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bn =
c0eq
πcen(iu)
∫ 2π
0
cen(v) exp
(
− α
2ξ
cosh(u) cos(v)
)
(1 + Γκ) dv
Damit ist das Konzentrationsfeld festgelegt. Die Normalengeschwindigkeit ergibt
sich nun durch den Strom zum Inselrand. Fu¨r den Normalenvektor des Randes
gilt
~n = − 1
α
√
g
~ξ
~n · ∇ = ∂~n = −
1
α
√
g
∂u
~n · ~ex = − 1√
g
sinh(u0) cos(v).
Damit ist die Normalengeschwindigkeit14
vn = −a2~n ·~j
= a2D exp
(
α
2ξ
cosh(u0) cos(v)
)
~n · (∇f − 1
2ξ
f~ex)
= −a
2D√
g
exp
(
α
2ξ
cosh(u0) cos(v)
)(
1
α
∂uf − 1
2ξ
sinh(u0) cos(v)f
)
Die Ableitung von f berechnet sich nach
f(u, v) =
∑
bncen(v)cen(iu)
∂uf(u, v) =
∑
bncen(v) ice
′
n(iu)︸ ︷︷ ︸
−Im(ce′n(iu))
demnach ist die Normalengeschwindigkeit
vn =
a2D√
g
exp
(
α
2ξ
cosh(u0) cos(v)
)∑
bncen(v)
( 1
α
Im(ce′n(iu))
+
1
2ξ
sinh(u0) cos(v)cen(iu)
)
.
14Wir benutzen fu¨r ∇c− 1
ξ
c~ex
∇
„
exp(
x
2ξ
)f
«
− 1
ξ
exp(
x
2ξ
)f~ex = f
1
2ξ
exp(
x
2ξ
)~ex + exp(
x
2ξ
)∇f − 1
ξ
f exp(
x
2ξ
)~ex
= exp(
x
2ξ
)
„
∇f − 1
2ξ
f~ex
«
Sie entha¨lt natu¨rlich noch die Drift der gesamten Insel. Um diesen Anteil her-
auszuprojizieren, benutzen wir
cos(θ) = ~n · ~ex = = − 1√
g
sinh(u0) cos(v)
und
ds = ||~η|| dv = α√g dv
κ =
dθ
ds
= −cosh(u0) sinh(u0)
αg
3
2
⇒ dθ = κ ds = −cosh(u0) sinh(u0)
g
dv
Der Schwerpunkt bestimmt sich nach
~rs =
∫
∂Ω ~r ds∫
∂Ω . ds
Die Driftgeschwindigkeit ist nun
~v =
d
dt
~rs =
(∫
∂Ω ds
) (∫
∂Ω
d~r
dt ds+
∫
∂Ω ~r ∂tds
)
− ( ddt ∫∂Ω ds) (∫∂Ω ~rds)(∫
∂Ω ds
)2
⇒ vx = ~v · ~ex = 1∫
∂Ω ds
(∫
∂Ω
d~r
dt
· ~ex ds+
∫
∂Ω
x ∂tds
)
− 1(∫
∂Ω ds
)2
(
d
dt
∫
∂Ω
ds
)(∫
∂Ω
x ds
)
mit ddt~r = ~vn ⇒ ddt~r · ~ex = vn~n · ~ex = vn cos(θ) und ∂tds = vndθ = vnκ ds ist
das
vx =
1∫
∂Ω ds
(∫
∂Ω
vn cos(θ) ds+
∫
∂Ω
x vnκ ds
)
− 1(∫
∂Ω ds
)2
(∫
∂Ω
vnκ ds
)(∫
∂Ω
x ds
)
.
Es gilt
∫
∂Ω x ds = 0, da bei der Anfangskonfiguration der Schwerpunkt im
Ursprung liegt und damit ist schließlich
vx =
1∫
∂Ω
√
g dv
(
− sinh(u0)
∫
∂Ω
vn cos(v) dv + α cosh(u0)
∫
∂Ω
cos(v) vnκ
√
g dv
)
.
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