Abstract. This paper proposes and analyzes a new weak Galerkin method for the eigenvalue problem by using the shifted-inverse power technique. A high order lower bound can be obtained at a relatively low cost via the proposed method. The error estimates for both eigenvalue and eigenfunction are provided and asymptotic lower bounds are shown as well under some conditions. Numerical examples are presented to validate the theoretical analysis.
1. Introduction. The eigenvalue problems have drawn much attention during the past several decades and have wide applications in physical and industrial fields, such as quantum mechanics, fluid mechanics, stochastic process, structural mechanics. More applications of eigenvalue problems are illustrated in [8] and the references therein.
Many numerical methods have been developed for solving eigenvalue problems, such as finite difference method [15, 20] , finite element method [1, 2] , spectral method [21] , and discontinuous Galerkin method [7] . However, there are still two difficulties in solving eigenvalue problems. One is that the eigenvalue problem is a fully nonlinear problem and the computational cost is very high. Therefore it is important to design algorithms to reduce the computational complexity. The other difficulty is getting a lower bound of an eigenvalue. Due to the minimum-maximum principle, the conforming finite element approximations always produce upper bound of the exact eigenvalue. If a lower bound is given, then we can get a interval to which the eigenvalue belongs and derive a more accurate approximate eigenvalue.
Numerical techniques have been developed to accelerate the computation of the eigenvalue problems. A two-grid method was firstly proposed by Xu in [32] for semilinear partial differential equations (PDEs). It was soon been applied to nonlinear PDEs [33] and the eigenvalue problems [34] . The main idea of the two-grid method is to solve the eigenvalue problem on a coarse grid and a linear problem on a fine grid, instead of solving the eigenvalue problem on the fine grid directly. Meanwhile, the asymptotic convergence rate is maintained as long as fine grid mesh size h and coarse grid mesh size H are chosen properly. For example, for the Laplacian eigenvalue problem, the ratio of mesh sizes of two grids can be H = √ h, which shall greatly reduces the computation cost. The two-grid method has also been used in many other problems [35, 36] , and some multigrid methods have also been proposed [6, 14, 30] .
Based on the two-grid method, a shifted-inverse power technique was developed [13, 37] , which further reduces the computational cost because the coarse grid mesh size can be chosen as H = 4 √ h. The shifted-inverse power technique can also be combined with other numerical methods, such as multigrid method [5, 38] and adaptive algorithm [3] , which can solve eigenvalue problems more efficiently.
On the other hand, since the conforming finite element methods fail to produce a lower bound for the eigenvalues naturally, a variety of non-standard finite element methods have been developed. A posterior analysis was proposed to provide a lower bound [4, 16] . Many non-conforming elements have also been studied for the lower bound problem, such as Wilson's element, EQ rot 1 element, and GCR element [18] . Some criterions for non-conforming elements have been studied in [9, 10, 12] and some numerical methods of getting both upper and lower bounds have been discussed in [11] .
Among the numerous methods above, the weak Galerkin (WG) method is also a candidate for solving the lower bound problem. The weak Galerkin finite element method was proposed by Wang and Ye in [26] and can be applied on polytopal/polyhedra mesh. The key of weak Galerkin method is to employ discontinuous basis functions and use specifically defined weak derivatives to replace the classical derivatives. The weak Galerkin method has been applied to many types of PDEs, such as biharmonic equation [23, 24, 41] , Stokes equation [28, 40] , Brinkman equation [22, 29, 39] , and Maxwell equation [25] . In [31] , the weak Galerkin method has been used to solve the Laplacian eigenvalue problems and provide asymptotic lower bounds of arbitrary high order.
In this paper, we combine the shifted-inverse power technique with the weak Galerkin method. The shifted-inverse power technique reduces the computational cost of weak Galerkin method, while the weak Galerkin method provides a lower bound estimate under certain conditions. Therefore, by combining the weak Galerkin method with the shifted-inverse power method, we are able to get a high order lower bound efficiently. This paper is constructed as follows. In Section 2, the weak Galerkin scheme in the general setting is introduced. Section 3 is devoted to the error analysis for the shifted-inverse power weak Galerkin method. In Section 4, the application of the proposed method to Laplacian and biharmonic eigenvalue problems are analyzed. Numerical experiments are presented in Section 5.
2.
A weak Galerkin scheme. In this section, we introduce the weak Galerkin scheme for the eigenvalue problem (2.1) and the weak Galerkin scheme based on the shifted-inverse power technique.
We first introduce some notations and definitions. Suppose {V, (·, ·) a } is a Hilbert space and (·, ·) b is another inner-product on V . Let W be the completion of V with respect to (·, ·) b , then {W, (·, ·) b } is also a Hilbert space. Assume V is compact embedded into W . Denote a(w, v) = (w, v) a and b(p, q) = (p, q) b , then a(·, ·) and b(·, ·) are symmetric bilinear forms on V and W , respectively.
For any u ∈ W , by the Riesz representation theorem, there exists a unique Au ∈ V such that a(Au, v) = b(u, v), ∀v ∈ V, which define a linear compact operator A : W → W . Similarly, we define a bounded linear operator L : V → W satisfying
For a Banach space X and its closed subspaces M and N , define the distances as follows,
Based on those definitions, we consider the following eigenvalue problem Lu = λu, which can also be written as the following the variational form: Find u ∈ V , λ ∈ R, such that b(u, u) = 1 and
Now, we introduce the weak Galerkin method for problem (2.1). Define V h the weak Galerkin finite element space. Note that V h consists discontinuous piecewise polynomials and is not a subspace of V . Denote Q h the projection operator from V onto V h . (Q: is this the projection with respect to the b bilinear form? I think we need to specify it.) Let a w (·, ·) and b w (·, ·) be two bilinear forms on V h and |||v||| 2 = a w (v, v) defines a norm on V h and v 2 = b w (v, v) defines a semi-norm on V h . Then, a w (·, ·) is bounded and coercive. The original weak Galerkin algorithm for eigenvalue problem (2.1) is as follows,
For the i-th eigenvalue λ of problem (2.1) with multiplicity N i , we denote the corresponding eigenfunction by {u j } Ni j=1 . The corresponding WG approximation are denoted by {(λ j,h , u j,h )} Ni j=1 . Let M = span{u 1 , u 2 , · · · , u Ni } be the eigenspace of λ i and M h = span{u 1,h , u 2,h , · · · , u Ni,h } be the corresponding WG approximation. Define
Note, in the rest, we might replace the subscript h by H when those quantities are defined on H.
Next we introduce the weak Galerkin algorithm based on the shifted-inverse power technique. The algorithm is illustrated as follows.
Weak Galerkin Algorithm 2. Step 1. Solve an eigenvalue problem on coarse grid:
Step 2. Solve a linear system on fine grid: Findũ h ∈ V h such that
Step 3. Calculate the Rayleigh quotient,
3. Error analysis. In this section, we shall establish the convergence analysis for Algorithm 2. Moreover, under certain conditions, the lower bound estimate of the approximate eigenvalues is also derived.
Assume {(λ j,h , u j,h )} Ni j=1 are the approximations, corresponding to the i-th eigenvalue λ of the eigenvalue problem (2.1) with multiplicity N i , obtained by the WG scheme (2.2). Therefore, we have,
Next we introduce several technique tools for the error estimate. Firstly, the following lemma plays an essential role in the convergence analysis and its detailed proof can be found in [13] , Lemma 1.
where C ρ only depends on λ and
Secondly, we have the following discrete Poincare inequality holds true on V h , which has been proved in [17] , Lemma 4.2.
Based on those lemmas, we are ready to derive the following main convergence theory of the WG scheme based on the shifted-inverse power techniques, i.e., Algorithm 2.
Theorem 3.3. Suppose λ is the i-th eigenvalue of problem (2.1) with multiplicity N i , (λ h ,ũ h ) is the approximate eigenpair obtained by Algorithm 2 and
is the approximate eigenpair obtained by Algorithm 1. Assume λ H is not the eigenvalue of Algorithm 1. And when H and h are sufficiently small,
is the m-th numerical eigenpair corresponding to λ on the coarse grid. Defineû h ∈ V h such that
Thenû h = 1/(λ m,h − λ m,H )ũ h and they have the same Rayleigh quotient, i.e.
Let E hûh be the orthogonal projection ofû h on M h with respect to
Denote E hûh = Ni j=1 α j u j,h and then we have
which implies E hûh also the orthogonal projection with respect to a w (·, ·) and
can be rewritten in the following operator form,
and it follows that
From (3.4) and (3.5), we can conclude that
On the other hand, based on the definition (2.5), we have
, and (3.7) we have
From (3.8) and Lemma 3.2, we obtain
And by the boundedness of A h , we have
By the definitions (2.3) and (2.4), the assumption that, when h and H are sufficiently small,
Thus, we obtain
Next, we estimate the eigenfunctions. Since dist(M h , M ) γ h (2.6) with respect to ||| · ||| norm, there exists u j ∈ M such that
From (3.8) we can derive that
By the definitions ofū h andû h , together with the lower bound (3.10), we definē u = u/ û h and obtain
Now we turn to the estimate for the eigenvalue. Define
.
From (3.2)), (3.3), (3.8), and (3.10), we have
Next we show that λ
Recall that E hûh = Ni j=1 α j u j,h , and
is an orthonormal basis of M h , we have α j = b w (E hûh , u j,h ).
It follows that
. Thus, the proof is completed.
Based
Laplacian eigenvalue problem. Consider the Laplacian eigenvalue problem
in Ω, (4.1)
where Ω is a polygon or polyhedral domain in
Let T h be a polygonal partition of the domain Ω satisfying the assumptions in [27] and E h denote all the edges (faces in 3D) in T h . We use P k (T ) to represent the piecewise polynomials of degree k on each element T ∈ T h and use P k (e) to represent the piecewise polynomials of degree k on each edge e ∈ E h . For each element T , h T stands for the diameter of T and h = max T ∈T h h T is the mesh size.
We introduce the following weak Galerkin finite element space
, and v b = 0 on ∂Ω}, where k ≥ 1 is an integer. We emphasis that v b is single-valued on each e ∈ E h and v b is irrelevant to the trace of v 0 . Now, we define some projections onto V h . Denote Q 0 the L 2 projection onto P k (T ) on each element T , Q b the L 2 projection onto P k−1 (e) on each element e, and Q h = {Q 0 , Q b } is a projection operator onto V h . Moreover, on the WG space V h , we can define the following weak gradient operator ∇ w by distribution.
d is the unique polynomial satisfying on each element T ∈ T h ,
where n is the unit outward normal vector.
Based on the above definitions and notations, the bilinear forms a w (·, ·) and b w (·, ·) for Laplacian eigenvalue problem are defined as follows, for any v, w ∈ V h , a w (v, w) = (∇ w v, ∇ w w) + s(v, w),
and 0 < ε < 1 is a positive constant to be chosen. Furthermore, we define a semi-norm
which indeed defines a norm on V h as shown in [31] .
For the WG scheme for Laplacian eigenvalue problems, i.e., Algorithm 2.2, the following convergence results has been derived in Theorem 4.7 and 5.3, [31] . (Ω), the following error estimates hold
By Lemma 4.2, we have
Suppose (λ h ,ũ h ) is the approximate eigenpair obtained by shifted-inverse power weak Galerkin algorithm 2. Letū h =ũ h / ũ h . According to Theorem 3.3, when
Moreover, since WG approximation λ h is a lower bound of λ, by Corollary 3.4,λ h is still a lower bound of λ if H 6k+2−6ε ≪ h 2k . (Again, this does not make sense. The optimal error suggest us to choose H 3k+1−3ε = h k−ε , plug back in and we obtain h 2k−2ε ≪ h 2k , which simply is wrong!) 
Biharmonic eigenvalue problem. Consider the biharmonic eigenvalue problem
For biharmonic problem, the weak Galerkin finite element space is defined as follows,
, and v b = v n = 0 on ∂Ω}, where k ≥ 2 is an integer. We define some projections onto V h as usual. Denote Q 0 the L 2 projection onto P k (T ) on each element T , Q b the L 2 projection onto P k−1 (e) on each element e, and Q h v = {Q 0 v, Q b v, Q b (∇v · n e )} is a projection operator onto V h . Moreover, on the finite element space V h , we define the weak Laplacian operator ∆ w by distribution as follows,
where n is the unit outward normal vector and n e is the unit normal vector on each edge.
Now we introduce the bilinear forms on
and 0 < ε < 1 is a positive constant to be chosen. Furthermore, define
And according to Lemma A.1, ||| · ||| indeed defines a norm on V h .
For the weak Galerkin scheme for biharmonic eigenvalue problem, the following convergence theorem holds true as shown in Theorem A.10 and A.13 in Appendix A. 
where k 0 = min{k, 3}.
According to Lemma 4.4, we have
Let (λ h ,ũ h ) be the approximate eigenpair of the shifted-inverse power weak Galerkin
Moreover, since λ h is a lower bound of λ, from Corollary 3.4 it follows that when where m, n are positive integers. We solve the problem (2.1) by Algorithm 2. The uniform mesh is employed and the parameter ε is set to be 0.1. For the case k = 1, the error of first six eigenvalues and eigenfunctions are listed in Tables 5.1 and 5. 2. When H ≤ 1/8 and fix h = 1/512, the coarse mesh size is sufficiently small and the error is dominated by the term related to h. It should also be noticed that all the numerical eigenvalues are lower bounds, which coincides with the theoretical prediction.
Example 2.
Consider the biharmonic eigenvalue problem (4.6)-(4.8) on a unit square domain (0, 1) × (0, 1). The first eigenvalue is λ = 1.2949339598e + 003. We solve the problem (2.1) by Algorithm 2. The uniform mesh is employed and the parameter ε is set to be 0.1. For the case k = 3, the error of the first eigenvalue are listed in Tables 5.3. From Tables 5.3 , we can see that H ≤ 1/16, the coarse mesh size is sufficiently small and the error is dominated by the term related to h. It should also be noticed that all the numerical eigenvalues are lower bounds, which coincides with the theoretical prediction. −λ 2,h 3.7769e-3 3.8294e-3 3.8295e-3 3.8295e-3  λ 3 −λ 3,h 3.7805e-3 3.8294e-3 3.8295e-3 3.8295e-3 λ 4 −λ 4,h 9.0348e-3 9.4457e-3 9.4464e-3 9.4464e-3 λ 5 −λ 5,h 1.2305e-2 1.5744e-2 1.5750e-2 1.5750e-2 λ 6 −λ 6,h 1.2293e-2 1.5744e-2 1.5750e-2 1.5750e-2 Table 5 
2885e-2 9.0558e-2 9.0554e-2 9.0554e-2 |||Q h u 5 −ũ 5,h ||| 1.3216e-1 1.1744e-1 1.1742e-1 1.1742e-1 |||Q h u 6 −ũ 6,h ||| 1.3216e-1 1.1744e-1 1.1742e-1 1.1742e-1 Appendix A. Error Analysis for the Biharmonic Eigenvalue Problem. In this section, we shall give the error analysis for Algorithm 2.2 solving the biharmonic eigenvalue problem (4.6)-(4.8). Both the error of eigenvalues and eigenfunctions are analyzed and the lower bound estimate is also given.
A.1. Preliminaries. Define a semi-norm on V h that for any v ∈ V h as follows,
Next lemma show that it actually is a norm.
Lemma A.1. ||| · ||| defines a norm on V h .
Proof. Notice that if |||v||| = 0, then on each element T ∈ T h we have ∆ w v = 0 in T , Q b v 0 = v b and ∇v 0 · n e = v n on ∂T , which implies
Then we know that v 0 ∈ H 2 0 (Ω) and ∆v 0 = 0. From the uniqueness of the Poisson equation, it follows that v = 0, which means ||| · ||| is a norm on V h .
For the convenience of analysis, we introduce another semi-norm on V h . For any v ∈ V h , define
Similar to ||| · |||, ||| · ||| 1 also defines a norm on V h . Obviously, the two norms have the following relationship
For v ∈ V 0 , v b stands for the trace of v on ∂T and v n stands for ∇v · n e . In the following lemmas we show that · v defines a norm on V , which is equivalent to H 2 norm on V 0 and ||| · ||| 1 norm on V h . And the proofs are similar to Lemma 4.1 and Lemma 4.2 in [31] which, therefore, will be omitted here.
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Consider the following biharmonic equation
The following weak Galerkin scheme can be established for problem (A.1)-(A.2).
Weak Galerkin Algorithm 3. Find u h ∈ V h , such that
(What is the a w (·, ·)) here?
The weak Laplacian operator ∆ w is a good approximation of ∆ and the following community property holds true. The proof can be found in Theorem 3.1 in [41] Lemma A.4. Suppose v ∈ H 2 (Ω), then the following equality holds
For the biharmonic equation (A.1) and (A.2), the following error estimates can be obtained and the detailed proof can be found in [41] , Theorem 4.2 and Theorem 5.1.
(Ω) be the solution of (A.1) and (A.2) and u h be the numerical solution of the weak Galerkin scheme (A.3), the following estimates hold
(Ω) be the solution of (A.1) and (A.2), u h be the numerical solution of the weak Galerkin scheme (A.3). Assume that the dual problem of (A.1) and (A.2) has H 4 regularity, then the following estimates hold,
where k 0 = min{3, k}.
A.2. Error estimates for the eigenvalue problem. In this section, we derive the estimates for the eigenpair of the problem (4.6)-(4.
(Ω) be the solution operator of the Biharmonic problem (A.1) and (A.2) and K h : L 2 (Ω) → V h be the weak Galerkin numerical solution operator. Naturally, we can extend the
Lemma A.7. The operators K and K h have the following estimate
where · V denote the operator norm from V to V . (Is this norm different from the one before? The notation is the same though...)
Proof. Since V is a Hilbert space, it is equivalent to verify that
For any f ∈ V with f V = 1, let u = Kf and u h = K h f . From Theorem A.5 and the regularity of the problem (A.1) and (A.2), we have
For 0 ≤ ε < 1, we have
which converges to zero as h → 0. Thus, the proof is completed.
In order to prove that T h is compact, we just need to verify that Q h is bounded. For any w ∈ V h , Q h w = w. For w ∈ V 0 , by the equivalence of · V and · 2 , we can conclude that
which completes the proof.
Next we review some notations in the spectral approximation theory. We denote by σ(T ) the spectrum of T and by ρ(T ) the resolvent set.
represents the resolvent operator. Let µ be a nonzero eigenvalue of T with algebraic multiplicities m. Let Γ be a circle in the complex plane which centers at µ, lies in ρ(T ), and does not enclose any other eigenvalues in σ(T ). The corresponding spectral projection is
R(E) represents the range of E, which is the space of generalized eigenvectors. We have the following lemma Lemma A.9. Assume that w ∈ H k+2 (Ω) ∩ H 2 0 (Ω) for any w ∈ R(E). Then the following estimate holds true,
Proof. Suppose w ∈ R(E) with w V = 1. From Theorem A.5 and the regularity of biharmonic equation, we can obtain T w − T h w V h k−1−ε T w k+2 h k−1−ε w k+2 .
Since R(E) is finite dimensional, there is a uniform upper bound for w k+2 , where w ∈ R(E) with w V = 1, which completes the proof.
Since a(·, ·) and a w (·, ·) are symmetric, T and T h are self-adjoint. In addition, all the conclusions also hold straightforwardly when replacing the the · V norm by the L 2 -norm. Therefore, based on the theory in [1] , we have the following estimates.
Theorem A.10. Let λ j,h be the j-th eigenvalue of T h and u j,h be the corresponding eigenvector. There exist an exact eigenvalue λ j and the corresponding eigenfunction u j such that, if u j ∈ H k+2 (Ω) ∩ H A.3. Lower bounds. In this section, we show that the approximate eigenvalue λ h generated by Algorithm 2.2 is a lower bound of λ when the parameter ε is chosen such that 0 < ε < 1.
Lemma A.11. Let (λ, u) be the eigenpair of (4.6) and (4.8) and (λ h , u h ) be the approximate eigenpair obtained by Algorithm 2.2. We have the following identity holds for any v ∈ V h , Rearranging the above identity and (A.7) follows directly.
Next lemma is crucial for deriving the lower bound of eigenvalues and the detailed proof can be found in [19] .
Lemma A.12. Let u be the eigenfunction of the biharmonic eigenvalue problem (4.6)-(4.8), the following lower bound holds ∆u − Q h ∆u ≥ Ch 2k .
Now we are ready to show the lower bound of eigenvalues.
Theorem A.13. Let λ j and λ j,h be the j-th exact eigenvalue and its corresponding weak Galerkin numerical approximation. Assume the corresponding eigenvector
