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Abstract
There is an increasing interest in studying the neural interaction mechanisms behind patterns of cognitive
brain activity. This paper proposes a new approach to infer such interaction mechanisms from electroen-
cephalographic (EEG) data using a new estimator of directed information (DI) called logit shrinkage
optimized directed information assessment (L-SODA). Unlike previous directed information measures
applied to neural decoding, L-SODA uses shrinkage regularization on multinomial logistic regression to
deal with the high dimensionality of multi-channel EEG signals and the small sizes of many real-world
datasets. It is designed to make few a priori assumptions and can handle both non-linear and non-
Gaussian flows among electrodes. Our L-SODA estimator of the DI is accompanied by robust statistical
confidence intervals on the true DI that make it especially suitable for hypothesis testing on the infor-
mation flow patterns. We evaluate our work in the context of two different problems where interaction
localization is used to determine highly interactive areas for EEG signals spatially and temporally. First,
by mapping the areas that have high DI into Brodmann area, we identify that the areas with high DI are
associated with motor-related functions. We demonstrate that L-SODA provides better accuracy for neu-
ral decoding of EEG signals as compared to several state-of-the-art approaches on the Brain Computer
Interface (BCI) EEG motor activity dataset. Second, the proposed L-SODA estimator is evaluated on
the CHB-MIT Scalp EEG database. We demonstrate that compared to the state-of-the-art approaches,
the proposed method provides better performance in detecting the epileptic seizure.
1 Introduction
An extensive body of research focuses on the goal of identifying and classifying brain activity using
electroencephalographic (EEG) data. Central to these efforts is developing an understanding of how the
brain processes information to achieve specific tasks. Previous work ([1][2][6][7][11][19][20][21][26]-[32])
has shown that certain regions in the human brain have strong interactions. As introduced by Granger
[15][27], the relation between two signals may be expressed in terms of the linear predictability of one
signal by the knowledge of the immediate past of the other signal. The original Granger causality measure
was restricted to stationary Gaussian time series but later versions relaxed this stationary assumption.
However, the representation and detection of the information flow within the brain remains a challenging
problem due to assumptions of linearity and Gaussianity in measurable brain signals..
Directed information (DI) provides a measure of information that is suitable for non-linear and non-
Gaussian dependencies between different EEG signal sources. The DI was first proposed by Massey in
1990 as an extension of Shannon’s mutual information (MI) [16]. Different from MI, DI is an asymmetric
function of the time-aggregated feature densities extracted from pairs of measurement sites [10]. In [26],
Quinn et al. utilized unregularized DI to capture the non-linear and non-Guassian dependency structure
of spike train recordings, where they estimated the DI with point process generalized linear models.
In this case, parameter and model selection was performed using maximum likelihood estimates and
minimum description length. However, while the use of directed information in this manner has been
demonstrated to be superior to Granger’s measure and MI, due to the high dimensionality of the features
and small sample size intrinsic to EEG signals, a direct implementation of an empirical DI estimator
suffers from severe overfitting errors. In this paper, we introduce an improved estimate of DI, called logit
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2shrinkage optimized directed information assessment (L-SODA). L-SODA is conceptually simple, is of low
implementation complexity, and is mean-square optimal over the class of regularized directed information
estimators. The main difference between our work and [26] lies in the fact that the proposed L-SODA
approach to DI estimation controls overfitting errors using shrinkage regularization applied to a reduced
set of the features of EEG signals. This work builds upon our previous efforts [37] on shrinkage optimized
directed information assessment (SODA), and seeks to explicitly address the curse of dimensionality
by applying shrinkage methods on multinomial logistic regression [41] to estimate likelihood functions
required for evaluating the DI. Our experiments demonstrate that L-SODA’s performance is superior to
state-of-the-art methods for neural interaction detection and classification.
There is an extensive literature related to EEG signal interaction detection and classification. The
authors of [3] used MI to classify EEG data. Maximum mutual information is applied to feature selection
for EEG signal classification [4]. In [2][31], a directed transfer function (DTF) with a linear autoregressive
model has been employed to fit the data and interaction is deduced and characterized. In [23], Hesse
et al. presented an adaptive estimation of Granger causality. Simulations demonstrate the usefulness of
the time-variant Granger causality for detecting dynamic causal relations. In [32], Lotte et al. reviewed
classification algorithms used to design Brain Computer Interface (BCI) systems based on EEG. In [27],
Supp et al. identified the directionality of oscillatory brain interactions in source space during human
object recognition and suggested that familiar, but not unfamiliar, objects engage widespread reciprocal
information flow. In [28], Hinrichs et al. analyzed the timing and direction of information flow between
striate (S) and extrastriate (ES) cortex by applying a generalized mutual information measure during
a visual spatial attention task. In [29], Babiloni et al. presented advanced methods for the estimation
of cortical connectivity from combined high-resolution EEG and functional magnetic resonance imaging
(fMRI) data.
Unlike these previous efforts, L-SODA implements estimates of the conditional distributions of the
features over each temporal segment given the features in previous segments. This is effectively a Markov
model if a window of fixed width is used. Our L-SODA approach is completely data-driven. It relies
solely on a non-parametric regularized estimate of the conditional feature probability distribution. To
estimate these high dimensional conditional feature distributions, L-SODA implements a novel James-
Stein shrinkage regularization method ensuring minimum mean-squared error (MSE) over the family
of shrinkage estimators of DI. Such a shrinkage approach was adopted by Hauser and Strimmer [5]
for entropy estimation, but without logistic models. The L-SODA approach to estimating DI used
shrinkage regularization that minimizes estimator mean square error and provides asymptotic expressions
for estimator bias, variance in addition to a central limit theorem (CLT). Here we apply L-SODA to obtain
an empirical directed graph of interactions between EEG electrodes, using the CLT to specify p-values for
testing the statistical significance of detected interactions via simulation and to control the false discovery
rate on the putative edge discoveries in the graph.
To evaluate our work, we use two approaches. The first utilizes ground truth neural functional area
locations (Brodmann areas) for validation of our localization results. The Brodmann areas were originally
defined and numbered by Korbinian Brodmann based on the cytoarchitecture organization of neurons he
observed in the cerebral cortex [43]. When applied to a brain computer interface (BCI) motor activity
dataset, we show that the directed information graph discovered by L-SODA is consistent with activation
of the known Brodmann areas of the brain associated with motor functions. Our second evaluation
approach assesses the utility of the interactions discovered by L-SODA to improve a neural classification
task. Specifically, for the CHB-MIT Scalp EEG dataset, we show that L-SODA has better ability to
detect epileptic seizure onset.
For both these cases, L-SODA exhibits performance advantages over the unregularized DI estimation
of Quinn et al [26]. Since L-SODA is specifically designed for low sample sizes, L-SODA can be viewed
as an optimized shrinkage regularized estimator of directed information. Compared to other forms of
regularization such as sparse representation with l1 regularization [41], the error of the logit shrinkage
3regularization approach can be analyzed and optimized in the mean square sense. The shrinkage reg-
ularization of L-SODA has significant performance gains in the low sample size regime, a regime that
is typical for temporally windowed BCI data. Moreover, as described in [32], the features in BCI and
CHB-MIT Scalp EEG databases are non-stationary since EEG signals may vary rapidly. We demonstrate
by experiment that the proposed L-SODA algorithm is not only able to control false positive rate more
accurately, but also has lower false negative rate in detecting significant information flow at given false
positives level.
1.1 Summary of the main contribution
In this paper, we:
1. Propose a new approach (L-SODA) to infer neural interaction mechanisms from EEG signals using
a novel estimator of DI with logit shrinkage optimized DI assessment.
2. Derive a central limit theorem for this novel estimator that can be used to assess statistical signifi-
cance for interaction detection.
3. Illustrate that L-SODA can find interactions between anatomical regions of the brain that are
plausible in the context of mapping to Brodmann functional areas [25] for different tasks.
We further demonstrate the superiority of this approach over existing methods for DI estimation using
the BCI project dataset and the CHB-MIT Scalp EEG database:
1. In terms of sensitivity, as compared to unregularized DI, Granger’s measure and coherence measure,
L-SODA is capable of detecting new interactions among EEG signal sources and has at least 5%
better localization accuracy. The localization results are verified using neural pathway locations of
motor activities and are not discovered by existing approaches when subjected to the same false
discovery rate.
2. In terms of specificity, as compared to previous results based on unregularized DI estimation [26],
L-SODA is better able to control false positive rate (type I error) while maintaining high interaction
detection accuracy.
3. L-SODA improves classification accuracy by 6% relative to the performance of Hidden Markov Mod-
els (HMMs), mutual information (MI), Granger’s measure, coherence measure and unregularized
DI estimation.
4. We demonstrate that compared to unregularized DI estimation [26], L-SODA has an 8% lower false
negative rate (type II error) in detecting information flow at given level of false positives.
5. Moreover, by applying L-SODA with shrinkage logistic regression, we reduce the number of false
positives for seizure detection by 3% compared to energy-based method and unregularized DI.
The rest of the paper is organized as follows: In Section 2, we present the statistical framework of L-
SODA. In Section 3, we subsequently propose the L-SODA-based interaction detection algorithm. In
Section 4, we evaluate the proposed algorithm and compare its performance with the state-of-the-art
approaches. We conclude with a brief summary in Section 5.
2 L-SODA Framework for EEG
The SODA framework for directed information estimation was introduced in [37] for audio-video indexing.
SODA is not scalable to high dimensional feature space since it requires discretization over the feature
4space in order to apply the multinomial model of [37]. To overcome this problem, here we augment this
approach with the use of logit shrinkage (i.e., L-SODA) for use within the high dimensional EEG context.
The EEG is an aggregate measure of neurological activity within the brain. Consider two EEG
electrodes Ex and Ey placed at positions x and y with Mx and My time points respectively. We denote by
Xm and Ym the temporal feature variables extracted at timem for Ex and Ey, and defineX
(m) = {Xk}mk=1
and Y (m) = {Yk}mk=1. The mutual information (MI) between Ex and Ey is given by MI(Ex;Ey) =
E
[
ln f(X
(Mx),Y(My))
f(X(Mx))f(Y(My))
]
, where f(X(Mx), Y (My)) is a joint distribution and f(X(Mx)) and f(Y (My)) are
marginal distributions. The DI from electrode Ex to electrode Ey is a non-symmetric generalization of
the MI defined as
DI(Ex ⇒ Ey) =
M∑
m=1
I(X(m);Ym|Y (m−1)) , (1)
where M = min{Mx,My}, I(X(m);Ym|Y (m−1))=E[ln f(X
(m);Ym|Y (m−1))
f(X(m))f(Ym|Y (m−1)) ] is the conditional MI between
X(m) and Ym given the past Y
(m−1). An equivalent representation of DI is in terms of the conditional
entropies
H(X(m)|Y (m−1)) = E[ln f(X(m)|Y (m−1))], H(X(m)|Y (m)) = E[ln f(X(m)|Y (m))]
DI(Ex ⇒ Ey) =
M∑
m=1
(
H(X(m)|Y (m−1))
)
−
M∑
m=1
(
H(X(m)|Y (m))]
)
, (2)
which gives the intuition that the DI is the cumulative reduction in uncertainty of time sample Ym
when the past time samples Y (m−1) of Ey are supplemented by information about the past and present
segments X(m) of Ex. In the case that the feature sequences X
(M) and Y (M) are jointly Gaussian, it is
easily shown that the DI reduces to a monotonic function of Granger’s linear causality measure.
2.1 Previous SODA approach
SODA quantizes the feature variables to p levels denoted as {z1, . . . , zpm}. If the feature realizations are
i.i.d. then Z is multinomial distributed with probability mass function
Pθ(Z1 = n1, . . . , Zpm = npm) =
n!∏pm
k=1 nk!
pm∏
k=1
θnkk ,
where θ = E[Z]/n = [θ1, . . . , θpm ] is a vector of class probabilities and
∑pm
k=1 nk = n, where n is defined
as the number of experimental trials,
∑pm
k=1 θk = 1. Since the number of quantization cells p
m is larger
than the number of trials n, a brute force plug-in estimation approach, e.g., using maximum likelihood
(ML) estimates in place of θ, is prone to overfitting error. Specifically, given n independent samples
{Wi}ni=1 of the EEG feature vector W = [X(Mx), Y (My)] the ML estimator of the k-th class probability
θk is θˆk = n
−1∑n
i=1 I(Wi ∈ Ck), k = 1, . . . , pMx+My where I here is the indicator function. In [37],
SODA shrinkage regularization was applied to reduce overfitting error.
2.2 L-SODA extension
To address the problem of high dimensionality of quantized feature space, in this work we use multinomial
logistic regression for approximation of the conditional distribution [41] which obviates the need to perform
joint discretization of X and Y . In multinomial logistic regression, the logits,
log
P (X = k|y)
1 +
∑
x 6=k P (X = x|y)
= yTβk , (3)
5where x and y are discrete and continuous variables and βk is determined by a goodness of fit criterion
[41], are modeled as a linear function. Using multinomial logistic regression approximation (3), the
conditional probabilities required for computation of (2) become,
P (X(m) = k|Y (m−1)) = exp([Y
(m−1)]Tβk(m− 1))∑p(m−1)
j=1 exp([Y
(m−1)]Tβj(m− 1))
, P (X(m) = k|Y (m)) = exp([Y
(m)]Tβk(m))∑pm
j=1 exp([Y
(m)]Tβj(m))
. (4)
As compared to SODA, where both ofX(m) and Y (m) are discrete and there are (|C|Mx+My ) of multinomial
parameters θk. Here, in the L-SODA logistic regression approach only X
(m) is quantized. This results in
a reduction of multinomial dimensions from |C|Mx+My to |C|Mx , which is significant in EEG applications
considered in this paper. The regression coefficients β = [β1, . . . , βpm ] are determined by maximum
likelihood, with βk(m) denoting the weight vector corresponding to class k for P (X
(m)|Y (m)). Thus, the
estimated directed information with multinomial logistic regression is:
D̂Iβ =
M∑
m=1
[
exp([Y (m−1)]T βˆk(m− 1))∑pm−1
j=1 exp([Y
(m−1)]T βˆj(m− 1))
log
exp([Y (m−1)]T βˆk(m− 1))∑pm−1
j=1 exp([Y
(m−1)]T βˆj(m− 1))
]
−
[
exp([Y (m)]T βˆk(m))∑pm
j=1 exp([Y
(m)]T βˆj(m))
log
exp([Y (m)]T βˆk(m))∑pm
j=1 exp([Y
(m)]T βˆj(m))
]
, (5)
Since n pmax{|C|Mx}, we propose to use James-Stein shrinkage regularization to reduce the MSE of the
DI estimator. The resultant shrinkage optimized DI estimator, D̂I
λ◦
(XM =⇒ YM ) shrinks the maximum
likelihood estimator βˆMLk towards a target coefficient vector.
βˆλk = λtk + (1− λ)βˆMLk , (6)
It is customary in James-Stein shrinkage to select targets that are minimally informative, e.g. uniform
density [5][37]. Correspondingly, we select tk so that tk,l =
√
1
V ar(yl)
, namely, tk,l is inversely proportional
to the standard deviation of yl, where k is the index of class and tk,l represents the lth element in the
target coefficient vector tk. The James-Stein plug-in estimator for directed information with logistic
regression is:
D̂I
λ
β =
M∑
m=1
[
exp([Y (m−1)]T βˆλk (m− 1))∑pm−1
j=1 exp([Y
(m−1)]T βˆλj (m− 1))
log
exp([Y (m−1)]T βˆλk (m− 1))∑pm−1
j=1 exp([Y
(m−1)]T βˆλj (m− 1))
− exp([Y
(m)]T βˆλk (m))∑pm
k=1 exp([Y
(m)]T βˆλk (m))
log
exp([Y (m)]T βˆλk (m))∑pm
j=1 exp([Y
(m)]T βˆλj (m))
] , (7)
The corresponding plug-in estimator for DI is simply D̂I
λ
β = DIβˆλ(Ex → Ey). We specify the optimal
value of λ that minimizes estimator MSE: λ◦ = arg minλE(D̂I
λ
β −DI)2 . The MSE can be decomposed
into the square of bias and variance and the optimal value of λβ can be obtained by minimizing MSE
over λβ using a gradient descent algorithm.
3 L-SODA-based Interaction Detection Algorithm
In [37], a local version of DI was introduced for temporal localization of interactions. This is an important
step for studying physiological signals such as the EEG, due to issues related to time warping inherent in
6these data. Here we describe the L-SODA algorithm in the context of EEG. Once the DI optimal shrinkage
parameter has been determined, the local DI is defined similarly to the DI except that, for a pair of EEG
signals X and Y , the signals are time shifted and windowed prior to DI computation. Specifically, let
τx ∈ [0,Mx − T ], τy ∈ [0,My − T ] be the respective time shift parameters, where T  min{Mx,My}
is the sliding window width, and denote by XMxτx , Y
My
τy the time shifted sequences. Then the local DI,
DI(XMxτx → Y
My
τy ), computed using (1), defines a surface over τx, τy. We use the peaks of the local DI
surface to detect and localize the interactions in the pair of EEG signals. We implement L-SODA for
EEG interaction detection using the following procedure:
1. Temporal Alignment: Align the EEG signals temporally by segmenting the EEG signals accord-
ing to local DI peak locations to capture the beginning and ending times.
2. Pairwise DI and p-value computation: After alignment, calculate the K × K matrices of
SODA estimated DI’s and p-values 1 − Φ
(
Dˆij−µij
σij
)
on these DI estimates here K equals 19, the
number of electrodes.
3. False Discovery Rate Control: Threshold the DI and p-value matrices to find interaction regions
exhibiting large and statistically significant DI. The bootstrap is used to estimate the mean and
variance in the p-value matrix. The construction of the interaction graph over the K EEG electrodes
is performed by testing the K × (K − 1) hypotheses that there is a significant interaction (both
directions) between pairs of electrodes. Since there are K(K−1) different DI pairs, this is a multiple
hypothesis testing problem and we control false discovery rates using the corrected Benjamini-
Hochberg (BH) procedure [35]. It tolerates more false positives, and allows fewer false negatives.
The corrected BH procedure is implemented as follows:
• The p-values of the M = K(K − 1) edges (1, 2, . . . ,M) are ranked from lowest to highest, all
satisfying the original significance cut-off p = 0.05. The ranked p-values are designated as p(1),
p(2), . . . , p(M).
• For j = 1, 2, . . . ,M , the null hypothesis (no edge)Hj is rejected at level α if p(j) ≤ (j/m)/
(∑M
n=1 n
−1
)
α,
where α is the chosen acceptable p-value.
• All the edges with p-value≤ p(j) are retained in the final network.
4 Experimental Results
4.1 BCI Project Database
The L-SODA algorithm was applied to the public BCI dataset consisting of EEG signals associated with
motor activity [17]. The EEG consists of random movements of the left and right hand recorded with
eyes closed. The data consisted of multiple data matrices corresponding to multiple activities, where each
column of a data matrix represented one electrode and there are a total of 19 electrodes. Each row of
a data matrix presented the temporal sample of electrical potential from one electrode and there were a
total of 3008 samples in each row. The motor activity lasted about 6 seconds. The sampling rate of the
recording was 500Hz. The data in BCI project consisted of EEG signals. The subject executed 10 classes
of movements where each class contained different trials of the same movement including three trials left
hand forward movement, three trials of left hand backward movement, three trials of right hand forward
movement, three trials of right hand backward movement, 1 trial of imagined left hand forward movement,
1 trial of imagined right hand forward movement, 1 trial of imagined left hand backward movement, 1
trial of imagined right hand backward movement, 1 trial of left leg movement and 1 trial of right leg
movement. The application of L-SODA on these data was not trivial due to the time misalignment,
7artifacts and noise variations. The time sequences were first divided into segments of 200ms length
for feature extraction. There was 100ms overlap between neighboring segments. We estimated the joint
probability density functions for each segment of EEG signal by first mapping the features to the codebook
by quantization. Then we applied the proposed shrinkage method to the maximum likelihood estimator
using. Here the number of samples n was the total number of trials for all the subjects performing the
same task, and the codebook was learned in the training phase using Lloyd-max quantization where the
number of quantization levels in the scalar quantizer was selected to be 10.
4.1.1 Competing algorithms investigated
The performance of L-SODA-based interaction detection was compared to four state-of-the art ap-
proaches: Granger’s measure [2][27][31], coherency measure [1], MI [3][4][21] and unregularized DI of
Quinn et al.[26]. In [1], coherency is defined as normalized cross-spectrum between two EEG signals,
where only the imaginary part of the signal was employed. In [4][21], mutual information was applied
to feature selection for EEG signal classification. In [26], Quinn et al. utilized unregularized directed
information to capture the non-linear and non-Guassian dependency structure of spike train recordings,
where they estimated the DI with point process theory and impose the assumptions that the random
processes are stationary and ergodic. The DI estimator proposed by Quinn et al. was estimated as
described in [26]:
1. Find the parameters in generalized linear models (GLM) for point processes [40] according to
minimum description length (MDL) procedure.
2. Calculate Hˆ(Y ‖ X) using generalized linear models.
3. Compute an estimator for unconditional entropy rate Hˆ(Y ) using a well-established entropy es-
timator (such as Lempel-Ziv’s estimator [39] or the Burroughs-Wheeler Transform (BWT) based
estimator [38]).
4. Calculate the directed information rate D̂I(X → Y ) = Hˆ(Y )− Hˆ(Y ‖ X).
We implemented the generalized linear models for point process relying on the code which is available
at http : //pillowlab.cps.utexas.edu/code GLM.html. The classification performance of L-SODA with
kNN classifier was compared to the other state-of-the-art approaches using MI [4] and Hidden Markov
Models [6], Granger’s measure [23] and coherence measure [1]. The authors of [14] proposed to address
the signal classification problem by combining hidden Markov model and maximum margin principle in
a unified kernel based framework called kernel based hidden Markov model (KHMM). In addition to
the KHMM implementation, we implemented the HMM by estimating the emission probability of the
distribution of EEG signals with Gaussian mixture models (GMM). Specifically, for the GMM given 300
training trials and 300 test trials, we implement the Baum-Welch algorithm with 50 iterations to estimate
the parameters of the GMM model governing EEG signals in each activity class. A test EEG signal is
classified using maximum likelihood detected implemented by Viterbi’s algorithm. For the classification
tasks, ground truths correspond to the labels for 10 different types of activities. All data were divided
into 2 sets of 50% training and 50% test samples each.
4.1.2 Interaction Detection and Comparison
Interaction Detection: We evaluated the localization performance using L-SODA. Fig. 1 was a visual
illustration of the DI matrix, expressed as a heatmap for left hand forward movement, left hand backward
movement and right hand forward movement, respectively, where colors indicated the magnitudes for
different strengths of interactions between the 19 electrodes. In the interest of space, we discuss the
8results for left hand forward movement in more detail below (these results are representative of other
movements).
Figure 1. Visual illustration of L-SODA and MI heatmaps with Project BCI dataset for left hand
forward movement, left hand backward movement and right hand forward movement, where colors
indicate the magnitudes for different strengths of interactions calculated by L-SODA and MI
respectively between 19 electrodes in human brain. L-SODA is more informative than MI for
localization because L-SODA is able to detect more interactions than MI, such as the interactions
between FP1 and F7, FP1 and FZ. The red number indicates the localization accuracy is computed
by mapping the detection results using SODA on different replicates of the same class of activity. The
order of the electrodes by clustering are T3, T5, C3, C4, T4, F8, CZ, F7, F3, T6, PZ, P3, P4, O1, O2,
FZ, F4, FP1, FP2 from left to right and from top to bottom.
We used a heat kernel to transform (symmetrized) pairwise DI matrix into the distance matrix and
applied K-means clustering to the distance matrix with the number of cluster (3) chosen by setting a
threshold to within-cluster sums of point-to-centroid distances. For left hand forward movement, the
three clusters were (C3, C4, T3, T5), (F4, FP1, FP2) and the rest of the electrodes. Mapping the EEG
channels into Brodmann areas [25], we identified cluster (C3, C4, T3, T5) as reflecting auditory processing
such as that associated with detecting a cue to start motion (Brodmann area 21) and the execution of
motor function (Brodmann area 4). Similarly, we identified cluster (F4, FP1, FP2) as corresponding
to the planning of complex movements (Brodmann area 8) and cognitive branching (Brodmann area
10). The third cluster corresponded to electrodes that were not very active. The localization accuracy
was highlighted for each heatmap with red numbers in Fig. 1. In Fig. 1, the order of the electrodes by
clustering were T3, T5, C3, C4, T4, F8, CZ, F7, F3, T6, PZ, P3, P4, O1, O2, FZ, F4, FP1, FP2 from left
to right and from top to bottom. Compared to MI, L-SODA was more informative for localization with
10% improvement on average and is able to detect more accurate interactions when the same threshold
of p-values was applied, where the localization accuracy has been highlighted along with the heatmap
using red numbers. While MI and coherence measure [1][4] were not able to detect such interactions due
to lower sensitivity to directional information flow.
Comparison: Fig. 2 compared interaction graph discovery obtained through SODA with other
state-of-the-art approaches using the activity ”Left Hand Forward Movement”. These results were repre-
sentative but, due to space limitations, the interaction graphs for other motor activities are not discussed
here. The regions in the brain for Fig. 1 that exhibit the highest activity match perfectly with the re-
gions in Fig. 2 that have densest number of links. Fig. 2 indicated that L-SODA discovered significantly
9Figure 2. Visual illustration of the dependencies between different electrodes for the activity ”left
hand forward movement” reconstructed using Granger’s measure, unregularized DI by Quinn et al.[26],
SODA and L-SODA averaged over the total 6 seconds, where the threshold for declaring an edge
present corresponds to a p-value of level 0.05 which corresponds to the best localization accuracy shown
in Table 1. The False Discovery Rate (FDR) is controlled below 0.1 using corrected BH procedure to
resolve the multiple comparison problem and the sliding window width is T = 7. Again, L-SODA
detects more interactions compared to MI, Granger’s measure and unregularized DI. For instance, the
edges between (FP1 → F4) and (FP1→ FZ) corresponding to p-values of level 0.027 and 0.035
respectively using L-SODA. These interactions cannot be discovered by other approaches. The red dot
arrows are false positives with unregularized DI by Quinn et al.[26] validated by neural pathway
locations and Brodmann area, where the channels denoted as false positives do not have motor-related
functions.
more interactions where the sliding window size is T = 7. These new interactions can be validated by
the fact that p-values are significant. For instance, the edges between (FP1 → F4) and (FP1 → F7)
corresponded to p-values of level 0.027 and 0.035 respectively. The results of applying SODA on the
replicates of EEG signals also indicated that during these periods, the electrodes FP1, F4 and F7 were
highly interactive and therefore can serve as strong evidence that the activity was indeed being localized
to these electrodes in the brain associated with motor control. Compared to the unregularized DI [26],
L-SODA has the advantage that it can control false positive rate more accurately and its predictions are
validated by neural pathway locations as determined by Brodmann areas. The main reason that L-SODA
has the superior performance compared to the unregularized DI [26] is because the unregularized DI may
underestimate the DI in the presence of small number of samples and high dimensional signals.
In Fig. 3 we plot the local DI and local MI as time trajectories. These trajectories can be interpreted
as scan statistics for localizing interactions in the two EEG signals. Fig. 3 illustrated of the advantages
of DI as compared to MI for capturing similarities between six pairs of EEG signals from BCI dataset.
As shown in Fig. 3, DI is more sensitive than MI to the emergence of the mental task due to the fact
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Figure 3. Illustration of DI as compared to MI for capturing similarities between activities for six
pairs of EEG signals from different sources of electrodes in BCI project dataset such as (C3, O1),
(FP1, FP2). As it is a directional measure, DI is more sensitive than MI to the emergence of the mental
task and this can be seen from the fact that the peak of red ∆DI trajectory is sharper than the peak of
the blue ∆MI trajectory over time. (∆DI is the temporal change of the DI similarity measure over
successive temporal segments and similarly for ∆MI). The dashed vertical lines correspond to the
beginnings of the activities.
that DI is a directional measure. The results show that DI can successfully detect highly interactive
periods between pairs of electrodes corresponding to the temporal annotations in BCI dataset. Similar
performance can be shown for the rest pairs of interactions in the total 19× 18=342 pairs of possible
interactions.
Spatial Pattern: To further reveal the spatial patterns of the electrodes, in Fig. 4, we show visual
illustration of 2D scatter plots of electrodes by applying multidimensional scaling on the heatmaps and
reducing the dimensions into 2 with L-SODA and MI for different activities, where the blue curve rep-
resented the first dimension and the red curve represents the second dimension. By comparing these
dependency scatterplots to the spatial organization of the electrodes, interesting patterns were identified
for different activities. For instance, the electrodes C3 and C4, T3 and T5 had strong interactions for left
hand forward movement.
Dynamical Analysis: Besides the average localization and interaction detection performance, it
was more desirable to reveal the dynamical process of the interaction between the EEG channels. To
demonstrate the interactions among electrodes dynamically, Fig. 5 plots visual illustration of the depen-
dencies between different electrodes for the activity ”left hand forward movement” reconstructed using
L-SODA with 1 second interval, where the results demonstrated that the interactions first start from the
regions close to C3 and C4 which is Somatosensory and Motor region, and then transmit to other regions
in the human brain.
4.1.3 Consistency Measure
To study the ability of SODA to uncover interactions that were consistently observed during the same
class of activity, we randomly divided the data into equal sized training and test sets. SODA was applied
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Figure 4. Visual illustration of electrodes by applying multidimensional scaling on the heatmaps and
reducing the dimensions into 2 with L-SODA and MI for different activities, where the blue and red
curves represent the first dimension and the second dimension. The horizontal axis in the figure
represents the electrodes and the vertical axis represents the amplitudes. By comparing these
dependency scatterplots to the spatial organization of the electrodes, interesting patterns are identified
for different activities. For instance, the electrodes C3 and C4, T3 and T5 have strong interactions for
left hand forward movement. Some of the representative traces are shown in Fig. 3.
to the training set and the localization consistency was computed by mapping the detected interactions
to the testing set. Table 1 demonstrated the comparison of the EEG localization accuracy of different
algorithms using different levels of false discovery rates (FDR) including MI, Granger’s measure where the
covariance matrix is regularized with Ledoit Wolf shrinkage method, coherence measure, unregularized
DI of Quinn et al. and L-SODA. A localization consistency of 100% means that all interactions discovered
on the training set were observed in the test set. As shown in Table 1, when the level of FDR was large,
the five methods have comparable performance. When the threshold was lowered, L-SODA significantly
outperforms other methods in localization accuracy. Since the weak dependencies were filtered out and
strong dependencies remains with a lower threshold, false positives are reduced for all the five methods.
Meanwhile, the hit using L-SODA remained to be high due to its non-symmetric measure. This explains
the fundamental reason that L-SODA achieved the best performance with the threshold for declaring an
edge present corresponding to a p-value of level 0.05. Compared to Granger’s measure and unregularized
DI which were non-symmetric measures, L-SODA improved the accuracy by about 8% and 3% due to the
fact that L-SODA was a shrinkage optimized version of directed information estimator for non-Gaussian
distribution of the signals.
We also assessed localization consistency in terms of interactions within regions of the brain coor-
dinating similar task related behavior (i.e., as opposed to between all EEG electrode sites). Using the
corrected BH procedure [35] for L-SODA, 39 interactions were detected when FDR is equal to 0.1, while
24, 27 and 32 interactions were detected using MI, CM and unregularized DI. In Table 2, we identified
electrodes that are either sources, recipients, or both sources and recipients of information flow from
the second-by-second plots of the 19×19 matrices. Table 3 demonstrated the Brodmann areas and the
corresponding functions for the channels that are either sources, recipients, or both sources and recipients
of information flow, where we identified that the directed information graph discovered by L-SODA is
consistent with activation of the known Brodmann areas of the brain associated with motor functions.
The comparison of the average running time for directed information between pairs of channels is re-
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Figure 5. Visual illustration of the dependencies between different electrodes for the activity ”left
hand forward movement” reconstructed using L-SODA dynamically with 1 second interval, where the
results demonstrate that the interactions first start from the regions close to C3 and C4 which is
Somatosensory and Motor region, and then transmit to other regions in the human brain.
ported in Table 4, where we demonstrate that L-SODA has the same order of computational complexity
compared to the unregularized DI by Quinn et al.[26].
4.1.4 Classification
We next evaluated the classification performance of EEG signals using L-SODA as compared to MI and
Hidden Markov Model (HMM) where the objective was to classify among the 10 classes of activities
from the EEG data. The L-SODA classification task was conducted by applying the k nearest neighbor
classifier on the pair-wise distances computed using L-SODA. In Table 5 we compared the classification
performance of L-SODA to that of the unregularized DI, the HMM implemented with GMM and Kernel-
based Hidden Markov Model (HMM) where Gaussian radial basis function was utilized evaluated using
EEG signals in the BCI project dataset. Table 5 indicated L-SODA outperforms HMM and unregularized
DI in terms of EEG signal classification. This improvement may be attributed to the presence of model
mismatch and bias in the HMM model as contrasted to the more robust behavior of the proposed model-
free shrinkage DI approach. A more comprehensive quantitative comparison was shown in Table 6 with
the mean and standard deviations for different activities. The superior performance of L-SODA compared
to coherence measure and MI can be attributed to the fact that coherence measure and MI were symmetric
measures and less sensitive in capturing the directional information flow between EEG signals such as
the directed dependencies between (T3 → F7), (T4 → F8). Granger’s measure was based on a strong
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Gaussian model assumption, which may account for its inferior performance. In Fig. 6, we demonstrated
the comparisons of ROC curves for classification performance with all the 10 classes of activities using L-
SODA, SODA, Granger’s measure and unregularized DI by Quinn et al.[26], where L-SODA significantly
outperformed Granger’s measure and the unregularized DI by Quinn et al.[26] in terms of area under
the curve (AUC). L-SODA achieved the AUC 0.823, Granger’s measure achieved the AUC 0.687 and
the unregularized DI achieves the AUC 0.726. L-SODA has 8% lower false negative rate (namely 8%
higher in true positive rate) in detecting significant information flow at given level of false positives in
terms of ROC curves, which can be mainly attributed to the fact that the use of optimized shrinkage
regularization estimator in L-SODA.
Figure 6. Comparisons of ROC curves of classification performance for BCI dataset with all the 10
classes of activities using L-SODA, SODA, Granger’s measure and unregularized DI by Quinn et al.[26],
where L-SODA significantly outperforms Granger’s measure and the unregularized DI by Quinn et
al.[26] in terms of area of the curve (AUC).
FDR 0.1 0.07 0.05
MI 0.641 0.657 0.676
GC 0.653 0.705 0.728
CM 0.657 0.694 0.726
uDI 0.669 0.721 0.743
SODA 0.698 0.755 0.809
L-SODA 0.715 0.767 0.823
Table 1. Comparison of the EEG localization accuracy for different level of significance (false discovery
rate), where the accuracy is computed by mapping the detection results using L-SODA on different
replicates and the number of these electrodes that are connected in the MI, GC, CM, uDI, SODA and
L-SODA interaction graphs, determined by thresholding these quantities at the same FDR level. uDI,
CM and GC represents unregularized DI, coherence measure and Granger causality.
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0-1s 1-3s 3-4s 4-5s 5-6s
Send FP2 FP2 T4, F8 Null Null
Send and Receive F8, T4, T5 F8, T4 FP2 FP1,FP2,CZ T4, T5, F8, FP2, CZ
Receive FZ P3, T6 P3, T6 F3, F4, T3, T4, T5, F8 T3
Table 2. Identification of the electrodes that are either sources, recipients, or both sources and
recipients of information flow from the second-by-second plots in Fig. 5.
Channel Brodmann Area Function
FP2 right 10 executive function; tertiary motor (E)
F8 right 44,45,46,47 grasping/manipulation; tertiary motor (G)
T4 right 21 contemplating distance (C)
T3 left 21 contemplating distance (C)
CZ middle 5 maintain spatial reference for goal oriented behavior (MA)
FP1 left 10 executive function; tertiary motor (E)
T5 left 19,37 motion sensitive visual processing; contemplating distance (MO)
F3 left 8 planning of complex movements (P)
F4 right 8 planning of complex movements (P)
T6 right 19,37 motion sensitive visual processing; contemplating distance (MO)
Table 3. The Brodmann areas and the corresponding functions for the channels that are either sources,
recipients, or both sources and recipients of information flow from the second-by-second plots in Fig. 5.
unregularized DI by Quinn et al.[26] L-SODA
CPU time (sec) 0.12 0.15
Table 4. Comparisons of the average running time for directed information between pairs of channels
using L-SODA and unregularized DI by Quinn et al.[26] for BCI dataset, where L-SODA and
unregularized DI have the same order of computational complexities.
HMM(n=2) HMM(n=5) HMM(n=7) KHMM [14]
AP 0.645 0.683 0.712 0.749
MI unregularized DI SODA L-SODA
AP 0.661 0.768 0.815 0.826
Table 5. Comparisons of Average Precision (AP) for EEG signal classification for logit shrinkage
optimized directed information assessment (L-SODA), SODA, unregularized DI, Hidden Markov Model
(HMM) with Gaussian mixture model (GMM) (n is the number of components) and kernel-based
Hidden Markov Model (KHMM), where the average precision is calculated by averaging the
classification accuracy over all the activities. Ground truths correspond to the labels for 10 different
types of activities.
4.2 CHB-MIT Scalp EEG Database
The CHB-MIT Scalp EEG Database, collected at the Children’s Hospital Boston, consists of EEG record-
ings from pediatric subjects with intractable seizures. Subjects were monitored for up to several days
following withdrawal of anti-seizure medication in order to characterize their seizures and assess their
candidacy for surgical intervention. All signals were sampled at 256 samples per second with 16-bit
resolution. The recordings, grouped into 23 cases, were collected from 22 subjects. Different from BCI
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Task Left Hand Forward [%] Right Hand Forward [%] Left Leg [%] Right Leg [%]
Granger’s measure 69.3± 5.3 72.5± 3.6 67.6± 2.1 63.5± 2.6
Coherence Measure[1] 73.5± 2.7 74.1± 4.2 68.1± 8.3 65.8± 5.1
Mutual Information 65.1± 2.9 65.9± 3.0 63.0± 11.3 62.5± 3.8
Quinn et al’s DI [26] 72.1± 4.0 75.6± 2.3 70.3± 8.5 67.9± 6.9
SODA 81.3± 4.6 81.7± 2.5 76.1±5.8 77.5± 4.3
L-SODA 82.5± 5.1 83.1± 4.5 78.2± 4.7 79.5± 3.3
Table 6. Percentages (mean and standard deviations) of correctly recognized single trials for the
different activities for Project BCI dataset. L-SODA gives at least 6% improvement in average precision
over the best alternative Quinn et al’s regularized DI and L-SODA has roughly similar performance
compared to SODA. The k nearest neighbor classifier is implemented for classification.
dataset, the CHB-MIT Scalp EEG Database has the annotations of the beginning and the ending time
of the onset of seizure. The main task associated with the database is seizure detection. There are three
performance metrics of interest. The electrographic seizure onset detection latency EOlatency corresponds
to the delay between electrographic onset and detector recognition of seizure activity. The sensitivity
represents to the percentage of test seizure identified by a detector. The false alarm per hour is the
number of times, over the course of an hour, that a detector declares the onset of seizure activity in
the absence of an actual seizure. Generally, the goal of seizure detection is to signal an alert within 10
seconds of seizure onset. The non-seizure vectors are computed from at least 24 hours of nonseizure EEG,
where both of awake and sleep status for non-seizure EEG are included. In our work, we compared the
use of L-SODA to the best known seizure detector based on Shoeb et al. [42]. The approach of Shoeb et
al. uses energy-based features obtained by passing the EEG signals through M -band filterbank (M = 8)
through 0.5-24Hz and measuring the energy in the subband signals. In our experiments, detection was
formulated as a binary classification problem (seizure vs. non-seizure) and implemented with support
vector machine (SVM) classification. In order to formulate the L-SODA feature vector, we pre-processed
the data by using a bandpass filter from 0.5 to 70 Hz, with a notch filter at 59-61 Hz to remove line noise.
Subsequently, we applied multidimensional scaling (MDS) on the distance matrices estimated by L-SODA
to reduce them to 2 dimensions. The SVM used by the detector is trained using the LibSVM software
package with a cost factor J = 1, RBF kernel parameter of γ = 0.1 and trade-off between classification
margin and error C = 1 with 2-fold cross-validation.
Overall, 97.1% out of the 173 test seizures were detected using L-SODA, which was slightly better
than the energy-based method by Shoeb et al. with 96%. The mean latency with which the L-SODA
detector declared seizure onset was 2.8 seconds. We demonstrate in Fig. 7 the comparison of the mean,
minimum and maximum detection latency for pre-seizure data using L-SODA, the method by Shoeb et
al. [42] and unregularized DI by Quinn et al. [26], where L-SODA had the shortest detection latency due
to its sensitivity for temporal changes of EEG signals. In Fig. 8 we demonstrated the comparison of the
results for applying MDS to heatmaps for pre-seizure and non-seizure EEG signals where the result was
averaged over 22 subjects and the pre-seizure data represents the scalp EEG signal within 10 seconds
before the onset of seizure where the vertical axis represented the amplitude and the horizontal axis
represents the electrodes. As shown in Fig. 8, the patterns identified by L-SODA for pre-seizure and
non-seizure EEG signals were significantly different, which resulted in accurate prediction when SVM
is implemented. In Fig. 9, we demonstrated that comparison of false detections for the patient-specific
detector using L-SODA, unregularized DI by Quinn et al. and energy-based method by Shoeb et al.
where x axis represented the patient number and y axis represents the number of false detections. While
we found that all of the three methods can achieve high positive rates, as shown in Fig. 9, the proposed
L-SODA with logistic regression have reduced the number of false detections compared to unregularized
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DI by Quinn et al. [26] and Shoeb et al.’s energy feature-based method especially for the patients 1, 6,
12, 13, 15, 16 and 17. The superior performance can be mainly attributed the fact that the L-SODA is
more sensitive in capturing the patterns of directional information flow while the energy feature-based
feature described by Shoeb et al. does not account for the temporal dependency of the EEG signals.
Therefore, their method misses or has a large detection latency when a test seizure differs significantly
in spatial or spectral character from all of the seizures in the training set.
Figure 7. Comparison of the mean, minimum and maximum of detection latency (seconds) for
pre-seizure data using L-SODA, the method by Shoeb et al. [42] and unregularized DI by Quinn et al.
[26].
Conclusion
We proposed a novel non-parametric model-free framework called L-SODA for EEG signal interaction
detection and classification based on directed information. L-SODA uses a new James-Stein shrinkage
approach to logistic regression of directed information estimation resulting in minimum mean squared
error. A central limit theorem for the L-SODA estimator specifies p-values that can be used to filter
out false positive peaks of the estimated L-SODA. We illustrated the L-SODA estimator for EEG signals
interaction detection/localization and classification using BCI databases. L-SODA provides interaction
estimated that are consistent with neural pathway locations as determined by Brodmann areas. Our
results indicate that L-SODA is able to detect interaction regions in human brains that involve strong
directional information flow without imposing strong model assumptions. Since L-SODA captures the
directional information that EEG signals naturally possess and successfully controls the overfitting error
with optimized shrinkage regularization, L-SODA demonstrates better performance as compared to unreg-
ularized DI and undirected methods such as MI or coherence measure methods. Moreover, we evaluated
the L-SODA on CHB-MIT Scalp EEG database for seizure detection. We demonstrated that compared
to the state-of-the-art approaches, the proposed method provides better performance in detecting the
epileptic seizure.
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Figure 8. Comparison of the results for applying multi-dimensional scaling (MDS) to heatmaps for
pre-seizure and non-seizure EEG signals, where the result is averaged over 22 subjects and the
pre-seizure data represents the scalp EEG signal within 10 seconds before the onset of seizure. The
vertical axis represents the amplitude and the horizontal axis represents the electrodes.
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