I. INTRODUCTION

O
RGANIC photovoltaics is an interesting alternative to conventional inorganic technology, and it has been subject of research for many years [1] , [2] . Several technologies based on organic materials have been discovered and developed during the last decades, such as organic solar cells (OSCs) and hybrid solar cells (e.g., dye-sensitized and Perovskite solar cells) [3] , [4] . To improve the efficiency, reduce the weaknesses, and have a better understanding of those devices, we need analysis techniques based on an analytical or numerical model, simple but still accurate, to be easily included in measurement tools. Several works, such as [5] - [7] , performed drift-diffusion simulations in order to simulate accurately and study the entire J-V Manuscript received July 6, 2018; accepted August 19, 2018 . Date of publication September 13, 2018; date of current version October 26, 2018 . This work was supported in part by the University of Padova through Project CPDA141417/14: "Characterization and Reliability study of Organic Solar Cells for low-cost and flexible applications." (Corresponding author: Lorenzo Torto.) L. Torto, A. Cester, and N. Wrachien are with the University of Padova 35131 Padova, Italy (e-mail:,tortolor@dei.unipd.it; cester@dei.unipd.it; wrachien@dei.unipd.it).
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characteristics of an OSC. However, even though these models are very accurate, they cannot be easily included in a measurement tool because they require a very high computational effort. For this reason, an analytical and more compact model might be preferable rather than solving partial derivative equations.
In previous works, we described two models based on two measurement techniques: a conventional J-V measurement [8] and the open-circuit voltage decay (OCVD) [9] , [10] . The former permits to extrapolate some figures of merit and transport parameters (such as carrier mobility, shunt resistance, fill factor, etc.). The latter permits to gain additional information about the electronic band structure of the active layer and the carrier recombination. These parameters are not estimable via J-V measurement, but they are still helpful to have a full picture of the mechanisms occurring in the photogeneration process of an OSC. Even if the OCVD model presented in [9] was accurate enough for a first-order parameter extrapolation, further improvements could be desirable, to extrapolate the information on the carrier recombination inside the active layer with a better accuracy. This is a crucial point for the analysis of a solar cell. In fact, the carrier recombination not only affects the voltage decay, but also plays an important role in terms of the power conversion efficiency and in the health of the photovoltaic cell. Thus, the OCVD measurement becomes an important tool to analyze the solar cell behavior and reliability.
In order to improve the previously developed OCVD model [9] , we performed several drift-diffusion simulations of the OSC in the transient regime. In this work, we present the results of the open-circuit voltage (V OC ) decay of an OSC after illumination.
We use these results to improve the previously developed OCVD model [9] . Thanks to this enhanced model, we achieved a better accuracy in the parameter extrapolation, as well as more information about the electronic band structure of the device. In particular, we can estimate the alignment between the electrode work functions and the active layer transport bands.
II. EXPERIMENTAL DETAILS AND DEVICES
In this section, we will give a brief description of both the OCVD measurement procedure and the working principle of the polymeric bulk heterojunction solar cell used to validate the 2156-3381 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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model presented in this work (see Section V). For further details about the measurement procedure and the device structure, the reader may refer to [9] and [10] and to the Braun-Onsager model [11] , [12] . The OCVD starts with the illumination of the device held in the open-circuit condition (i.e., no current can be extracted from the electrodes) by means of a white light-emitting diode (LED) illuminator, calibrated as in [9] . During illumination, excitons are generated inside both the donor and acceptor phases. If they are in close proximity of the donor/acceptor interface, they dissociate in a polaron pair, which consists of an electron in the acceptor material bounded to its own hole in the donor polymer. The polaron pairs, in turn, can be separated by means of the electric field, generating free carriers that are responsible for the generation of the V OC .
At the beginning of the OCVD second phase, the light is switched OFF. From this moment on, the V OC decreases due to only the carrier recombination inside the active layer because the cell is kept in open circuit, and we assumed negligible effects of any parasitic shunts and the internal cell conduction. The decay is monitored by means of a custom acquisition board, which permits a fast sampling with a logarithmically spaced time scale and the synchronization with the LED switched OFF. According to the studies performed in other works [13] - [17] , in [10] , we accounted for two recombination mechanisms.
1) The Langevin recombination, with a rate [16] 
where γ is the Langevin recombination constant, and n, p, and n i are the electron, hole, and intrinsic carrier concentrations, respectively. For simplicity, in that model, we assumed both n and p constant across all the active layer. Consequently, also R L is spatially constant.
2) The trap-assisted recombination (Shockley-Read-Hall, SRH), described by the SRH (SRH) model, with a rate [17] 
where τ n and τ p are electron and hole lifetimes (supposed independent from the carrier concentration), respectively. Noticeably, n, p, and R SRH are spatially constant in this case too.
In [10] , we demonstrated that the exciton and bounded polaron pair concentrations do not affect the evolution of the V OC after the first microseconds of the OCVD decay. Thus, since the first sampling occurs after 5 μs, we assumed that the V OC decay depends only on the electron and hole concentrations. The relation between n, p, and V OC is approximated as
where V T = kT /q is the thermal potential, k is the Boltzmann constant, T is the temperature, and q is the elementary charge.
In the same work, we also identified two regimes in the V OC decay. During the first part, the Langevin recombination dominates over the trap-assisted recombination (R L >> R SRH ). We attributed this fact to the presence of a high carrier concentration inside the active layer. During the second part of the decay, the carrier concentration becomes low, and the trap-assisted recombination dominates over the Langevin recombination (R SRH >> R L ).
III. ENHANCED OPEN-CIRCUIT VOLTAGE DECAY MODEL
A. Model Description
The second phase of the OCVD is strongly influenced by the carrier concentration inside the active layer. In particular, the strength of the Langevin recombination is high if a large excess of both electrons and holes is present in the same region. In other words, both n and p must be much larger than the pre-existing equilibrium carrier concentration values. This hypothesis is surely not valid in the proximity of the interfaces with the electrodes. In fact, the Fermi level position at these interfaces is determined by the alignment between cathode (anode) work function and the lowest unoccupied molecular orbital (LUMO) [highest occupied molecular orbital (HOMO)] of the acceptor (donor) material. This leads to an accumulation of electrons close to the cathode and holes close to the anode, as we widely discussed in [8] . Hence, even though a large number of carriers are photogenerated, the pre-existing accumulated charges dominates over the photogenerated carriers near the interfaces.
The model presented in [10] did not consider this nonuniform carrier distribution. Our idea is that, with respect to the previous model, the recombination rates are almost unchanged in center of the film, i.e., where photogenerated carriers are supposed to dominate. Instead, close to the interfaces, the presence of the preexisting carriers could locally reduce the recombination rates. In order to investigate how this factor affects the recombination rate and accuracy of the previous model, we performed several driftdiffusion simulations by solving the transport equation in the transient regime. The transport equation was solved by means of the Crank-Nicolson method [18] .
As a base case study-useful to illustrate the carrier recombination dynamics and our approach to improve the model-we show an OCVD simulation for a device, featuring the parameters listed in Table I . To give a straightforward explanation of the model, we analyzed a device with a symmetrical band structure and identical parameters for electrons and holes. In particular, we assumed the same difference Φ B between the LUMO (HOMO) band and the cathode (anode). Thanks to these assumptions, the electron n(x) and hole p(x) concentrations are spatially mirrored each other. , V OC reduces due to the decrease of n(x) and p(x). Noticeably, at t 2 , they only slightly overlap in the middle of the film. From the center to the interfaces, they change more than one order of magnitude, and the carrier concentration can be hardly considered constant. At
, n(x) and p(x) are much lower in the bulk than near the electrodes. Remarkably, after t 2 , n(x) and p(x) cannot be considered spatially constant anymore. This is due to the presence of charge accumulations induced by the electrodes at the interfaces, both during illumination and in equilibrium.
The nonuniform distribution of the carrier inside the active layer implies that also R SRH (x) and R L (x) cannot be considered spatially constant after t 2 , even though recombination is still present all over the film. Fig. 2 shows the evolutions of R L and R SRH as a function of the spatial position x inside the active layer for the same times marked as t 1 , t 2 , and t 3 in Fig. 1(a) . While at t 1 and t 2 , the two recombination rates can be considered almost constant in the central region of the film, this is not true at t 3 . In fact, after this point, the recombination rates inside the active layer may change by several orders of magnitude from the center to the interface with the electrodes, especially in the case of R SRH . Close to the interfaces, due to the strong difference between the charge carrier density n(x) and p(x) [see Fig. 1(d) ], the recombination is weaker than in the middle. The nonuniformity of R SRH and R L implies that the assumption made in the previous model is true only in the initial part of the decay, i.e., where n(x) is approximately equal to p(x). Despite the fact this approximation was suitable in [9] , which was focused on a first-order study of the recombination mechanisms, in other cases, this could lead to a suboptimal accuracy.
Even if the V OC decay of an OSC could be accurately simulated by means of a drift-diffusion algorithm, it needs large computational effort and is very time consuming (in some cases, a 1-s transient could need more than 1-h simulation, if high accuracy is needed). As tradeoff, we aim to modify the previous OCVD model to account for the effects of the spatial dependence of n and p, keeping the model as simple as possible. Our approach is to remove the x-dependence of n, p, R L , and R SRH , using effective values for concentrations and recombinations, greatly simplifying the computational effort.
To do this, we defined a mean concentration of electrons and holes across the active layer as
where n(x, t) and p(x, t) highlight the spatial and time dependencies of the concentrations. In addition, we defined the n eq =n(∞) as the total concentration in equilibrium conditions, i.e., when all the charges present inside the active layer are only those accumulated at the electrodes. Incidentally, this occurs when the OCVD transient is over, i.e., when the equilibrium is reached and all the photogenerated charges have recombined.
Similarly ton(t) andp(t), we also defined the effective values of the recombination rates as
In order to take into consideration the spatial nonuniformity of the concentration during the decay, we defined the effective values of γ and τ , which depend onn andp
When Φ B is equal for both the anode and the cathode, as it will be assumed in this paper,n =p and γ eff and τ eff are functions of onlyn. Fig. 3 (symbols) shows the evolutions of both γ eff and τ eff extrapolated from four drift-diffusion simulations as a function of Δn(t) =n(t) − −n eq (i.e., the average value of the Fig. 3 . Evolution of (a) γ eff and (b) τ eff during the V OC transient. Symbols represent the values of γ eff and τ eff calculated from drift-diffusion simulation using (6) . We show four sets of parameters, listed in the inset of each figure. Solid lines are the empirical fit obtained using (7) . photogenerated carrier concentration). Each curve represents a simulation performed using the parameter values listed in Fig. 3 .
Independently on the parameters used, the shape of the γ eff curves is similar. The same behavior was found for the τ eff curves. The evolution of γ eff and τ eff can be expressed as an empirical function of Δn
where γ is the Langevin constant, and τ is the lifetime used in the drift-diffusion simulations; β γ and β τ are two empirical damping constants close to 1; and N γ and N τ are two empirical concentration values. γ eff and τ eff converge to γ and τ , respectively, only if Δn is high. N γ and N τ represent the critical concentration at which γ eff starts to decrease and τ eff to increase. Note that these expressions are spatially constant and depend only on the average concentrations, which, in turn, depend only on time. In Fig. 3 , the solid lines represent the empirical laws (7) fitting the simulated data. The exponential approximation is good for every simulation shown.
At this point, it is worth to remark that γ eff and τ eff represent only empirical functions accounting for the x-dependence of n and p. The real parameters ruling the recombination behavior of the carriers (used in the drift-diffusion simulation) are still γ and τ , which are both supposed space and time independent. Equations (7) can be included in (1) and (2) to account empirically for the spatial dependence of n and p.
B. Effect of Model Parameters on γ eff and τ eff
In order to illustrate the dependence of γ eff and τ eff on the cell parameters, we performed several drift-diffusion simulations of the OCVD using different values for γ, τ , Φ B , temperature, E G , μ n , and μ p . In the following simulations, each parameter is set to what reported in Table I , unless differently specified. Fig. 4(a) shows the V OC decay for different values of γ ranging from 10 −9 to 10 −12 cm 3 /s, with τ = 100 μs, highlighting that the higher is γ, the faster is the decay. This is due to the high Langevin recombination rate, which increases with increasing γ. This leads to a fast carrier recombination and to a consequent V OC fast decrease. Fig. 4(b) shows the V OC decay for different values of τ , ranging from 10 −3 to 10 −7 s, and γ = 10 −11 cm 3 /s. Accordingly to the previous model, τ only affects the last part of the decay, which is dominated by the SRH recombination. The first part of the decay does not depend on τ . Fig. 5 shows the evolution of γ eff and τ eff as functions of Δn with different values of γ, τ , Φ B and temperature. In Fig. 5(a) , the red lines marked with 1A, 2A, and 3A represent γ eff for different values of γ, with Φ B = 0.2 eV and T = 300 K. When Δn decreases below N γ , γ eff exponentially decreases. Conversely, when Δn is above N γ , γ eff saturates to γ, regardless of τ , T and Φ B . We also verified that μ n , μ p , and E G do not impact on the shape of γ eff . The red lines marked with 1B, 2B, and 3B in A change in Φ B has a strong impact on the position of both N γ and N τ , which decrease when Φ B increases. In fact, the blue lines in Fig. 5(a) 
IV. DISCUSSIONS
As already observed in the previous section, when the photogenerated carrier concentration dominates over the pre-existing charges, γ eff and τ eff approach their theoretical values γ and τ , respectively. This is due to the presence of a large number of both electrons and holes in the whole active layer, almost uniformly distributed, like in Fig. 1(b) . When most of the photogenerated carriers have been already recombined, almost all the carriers inside the active layer come from the charge accumulated near the electrodes. Electrons are mostly concentrated near the cathode, and the holes near the anode. Only few charges coexist in the center of the active layer, reducing the overall recombination efficiency. In our model, this is described by the reduction of γ eff and the increase of τ eff . Fig. 6 shows the Langevin and SRH recombination rates as a function ofn. The dashed lines are the rates calculated using (1) and (2) with constant values for γ = 10 −11 cm 3 /s and τ = 10 −5 s, while the solid lines are calculated including the concentration dependence of γ eff and τ eff . For both models, the curves representing R SRH and R L intersect whenn reaches a threshold value related to the point where the trap-assisted recombination dominates over the Langevin recombination. The enhanced model highlights that, when the carrier concentration is small enough, R L and R SRH decrease faster than in the original model. However, even though both recombination rates become weaker, there is always a point during the decay, when SRH recombination starts to dominate over the Langevin recombination. This highlights that, even in this enhanced model, we can identify two distinct portions of the decay: the first is mainly characterized from γ and the second mainly from τ . These considerations are a consequence of N γ and N τ being very similar and independent on the value of γ and τ . Now, we discuss the correlation between N γ and N τ with the pre-existing accumulated charges at the interfaces. Figs. 7 and 8 show the dependence of N γ , N τ , and n eq on the temperature and on Φ B . Fig. 7(a) and (b) compares the Arrhenius plot of n eq with those of N γ and N τ , respectively, at different Φ B , which ranges from 0.2 to 0.4 eV. Note that N γ and N τ closely correlate with n eq , and this is even more clear in the correlation plot of Fig. 8(a) , where N γ and N τ are plotted as functions of n eq for different values of temperatures (ranging from 240 to 310 K) and Φ B (from 0.2 to 0.4 eV): a one-to-one correlation is observed.
To quantify approximately the dependence of n eq on Φ B and temperature, we use a Sokel-like approach [19] to calculate the electron distribution across the active layer, by assuming a constant electric field F = V B I /L, where V B I is the built-in voltage.
Following this approach, n(x) in equilibrium is approximated as
n eq is given by integrating (8) in the whole active layer
where N C is the effective concentration of states. n eq depends only on Φ B and on the temperature, while there is no dependence on γ and τ . When Φ B increases, n eq is expected to decrease exponentially. N γ and N τ show the same Φ B and temperature dependence of n eq [see Figs. 7(a) and (b) and 8(a) ]. This correlation between N γ and N τ with n eq explains the shift of the green lines and the blue lines in the plots of Fig. 5 .
The strong correlation between N γ and N τ with n eq confirms that γ eff and τ eff begin to decrease when the photogenerated concentration approaches the value of the pre-existing charges n eq . In other words, both the Langevin and the trap-assisted recombination rates begin to decrease when the average photogenerated carrier concentration Δn approaches n eq .
As a further confirmation of (9), we show in Fig. 8 (b) the value of Φ B extrapolated from the slope of the Arrhenius plot of Fig. 7(a) and (b) . The Φ B values extrapolated from N γ , N τ , and n eq fairly approach the theoretical Φ B values used for the drift-diffusion simulation (solid line in the plot).
V. MODEL VALIDATION
To validate the model, we used bulk heterojunction solar cells made with three different donor polymers (P3HT, P(1)-PFQ2T-BDT, PFQBDT-TR 1 ) blended with PC 61 BM as an acceptor counterpart. Each device was characterized by means of OCVD at different temperatures. See [9] , [10] , [20] , and [21] for details on fabrication processes and experimental procedures.
In Fig. 9 , we show that the fits of OCVDs taken in the three different OSCs for four different temperatures. Symbols represent the experimental data; solid lines represent the enhanced model proposed in this paper. The data were the same used in [9] , where also the fit obtained by means of the original model (with constant values of τ and γ) is shown. In that work, there were some small deviations between model and experimental data due to the simplicity of the model, especially for the fits performed on P(1)-PFQ2T-BDT and PFQBDT-TR 1 . These discrepancies come from the assumption that the concentrations inside the active layer were constant. The solid lines of Fig. 9 show the excellent quality achieved with the new enhanced model, which strongly reduces the discrepancies in the largest part of the decay (i.e., until V OC falls below 0.1-0.2 V, depending on the material). Some deviations between the experimental data and the model appear at the end of the decay. This effect could be due to some phenomena that were neglected in this work. Among them, we may consider the presence of small shunts, the recombination of the charges at the electrodes, and the internal conduction of the parasitic diode of the solar cell. All these phenomena could be reasonably neglected at the beginning of the transient, when Langevin and/or trap-assisted recombinations have a strong impact. However, these might not be negligible in the very final portion of the transient, when the recombination rate vanishes. Of course, the strength of these secondary effects may depend on temperature. This could explain the different quality of the fit obtained in the experimental data measured at different temperatures.
A comparison between γ and τ calculated from the previous and the enhanced model is shown in Table II . It is not a surprise that τ was affected by the largest error. This is because the recombination rate R SRH is more affected by the nonuniform charge distribution with respect to R L (see, for instance, the dashed-dotted blue line in Fig. 2) . Noticeably, this demonstrates that neglecting the space variation of the carrier distribution may lead to an error that might affect-in certain cases-the precision of the extrapolated parameters, which might be crucial when the main goal is the correct assessment of the film and/or fabrication process quality. In addition, the recombination also affects the J-V characteristics of an OSC, both in light and in dark conditions (as shown in [22] and by our drift-diffusion simulations). An imprecise recombination rate estimation may affect the extraction of other parameters, such as mobility, generation rate, shunt resistance, etc.
The Arrhenius plot of Fig. 10 shows the extrapolated values of N γ and N τ fitting the OCVD curves in the three polymers. As expected, N γ and N τ are similar, confirming the validity of our approach. From the slopes of the Arrhenius plot of Fig. 10 , we extrapolated the values of the alignment between electrode Fermi level and transport bands (Φ B ). Remarkably, by means of the simplified model presented in [9] and [10] , we can extrapolate only the alignment between the acceptor LUMO and donor HOMO bands. Instead, thanks to this enhanced model, and the introduction of N γ and N τ , we gain more information about the alignment between the electrode work functions and the transport bands of the active layer, achieving a more comprehensive picture of the OSC electronic band structure. For instance, in Fig. 11 , we show the band diagram of the same devices of Fig. 9(a)-(c) . In the three band diagrams, we have the following.
1) The LUMO of PC 61 BM is used as energy reference, and it is set to -4 eV. This is an average estimation obtained by several works reported in the literature (see, for instance, [21] and [23] - [25] ).
2) The bandgap of PC 61 BM was obtained by Zheng et al. [26] .
3) The energy gap of the donor materials was extrapolated by external quantum efficiency measurements, as described in [9] . 4) The energy gap of each blend was calculated from the enhanced model, and it is the same as that reported in [9] . 5) The band alignments between the electrodes and the corresponding transport bands are those reported in Fig. 10 . The reported values for the Al/LiF work function and for the PEDOT:PSS work function are in agreement with those typically reported in the majority of the works present in the literature [21] , [23] - [25] . In addition, the HOMO of P3HT is in agreement with the values reported in the literature [23] - [25] , which ranges from -5 to -5.2 eV. Instead, the HOMO of P(1)-PFQ2T-BDT and of PFQBDT-TR 1 is -5.49 and -5.41 eV, respectively. We measured the HOMO energy level of these two pure donor polymers by cyclic voltammetry, and we obtained the same value of -5.37 eV for both, which is in perfect agreement with other reported works based on nearly identical polymeric structures (See Table S1 in supporting information of [26] ). Furthermore, it is close to the value extrapolated by means of our model. The small mismatch could be ascribed to the small changes that occur once the two polymers are blended with PC 61 BM [27] .
VI. CONCLUSION
We have used a drift-diffusion model to analyze the accuracy of our previous OCVD model that assumes constant parameters and constant carrier distributions in space. Then, we have improved the model, in particular focusing on the effects of the nonuniform carrier distribution inside the active layer. We have considered an effective value of the carrier concentrations to keep the parameters independent of the position, and an empirical relation of the recombination coefficients (which is function of the carrier concentration). We have achieved a good accuracy during most part of the V OC transient, even though in the very final part, a small mismatch appears. This might be due to the presence of some phenomena we have neglected, such as the presence of small shunts, the recombination of the charges at the electrodes, and the internal conduction of the parasitic diode of the solar cell. All these phenomena are worth to be considered in a future development of this work. Despite this approximation, thanks to this enhanced model, it is possible to complete the picture of the electronic band structure of the cell, gaining more information not only on the active layer energy gap (like in the original model), but also on the alignment between the electrode work functions and the transport bands of the active material.
