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Overview
A great deal of work has been done of late on the statistical modeling of word similarity relations (cf. Schütze (1992) , Lund and Burgess (1996) Landauer and Dumais (1997) , Lin (1998) , Turney (2001) ). While this has largely been viewed as an engineering task (with the notable exception of much writing on Latent Semantic Analysis (LSA)), the relative success of different approaches to constructing word similarity measures is highly relevant to issues in theoretical semantics and language acquisition.
With this background in mind, this paper has two main aims. First, we will present yet another statistical approach to the calculation of word-similarity scores (LC-IR), which significantly outperforms other methods on standard benchmarks including the 80-question set of TOEFL ® synonym test items first employed by Landauer and Dumais (1997) . 1 Second, we hope to demonstrate that
• various methods for assessing word similarity are based on fundamentally different assumptions about the statistical properties which synonyms can be expected to display,
• the performance of each method can be taken as a judgment on the validity of these assumptions, and
• whether these predictions regarding the statistical distribution of synonyms in a corpus are borne out ought to be taken into account in any consideration of the acquisition of meaning as part of language, and the mental representation of meaning.
Statistical approaches to word similarity
Without indulging in too much of a caricature, we can classify different approaches to statistical estimation of word similarity according to the assumptions which they make about the distribution of synonyms (actually, plesionyms; cf. Edmonds and Hirst (2002) ). The three main assumptions made by existing word similarity measures are the topicality assumption, the proximity assumption, and the parallelism assumption.
Topicality: LSA et al.
The techniques of Latent Semantic Analysis, Random Indexing, and Lund & Burgess' HAL all collect statistics on the relative frequency with which a word appears "near" other words. Similar words can then be identified as those which have a similar profile of content words which tend to occur near them. These approaches to word similarity are based on the idea of situating each word in a high-dimensional vector space, so that the similarity between words can be measured as the cosine of the angle between their vectors (or a similar metric). Latent Semantic Analysis (LSA) (Landauer and Dumais 1997) is the most widely cited of these vector-space methods. It involves first constructing a term-by-document matrix based on a training collection, in which each cell of the matrix indicates the number of times a given term occurs in a given document (modulo the term weighting scheme). Given the expectation that similar terms will tend to occur in the same documents, similar terms ought to have similar term vectors in this scheme.
Singular-value decomposition (SVD) is then applied to this matrix, a dimensionality reduction technique which blurs the distinctions between similar terms and improves generalization. Typically, around 300 factors are retained. To illustrate, singular-value decomposition of the term-by-document matrix M produces the three matrices T , S, and C, as indicated in Figure 1 . S is a diagonal matrix containing the top 300 singular values of M, and T and C allow term and document vectors, respectively, to be mapped into the reduced space. The product T × S ×C of these three matrices approximates the original matrix M. Now, in order to find the similarity between any two words, instead of calculating the cosine of the angle between row vectors from M, the vectors are first mapped into the 300-dimensional factor space, and the cosine similarity metric is calculated on these reduced vectors. Figure 2 shows the most similar words to ship in one LSA space, in order to illustrate the sort of word similarity relationships induced using an LSA C T S M analysis. Schütze 1992 and Lund & Burgess 1996 have also produced vector-based methods of assessing word similarity. The primary differences between these methods and LSA are, first, that they use a sliding text window to calculate co-occurrence, rather than requiring that the text be pre-segmented into documents, and second, that they construct a term-by-term matrix instead of a term-by document matrix. In this term-by-term-matrix, each cell represents the co-occurrence of a term with another term within the text window, rather than the occurrence of a term within a document. The methods remain very similar to LSA, however; in each case, a vector is constructed to represent the meaning of a word based on the content words it occurs with, and the similarity between words is calculated as the cosine of the angle between the term vectors.
A slightly different vector-based word similarity metric is Random Indexing (Kanerva et al. 2000; Sahlgren 2001 ). Sahlgren's application of this method involves first assigning a label vector to each word in the vocabulary, an 1800-length sparse vector in which a small number of elements have been randomly set to 1 or −1. The index vector for each word is then derived as the sum of the label vectors of all words occurring within a certain distance of the target word in the training corpus (weighted according to their distance from the target word). Sahlgren uses a window size of 2-4 words on each side of the target word. This is similar to the other vector-based approaches mentioned here, but it is more scalable because it does not require a computationally intensive matrix reduction step like SVD.
While the specifics vary between these different approaches to similarity calculation-for example, the proximity required for words to count as "near" one another varies from a distance of 3 words (Random Indexing) to as much as 300 words (LSA)-these approaches are similar enough that we can say they fundamentally depend on the assumption that similar words tend to have the same neighboring content words. We will refer to this as the topicality assumption, making the inference that synonyms tend to have the same neighbors because they are in passages which are on the same topic.
Proximity: PMI-IR
On the other hand, PMI-IR also involves the collection of statistics regarding the relative frequency with which word occur in proximity, but the assumption made regarding how this relates to synonymy is quite different. Instead of the assumption that similar words will occur near the same words, the calculation which forms the core of PMI-IR assumes that similar words will tend to occur near each other.
In particular, PMI-IR measures the degree to which words tend to occur near one another using pointwise mutual information, as shown in (1-2) (thus the motivation for the acronym PMI-IR: pointwise mutual informationinformation retrieval). 2 The information retrieval aspect of PMI-IR consists in the fact that web search statistics are used to estimate the frequency with which word pairs appear together. (3) illustrates that the pointwise mutual information is proportional to a measure expressed in terms of the expected counts of words and word pairs in some corpus, and (4) shows how this is estimated using web search statistics. Turney (2001) uses the NEAR operator of the AltaVista search engine, which finds words within a ten-word window of one another, to calculate term co-occurrence. 3 Similarity PMI−IR (w 1 , w 2 ) = PMI(w 1 , w 2 )
(1)
The intuitive basis for assuming that similar words will tend to occur near each other is not as clear as the basis for the topicality assumption, but the good results of PMI-IR lend it some empirical credence. We will refer to it as the proximity assumption.
Grammatical parallelism
Finally, Dekang Lin's work (Lin 1998; Pantel and Lin 2002) could be said to be based on the parallelism assumption: synonyms ought to be found in similar grammatical frames. The primary statistics gathered by Lin's method are the frequencies with which words occur linked by specific grammatical relations with other words. Lin applies a parser to the training corpus to extract triples consisting of two words and the grammatical function by which they are linked, and then constructs an information-theoretic measure on the basis of these triples, which serves as a word similarity score. Since grammatical functions (such as subject-verb and verb-object) are the basic datum of this method, these scores are based in large part on the selectional properties of verbs.
Figure 3 once again shows the most similar words to ship, this time using Dekang Lin's similarity scores. Whereas the LSA space identified words likely to occur in a discourse in which ships are discussed, Lin's method identifies words which are possible substitutes for the word ship.
LC-IR
Adding to this list of approaches, we present LC-IR (local context-information retrieval), a method for constructing word similarity scores which is inspired by PMI-IR, but which differs in its basic assumptions, and produces significantly better results. LC-IR, like PMI-IR, collects counts from the Web on how often words occur near one another, but it uses a smaller window size (requiring absolute adjacency). As shown in (5-7), LC-IR starts from the same assumption made by PMI-IR, namely that a measure of lexical association (pointwise mutual information) ought to be a good predictor of synonymy. In Equation (8), however, we require absolute adjacency for words to be counted as occurring together.
≈ Hits(w 1 NEXT-TO w 2 ) Hits(w 1 ) × Hits(w 2 )
= Hits("w 1 w 2 ") + Hits("w 2 w 1 ") Hits(w 1 ) × Hits(w 2 )
At first glance, this would seem to be a minor modification to the basic PMI-IR model, and not one which influences its fundamental assumptions. However, we will show that the small window size is of paramount importance to the model, and almost guarantees that LC-IR will identify synonyms conforming to the parallelism assumption, whereas standard PMI-IR is based on the more nebulous proximity assumption.
One final modification is necessary in order to complete the description of the LC-IR lexical similarity statistic. As stated in (9), the similarity calcula-tion is very sensitive to collocation effects. Because we sum the number of times w 1 occurs immediately before w 2 and the number of times w 2 occurs immediately before w 1 , a high count of either bigram will suffice to produce a high similarity score for the word pair, even if the word bigram produced by reversing the order does not occur at all. This is particularly troublesome when comparing words which belong to different parts of speech, or are ambiguous as to part of speech. For example, if we wish to evaluate the similarity of the words private and practice, (9) indicates that we should start by summing the frequencies of the bigrams private practice and practice private. Of course, the former is much more frequent, because of the adjectival sense of private, and the fact that private practice is a common expression for an individually owned medical or legal office. Unfortunately, the frequency of this collocation could lead to the prediction that private is more similar to practice than to nouns such as lieutenant or corporal. To mitigate these collocational effects, we replace the sum in (9) with the min function, so that only the less frequent bigram is considered in our calculation:
Similarity LC−IR (w 1 , w 2 ) = min(Hits("w 1 w 2 "), Hits("w 2 w 1 ")) Hits(w 1 ) × Hits(w 2 ) Turney (2001) , and finally a set of 300 items culled from the Reader's Digest Word Power feature and first used in Jarmasz and Szpakowicz (2003) . Each item consists of a stem word and four option words, and the test-taker's task is to identify which of the four is most nearly synonymous with the stem. Since there are four possible answers for each question, random guessing gives us a baseline performance of 25% accuracy. Partial credit is given in case of a tie, in which a model assigns equal similarity scores to two or more options. Landauer and Dumais (1997) The results for Random Indexing, another vector-based semantic approach, slightly exceed those reported using LSA on the TOEFL ® data set, the only one for which we have results for LSA. (The Random Indexing results in the table are for our own re-implementation of Sahlgren's method, yielding slightly lower performance than reported in his 2001 paper. We use our results because Sahlgren provides a performance evaluation only on the basis of the 80-question TOEFL ® test set.) Table 1 also shows that PMI-IR substantially outperforms Random Indexing, the representative of approaches based on the topicality assumption. (Again, the results reported for PMI-IR are based on our own implementation of Turney's (2001) procedure; this time, our results are slightly higher.) Finally, LC-IR shows an improvement over PMI-IR, which is significant at the .05 level.
In fact, the performance of LC-IR in identifying synonyms, as measured by these test sets, is the highest yet recorded, exceeding even the results of systems using lexical resources such as WordNet (Resnik 1995; Hirst and St-Onge 1997; Leacock et al. 1998 ) and Roget's Thesaurus (Jarmasz and Szpakowicz 2003) . For comparison, the final row of Table 1 provides the performance of Jarmasz and Szpakowicz's thesaurus-based system. Two other systems deserve mention in this summary of performance results on synonym identification. First, Turney, Littman, Bigham, and Shnayder (2003) use a semi-supervised approach to developing an ensemble-based synonym identifier. Their system achieves over 80% accuracy on a test set very similar to the collections described here (and over 97% accuracy on the TOEFL ® items). While this result is very encouraging for the engineering task of predicting synonymy, it is not directly comparable to the other systems which we have described, and is not really relevant to the question of what sort of information provides the clearest cue to synonymy in a languageacquisition scenario.
First, this system requires supervised training in order to set the model parameters which govern the importance of each submodel in the ensemble. Second, this model is not purely a corpus-based statistical one; some of the submodules it employs use information from dictionary and thesauri. Both of these conditions are at odds with the situation presented to language learners in the course of lexical acquisition. Typically, there is no supervisory signal which identifies words as synonymous or not, and of course dictionaries and thesauri are not used in the lexical acquisition scenarios we are interested in.
The other paper which reports a high accuracy on this task is (Rapp 2003) , which applies singular-value decomposition to a word-by-word matrix of local associations, to produce an LSA-like vector space method of similarity calculation. This paper reports an accuracy over 90% on the TOEFL ® synonym test. Given the small size of this test set, though, it is not warranted to extrapolate from this result to the other test sets. This is especially true given the sharp degradation in performance which the similar Random Indexing model shows on the other two test sets (cf. Table 1 ).
LC-IR and parallelism
We ascribe the good performance of LC-IR across all of these test sets to two main factors. First, LC-IR benefits from the fact that it uses web search statistics, which addresses the problem of data sparsity afflicting other statistical approaches to word similarity. (This is an advantage which it shares with PMI-IR, of course.) Second, LC-IR differs from PMI-IR in that it is based on the parallelism assumption regarding the distribution of synonyms in a corpus, rather than the proximity assumption.
As described above, the proximity assumption consists in the prediction that similar words ought to occur near one another; the parallelism assumption predicts that similar words will occur in grammatically parallel constructions. Given that LC-IR and PMI-IR differ primarily in the size of window used to calculate word co-occurrence, it is not immediately clear why they should rely on fundamentally different assumptions about the distribution of synonyms.
The key observation is that AltaVista's indexing format causes punctuation (such as commas) to be ignored in searches. This means that LC-IR tends to rate highly word pairs which often occur in lists of conjoined items (like "w 1 , w 2 , and w 3 ") or other equative contexts. Consider, for example, some of the pages rated most highly in an AltaVista search for the word pair "assistance help": In each of these results, the pair of words occurs either in a list of items treated in a parallel fashion, or in an implied conjunctive context. In essence, by setting the proximity threshold so low (requiring absolute adjacency between the target words), we are able to isolate word pairs which have a high degree of grammatical parallelism, because the equative uses which we isolate virtually guarantee parallel use of the terms. It stands to reason that a semantic similarity model with a clearer basis in grammatical parallelism should have higher performance than one which prizes word proximity first and foremost. The relationship between synonymy and similar grammatical behavior is intuitively more understandable than a link relating to proximity.
Implications for a theory of lexical semantics and acquisition
Our statistical approach to word similarity, which focuses on identifying words with parallel grammatical behavior, produces good results in identifying synonyms, as shown in the previous section. This demonstrates that grammatical parallelism is a strong correlate of semantic similarity. In this section, we will present an argument that grammatical parallelism is also the best candidate for a cue used by language learners to identify words as semantically similar or synonymous.
In two different lexical acquisition scenarios, we argue that constructional parallelism could provide a sufficient basis for the acquisition profile actually observed, and that alternative mechanisms based on topicality or proximity are not workable.
"One-shot" learning
First, we consider the problem of "one-shot" word learning, and argue that this phenomenon is more easily modeled as a special case of learning from parallel word usage than as any corresponding process involving topicality or simple proximity. One-shot word learning, also known as fast-mapping (Milostan 1995) , is characterized by very rapid lexical acquisition, triggered by a single exposure to a word, or at least a very small number of exposures. This may include learning words through definitions, or through hearing a prototypical instances of word usage which are sufficient to support lexical acquisition. While fast mapping is more typical of adult word learning, it is common to both adults and children.
The idea that a word may be learned from a single prototypical instance was demonstrated by Nelson and Bonvillian (1978) for object names, and by Bates, Bretherton, and Snyder (1978) for action words. To control for the somewhat unnatural experimental setting of these studies, Rice and Woodsmall (1988) investigated children's acquisition of new vocabulary from television viewing, and again found that they were able to learn new words simply from hearing them used a small number of times.
Fast mapping may seem relatively uncontroversial, given its intuitive plausibility. However, this phenomenon has proven very challenging for computational approaches to lexical acquisition (cf. Milostan (1995) ). In particular, connectionist approaches such as (Regier 1992) , which depend on a long training procedure such as backpropagation of error, have difficulty accounting for such a rapid learning mechanism. A number of modifications to the basic error-driven connectionist learning schemes have been devised in attempts to permit this kind of immediate generalization (Hinton and Plaut 1987; Mikkulainen 1993; Yip and Sussman 1997) .
In fact, Latent Semantic Analysis is also a connectionist approach, broadly speaking, albeit not one which requires supervised training. Nevertheless, it does require a computationally expensive training procedure (singular-value decomposition) which makes one-shot word learning hard to model. This is equally true of other vector-based approaches motivated by the topicality assumption, such as Random Indexing; they also require time-consuming procedures for training or dimensionality reduction.
In fact, even if these topicality-based models could be accelerated by some method such as "fast weights" (Hinton and Plaut 1987) , they could still not contribute to a realistic model of one-shot word learning, because the data which they use to describe a word is not well-suited to learning in such datapoor situations. The calculation of a word's representation in these models is determined only by the relative frequency with which it occurs near other words in the training corpus. When only a few instances of the target word are available, this kind of loose topical data cannot provide a specific enough semantic representation. (Consider a document containing five new words; LSA would assign all five words the same representation.)
Of course, this observation holds equally for a semantic similarity metric based on the proximity assumption, such as PMI-IR. When the goal is to learn a word's meaning based on a single observation, the data will simply be too sparse to use such a method. (Given a new word, we cannot estimate an association statistic such as pointwise mutual information, because we have only observed it co-occurring with a handful of other words.)
The problem is not as acute, however, when we turn to models based on the parallelism assumption. The crucial point is that the primary datum for parallelism-based word similarity is a linguistic construction whose attestation is often definitive, whereas the requisite data for the other approaches is typically much too sparse for one-shot learning. Of course, the exact method used in LC-IR is not available in the case of one-shot word learning; language learners cannot consult the web to look for words which occur in parallel contexts with the target word. However, the grammatical construction in which a word is used, including the other lexical heads with which it is associated, may well be sufficient data to identify the word's meaning at once. It is just this sort of parallelism of grammatical relations on which LC-IR is based.
Vocabulary learning by children
Second, we consider the more general issue of children's gradual acquisition of vocabulary, addressed by Landauer and Dumais (1997) . In this domain as well, we argue that parallelism is a better cue to word similarity than either topicality or proximity, in part due to the nature of the primary linguistic data with which the child is confronted. In addition to data sparsity issues, which are in play here as well as in adult word learning, such approaches would find it difficult to deal with language data which consists of relatively short utterances, and can be lacking in topical coherence.
To illustrate this fact, consider the discourse in Figure 4 .2, an excerpt from the CHILDES database (MacWhinney 2000) of childrens' conversational interactions. The discourse rapidly shifts from a recap of a trip the child took recently, to a discussion of when one should and should not have chewing gum, to an exchange about the child's shirt, and finally to a request to play with a dog. See Spooren and Sanders (in prep.) for an analysis of children's acquisition of discourse coherence relations. This is a far cry from the kind of strong topical coherence required of a collection used to train an LSA space. In fact, the best sort of text to use for training an LSA space for general use is an encyclopedia, precisely because each article is so sharply focused on a particular subject. In much of the language to which children are exposed, then, loose topical connections cannot provide a strong cue for word learning.
Conclusion
This paper has presented a statistical model of word similarity, LC-IR, which is based on web search statistics regarding the frequency with which words appear adjacent to one another. This metric achieves a higher level of overall performance on three major synonym identification test sets than any other purely statistical system has reported.
We have argued that this system's performance gains can in part be attributed to the fact that it is based on fundamentally different assumptions about the distribution of synonyms in a text than other models. In particular, this model assumes that words which are similar in meaning will occur in the same grammatical frames (the parallelism assumption). Other models are based on the idea that similar words ought to occur near the same set of other words (the topicality assumption), or that they ought to occur near those words which are most similar to them (the proximity assumption). The parallelism assumption has the best support among the three, both on the grounds of empirical results, and on the basis of theoretical considerations of language acquisition. its searches. While it is possible to approximate this sort of search using the Google search engine (using, for example, the Google API Proximity Search at http://staggernation.com/cgi-bin/gaps.cgi), this workaround is less than ideal. Unfortunately, corpus linguistics work which depends on web statistics is at the mercy of those few services with the resources to index such a large collection.
