Abstract Compositional tables -a continuous counterpart to the contingency tables -carry relative information about relationships between row and column factors, thus for their analysis only ratios between cells of a table are informative. Consequently, the standard Euclidean geometry should be replaced by the Aitchison geometry on the simplex that enables decomposition of the table into its independent and interactive parts. The aim of the paper is to find interpretable coordinate representation for independent and interaction tables (in sense of balances and odds ratios of cells, respectively), where further statistical processing of compositional tables can be performed.
Introduction
The statistical analysis of a relation between two discrete random variables continuous multivariate distribution. On the other hand, a contingency table already collects results from n independent observations. Its cells contain counts as realization of discrete multinomial distribution. Obviously, compositional tables frequently appear in practice. However, up to now a concise methodology for their statistical treatment was not available. Although one possible approach to treat a sample of contingency tables statistically is to consider three-way contingency tables (?), where the third factor would be used to construct the sample of tables. However, this approach does not inherently contain the case of tables with continuous origin of entries (like for the first mentioned example) as well as a possibility of a random sample of tables. Correspondence analysis is another approach to analyse contingency tables (see, e.g., ?, for details) But again this method is not primarily designed for a sample of tables.
As a way out, compositional tables can be considered as a special case of D-part compositional data (??). These are multivariate observations consisting of relative information that express a relationship between two (row and column) factors. Thus they form a continuous analogy to the well-known contingency tables. As in the case of D-part compositions, cells (parts) of compositional tables are all strictly positive and represent their contributions to the whole. Consequently, for the analysis of compositional tables the magnitudes of their parts are not taken into account and the whole information is contained in ratios between the parts. This information will not change if all parts are multiplied by some positive constant, and thus compositions could be represented in proportions or in percentages (exactly as in the case of distributional data). For example, the total population in the European countries varies, but this is not relevant if we are interested only in the relative information on social vs. political structure of the population. The proportional representation is useful for comparison purposes of compositional data (compositional tables). It should not alter the results of any meaningful statistical analysis. However, this does not hold when standard methods are applied for statistical analysis of compositional tables.
The reason is that contrary to standard multivariate observations (and the corresponding statistical methods) that rely on the Euclidean geometry in real space, compositional tables are characterized by their specific geometric nature, represented by the Aitchison geometry on the simplex (???).
As in the case of contingency tables, the aim of the analysis of compositional tables usually is to study relations between factors. Unfortunately, there is no geometrical background that would enable us to proceed with further reasoning in this direction using metrical concepts as well as orthogonal projections and linear subspaces that would assist for the purpose (?).
Taking into account the relative character and the specific geometry of compositional tables (together with replacing the arithmetic marginals by the geometric ones), this analysis can be performed advantageously through a decomposition of the original table into its independent and interactive parts in the above described optimal sense (??). In particular, the interaction all the relevant information in the composition is contained in the ratios between parts. Consequently, the composition could be rescaled (closed) to a prescribed constant sum representation κ > 0 (i.e. to 1 in case of proportions and 100 for percentages); formally, we refer to a closure operation and denote
The sample space of representations of D-part compositional data to a prescribed constant sum constraint κ is the simplex, a (D−1)-dimensional subset of R D , defined as
The definition of compositional data induces four main conditions that should be fulfilled to ensure their meaningful (not just statistical) analysis (?). The first of them is the scale invariance, which means that the results of the analysis should not depend on the particular sum κ of compositional parts. Scale invariance is also related to the property of relative scale of compositions, since ratios should express the differences between observations rather than absolute distances. Another condition is subcompositional Specifically, if a IJ-part composition
carries primarily information about a relation between two factors, then it is convenient to reorder it into a form of a I × J compositional table 
denotes the neutral element in the
of two compositional tables x and y is defined as
Then, from the Euclidean vector space properties of the Aitchison geometry, 
where {j 1 , j 2 , . . . , j u } and {k 1 , k 2 , . . . , k v } are indices of parts of x which were splitted in the i-th step of the partition into the first or second subgroup, respectively. The orthonormal coordinates, obtained using SBP, are also called balances, and the entire partition is usually recorded in a 
where g(row i [x]) denotes the geometric mean of elements in the i-th row of x.
The projection onto the subspace, formed by the i-th row of the compositional
, is thus a I × J table row i (x) whose entries consist of the i-th row itself and the rest elements are equal to geometric mean of
Analogously, also projections of the compositional table x onto its columns,
. . , J, forming subspaces S IJ (col j ) with dimension I −1, can be constructed. Similarly to the case of projections onto rows, the resulting projected compositional tables col j (x) are given by the j-th column of x and its geometric mean in the other parts of the table.
Orthogonality between row i (x) and row i (x), i = i , or between col j (x) and col j (x), j = j , can be proven directly using the Aitchison inner product or the isometric properties of the clr transformation (??) (?).
The projection onto the subspace of the i-th row results in a compositional 
formed by row geometric means of the original 
From their construction, projections row ⊥ (x) and col ⊥ (x) are orthogonal to all row or column projections, respectively, and even to each other (see ? for proof). This fact is crucial for compositional tables analysis as will be shown later.
Orthogonality of all row/column subspaces allows to reconstruct the original compositional table x using decompositions
As mentioned above, projections row ⊥ (x) and col ⊥ (x) carry information exclusively about ratios between parts of different rows and columns, respectively. This information is sufficient for the reconstruction of the compositional table, when row and column factors are independent (motivated by the probabilistic sense of the formulation). This corresponds to the case when the original table can be expressed as a product of row and column (geometric) marginals of x (??), similarly as for contingency tables (?). The 
x ij denote parts of the original compositional which is orthogonal to x ind and results in the decomposition
The interaction 
From Equation (??) and orthogonality between x ind and x int it follows that the dimension of the subspace of interaction tables, S IJ int , equals I ·J −1−(I + J − 2) = (I − 1)(J − 1). In the following section, interpretable orthonormal coordinates for interaction tables will be of particular interest.
Compositional tables analysis
As in the case of contingency tables, the goal of compositional tables analysis is primarily to study the relationship between row and column factors and to answer the question whether these factors are independent. The analysis of independence is simplified a lot through the decomposition of the original for i = 1, . . . , I, l = j + 1, . . . , J.
These vectors lead to coordinates
(for rows), and of the 2 × 2 partial table and thus the first basis composition has the form
where the upper index expresses the dimension of the current partial table.
Obviously, an odds-ratio interpretation of the resulting coordinate is possible.
In the next step the third column is added to the previous partial table and the basis vector e 23 deals with the new partial table with r = 2 rows and s = 3 columns and parts x 11 , x 12 , x 13 , x 21 , x 22 , x 23 . The corresponding basis element compares again parts at the main diagonal of a virtual 2 × 2 table with parts at the minor diagonal, when these diagonals are formed by geometric mean of x 11 and x 12 (that thus merges information on the employed components together) and part x 23 , and by geometric mean of x 21 and x 22 , and part x 13 , respectively. This results in For example, the basis of 2×3 compositional tables contains compositions e 22 = exp (1/2, −1/2, 0, −1/2, 1/2, 0) ,
= exp (0, 1/2, −1/2, 0, 1/2, −1/2) .
Basis vectors e rs lead to the following nonzero coordinates of the interaction table (out of IJ − 1)
for r = 2, 3, . . . , I and s = 2, 3, . . . , J, since coordinates z 
for r = 2, 3, . . . , I and s = 2, 3, . . . , J. Even though x ij 's in both formulas stand for parts of the original Note that these tables follow the condition x ind ⊕ x int = x. If the factors were independent, the interaction table would equal to the neutral element on the simplex, i.e. all parts would be approximately 1/(IJ) = 1/12 = 0.0833.
In case of the Czech Republic it is easy to see that this condition does not hold as well as in the case of the other countries. This feature is clearly visible also from the mean interaction table (in sense of the Aitchison geometry) The above findings lead to a preliminary conclusion that age and BMI index are not independent, nevertheless, further verification using statistical analysis in coordinates is necessary in order to search for possible sources of association between these two factors.
In order to express the independence table in coordinates, two SBPs according to Table ? ? were introduced. Table ? ? are applied to x int , the resulting coordinates are equal to zero, as well as coordinates of SBP1 and SBP2 applied to col ⊥ (x) and row ⊥ (x), respectively. Thus, because of decomposition (??), the same coordinates would be obtained if SBPs from Table ? ? were applied directly to the independence table x ind from (??), or if SBP1 was applied to row ⊥ (x) and SBP2 to col ⊥ (x), respectively. As a consequence of (??) and (??), the coordinates of the independence table also form coordinates of the original table x. The remaining coordinates of x equal to (I − 1)(J − 1) = 6 nonzero coordinates of the interaction table, and can be expressed using formula (??). In case of the Czech Republic, these coordinates are 0, 0, 0, 0, 0, 0.5439, 0.8988, 0.8428, 0.1354, 0.4648, 0.4441) ,
When both SBPs from
where the first five zero coordinates refer to SBP1 and SBP2 applied to
x int . The relation of the coordinates of the interaction table to the partial tables and odds ratios within them is illustrated in Figure ? ?. Their basic descriptive statistics for the given data set are summarized in Table ? ?. The first nonzero coordinate z int 22 is computed for r = s = 2 for all 18 European countries. From Table ? ? it could be seen that the sample mean equals to 0.3674, and the standard deviation is 0.1488. This coordinate could be interpreted as a ratio of the chance that people with age between 25 and 44 years will be underweight rather than normal weight and the same chance for people between 45 and 64. From (??) the mean odds ratio e 2·0.3674 ≈ 2 is obtained. Consequently, the chance that younger people are underweight is about twice as high as for people with age between 45 and 64. Considering also the small standard deviation of this coordinate, it can be concluded that age and BMI index are not independent for this particular table (see also ?, for further reasoning).
The next coordinate z int 23 corresponds to a table for people aged between 25 − 44 or 45 − 64 being under-, normal, or overweight, respectively. From the estimates of the sample mean and standard deviation ( Table ?? Since the remaining coordinates of the interaction table could be interpreted analogously as in the previous cases, they are only described using Figure ? ? and Table ? ?. Their values rather suggest a relation between both factors than their independence. Furthermore, to summarize, the first three nonzero coordinates of the interaction table carry information about odds ratios, which compare chances of lower weight ranges to a higher one for age group between 25 and 44 years and group between 45 and 64 years. The first coordinate compares underweight with normal weight. In the next coordinate, these two groups are both compared with overweight. Finally, the third coordinate compares groups with underweight, normal weight and overweight with the group of obese people. The last three coordinates compare the same chances, but now the first age group contains age ranges 25 − 44 and 45 − 64 together and the second group covers exclusively age range 65 − 84 years.
Quite interesting is the absence of negative values in the sample means of all coordinates, lower weight categories are thus typical for younger population. 
Conclusions
As far as we know, a concise methodology for statistical analysis of a sample of compositional tables was not available before. This paper takes the very first steps in this direction. Its main aim was to introduce a coordinate representation for decomposition of a two-way compositional table into independence and interaction tables and to show how they can be used for a reasonable statistical analysis. In particular, coordinates for the interaction table were constructed that can be interpreted in sense of odds ratios of elements of the table. This interpretation is similar as for contingency tables, and thus provides a natural generalization to the sample of compositional tables. Moreover, the introduced coordinates can be also considered as a starting point for development of more general representations of two-way compositional tables. Finally, the way how the coordinates were obtained motivates also the possibility of considering some higher dimensional generalization of odds ratios for coordinate representation of k-way compositional tables, k ≥ 2.
Coordinate representation of both independent and interaction tables also enables their graphical visualization using a biplot of principal component scores and loadings that can be used for further analysis of the data structure and to observe relations between coordinates. This paper opens also further questions, e.g., concerning interpretation of coordinates or the corresponding statistical inference. The coordinate representation of compositional tables seems to provide counterparts to standard problems in contingency tables, as represented by the test of symmetry or Stuart's test. We hope that they will be introduced in a near future.
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