In this paper we introduce and study a regularising one-to-one mapping Υ 0 from the class of one-dimensional Lévy measures into itself. This mapping appeared implicitly in our previous paper [BT2], where we introduced a one-to-one mapping Υ from the class ID( * ) of one-dimensional infinitely divisible probability measures into itself. Based on the studies of Υ 0 in the present paper, we also deduce further properties of Υ. In particular it is proved that Υ maps the class L( * ) of selfdecomposable laws onto the so called Thorin class T( * ). Finally, partly motivated by our previous studies of infinite divisibility in free probability, we introduce a one-parameter family (
In formulae (1.1) and (1.2) above, D x ρ is the dilation of ρ by x, i.e. the measure given by D x ρ(B) = ρ(x −1 B), for any Borel set B in R, or, using infinitesimal notation,
It was proved in [BT2] that the measureρ is, in fact, a Lévy measure on R, and that the integral on the right hand side of (1.1) is well-defined.
Based on the above mentioned relationship with the Bercovici-Pata bijection, Λ, and on corresponding properties of Λ, we showed in [BT2] that Υ has the following properties (i) Υ is injective.
(ii) For any measures µ, ν in ID( * ), Υ(µ * ν) = Υ(µ) * Υ(ν).
(iii) For any measure µ in ID( * ) and any constant c in R, Υ(D c µ) = D c Υ(µ).
(iv) For any constant c in R, Υ(δ c ) = δ c (where δ c is the Dirac measure at c).
(v) Υ is continuous w.r.t. weak convergence.
From the properties (ii)-(iv) it follows immediately that Υ preserves the notions of stability and selfdecomposability, i.e. Υ(S( * )) ⊆ S( * ) and Υ(L( * )) ⊆ L( * ). In fact, the former of these inclusions turns out to be an equality. However, as mentioned in [BT2] , Υ is not surjective (onto ID( * )), since, for example, the Poisson distributions are not in the range of Υ. In the last section of [BT2] , we gave a stochastic interpretation of Υ: For any µ in ID( * ), Υ(µ) can be realized as the distribution of the stochastic integral
where (X t ) is the Lévy process generated by µ.
In the present paper, initially our main object of study is the mapping
from the class of Lévy measures on R into itself. We show, in particular, that for any Lévy measure ρ on R, Υ 0 (ρ) is absolutely continuous with respect to Lebesgue measure, and the density is a C ∞ -function. This fact underlines, of course, the point that Υ is not surjective. In fact, it has been proved subsequently by Barndorff-Nielsen, Maejima and Sato that the full range of Υ is the so called Bondesson class (cf. [BMS] ).
The investigations of Υ 0 are carried out in Section 3. Based on them, we show in Section 4 that the mapping Υ maps the class L( * ) of selfdecomposable probability measures on R onto the (generalized) Thorin class T( * ). We prove similarly that Υ(L + τ ( * )) = T + τ ( * ), where L + τ ( * ) (respectively T + τ ( * )) denotes the class of all translations of the measures in L( * ) (respectively T( * )), that are concentrated on [0, ∞[. In Section 5 we introduce and study a one-parameter class (Υ α ) α∈ [0, 1] of regularising mappings from ID( * ) into ID( * ), that, in a certain sense, interpolate smoothly between Υ (α = 0) and the identity mapping on ID( * ) (α = 1). The mappings Υ α are shown to have properties similar to those of Υ described above. In particular, we derive in analogy with (1.3) a stochastic representation of Υ α in the form of a stochastic integral, with respect to a Lévy process. The MittagLeffler function and law play a key role in the developments. Section 2 provides some background material and Section 6 concludes.
Background.
We start by recalling the following hierarchy of classes of probability measures on R:
where (i) P is the class of all Borel probability measures on R.
(ii) ID( * ) is the class of infinitely divisible probability measures on R, i.e.
µ ∈ ID( * ) ⇐⇒ ∀n ∈ N ∃µ n ∈ P : µ = µ n * µ n * · · · * µ n n terms .
(iii) L( * ) is the class of selfdecomposable probability measures on R, i.e.
µ ∈ L( * ) ⇐⇒ ∀c ∈ ]0, 1[ ∃µ c ∈ P : µ = D c µ * µ c .
(iv) B( * ) is the Bondesson class, i.e. the smallest subclass of ID( * ), which contains all mixtures of positive and negative exponential distributions and is closed under convolution and weak limits.
(v) T( * ) is the Thorin Class, i.e. the smallest subclass of ID( * ), which contains all positive and negative Gamma distributions and is closed under convolution and weak limits.
(vi) S( * ) is the class of stable probability measures on R, i.e.
µ ∈ S( * ) ⇐⇒ {ψ(µ) | ψ : R → R, increasing affine transformation} is closed under convolution * .
(vii) G( * ) is the class of Gaussian (or normal) distributions on R.
We recall that the measures in ID( * ) are characterized as those probability measures µ on R, for which the cumulant transform (i.e. the logarithm of the characteristic function), denoted C µ , has the Lévy-Khintchine representation. In this paper we shall generally make use of the following version of the Lévy-Khintchine representation:
where η is a real constant, a is a non-negative constant and ρ is a measure on R satisfying the conditions: ρ({0}) = 0 and
i.e. ρ is a Lévy measure. The triplet (a, ρ, η) is uniquely determined and is called the generating triplet for µ. In section 5, it turns out convenient to make use also of the classical version of the Lévy-Khintchine representation:
where γ is a real constant and σ is a finite measure on R. The pair (γ, σ) is uniquely determined, and it is termed the generating pair for µ.
2.1 Remark. In Section 4 below we make use of the characterizations of some of the above mentioned classes in terms of the Lévy-Khintchine representation:
(i) The measures in L( * ) are characterized as those infinitely divisible laws for which the Lévy measure ρ is in the form ρ(dt) = |t| −1 q(t) dt, where q(t) is increasing on ] − ∞, 0[ and decreasing on ]0, ∞[ (cf. [Sa, Corollary 15.11] ).
(ii) The measures in B( * ) are characterized as those infinitely divisible laws for which the Lévy measure ρ is in the form ρ(dt) = r(t) dt, where r(t) is completely monotone, in the sense that r can be written
for some Borel measure ν on R (see [Bo, Chapter 9] ).
(iii) The measures in T( * ) are characterized as those infinitely divisible laws for which the Lévy measure ρ is in the form ρ(dt) = |t| −1 q(t) dt, where q is completely monotone (see [Th2] ).
By ID + ( * ) we denote the class of infinitely divisible probability measures, which are concentrated on [0, ∞[. The classes S + ( * ), L + ( * ), T + ( * ) are defined similarly. The class T + ( * ), in particular, is the class of measures which was originally studied by O. Thorin in [Th1] . He introduced it as the smallest subclass of ID( * ), which contains the Gamma distributions and is closed under convolution and weak limits.
We shall also consider translations of the measures in the classes T + ( * ), L + ( * ) and ID + ( * ). For a real constant c, we consider the mapping τ c : R → R given by
i.e. τ c is translation by c. For a Borel measure µ on R, we may then consider the translated measure τ c (µ) given by τ c (µ)(B) = µ(B − c),
for any Borel set B in R. Note, in particular, that if µ is infinitely divisible with generating triplet (a, ρ, η), then τ c (µ) is infinitely divisible with generating triplet (a, ρ, η + c).
2.2 Definition. We introduce the following notation:
2.3 Remark. The probability measures in ID + ( * ) are characterized among the measures in ID( * ) as those with generating triplets in the form (0, ρ, η), where ρ is concentrated on [0, ∞[, [0,1] t ρ(dt) < ∞ and η ≥ [0,1] t ρ(dt) (cf. [Sa, Theorem 24.11] ). Consequently, the class ID + τ ( * ) can be characterized as that of measures in ID( * ) with generating triplets in the form (0, η, ρ), where ρ is concentrated on [0, ∞[ and [0,1] 
3 Further properties of Υ and Υ 0 .
Let ρ be a Borel measure on R, and consider the family (D x ρ) x>0 of Borel measures on R. Assume that ρ has density r w.r.t. some σ-finite Borel measure σ on R: ρ(dt) = r(t) σ(dt). Then (D x ρ) x>0 is a Markov kernel, i.e. for any Borel subset B of R, the mapping x → D x ρ(B) is Borel measurable. Indeed, for any x in ]0, ∞[ we have
Since the function (t, x) → 1 B (tx)r(t) is a Borel function of two variables, and since σ is σ-finite, it follows from Tonelli's theorem that the function x → R 1 B (xt)r(t) σ(dt) is a Borel function, as claimed.
Assume now that ρ is Borel measure on R, which has a density r w.r.t. some σ-finite Borel measure on R. Then the above considerations allow us to define a new Borel measureρ on R by:ρ
or more precisely:ρ
for any Borel subset B of R. In the following we usually assume that ρ is σ-finite, although many of the results are actually valid in the slightly more general situation, where ρ is only assumed to have a (possibly infinite) density w.r.t. a σ-finite measure. In fact, we are mainly interested in the case where ρ is a Lévy measure (recall that Lévy measures are automatically σ-finite).
3.1 Definition. Let M denote the class of all positive Borel measures on R and let L denote the subclass of all Lévy measure on R. We then define a mapping Υ 0 : L → M by
It was proved in [BT2] that the range of Υ 0 is actually contained in L. This will also become clear as we proceed in this section (cf. Corollary 3.10 below).
In the following we consider further, for a measure ρ on R, the transformation of ρ |R\{0} by the mapping x → x −1 : R \ {0} → R \ {0} (here ρ |R\{0} denotes the restriction of ρ to R \ {0}). Denoting, tentatively, this transformed measure by ω, note that ω is σ-finite if ρ is, and that ρ is a Lévy measure if and only if ρ({0}) = 0 and ω satisfies the property:
3.2 Theorem. Let ρ be a σ-finite Borel measure on R, and consider the Borel functioñ
where ω is the transformation of ρ |R\{0} by the mapping
Then the measureρ, defined in (3.1), is given by:
Proof. We have to show that 
Using, for s > 0, the change of variable u = sx, we find that 3.3 Corollary. Let ρ be a σ-finite Borel measure on R and consider the measureρ given by (3.1). Thenρ
3.4 Corollary. Let r : R → [0, ∞[ be a non-negative Borel function and let ρ be the measure on R with density r w.r.t. Lebesgue measure: ρ(dt) = r(t) dt. Consider further the measureρ given by (3.1). Thenρ is absolutely continuous w.r.t. Lebesgue measure and the density,r, is given bỹ
Proof. This follows immediately from Theorem 3.2 together with the fact that the measure ω has density
w.r.t. Lebesgue measure.
3.5 Corollary. Let ρ be a Lévy measure on R. Then the measureρ = Υ 0 (ρ) is absolutely continuous w.r.t. Lebesgue measure. The density,r, ofρ is given by (3.3) and is a C ∞ -function on R \ {0}.
Proof. We only have to verify thatr is a C ∞ -function on R \ {0}. 3.6 Proposition. Let ρ be a σ-finite measure on R, letρ be the measure given by (3.1) and let ω be the transformation of ρ |R\{0} by the mapping t → t −1 . We then havẽ
Proof. Using Theorem 3.2 we find, for t > 0, that
Formula (3.6) is proved similarly.
3.7 Corollary. The mapping Υ 0 : L → M is injective.
Proof. Suppose ρ ∈ L and let ω be the transformation of ρ |R\{0} by the mapping t → t −1 . Let, further, ω + and ω − denote the restrictions of ω to ]0, ∞[ and ] − ∞, 0[, respectively. By (3.2) it follows then that the Laplace transform for ω + is well-defined on all of ]0, ∞ [. Furthermore, (3.5) shows that this Laplace transform is uniquely determined byρ. Hence, by uniqueness of Laplace transforms (cf. [Fe, Theorem 1a, Chapter XIII.1] ), ω + is uniquely determined byρ. Arguing similarly for the measure D −1 ω − , it follows that D −1 ω − (and hence ω − ) is uniquely determined byρ. Altogether, ω (and hence ρ) is uniquely determined byρ.
3.8 Proposition. Let ρ be a σ-finite measure on R and letρ be the measure given by (3.1). Then for any p in [0, ∞[, we have that
In particular, the p'th moment ofρ and ρ exist simultaneously, in which case
If the integrals above are finite, we can perform the same calculation without taking absolute values, and this establishes (3.7).
3.9 Proposition. Let ρ be a σ-finite Borel measure on R and letρ be the measure given by (3.1). We then have
In particular 10) and consequently
Proof. We note first that
which proves (3.8). Regarding (3.9) we find that
as claimed. Combining (3.8) and (3.9), we immediately get (3.10). To deduce finally (3.11), note first that for any positive u, we have by second order Taylor expansion (3.12) for some number ξ in ]0, u[. It follows thus that (3.13) and from the upper bound together with (3.10), the implication "⇐" in (3.11) follows readily. Regarding the converse implication, note that (3.12) also shows that
and together with the lower bound in (3.13), this implies that
Note also that
so that inf
Combining (3.14),(3.15) and (3.10), the implication "⇒" in (3.11) follows. This completes the proof.
In order to describe the range Υ 0 (L) of Υ 0 , we shall say (as in Remark 2.1) that a function
Note in this case that ω is necessarily a Radon measure on R\{0}. Indeed, for any compact subset K of ]0, ∞[, we may consider the strictly positive number m := inf s∈K e −s . Then,
3.10 Corollary. For any Lévy measure ρ on R, Υ 0 (ρ) is again a Lévy measure on R.
Moreover, a Lévy measure υ on R is in the range of Υ 0 if and only if the function
is completely monotone.
Proof. It follows immediately from (3.11) that Υ 0 (ρ) is a Lévy measure if and only if ρ is.
Regarding the second statement of the corollary, we already saw in Proposition 3.6 that F Υ(ρ) is completely monotone for any Lévy measure ρ on R. Assume conversely that υ is a Lévy measure on R, such that F υ is completely monotone, i.e.
and
for some Radon measure ω on R \ {0}. Now let ρ be the transformation of ω by the mapping t → t −1 : R \ {0} → R \ {0}. Then ρ is clearly a Radon measure on R \ {0} too. Setting ρ({0}) = 0, we may thus consider ρ as a σ-finite measure on R. Applying then Proposition 3.6 to ρ, it follows thatρ and υ coincide on all intervals of the form ] − ∞, −t] or [t, ∞[ for t > 0. Since alsoρ({0}) = 0 = υ({0}), by Corollary 2.3, we conclude that ρ = υ. Combining this with formula (3.11), it follows finally that ρ is a Lévy measure and that υ =ρ = Υ 0 (ρ).
3.11 Remark. The above corollary clearly provides some information about the range of the mapping Υ : ID( * ) → ID( * ) introduced in Definition 1.1. As mentioned in the Introduction, Barndorff-Nielsen, Maejima and Sato have, in continuation of the present work, identified the full range of Υ as the Bondesson class B( * ) (defined in Section 2).
3.12 Proposition. Let ρ be a σ-finite measure concentrated on [0, ∞[ and letρ be the measure given by (3.1). We then have
In particular 18) and therefore
Proof. Note first that (3.18) follows immediately from (3.16) and (3.17). To prove (3.16), note that by definition ofρ, we have
Regarding (3.17), we find similarly that
Finally, (3.19) follows from (3.18) by noting that
and that lim
This concludes the proof.
3.13 Corollary. Let µ be a measure in ID( * ) and consider the mapping Υ introduced in Definition 1.
Proof. For a measure µ in ID( * ) with Lévy measure ρ, Υ(µ) has Lévy measure Υ 0 (ρ) =ρ. Hence, the corollary follows immediately from formula (3.19) and the characterization of ID + τ ( * ) given in Remark 2.3. We end this section with the following result, showing that the mapping Υ shares the property of Υ 0 exhibited in Proposition 3.8.
3.14 Proposition. For any measure µ in ID( * ) and any positive number p, we have µ has p'th moment ⇐⇒ Υ(µ) has p'th moment.
Proof. Let µ in ID( * ) be given and put ν = Υ(µ). Let (a, ρ, η) be the generating triplet for µ and (2a,ρ,η) the generating triplet for ν (in particularρ = Υ 0 (ρ)). Now by [Sa, Corollary 25 .8] we have 20) and
Note next that 
By (3.21), it remains thus to show that
which actually holds for any Lévy measure ρ. If p ≥ 2, then this is obvious:
since ρ is a Lévy measure. For p in ]0, 2[ we note first that for any positive numbers t, q,
Using this with t = 1/|x|, we find for any positive q that
Choosing q = 2 − p we find as desired that
since ρ is a Lévy measure.
Assume conversely that ν = Υ(µ) has p'th moment. 
y p e −y dy and using (3.22) we find thus that
as desired.
4 Relations between Υ 0 ,Υ and the Thorin classes.
In this section we establish a close connection between the mapping Υ and the relationship between the classes T( * ) and L( * ). More precisely, we prove that Υ(L( * )) = T( * ) and also that Υ(L
. We consider the latter equality first.
The positive Thorin class.
We start by establishing the following technical result on the connection between complete monotonicity and Lévy densities for measures in ID + ( * ). 
Then q satisfies the condition
if and only if ν satisfies the following three conditions:
Assume now that (4.1) is satisfied. It follows then from (4.3) that
Here, by partial (Stieltjes) integration,
so we may conclude that
and this implies that (a) and (b) are satisfied. Regarding (c), note that it follows from (4.1) and (4.2) that
and hence (c) follows.
Assume conversely that ν satisfies conditions (a), (b) and (c). Then by (4.2) we have
where we have used that 1 s
(1−e −s ) ≤ 1 for all positive s. Thus, by (b) and (c),
and hence it follows from (b) that | log ( 
Υ(L
Proof. Assume that µ ∈ L + R τ ( * ) with generating triplet (a, ρ, η). Then, by Remark 2.3,
that the function q(t) = tr(t) (t ≥ 0) is decreasing (cf. Remark 2.1). Now the measure Υ(µ) has generating triplet (0,ρ,η), whereρ has densityr given bỹ r(s) ds < ∞, we must have β = 0. We may now let ν be the Stieltjes measure corresponding to the function s → q(s −1 ), i.e.
Then, whenever t ∈ ]0, ∞[ and 0 < a < b < ∞, we have by partial integration 
where ρ(dt) = r(t) dt. Note that since ν is a Radon measure, r is bounded on compact subsets of ]0, ∞[, and hence ρ is σ-finite. We may thus apply Proposition 3.12 to conclude that ∞ 0 min{1, t} ρ(dt) < ∞, so in particular ρ is a Lévy measure. Now, let µ be the measure in ID( * ) with generating triplet (0, ρ, η), where
Then Υ(µ) =μ and µ ∈ ID + τ ( * ) (cf. Corollary 3.13). Moreover, since tr(t) = q(t) is a decreasing function of t, it follows that µ is selfdecomposable (cf. Remark 2.1). This concludes the proof.
The general Thorin class.
We start again with some technical results on complete monotonicity. 
Then q is a Lévy density (i.e.
∞ 0 min{1, t 2 }q(t) dt < ∞) if and only if ν satisfies the following three conditions:
(4.7)
Exactly as in the proof of Lemma 4.1 we have also that
Assume now that q is a Lévy density. Exactly as in the proof of Lemma 4.1, formula (4.8) then implies that ν satisfies conditions (a) and (b). Regarding (c), note that by (4.7),
where we used that s → 1 − e −s − se −s is an increasing function on [0, ∞[. It follows thus that (c) is satisfied too.
Assume conversely that ν satisfies (a),(b) and (c). Then by (4.7) we have
where we used that s 
Then q is a Lévy density (i.e. R min{1, t 2 }q(t) dt < ∞), if and only if ν satisfies the following three conditions: This proves the corollary.
4.5 Theorem. The mapping Υ maps the class of selfdecomposable distributions on R onto the generalized Thorin class, i.e.
Υ(L( * )) = T( * ).
Proof. We prove first that Υ(L( * )) ⊆ T( * ). So let µ be a measure in L( * ) and consider its generating triplet (a, ρ, η). Then a ≥ 0, η ∈ R and ρ(dt) = r(t) dt for some density function, r(t), satisfying that the function (4.12)
Putting finally ν = ν + + ν − , it follows from (4.11) and (4.12) that
and this shows that Υ(µ) ∈ T( * ), as desired (cf. Remark 2.1).
Consider, conversely, a measureμ in T( * ) with generating triplet (a,ρ,η). Then a ≥ 0, η ∈ R andρ has a density,r, w.r.t. Lebesgue measure such that 
and put furthermore (D x ρ)e −x dx, where ρ(dt) = r(t) dt. Since ν is a Radon measure, r is bounded on compact subsets of R \ {0}, so that ρ is, in particular, σ-finite. By Proposition 3.9, it follows then that R min{1, t 2 } ρ(dt) < ∞, so that ρ is actually a Lévy measure and Υ 0 (ρ) =ρ.
Let, finally, µ be the measure in ID( * ) with generating triplet ( 1 2 a, ρ, η), where Although the mappings Υ α seem to be related to the interpolation between classical and free infinite divisibility (see Section 6 below), the present section relates solely to classical infinite divisibility.
The Mittag-Leffler function
The Mittag-Leffler function of negative real argument and index α > 0 is given by
In particular we have E 1 (−t) = e −t , and if we define E 0 by setting α = 0 on the right hand side of (5.1) then E 0 (−t) = (1 + t) −1 (whenever |t| < 1).
The Mittag-Leffler function is infinitely differentiable and completely monotone if and only if 0 < α ≤ 1. Hence for 0 < α ≤ 1 it is representable as a Laplace transform and, in fact, for α in ]0, 1[ we have (see [Fe, p. 453] )
and σ α denotes the density function of the positive stable law with index α and Laplace transform exp(−θ α ). Note that, for 0 < α < 1, the function ζ α (x) is simply the probability density obtained from σ α (y) by the transformation x = y −α . In other words, if we denote the distribution functions determined by ζ α and σ α by Z α and S α , respectively, then
As kindly pointed out to us by Marc Yor, ζ α has a direct interpretation as the probability density of l is called the Mittag-Leffler distribution. See [MO] and [CY, p. 114] ; cf. also [GRVY] . Defining ζ α (x) as e −x for α = 0 and as the Dirac density at 1 when α = 1, formula (5.2) remains valid for all α in [0, 1].
For later use, we note that the probability measure ζ α (x) dx has moments of all orders. Indeed, for α in ]0, 1[ and any p in N we have
where clearly
where we make use (twice) of the relation
(cf. [Fe, Theorem 1, p.448] ). Combining the observation just made with (5.1) and (5.2), we obtain the formula The mapping Υ α 0
As before, we denote by M the class of all Borel measures on R, and we let L denote the subclass of all Lévy measures on R. 
We shall see, shortly, that Υ α 0 actually maps L into itself. In the sequel, we shall often useρ α as shorthand notation for Υ α 0 (ρ). Note that with the interpretation of ζ α (x)dx for α = 0 and 1, given above, the formula (5.6) specialises to Υ 1 0 (ρ) = ρ and Υ 0 0 (ρ) = Υ 0 (ρ). Using (5.3), the formula (5.6) may be reexpressed as
Note also thatρ α (dt) can be written as
where R α denotes the inverse function of the distribution function Z α of ζ α (x) dx. For the proof of this theorem we state the following lemma, which was proved, although not explicitly stated, in [BT2] .
5.3 Lemma. For any Lévy measure ρ on R and any positive x, we have
and also
Proof. See the proof of [BT2, Lemma 3.2].
Proof of Theorem 5.2. Let ρ be a Lévy measure on R and consider the measureρ α = Υ α (ρ). Using Lemma 5.3 and (5.5) we then have
Absolute continuity
As in Section 3, we let ω denote the transformation of the Lévy measure ρ by the mapping
5.4 Theorem. For any Lévy measure ρ the Lévy measureρ α given by (5.6) is absolutely continuous with respect to Lebesgue measure. The densityr α is the function on R\{0} given byr
Proof. It suffices to prove that the restrictions ofρ α to ] − ∞, 0[ and ]0, ∞[ equal those of r α (t) dt. For a Borel subset B of ]0, ∞[, we find that
where we have used the change of variable u = st. Changing again the order of integration, we have
One proves similarly that the restriction to ] − ∞, 0[ ofρ α equals that ofr α (t) dt.
5.5 Corollary. Letting, as above, Z α denote the distribution function for the probability measure ζ α (t) dt, we havẽ
where the last equality follows from (5.4). Formula (5.9) is proved similarly.
Injectivity of Υ α 0
In order to show that the mappings Υ α : ID( * ) → ID( * ) are injective, we first introduce a Laplace like transform: Let ρ be a Lévy measure on R, and as above let ω be the transformation of ρ by the mapping t → t −1 : R \ {0} → R \ {0}. Then ω satisfies ω({0}) = 0 and
For any θ, β > 0 we then define
It follows immediately from (5.10) that L β (θ ‡ ω) is a finite, positive number for all θ, β > 0. For β = 1, we recover the usual Laplace transform.
5.6 Proposition. Let α be a fixed number in ]0, 1[, let ρ be a Lévy measure on R, and putρ α = Υ α 0 (ρ). Let further ω andω α denote, respectively, the transformations of ρ and ρ α by the mapping t → t −1 : R \ {0} → R \ {0}. We then have
Proof. Recall first from Theorem 5.4 thatρ α (dt) =r α (t) dt, wherẽ
Consequently,ω α has the following density w.r.t. Lebesgue measure:
For any positive θ, we then find
where we have used (5.3). Applying now the change of variable: u = s −1/α t 1/α , we find that
where we used that the Laplace transform of σ α (t) dt is given by
(cf. [Fe, Theorem 1, p. 448] ). Applying next the above calculation to the measureω := D −1 ω, we find for any positive θ that
(5.12)
Combining formulae (5.11) and (5.12), it follows immediately that L 1/α (θ ‡ω α ) = L 1 (θ α ‡ ω), for any positive θ.
Proof. With notation as in Proposition 5.6, it follows immediately from that same proposition that the (usual) Laplace transform of ω is uniquely determined byρ α = Υ α 0 (ρ). As in the proof of Corollary 3.7, this implies that ω, and hence ρ, is uniquely determined by Υ α 0 (ρ).
The mapping Υ α Our next objective is to "extend" Υ α 0 to a mapping Υ α : ID( * ) → ID( * ).
5.8 Definition. For a probability measure µ in ID( * ) with generating triplet (a, ρ, η), we let Υ α (µ) denote the measure in ID( * ) with generating triplet (c α a,ρ α , η α ), wherẽ ρ α = Υ α 0 (ρ) is defined by (5.6) while
To see that the integral in (5.13) is well-defined, we note that it was shown, although not explicitly stated, in [BT2, Proof of Lemma 3.3] that
Together with (5.5), this verifies that η α is well-defined. Note also that since Υ α 0 is injective (cf. Corollary 5.7), it follows immediately from the definition above that so is Υ α . The choice of the constants c α and η α is motivated by the following two results, which should be seen as analogues of [BT2, Theorem 4.1] . In addition, the choice of c α and η α is essential to the stochastic interpretation of Υ α given in Theorem 5.17 below. Note that for α = 0, we recover the mapping Υ, whereas putting α = 1 produces the identity mapping on ID( * ).
5.9 Theorem. Let µ be a measure in ID( * ) with generating triplet (a, ρ, η). Then the cumulant function of Υ α (µ) is representable as
(5.14)
for any ζ in R, and where E α is the Mittag-Leffler function.
Proof. For every 0 ≤ α ≤ 1 we note first that for any ζ in R, 15) which follows immediately from the above-mentioned properties of E α and the probability density ζ α (including the interpretation of ζ α (x)dx for α = 0 or 1). Note in particular that
We note next that it was established in [BT2, Proof of Lemma 4.2] 
Together with Tonelli's theorem, (5.15) and (5.5), this verifies that the integral in (5.14) is well-defined, and that it is permissible to change the order of integration in the following calculation:
Comparing the above calculation with Definition 5.8, the theorem follows readily.
5.10 Proposition. For any α in ]0, 1[ and any measure µ in ID( * ) we have
Proof. For arbitrary z in R, we have (5.16) where the last equality uses (5.5) as well as (5.15). According to Theorem 5.9, the resulting expression in (5.16) equals C Υ α (µ) (z), and the proposition follows.
Properties of Υ α
We prove next that the mappings Υ α posses properties similar to those of Υ established in [BT2, Section 5].
5.11 Proposition. For each α in ]0, 1[, the mapping Υ α : ID( * ) → ID( * ) has the following algebraic properties:
(ii) For any µ in ID( * ) and any c in R,
Proof. Suppose µ 1 , µ 2 ∈ ID( * ). Then for any z in R we have by Proposition 5.10
which verifies statement (i). Statements (ii) and (iii) follow similarly by applications of Proposition 5.10. For the proof of this theorem we use the following 5.14 Lemma. For any real numbers ζ and t we have
Proof. For t = 0 the left hand side of (5.17) is interpreted as 1 2 ζ 2 , and the inequality holds trivially. Thus, we assume that t = 0, and clearly we may assume that ζ = 0 too. 
Appealing once more to the intermediate value theorem, there are, for any non-zero real number x, real numbers ξ 2 between 0 and x and ξ 3 between 0 and ξ 2 , such that
, and hence sin(x) x − 1 ≤ |x|.
As a consequence
This completes the proof.
5.15 Corollary. Let µ be an infinitely divisible probability measure on R with generating pair (γ, σ) (see Section 2). Then for any real number ζ we have
Proof. This follows immediately from Lemma 5.14 and the representation:
Proof of Theorem 5.13. Let (µ n ) be a sequence of measures from ID( * ), and suppose that µ n w → µ for some measure µ in ID( * ). We need to show that Υ α (µ n ) w → Υ α (µ). For this, it suffices to show that
By Proposition 5.10,
for all n in N and z in R. According to [Sa, Lemma 7.7] ,
so by the dominated convergence theorem, (5.21) follows, if, for each z in R, we find a Borel function
Towards that end, let, for each n in N, (γ n , σ n ) denote the generating pair for µ n . Since µ n w → µ, Gnedenko's theorem (cf. [GK, Theorem 1, p.87] ) asserts that
Now, by Corollary 5.15, for any n in N, z in R and x in [0, ∞[ we have
and here, by formula (5.5),
Thus, for any z in R, the Borel function h z (x) = (G + 5S) max{1, z 2 x 2 }ζ α (x), (x ∈ [0, ∞[), satisfies (5.22). This concludes the proof.
We close this section by mentioning that a replacement of e −y by ζ α (y) in the proof of Proposition 3.14 produces a proof of the following assertion: ∀µ ∈ ID( * ) ∀α ∈ [0, 1] : µ has p'th moment ⇐⇒ Υ α (µ) has p'th moment.
Stochastic representation
In the following we consider a probability measure µ from ID( * ) and we let (X t ) be the Lévy process generated by µ, i.e. (X t ) is the Lévy process with L{X 1 } = µ. It was proved in [BT2] that the stochastic integral
is well defined as a limit in probability and that (5.23) constitutes a stochastic representation of the mapping Υ in the sense that the law of Y is Υ(µ). The mapping Υ α may be similarly given a stochastic interpretation, as we shall prove next. We recall first the following result from [BT2] : f (t) dX t exists as the limit, in probability, of the sequence ( bn an f (t) dX t ) n∈N , where (a n ) and (b n ) are arbitrary sequences in ]a, b[ such that a n ≤ b n for all n and a n a and b n b as n → ∞.
Furthermore, L{ b a f (t) dX t } ∈ ID( * ) and 24) for all z in R.
Recall that R α denotes the inverse of the distribution function Z α of the probability measure ζ α (x) dx. |C µ (zR α (t))| dt < ∞ for all z in R. Denoting by λ the Lebesgue measure on [0, 1], note that Z α (ζ α (x) dx) = λ, so that R α (λ) = ζ α (x) dx. Hence, we find that 
Concluding remarks.
The regularising mappings of Lévy measures discussed in this paper are all one-dimensional. In [BMS] , the stochastic integral representation (1.3) is used to define a multivariate extension of Υ. More specifically, for a d-dimensional infinitely divisible probability measure µ, let X = {X t } t≥0 be the Lévy process whose law at time 1 is µ and letX = {X t } t≥0 be the Lévy process determined byX This type of multivariate extension has turned out to be useful in connection with certain constructions involving Lévy copulas; cf. [BL] .
Other multivariate extensions are of interest, for instance in relation to matrix subordinators (see [BP] ).
We mention finally the possible connection between the mapping Υ α and the notion of α-probability theory (usually denoted q-deformed probability). For each q in [−1, 1], the so called q-deformed probability theory has been developed by a number of authors (see e.g. [BS] and [Ni] ). For q = 0, this corresponds to Voiculescu's free probability and for q = 1 to classical probability. Since the right hand side of (5.14) interpolates correspondingly between the free and classical Lévy-Khintchine representations, one may speculate whether the right hand side of (5.14) (for α = q) might be interpreted as a kind of Lévy-Khintchine representation for the q-analogue of the cumulant transform (see [Ni] ). We are grateful to Michael Anchelevich for making us aware of the q-interpolation between the classical and free Lévy-Khintchine representations, which lead us to define the mappings Υ α .
