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A CUBE OF RESOLUTIONS FOR KNOT FLOER HOMOLOGY
PETER OZSVA´TH AND ZOLTA´N SZABO´
Abstract. We develop a skein exact sequence for knot Floer homology, involving
singular knots. This leads to an explicit, algebraic description of knot Floer homology
in terms of a braid projection of the knot.
1. Introduction
Knot Floer homology is an invariant for knots in S3, defined using Heegaard diagrams
and holomorphic disks [12], [15]. One version gives a finitely generated, bigraded Abelian
group
ĤFK(K) =
⊕
d,s∈Z
ĤFKd(K, s)
whose Euler characteristic gives the symmetrized Alexander polynomial, in the sense
that ∑
d,s∈Z
(−1)drk ĤFKd(K, s) · T
s = ∆K(T ).
The grading specified by d is called the Maslov grading, and the one specified by s
is called the Alexander grading. There is another variant of knot Floer homology,
HFK−(K), which is also a bigraded module, admits an action by the polynomial algebra
Z[U ] (where U has bigrading (−2,−1)). Its bigraded Euler characteristic (over Z) is
given by ∆K(T )/(1− T ).
In a recent paper [7], knot Floer homology is calculated using elementary combinato-
rial means, see also [8], [16]. The aim of the present paper is to give a more conceptual,
algebraic description of the knot Floer homology groups of a knot K, given in terms of
a braid presentation of K. This description leads to a purely algorithmic calculation
of knot Floer homology, which are both quite different in character, and also logically
independent, from the ones from [7] and [16].
An important tool in this description is a skein exact sequence which relates the
knot Floer homology of a knot with its smoothing and its singularization, established
in Theorem 4.1 below.
More precisely, recall the usual skein relation for the Alexander polynomial, which
states that the Alexander-Conway polynomial ∆K(T ) for oriented links is uniquely
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characterized by its value on the unknot, together with the skein relation
(1) ∆K+(T )−∆K−(T ) = (T
1/2 − T−1/2) ·∆R(T ),
where here K+ and K− are knots specified by two projections which differ at a single
crossing which is positive for K+ and negative for K−; and R denotes the smoothing
at this crossing. Indeed, there is an exact triangle generalizing the above skein relation
(cf. [12, Equation (7)]). For that exact triangle, of course, the notion of knot Floer
homology is extended to an invariant for oriented links.
A more useful exact triangle is derived in the present paper, which involves singular
links, compare also [5]. To this end, recall that there is a skein relation involving a
knot, its smoothing at a given crossing R, and its singularization X . Specifically, the
Alexander polynomial for oriented links can be uniquely extended to singular oriented
links (i.e. with double-point singularities) to satisfy the skein relations
∆K+ = ∆X + T
1
2∆R and ∆K− = ∆X + T
− 1
2∆R(2)
Of course, Equation (1) follows quickly from the above two equations.
For the exact triangle corresponding to Equation (2), we must appropriately interpret
the invariant for links and for singular knots.
Knot Floer homology is extended to an invariant HFL−(~L) for oriented links in [10].
The invariant there is a module over the polynomial algebra Z[U1, ..., Uℓ], where the Ui
are variables which are in one-to-one correspondence with the link’s components. This
invariant comes equipped with a Maslov grading, and ℓ different Alexander gradings.
For our present purposes, we need only consider a collapsed Alexander grading, gotten
by adding up all ℓ of the Alexander gradings, so that we continue to think of the link
Floer homology as bigraded.
Furthermore, knot Floer homology is extended to (oriented) singular links in [9]. For
a knot with a single singular point this is the homology group of a chain complex ĈK(X )
over the ring Z[Ua, Ub, Uc, Ud], where the indeterminates belong to the four edges at the
singular point (a and b point out and c and d point in).
In this paper, we establish the following exact sequence generalizing Equation (2):
Theorem 1.1. Fix a projection of a knot with a distinguished crossing p. Let K+ denote
the knot with a positive crossing at p, K− denote the knot with a negative crossing at
p, X its singularization at p, and R its smoothing at p. Then, there are long exact
sequences
... −−−→ HFK−(K+)
φ+
−−−→ H∗(
CFK−(X )
(Ua+Ub−Uc−Ud)
)
ψ+
−−−→ T
1
2 · HFL−(R)
δ+
−−−→ ...,
and
... −−−→ T−
1
2 · HFL−(R)
φ−
−−−→ H∗(
CFK−(X )
(Ua+Ub−Uc−Ud)
)
ψ−
−−−→ HFK−(K−)
δ−
−−−→ ...
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where the maps φ+, δ+, ψ−, and δ− preserve Maslov gradings, whereas the maps φ+
and φ− drop it by one. Moreover, all maps preserve Alexander gradings, with the un-
derstanding that T±
1
2 · HFL−(R) denotes HFL−(R), thought of as bigraded, and whose
(combined) Alexander grading is shifted up by ±1
2
.
A related version holds also for ĤFK, cf. Theorem 4.1 below.
Iterating the above exact sequence (on the chain level, cf. Section 4), we arrive at a
description of the knot Floer homology groups of an arbitrary knot in terms of the knot
Floer homology groups of fully singular knots. Combining this with an explicit calcu-
lation of knot Floer homology for fully singular knots, we obtain a concrete description
of knot Floer homology in general. Before giving the description, we explain some of
the objects which go into this description.
Fix a projection K of an oriented knot K, which is in braid position, let c(K) denote
its crossings, and let n denote the number of crossings. We distinguish one of the
leftmost edges. We call such a diagram a decorated braid position for a knot. Let
E = {e0, ..., e2n} denote the set of edges in the diagram, where we view the distinguished
edge is subdivided in two, so that e0 is the second segment in the circular ordering
induced by the orientation of K.
Each crossing of K can be either singularized or smoothed. A singularization of K
at a crossing p is a singular link with a double-point at p. A smoothing of K at p is
a link which is given the oriented resolution of K at p, i.e. the crossing is replaced by
a diagram with one fewer crossing. Assigning smoothings or singularizations at each
crossing of K, we obtain a planar graph G where each vertex has valence either four (if it
corresponds to a singularized crossing) or two (if it corresponds to a smoothed crossing;
or more precisely, each smoothed crossing gives rise to two valence two vertices). If S
is a singular link obtained from K by singularizing or smoothing each crossing of K, we
call S an associated complete resolution of K.
Let R denote the algebra Z[t, U0, ..., U2n]. The variables Ui correspond to the edges
of our singular link, and we introduce another indeterminate t as well. We think of this
ring as graded by an Alexander grading, where Ui has Alexander grading −1, and Z[t] is
supported in Alexander grading equal to zero. Sometimes, we will find it convenient also
to complete R, to obtain a new ring R[[t]] of formal power series in t, with coefficients
in the polynomial algebra Z[U0, ..., U2n].
We define now an R-algebra A(S) associated to some fully singularized link S for K.
This algebra A(S) is a quotient of R by an ideal which we describe presently. At each
crossing p of K, label the edges {a, b, c, d}, where a and b are out-going, c and d are
in-coming, and a resp. c is to the left of b resp. d, cf. Figure 1.
If p is a singularized point in S, we introduce the relations
t · Ua + t · Ub = Uc + Ud(3)
t2 · Ua · Ub = Uc · Ud.(4)
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Figure 1. Resolutions of crossings. We show the singularization
(middle) and the smoothing (right) of the negative crossing (left).
If p is a smoothed point in S, we introduce the relations
t · Ua = Uc(5)
t · Ub = Ud.(6)
Sometimes, we label these variables U
(p)
a , U
(p)
b , U
(p)
c , U
(p)
d , when it is necessary to recall
the singular point p.
We introduce further relations associated to each collectionW of vertices in the graph
associated to S. The weight of W , denoted |W |, is twice the number of singular vertices
plus the number of smoothed vertices in W . Let Out(W ) denote the outgoing edges
of W , let In(W ) denote the incoming ones, and let W c denote the complement of W .
For each collection W of vertices which does not contain the distinguished vertex, we
introduce the following relation
(7) t|W | ·
∏
e∈Out(W )∩In(W c)
Ue =
∏
e∈In(W )∩Out(W c)
Ue
(These relations generalize Equations (4), (5), and (6) in a straightforward manner: in
each case, we consider the case where W consists of a single vertex.)
The algebra A(S) is obtained by dividing out R by the relations in Equations (3), (4),
(5), (6), and (7) above. Note that since the relations are all homogeneous, the algebra
A(S) inherits an Alexander grading from R. We define the symmetrized Alexander
grading on A(S) by the formula
A = A0 +
#(σ(S))− b+ 1
2
,
where σ(S) denotes the number of double points of S, where A0 is the original Alexander
grading and b denotes the braid index of S. We also define the Maslov grading on A(S)
to be twice the symmetrized Alexander grading.
Note that when S is disconnected, the completion A(S)[[t]] is trivial. Specifically,
taking a set non-empty W of vertices in a component of S which does not contain
the distinguished edge, we see that both In(W ) and Out(W ) are empty, and hence we
obtain the relation t|W | − 1 = 0.
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Let R and X be two singular links whose projections which differ at only one cross-
ing p, where R is smoothed at p, and X is singularized at p. We define R-module
homomorphisms
up : A(X ) −→ A(R) and zp : A(R) −→ A(X ),
the unzip and zip homomorphisms as follows.
The unzip homomorphism is the natural ring map, obtained by observing thatA(R) is
a quotient ofA(X ). The zip homomorphism is induced from multiplication by t·Ua−Ud.
It is an exercise in the relation from Equation (7) to see that in fact these maps give
well-defined R-module maps.
Given a decorated knot projection K, we organize its set of associated singular links
in a “cube of resolutions”, compare [4], [5]. If p is a positive crossing, its 0-resolution
is singular at p, and its 1-resolution is its smoothing at p. If p is a negative crossing,
then its 0-resolution is its smoothing at p, while its 1-resolution its singularization at p.
With the above conventions, given an assignment I : c(K) −→ {0, 1}, we can form the
associated singular link XI(K).
We define an Abelian group
C(K) =
⊕
I : c(K)−→{0,1}
A(XI(K)).
The group C(K) is bigraded, i.e.
C(K) ∼=
⊕
m,s∈Z
Cm,s(K).
The two gradings are called the Maslov grading and the Alexander grading. The
Maslov grading on A(XI(K)) ⊂ C(K) is induced from the internal Maslov grading
on A(XI(K)). The Alexander grading on A(XI(K)) ⊂ C(K) is defined to be
(8) A′ = A+
1
2
−N + ∑
p∈c(K)
I(p)
 ,
where A is the internal Alexander grading on A(XI(K)), and N denotes the number of
negative crossings in L.
We think of the index set of resolutions I : c(K) −→ {0, 1} as points in a hyper-
cube (given the obvious partial ordering) If two vertices I and J of this hypercube are
connected by an edge, then XI(K) is obtained from XJ(K) by a zip or unzip move.
Fix a pair of resolutions I, J : c(K) −→ {0, 1} where I and J differ in a single place,
and I < J , i.e. there is some p ∈ c(K) with I(p) = 0, J(p) = 1, and I(q) = J(q) for all
q 6= p. Then, we define a map
DI<J : A(XI(K)) −→ A(XJ(K)),
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as follows. Note that XJ(K) is obtained from XI(K) by a single zip or unzip move, and
the map DI<J is given by the zip or unzip homomorphism defined above. We can add
these maps up to get a map
D : C(K) −→ C(K),
which is the sum of DI<J over all I, J : c(K) −→ {0, 1} as above.
Suppose that I < K differ in two places. Then there are two distinct intermediate
resolutions J and J ′ with I < J < K and I < J ′ < K. Note that
DJ<K ◦DI<J = DJ ′<K ◦DI<J ′.
Thus, if we fix a map ǫ from edges I < J in the hypercube to {±1} with the property
that for all (I, J,K) as above, ǫ(J < K)ǫ(I < J) = −ǫ(J ′ < K)ǫ(I < J ′), we have that
the endomorphism
D =
∑
I<J
ǫ(I < J)DI<J
is satisfies D2 = 0.
Observe also that D drops Maslov grading by one and preserves Alexander grading.
Let Z[t−1, t]] denote the ring of formal power series in t, with integral coefficients, and
with finitely many non-zero terms consisting of t raised to negative powers. Similarly,
let
C(K)[t−1, t]] =
⊕
m,s∈Z
Cm,s(K)[[t]]
denote the complex constructed from Cm,s(K)[[t]], the Z[t
−1, t]]-module consisting of
formal power series ∑
n∈Z
cnt
n,
with cn ∈ Cm,s(K), and where cn = 0 for all sufficiently small n. The differential on
C(K) naturally induces one on C(K)[t−1, t]].
Theorem 1.2. Fix a projection of a knot K in S3 as above. Then, we have identifica-
tions
ĤFK(K)⊗ Z[t−1, t]] ∼= H∗(C(K)[t
−1, t]]/U0 = 0)
HFK−(K)⊗Z Z[t
−1, t]] ∼= H∗(C(K)[t
−1, t]]).
As mentioned earlier, Theorem 1.2 proved using the following two ingredients. First,
we calculate the homology groups of completely singular knots, identifying these groups
with the algebra described above. Second, we establish a suitably general version of
Theorem 1.1 relating the knot Floer homology groups of a knot, its smoothing, and
its singularization. Iterating the skein exact sequence at each crossing, we obtain the
“cube of resolutions” calculating HFK− above.
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Clearly, specializing the above constructions to t = 1, one obtains a picture very
closely connected with the HOMFLY homology of Khovanov and Rozansky [5]. We
hope to return to this point in a future paper.
This paper is organized as follows.
In Section 2, we recall briefly the construction of knot Floer homology, and also the
version for singular knots [9]. In Section 3, we calculate the knot Floer homology for
purely singular knots, identifying them with the algebras defined above. In Section 4,
we establish Theorem 1.1, and also a generalization which gives a cube of resolutions
description of knot Floer homology. This immediately gives a spectral sequence whose
E1 term consists of Floer homology groups for the various singularizations of the original
knot. In Section 5, the d1 differential of the above spectral sequence is calculated, and
it is shown that the spectral sequence collapses after this stage, giving the proof of
Theorem 1.2. Finally, in Section 6, we explain the singular exact triangle from the
point of view of grid diagrams.
1.1. Acknowledgements. The authors wish to thank Bojan Gornik, Mikhail Kho-
vanov, Robert Lipshitz, Ciprian Manolescu, Andra´s Stipsicz, and Dylan Thurston for
interesting discussions. Moreover, this paper grew out of earlier work in collaboration
with Andra´s, see [9].
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2. Knot Floer homology
Knot Floer homology is a bigraded Abelian group associated to a knot in S3, cf. [12],
[15]. We will briefly sketch this construction, and refer the reader to the above sources
for more details.
Let Σ be a surface of genus g, let α = {α1, ..., αg+n−1} be a collection of pairwise
disjoint, embedded closed curves in Σ which span a g-dimensional subspace of H1(Σ).
This specifies a handlebody Uα with boundary Σ. Moreover, α1 ∪ ...∪αg+n−1 divides Σ
into n components, which we label
Σ− α1 − ...− αg+n−1 = A1
∐
...
∐
An.
Fix another such collection of curves β = {β1, ..., βg+n−1}, giving another handlebody
Uβ . Write
Σ− β1 − ...− βg+n−1 = B1
∐
...
∐
Bn.
Let Y be the three-manifold specified by the Heegaard decomposition specified by the
handlebodies Uα and Uβ. Choose collections of disjoint points O = {O1, ..., On} and
X = {X1, ..., Xn}, which are distributed so that each region Ai and Bi contains exactly
one of the points in O and also exactly one of the points in X. We can use the points
O and X to construct an oriented, embedded one-manifold ~L in Y by the following
procedure. Let ξi be an arc connecting the point in X ∩ Ai with the point in O ∩ Ai,
and let ξ′i be its pushoff into Uα i.e. the endpoints of ξ
′
i coincide with those of ξi (and
lie on Σ), whereas its interior is an arc in the interior of Uα. The arc is endowed with
an orientation, as a path from an element of X to an element of O. Similarly, let ηi be
an arc connecting O∩Bi to X∩Bi, and η′i be its pushoff into Uβ . Putting together the
ξ′i and η
′
i, we obtain an oriented link
~L in Y .
Definition 2.1. The data (Σ,α,β,O,X) is called a pointed Heegaard diagram com-
patible with the oriented link ~L ⊂ Y .
An oriented link in a closed three-manifold Y always admits a compatible pointed
Heegaard diagram. In this article, we will restrict attention to the case where the
ambient three-manifold Y is S3.
Consider the g + n− 1-fold symmetric product of the surface Σ, Symg+n−1(Σ). This
is equipped with a pair of tori
Tα = α1 × ...× αg+n−1 and Tβ = β1 × ...× βg+n−1.
Let S denote the set of intersection points Tα ∩ Tβ ⊂ Sym
g+n−1(Σ).
Let CFK−(~L) be the free module over Z[U1, ..., Un] generated by elements of S, where
here the {Ui}ni=1 are indeterminates.
Define functions
A : S×S −→ Z and M : S×S −→ Z
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as follows. Given x,y ∈ S, let
A(x,y) =
n∑
i=1
(Xi(φ)− Oi(φ)),
where φ ∈ π2(x,y) is any Whitney disk from x to y, and Xi(φ) resp. Oi(φ) is the
algebraic intersection number of φ with the submanifold {Oi} × Sym
g+n−2(Σ) resp.
{Xi} × Sym
g+n−2(Σ). Also, let
M(x,y) = µ(φ)− 2
n∑
i=1
Oi(φ),
where µ(φ) denotes the Maslov index of φ; see [6] for an explicit formula in terms of
data on the Heegaard diagram. Both A(x,y) andM(x,y) are independent of the choice
of φ in their definition.
Moreover, there are functions A : S −→ Z and M : S −→ Z both of which are
uniquely specified to overall translation by the formulas
A(x)− A(y) = A(x,y) and M(x)−M(y) = M(x,y)(9)
Let M̂(φ) denote the moduli space of pseudo-holomorphic disks representing the ho-
motopy class φ, divided out by the action of R. We can construct an orientation system
ǫ which gives for each φ ∈ π2(x,y) with µ(φ) = 1 an integer #M̂(φ), thought of as a
suitable signed count of elements in M(φ). The counts are gotten by thinking of ǫ as
coming from an orientation on zero-dimensional moduli spaces, which are compatible
with orientations of the one-dimensional moduli spaces as follows. Consider the bound-
aries of all one-dimensional moduli spaces connecting x to w (with x 6= w). The ends
of this moduli space are of the form∐
{
y ∈ Tα ∩ Tβ
φ1 ∈ π2(x,y)
φ2 ∈ π2(y,w)
∣∣∣µ(φ1)=µ(φ2)=1}
M̂(φ1)× M̂(φ2),
where the ends corresponding to φ1, φ2. For the orientation of M(x,w), we have that
the induced orientation on the ends is given by the product orientation on the zero-
dimensional moduli spaces. Moreover, in the special case where x = w, there are
additional boundary components, coming from degenerations of the constant flowline
from x to x with a holomorphic disks whose boundary lie entirely within Tα or Tβ. Our
orientation is chosen so that the degenerations with boundary in Tα are oriented with
+1, while the ones in Tβ appear with orientation −1, see [8].
Let CFK−(~L) be the free module over Z[U1, ..., Un] generated by S. This module
inherits a (relative) bigrading from the functions M and A above, with the additional
convention that multiplication by Ui drops the Maslov grading by two, and the Alexan-
der grading by one.
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In the case where ~L = ~K has a single component, we define the differential
∂ : CFK−( ~K) −→ CFK−( ~K)
by the formula:
(10) ∂(x) =
∑
y∈S
∑

φ∈π2(x,y)
∣∣ µ(φ) = 1
Xi(φ) = 0 ∀i = 1, ..., n
ff#M̂(φ) · U
O1(φ)
1 · · ·U
On(φ)
n · y.
It is sometimes convenient to consider instead the complex ĈFK( ~K) = CFK−( ~K)/(U1 =
0). The homology groups HFK−( ~K) = H∗(CFK
−( ~K)) and ĤFK( ~K) = H∗(ĈFK( ~K))
are knot invariants [12], [15], see also [10], [7] for the case of multiple basepoints, and
also [8] for a further discussion of signs. The gradings induce bigradings
HFK−( ~K) =
⊕
m,s
HFK−m(
~K, s) and ĤFK( ~K) =
⊕
m,s
ĤFKm( ~K, s).
We have defined the bigradings only up to additive constants. This indeterminacy
can be removed with the following conventions. Dropping the condition that all the
Xi(φ) = 0 in the differential for ĈFK, we obtain another chain complex which retains
its Maslov grading, and whose homology is isomorphic to Z. The convention that this
generator is supported in Maslov grading equal to zero. Moreover the Alexander grading
can be uniquely pinned down by the requirement that for each s,∑
m
(−1)mrk ĤFKm(K, s) =
∑
m
(−1)mrk ĤFKm(K,−s).
2.1. Twisted coefficients. We recall knot Floer homology with twisted coefficients.
Fix an additional collection of points P = {P1, ..., Pm} on Σ− α1 − ...− αg+n−1 − β1 −
... − βg+n−1 called a marking. We define P (φ) to be the sum of the local multiplicities
of φ at the P1, ..., Pm.
We can now generalize the earlier construction. Set R = Z[U0, ..., Un, t], and let
CFK− be the free R-module generated by S, equipped with the differential
(11) ∂(x) =
∑
y∈S
∑

φ∈π2(x,y)
∣∣ µ(φ) = 1
Xi(φ) = 0 ∀i = 1, ..., n
ff#M̂(φ) · t
P (φ) · UO1(φ)1 · · · · U
On(φ)
n · y,
This generalizes the earlier construction, in the sense that
CFK−( ~K) = CFK−( ~K)/(t− 1).
The reader should be cautioned, though, that CFK−( ~K,P), thought of as a module
over R is not a knot invariant. However, if we allow ourselves to invert t, we obtain the
following:
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Lemma 2.2. If P is a marking, then Equation (11) determines a chain complex. More-
over, we have that H∗(CFK
−( ~K)⊗Z[t] Z[t, t−1]) ∼= H∗(CFK
−( ~K))⊗Z Z[t−1, t].
Proof. The fact that it is a chain complex follows along usual lines [10], in view of
the fact that P is additive under juxtaposition of Whitney disks. Let Gs denote the
set of elements in CFK−(X) of the form Uk11 · ... · U
kn
n · x for some sequence of integers
k1, ..., kn and x ∈ Tα ∩ Tβ, satisfying the condition that A(x) − k1 − ... − kn = s. We
define a function ǫ : Gs ×Gs −→ Z as follows. Let U
a1
1 · ... · U
an
n · a and U
b1
1 · ... · U
bn
n · b
be two elements of Gs. It is easy to see that there is a unique φ ∈ π2(a,b) with
Xi(φ) = 0 and Oi(φ) = bi − ai
for i = 1, ..., n. We then define
ǫ(Ua11 · ... · U
an
n · a, U
b1
1 · ... · U
bn
n · b) = P (φ)
for this homotopy class. Next, fix some a0 ∈ Gs. It is now straightforward to check
that the map
Φ: CFK−(X) −→ CFK−(X)⊗ Z[t−1, t]
defined by
Φ(Uk11 · ... · U
kn
n · x) = t
ǫ(a0,U
k1
1 ·...·U
kn
n ·x) · x
is an isomorphism of chain complexes over Z[t−1, t]; i.e. Φ is an isomorphism of Z[t−1, t]-
modules, and Φ(∂x) = ∂(Φ(x)).
For knots in decorated braid position, we can consider the following Heegaard dia-
gram, which was considered in [11]. The Heegaard surface is a regular neighborhood
of the complete singularization of K. All the compact regions in the knot projection
correspond to β-circles, and the α-circles correspond to crossings. There is also one
additional α-circle which serves as a meridian for the marked edge. We place markings
P, one at the top of each edge. We have illustrated this in Figure 2.
Note that in our discussion we have reversed the role of the α and the β-circles from
those in [11]. The advantage is that now the Heegaard surface is endowed with its orien-
tation now as the outward (rather than inward) boundary of the regular neighborhood
of the singularization. The price is that our formulas for the Alexander and Maslov
gradings associated to states are slightly different from those in [11], cf. Figures 5 and 6
below.
Actually, we will find it useful to have a multiply-pointed Heegaard diagram, gotten
by stabilizing the initial diagram. In the stabilized diagram, we introduce a new pair
of circles for each (unmarked) edge, one new α-circle, which is a meridian, and another
new β-circle, which is null-homtopic, meeting the corresponding α circle in exactly two
points. The disk bounded by this β-circle is divided in two by the α-circle, and one of
these two regions is marked with an X , the other with an O. We call this diagram the
stabilized initial diagram.
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α
c
ββ
αα
α
β β
β
α
β
β
β
β
α
α
β
α
a
ββ
αα
ββ
Figure 2. Heegaard diagram for a decorated projection. The
two crossings on the left are replaced by a local pictures in the second
column. The distinguished edge is replaced by its corresponding picture
on the bottom. Finally, one of the extra β circles encircling of the two
regions adjacent to the distinguished edge is removed. The arc on the left
column of the third line represents the marked edge, which corresponds
to the cylinder in the Heegaard surface represented in the left column,
decorated with the illustrated α-circle, and the O point, X point, and
marking point (represented by the gray circle). The stabilized initial
diagram is illustrated in the third column.
2.2. Links. In the case where ~L is disconnected, some care must be taken in defining
the Heegaard diagram to ensure finiteness of the sum defining the boundary operator,
cf. [10]. More precisely, we have the following:
Definition 2.3. A periodic domain is a two-chain F in Σ whose boundary can be
expressed as a sum of curves among α and β, and whose multiplicity at O and X is
zero.
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A Heegaard diagram for an oriented link is said to be admissible in the case where
all non-trivial periodic domains have both positive and negative local multiplicities.
Starting with an admissible Heegaard diagram for a link, we can define CFL− as above.
In this case, the analogue of ĤFK, ĤFL, is gotten as follows. Number the O so that the
first ℓ of them {Oi}ℓi=1 are in one-to-one correspondence with the different components
of the link, and let ĈFL = CFL−/{Ui = 0}ℓi=1. According to [10], HFK
−( ~K) =
H∗(CFK
−( ~K)) and ĤFK(~L) = H∗(ĈFL( ~K)) are link invariants.
Note that link Floer homology from [10], is a Z⊕Zℓ-graded theory, with one Maslov
and ℓ Alexander gradings; the variant we consider here is the Z ⊕ Z-collapsed version,
where the Alexander grading components are added up. We can form the analogous
collapse ĤFK(~L), and this is the version which appears in the skein theory for knots.
In fact, a different construction of the Z ⊕ Z-graded theory appearing in the skein
sequence is given in [12]; the identification of the two constructions is established in [10,
Section 10].
Distinguishing a fixed component of L, we could also consider H∗(ĈFL(L)/U1), where
U1 is the variable corresponding to the distinguished component. This group depends
on the link only through the choice of distinguished component.
We can also perform the construction of twisted coefficients as before, but now the
isomorphism from Lemma 2.2 does not hold; indeed, the group HFK−(~L) is no longer
a link invariant (it depends on the twisting).
2.3. Singular links. In [9], the construction of knot Floer homology is generalized to
the case of singular links. This invariant is gotten by relaxing the constraints on O
and X. More precisely, for a link with double-point singularities, the pointed Heegaard
diagram (Σ,α,β,O,X) has the property that each region R of Σ− α1 − ...− αg+n−1 =
A1
∐
...
∐
An and Σ− β1 − ...− βg+n−1 = B1
∐
...
∐
Bn
• the intersection of R with X contains one or two points
• the intersection of R with O contains one or two points
• the number of points in R ∩ X agrees with the number of points in R ∩O.
We can then construct an oriented singular link S in Y (which we will again assume
to be S3 in our applications). Some pairs of points in X can be connected by arcs which
are disjoint from all the αi and βj . We call these pairs among the X inseparable pairs.
These correspond to the singular points of our link. The relative Alexander grading A
is defined as before, and the relative Maslov grading is defined by the formula
M(x,y) = µ(φ)− 2
(∑
i
Oi(φ)
)
+ 2
(∑
j
XXj(φ)
)
,
where XXj(φ) denotes the local multiplicity of φ at the inseparable pair XXj. As
before, we can lift the relative Alexander and Maslov gradings to absolute ones, defined
up to overall shifts, as in Equation (9).
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We find it convenient also to use a third algebraic grading
(12) N(x) =M(x)− 2A(x),
characterized up to an overall shift by the formula
N(x)−N(y) = µ(φ)− 2
∑
Xi(φ) + 2
∑
XXj(φ).
With these definitions in place, we can define a chain complexes CFK−(S) and
ĈFK(S) using a differential as in Equation (10). The homology groups of these com-
plexes depend on the oriented singular link. According to [9],
(13) ∆S(T ) = (T
− 1
2 − T
1
2 )σ−1 ·
∑
d,s
(−1)d rk(ĤFKd(S, s)) · T
s,
where σ is the number of singular points in the projection of S, and ∆S is the Alexander
polynomial of the singular link, characterized by the skein relation of Equation (2).
The indeterminacty of the A-grading can be pinned down by the convention that∑
d,s
(−1)d rkĤFKd(S, s) =
∑
d,s
(−1)d rkĤFKd(S,−s).
The indeterminacy of the M-grading is pinned down by actually fixing the N -grading
as follows. Consider the specialization of the complex to Ui = 1. According to [10], the
resulting complex has the homology of a torus of dimension n − 1, which inherits the
N -grading. We pin down the N grading by declaring the bottom-most generator of the
torus to have N -grading equal to zero.
A few remarks are in order now, concerning the comparison of this construction with
the conventions adopted in [9]. There are two versions of knot Floer homology for
singular links constructed in [9]. One of these, HFS is gotten by taking the above chain
complex CF−, identifying the pairs of indeterminates Ua and Ub which belong to to
edges emanating from the same vertex, setting the indeterminate U1 corresponding to
the first edge to zero, and then taking homology. The second, H˜FS is gotten by setting
each indeterminate Ui to zero, and then taking homology. The identification used in
setting Ua = Ub has the effect of dividing the Euler characteristic of the resulting theory
by (1 − T )σ (which we then choose to symmetrize); this is how Equation (13) in the
form we have stated it follows from results of [9].
A CUBE OF RESOLUTIONS FOR KNOT FLOER HOMOLOGY 15
3. Calculation for singularized links
The aim of this section is to calculate a suitably normalized version of the knot Floer
homology groups of a totally singular link in braid form.
Let S be a totally singular link in braid form. We consider
C ′(S) = CFK−(S)⊗R
(⊗
s∈X(S)R
t·U
(s)
a +t·U
(s)
b
−U
(s)
c −U
(s)
d−−−−−−−−−−−−−−→ R)
)
,
where X(S) denotes the set of singular points in S, the twisted coefficients for CFK−(S)
are to be taken with respect to the special markings illustrated in Figure 3 below, and
the tensor product is taken (over R) with a number of two-step chain complexes, one
for each singular point in the projection. As we shall see, these are the chain complexes
which belong at the vertices of the cube of resolutions established in Theorem 4.4, in
the next section.
b
a
a
dc
b a
b
a
a
dc
b
a
dc
b b
c d
Figure 3. Initial diagram for resolved links. Consider a complete
resolution of some knot. We construct the Heegaard diagram indicated
above (analogous to the Heegaard diagram from Figure 2.) Note the gray
dots, representing markings P.
Theorem 3.1. Let S be a singularized link. Then, there are identifications
H∗(C
′(S)) ∼= A(S);(14)
indeed, the homology of H∗(C
′(S)) is concentrated in a single algebraic grading.
We prove Theorem 3.1 in two steps. First, we prove thatH∗(C
′(S)) is all concentrated
in a single algebraic grading (in the sense of Equation (12)). This follows quickly from
an interpretation of generators of this chain complex in terms of Kauffman states for
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the projection; indeed, a version of this is proved in [9]. The second step involves a
planar Heegaard diagram for the singular link, where the calculation of ĤFK(S) can be
completed readily.
3.1. Kauffman states. We state the interpretation of generators in terms of Kauffman
states more explicitly. Fix an oriented diagram for a link, with a distinguished edge. The
projection divides the two-sphere into n+1 regions, two of which adjoin the distinguished
edge. Let R(L) denote the remaining regions.
We define a set, the set of Kauffman corners at p, for each crossing p of L, which
depends on whether p is singularized, resolved, or left alone. If p is on ordinary crossing,
the Kauffman corners κ(p) are the four corners of the crossing p A, B, C, or D (cf.
Figure 4). If p is a resolved crossing, the Kauffman corners are the two regions B or
D. If p is a singularized crossing, the Kauffman corners take values in A, D+, D−, and
C, where both D+ and D− belong to the bottom corner D. A generalized Kauffman
state for a singularized link is a map x which associates to each crossing p ∈ c(L) one
of the allowed Kauffman corners κ(p), with the constraint that in each allowed region
in R(L), there is a unique Kauffman corner in the image of x, compare [3]. We denote
the set of generalized Kauffman states by K.
A
       
       
       
       
       
       
       
       








        
        
        
        
        
        
        







CA
D
B
                
                
                
                
                
                
                
                
                
                
                
                
                
                
                















A
D
C
B
                
                
                
                
                
                
                
                
                
                
                
                
                
                
                
                
















DD+
−
D
B
C
         
         
         
         
         
         
         
         
        
        
        
        
        
        
        















Figure 4. Generalized Kauffman corners. We have illustrated
here the allowed Kauffman corners at a crossing.
Each Kauffman corner has a local Maslov grading Mp, which is assigned as indicated
in Figure 5. Similarly, each Kauffman corner has a local Alexander grading Sp, which
is illustrated in Figure 6. The Maslov resp. Alexander grading of a Kauffman state is
given as a sum of local Maslov resp. Alexander gradings.
We construct a Heegaard diagram for the singular link S, gotten by modifying the
Heegaard diagram for the knot projection used in [11] and recalled in Subsection 2.1.
Specifically, the Heegaard surface Σ is the boundary of a regular neighborhood of
the link. We associate to each connected, compact region in the complement of the
projection a β-circle, and at each crossing p we introduce one additional β-circle βp,
and two α-circles αc and αd. The circles αc and αd are meridians of two of the in-
coming arcs, while βp is a null-homotopic circle meeting only αc and αd, in two points
apiece. The disk bounded by βp is divided into three regions by αc and αd, one of which
meets both αc and αd – which we mark with a pair of marked points X – one of which
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Figure 5. Maslov gradings. This picture illustrates the Maslov
gradings for the various Kauffman corners.
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Figure 6. Alexander gradings. This picture illustrates the Alexan-
der gradings for the various Kauffman corners.
meets only αc – which we mark with Oc – and the final of which meets only αd – which
we mark with Od.
Moreover, to each resolved point, we associate a local picture, again with two α-
circles αc and αd which are meridians for the in-coming edges, and now one additional
α-circle which bounds a disk which is disjoint from the singular knot. We introduce also
two null-homotopic β-circles, βa and βb, each of which meets αc and αd respectively in
exactly two points. Moreover, αc resp. αd divides the disk bounded by βa resp. αd into
two regions, one of which cointains a basepoits Oc resp. Od, and the other of which
contains a marked point X . To the marked edge we associate an annular region as
before.
We also include a marking set P with one point in each region on the top of the
Heegaard surface corresponding to an edge in the projection.
This Heegaard diagram is illustrated in Figure 3.
We call this the initial diagram for the singular link. Note that when the projection
is disconnected, this is not an admissible diagram in the sense of [13]. In particular, it
is not clear that the sums going into the definition of the differential on CFK−( ~K,P),
Equation (11), are positive. This can be remedied by using the marking, and then
passing to a Novikov completion, as we shall see presently. To this end, it is useful to
have the following:
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Definition 3.2. Let (Σ,α,β,w, z) be a pointed Heegaard diagram for a possibly singular
knot or link, equipped with a marking P. We say that P is an admissible marking if
for each integer n and m, there are only finitely many periodic domains π whose local
multiplicities are bounded below by m and for which P (π) ≤ n.
Lemma 3.3. Let S be a totally singular link. For the initial diagram, the group of
periodic domains is the free Z-module generated by closed paths in the projection which
do not pass through the distinguished vertex, i.e. if the projection has n components,
then we obtain a free Abelian group of rank n − 1. Moreover, if K1, ...Kn−1 are these
components, and π1, ..., πn−1 are its corresponding periodic domains, then for ai ∈ Z
(15) P (
∑
i
ai · πi) =
∑
ai|Ki|,
where |Ki| denotes the weight of the collection of vertices on Ki. It follows that the
marking on the initial diagram of a singular link is an admissible marking.
Proof. By inspecting Figure 3, it is easy to construct a periodic domain πi for
each knot component Ki which does not pass through the distinguished vertex. All
the local multiplicities of πi are one or zero. They vanish in the regions around edges
corresponding to components Kj with j 6= i, and they have local multiplicity 1 in regions
near the edges corresponding to the component Ki. Equation (15) now follows readily.
Admissibility of the marking follows as well: any periodic domain π can be written in
the form
∑
aiπi. The lower bound on ai the local multiplicities of π translates into the
bound ai ≥ m. Finiteness then follows from Equation (15).
We can now define the differential on CFK−(S)[[t]] as before using the formula
∂(x) =
∑
y∈S
∑
{φ∈π2(x,y)|µ(φ)=1,Xi(φ)=0 ∀i=1,...,n}
#M̂(φ) · tP (φ) · UO1(φ)1 · · ·U
On(φ)
n · y,
only now thinking of the right-hand-side as a formal power series in t. The fact that for
each t-power, the sum is finite follows readily Lemma 3.3: we are using here that the
marking is admissible. Specifically, the set of all homotopy classes φ ∈ π2(x,y) which
contribute the same power Uk11 ...U
kn
n has the form
φ0 + a1π1 + ... + an−1πn−1,
where π1, ..., πn−1 is a basis for the space of periodic domains. This homotopy class
has a non-zero moduli space only if the corresponding domain has all non-negative
coefficients, which places a lower bound on each of the coefficients ai. It follows at once
that there are only finitely many terms which contribute for each t-power.
Consider next the chain complex
C ′(S) = CFK−(S)⊗R
(⊗
s∈X(S)R
t·U
(s)
a +t·U
(s)
b
−U
(s)
c −U
(s)
d−−−−−−−−−−−−−−→ R)
)
,
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using the initial diagram.
The following is a suitable adaptation of [9, Theorem 4.1].
Proposition 3.4. The homologyH∗(C
′(S)/U0) is a finitely generated, free Z[[t]]-module,
generated by generalized Kauffman states for the projection. All the homology is concen-
trated in a fixed algebraic grading, and the Alexander grading is given by the Alexander
grading of the corresponding Kauffman state. Similarly, the homology H∗(C
′(S)) is all
concentrated in a fixed algebraic grading.
To establish the above proposition, we employ the following elementary principle:
Lemma 3.5. Let R = Z[U1, ..., Un][[t]], and fix an element a = U1 − t · ξ, where ξ ∈ R.
Then, the homology of the complex
R
a
−−−→ R
is naturally isomorphic to R′ = Z[U2, ..., Un][[t]], and the differential (multiplication by
a) has no kernel.
Proof. Clearly, a is not a zero-divisor, and hence the homology is supported in degree
zero. We find an element b ∈ Z[U2, ..., Un][[t]] with the property that
R/(a) ∼= R/(U1 − b) ∼= Z[U2, ..., Un][[t]].
To this end, we are looking for a sequence ηi ∈ Z[U1, ..., Un][[t]] with the property that
(16)
(
1−
∞∑
i=1
ηi · t
i
)
· a = U1 − b.
This is constructed inductively. Indeed, we inductively find
{ηi}
m
i=1 ⊂ Z[U1, ...Un][[t]], {bi}
m
i=1 ⊂ Z[U2, ..., Un], and Rm+1 ∈ Z[U1, ..., Un][[t]]
so that
(17)
(
1−
m∑
i=1
ηi · t
i
)
a = U1 −
(
m∑
i=1
bit
i
)
+ tm+1Rm+1.
Having found the first m of the ηi and bi as above, we proceed as follows. Clearly, there
is some ηm+1 ∈ Z[U1, .., Un][[t]] with
Rm+1(U1, ..., Un)−Rm+1(t · ξ, U2, ..., Un) = ηm+1 · a.
Moreover, Rm+1(tξ, U2, ..., Un) has the following form
Rm+1(tξ, U2, ..., Un) = bm+1(U2, ..., Un) + t · Rm+2(U1, ..., Un, t),
with bm+1 ∈ Z[U2, ..., Un]. (The induction starts at m = 0, with η0 = b0 = 0, and
R1 = ξ.)
Equation (16) follows from Equation (17), taking m to infinity, and letting b =∑
i=1 bi · t
i. Note that the element 1 −
∑∞
i=1 ηit
i is clearly a unit in R, and hence the
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ideal generated by a coincides with the ideal generated by U1 − b, whose quotient in
turn is clearly isomorphic to R′.
We will also need to better understand the generators S(X) of the initial Heegaard
diagram for X . Specifically, note that there is a map
FX : S(X) −→ K,
which carries a generator to its underlying Kauffman state. Its fiber consists of 2m
points, where here here m denotes the number of singular crossings plus twice the
number of resolved crossings.
Lemma 3.6. Let X be a singular link. Given a Kauffman state k ∈ K(X), there is a
unique x ∈ F−1X (k) with maximal Alexander grading, denoted x(k). We claim that there
are for any state k ∈ K(X), the Alexander and the relative Maslov gradings of x(k) are
given by the state sum formulas for the Alexander and Maslov gradings of k
Proof. This is a straightforward adaptation of [9, Theorem 4.1].
Proof. [of Proposition 3.4] Let S = Tα ∩ Tβ be the generators for the above chain
complex C ′(S)/U0. Consider the map F from generators S to Kauffman states K. In
the special case where the projection of S is disconnected, the set of Kauffman states
is empty, and hence so is the set of generators. In particular, H∗(C
′(S)/U0) = 0, and
all the other statements in the proposition follow at once.
Consider next the case where the projection is connected. Placing basepoints in every
region except those disks bounded by β-curves (and also the component containing U0),
as pictured in Figure 7 we obtain a new chain complex C ′′ whose homology we can
calculate. Specifically, we can think of C ′′ as the graded object associated to some
filtration of C(S). More specifically, if Q denotes the new set of auxilliary basepoints,
we define the filtration difference between generators x and y to be the multiplicity of
Q inside the φ ∈ π2(x,y) with X(φ) = 0. (This class φ is uniquely determined by x and
y since, by hypothesis, S corresponds to a singular knot, not a link.) The differentials
in the associated graded object now count those homotopy classes which are disjoint
from Q. Indeed, it is easy to see that differentials in C ′′ connect two generators only
if they correspond to the same Kauffman state. Now, if S(k) is the set of generators
corresponding to a Kauffman state k, then in fact the corresponding summand has the
form
N =
⊗
s∈X(S)
(
R
U
(s)
x−−−→ R
)
where here x = c or d. We wish to tensor this with
M =
⊗
s∈X(S)
(
R
t·U
(s)
a +t·U
(s)
b
−U
(s)
c −U
(s)
d−−−−−−−−−−−−−−→ R
)
.
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a
dc
b
ba
c d
b
c d
a
dc
ba
Figure 7. Pointed initial diagram. The black dots represent addi-
tional basepoints to be added to the initial diagram for the singularized
link.
We claim that
H∗(N ⊗M) ∼= Z[[t]],
as a Z[[t]]-module This is seen by repeated applications of Lemma 3.5. We begin by
demonstrating that H∗(N) ∼= Z[U1, ..., Um][[t]], where the variables {U1, ..., Um} are
renumbered so that each corresponds to a different vertex in the singular link. The
point here is that of the various U
(s)
x we divide out by in N , no two ever coincides
(since they all point into different vertices), thus the sequence {U (s)x }s∈X(S) forms a
regular sequence, i.e. Usx is a zero-non-divisor in R/{U
v
x}v<s. It follows at once that the
homology of N is concentrated in degree zero, and it is isomorphic to
Z[U1, ..., U2n][[t]]/{U
(s)
x }s∈X(S)
∼= Z[U1, ..., Um][[t]].
Letting
Mσ =
⊗
s∈X(S),s≤σ
(
R
t·U
(s)
a +t·U
(s)
b
−U
(s)
c −U
(s)
d−−−−−−−−−−−−−−→ R
)
,
so that H∗(N ⊗M0) = H∗(N) and H∗(N ⊗Mℓ) = H∗(N ⊗M) we prove by induction
on σ that
H∗
(
M ⊗
Z[U1, ..., U2n][[t]]
{t · U (s)a + t · U
(s)
b − U
(s)
c − U
(s)
d } s∈X(S),s≤σ}
)
∼= Z[Uσ+1, ..., U2n][[t]]
The reason for this is that, once again, t·U (σ+1)a +t·U
(σ+1)
b −U
(σ+1)
c −U
(σ+1)
d is a non-zero
divisor in Z[Uσ+1, ..., Uℓ] – exactly one of U
(σ+1)
c or U
(σ+1)
d vanishes, as it was divided out
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in H∗(N) already; the other U
(σ+1)
a or U
(σ+1)
b clearly does not appear amongst U1, ..., Uσ.
We can now apply Lemma 3.5 to verify the inductive step.
The above remarks give us that the homology of C ′′/U0 (thought of as a bigraded
module over Z[[t]]) is isomorphic as to the free Z[[t]]-module generated by Kauffman
states. Indeed, for a Kauffman state k, the corresponding homology generator is repre-
sented by the generator with maximal Alexander grading among all x ∈ F−1X (k). Thus,
applying Lemma 3.6 and glancing at the state sum formula, we see that the Maslov
grading of H∗(C
′′/U0) is twice its Alexander grading, and in particular, and hence all
the higher differentials in the spectral sequence H∗(C
′′/U0) ⇒ H∗(C ′/U0) (which a
priori preserve Alexander grading and drop Maslov grading by one) must vanish.
For the remark concerning H∗(C
′(S)), observe that there is a long exact sequence
... −−−→ H∗(C
′(S))
U0−−−→ H∗(C
′(S)) −−−→ H∗(C
′(S)/U0) −−−→ ...
Since multiplication by U0 preserves algebraic grading, it follows that the above sequence
splits into direct summands
0 −−−→ Ha(C ′(S))
U0−−−→ Ha(C ′(S)) −−−→ Ha(C ′(S)/U0) −−−→ 0,
where Ha(C
′(S)) refers to the homology in algebraic grading given by a, and also
Ha(C
′(S)/U0) = 0 except for a = a0. Since the Alexander grading on Ha(C
′(S)) is
bounded above, it follows that if multiplication by U0 (which lowers Alexander grading)
is an automorphism on Ha(C
′(S)), then in fact Ha(C
′(S)) = 0.
3.2. The planar diagram. Proposition 3.4 gives an explicit calculation of ĤFK(S) as
a bigraded module over Z[[t]]. To calculate its structure as a module over the ring R,
we find it convenient to pass to the planar diagram associated to a singular link, defined
presently, cf. also [9, Section 5].
As the name suggests, the underlying Heegaard surface in this case is the sphere.
Each singular point p corresponds to a pair of circles βp and αp. The circle βp meets
also the α-circles corresponding to the two singular points pointed out of from p, in two
points apiece. Indeed, the disk bounding βp is divided in two by αp, and one of these
regions contains the points Oa and Ob corresponding to the out-going edges from our
singular point, while the other region is marked with XX . Similarly, βp divides the disk
around αp into two regions, one of which we have already encountered, and it is marked
by XX , and the other contains the points Oc and Od corresponding to the in-coming
edges. These regions are also marked with two marking points in the P.
Each smoothed point corresponds to a pair of α-circles, αa and αb and a pair of β-
circles βc and βd, where αa and βc meet in two points, and αb and βd meet in two points.
Letting Da, Db, Dc, and Dd be the disks bounded by αa, αb, βc, and βd respectively, we
have that Da ∩Dc and Db ∩Dd are marked by X , and Da − Da ∩ Dc, Db −Db ∩Dd,
Dc −Da ∩Dc, and Dd −Db ∩Dd resp. are marked by Oa, Ob, Oc, and Od respectively.
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At the distinguished edge, we have a α-circle corresponding to the out-going edge, and
an β-circle corresponding to the in-coming edge. These two circles are in fact disjoint,
and the complementary region is marked with a single X , as illustrated in Figure 9.
We include also markings contained inside the disks bounded by the α-circles.
This Heegaard diagram is illustrated in Figure 8.
b
c d
a
b
a
a
b
a
b
b
dc
a
dc
a
b
c d
Figure 8. Planar diagram for singularized links. Given part
of a singular knot projection illustrated on the top row, we construct
the following planar diagram illustrated on the bottom row. We have
illustrated from the top row: a singularized point, a smoothed point, and
the distinguished edge.
For this diagram, we can form the same sum as in Equation (11). The present dia-
gram satisfies a stronger finiteness condition: each non-trivial periodic domain has both
positive and negative local multiplicities. As in [13], this ensures that the differential
from Equation (11) consists of finitely many terms, and hence it can be done over the
base ring R. Let CFK−(2)(S) denote the resulting chain complex.
Lemma 3.7. There is an isomorphismH∗(CFK
−
(2)(S)[[t]])
∼= H∗(CFK
−
(1)(S)[[t]]), where
CFK−(1)(S) is the chain complex for a singularized knot defined using the initial dia-
gram, and CFK−(2)(S)[[t]] is the chain complex using the planar diagram, and completed
at t.
Proof. We describe a sequence of handleslides and destabilizations going from the ini-
tial diagram to the planar diagram. Consider first the case where there are no smoothed
edges. Order the edges in the diagram, starting at the distinguished edge, and proceed-
ing according to the orientation of the knot. This then assigns numbers to the two
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outgoing edges a and b and the two incoming edges c and d. At a given singular point,
we take the outgoing edge which is assigned the highest number, and handleslide its
corresponding meridian (α-circle) over the other three meridians corresponding to the
three other edges of the singular point. In fact, we do this in the following order: we
start with the very last edge in the diagram, and work our way backwards. It is easy
to see that what we are left with can be destabilized to go back to the planar diagram.
We can now follow the handleslides and destabilizations with isomorphisms among
knot Floer homology groups, following [13]. Handleslide invariance is established via
a map which counts pseudo-holomorphic triangles. The key point now is that the
handleslides we indicated in the above algorithm never cross the marked points P.
More specifically, let (Σ,α,β,w, z) and (Σ,α′,β,w, z) be two pointed Heegaard
diagrams, where α and α′ differ by handleslides; and suppose that P is a marking which
is admissible for both diagrams, so that the marking P is disjoint from the support of
the handleslides. This is the condition which ensures that
H∗(CFK
−(Tα,Tα′)) ∼= H∗(T
g+n)⊗R;
so that it has a canonical (up to sign) top-dimensional generator Θ. Following [13,
Section 9], we can define the handleslide map
F : CFK−(Σ,α,β,w, z)[[t]] −→ CFK−(Σ,α′,β,w, z)[[t]].
by
F (x) =
∑
y∈Tα′∩Tβ
∑
{ψ∈π2(x,Θ,y)
∣∣µ(ψ)=0,Xi(ψ)=0}#M(ψ) · t
P (ψ) · UO1(ψ)1 · ... · U
On(ψ)
n · y,
where here as usual π2(x,Θ,y) denotes the space of homotopy classes of Whitney tri-
angles connecting x ∈ Tα ∩ Tβ , Θ ∈ Tα ∩ Tα′ , and y ∈ Tα′ ∩ Tβ. Indeed, exactly
as in [13, Section 9], it follows that this map induces an isomorphism in homology.
quasi-isomorphism.
Invariance under destabilizations follows immediately from the usual proof, cf. [13,
Section 10].
The case where there are smoothings follows similarly. In fact, the only point here is
to pay extra attention to the ordering of the edges: we take the ordering of the edges
starting at the distinguished edge, and then proceeding according to the orientation of
the resolved singular knot.
For the planar diagram of a singular knot, we organize the intersection points Tα∩Tβ
as follows. At each singularized point p, the intersection points of βp with αq with
αq 6= αp can be partitioned into two pairs, each of which is indexed by one of the
outgoing edges a or b from p. We label the points xp, yp, xa, ya, xb, and yb. We say
that xa and ya are assocated to the edge a, and xb and yb are associated to the edge b.
Similarly, at each of the two vertices v for a smoothing, we have a pair of circles βv and
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βv, which intersect at two points which we label x and y. Similarly, the intersection
points of βv with αq with αq 6= αv, we have a pair of intersection points which we label
xa and ya, which are associated to the edge a. These labeling conventions are illustrated
in Figure 9.
b
d
dc
c
ba
a
a
bb
a
x x
y
yx
b
a
b
a
ba
dc
x
x
y
xy
y
yx
α
β
c d
ba
y
x
x
Figure 9. Diagram near the singularized or resolved crossing.
Intersection points here are labeled.
Given an generator x, we consider the graph which is the union over all xi ∈ x of the
edges associated to xi.
Definition 3.8. Let S be a singular link. A coherent cycle is an closed, connected cycle
embedded in the graph underlying the singular link which can be oriented coherently with
the orientation of S, and which does not include the distinguished edge. A coherent
multi-cycle is a disjoint union of coherent cycles, or possibly the empty set.
Lemma 3.9. The graph corresponding to any generator is a coherent multi-cycle. Mo-
rover, for a fixed multi-cycle, there are 2n different generators which map to it.
Proof. This is a straightforward consequence of the combinatorics of our Heegaard
diagram.
There is a canonical generator x0, which is the product of the xp ∈ αp ∩ βp (as in
Figure 9) for all p. The corresponding graph is empty.
Consider the case where Z consists of a single component, and suppose also that
S has connected underlying graph. Consider the corresponding generator x(Z) which
contains only points of the form xp, xa, or xc (i.e. it contains none of the points of
the form yp, ya, or yc at any p), and whose associated multi-cycle is Z. We claim that
there are exactly two positive domains φ1 and φ2 in π2(x(Z),x0) with Xi(φ) = 0. The
precise recipe for constructing both x(Z) and the domains φ1 and φ2 are illustrated
in Figure 10. To see that there are only two, we proceed as follows. Any domain in
π2(x(Z),x0) can be written as φ1 +
∑
s∈X(S) ks · Ps, where ks are some integers, and Ps
is the periodic domain at the singular point s. By looking at the local picture near each
singular point, we see that if this domain is positive, then |ks| ≤ 1. In fact, if ks 6= 0,
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and if e is an edge connecting two vertices inside Z from s1 to s2, then ks1 = ks2. It
now follows easily that φ1 and φ2 are the only positive domains.
The fact that nX(φ1) = nX(φ2) = 0 follows from the fact that our planar diagram is
in braid form, with distinguished edge on the left. It is easy to see that µ(φi) = 1. (In
fact, more will be proved in Lemma 3.11.)
Proposition 3.10. The element x0 is a cycle.
Proof. Clearly, x0 has minimal algebraic degree among all generators which corre-
spond to the empty graph.
In the above discussion, we have shown that if Z is a connected cycle, then the
generator x(Z) with minimal algebraic grading among all generators corresponding to
Z has algebraic degree one greater than that of x0. Iterating this, it follows readily that
if Z has n components, then any of its corresponding generators has algebraic grading
at least n greater than that of x0.
To complete the proof of Theorem 3.1, then, it suffices to verify that the boundaries
of the various chains with algebraic grading one greater than that of x0 give the stated
relations. Relations of the form
(18) t2 · U (p)a · U
(p)
b = U
(p)
c U
(p)
d
arise as the boundaries of the various generators corresponding to the empty graph,
which replace exactly one component of x0 by the corresponding yp. The remaining
relations come from looking at the boundaries of x(Z), with the help of the following:
Lemma 3.11. Consider a Heegaard diagram, and suppose that there are two generators
x and y for its Heegaard Floer homology which can be connected by a homology class of
disks φ ∈ π2(x,y) whose associated two-chain D(φ) has the following properties:
• D(φ) is a planar region, with one boundary consisting of a 2n-gon, where al-
ternate between arcs in {αi}ni=1 and {βi}
n
i=1 (thus the corners alternate between
components of x and components of y)
• all other boundaries of φ are bounded by circles {αj}
n+m
j=n+1
• there are arcs in the {βj}
n+m
j=n+1 which connect between various of the {αi}
n+m
i=1
with the condition that, D(φ)−βn+1−...−βn+m has a single connected component;
in fact, if we construct the graph whose vertices are arcs in αi and whose edges
correspond to βj which connect them, we obtain a graph with a single closed
cycle, corresponding to the 2n-gon on the boundary of D(φ). (It is easy to see
that all the componets of x in the interior αi (with i > n) coincide with the
corresponding components of y.)
In this case, µ(φ) = 1, and for any choice of almost-complex structure, #M̂(φ) = ±1.
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Figure 10. Instructions for constructing the two possible cyclic
domains. The left hand column consists of the possible local pictures
of a cycle Z in the knot projection, where the dark edges signify edges
connecting two vertices contained inside the the region bounded by Z
(while the dotted edges do not); moreover, the interior of the cycle is
shaded gray. The second column signifies the corresponding two-chain
for φ1, while the third indicates the corresponding two-chain for φ2.
Proof. We can embed φ into a Heegaard diagram for S3 with the following properties.
There are only three generators of Tα∩Tβ , one of which is x, the other y, and the third is
denoted w, and the only positive Whitney disk supported away from the basepoint O is
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φ. Since ĤF (S3) is one-dimensional, it follows at once that φ has a unique holomorphic
representative (for any almost-complex structure).
The Heegaard diagram is constructed by starting with a Heegaard diagram for S3,
thought of as plumbing of a sequence of n spheres, the first of which has square −2, the
next n − 2 have square zero, and the last square −1. This gives us the case φ0 where
m = 0.
To pass to the more general case, we stabilize the diagram as follows. Suppose βj is
some arc which connects αj j > n to some αi with i ≤ n. We then attach a one-handle
to the Heegaard surface constructed so far in such a manner that one of the feet is
supported in the region marked by the basepoint O, and the other is attached inside
the support of φ0. We then add also the curve αj, which is a core of our one-handle, and
complete βj to be a closed curve which runs through our handle. After adding all the αj
with distance one from the boundary, we proceed to those with distance two. Now, the
one-handle is added so that one foot is inside the region bounded by the α-circle with
smaller distance. Proceeding inductively, we construct our desired Heegaard diagram
for S3, cf. Figure 11.
1 ββ
β
β α
αα
β
α
3
3
2
2
1
α
5
5
4
4
GG
F
F
EDECDC BB A
α
A
6
β
6
β
7
7
α
Figure 11. A Heegaard diagram for S3. The illustrated Heegaard
diagram for S3 has the property that ĈF (S3) has only three generators.
One-handles are labelled with letters, the marked point is indicated by an
unmarked hollow circle. There is exactly one non-negative flowline which
does not cross the marked point, and it is shaded. The domain here is a
10-gon with two disks removed.
In view of Lemma 3.11 (and its analogue, replacing roles of α- and β-circles), taking
differentials of minimal algebraic chains in x(Z) (where Z is a coherent cycle), we obtain
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relations in the homology of the form
(19) t|WZ | ·
∏
e∈Out(WZ )∩In(W
c
Z
)
Ue = ±
∏
e∈In(WZ)∩Out(W
c
Z
)
Ue
Equation (7), where WZ is the set of vertices contained inside the multi-cycle Z. (More
precisely: the complement of the cycle Z consists of two open sets; one of these regions
D contains the distinguished edge, and the other does not. By WZ we mean all vertices
which in the complement of D.)
The sign is determined by the following
Lemma 3.12. Letting x0 be the minimal intersection point from Proposition 3.10, and
let x(Z) be the generator with minimal algebraic degree associated to a fixed (one-
component) cycle Z for the graph. Let φ1, φ2 ∈ π2(y,x0) be the two Maslov index
one homotopy classes. Then, with respect to the usual sign conventions, #M̂(φ1) =
−#M̂(φ2).
Proof. According to Lemma 3.11, |#M̂(φ1)| = |#M̂(φ2)| = 1. We exclude the
possibility that #M̂(φ1) = −#M̂(φ2). Let C denote the chain complex associated to
the planar diagram, now setting all the Ui = 1 and t = 1. This homology group is
invariant under isotopies of the diagram which cross the Oi. Moreover, x0 remains a
cycle in in C, and the existence of y as above ensures that the homology class represented
by x0 is non-trivial, but has two-torsion. But if we isotope the planar diagram (crossing
the Oi) so that at each ασ meets only its corresponding βσ (and none of the other
β-circles), then we are left only with intersection points corresponding to the empty
graph, and in the resulting chain complex, all differentials cancel in pairs. In particular,
there is no torsion in the homology.
Our aim is to show that the general case follows from these special cases.
Lemma 3.12 determines the sign in Equation (19). We wish to show that all the
other relations in Equation (7) follow from relations the corresponding relations for sets
W = WZ , where Z ranges over all coherent cycles Z in the projection, together with
the relations from Equation (18). More precisely, given a coherent cycle Z, let WZ
denote the set of vertices contained in the interior of Z. Let A′(S) denote the algebra
Z[U0, ..., U2n] divided out by the relations
(20) t|WZ | ·
∏
e∈Out(WZ )∩In(W
c
Z
)
Ue =
∏
e∈In(WZ)∩Out(W
c
Z
)
Ue
and
(21) t2 · U (s)a · U
(s)
b = U
(s)
c · U
(s)
d .
30 PETER OZSVA´TH AND ZOLTA´N SZABO´
at each singular point s. There is an obvious projection map
q : A′(S) −→ A(S).
Indeed, we have the following:
Lemma 3.13. The map q is an isomorphism.
Proof. We prove that each relation of the form Equation (7) follows from corre-
sponding relations, where we take only those sets W ′ which are connected, and have
connected complement. Moreover, they follow from corresponding relations where there
are no vertices with only in-coming or only out-going edges. But the relations corre-
sponding to sets with this form are precisely the relations from Equation (20).
Supposing that S has connected projection, we have shown that that the homology
ĤFK(S) in the Maslov degree given by x0 coincides with the R-module (which, in-
cidentally, is also a ring) A(S) described in the introduction. In the case where the
graph underying S is connected, it is easy to see that A(S) is non-trivial, as it contains
the element corresponding to 1; since Proposition 3.4 ensures that all of ĤFK(S) is
concentrated in one algebraic grading, we conclude that ĤFK(S) ∼= A(S).
In the other case where the graph underlying S is disconnected, A(S) is trivial, but
so is ĤFK(S), as can be readily seen from Proposition 3.4.
Proof. [Of Theorem 3.1.] The above discussion gives the identification
H∗(CFK
−(S)) ∼= A(S).
It is perhaps worth noting that Theorem 3.1 gives an algebraic calculation of the
invariant H˜FS of [9] for connected, planar singular knots. Specifically,
H˜FS∗(S)⊗ Z[t−1, t]] = Tor
Z[U0,...,U2n,t−1,t]]
∗
(
A(S),Z[U0, ..., U2n, t
−1, t]]/(U0, ..., U2n)
)
.
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4. Skein exact sequences, and a cube of resolutions
Our aim now is to demonstrate exact sequences relating the knot Floer homology of
a knot, its singularization, and its smoothing. We begin with a the following variant of
Theorem 1.1:
Theorem 4.1. Let K+ be an oriented knot given equipped with a distinguished positive
crossing p, R denote its (oriented) smoothing at p, and X denote its singularization at
p. Then, for a suitable choice of twisting, we have the following exact sequences
... −−−−−→ HFK−(K+)⊗ Z[t] −−−−−→ H∗(
CFK−(X)
(t·Ua+t·Ub−Uc−Ud)
) −−−−−→ H∗(CFL−(R)) −−−−−→ ...
and
... −−−−−→ ĤFK(K+)⊗ Z[t] −−−−−→ H∗(
ĈFK(X)
(t·Ua+t·Ub−Uc−Ud)
) −−−−−→ H∗(
CFL−(R)
Ua
) −−−−−→ ...
Letting K− denote the corresponding knot where the positive crossing is changed to
negative, we have the exact sequences:
... −−−−−→ HFK−(K−)⊗ Z[t] −−−−−→ HFK
−(R) −−−−−→ H∗(
CFK−(X)
(t·Ua+t·Ub−Uc−Ud)
) −−−−−→ ...
and
... −−−−−→ ĤFK(K−)⊗ Z[t] −−−−−→ H∗(
CFL−(R)
Ua
) −−−−−→ H∗(
ĈFK(X)
(t·Ua+t·Ub−Uc−Ud)
) −−−−−→ ...
Theorem 4.1 is stated with twisted coefficients. Indeed, for the singular link, one is
to understand coefficients twisted using the special markings illustrated in Figure 3.
Specializing to t = 1, we obtain the following:
Corollary 4.2. With K+, K−, X , and R as above, we have long exact sequences
... −−−→ HFK−(K+) −−−→ H∗(
CK−(X )
(Ua+Ub−Uc−Ud)
) −−−→ HFL−(R) −−−→ ...
... −−−→ ĤFK(K+) −−−→ H∗(
ĈFK(X )
(Ua+Ub−Uc−Ud)
) −−−→ H∗(
CFL−(R)
Ua
) −−−→ ...
... −−−→ HFK−(K−) −−−→ HFK
−(R) −−−→ H∗(
CFK−(X )
(Ua+Ub−Uc−Ud)
) −−−→ ...
... −−−→ ĤFK(K−) −−−→ H∗(
CFK−(R)
Ua
) −−−→ H∗(
ĈFK(X )
(Ua+Ub−Uc−Ud)
) −−−→ ...
Theorem 4.1 is proved by inspecting a suitable Heegaard diagram, pictured in Fig-
ure 12. After proving Theorem 4.1 and its corollary, we turn our attention to a stronger
form of the theorem which gives the hypercube of resolutions alluded to in the introduc-
tion. Note that the version stated in Theorem 1.1 involves a statement about absolue
Alexander and Maslov degrees. We return to this detail in Subsection 4.1.
We find it convenient to give a proof of Theorem 4.1 in terms of a slight modification
of the planar Heegaard diagram from Subsection 3.2. Specifically, draw a Heegaard
diagram near a singular point for X as shown in Figure 12. In that picture, we have
distinguished circles α1 and β1 which meet in two points x and x
′. If we drop the pair
of circles α1 and β1, and then choose A
− and A0 as points in X (and disregard the
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points B), we obtain a marked Heegaard diagram for X . This diagram is marked with
O = {O1, ..., On}, and X = {A−, A0} ∪ X0, where X0 = {X1, ..., Xn−2}. Alternatively,
if we leave in α1 and β1, and use X = X0 ∪ {A−, A0}, we obtain a Heegaard diagram
for K−. Leaving in α1 and β1, and using X = X0 ∪ {A0 ∪ A+}, we obtain a Heegaard
diagram for the knot with positive krossing K+. Finally, using X as the union of X0
and the two regions marked by B, we obtain a Heegaard diagram for the smoothing R
of the crossing.
,
ba α1
β1
x
A
B
AA +
−
B
c d
0
x
α
β
2
2
Figure 12. Exact triangle. Markings near a singular point used in
in the proof of the exact triangle with singular links.
Clearly, CFK−(K−) has a subcomplex X consisting of configurations which contain
the intersection point x, and a quotient complex Y . Thus, CFK−(K−) can be thought
of as the mapping cone of the map
ΦB : Y −→ X
gotten by counting Maslov index one flowlines which contain exactly one of the regions
marked by B, i.e.
ΦB(x) =
∑
y∈S
∑
8<
:φ∈π2(x,y)
∣∣ µ(φ) = 1,Xi(φ) = 0 ∀i = 1, ..., n− 2
B1(φ) + B2(φ) = 1
9=
;
#M̂(φ) · tP (φ) · UO1(φ)1 · ... · U
On(φ)
n · y.
Moreover, CFK−(R) has Y as a subcomplex, with quotient X , and hence, it can be
thought of as the mapping cone of the map
ΦA− : X −→ Y,
defined by counting flowlines which contain exactly one of the regions marked by A0 or
A−. Clearly X is isomorphic to CFK−(X ).
Similarly, there is a subcomplex X ′ of CFK−(R) consisting of configurations which
contain the intersection point x′. This has a quotient complex we denote by Y ′. More-
over, K+ has a subcomplex isomorphic to Y ′ and quotient complex isomorphic to X ′.
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Thus, we can think of CFK−(K+) as a mapping cone of
ΦB′ : X
′ −→ Y ′
gotten by counting flowlines with non-zero multiplicity at B, and CFK−(R) as the
mapping cone of
ΦA+ : Y
′ −→ X ′,
which counts flowlines through exactly one of A0 or A+.
Lemma 4.3. The composite maps ΦA+ ◦ ΦB′ and ΦB ◦ ΦA− are chain homotopic to
multiplication by
±(t · Ua + t · Ub − Uc − Ud).
Proof. Let ΦA−B : X −→ X denote the map defined by counting flowlines with µ(φ) =
1 and which represent homotopy classes with the property that A0(φ) + A−(φ) = 1
and also the total multiplicity in φ of the two points labelled by B is equal to one.
Considering ends of moduli spaces with Maslov index equal to two, we see that
∂ ◦ ΦA−B + ΦA−B ◦ ∂ + ΦB ◦ ΦA− + F = 0,
where F is a count of Maslov index two boundary degenerations containing one of the
points among {A0, A−} and one of the two regions marked by B. But there are four
such homotopy classes, two from Σ−α1− ...−αn, and two from Σ− β1− ...− βn. The
former two contribute t · Ua + t · Ub and the latter two −Uc − Ud, cf. Figure 13. Note
that the signs work as stated: the first two terms come from boundary degenerations
with boundary on Tα, and the second from those with boundary on Tβ .
The case of ΦA+ ◦ ΦB′ follows similarly.
Proof. [Of Theorem 4.1] We can now consider the following two filtered complexes,
denoted P and N respectively:
X ′
ΦB′ > Y ′
X ′
t·Ua+t·Ub−Uc−Ud
∨
=
>X ′
Φ
A+
∨
Φ
A+B
>
and
X
=
>X
Y
Φ
A−
∨
ΦB
> X
t·Ua+t·Ub−Uc−Ud
∨
Φ
A−B
>
(22)
The first of these is clearly quasi-isomorphic to CFK−(K+). This can be seen by
considering the filtration induced by the vertical coordinate, where the complex is ex-
pressed as the extension of a subcomplex with trivial homology by a quotient complex
which is CFK−(K+).
Alternatively, if we consider the filtration by the horizontal coordinate, where the
first complex has a subcomplex quasi-isomorphic to CFK−(R), with quotient complex
the mapping cone of
t · Ua + t · Ub − Uc − Ud : X
′ −→ X ′.
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0
x
x
A
B
AA +
−
B
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β
β
c d
α
1
1
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x
x
,
A
B
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−
B
α
β
β
c d
α
1
1
0
x
x
,
A
B
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−
B
α
β
β
c d
α
1
1
0
x
x
,
A
B
AA +
−
B
α
β
β
c d
α
1
1
Figure 13. Composite of ΦA ◦ ΦB. This is the geometric content of
Lemma 4.3. The four types of boundary degeneration with Maslov index
equal to two and which contain one of both A and B are pictured here.
Putting these two observations together, we get a long exact sequence:
... −−−→ H∗(CFK
−(R)) −−−→ H∗(CFK
−(K+)) −−−→ H∗(
X′
t·Ua+t·Ub−Uc−Ud
) −−−→
A similar reasoning applied to the second complex gives the following:
... −−−→ H∗(
X
t·Ua+t·Ub−Uc−Ud
) −−−→ H∗(CFK
−(K−)) −−−→ H∗(CFK
−(R)) −−−→
Observe now that X is identified with CFK−(X ), while X ′ is also identified with
CFK−(X ) (only with a shift in gradings, cf. also Subsection 4.1 below). The two exact
triangles involving ĤFK(K+) and ĤFK(K−) are gotten by setting Ua = 0.
Proof. [Of Corollary 4.2.] The corollary follows at once by specializing the above
discussion to t = 1.
If K is a (possibly singular) knot, and p is a positive crossing, whose singularization
is denoted sp(K) and whose smoothing is denoted rp(K), then we can define chain maps
(23) Up : CFK
−(sp(K))⊗RR/(t · U
(p)
a + t · U
(p)
b − U
(p)
c − U
(p)
d ) −→ CFK
−(rp(K)).
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and
(24) Zp : CFK
−(rp(K)) −→ CFK
−(sp(K))⊗RR/(t · U
(p)
a + t · U
(p)
b − U
(p)
c − U
(p)
d ),
which we call “unzip” and “zip” homomorphisms respectively. These are the homomor-
phisms correponding to the horizontal arrows from Diagram (22).
Let K be a knot projection, and consider its cube or resolutions
⋃
I : c(K)−→{0,1}XI(K).
Note that for the purposes of the results from this section, it is irrelevant if the projection
has braid form or not.
We can form a graded R-module V (K) =
⊕
I : c(K)−→{0,1} V (XI(K)), where here
V (XI(K)) = H∗
CFK−(XI(K))⊗ ( ⊗
s∈X(XI (K))
R/(t · U (s)a + t · U
(s)
b − U
(s)
c − U
(s)
d )
) ,
where here X denotes the set of singular points in the singularized knot XI(K).
Theorem 4.4. Let K be a knot equipped with a projection. There is a spectral se-
quence whose E1 term is V (K), and with d1 differential induced by the zip and unzip
homomorphisms, which converges to HFK−(K).
Draw the planar Heegaard diagram for the knot K, gotten by putting together the
pictures from Figure 12. In particular, at each crossing p, we have a pair of X-markings
A0p and A
−
p or A
+
p , depending on the sign of the crossing. In fact, we drop the distinction
from our notation, denoting both markings simply by Ap. We place pairs of markings
Bp as well, also as in Figure 12.
There is a natural filtration on the chain complex for CFK−(K). Specifically, let S
denote the set of generators Tα ∩Tβ for the Heegaard diagram for K. Given a crossing
i, we say that a generator x has type Xi if either:
• i is a negative crossing and x contains the distinguished point xi
• i is a positive crossing and x contains the distinguished point x′i
A homology class of Whitney disk φ is said to have type Ai if the following conditions
are satisfied:
• φ ∈ π2(x,y) where one of x and y has type Xi and the other has type Yi
• φ has multiplicity at one of the two points marked Ai, and zero at the other
• φ has multiplicity zero at both points marked Bi.
Similarly, φ is said to have type Bi if
• φ ∈ π2(x,y), where one of x and y has type Xi and the other has type Yi
• φ has multiplicity zero at both points marked with Ai.
• φ has multiplicity one at one of the two points marked with Bi and multiplicity
zero at the other.
Finally, φ has type AiBi if
• φ ∈ π2(x,y) where both x and y are of type Xi
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• φ has multiplicity one at one of the two regions marked Ai, and zero at the other
• φ has multiplicity one at one of the two regions marked Bi, and zero at the
other.
We have maps
ΦAi : Xi −→ Yi
ΦBi : Yi −→ Xi
gotten by counting pseudo-holomorphic disks of type Ai resp. Bi. More generally, fix
disjoint sets I, J,K ⊂ {1, ..., n}. Let XI = ∩i∈IXi, YJ = ∩j∈JYj , XK = ∩k∈KXk. We
can define a map
ΦIJK : XI ∩ YJ ∩XK −→ YI ∩XJ ∩XK
gotten by counting flows which are
• of type Ai for all i ∈ I ∩ P and Bi for all i ∈ I ∩N ,
• type Bj for all j ∈ J ∩ P and Aj for all j ∈ J ∩N
• type AkBk for all k ∈ K,
• the multiplicity at all the other basepoints Ai and Bi are zero
where N are the negative crossings and P are the positive ones.
Lemma 4.5. Fix disjoint sets I, J,K ⊆ {1, ..., n}. Then∑
(
I1, J1, K1,
I2, J2, K2
∣∣∣ I1‘ I2‘K1‘K2 = I ∪K
J1
‘
J2
‘
K1
‘
K2 = J ∪K
)ΦI1,J1,K1 ◦ ΦI2,J2,K2
=
{
−u(k) if K contains a single element k, and I = J = ∅
0 otherwise.
where u(k) is multiplication by the scalar t · U (k)a + t · U
(k)
b − U
(k)
c − U
(k)
d .
Proof. This follows from the usual Lagrangian Floer homology proof that ∂2 = 0: we
consider ends of moduli spaces of pseudo-holomorphic disks with Maslov index equal
to two, and consider the ends. Multiplication by the scalars arises from the boundary
degenerations from Lemma 4.3. Note that boundary degenerations with Maslov index
two contain exactly one Ai and its corresponding Bi; i.e. they are of the form counted
in that lemma.
Consider the graded group
C =
⊕
I
‘
J
‘
K
‘
L=X(K)
XI ∩ YJ ∩XK ∩XL,
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whose index set consists of all partitions of the crossings into four disjoint sets. This
index set can be ordered by the convention that
(I1, J1, K1, L1)  (I2, J2, K2, L2)
if I2 ⊆ I1, J2 ⊆ I1 ∪ J1, K2 ⊆ I1 ∪K1. Consider the map
D(I1,J1,K1,L1)(I2,J2,K2,L2) : CI1,J1,K1,L1 −→ CI2,J2,K2,L2
defined by the following formula
(25)
D(I1,J1,K1,L1)(I2,J2,K2,L1) =

ΦJ2∩I1,L2∩J1,L2∩I1 if K1 = K2
±1 if K2 = I1 ∪ {n}, J2 = J1, L2 = L1
and n is a negative crossing
±1 if L2 = K1 ∪ {p}, J2 = J1, L2 = L1
and p is a positive crossing
±u(n) if L2 = K1 ∪ {n}, J2 = J1, L2 = L1
and n is a negative crossing
±u(p) if K2 = I1 ∪ {p}, J2 = J1, L2 = L1
and p is a positive crossing
The signs ±1 are determined as follows. They depend on the generator x, and also
on the pair of gradings (I1, J1, K1, L1)  (I2, J2, K2, L2), where K1 and K2 differ by a
single crossing c. Specifically, if we order all the crossings in the diagram, then
(26) ±1 = (−1)M(x)+#{k∈K1∩K2
∣∣c<k}.
We can endow C with an endomorphism
D =
∑
(I1,J1,K1,L1)(I2,J2,K2,L2)
D(I1,J1,K1,L1)(I2,J2,K2,L2).
Lemma 4.6. The module C endowed with the endomorphism D is a chain complex,
which is quasi-isomorphic to CFK−(K).
Proof. The fact that it is a complex follows from Lemma 4.5. More precisely, we
must verify that the (I2, J2, K2, L1) component of D
2|(I1,J1,K1,L1) vanish. In the cases
where K2 = K1, this is a direct consequence of Lemma 4.5. In the cases where |K1| and
|K1| differ in a single element, this is a consequence of the fact that any of the Φ-maps
commutes (up to sign) with multiplication by 1 or by u(s). The factor (−1)M(x) in the
choice of signs is inserted so that these squares, in fact, anti-commute. Finally, we must
check D2 = 0 in cases where K1 and K2 differ in two places. In this case, we must
consider squares where two of the edges are marked by multiplication by ±1 or ±u(s).
Anticommutativity of the squares, then, is ensured by the factor (−1)#{k∈K1∩K2
∣∣c<k} in
the signs.
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The quasi-isomorphism with CFK−(K) is seen by contracting horizontal differentials
labelled by ±1 in Equation (25). Equivalently, each singular point i endows C with
a filtration as in Equation (22). Contracting those horizontal differentials labelled by
= in Equation (22), we end up with a chain complex for CFK−(K). More precisely,
consider the subcomplex of C corresponding to (I, J,K, L) with some positive crossing
p is in K or L. This is clearly a subcomplex, and it has trivial homology. In the quotient
complex (which can be thought of as a complex we obtain after contracting the bottom
horizontal arrow in each P), we have a subcomplex consisting of those (I, J,K, L) with
the property that each negative crossing n is in J or L. Clearly, its quotient complex
has trivial homology. This subcomplex, in turn is identified directly with CFK−(K).
Proof. [Of Theorem 4.4] We can think of our chain complex as filtered by an n-
dimensional hypercube by collapsing the vertical filtration. The resulting chain complex
is ⊕
I : c(K)−→{0,1}
CFK−(XI(K)),
where
CFK−(XI(K)) = CFK
−(XI(K))⊗
( ⊗
s∈X(XI (K))
R/(t · U (s)a + t · U
(s)
b − U
(s)
c − U
(s)
d )
)
,
with edge homomorphisms induced by zip and unzip maps. This immediately gives rise
to our stated spectral sequence.
4.1. Absolute Maslov and Alexander gradings and Theorem 1.1. The above
proof of Theorem 4.1 verifies the version stated in the introduction, Theorem 1.1, up
to overall shifts in Alexander and Maslov gradings of the three terms: it is clear that
the maps (which are induced by ΦB, ΦA± , and connecting homomorphisms) all preserve
Alexander gradings and Maslov gradings, up to shifts. It remains to pin down this
indeterminacy.
Proof. [Of Theorem 4.1] We re-examine the diagram Equation (22), indicating Alexan-
der gradings induced from P in parentheses:
X ′(s)
ΦB′ > Y ′(s)
X ′(s− 1)
Ua+Ub−Uc−Ud
∨
>X ′(s− 1).
Φ
A+
∨
Φ
A+B
>
(27)
We verify that φ+ preserves Alexander gradings as follows. Choose an element x
′ ∈
X ′(s). This element inherits Alexander grading s from the complex for K+. The map
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φ+ is induced by the projection of the above complex to the mapping cone:
Ua + Ub − Uc − Ud : X
′(s) −→ X ′(s− 1),
which in turn is identified with the mapping cone
Ua + Ub − Uc − Ud : X(s+ 1) −→ X(s).
Here X is the complex for the singularized link, endowed with the Alexander grading
inherited from the diagram for K+, when it is thought of as generated by those elements
which contain the the distinguished intersection point x from Figure 12, rather than
x′, which was used to define X ′. This is the convention compatible with the state
sum formula (and hence also it is the Alexander grading which induces the Alexander
polynomial as specified by the skein sequence of Equation (2)). Thus, the element x′
in K+-Alexander bigrading grading s projects to the element x
′ ∈ X(s + 1), which we
think of as an element in Alexander grading s in the mapping cone. Thus, φ+ preserves
the Alexander grading.
To see that δ+ preserves Alexander gradings, we proceed as follows. Modifying our
Heegaard diagram for K+, by moving the two basepoints X to the new pair B as in the
proof of Theorem 4.1, we obtain a new Heegaard diagram for R. We must compare the
internal Alexander grading of this diagram with the one it inherits by thinking of its
chain complex as a summand of P. Observe first that generators for this new complex
also give rise to Kauffman states for the resolution, except for states which contain
“right” Kauffman corners, labelled by C in Figure 4, and those cancel in pairs by a
suitably chosen rectangle crossing none of the basepoints. Consider now a generator x
for the R, which corresponds to a Kauffman state for the resolution. There are two
cases: either the Kauffman state occupies the top corner, or the bottom corner. If it
occupies a top corner, it is an element of Y ′(s), as shown in Figure 14, whose Alexander
grading is determined by a state sum formula. Alternatively, it can be considered as a
generator for the positve crossing, where it again corresponds to a top Kauffman state,
and hence its local contribution is 1/2 (so that its Alexander grading is 1/2 greater
than when the state was considered as a generator for the resolved diagram). When y
occupies a bottom state (in Y ′(s)) for the resolved diagram, then we can find another
state (as in Figure 14) in X ′(s+ 1), i.e. which has one greater Alexander grading, and
which in fact represents the Kauffman corner D+ for the resolved diagram. Thus, the
Alexander grading of y, when thought of as a generator for K+, is once again 1/2 greater
than its Alexander grading, when thought of as a generator for R. This same argument
readily shows that ψ+ preserves Alexander gradings.
Having established the behaviour of the Alexander grading, we find it convenient to
work with the algebraic, rather than the Maslov, grading, since that gives us the added
flexibility to specialize to Ui = 1 and then isotope across the Oi.
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d
c
B
B
B
c
d
Figure 14. Verification of Alexander grading shifts. The top
drawing demonstrates a correspondence between the “top” state for K+
(whose local Alexander contribution is 1/2, according to Figure 6), with
the same state, thought of as a state for the resolution. Heegaard diagrams
for a positive crossing and its destabilization. The black generator in the
bottom row has local Alexander contribution −1/2, as can be seen by
some handleslides. The reader can easily find a Whitney disk connecting
the black to the white state, which crosses X with multiplicity −1, and
which then corresponds to the given Kauffman state for the resolution
(where we use the basepoints B rather the ones marked by X ’s).
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5. Proof of Theorem 1.2.
We assemble now the ingredients to verify Theorem 1.2.
We will need one more fact about the homomorphisms Zp and Up defined in Section 4.
Let X be a singular knot and R the singular knot obtained by smoothing one of the
singular points p of X , and consider their planar diagrams. Let x0(X ) be the cycle
representing the generator of the R-module H∗(C
′(X )).
To calculate Zp, we use the Heegaard diagram for the smoothing R indicated in
Figure 12 (using basepoints B as markings representing the smoothing R), and also the
left-hand diagram in Figure 15.
Let y0(R) denote the intersection point which, away from the distinguished crossing
agrees with the intersection point x0(R) of Proposition 3.10, but which, at the dis-
tinguished (smoothed) crossing consists of the pair of intersection points x′ and y of
Figure 15.
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Figure 15. Heegaard diagrams for the smoothing. We have
here two alternative Heegaard diagrams representing the smoothing at
the distinguished crossing p.
We have the following analogue of Proposition 3.10:
Lemma 5.1. The intersection point y0(R) is a cycle in the Heegaard diagram, and its
image generates H∗(C
′(R)).
Proof. Let y1(R) be the intersection point which agrees with y0(R) away from the
distinguished crossing, where it exchanges x′ and y for u and v.
Isotoping α1 and β1 so that they are disjoint, as in the right-hand picture in Figure 15,
we obtain a new Heegaard diagram for the smoothing. For this new diagram, the proof
of Proposition 3.10 applies: again, we can associate a coherent multi-cycle to each
generator, and indeed, there is a generator with minimal algebraic grading among all
generators associated to the empty multi-cycle, and it has has locally the form u and
v. In fact, this argument applies shows that of all the generators for original Heegaard
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diagram for the smoothing which do not contain x or x′, the generator with minimal
algebraic grading is y1(R).
Similarly, the proof of Proposition 3.10, applied now to the singularized diagram,
shows that of the intersection points containing x′, there is a unique one with minimal
algebraic grading, and in fact, it is y0(R).
But a small rectangle in the diagram, juxtaposed with a bigon with multiplicity −1,
demonstrates that this generator has algebraic grading equal to that of y1(R). Also the
bigon from x to x′ demonstrates that any generator contaning x′ has algebraic grading
at least one greater than y0(R).
We have established that there are no generators with algebraic grading less than
y0(R), and hence it follows that y0(R) is a cycle.
Under the map induced by the isotopy, it is clear that y1(R) is taken to a generator
with minimal alegbraic grading in the new diagram, and hence it generates the homol-
ogy H∗(C
′(R)). Since it is homologous to y0(R), it follows y0(R) also generates this
homology.
Proposition 5.2. Under the identifications H∗(C
′(X )) ∼= A(X ) and H∗(C ′(R)) ∼=
A(R) (the first of which comes from Theorem 3.1, and the second is achieved with
the help of Lemma 5.1), the induced maps on homology H∗(C
′(X )) −→ H∗(C ′(R)) and
H∗(C
′(R)) −→ H∗(C ′(X )) induced by the unzip and zip maps of equation Equation (23)
and (24) correspond to multiplication by ±1 and multiplication by ±(t ·Ub−Uc) respec-
tively (i.e. up to sign, they correspond to the maps up and zp defined in Section 1).
Proof. The map Up sends the subcomplex X ′ of the mapping cone of C ′(X ) (thought
of as a mapping cone of t · Ua + t · Ub − Uc − Ud : X ′ −→ X ′ isomorphically to the
subcomplex X ′ (thought of as a mapping cone of ΦA+ : Y
′ −→ X ′. In particular,
it carries the generator x0(X ) (in the notation of Proposition 3.10) to the generator
y1(R) (in the notation of the proof of Lemma 5.1). Thus, it follows at once that Up is
induced by multiplication by ±1.
The map Zp, on the other hand, is induced from ΦB, i.e. it counts flowlines which
cross one of the two regions marked by B. We claim that there are exactly two Maslov
index one, positive flowlines leaving the generator y0(R) from Lemma 5.1, crossing B,
and landing at the canonical generator x0(X ). Both are bigons, one of which contributes
multiplication by ±t · Ub, and the other is multiplication by ∓Ud, cf. Figure 16. The
fact that these two flowlines contribute opposite signs follows from the fact that their
difference is a difference of two boundary degenerations, one with α-boundary, the other
with β-boundary.
Proof. [Of Theorem 1.2] Starting from a braid, we construct a planar diagram for it.
This gives us a cube of resolutions, as in Theorem 4.4. The E1 term of the associated
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Figure 16. Zip homomorphism. We have illustrated here one of the
two bigons which represent the map ΦB(y0(R)).
Leray spectral sequence given by
H∗
CFK−(XI(K))⊗ ( ⊗
s∈X(XI (K))
R/(t · U (s)a + t · U
(s)
b − U
(s)
c − U
(s)
d )
) ,
and its d1 differential is induced from the maps Zp and Up as defined above. These are
calculated, up sign, in Proposition 5.2 above. The spectral sequence collapses after the
E1 stage, for the following reason. The differentials drop Maslov grading by one, and
it is easy to see that they preserve the renormalized Alexander grading A′ as defined
in Equation (8). It follows that the differential drops the algebraic grading by one, as
well. But according to Theorem 3.1 the algebraic grading at each stage is proportional
to the filtration level, and hence the spectral sequence collapses.
It follows that
H∗(C(K)⊗Z[t] Z[[t]]) ∼= H∗(CFK
−(K)⊗Z[t] Z[[t]]).
A similar reasoning gives
H∗(C(K)⊗RR[[t]]/U0) ∼= H∗(ĈFK(K)⊗Z[t] Z[[t]]).
The identifications stated in Theorem 1.2 follow from these isomorphisms, together
with Lemma 2.2, once the signs have been taken care of.
The signs in the introduction are set up so that D2 = 0 in the cube of resolutions
(i.e. on the chain level, rather than merely on its E2 term). In fact, it is easy to see
that they are uniquely determined, up to an overall isomorphism of the chain complex,
by this property.
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6. Grid diagrams and singular links.
The skein exact sequence involving singular links can be readily seen from the point
of view of grid diagrams, following [7], [8].
We set up some of the terminology first.
A planar grid diagram G lies in a square grid on the the plane with n × n squares,
each of which is decorated by X , O, or nothing, with the following rules:
• every square is decorated by exactly one X , exactly one O, or nothing
• every row contains exactly one X and one O;
• every column contains exactly one X and one O.
A planar grid diagram can be transferred to the torus, by identifying the opposite sides
of the n× n grid above. In this manner, we obtain a Heegaard diagram for an oriented
link in the three-sphere, in the sense of Section 2.
Given a planar grid diagram, we can in fact construct braid as follows, cf. [1], [2].
Draw oriented segments in each row starting at the corresponding X and ending at the
corresponding O, and then draw oriented from segments in each column starting at the
corresponding O and ending at the corresponding X , provided that X is above the O.
Otherwise, we draw an “outgoing” arc starting at O, and an “incoming” one ending at
X . At each crossing of the horizontal and vertical arcs, we take the convention that the
vertical arc is an overcrossing. Indeed, this braid is naturally associated to the picture
of the grid diagram, as drawn on the cylinder, where the top and the bottom sides of
the planar grid diagram are identified.
Certain squares in the grid diagram correspond to crossings in the projection; these
squares are called crossing squares. An X in the same row or column as a crossing
square is called a crossing X ; all others are called non-crossing X’s. Finally, each
crossing square has a distinguished corner which is also contained in two of the crossing
X ’s.
For us, braids will always be decorated: this means, we place a marker on one of the
leftmost edges of our braid.
Definition 6.1. A planar grid diagram for a decorated braid is called special if the
following conditions are satisfied:
(1) each vertical arc crosses over at most one horizontal arc (or, equivalently, each
row and column contains at most one crossing square)
(2) no two crossing squares share a corner
(3) each crossing square shares two sides with squares marked by X’s; in this case
we call the corner shared by the two X’s a crossing corner
(4) any rectangle which has the property that two of its corners are crossing corners
also has an X in its interior.
(5) the segment above the decoration corresponds to the leftmost vertical arc in the
grid diagram.
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It is easy to construct special grid diagrams for a decorated braid, after sufficiently
many stabilizations.
Figure 17. Special braid. We illustrate here a special grid diagram
for a braid form of the trefoil knot. The crossing squares are shaded.
A braid diagram for a singular link is a diagram where
• every square is decorated by exactly one or two X ’s, exactly one or two O’s, or
nothing
• the total number of X ’s in a row or column equals the total number of O’s,
which in turn equals one or two.
Given such a diagram, it is straightforward to construct the corresponding singular
link as before, with the understanding that the squares marked by two X ’s correspond
to the singular points, cf. Figure 18 below.
Figure 18. Singular braid. A grid diagram for the singularization of
the trefoil from Figure 17.
As in [7], the chain complexes for CFK− and ĈFK count only rectangles, cf. also [16];
see [8] for the sign refinement.
We now turn to a grid diagram proof of Theorem 4.1.
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Suppose we have four squares in a grid diagram which meet at a corner c, and whose
complement contains all the Oi and n−2 of the X ’s, marked X0. Next, mark the upper
left and lower right squares by A and mark the upper right and lower left square by B
and (we call these pairs of squares A resp. B). We can form alternative grid diagrams
GA resp. GB, both of which use the same set O, and using X = A ∪ X0 resp. B ∪ X0.
Let Oa and Ob be the two O’s in the columns through A and B, and let Oc and Od be
the two O’s in the rows through A and B.
−
+
+
−
A
b
d
c
aB
B A
Figure 19. Squares marked A and B. We have also included pos-
itive and negative markers, denoted here by + and −. Note that the
squares marked Oc and Od (and indeed another square in their respective
column) might or might not contain additional markings, depending on
whether or not Oc and Od belong to crossings in the diagram.
Clearly, CFK−(GB) has a subcomplex X consisting of configurations which contain
the corner p, and a quotient complex Y . Moreover, CFK−(GA) has Y as a subcomplex,
with quotient X . Thus, CFK−(GB) can be thought of as the mapping cone of the map
ΦA : Y −→ X
gotten by counting rectangles which contain exactly one of the squares marked by B,
and CFK−(GA) is the mapping cone of the map
ΦB : X −→ Y,
defined by counting rectangles which contain exactly one of the squares marked by A.
More precisely,
ΦB(x) =
∑
y∈S
∑
{r∈Rect◦(x,y)
∣∣Xi(r)=0 ∀i}S(r) · U
O1(r)
1 · ... · U
On(r)
n · y,
where S denotes the sign assignment ±1 to each rectangle.
We have the following analogue of Lemma 4.3:
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Lemma 6.2. The composite map ΦA ◦ ΦB is equal to multiplication by
Ua + Ub − Uc − Ud.
Proof. Given some generator x which contains the corner c, The double-composite
ΦA ◦ΦB counts (with suitable signs and Ui-powers) the four annuli (two horizontal and
two vertical) which contain c on their boundary, cf. Figure 13. The horizontal annuli
contribute Ua and Ub, while the vertical ones contribute −Uc and −Ud. To verify the
signs, recall [8] that S is determined so that if r1 and r2 are two empty rectangles whose
composite is an annulus, then S(r1)S(r2) = +1 if the annulus is horizontal, and −1 if
it is vertical.
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Figure 20. Composite ΦA ◦ ΦB.
As before, we consider the following two bigraded complexes P and N :
X
ΦB−−−→ Y
Ua+Ub−Uc−Ud
y yΦA
X
=
−−−→ X
and
X
=
−−−→ X
ΦB
y yUa+Ub−Uc−Ud
Y
ΦA−−−→ X.
Note that, by contrast with the situation in Section 4, there is no need for homotopies
ΦAB and ΦBA: they both vanish (since our diagram is special in the sense of Defini-
tion 6.1), and consequently, the above constructions do indeed give complexes.
The first of these is clearly quasi-isomorphic to CFK−(GA), while the second is quasi-
isomorphic to CFK−(GB). This can be seen by considering the filtration induced by the
vertical coordinate, where the complex is expressed as the extension of a subcomplex
with trivial homology by a quotient complex which is CFK−(GA) (compare Section 4).
Alternatively, if we consider the the filtration by the horizontal coordinate, where the
first complex has a subcomplex quai-isomorphic to CB, with quotient complex the
mapping cone of
Ua + Ub − Uc − Ud : X −→ X ;
or the second, which has a subcomplex quasi-isomorphic to the mapping cone of
Ua + Ub − Uc − Ud : X −→ X
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and quotient complex quasi-isomorphic to CB.
Using either observation, we obtain a long exact sequence
(28) ... −−−→ H∗(
X
Ua+Ub−Uc−Ud
) −−−→ H∗(CB) −−−→ H∗(CA) −−−→
There are now two cases: either GA and GB represent R and K− respectively, or GA
and GB represent K+ and R respectively.
Indeed, one can iterate this procedure to give an alternate proof of Theorem 4.4,
except when one uses special grid diagrams, then all the higher homotopies present in
the construction of the chain complex vanish identically.
To give the construction with twisted coefficients, we must modify the construction
of twisted coefficients a little. Specifically, we associate it now not simply to a posi-
tive marking P = {P1, ..., Pm} as before, but to a collection of positive and negative
markings P = {P1, ..., Pa}, Q = {Q1, ..., Qb}, with coefficients over Z[t, t−1], with the
understanding that a disk φ contributes a factor of tP (φ)−Q(φ). This can be done only
with coefficients in Z[t, t−1] (as opposed to Z[t]).
Now, for our special braid diagram, we must include markings as follows. Out of each
crossing, there is a pair of O’s, Oa and Ob; if the crossing is positive resp. negative,
then Ob occupies the row immediately above resp. below Oa. Write O1 = Oa resp. Ob if
the crossing is positive resp. negative, and let O2 be the other one of Oa or Ob (so that
O1 is immediately below O2). We mark O1 with a positive marker, and the rectangle
immediately below it with a negative marker. We mark O2 with a positive marker, and
the rectangle immediately below it with nothing, and the rectangle immediately below
that with a negative marker. The markings are indicated in Figure 19 (the P ’s with +,
and Q’s with −).
With these markings, Lemma 6.2 can be modified: the double composite corresponds
to multiplication by t ·Ua+t ·Ub−Uc−Ud. This gives an alternate proof of Theorem 4.4,
with coefficients in Z[t, t−1], entirely within the realm of grid diagrams
The grid diagram on its face value is too unwieldly to verify the results from Sec-
tion 3. However, appealing to those results, one can also calculate the zip and unzip
homomorphisms, as in Proposition 5.2, to complete an alternate proof of Theorem 1.2.
Specifically, we have the following:
Definition 6.3. Let Λ be the chain represented by the intersection points which occupies
the lower left corner of each square marked with one or two X.
Lemma 6.4. The element Λ is a cycle, which represents the generator of H∗(C
′) over
R.
Proof. Λ is a cycle since each rectangle leaving it must contain one or two X
(compare [14]). In fact, it is easy to see that Λ has maximal Alexander grading among
all generators. Thus, according to Theorem 3.1, it generates H∗(C
′(S)).
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Figure 21. Zip homomorphism. We have illustrated here the two
rectangles which contribute to Zp(Λr).
Lemma 6.5. Let Λr and Λx be the canonical generators for the grid diagrams for R
and X respectively. Then, ΦA(Λr) = (t · Ua − Ud)Λx.
Proof. This follows from the fact that are precisely two Maslov index one squares
leaving Λr and ending in Λx, and they are the ones illustrated in Figure 21.
The above lemma gives the needed geometric ingredient for the alternate proof of
Proposition 5.2.
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7. Examples
7.1. Illustrations of Theorem 3.1.
7.1.1. The singularized trefoil. We begin with an illustration of the techniques from
Section 3, considering the the two-braid which is the singularized trefoil pictured in
Figure 22.
Label edges A1, A2, B1, B2, C1, C2, and the final half edge by 0, as shown in that
figure. We have three linear relations coming from the Koszul complex:
A1 + A2 = tB1 + tB2
B1 +B2 = tC1 + tC2
C1 + C2 = tA2,
one relation coming from the point set consisting of all vertices:
A1 = 0,
and three quadratic relations
A1A2 = t
2B1B2
B1B2 = t
2C1C2
C1C2 = 0
Substitute A1 = 0 into the first linear equation; then substitute the second two to get
A2 = t
3A2, from which it follows that A2 = 0, as well. We thus get the following
equivalent set of equations:
B1 +B2 = 0
C1 + C2 = 0
B1B2 = 0
C1C2 = 0.
Eliminating B1 and C2, and writing B and C for B2 and C2 respectively, we see that
the ring is given by
A(S)/U0 ∼= Z[B,C]/{B
2 = 0, C2 = 0}.
This ring is four-dimensional over Z[t, t−1], generated by 1, B, C, and BC. This is
consistent with the state sum formula, according to which there is only one Kauffman
state, and it is the one illustrated on the left of Figure 22.
7.1.2. The singularization of 41. Consider the singularization of the four-crossing num-
ber. The corresponding algebra in this case is somewhat more interesting.
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1C 2C
A 11A
C 2C 1
B 1 B 2
A 2 2
Figure 22. Singularized trefoil. We show the labelings for the
singularized trefoil. The arrow indicates the orientation, and also the
distinguished edge. At the right we have illustrated the only possible
type of Kauffman state (by gray dots). Of course, there are really four
Kauffman states, according to which of the two types of type D Kauffman
we use.
D
D 1
1C
B 1
2A1A
C 2
B 2
2
Figure 23. Singularized 41. We show the labelings for the singular-
ization of 41.
Labeling the variables corresponding to the edges {A1, A2, B1, B2, C1, C2, D1, D2} as
indicated in Figure 23, we obtain four linear relations:
A2 = tB1 + tC1
C1 + C2 = tB2 + tD2
D1 +D2 = tA2 + tC2
B1 +B2 = tD1.
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The point set consisting of all vertices gives the relation
A1 = 0.
There are four quadratic relations coming from the four vertices
A1A2 = t
2B1C1
B1B2 = 0
C1C2 = t
2B2D2
D1D2 = t
2A2C2,
and one more quadratic relation which will come into play, coming from the small
innermost cycle
C1D1 = t
4A2B2.
The linear equations can be used to eliminate A2, B1, C2, and D2 writing them in
terms of B1, C1, and D1:
A2 = D1t
2 −B2t+ C1t
B1 = D1t− B2
C2 = −C1 +B2t−
t (D1t
2 + C1t+D1t+D1)
t + 1
D2 = −
D1t
2 + C1t +D1t+D1
t+ 1
Substituting these back into the quadratic equations, we see that the quadratic part of
the algebra is one-dimensional, generated by B2D1; indeed,
B22 = B2D1t
B2C1 = 0
C21 = B2D1t
2
C1D1 = 0
D21 = −
B2D1t
4
t4 + t3 + t2 + t + 1
It is also easy to see that the degree three part of the algebra is trivial. Thus, we have
verified that the is five dimensional over Z[t−1, t]], generated by 1, B2, C1, D2, and
B2D1, consistent with a straightforward count of Kauffman states.
7.2. Calculations using the cube of resolutions. We illustrate Theorem 4.1, as a
calculational device. We consider three-crossing examples. Consider the three-crossing
projection of the right-handed trefoil.
The cube of resolutions has a natural horizontal grading (each resolution is indexed
by three elements in {0, 1}; the horizontal grading is the sum of the three numbers).
The Alexander polynomial of the singular link in the leftmost column is T−1 + 2 + T ;
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000 111
011
101
110
100
010
001
Figure 24. Cube of resolutions for the right-handed trefoil. We
have indicated the resolution type with a string of zeros and ones. Differ-
entials in the cube of resolutions are indicated by arrows. The horiztontal
cooordinate is the “algebraic grading”.
the Alexander polynomial of each singular link in the next column is −(T−1/2 + T 1/2),
but these are shifted by T 1/2 in the cube of resolutions; the Alexander polynomial of
each singular link in the next column is 1, and this is shifted by T ; and the Alexander
polynomial in the final column is 0. In effect, we have decomposed the Alexander
polynomial of the trefoil as:
T−1 − 1 + T = (T−1 + 2 + T ) + 3(−1 − T ) + 3(T ) + 0.
The cube of resolutions has a corresponding splitting by Alexander gradings. There
is a single generator in Alexander grading −1, and it is supported in the 000 singular-
ization, where it has Maslov grading equal to −2.
Next, we consider the part in Alexander grading 0. There are two generators coming
from the 000 singularization which, in the notation from Subsection 7.1.1, is generated
by the monomials B and C; these both have Maslov grading equal to zero. There are
three further generators in Alexander grading 0, each of which has Maslov grading −1,
coming from degree one monomials belonging to the FLoer homologies of the singu-
larizations 001, 010, and 100. There are no further generators with Alexander grading
zero, so it suffices to show that the differential carries the subspace generated by B and
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C injectively into this three-dimensional space. It is easy to see that B is annihilated by
its map into the 100 resolution, although C injects there; while C is annihilated by its
map into 001, while B injects there. It follows easily that the summand of knot Floer
homology in Alexander grading equal to zero is one-dimensional, supported in Maslov
grading −1.
A similar calculation verifies that the remaining Floer homology group is supported
in Alexander grading +1 and Maslov grading 0, compare [12].
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