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1994 年MPI（Message Passing Interface）が国際標準として策定され、これが現在に到るまでも並
列プログラミングの実質上の標準になっている。プログラミング言語としてはFortran または C、C++
を用い、プログラムに記述された演算系列の並列分割も、プロセッサ間のデータ参照・移動に必要なプ
ロセッサ間通信命令の記述はこのMPI で定義された通信関数を用いて、プログラマ自身がすべて書か
ないといけない。これは昔のアセンブリ言語のプログラミングと同程度（あるいはそれ以上）に複雑で
誤りやすく、デバッグも容易でない。
それで自動ベクトル化同様に期待されて出現したのがHPF（High Performance Fortran）である。
これには筆者も多少かかわってきた。ベースとなる言語はFortran でデータ並列言語である。各プロセ
ッサにデータの分割配置の仕方だけをユーザは指定する。各プロセッサの計算処理の分割と必要なプロ
セッサ間通信・同期はコンパイラが自動的に生成してくれる。ユーザは逐次的なFortran プログラムに
コメント行の形でHPF 指示行を挿入するだけでよい。フリーで配布されているHPF 処理系もあり、
Fortran とMPI をサポートするシステムならほぼ利用可能である。
HPFを使うと規則的な問題は比較的容易にシステムに見合った並列性能を実現できるが、不規則問
題は並列化がむつかしく、並列性能が充分に得られないことが多い。MPI プログラミングは並列機に習
熟していない一般ユーザには複雑かつ困難なものである。それでHPFに期待が寄せられたのではある
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が、充分に普及していない。
以上が現状である。分散並列計算機では並列実行により flops で表される浮動小数点演算の実行速度
を競う。しかし並列計算の粒度（並列実行のため分割された命令系列）はある程度大きいとプログラム
の並列化がより効率的に行えることが多い。そのためにはプロッセサ・ノードのメモリサイズはある程
度大きい方が都合がいいのであるが、実際世にある並列機ではそうなっていない。分散並列機の最大並
列性能を出すには現状ではMPI プログラミングだけであるが、これが出来るのは一部の能力に恵まれ
た余裕のある科学者・技術者だけであって、一般ユーザにはやはり自動並列化コンパイラの出現が強く
望まれる。
