This paper proposes a novel method for learning with a "mixture of experts" type model, which can acquire the ability to generate desired sequences by switching experts dynamically. Our method is based on maximum likelihood estimation using gradient descent algorithm similar to conventional methods, though the likelihood function is modified by adding an adaptive mechanism of the variance at each expert. To demonstrate the capability of the proposed method, we show a numerical simulation in which the model can learn Markov chain switching among a set of nine Lissajous curves using our method, while the model using the conventional method cannot learn it. In addition, we numerically examine the generalization capability of the proposed method as compared with the conventional one. These results indicate that the proposed method improves learning performance of the model.
Introduction
For intelligent agents of learning complex temporal sequences, an ability to segment continuous sequences into a set of reusable primitives is important. Especially, without a preparative knowledge of the primitives, acquiring both primitives and composition rules on them from observable sequence data without cues is an important ability. As a model of agents having such ability, "mixture of experts" type architectures have been investigated [1] - [5] . The mixture of experts consists of learning modules and a gating mechanism. Given a sequence as a training data, the gating mechanism segments the sequence into reusable blocks as allocated in each corresponding module based on similarity of the spatial-temporal patterns. After successful learning, the model can regenerate the desired sequences by adequately switching the modules.
In the learning of mixture of experts, one of the most difficult processes is to segment a sequence into blocks as reusable primitives. It is known that if the number of modules increases, segmenting the sequence becomes unstable and the learning by gating mechanism tends to fail. Since the number of modules determines the scalability of the system, it is desired that the learning proceeds stably with larger number of modules.
In this paper, we propose a novel method of the learning for mixture of experts that can segment a sequence into reusable blocks, even if the number of learning modules increases. The proposed method is similar to a conventional method used in [4] , [5] in that both utilize maximum likelihood estimation based on gradient descent algorithm, though the likelihood function is different. In our method, weighting factor of allocation of blocks to modules changes adaptively, because of adapting a parameter of variance for each module. To demonstrate the capability of the proposed method, we will show that the model consisting of 24 modules can learn to extract a set of reusable primitives from the observed data which is made by stochastically combining 9 Lissajous curve patterns. In addition, we will numerically examine not only training errors but also the generalization capability, to compare the proposed method with the conventional method. Here, the generalization in learning measures how much the compositionality can be achieved in the modular networks.
Model
In this section, we define a model so-called mixture of RNN experts. Mixture of RNN experts is a mixture of experts model in which learning modules are recurrent neural networks. The model equations are defined as follows:
where x n and y n are an input and output vector of the model at time n respectively. For each i, g
n and y
n denote a gate opening value and output of the module i respectively. Here we assume g
n = 1. The gate opening vector g n represents the winner-take-all competition among modules to determine the output y n . How the gate opening vector g n is determined will be explained in section 2.1.
Learning method
In order to define the learning method, we give the probability distribution of the mixture of RNN experts. Here parameters of learning module i are denoted by
, and a gate opening vector g n is described by a variable β n such as
Let X = (x n ) T n=1 be an input sequence, β n and γ be parameters, where γ is a parameters set given by γ i = (ϑ i , σ i ). Given X, β n , and γ, the probability density function (p.d.f.) of output y n is defined by
where p(y n |X, γ i ) is given by
d is an output dimension, and y
n is an output of the module i computed by the equations (1), (2) and (3) with parameter ϑ i . Thus output of the model is governed by a mixture of normal distribution.
Given a parameters set θ = (β n ) T n=1 , γ and an input sequence X, the probability of an output sequence Y = (y n ) T n=1 is defined by
Hence the likelihood function L of the data set D = (X, Y ) with the parameter θ is denoted by
where ϕ(θ) is a p.d.f. of the prior distribution given by
This equation means that the vector β n is governed by N -dimensional Brownian motion. The prior distribution has the effect to suppress the change of gate opening values.
The learning method proposed here is to choose the best parameter θ by maximizing (or integrating over) the likelihood L(D, θ) with a training data D. Concretely, we use the gradient descent method with a momentum term as the training procedure. An update rule for the model parameter is
where θ(t) is a parameter at learning step t, α is a learning rate, and η is a parameter of the momentum term. For each parameter, the partial differential equation
Notice that
n −y n || 2 can be solved by the back propagation through time (BPTT) method [6] . In this paper, we suppose the infimumσ > 0 of the parameter σ i , because if σ i converges to 0, then ∆θ(t) diverges.
An important difference between the proposed method and conventional method used in [4] , [5] is whether to optimize the variance σ of normal distribution. Indeed, if σ is constant such as σ = 1, then the proposed method is corresponding to the conventional one. Therefore, in section 3, we compare both methods with respect to σ. From the simulation results, we will explain that adaptive σ plays an important role to segment the sequence D into blocks by the gate opening vector g n .
Feedback loop with time delay
Let us consider the case in which there exists a feedback loop from output to input with a time delay τ , that is to say, the model is an autonomous system. In this case, a training data D = (X, Y ) has to satisfy y n = x n+τ . At the end of learning, if every output of the model is completely equal to the training data, the model can generate the sequence Y using feedback loop without external input data X. In this paper, dynamics of the model with external input is called open-loop, and dynamics with self-feedback is also called closed-loop. In section 3, we consider the case in which the model is an autonomous system.
Numerical simulation

Learning
As a training data, we consider a 2-dimensional sequence generated by Markov chain switching of 9 Lissajous curves, where a period of each Lissajous curve is 32 (see Figure 1) . Assume that the transition probability of the Markov chain satisfies that the transition among curves keeps continuity of the orbit. Since we consider the model which has a feedback loop with a time delay τ , the training data D = (X, Y ) satisfies y n = x n+τ . The length of the training data is T = 10000.
We explain experimental conditions in this section. To compare the proposed method with the conventional method, we compute both cases in which σ is optimized or it is constant. The number of learning modules, dimension of internal states in each learning module, time constant, time delay of the feedback loop, the infimum of the variance of normal distribution, the learning rate and momentum are N = 24, dim = 10, ǫ = 0.1, τ = 5σ = 0.05, α = 0.01/T d and η = 0.9, respectively. Parameters of mixture of RNN experts are initialized by β n = 0 and σ = 1, and every element of matrices W
2 is initialized randomly from the uniform distribution in the interval (−0.1, 0.1).
We computed the learning of the model up to 300000 steps. Figure 2 (a) displays the mean square error
for each learning step, where y n andȳ n denote the training data and output of the model, respectively. This result indicates that the mean square error in the case of adapting σ is smaller than the case of which σ is constant. Moreover, the convergence of the mean square error of adapting σ case is faster than the constant case.
In Figure 2 (b) , variances corresponding to many modules converge to the infimumσ, because there are not additional noise in the training data. Hence, it might be thought that the model can learn the data without optimization of σ, if σ i =σ at the beginning. A training of such approach, however, often fails. The reason is that the parameter ϑ i of each learning module i diverges, because of the huge gradient ∆θ(t). Since, in initial learning phase, the mean square error is still large but the variance is so small, the gradient ∆θ(t) becomes huge. The probability q(i, n) that learning module i is selected at time n is
Let us consider the function
that denotes the index of module maximizing the probability q(i, n), and a set Q defined by
|Q|, the number of elements in the set Q, indicates the number of effective modules which are used to generate the sequence Y . In Figure 2 (c), we plotted |Q| for each learning step. There are two phases in the learning such that in the first phase |Q| increases, and in the second phase it decreases. Such a phenomenon often appears in the learning of mixture of RNN experts. The reason why the phenomenon appears could be explained as follows: In the first phase, since the mean square error is still large, the gradient ∆θ(t) is directed to decreasing the error by using learning modules; in the second phase, since the error becomes small, the effect of prior distribution becomes dominant and |Q| decreases to suppress the change of gate opening values. Furthermore, in the case of adapting σ, |Q| does not decrease until σ converges, because even if the error decreases, the variance σ also decreases by just that much, and therefore the values of the derivatives obtained by equation (15) and (16) do not become small. Thus, if σ is optimized, |Q| decreases within the range of minimizing the error sufficiently. On the other hand, if σ is constant, then the decreases of the error and |Q| become synchronal. Therefore, |Q| often decreases excessively so that the error is not minimized enough. 
Generalization
Here we examine the generalization capability in the proposed method as compared with that in the conventional one. In order to evaluate the generalization capability, we prepare a test data besides the training data, and we regard the mean square error for regenerating the test data as the generalization error. However, the gate opening values determined by the parameter β n are corresponding to only the training data. Thus, in computing the generalization error, we reconstruct β n that maximizes the likelihood for the test data by using same learning scheme. Note that the parameter ϑ i of each learning module and the variance σ do not change. The aim of this experiment is to evaluate the suitability of segmentation and allocation of data by a gating mechanism. If the gating mechanism segments the training data into blocks as reusable primitives, and each module acquires a rule of allocated blocks in the training phase, not only the training error but also the generalization error becomes small. Training data in the experiment is a 2-dimensional sequence generated by Markov chain switching of 2 Lissajous curves with 32 period. Length of the training data and test data is 1000 and 2000, respectively. Other parameter settings are same as the experiment 1.
The generalization error and training error after 100000 learning steps are displayed in Figure 5 , in which we computed 10 samples with different initial condition for each parameter N that is the number of learning modules. For every parameter, the case of optimizing σ has shown better performance than the constant case in terms of both generalization error and training error. On the other hand, the curve of averaged error is flat over parameters if σ is optimized, while it increases with an increase in N if σ is constant. This result suggests that the mixture of RNN experts using the proposed method can be scalable with the number of learning modules. Figure 6 shows effects of a parameter ς to the generalization in learning. The simulation computed up to 100000 learning steps with each parameter ς of the prior distribution, where the number of modules N is set as 16. The computation is repeated 10 times for each ς. By the equation (13), the effect suppressing dynamics of gate opening values is in inverse proportion to ς 2 . If dynamics of gate opening values is suppressed excessively, the model cannot learn training data, and the generalization error enlarges. On the other hand, if dynamics of gate opening values is not suppressed, then |Q| is not reduced. Since |Q| indicates the number of extracted rules from observed data, not only the generalization error but also |Q| is regarded as a measure of generalization. Hence, we can consider that the model has good generalization ability if it minimizes both the generalization error and |Q|. From Figure 6 (b), if σ is constant, dependence of |Q| on the parameter ς is more intensive than the case of adapting σ. Moreover, if σ is optimized, the generalization error converges to small value with an increase in ς. As the result, in the case of optimizing σ, the parameter range of ς to minimize both generalization error and |Q| is larger than the case with constant σ. Therefore, it can be said that the proposed method can achieve better generalization in learning stably than the conventional one.
Discussion
In researches of mixture of experts, a gating network, which predicts or generates gate opening values, is usually applied within the model. We have, however, considered that the gate opening values are determined by the sequential parameter β n instead of the gating network. While the model without the gating network cannot predict or generate unknown time series, it can focus on the learning process to segment data into blocks with respect to spatio-temporal patterns independent of an architecture of the gating network. Since segmenting data is one of the most difficult processes in the learning of mixture of experts model, the investigation of such process is important. The model can be easily extended to be a fully autonomous sequence generator by adding the gating network of switching the modules on the top of the current model.
As the training data, we have considered a Markov chain switching of Lissajous curves. Switching patterns by the Markov chain belongs to a simple class as systems in which a function dynamically changes. In addition to such Markov chain model, there are some systems of dynamic function. For instance, a switching map system is a dynamical system containing several maps, in which maps to govern the evolution of the systems are dynamically switched with other maps in the system [9] , [10] . As other examples, chaotic itinerancy is a class of phenomena such as chaotic itinerant motion among varieties of ordered states [7] , [8] , and a function dynamics [11] is a dynamical system on the 1-dimensional function space. It is still unclear whether these systems can be learned by the model using the proposed method. To clarify learnable classes by the model is an important problem.
Conclusion
In this study, we have presented a novel method of the adaptive variance applied in the learning for mixture of RNN experts. In order to show the capability of the proposed method, we have shown an example of learning experiment in which the model using the proposed method can learn training data, while the model using the conventional method cannot learn it. We have also examined the generalization capability in order to compare the proposed method with the conventional method. From these results, we have argued that our method improves learning performance of the model.
