Creating a knowledge base has always been a bottleneck in the implementation of AI systems. This is also true for Natural I,anguage Understanding (NhU)
the system asks the user to type in a short utterance containing the new word.
The utterance is analysed by the parser of VIE-LANG rendering information about the word type by means of the phrase type it appears in. In applying this method, the system relies on a simple but important presupposition: the user usually enters an utterance containing the word in a proper linguistic context facilitating determination of its type.
We do not argue that the user will always utter the minimal projection, but that he will not violate phrase borders with his utterance. The knowledge about phrase types as well as the basic vocabulary permits unambiguous determination of the word type in most cases, especially as the most irregular forms that are very limited in number (words of the closed word classes: pronouns, articles, auxiliary and modal verbs, etc.) have already been included in the basic lexicon.
Once the word type has been determined, the rule package associated with it is activated.
Let's suppose the new word is a verb. Then, the verb-package is triggered.
Here in turn we find packages for strong and weak inflection.
The large number of subclasses is implied by morphonological reasons, whereby the small number of general paradigms is multiplied. Morphonologic rules have exact matching conditions, therefore classification in this part is automated to a 388 large extent.
The on].y problem is deciding for weak or strong inflection first.
As exact rules do not exist, heuristics are applied which are based mainly on word frequency.
An important feature is the dynamic interaction register:
the hypotheses evoked by the heuristic rules require to be confirmed by the user.
The system knows which word forms will form sufficient evidence for a certain hypothesis.
It will generate these forms and ask the user for confirmation. The forms however depend on the hypotheses.
Thus, the user is only asked a minimum of questions.
The forms to be asked for are kept in a dynamic interaction register which is updated with every hypothesis and every answer from the user.
An Example Session
In this chapter we show how a new entry is actually created.
The user starts the interaction by entering a new word, e.g.
'abgeben' (to leave). The first thing the system has to do is to decide about the word category.
To find out if it is a compound word it will try to split off words first from the beginning then from the end.
This will result in recognizing 'ab' as a separable verbadjunct.
Of course the 'ab' could be part of a totally different stem like 'Abend' (evening) or 'abet' (but).
So the system looks for facts supporting the verb hypothesis.
Verbs are usually typed in in infinitive form and this implies the ending '-en' (in a few cases also '-n').
Of course this '-en' could also be part of a stem like 'Magen' (stomach) or 'wegen' (because), but the combination of both verb adjunct 'ab' and ending '-en' on a word belonging to a different category is highly unp]ausible.
So 'abgeben' is split into ab/geb/en.
As a next step the lexicon is looked up for 'geb'. If it is found the rest is easy.
All the information from 'geb' is simply duplicated; the only additional information to be stored is about the separable 'ab'. This way the new entry may be created without any other help by the user.
To continue with our example we will assume that 'geb' is not already contained in the lexicon. That means the system has to figure out a hypothesis concerning the conjugation type of 'abgeben' (either weak or strong).
Since weak verbs make up the vast majority of German verbs, this hypothesis is tried first.
Weak conjugation is regular, all forms are built from one stem.
To confirm weak conjugation it suffices to show the user the Ist person sg past tense. Before doing so all morphonological rules connected to weak conjugation are tried. None applies, so user interaction can start.
Ist person sg of past tense in the weak paradigm is 'gebte ab'.
To make sure the user knows which form is intended, some context has to be provided. This leads to the phrase 'gestern gebte ich ab' (I leaved yesterday) specifying tense and person. The user recognizes 'gebte' as incorrect and rejects that phrase.
This makes the system discard the hypothesis weak and try strong instead. The situation is slightly more difficult with other particles where this is not granted. In those cases the new entry must be marked as internal, so that it does not affect analysis or synthesis.
Creation of the new entries is simple anyway. All forms are duplicated, 'abgeb', 'abgib' and 'abgab' are changed to 'geb', 'gib', 'gab' respectively and SY is set to 500 instead of 502.
Conclusion
We have presented a sysLem which automates acquisition of lexical data for a natural language understanding system to a large extent.
Knowledge acquisition takes place in graceful interaction with a human who is not supposed to have specific linguistic knowledge. The system relies on the existing natural language system VIE-LANG containing among other sources of knowledge a lexicon with a basic vocabulary such that acquisition does not start from scratch but can be seen as an iterative process.
The acquisition system is based on a small rule based system in which three different sorts of knowledge -inflections], morphonological and heuristic are distinguished and processed differently.
As for der[vational endings as well as compound words the system heavily relies on existing lexicon entries to form its hypotheses.
The described system forms part of an integrated system for the acquisition of different sorts of knowledge for natural language
understanding. An outline of the overall system is to be found in Trost and Buchberger (]985).
The final goal will be a system which augments its knowledge automatically in every interaction with the user in a practical and comfortable way.
