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Este trabalho enfoca a modelagem e identificação de sistemas dinâmicos não-lineares estáveis
através de modelos fuzzy Takagi-Sugeno (TS) e/ou Volterra, ambos com estruturas formadas por
bases de funções ortonormais (BFO), principalmente as bases de funções ortonormais generalizadas
(GOBF - Generalized Orthonormal Basis Functions) com funções internas. As GOBF’s com fun-
ções internas modelam sistemas dinâmicos com múltiplos modos através de uma parametrização que
utiliza somente valores reais, sejam os polos do sistema reais e/ou complexos. Uma das principais
contribuições desta tese concentra-se na proposta da otimização e ajuste fino dos parâmetros destes
modelos não-lineares. Realiza-se a identificação dos modelos fuzzy TS-BFO utilizando-se de medidas
dos sinais de entrada e saída do sistema a ser modelado. Os modelos fuzzy TS-BFO são inicialmente
determinados utilizando-se uma técnica de agrupamento fuzzy (fuzzy clustering) e simplificados por
algoritmos que eliminam eventuais redundâncias. Em sequência desenvolve-se o cálculo analítico
dos gradientes da saída do modelo TS-BFO em relação aos parâmetros do modelo (polos da BFO,
coeficientes da expansão da BFO e parâmetros das funções de pertinência). Utilizando-se técnicas
de otimização não-linear e o valor dos gradientes, realiza-se a sintonia fina dos parâmetros dos mo-
delos inicialmente obtidos. Para os modelos de Volterra-GOBF desenvolve-se uma nova abordagem
utilizando-se GOBF com funções internas nos kernels dos modelos. São calculados os gradientes
analíticos da saída do modelo de Volterra-GOBF, seja com kernels simétricos ou não simétricos, com
relação aos parâmetros a serem determinados. Estes valores são utilizados em algoritmos de otimi-
zação que possibilitam a obtenção de modelos mais precisos do sistema sem nenhum conhecimento
a priori de suas características. Além da identificação de sistemas não-lineares por modelos BFO,
abordou-se também, nesta tese, uma nova metodologia para a otimização de modelos lineares BFO no
domínio da frequência. Neste contexto, destaca-se como principal contribuição o desenvolvimento,
no domínio da frequência, do cálculo analítico dos gradientes da resposta em frequência das funções
de Kautz e Laguerre, com relação aos seus parâmetros de projeto. Os valores dos gradientes forne-
cem a direção de busca dos parâmetros dos modelos em processos de otimização não-linear. Também
foram otimizados os modelos GOBF com funções internas, com o cálculo numérico dos seus gra-
dientes, pois, ainda não foi possível estabelecer uma fórmula genérica para o cálculo analítico dos
gradientes dos modelos GOBF, de qualquer ordem, em relação aos parâmetros a serem determinados.
Exemplos ilustram a aplicação e eficiência dos métodos de identificação e otimização propostos na
modelagem de sistemas lineares (domínio do tempo e da frequência) e não-lineares utilizando BFO’s.
Palavras-chave: Modelagem e Identificação de Sistemas Não-lineares, Base de Funções Ortonor-
mais, Modelos Fuzzy Takagi-Sugeno, Modelos de Volterra, Modelagem no domínio da Frequência.
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Abstract
This work is concerned with the modeling and identification of stable nonlinear dynamic systems
using Takagi-Sugeno fuzzy and Volterra models within the framework of orthonormal basis func-
tions (OBF), mainly ladder-structured generalized orthonormal basis functions (GOBF). The ladder-
structured GOBFs allows to model dynamic systems with multiple modes, real and/or complex poles,
through a parameterization, which uses only real values. The main contribution of this thesis is the
optimization and fine tuning of the parameters of OBF nonlinear models. The GOBF models identi-
fication are performed using only input and output measurements. The initial GOBF-TS fuzzy model
is obtained using a fuzzy clustering technique and simplified by algorithms that eliminate any re-
dundancies. Next, the analytical calculation of the gradients of GOBF-TS model concerning model
parameters (GOBF poles, OBF expansion coefficients and the parameters of membership functions)
is developed. A fine tuning of the model parameters is obtained by using a nonlinear optimization
technique and the calculated gradients. For Volterra-GOBF models a new approach using kernels
with ladder-structured GOBF is also proposed. Furthermore, Volterra-GOBF model optimization,
with symmetrical or asymmetrical kernels, using an analytical gradients calculation of the output
model regarding their parameters is presented. Following, a new approach for linear OBF models
optimization, in frequency domain, is also addressed. In this context, the analytical calculation of
the gradients of the Laguerre and Kautz frequency response concerning its parameters is presented
The ladder-structured GOBF models optimization, in the frequency domain, is performed using only
numerical calculation of its gradients, as it has not yet been possible to derive a generic analytical
gradients. Examples illustrate the performance and effectiveness of identification methods proposed
here in the modeling and optimization of linear (time domain and frequency) and non-linear systems.
Keyworks: Modeling and Identification of Nonlinear Systems, Orthonormal Basis Functions,
Takagi-Sugeno Fuzzy Models, Volterra Models, Modeling on Frequency Domain.
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Capítulo 1
Introdução
1.1 Modelagem por Base de Funções Ortonormais
A obtenção de modelos de sistemas reais é de importância em quase todas as áreas da ciência.
Os modelos auxiliam no entendimento e compreensão das características do processo analisado, por
exemplo, através de previsões ou simulações de seu comportamento. Em engenharia, modelos são
necessários para o projeto de novos processos e para a análise daqueles já existentes. Normalmente,
técnicas avançadas de projeto de controladores, otimização e supervisão são baseadas em modelos
dos processos, sendo que a qualidade do modelo influencia diretamente na qualidade da solução final
do problema.
Com os avanços obtidos nas últimas décadas nas áreas de computação e informática, houve um
impulso no desenvolvimento de técnicas eficientes para a modelagem e controle de sistemas dinâmi-
cos, principalmente para os processos não-lineares. Os recursos computacionais atualmente disponí-
veis permitem a análise de sistemas complexos, possibilitando a elaboração de modelos mate-máticos
eficientes e técnicas de controle que atendem a especificações mais rígidas, garantindo melhor desem-
penho dos processos.
Dentre as diversas técnicas de modelagem de sistemas dinâmicos apresentadas na literatura, este
trabalho aborda os modelos obtidos a partir da utilização de funções ortonormais que formem uma
base completa para o espaço de Lebesgue L2[0,∞), as conhecidas bases de funções ortonormais
(BFO) de Laguerre, Kautz e Generalizadas (Heuberger, Van den Hof e Wahlberg, 2005). Modelos
com BFO’s têm apresentado sucesso nas tarefas de modelagem e controle de sistemas dinâmicos
(Wahlberg, 1991; Dumont e Fu, 1993a; Wahlberg, 1994; Van den Hof, 1995; Heuberger, 1995; Bokor
e Schipp., 1998; Oliveira e Dumont, 2000; Campello e Amaral, 2002; Campello, Meleiro e Ama-
ral, 2004; Heuberger et al., 2005; Campello, Oliveira e Amaral, 2007; Machado, 2007). Esses mo-
delos apresentam características que os tornam atraentes na modelagem de sistemas dinâmicos, como
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a ausência de recursão da saída, o que evita a propagação de erro na predição de sinais e resulta
em modelos mais precisos (Campello et al., 2007); a não necessidade de se conhecer previamente a
estrutura exata do vetor de regressão (ordens e atrasos de transporte), podendo assim tratar atrasos
de transporte de maneira explícita ou implícita; se necessário, é possível aumentar a capacidade de
representação do modelo aumentando-se o número de funções ortonormais utilizadas, o que pode ser
feito adaptativamente (online); desacoplamento natural das saídas em modelos multivariáveis; tole-
rância a dinâmicas não modeladas; garantia de que a representação de um sistema estável é também
estável. Estas propriedades fazem da representação em BFO’s interessante quando se deseja modelar
processos dinâmicos, principalmente se os modelos forem utilizados para o projeto de sistemas de
controle (Nelles, 2001; Heuberger et al., 2005).
Uma base de funções ortonormais pode ser construída selecionando-se os parâmetros de projeto
livre (polos) de maneira arbitrária, devido à sua completude (Heuberger et al., 2005). Entretanto, se a
escolha da base e dos polos a serem utilizados for adequada, obtém-se um modelo com menor número
de funções na base. As bases de funções ortonormais mais comumente utilizadas na representação
de sistemas lineares e não-lineares são as bases de Laguerre, de Kautz e a base de funções ortonor-
mais generalizadas. A base de Laguerre é a mais apropriada para representar sistemas com polos
puramente reais ou com parte imaginária de valor reduzido. A base de Kautz necessita de um número
menor de funções para representar sistemas com dinâmica oscilatória, por ser parametrizada por polos
complexos conjugados. Quando o sistema em estudo possui múltiplos modos dominantes (amorteci-
dos ou não), utilizam-se modelos formados por base de funções ortonormais generalizadas (GOBF -
Generalized Orthonormal Basis Functions), em que as funções ortonormais podem apresentar vários
polos distintos. A classe das funções ortonormais generalizadas é obtida pela conexão de n filtros all-
pass de nb-ésima ordem, ou seja, cada filtro terá nb polos distintos ou não, podendo ser de qualquer
natureza, reais ou complexos (Ninness, 1997; Heuberger et al., 2005). Um caso especial de GOBF’s
corresponde em se conectar diferentes filtros all-pass de primeira e segunda ordem, onde cada all-
pass pode apresentar polo(s) distinto(s). Estas bases de funções são também conhecidas por funções
de Takenaka-Malmquist (Heuberger et al., 2005). Contudo, as funções de Takenaka-Malmquist apre-
sentam algumas características indesejáveis quando não se conhece os polos dos sistemas e deseja-se
identificá-los, sendo tais características: a necessidade da definição a priori da ordem e do tipo dos
polos das funções; a parametrização das funções não é única e depende da combinação dos polos; mo-
delos com polos complexos geram saídas complexas ou devem utilizar transformações de variáveis
(complexo para real) para se obter resposta real. Uma alternativa para estes problemas é a utilização
de modelos GOBF com funções internas de estrutura ladder. Estes modelos apresentam vantagens
por serem parametrizados somente por parâmetros reais, independentemente da natureza dos polos
das funções internas (Heuberger et al., 2005). Nesta tese é desenvolvida uma metodologia para a
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obtenção de modelos GOBF com funções internas de estrutura ladder com representação em espaço
de estados.
1.1.1 Modelagem de Sistemas Não-lineares
As bases de funções ortonormais podem ser utilizadas para a modelagem de sistemas dinâmicos
estáveis lineares ou não-lineares (Oliveira, Campello e Amaral, 1999; Campello, Amaral e Favier,
2001; Campello e Amaral, 2002; Campello, Favier e Amaral, 2003; da Rosa, Amaral e Campello,
2005; Machado, 2007). A identificação de sistemas não-lineares é um campo que tem se desenvolvido
consideravelmente nos últimos anos tendo em vista o estudo de uma classe maior de sistemas, o
que permite assim o uso de uma mesma abordagem para uma variedade de sistemas não-lineares
com diferentes propriedades (Nelles, 2001). Nesse escopo, inserem-se as representações de sistemas
não-lineares através de modelos nebulosos, ou modelos fuzzy, em especial os modelos fuzzy do tipo
Takagi-Sugeno, e dos modelos de Volterra, ambos agregando em sua representação a utilização de
BFO’s e, em especial, as GOBF’s.
Os conceitos de conjuntos fuzzy, ou conjuntos nebulosos, foram originalmente propostos por Za-
deh (1965). Com os trabalhos de Takagi e Sugeno (1985), introduziu-se uma nova metodologia de
modelagem baseada em regras, munida de conjuntos fuzzy, cujos modelos são capazes de representar
o comportamento de sistemas não-lineares graças à propriedade de serem aproximadores universais
de funções em um espaço compacto (Wang e Mendel, 1992; Wang, 1998; Kosko, 1994). A estes
modelos dá-se a denominação de modelos fuzzy Takagi-Sugeno (TS). Estes modelos consistem de
interpolações de múltiplos modelos locais (usualmente lineares ou afins), o que favorece a interpreta-
bilidade matemática e o projeto de sistemas de controle, uma vez que localmente se trabalha com
sistemas lineares. Os modelos fuzzy TS utilizados neste trabalho apresentam BFO’s nos consequentes
das regras, com relevante interesse nos modelos GOBF com funções internas de estrutura ladder.
Portanto, esses modelos, denominados TS-BFO (Campello e Amaral, 2002; Campello, 2002; Me-
deiros, 2006; Medeiros, Amaral e Campello, 2006; Machado, 2007), dispõem de todas as vantagens
destacadas anteriormente para as estruturas dinâmicas BFO. Outras propostas de aproximadores uni-
versais de funções utilizando BFO’s são encontradas na literatura (envolvendo redes neurais artifi-
ciais, funções de base radial, etc.); contudo, tais modelos não são matematicamente interpretáveis e,
além disso, não são constituídos por modelos locais, como os modelos fuzzy TS (Campello, Meleiro
e Amaral, 2004; Machado, 2007).
Outra abordagem utilizada na modelagem de sistemas dinâmicos não-lineares é a classe de
modelos polinomiais sem realimentação do sinal de saída, conhecidos como modelos de Volterra
(Schetzen, 1980; Rugh, 1981; Nelles, 2001; Aguirre, 2007). Estes modelos atraem o interesse na
representação matemática de sistemas não-lineares devido à sua estrutura não-linear caracterizada
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como uma generalização direta do modelo de resposta ao impulso, possuindo importantes aplica-
ções envolvendo identificação e controle de processos dinâmicos não-lineares (Eykhof, 1974; Schet-
zen, 1980; Campello e Oliveira, 2007). Os modelos de Volterra são parametrizados por meio de
funções multidimensionais conhecidas como kernels de Volterra, sendo estes kernels, em geral, re-
presentados por um elevado número de parâmetros, fato comum na representação impulsiva de sis-
temas (por exemplo, modelos IIR ou FIR). Contudo, o número de termos necessários para a re-
presentação dos modelos pode ser reduzido utilizando-se um modelo de Volterra associado com
uma base de funções ortonormais, onde a representação possui uma dinâmica linear constituída
por um conjunto de filtros de funções ortonormais seguida de um mapeamento estático não-linear
(Schetzen, 1980; Rugh, 1981; Nelles, 2001). Neste sentido, descreve-se matematicamente cada ker-
nel do modelo como uma expansão em bases de funções ortonormais, com a possibilidade dos kernels
serem simétricos ou não simétricos, de tal forma que, o número de bases será único para cada kernel
no caso simétrico, ou terá um número de bases igual à dimensão do kernel para o caso não simétrico.
A combinação destas duas abordagens utilizadas na modelagem de sistemas resulta em um modelo
conhecido como Volterra-BFO. A combinação de modelos de Volterra com funções ortonormais per-
mite aproximar o sistema com dinâmicas não-lineares utilizando-se um número menor de termos
se comparada à abordagem clássica de modelos de Volterra com resposta impulsiva. A utilização
de GOBF em conjunto com os modelos de Volterra, ou Volterra-GOBF, permite a incorporação de
características de sistemas não-lineares com múltiplos modos dominantes, o que leva a uma maior
eficiência destes modelos.
A principal limitação das abordagens citadas anteriormente é que estas requerem o conhecimento
prévio sobre as dinâmicas dominantes do sistema a ser modelado. Em alguns trabalhos encontrados
na literatura, como (Broome, 1965; Wahlberg e Makila, 1996; Bokor e Schipp., 1998; Heuberger
et al., 2005), propõe-se a seleção automática dos polos que caracterizam os conjuntos de funções
ortonormais discretas. Em trabalhos como (Clowes, 1965; Masnadi-Shirazi e Ahmed, 1991; Fu e
Dumont, 1993; Oliveira e Silva, 1995; Tanguy, Morvan, Vilbé e C., 1995) trata-se o problema da
escolha ótima do polo de Laguerre por meio de abordagens analíticas aplicando-a a modelos lineares,
enquanto em outros estudos como (Campello et al., 2001; Campello, 2002; Campello et al., 2003;
Campello, Favier e Amaral, 2004) aborda-se o caso de modelos não-lineares do tipo Volterra-BFO.
A seleção de polos para funções de Kautz encontra-se em alguns trabalhos na literatura como em
(Oliveira e Silva, 1995; Tanguy, Morvan, Vilbé e C., 2000; Tanguy, Morvan, Vilbé e C., 2002), onde os
modelos abordados são lineares. Estudos encontrados em (da Rosa et al., 2005; Medeiros et al., 2006;
da Rosa, Campello e Amaral, 2007; da Rosa, Campello e Amaral, 2008b; da Rosa, 2009; da Rosa,
Campello e Amaral, 2009) apresentam soluções para a identificação e otimização de modelos lineares
e não-lineares. Em (da Rosa et al., 2005; da Rosa et al., 2007; da Rosa et al., 2008b; da Rosa, 2009;
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da Rosa et al., 2009) são otimizados modelos BFO lineares e não-lineares (modelos Volterra-BFO)
com funções de Kautz e GOBF com funções de Takenaka-Malmquist, sendo os dois últimos trabalhos
baseados em algoritmos de otimização não-linear.
Neste trabalho propõe-se a identificação de sistemas lineares e não-lineares por meio de modelos
com BFO (em especial os modelos GOBF com funções internas de estrutura ladder) através da se-
leção numérica dos polos das bases ortonormais e dos demais parâmetros que compõem os modelos
baseada nos dados de entrada e saída do sistema. Neste aspecto, utilizam-se algoritmos de otimi-
zação não-linear (Luenberger, 2003) e procura-se obter os gradientes das saídas dos modelos BFO
com relação aos polos da base e demais parâmetros, sendo estes gradientes utilizados para se ob-
ter a direção a ser seguida no espaço de busca dos parâmetros do modelo. Destaca-se como uma
das principais contribuições desta tese, a identificação e otimização de modelos GOBF com funções
internas de estrutura ladder com a obtenção de cálculos analíticos dos gradientes exatos das bases
GOBF’s com funções internas em relação aos parâmetros a serem otimizados. Além disso, para a
otimização dos modelos de Kautz propõe-se um novo método, em comparação ao encontrado em
(da Rosa, 2009; da Rosa et al., 2009), em que se calcula o gradiente das saídas das funções de Kautz
em batelada. Apresenta-se também a solução para a identificação e otimização de modelos de La-
guerre.
Para a obtenção dos modelos fuzzy TS-BFO utiliza-se inicialmente um algoritmo de agrupamento
fuzzy aplicado aos dados de entrada e saída para a determinação do modelo inicial com suas re-
gras formadas pelas funções de pertinência nos antecedentes e pelos modelos locais BFO nos conse-
quentes. Posteriormente, analisa-se o modelo e realiza-se, se necessário, a simplificação deste com
a eliminação de possíveis redundâncias nas regras executando-se algoritmos de fusão e eliminação
de regras e funções de pertinência desnecessárias (Babuška, 1998; Setnes, Babuska, Kaymak e van
Nauta Lemke, 1998; Kaymak e Babuska, 1995). Dentro deste contexto, apresentam-se, nesta tese,
algoritmos para a determinação e análise de casos de simplificação dos modelos baseados em critérios
de similaridade entre regras e funções de pertinência do modelo nebuloso. Definido o modelo inicial,
pode-se então aplicar o processo de otimização não-linear para o ajuste dos polos, dos coeficientes
da expansão das funções ortonormais presentes nos consequentes das regras e dos parâmetros das
funções de pertinência nos antecedentes das regras. Para a implementação do algoritmo de otimiza-
ção deve-se calcular os gradientes do modelo com relação aos seus parâmetros de interesse. Estes
gradientes responsáveis fornecem a direção de busca dos valores ótimos dos parâmetros. Assim, são
desenvolvidos cálculos analíticos para a determinação dos gradientes da saída do modelo fuzzy TS-
BFO com relação aos polos da BFO (funções de Laguerre, Kautz ou GOBF com funções internas de
estrutura ladder), aos coeficientes da expansão das funções ortonormais (consequentes das regras) e
aos parâmetros das funções de pertinência pertencentes aos antecedentes das regras.
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A abordagem de otimização estende-se também a modelos de Volterra-BFO. Em (da Rosa, 2009;
da Rosa et al., 2009) é apresentada uma metodologia para a otimização de modelos Volterra-BFO com
kernels simétricos e BFO representadas por funções de Kautz ou GOBF com funções de Takenaka–
Malmquist. Nesta tese, apresenta-se o algoritmo para a obtenção de modelos Volterra-GOBF com
funções internas de estrutura ladder com kernels simétricos ou não simétricos. Para o processo de
otimização, são desenvolvidos cálculos analíticos dos gradientes dos modelos de Volterra-GOBF com
funções internas com relação aos seus parâmetros, tanto para os modelos com kernels simétricos como
para os modelos com kernels não simétricos.
1.1.2 Modelagem de Sistemas Lineares no Domínio da Frequência
Além da modelagem e identificação de sistemas dinâmicos no domínio do tempo, é possível tam-
bém realizar a modelagem e identificação de sistemas dinâmicos, paramétrica ou não-paramétrica, no
domínio da frequência (Ljung, 1999; Aguirre, 2007; Pintelon e Schoukens, 2001). Tem crescido o
interesse de engenheiros e pesquisadores na utilização de modelos no domínio da frequência devido
à facilidade de utilização de analisadores de frequência ou de métodos eficazes de determinação da
resposta em frequência, como algoritmos computacionais para o cálculo de transformadas de Fourier
de sinais amostrados no tempo (Oppenheim, Schafer e Schafer, 1999). Em algumas aplicações, como
no caso de sistemas de telecomunicações, as medidas do sistema sob análise estão disponíveis dire-
tamente no domínio da frequência. Outras aplicações de destaque desta abordagem de identificação
se dão nos campos da engenharia mecânica, com a análise de estruturas e de vibrações, em sistemas
elétricos de potência ou em sistemas de controle.
A identificação no domínio da frequência apresenta vantagens quando comparada com os métodos
de identificação no domínio do tempo. Uma dessas vantagens é a redução na dimensionalidade dos
dados amostrados no tempo, o que permite simplificar a identificação de sistemas que demandam a
aquisição de uma grande quantidade de dados. Outras vantagens são citadas na literatura como a
redução do efeito de ruídos, combinação de experimentos, entre outros (Pintelon e Schoukens, 2001;
Heuberger et al., 2005). A identificação de sistemas dinâmicos no domínio da frequência pode ser
benéfica especialmente em situações onde se deve obter um modelo que represente o processo em
certa faixa de frequência, como em aplicações voltadas a sistemas de controle.
Diversos trabalhos na literatura abordam o problema de identificação de sistemas dinâmicos no
domínio da frequência (Sidman, DeAngelis e Verghese, 1991; Hakvoort e den Hof, 1994; Lin e
Wu, 1982; McKelvey e Akcay, 1994; Pintelon, Guillaume, Rolain, Schoukens e Vanhamme, 1994;
Ljung, 1999; Aguirre, 2007; Pintelon e Schoukens, 2001). Nesta tese tem-se especial interesse pela
identificação, no domínio da frequência, de sistemas dinâmicos por meio de BFO. Em trabalhos
como (Vries e Van den Hof, 1998; Akçay e Heuberger, 2001; Heuberger et al., 2005; Deschrijver
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e Dhaene, 2006; Reginato e Oliveira, 2008; Reginato, 2008) propõe-se a identificação de modelos
BFO no domínio da frequência. Em (Vries e Van den Hof, 1998; Heuberger et al., 2005; Deschri-
jver e Dhaene, 2006) faz-se a identificação de modelos BFO lineares obtendo-se os coeficientes da
expansão da série de funções ortonormais, com os polos fixos determinados a priori. (Akçay e Heu-
berger, 2001) propõe a identificação de um modelo BFO aproximado através de um algoritmo ite-
rativo. Em (Reginato e Oliveira, 2008; Reginato, 2008) os autores utilizam métodos de otimização
baseados em algoritmos de nuvem de partículas para otimizar os polos da GOBF e métodos de otimi-
zação não-lineares para obter os coeficientes da expansão. Neste trabalho é apresentado um processo
de identificação no domínio da frequência para modelos BFO baseado na minimização de uma fun-
ção de custo que considera o erro de resposta em frequência entre o sistema analisado e o modelo
a ser obtido, otimizando-se os polos do modelo e os coeficientes da expansão da série de funções
ortonormais.
O processo de otimização do modelo BFO baseado no domínio da frequência é semelhante ao
processo proposto para otimização de modelos BFO no domínio do tempo. Para a identificação dos
modelos são empregados métodos de otimização não-linear que utilizam a informação do gradiente
da resposta em frequência dos modelos BFO com relação aos parâmetros de interesse. Os gradientes
das funções de Kautz e Laguerre no domínio da frequência são calculados analiticamente através
de equações desenvolvidas pelo autor. Para os modelos GOBF emprega-se o cálculo numérico dos
gradientes com relação aos parâmetros de interesse.
As abordagens e metodologias propostas nesta tese permitem obter modelos para sistemas di-
nâmicos dispondo-se de pouco ou nenhum conhecimento a priori das características dinâmicas do
sistema sob análise, o que é de grande interesse quando se trata da identificação e modelagem de
sistemas dinâmicos.
1.2 Organização do Trabalho e Contribuições
O presente trabalho está organizado da seguinte forma:
• Capítulo 2 - Modelagem por Base de Funções Ortonormais: Neste capítulo apresentam-se
algumas técnicas de modelagem matemática de sistemas dinâmicos lineares estáveis dentre as
quais se dá maior destaque à modelagem por meio de base de funções ortonormais, mostrando
suas características e vantagens em relação a outras técnicas de modelagem. Dentre as bases
de funções ortonormais, empregam-se as bases de Laguerre, Kautz e as bases de funções ge-
neralizadas com funções internas de estrutura ladder, às quais se tem especial interesse neste
trabalho, devido às suas características vantajosas com relação às outras abordagens, como a
liberdade de se trabalhar com múltiplos polos de natureza distintas parametrizados somente por
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parâmetros reais. Apresentam-se também técnicas de otimização não-linear empregadas na oti-
mização e identificação de modelos BFO a partir de dados de entrada e saída dos sistemas sob
análise. Para a execução dos processos de otimização emprega-se o cálculo dos gradientes das
funções com relação a seus parâmetros. Os gradientes são obtidos através de cálculos analíticos
com uma nova proposta para o cálculo no caso das funções de Kautz e com a apresentação dos
cálculos dos gradientes para os modelos GOBF com funções internas. Para ilustrar o desem-
penho da metodologia proposta, apresentam-se exemplos de modelagem de sistemas dinâmicos
utilizando-se BFO.
• Capítulo 3 - Modelagem de Sistemas Não-lineares por base de funções ortonormais: No
capítulo 3 apresentam-se as propostas de modelagem de sistemas dinâmicos não-lineares está-
veis por meio de abordagens que utilizam BFO, sendo eles os modelos fuzzy Takagi-Sugeno
com BFO nos consequentes das regras, ou modelos fuzzy TS-BFO, e modelos de Volterra
com BFO nos kernels, ou modelos Volterra-BFO. Dá-se especial ênfase ao emprego de base
de funções ortonormais generalizadas com funções internas nos modelos não-lineares cita-
dos (modelos TS-GOBF e modelos Volterra-GOBF). Desenvolvem-se técnicas para se obter
os modelos TS-GOBF e Volterra-GOBF diretamente através de sinais de entrada e saída dos
sistemas sob estudo sem conhecimento a priori de suas características dinâmicas. Para a ob-
tenção dos modelos TS-GOBF emprega-se inicialmente técnicas de agrupamento fuzzy para a
determinação inicial dos modelos. Posteriormente, utilizam-se metodologias de simplificação
de modelos fuzzy TS para a análise e possível eliminação de funções de pertinência ou regras
desnecessárias. Finalmente, utilizam-se algoritmos de otimização não-linear, auxiliados pelo
cálculo analítico dos gradientes destes modelos com relação aos seus parâmetros, para se rea-
lizar um ajuste fino no modelo otimizando-se os polos da BFO, os coeficientes da expansão da
série BFO e os parâmetros das funções de pertinência e, desta maneira, melhorar sua precisão.
Para os modelos de Volterra-GOBF com funções internas apresentam-se os cálculos necessá-
rios para se otimizar tais modelos empregando-se metodologias de otimização não-linear e os
cálculos analíticos dos gradientes de modelos simétricos e não simétricos utilizados pelos algo-
ritmos de otimização. Para finalizar apresentam-se exemplos de aplicações de modelagem de
sistemas não-lineares empregando-se as metodologias propostas.
• Capítulo 4 - Identificação de modelos BFO no domínio da frequência: No capítulo 4
apresenta-se o procedimento de identificação de modelos BFO lineares no domínio da fre-
quência. Utilizando-se as informações da resposta em frequência do sistema sob estudo,
desenvolvem-se métodos de identificação de modelos BFO lineares com a finalidade de se
determinar os polos das funções ortonormais presentes na base, assim como os coeficientes
1.2 Organização do Trabalho e Contribuições 9
da expansão da BFO . No processo de identificação são utilizadas técnicas de otimização não-
linear que minimizam uma função de custo que considera o erro entre a resposta em frequência
do sinal amostrado diretamente do processo e a resposta em frequência do modelo estimado.
Para a implementação do processo de otimização no domínio da frequência é necessário o cál-
culo dos gradientes que determinam as direções de busca dos parâmetros de interesse. Assim,
as principais contribuições deste capítulo inserem-se no desenvolvimento do cálculo analítico
dos gradientes da resposta em frequência, das funções de Laguerre e Kautz com relação aos
parâmetros do modelo e a otimização destes modelos no domínio da frequência. As informa-
ções dos gradientes são utilizadas no processo de otimização empregado. Também apresenta-se
uma abordagem numérica para a obtenção dos gradientes das respostas em frequência dos mo-
delos GOBF com funções internas de estrutura ladder e sua posterior otimização. Ao final do
capítulo, apresentam-se exemplos da modelagem de sistemas lineares através de suas respostas
no domínio da frequência empregando-se as metodologias propostas.
• Capítulo 5 - Propostas e Conclusões: Ao decorrer do capítulo 5 apresentam-se as conclusões
dos trabalhos realizados, contribuições e perspectivas de trabalhos futuros.
Capítulo 2
Modelagem de Sistemas Lineares por Base de
Funções Ortonormais
2.1 Introdução
A modelagem matemática de sistemas físicos reais é importante em muitas áreas da ciência e do
conhecimento. Em engenharia, os modelos são utilizados para a análise, otimização, simulação e
controle de processos. Aliada à busca por técnicas avançadas de projeto de controladores, otimização
e supervisão há também necessidade de técnicas avançadas e eficientes de modelagem e identifica-
ção de processos. Uma destas técnicas consiste em utilizar bases de funções ortonormais (BFO) na
modelagem de sistemas dinâmicos.
A utilização de bases de funções ortonormais apresenta vantagens como a redução na ordem da
representação do modelo, simplificando os problemas de identificação e controle associados (Van den
Hof, 1995; Heuberger et al., 2005). Modelos que utilizam a abordagem BFO possibilitam também a
incorporação de conhecimento prévio sobre a dinâmica do sistema (Heuberger, 1995; Ninness, 1997).
Deste modo, o problema de estimação dos coeficientes dos modelos pode ter uma rápida taxa de
convergência, levando a modelos parcimoniosos quando comparados com outras abordagens, como
modelos FIR (Finite Impulsive Response) (Ljung, 1999).
Outra característica da utilização de modelos BFO em sistemas dinâmicos é a ausência de rea-
limentação da saída, isto é, não existe realimentação de erros de previsão, o que normalmente re-
sulta em modelos mais precisos (Nelles, 2001). Devido à completude da base também é possível
aumentar a sua capacidade de representação aumentando-se o número de funções ortonormais da
base (Heuberger et al., 2005). Os modelos baseados em BFO’s exibem ainda tolerância a dinâ-
micas não-modeladas e sensibilidade reduzida aos parâmetros estimados, dentre outras que serão
apresentadas neste capítulo (Nelles, 2001). As funções ortonormais utilizadas com maior frequência
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na representação através de BFO’s são as funções de Laguerre, de Kautz e as bases de funções ortonor-
mais generalizadas (GOBF - Generalized Orthonormal Basis Function) (Heuberger et al., 2005; Cam-
pello et al., 2007). Neste trabalho propõe-se uma nova metodologia para a obtenção de um modelo
em espaço de estados para base de funções ortonormais generalizadas (GOBF) com funções inter-
nas de estrutura ladder(Heuberger et al., 2005). Estas funções apresentam uma vantagem sobre as
demais funções ortonormais normalmente utilizadas, que é a flexibilidade de serem parametrizadas
somente por parâmetros reais independentemente da natureza e do número de polos das funções, se-
jam eles reais, complexos conjugados ou ambos, o que não acontece em outros modelos GOBF. Esta
representação de modelos com múltiplos modos dominantes possibilita a representação de sistemas
com dinâmicas de ordem elevada através de modelos mais simples do que os obtidos normalmente
com funções de Laguerre ou Kautz.
Para a obtenção de modelos BFO mais precisos e parcimoniosos é necessário que o(s) polo(s) do
modelo esteja(m) próximo(s) do(s) polo(s) do sistema sob estudo. Esta tarefa nem sempre é simples,
pois muitas vezes não se tem conhecimento a priori das características dinâmicas do sistema. Uma
maneira de se obter os polos do sistema é pelo emprego de métodos de otimização através da mini-
mização dos erros de saída do modelo (Nelles, 2001; Heuberger et al., 2005; da Rosa, 2009). Neste
trabalho, apresenta-se o método para o cálculo analítico dos gradientes das GOBF’s com relação aos
seus parâmetros. Tais gradientes, associados a métodos de otimização não-linear, permitem a obten-
ção de modelos precisos e que não necessitam de conhecimento a priori do sistema a ser modelado.
Apresentam-se também métodos para o cálculo dos gradientes de modelos BFO com funções de La-
guerre e Kautz calculados em batelada, diferentemente do método proposto por da Rosa (2009), onde
os gradientes são calculados individualmente para cada função de Kautz.
2.2 Base de Funções Ortonormais
Um sistema linear estável e invariante no tempo pode ser completamente caracterizado por sua
resposta ao impulso h(j), j = 0, . . . ,∞ discreta no tempo (Ljung, 1999). Admitindo que tal sistema
seja causal e que h(j) pertença ao espaço das funções quadraticamente somáveis (Espaço de Lebesgue
L2[0,∞) no caso contínuo), então a resposta impulsiva do processo, h(j), pode ser modelada através





onde {φi(j)}∞i=1 é uma base de funções ortonormais (BFO) e gi são os coeficientes associados ao
desenvolvimento em série da resposta ao impulso h(j) através dessa base. As BFO’s são bases com-
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pletas no espaço das funções quadraticamente somáveis no intervalo [0,∞) e suas funções possuem
a propriedade de aproximarem com precisão arbitrária, através de uma combinação linear de finitas
funções da base, qualquer função linear no espaço L2 (Heuberger et al., 2005; Campello et al., 2007).
Além disso, a representação de sistemas dinâmicos lineares e estáveis através de modelos dados por
BFO’s apresenta vantagens quando comparados com outros modelos normalmente utilizados para a
representação dos mesmos sistemas:
• Ausência de realimentação da saída, o que, consequentemente, leva a modelos mais precisos e
evita a propagação de erro na predição de sinais;
• A utilização BFO’s com polo(s) próximo(s) à dinâmica dominante do sistema requer uma me-
nor quantidade de termos para representar o sistema com a mesma precisão de um modelo
FIR.
• Não há a necessidade de determinar previamente a ordem do modelo nem o atraso de transporte,
eliminando-se assim a etapa (geralmente árdua) de determinação dos regressores;
• É possível aumentar a capacidade de aproximação dos modelos simplesmente aumentando-se
o número de funções, o que pode ser feito de forma adaptativa;
• Os modelos BFO apresentam grande tolerância às dinâmicas não modeladas e sensibilidade
reduzida aos parâmetros estimados (dinâmicas não dominantes);
• Capacidade de lidar de forma robusta com atrasos de transporte.
• Desacoplamento natural das saídas em sistemas multivariáveis;
• É garantido que a representação de um sistema estável é também estável.
A equação de convolução para um sistema dinâmico linear pode ser escrita definindo-se a resposta
























onde ψi(k) é a convolução da entrada u(k) com a i-ésima função ortonormal φi no instante k.
Associando-se a cada função ortonormal uma representação equivalente em função de transferên-
cia em z que define um filtro linear, ψi(k) pode ser então visto como a filtragem do sinal de entrada
u(k).
A modelagem por base de funções ortonormais admite a representação do modelo em uma reali-
zação em espaço de estados. Dado um conjunto de polos, pode-se construir uma realização em espaço













A realização (2.3) não é única e admite diversas representações para a mesma BFO. Para que a
realização seja ortogonal ela deve satisfazer a seguinte condição (Roberts e Mullis, 1987):
AAT +BBT = I (2.4)
O modelo apresentado na equação (2.2) pode ser representado no espaço de estados como:
Ψ(k + 1) = AfΨ(k) +Bfu(k)
ŷ(k) = CfΨ(k) (2.5)
onde as matrizes Af e Bf dependem diretamente dos parâmetros (polos) do modelo, a matriz
Cf contém os termos da expansão da série com a saída das funções ortonormais e Ψ(k) =
[ψ1(k) . . . ψnf (k)]
T é o vetor de estados ortonormais (denominação usada por conveniência já que
a ortonormalidade é uma propriedade da função e não dos estados) de ordem nf , sendo estes estados
coincidentes com as saídas dos filtros correspondentes às funções ortonormais de ordem equivalente.
Este modelo pode ainda incluir uma parcela na parte estática da representação que modela o nível DC
da saída do sistema sob estudo.
Duas funções utilizadas com muita frequência na representação através de BFO’s, e de especial
interesse neste trabalho, são as funções de Laguerre1 e de Kautz. A base de funções ortonormais
de Laguerre é caracterizada pela utilização de funções de transferência com apenas um polo real
1Edmond Nicolas Laguerre - Nasceu 1834 em Bar-le-Duc, França. Graduou-se pela École Polytechnique em Paris
em 1854. Publicou seus trabalhos a respeito das funções polinomiais de Laguerre em 1879 e mostrou que uma função
arbitrária pode ser expandida em série de funções polinomiais de Laguerre. Faleceu em 1886 em Bar-le-Duc, França.










, i = 1, 2, . . . (2.6)
onde p = {p : p ∈ R e |p| < 1} é o polo que parametriza as funções ortonormais e i a ordem
da função dada. Os modelos com funções de Laguerre podem ser caracterizados como modelos
equivalentes a modelos FIR com polos fora da origem, sendo o modelo FIR com polos na origem um
caso especial das BFO’s (Heuberger et al., 2005; Campello et al., 2007). O modelo FIR normalmente
requer um número elevado de termos para representar sistemas com dinâmica dominante lenta. Como
se pode notar através da equação (2.6), os modelos de Laguerre de ordem i podem ser escritos como
modelos em cascata de ordem i− 1, conforme mostra a Fig. 2.1.
Fig. 2.1: Representação em Blocos das Funções de Laguerre.
A representação em cascata da função de Laguerre lhe confere a propriedade de recursividade já,
que a i-ésima função pode ser escrita em função da (i-1)-ésima. Sendo assim, é possível representar a
dinâmica de funções de Laguerre através de uma equação de estados, como apresentado na equação
(2.5), sendo que as matrizes Af , Bf e Cf são dadas por:
Af =

p 0 0 · · · 0
1− p2 p 0 · · · 0
(−p)(1− p2) 1− p2 p · · · 0
...
...
... . . .
...






1 −p (−p)2 · · · (−p)nf−1
]T
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Cf =
[
g1 g2 g3 · · · gnf
]
onde p é o polo de Laguerre, nf é o número de filtros de Laguerre e gi são os coeficientes da expansão
da série. O vetor de estados Ψ(k) é dado por:
Ψ(k) = [ψ1(k) ψ2(k) . . . ψnf (k)]
T
com ψi(k) sendo a saída da i-ésima função de Laguerre no instante k.
A base de Laguerre é mais apropriada para representar sistemas com polos puramente reais ou
com parte imaginária de valor reduzido (Campello et al., 2007). A base de Kautz é mais apro-
priada para representar sistemas com dinâmica oscilatória, por ser parametrizada por polos complexos
conjugados. As funções de Kautz (Wahlberg, 1994) são parametrizadas pelo par de polos complexos
conjugados β = α± jϑ segundo a equação:
Φ2i−1(z) =
√
(1− c2)(z − b)
z2 + b(c− 1)z − c
(
−cz2 + b(c− 1)z + 1






z2 + b(c− 1)z − c
(
−cz2 + b(c− 1)z + 1
z2 + b(c− 1)z − c
)i−1
onde:
b = (β + β∗)/(1 + ββ∗) e c = −ββ∗ (2.8)
sendo 0 < b < 1 e −1 < c < 0. Assim como as funções de Laguerre, as funções de Kautz podem
ser descritas em uma representação recursiva e, consequentemente, em cascata, como representada
na Fig. 2.2.
Analogamente ao desenvolvido para as funções de Laguerre, as funções de Kautz podem ser
escritas em espaço de estados. Mbarek, Messaoud e Favier (2003) apresentam uma representação
em espaço de estados para as funções de Kautz utilizando duas matrizes A1 e A2 que nesta tese
foram substituídas pela matriz AK para facilitar os cálculos do gradiente dos estados com relação aos
parâmetros b e c, como será apresentado posteriormente. A representação em espaço de estados da
função de Kautz é dada por:
X (k + 1) = AKX (k) +BKU(k)
ŷ(k) = CKX (k) (2.9)
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0 a1,2 0 0 · · · 0 0 0 0
a2,1 a2,2 0 0 · · · 0 0 0 0
0 0 0 a3,4 · · · 0 0 0 0










0 0 0 0 · · · 0 a2(nf−1)−1,2(nf−1) 0 0
a2(nf−1),1 a2(nf−1),2 0 0 · · · a2(nf−1),2nf−3 a2(nf−1),2nf−2 0 0
0 0 0 0 · · · 0 0 0 a2nf−1,2nf
0 0 0 0 · · · 0 a2nf ,2nf−2 0 a2nf ,2nf





















0 g1 0 g2 · · · 0 gnf−1 0 gnf
]
sendo a matriz AK construída a partir dos seguintes elementos, considerando-se i igual à cardinali-
dade das linhas da matriz AK com os termos definidos por al,m, onde l indica a linha e m a coluna:
• Para i ímpar:
. ai,2i = 1,
. demais termos iguais a 0;
• Para i = 2:
. ai,i = −b(c− 1),
. ai,i−1 = c,
. demais termos iguais a 0;
• Para i múltiplo de 4:




. demais termos iguais a 0;
• Para outras linhas i pares os termos serão:
. ai,i = −b(c− 1),
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. ai,i−1 = c,
. ai,i−j∗4 = (−c)j−1(b(c− 1) + (−c)(−b(c− 1))) e
ai,i−(j∗4+1) = (−c)j−1((−c)(c) + 1) , para j = 0, 1, 2, . . . tal que 4j < i,
. demais termos iguais a 0;
Já os elementos da matriz BK serão definidos por:
• Para i = 2 + 4j, com j = 0, 1, 2, . . . tal que j ≤ nf/2
. bi,1 = (−c)j ,
. bi,2 = (−c)j(−b);
• Para demais i’s:
. bi,1 = bi,2 = 0,
Quando o sistema em estudo necessita de modelos com mais de dois polos distintos, deve-se utili-
zar modelos formados por base de funções ortonormais generalizadas em que as funções ortonormais
podem apresentar nb polos distintos, como será apresentado na próxima seção.
2.3 Base de Funções Ortonormais Generalizadas
A classe das bases de funções ortonormais generalizadas (GOBF - Generalized Orthonormal
Basis Functions) é obtida pela conexão de n filtros all-pass de nb-ésima ordem, ou seja, cada filtro
terá nb polos distintos ou não, podendo ser de qualquer natureza, reais ou complexos (Ninness, 1997;
Heuberger et al., 2005). A figura 2.3 apresenta a estrutura em blocos de um modelo GOBF, onde os
blocos representados porGb são as funções ortonormais que compõem a base eCTi , com i = 1, . . . , n,
são os vetores de coeficientes que multiplicam a série com as saídas das funções para formar a saída
estimada ŷ(k).
Um caso particular de GOBF corresponde em conectar diferentes all-pass de primeira e segunda
ordem, onde cada all-pass pode apresentar polo(s) distinto(s). Estas bases de funções são também












onde ξi, i = 1, . . . , κ são os polos do modelo GOBF. Modelos com polos complexos conjugados po-
dem ser combinados, correspondendo a funções semelhantes às funções de Kautz. Contudo, este tipo
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Fig. 2.3: Representação em blocos de um modelo GOBF.
de modelo apresenta algumas desvantagens quando as características dinâmicas do sistema (polos)
são desconhecidas e o modelo deve ser obtido por meio de métodos de identificação:
• É necessário se especificar a priori o número de polos reais e polos complexos conjugados;
• A parametrização não é única, uma vez que qualquer permutação de polos levará a modelos
idênticos.
• Para a determinação dos parâmetros no caso de polos complexos conjugados (partes reais e
imaginárias), há uma interdependência dos parâmetros, pois os polos devem estar dentro do
círculo unitário, ou seja, os polos devem ter módulo menor que 1 (Heuberger et al., 2005).
• Saídas dos filtros com polos complexos são complexas (não reais), embora isso possa ser
contornado com a transformação proposta por Ninness (1997).
Existe outra representação para GOBF’s que não apresenta os problemas descritos acima. Esta
representação é conhecida como base de funções ortonormais generalizadas com funções internas
de estrutura ladder, sendo os modelos BFO de Laguerre e Kautz casos especiais das GOBF’s com
funções internas (Heuberger et al., 2005).
2.3.1 Funções Internas
Uma função de transferência racional G(z) é denominada “interna” se for estável e satisfizer a
seguinte equação (2.11), sendo assim um filtro all-pass.
G(z)G(1/z) = 1 (2.11)
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Funções internas bem conhecidas e estudadas são as funções que formam o modelo FIR, i.e.,
G(z) = z−1. Um exemplo de função interna G(z) com polo real ξm é dado pela equação (2.12), que





A função interna apresentada na equação (2.12) pode ser escrita na forma de espaço de estados.
Sendo ŷ(z) = G(z)u(z), a realização em espaço de estados de G(z) é dada através do seguinte
desenvolvimento:
(z − ξm)ŷ(z) = (1− ξmz)u(z) (2.13)
sendo a equação (2.13) reescrita na forma de equação as diferenças:
ŷ(k) = ξmŷ(k − 1)− ξmu(k) + u(k − 1) (2.14)
Definindo-se x′(k) = ξmŷ(k − 1) + u(k − 1), obtém-se:{
x
′








(k + 1) = ξmx
′





Definindo-se x(k) = x′(k)/
√
1− ξ2m, tem-se que:{ √
1− ξ2mx(k + 1) = ξm
√

























Esta representação de modelos com polo real é equivalente à representação com funções de La-
guerre (Heuberger et al., 2005). Modelos de sistemas dinâmicos com par de polos complexos conjuga-
dos também possuem representação interna. Sejam as seguintes funções internas com polos complexo
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Ligando-se em cascata as funções (2.20) e (2.21), obtém-se uma função interna de segunda ordem






que pode se reescrever como:
G(z) =
1− (ξm + ξ∗m)z + ξmξ∗mz2
z2 − (ξm + ξ∗m)z + ξmξ∗m
(2.22)
Como é possível notar por inspeção, a equação (2.22) é uma equação a parâmetros complexos.






e c = −ξmξ∗m (2.23)
Utilizando-se os parâmetros b e c apresentados em (2.23), pode-se reescrever a equação (2.22) da
seguinte maneira com parâmetros reais:
G(z) =
−cz2 + b(c− 1)z + 1
z2 + b(c− 1)z − c
(2.24)
esta representação é equivalente às funções de Kautz. Efetuando-se um desenvolvimento semelhante
ao realizado para o modelo com polo real, é possível se obter um modelo em espaço de estados onde




















A conexão em cascata de nb funções internas gera outras funções internas de ordem nb, mas
quando envolvem polos complexos, seus parâmetros geralmente se tornam complexos ou necessitam
de alguma transformação para que sejam reais. Para evitar este problema, há uma representação
para modelos GOBF através de funções internas em que os polos são parametrizados sempre por
parâmetros reais independentemente da natureza dos polos. Esta representação foi proposta por Gray
e Markel (1975) como uma realização em espaço de estados para uma função interna com somente um
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polo com duas entradas e duas saídas cujo modelo em espaço de estados, conhecida como estrutura
ladder, é dada por (Gray e Markel, 1975; Heuberger et al., 2005): ϕi(k + 1)y1(k)
y2(k)
 =








com−1 < γ < 1. O modelo (2.25) pode ser representado através do diagrama de blocos apresentado
na figura 2.4:
Fig. 2.4: Representação em blocos da estrutura interna parametrizada por γ.
O modelo em espaço de estados apresentado em (2.25) deriva do modelo de primeira ordem
apresentado em (2.18), onde a saída y2(k) corresponde à variável x(k + 1) (ou ψi(k + 1)). Com
a saída y2(k) conectada à entrada u2(k) obtém-se a representação do modelo (2.18). Esta estrutura
favorece a conexão em cascata das funções de primeira ordem e fornece uma metodologia para se
obter modelos GOBF parametrizados somente por parâmetros reais (Gray e Markel, 1975; Roberts
e Mullis, 1987; Heuberger et al., 2005). Por questões de simplificação de nomeclatura os modelos
GOBF com funções internas de estrutura ladder serão referidos no texto a partir deste ponto somente
como modelos GOBF ou modelos GOBF com funções internas.
Esta estrutura é normalizada, isto é, gera uma base ortonormal. A ligação dos nb blocos que
formam uma base ortonormal generalizada com nb polos, que podem ou não serem distintos, se dá
através da estrutura de ligação apresentada na figura 2.5:
As estruturas GOBF’s são formadas, portanto, como mostrado na figura 2.3, pela ligação de n
blocos Gb formados pela base de funções ortonormais com polos reais e/ou complexos conjugados,
reduzindo-se, desta maneira, a quantidade de funções necessárias à representação de um determinado
processo. Para representar esta estrutura GOBF, desenvolve-se nesta tese uma representação original
em espaço de estados para se obter as saídas das funções na base. Inicialmente será apresentado o
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Fig. 2.5: Representação em blocos das funções da base de uma GOBF.
modelo em espaço de estados de um único bloco Gb com nb funções internas, parametrizadas pelos
parâmetros γi com i = 1, . . . , nb. O modelo em espaço de estados para Gb é dado por:
ϕ(k + 1) = Abϕ(k) +Bbu(k) (2.26)
ŷ(k) = Cbϕ(k)
onde ϕ(k) = [ϕ1(k) . . . ϕnb(k)] são os estados (ou saída dos filtros) que compõem o bloco Gb da
GOBF. As matrizes Ab e Bb dependem diretamente dos parâmetros γi, com i = 1, . . . , nb. A matriz
Ab do modelo em espaço de estados será definida por:
Ab =

a1,1 a1,2 a1,3 · · · a1,nb
a2,1 a2,2 a2,3 · · · a2,nb
a3,1 a3,2 a3,3 · · · a3,nb
...
...
... . . .
...
anb,1 anb,2 anb,3 · · · anb,nb

(2.27)
onde os termos ai,j , com i sendo a linha a que o elemento pertence e j a coluna, são definidos por:
• Para i = 1, os elementos são:





1− γ2l , para j = 2, . . . , nb.
• Para i = 2, . . . , nb, os elementos são:
ai,j =
√
1− γ2j , para j = i− 1;
ai,j = −γj−1γj, para j = i;





1− γ2l , para j = i+ 1, . . . , nb;
ai,j = 0, para demais elementos.










com seus elementos bi,1 dados por:












A matriz Cb presente no modelo (2.26) é dada por:
Cb =
[
g1 g2 . . . gnb
]
onde gj com j = 1, . . . , nb são os coeficientes da expansão em série do modelo GOBF.
Modelos GOBF podem ser constituídos por n funções Gb. Isto é, neste caso há conexão em
cascata de n funções generalizadasGb. O modelo geral da base de funções ortonormais generalizadas
em espaço de estados (no formato apresentado em (2.5)) é dado por:
Ψ(k + 1) = AfΨ(k) +Bfu(k) (2.29)
ŷ(k) = CfΨ(k)
onde Ψ(k) é formado por nbn saídas das funções da base. A matriz Af do modelo (2.29) é definida




Ab 0 0 · · · 0
AI Ab 0 · · · 0
(−γnb)AI AI Ab · · · 0
...
...
... . . .
...
(−γnb)n−2AI (−γnb)n−3AI (−γnb)n−4AI · · · Ab

(2.30)
sendo as submatrizes Ab definidas em (2.27). As submatrizes AI têm seus elementos aIi,j , onde i é a
linha e j a coluna, dados por:
• Para i = 1, . . . , nb e j 6= nb, o elemento aIi,j será:
aIi,j = 0;
• Para j = nb, então os elementos ai,j serão:
Se i = 1





Se i = 2, . . . , nb















com a submatriz Bb definida em (2.28).
A matriz Cf é definida por:
Cf =
[
g1,1 g1,2 · · · g1,nb · · · g1,nbn
]
onde g1,j com j = 1, . . . , nbn são os coeficientes da expansão em série do modelo GOBF.
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A representação em espaço de estados dos modelos GOBF com funções internas de estrutura
ladder foi obtida a partir da representação gráfica em diagrama de blocos. O modelos escritos em
função das entradas e das variáveis de interesse chegando-se à representação apresentada.
A representação em espaço de estados do modelo GOBF com funções internas possibilita que
se conheça os polos dos modelo através da determinação dos autovalores da matriz Af . Sendo o
modelo GOBF definido pelas matrizes da representação dinâmica em espaço de estados (Af , Bf , Cf )
(equação (2.29)), uma possível realização do sistema para representação através de uma função de
transferência é dada por (Heuberger, 1995):
Gk(z) = Cf (Iz − Af )−1Bf
onde os polos do sistema podem ser definidos através da obtenção dos autovalores da matriz Af .
Esta propriedade é interessante já que o modelo é parametrizado somente pelos parâmetros reais γ
independentemente das características dos polos.
2.4 Ajuste dos parâmetros das BFO’s
Os parâmetros a serem determinados na modelagem de sistemas dinâmicos lineares por base de
funções ortonormais são os polos das funções ortonormais e os coeficientes da expansão da série de
funções. Conforme se discutiu em (Oliveira, 1997; Campello, 2002; Campello et al., 2007; Machado,
2007), uma vez conhecidos os polos, pode-se determinar os termos da expansão da série através do
já bem conhecido método de mínimos quadrados (MMQ).
A seleção do(s) polo(s) da base de funções ortonormais que representam a dinâmica do sistema
normalmente depende de um conhecimento prévio do sistema ou de métodos de otimização que mi-
nimizem o erro do modelo estimado, como apresentado em (Heuberger et al., 2005; Nelles, 2001;
da Rosa, 2009). Em trabalhos como (da Rosa, Campello e Amaral, 2008a; da Rosa, 2009; da Rosa
et al., 2009) apresenta-se uma metodologia de otimização dos parâmetros de modelos de Kautz e
GOBF com funções de Takenaka-Malmquist através de buscas exatas dadas pelos cálculos dos gra-
dientes da saída do modelo estimado com relação aos seus parâmetros. Nesta seção propõem-se
a otimização, através de métodos de otimização não-linear (Luenberger, 2003), dos parâmetros de
um modelo linear composto por funções ortonormais, sejam elas as funções de Laguerre, de Kautz ou
GOBF com funções internas, sendo proposta para as funções de Kautz uma metodologia computacio-
nalmente mais eficiente para o cálculo dos gradientes quando comparado aos resultados apresentados
em (da Rosa et al., 2008a). Apresentam-se também métodos para o cálculo analítico dos gradientes
das funções de Laguerre e GOBF com funções internas com relação aos parâmetros de interesse para
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otimização.
2.4.1 Retropropagação através do tempo
Os modelos são otimizados utilizando-se a informação dos sinais de entrada e saída amostrados
em k instantes de tempo. Para o cálculo dos gradientes empregados no processo de otimização utiliza-
se a técnica de retropropagação através do tempo, onde todas as amostras nos instantes passados são
consideradas no processo de otimização. A técnica de retropropagação através do tempo (BPTT2)
foi desenvolvida por Rumelhart, Hinton e Willians (1986) como uma extensão do algoritmo de re-
tropropagação padrão (Haykin, 1999; Nelles, 2001) aplicado à sintonia de parâmetros de modelos
recursivos.
Considere um sistema dinâmico linear representado por um mapeamento estático f(·) aplicado
sobre os valores passados dos sinais de entrada e saída, ou seja, ŷ(k) = f [u(k − 1), . . . , u(k − nu),
ŷ(k−1), . . . , ŷ(k−ny)], onde ŷ(k) denota a saída do modelo. Neste tipo de modelo, conhecido como
Output-Error (OE) (Nelles, 2001), o mapeamento f(·) possui uma relação dinâmica com a saída do
modelo, uma vez que ele está implicitamente e recursivamente incluso nos termos ŷ(k − i). Sendo
assim, é possível representar a dinâmica do sistema por meio de vários modelos estáticos, o que pode
ser feito através de recursões no tempo. Na técnica BPTT, desenvolve-se a recorrência do modelo até
as condições iniciais das entradas, estados e saídas de um sistema dinâmico, como mostra a Fig. 2.6
para um sistema do tipo ŷ(k) = f(θ, u(k − 1), ŷ(k − 1)), onde θ são os parâmetros do sistema f(·)
em questão.
Fig. 2.6: Representação de um modelo com recorrência.
Os parâmetros θ do modelo são obtidos utilizando-se métodos de otimização a partir dos dados
de E/S, minimizando-se alguma função de custo que relacione o erro entre os valores de saída obtidos
diretamente da planta e os valores estimados através do modelo. Para esta minimização, deve-se
calcular o seu gradiente com relação aos parâmetros que se deseja otimizar, necessitando-se, portanto,
2backpropagation-through-time
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calcular a derivada da saída ŷ(k) com relação aos parâmetros θ. Como o modelo f(·) é assumido









· ∂ŷ(k − 1)
∂θ
(2.32)
onde o primeiro termo da equação (2.32) corresponde à parte estática do modelo, na qual a saída
atual depende diretamente dos parâmetros θ. Já o segundo termo da equação (2.32) corresponde à
parte dinâmica, onde a saída em ŷ(k−1), que também compõe a saída estimada de maneira recursiva,
depende dos parâmetros θ que se deseja otimizar. Para modelos em espaço de estados, a saída ŷ(k−1)
pode ser substituída pelo valor do estado no instante (k− 1). O cálculo do segundo termo da equação
exige que se conheça a derivada da saída ŷ(k− 1) com relação aos parâmetros θ, uma vez que a saída
pode ser escrita como ŷ(k − 1) = f(θ, u(k − 2), ŷ(k − 2)), o que corresponde a uma defasagem no
tempo para o instante anterior. Da mesma forma que na equação (2.32), o cálculo de ∂ŷ(k)
∂θ
dependerá
da saída no instante anterior e assim sucessivamente até k = 0, sendo que, neste instante, tem-se
ŷ(0) = 0 e, consequentemente, ∂ŷ(0)/∂θ = 0. Em suma, a técnica BPTT decompõe a dinâmica
do sistema em uma série de representações estáticas. Esta abordagem permite descrever as derivadas
da saída do modelo em termos somente das condições iniciais e do sinal de entrada, fazendo-se uma
recursão de k passos no tempo.
Assim, o algoritmo BPTT calcula a derivada exata para as k amostras do sistema utilizadas na
identificação do modelo da planta. Conhecidos os gradientes das saídas com relação aos parâmetros
θ pode-se, através de alguma técnica de otimização não-linear baseada em gradiente, obter os valores
de θ que parametrizam a função f(·).
2.4.2 Métodos de otimização não-linear
Neste trabalho, técnicas de otimização não-lineares são necessárias para se obter os parâmetros
dos modelos dos sistemas, o que se dá pela minimização de uma determinada função de custo com
relação a um grupo de parâmetros. Os parâmetros a serem otimizados nos modelos de sistemas
dinâmicos lineares por BFO’s ou GOBF’s são os polos das funções ortonormais e os coeficientes das
expansões das funções. A otimização de modelos de Kautz se dá através de métodos de otimização
que resolvam problemas com restrições não-lineares. Já os modelos de Laguerre e GOBF por funções
internas não apresentam restrições não-lineares.
Os problemas de otimização não-lineares podem ser irrestritos ou mais completos, como o apre-
sentado em (2.33), apresentando restrições quanto aos valores que os parâmetros a serem otimizados
podem assumir, sendo estas restrições de igualdade ou desigualdade, ou ainda serem restritas a limi-
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Gi(x) = 0, i = 1, . . . ,me
Gi(x) ≤ 0, i = me + 1, . . . ,m
xl ≤ x ≤ xu
onde x é o vetor de variáveis que se deseja otimizar (x ∈ Rn), f(x) é a função objetivo que retorna
um valor escalar (f(x) : Rn → R), G(x) é o vetor de funções que retorna os valores das restrições de
igualdade e desigualdade avaliados em x (G(x) : Rn → Rm), xl e xu são respectivamente os limites
inferiores e superiores das variáveis.
Uma solução eficiente e precisa para problemas como o apresentado em (2.33) depende de di-
versos fatores, como a correta formulação do problema e da determinação das restrições de forma
consistente para não se gerar infactibilidades. Além disso, a escolha do método de otimização a
ser utilizado para resolução do problema está diretamente ligada ao problema de otimização que
se deseja resolver. Quando o problema trata somente de função objetivo e restrições lineares, este
pode ser resolvido por métodos de programação linear. Já problemas não-lineares podem apresentar
não-linearidades na função objetivo, nas restrições ou em ambos, podendo também serem restritos ou
irrestritos (Nelles, 2001). Para solucionar problemas de otimização não-lineares, existem diversas téc-
nicas, a maioria delas baseada na informação de gradiente que indica a direção de busca dos valores
ótimos dos parâmetros que se desejar otimizar, como métodos de gradiente descendente, métodos
de Newton, quasi-Newton, entre outros (Luenberger, 2003). Dos métodos que utilizam informação
de gradiente, os métodos mais eficientes são os métodos quasi-Newton. Estes métodos constroem a







onde a matriz Hessiana, Q, é definida positiva simétrica, c é um vetor constante, e b é uma constante.
A solução ótima para este problema acontece quando as derivadas parciais de x se anulam, i.e.,
∇f(x∗) = Qx∗ + c = 0
com o ponto de solução ótima podendo ser reescrito como
x∗ = −Q−1c
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Métodos do tipo Newton calculam Q−1 diretamente e seguem em uma direção de descida para
localizar o mínimo após um determinado número de iterações. Contudo, calcular numericamente a
matriz Q−1 envolve um grande esforço computacional. Métodos quasi-Newton evitam isto usando
o comportamento observado de f(x) e ∇f(x) para construir a informação de curvatura e assim fa-
zer uma aproximação H para Q−1 utilizando uma técnica de atualização apropriada para tal ma-
triz (Luenberger, 2003). Um grande número de métodos de atualização da Hessiana foi desenvol-
vido, porém, a fórmula de Broyden, Fletcher, Goldfarb, e Shanno (BFGS) se apresenta como o mé-
todo mais eficiente para a solução de problemas de propósito geral. A fórmula dada por BFGS é
(Luenberger, 2003):












sk = xk+1 − xk
qk = ∇f(xk+1)−∇f(xk)
Inicialmente, H0 pode ser fixada como uma matriz definida positiva simétrica qualquer, como por
exemplo, a matriz identidade I . Um outro procedimento bem conhecido para se obter a matriz H
é a fórmula DFP, de Davidon, Fletcher, e Powell (Scales, 1985). Contudo, resultados comparativos
mostram que o método BFGS é superior ao algoritmo DFP (Scales, 1985).
A informação de gradiente é provida pelo cálculo analítico ou através de processos numéricos
que utilizam método de diferenças finitas. Uma vez conhecido o gradiente da função objetivo com
respeito à(s) variável(eis) a ser(em) otimizada(s), a cada iteração k uma busca linear é executada na
direção
d = −Hk.∇f(xk)
Algumas importantes propriedades dos métodos quasi-Newton são (Nelles, 2001):
• Não há necessidade de cálculo de derivadas de segunda ordem;
• Custo computacional quadrático para multiplicação de matrizes (Métodos de Newton apre-
sentam custo computacional cúbico para o mesmo cálculo);
• Complexidade computacional quadrática de memória uma vez que o valor da Hessiana deve
ser armazenado;
• Convergência rápida;
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O método BFGS é definido para solução de problemas irrestritos, contudo, a otimização de al-
guns modelos estudados neste trabalho apresenta restrições, como será visto na sequência, exigindo
assim a utilização de algoritmos que resolvam tais problemas. Em otimização restrita, o objetivo geral
consiste em transformar o problema restrito em um subproblema mais simples que pode ser resolvido
e cuja solução será usada como a base de um processo iterativo. Uma característica comum a uma am-
pla classe de métodos é a de transformar o problema restrito em um problema básico irrestrito usando
uma função de penalidade para as restrições que estão próximas ou entre as restrições. Deste modo o
problema restrito é resolvido usando-se uma sucessão de processos de otimização parametrizados e
irrestritos que no limite converge para a solução do problema restrito. Porém, tais métodos são consi-
derados atualmente relativamente ineficientes e foram substituídos por métodos que são baseados na
solução das equações de Kuhn-Tucker (KT) (Nelles, 2001). As equações de KT são condições ne-
cessárias para a otimalidade de um problema de otimização restrita. Se o problema de otimização for
um problema convexo, isto é, f(x) e Gi(x), i = 1, . . . ,m, são funções convexas, então as equações
de KT são ambas necessárias e suficientes para que haja um ponto de mínimo global.
Seja o problema de otimização definido em (2.33), as equações de Kuhn-Tucker para tal problema






∗) = 0 i = 1, . . . ,m (2.34)
λ∗i ≥ 0 i = me + 1, . . . ,m
onde a primeira equação indica que o gradiente da função objetivo é igual à combinação linear dos
gradientes das restrições ativas no ponto de solução x∗. Além disso, a primeira equação descreve o
cancelamento entre o gradiente da função objetivo e as restrições ativas no ponto de solução x∗. Para
o gradiente ser cancelado, multiplicadores de Lagrange (λ∗i , i = 1, . . . ,m) são necessários para ba-
lancear as diferenças em magnitude entre o gradiente da função objetivo e o gradiente das restrições.
Devido ao fato de somente restrições ativas serem consideradas na operação de cancelamento, os
multiplicadores de Lagrange referentes às restrições não ativas devem ser considerados iguais a 0, o
que está implícito nas duas últimas equações de (2.34).
A solução das equações de KT forma a base de muitos algoritmos de otimização não-linear,
sendo que tais algoritmos tentam obter diretamente os multiplicadores de Lagrange. Métodos de
otimização quasi-Newton garantem a convergência superlinear pelo uso de informações de segunda
ordem das equações de KT. Estes métodos são comumente conhecidos como métodos de Progra-
mação Sequencial Quadrática (SQP - Sequential Quadratic Programming), uma vez que subpro-
blemas de programação quadrática são resolvidos a cada iteração. Baseado em trabalhos como
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(Powell, 1978b; Powell, 1978a), o método permite imitar métodos quasi-Newton para solução de
problemas de otimização restritos como se fossem problemas irrestritos. A cada iteração principal,
uma aproximação do lagrangeano ao problema e da Hessiana da função objetivo é feita através de
métodos quasi-Newton, sendo estes então utilizados na geração de subproblemas de programação
quadrática, cujas soluções serão utilizadas para formar a direção de busca para a solução do problema
geral. A seguir apresentar-se-á de forma geral o método, podendo-se encontrar maiores detalhes
em (Fletcher, 1980; Powell, 1983). Para a solução do problema de otimização foi utilizada a fun-
ção no MATLABr fmincon que utiliza os métodos aqui discutidos (Optimization Toolbox User’s
Guide, 2008).
Dado um problema geral de otimização restrita, em que a função objetivo f(x) não necessa-
riamente é quadrática ou que se f(x) for quadrática SQP recai em um problema de programação
quadrática único, como descrito em (2.33), a idéia principal do método SQP consiste na formulação
de subproblemas de programação quadrática baseados na aproximação quadrática da função lagran-
geana:




onde assume-se, para fins de simplificação, que as restrições de limite das variáveis são restrições de
desigualdade.







s.a. ∇gi(xk)Td+ gi(xk) = 0, i = 1, . . . ,me (2.36)
∇gi(xk)Td+ gi(xk) ≤ 0, i = me + 1, . . . ,m
Estes subproblemas podem ser resolvidos usando-se qualquer algoritmo de programação quadrá-
tica conhecido (Luenberger, 2003). A solução é então usada para formar o novo processo iterativo:
xk+1 = xk + αkdk
O tamanho do passo, αk, é determinado por um método de busca linear apropriado tal que um
decrescimento suficiente da função de custo seja obtido. A matriz Hk é uma aproximação definida
positiva da matriz Hessiana da função lagrangeana (2.35). Hk pode ser atualizada por qualquer um
dos métodos quasi-Newton, sendo o método BFGS o algoritmo mais utilizado para tal atualização,
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utilizando-se a seguinte adaptação:












sk = xk+1 − xk










com λi(i = 1, . . . ,m) sendo uma estimativa dos multiplicadores de Lagrange. Maiores informações
sobre o processo podem ser encontradas em (Powell, 1978b).
Para a otimização de modelos que utilizam funções de Laguerre ou GOBF com funções internas,
o algoritmo de Levenberg-Marquardt (Levenberg, 1944; Marquardt, 1963; Nocedal, 1999; Nelles,
2001) se apresenta como alternativa na otimização dos parâmetros, uma vez que, estes modelos não
envolvem restrições que não sejam de limitantes superiores e inferiores para os parâmetros. A base
deste algoritmo é uma aproximação quadrática da função de custo na vizinhança de seus argumentos.
O algoritmo aproxima a matriz Hessiana da função de custo com relação aos parâmetros usando
somente informações das derivadas de primeira ordem correspondentes, que são obtidas através do
cálculo dos gradientes. Denotando F (x) como o Jacobiano da função de custo f(x), o algoritmo
atualiza a variável de otimização x de acordo com a seguinte equação (Nelles, 2001):
xk = xk−1 −
[
F Tk−1Fk−1 + σk−1I
]−1
F Tk−1f(xk−1) (2.37)
onde σk−1 representa um fator de regularização e I é uma matriz identidade.
O algoritmo de Levenberg-Marquardt é um método de pseudo-segunda ordem, pois ele utiliza
apenas avaliações da função e seu gradiente. Este algoritmo é globalmente convergente, ou seja,
a partir de qualquer ponto inicial x0, o algoritmo converge para um ponto xotimo satisfazendo as
condições de otimalidade necessárias para um minimizador local, ou seja, a função de custo apresenta
gradiente nulo. Contudo, não é possível garantir que xotimo seja um minimizador global de f(x), a
menos que f(x) seja uma função convexa (Nocedal, 1999). O método Levenberg-Marquardt pode
ser visto como uma combinação dos métodos de gradiente de maior descida e de Gauss-Newton
(Nelles, 2001): quando a busca está longe da solução ótima, o algoritmo se comporta como o método
do gradiente (lento, mas com convergência garantida), enquanto que próximo à solução ótima, o
algoritmo se comporta como o método de Gauss-Newton, convergindo assim mais rápido. Para a
solução do problema de otimização com o algoritmo de Levenberg-Marquardt, utilizou-se a função no
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MATLABr lsqcurvefit na qual o algoritmo está implementado (Optimization Toolbox User’s
Guide, 2008).
2.4.3 Estimação e Otimização dos Parâmetros dos modelos por BFO’s
Nesta seção apresenta-se a formalização para os problemas de otimização que envolvem a oti-
mização de modelos lineares formados por bases de funções ortonormais. Deseja-se que o modelo
identificado apresente o menor erro possível entre a saída do sistema e a saída estimada no mesmo
instante de tempo k. Isto é, deseja-se minimizar uma função de custo do erro quadrático da saída,









com N sendo o número de amostras de entrada e saída do sistema e ŷ(k) a saída estimada definida
por:
ŷ(k) = Cf .Ψ(k)
sendo Cf = [g1 g2 . . . gnf ] os termos da expansão da série das funções ortonormais e Ψ(k) =
[ψ1(k) . . . ψnf (k)]
T a saída das funções ortonormais, onde ψnf (k) corresponde à saída da função de
mais elevada ordem (nf -ésima ordem).
A função de custo (2.38) é minimizada com relação ao vetor de parâmetros θ = [ΥT CTf ]
T , onde
Υ representa o polo da função de Laguerre, o par de polos complexos conjugados para as funções de
Kautz (ou parâmetros b e c) ou os parâmetros γi, i = 1, . . . , nb para as funções internas nos modelos
GOBF; Cf representa os coeficientes da expansão da série da BFO conforme apresentado anterior-
mente. Desta maneira pode-se definir o problema de otimização como um problema de minimização
de J com relação aos parâmetros θ do modelo BFO. Para se resolver o problema apresentado, torna-se
necessário calcular o gradiente da função de custo com relação aos parâmetros que se deseja otimizar,
ou seja,∇θJ , onde tal gradiente pode ser escrito como:
∇θJ = [∇TΥJ ∇TCfJ ]
T (2.39)
Analisando-se individualmente os termos que compõem a equação (2.39), o gradiente da função



































onde ∇Υψi(k) é igual a ∂ψi(k)/∂p para os modelos com funções de Laguerre e ∇Υψi(k) =
[∂ψi(k)/∂b ∂ψi(k)/∂c]
T para Kautz com b e c sendo os parâmetros das funções de Kautz como defi-
nido na equação (2.7). Já para as funções internas nos modelos GOBF, ∇Υψi(k) = [ ∂ψi(k)/∂γ1 · · ·
∂ψi(k)/∂γnb ]
T , com os parâmetros γj, j = 1, . . . , nb, diretamente ligados aos polos do modelo
GOBF.
Neste trabalho utilizar-se-á o cálculo analítico destes gradientes da função de custo com relação
aos parâmetros Υ e Cf , fornecendo assim o valor exato do gradiente para a otimização do(s) polo(s)
e dos coeficientes da expansão das funções ortonormais através de métodos de otimização não-linear.
A seguir são apresentadas as soluções para o cálculo do gradiente citado para as funções de Laguerre,
Kautz e GOBF com funções internas.
a - Gradiente para funções de Laguerre
Nesta seção são apresentados os cálculos analíticos dos gradientes das funções de Laguerre com
relação ao polo p das funções. Para o cálculo do gradiente utilizar-se-á a representação em espaço
de estados do modelo de Laguerre como descrito na seção 2.2. Como se deseja conhecer somente as
saídas dos filtros, ou seja, os estados nos instantes k para derivá-las com relação ao polo, é necessário
se utilizar somente a parte dinâmica do modelo (2.5). Sendo assim, o modelo em espaço de estados
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para as funções de Laguerre será escrito como:
Ψ(k + 1) = AfΨ(k) +Bfu(k) (2.42)
onde Af e Bf são as mesmas definidas na seção 2.2 para as funções de Laguerre.
Desenvolvendo-se o modelo (2.42) é possível verificar que a solução para Ψ(k) será dada por:
Ψ(k) = AkfΨ(0) +
k−1∑
i=0
AifBfu(k − 1− i) (2.43)
O gradiente de Ψ(k) com relação ao polo p pode então ser calculado através da derivada da
































Das equações (2.44) e (2.45) torna-se necessário calcular as derivadas de Af e Bf com relação ao





dap11 0 0 · · · 0
dap21 dap22 0 · · · 0
dap31 dap32 dap33 · · · 0
...
...
... . . .
...
dapnf1 dapnf2 dapnf3 · · · dapnfnf

onde i é igual à linha e j é igual à coluna do elemento dapij , sendo este dado por:
• Nos casos em que j > i:
. dapij = 0;
• Com i = j
. dapij = 1;
• Com j < i
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. dapij = (−1)(i−j−1)(−p)(i−j−2)(1−p2)+(−p)(i−j−1)(−2p), tal que i ≤ n e (i−j−1) ≥ 0;





dbp11 dbp21 dbp31 · · · dbpnf1
]T







para i = 1, . . . , nf , e 0 < p < 1.
Desta maneira calcula-se analiticamente o gradiente das saídas das funções de Laguerre com
relação ao parâmetro p utilizando-se a técnica de retropropagação através do tempo (conforme apre-
sentado na seção 2.2), como apresentada na Seção 2.4.1.
b - Gradiente para funções de Kautz
Nesta seção serão desenvolvidos os cálculos analíticos dos gradientes das funções de Kautz com
relação ao par de polos complexos conjugados β e β∗ das funções, ou, mais especificamente, com
relação aos parâmetros b e c obtidos diretamente da combinação dos polos, como descritos em (2.7).
Para o cálculo do gradiente utilizar-se-á o modelo das funções de Kautz no espaço de estados, como
descrito em (2.9), sendo que as saídas dos filtros nos instantes k (Ψ(k)) são descritas como:
X (k + 1) = AKX (k) +BKU(k)








u(k − 1) u(k)
]T
onde AK e BK são as mesmas definidas na seção 2.2 para as funções de Kautz e CKm é definida por:
CKm =

0 1 0 0 . . . 0 0




... . . .
...
...
0 0 0 0 . . . 0 1

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Desenvolvendo-se a representação em espaço de estados (2.46), pode-se verificar que a expressão








KBKU(k − 1− i) (2.47)






































0 dab1,2 0 0 · · · 0 0 0 0
dab2,1 dab2,2 0 0 · · · 0 0 0 0
0 0 0 dab3,4 · · · 0 0 0 0









0 0 0 0 · · · 0 0 0 dab2nf−1,2nf
0 0 0 0 · · · 0 dab2nf ,,2nf−2 0 dab2nf ,2nf

onde os elementos dabi,j pertencentes à matriz ∂AK∂b , com i indicando a linha e j a coluna do respectivo
elemento, são definidos por:
• Para i ímpar:
. Todos os termos iguais a 0;
• Para i = 2:
. dabi,i = −(c− 1),
. demais termos iguais a 0;
• Para i múltiplo de 4:
. dabi,i = 1,
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. dabi,i−2 = −b√1−b2 ,
. demais termos iguais a 0;
• Para outras linhas i pares os termos serão:
. dabi,i = −(c− 1),
. dabi,i−4j = (−c)j−1[(c− 1) + (−c)(−(c− 1))] , para j = 0, 1, 2, . . . tal que 4j < i,
. demais termos iguais a 0;




















com seus elementos dados por:
• Para i = 2 + 4j, com j = 0, 1, 2, . . . tal que j ≤ nf/2
. dbbi,1 = 0,
. dbbi,2 = (−1)(−c)j;
• Para demais i’s:
. dbbi,1 = dbbi,2 = 0,
Para os cálculos das derivadas com relação ao parâmetro c, derivando a equação (2.47) com rela-


















U(k − 1− i) (2.50)















Novamente, como para os cálculos com relação ao parâmetro b, através de (2.50) e (2.51) é ne-
cessário o cálculo das derivadas de AK e BK com relação ao parâmetro c. O valor da derivada da





0 dac1,2 0 0 · · · 0 0 0 0
dac2,1 dac2,2 0 0 · · · 0 0 0 0
0 0 0 dac3,4 · · · 0 0 0 0









0 0 0 0 · · · 0 0 0 dac2nf−1,2nf
0 0 0 0 · · · 0 dac2n,2n−2 0 dac2nf ,2nf

onde os elementos da matriz ∂AK
∂c
são dados por daci,j com i indicando a linha e c a coluna do
respectivo elemento. Considerando-se i correspondente a i-ésima linha da matriz ∂AK
∂c
, tem-se:
• Para i ímpar:
. Todos os termos iguais a 0;
• Para i = 2:
. daci,i = −b,
. daci,i−1 = 1,
. demais termos iguais a 0;
• Para i múltiplo de 4:
. Todos os termos iguais a 0;
• Para outras linhas i pares os termos serão:
. daci,i = −b,
. daci,i−1 = 1,
. daci,i−4j = (j − 1)(−1)(−c)j−2(bc2 − b) + 2bc(−c)j−1
daci,i−(4j+1)) = (j − 1)(−1)(−c)j−2(−c2 + 1) + (−c)j−1(−2c) , para j = 0, 1, 2, . . . tal que
4j < i,
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. demais termos iguais a 0;




















com −1 < c < 0, i sendo a i-ésima linha da matriz e com os elementos da matriz dados por:
• Para i = 2 + 4j, com j = 0, 1, 2, . . . tal que j ≤ n/2








• Para demais i’s:
. dbci,1 = dbci,2 = 0,
Desta maneira pode-se determinar os gradientes das saídas das funções Kautz com relação aos
parâmetros b e c, sendo estes relacionados com os polos de tais funções como citado anteriormente.
Os parâmetros b e c apresentam restrições quanto aos valores que podem assumir, estando b restrito
ao intervalo (0, 1) e c restrito ao intervalo (−1, 0). Além disso, os parâmetros b e c apresentam
uma restrição adicional quanto aos valores que podem assumir, já que tais parâmetros devem ser
convertidos em par de polos complexos conjugados β e β̄. As equações em (2.8) podem ser reescritas,





e c = −α2 − ϑ2
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Como α e ϑ devem ser valores reais, da equação (2.52) vem a seguinte restrição para a solução do
problema:
−c− α2 > 0,
α2 < −c
(2.53)




b2(1− c)2 < −4c,
b2(1− c)2 + 4c < 0. (2.54)
A equação (2.54) é, portanto, uma restrição adicional aos valores que b e c podem assumir, res-
tringindo assim o espaço de busca do valor ótimo destes parâmetros, como indica a figura 2.7.
Fig. 2.7: Espaço de busca dos parâmetros b e c
Em da Rosa et al. (2008a) é proposta uma abordagem com o cálculo da derivada de forma indivi-
dual para cada filtro com relação aos parâmetros b e c, enquanto que neste trabalho o cálculo é feito
em batelada, isto é, o cálculo dos gradientes é realizado de maneira simultânea para todos os filtros.
Esta nova abordagem se apresentou superior, pois permite uma redução no esforço computacional
comparada àquela proposta em (da Rosa et al., 2008a). Em um exemplo em que os sinais de entrada
e saída apresentam 1024 pontos e com a utilização de 8 filtros de Kautz houve uma redução de 25%
no tempo de processamento para o cálculo das derivadas dos filtros de Kautz com a aplicação da
abordagem deste trabalho em comparação ao proposto em (da Rosa et al., 2008a).
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c - Gradiente para funções generalizadas
Para as funções generalizadas formadas através de funções de Takenaka-Malmquist a solução
dos gradientes utilizados para se otimizar os parâmetros de tais funções foi apresentada por da Rosa
(2009). Contudo, como descrito na seção 2.3, estas funções apresentam alguns inconvenientes que são
contornados com a utilização de funções internas na representação através de modelos GOBF. Assim
como para as funções de Laguerre e Kautz, nesta seção são desenvolvidos os cálculos analíticos dos
gradientes das funções generalizadas com relação aos seus parâmetros, com a diferença de que estes
parâmetros não são os polos, mas sim os coeficientes reais γi, i = 1, . . . , nb.
Para o cálculo do gradiente utilizar-se-á o modelo em espaço de estados descrito em (2.29), e
reapresentado na equação (2.55):
Ψ(k + 1) = AfΨ(k) +Bfu(k) (2.55)
onde Ψ(k) é formado por nbn saídas das funções da base. Desenvolvendo-se o modelo (2.55) é
possível verificar que a solução para Ψ(k) será dada por:




iBfu(k − 1− i) (2.56)
































A derivada da matriz Af com relação ao parâmetro γl, presente na equação (2.58), depende do
parâmetro γl a que se está relacionada a derivada, uma vez que os cálculos variam para cada um destes.
Inicialmente serão apresentadas as derivadas das submatrizes Ab e Bb que compõem respectivamente





. Para a matriz Ab
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da1,1 da1,2 da1,3 · · · da1,nb
da2,1 da2,2 da2,3 · · · da2,nb
da3,1 da3,2 da3,3 · · · da3,nb
...
...
... . . .
...
danb,1 danb,2 danb,3 · · · danb,nb

(2.59)
onde os termos dai,j , com i sendo a linha a que o elemento pertence e j a coluna, são definidos por:
• Para i = 1:
- Para l = 1:
da1,j = 1, para j = 1






1− γ2k, para j = 2, . . . , nb.
- Para l = 2, . . . , nb:
da1,j = 0, para j = 1












1− γ2k, para j = l.
da1,j = 0, para l > j.
• Para i = 2, . . . , nb:
- Para l < i− 1
dai,j = 0;
- Para l = i− 1
dai,j = −γl(1− γ2j )−
1
2 , para j = i− 1;
dai,j = −γj, para j = i;





1− γ2k, para j = i+ 1, . . . , nb;
dai,j = 0, para demais elementos.
- Para l = i e l 6= nb
dai,j = 0, para j = i− 1;
dai,j = −γj−1, para j = i;







1− γ2k, para j = i+ 1, . . . , nb;
dai,j = 0, para demais elementos.
- Para l = nb
dai,j = 0, para j = i− 1;





1− γ2k, para j = nb e i 6= nb;
dai,j = 0, para demais elementos.












onde seus parâmetros são dados, de acordo com a variável de derivação γl, por:
• Para i = 1:
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- Para qualquer l = 1, . . . , nb:








onde nk = nb se l 6= nb, e nk = nb − 1 se l = nb.
• Para i = 2, . . . , nb:
- Para l < i− 1
dbi,1 = 0






- Para l > i








onde nk = nb se l 6= nb, e nk = nb − 1 se l = nb.
A matriz AI também compõe a matriz Af , presente no modelo GOBF apresentado em (2.29), e
assim deve ter calculada suas derivadas com relação aos parâmetros γl para poder compor o cálculo
de ∂Af
∂γl







dai1,1 dai1,2 dai1,3 · · · dai1,nb
dai2,1 dai2,2 dai2,3 · · · dai2,nb
dai3,1 dai3,2 dai3,3 · · · dai3,nb
...
...
... . . .
...
dainb,1 dainb,2 dainb,3 · · · dainb,nb

(2.61)
com seus elementos daii,j dados de acordo o γl a que se refere a derivada, onde o índice i indica a
linha da matriz e o índice j a coluna:
• Para i = 1, . . . , nb e j 6= nb, o elemento daii,j será:
daii,j = 0;
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• Se j = nb, então os elementos daii,j serão:
Com i = 1:
- Para l = 1, . . . , nb−1














Com i = 2, . . . , nb:
- Para l = i− 1





- Para l = i, . . . , nb − 1














- Para demais elementos
daii,j = 0




é possível realizar o cálculo da matriz ∂Af
∂γl
e, em sequência, e
calcular ∂Ψ(k)
∂γl
. Para se obter a matriz ∂Af
∂γl
deve se realizar os seguintes cálculos (derivada da equação
(2.30)):
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· · · 0
...
...















onde n é o número de blocos Gb.


















· · · 0
...
...
... . . .
...




tai,j = (−1)(i− (j + 1))(−γnb)i−(j+2)AI + (−γnb)i−(j+1)
∂AI
∂γl
para valores de i > 2 e j < i− 1.
Da mesma maneira, uma vez que foram calculadas as derivadas ∂Bb
∂γl
é possível se estabelecer a
derivada da matriz Bf com relação ao parâmetro γl (derivada da equação (2.31)):
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Calculando-se esses valores é possível se obter o gradiente de Ψ(k) com relação aos parâmetros
γl apresentado na equação (2.57) e utilizar o cálculo exato do gradiente nos métodos de otimização
não-linear já apresentados.
2.5 Algoritmo
O método proposto para a otimização dos modelos GOBF pode então ser resumido pelos seguintes
passos:
1. Atribua valores iniciais de parâmetros θ0 (normalmente de maneira aleatória ou baseado em
algum conhecimento prévio) e calcule por MMQ os valores dos coeficientes de Cf .
2. Calcule o gradiente ∇θJ = [∇TΥJ ∇TCfJ ]
T utilizando as equações (2.40) e (2.41). Para o
cálculo de ∇Υψi(k) em (2.40), ou de forma genérica, a derivada de Ψ(k) com relação aos
parâmetros γl, l = 1, . . . , nb, utiliza-se as equações apresentadas de (2.57) até (2.65).
3. Use o valor de∇θJ no algoritmo de otimização de Levenberg-Marquardt para atualizar o valor
de parâmetros θ. Nota: inclua o intervalo de factibilidade dos parâmetros do modelo GOBF
como restrições dentro do problema de otimização para garantir a factibilidade dos polos e dos
modelos otimizados (−1 < γl < 1 com l = 1, . . . , nb);
4. Volte ao passo 2 até que um critério de parada seja atingido.
As restrições citadas no passo 3 do algoritmo acima são necessárias para evitar que o pro-
cesso de otimização produza polos instáveis ou que o modelo GOBF perca sua capacidade de re-
presentação. Para a otimização dos modelos de Laguerre e Kautz, algoritmo semelhante deve ser
seguido utilizando-se as equações apropriadas.
2.6 Resultados
Esta seção tem como objetivo ilustrar a aplicação dos processos de identificação de sistemas
lineares por meio de modelos BFO’s que empregam funções de Laguerre, Kautz ou GOBF com
funções internas. O processo de identificação emprega os métodos propostos de otimização dos
parâmetros do modelo utilizando os cálculos de gradientes analíticos apresentados anteriormente.
Considere inicialmente um sistema de terceira ordem com um polo real de multiplicidade 3. O
sistema em questão é dado pela seguinte função de transferência em z:
G(z) =
0, 01741
z3 − 2, 222z2 + 1, 646z − 0, 4066
(2.66)
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com 3 polos em z = 0, 7408
Para a identificação do sistema utilizam-se amostras de entrada e saída do sistema obtidas através
de simulação, como mostra a figura 2.8, na qual a entrada u(k) é um sinal aleatório com distribuição
uniforme entre -1 e 1.
Fig. 2.8: Sinais utilizados na identificação do Modelo de GOBF com 3 polos
Como é comum na modelagem de sistemas dinâmicos a partir de dados de entrada e saída, partiu-
se do pressuposto de que as características dinâmicas do sistema sob análise eram desconhecidas.
Desta maneira, fez-se a identificação de modelos onde se variou o número de polos e de funções.
Conforme descrito na seção 2.4.3, para a execução do processo de otimização, realizou-se o cálculo
dos gradientes com relação aos parâmetros dos modelos a serem otimizados a partir das amostras
de entrada e saída do sistema. Para este exemplo, identificou-se o sistema por meio de modelos com
funções de Laguerre e GOBF com funções internas. A tabela 2.1 apresenta os resultados comparativos
entre os modelos de Laguerre otimizados com o erro quadrático médio (EQM) gerado pelos modelos
estimados (para dados de validação).
Tab. 2.1: Resultados dos modelos de Laguerre para o primeiro exemplo.
N. de Funções Param. Polo Inicial Polo Final EQM
1 2 0,5000 0,9222 0, 0095
2 3 0,5000 0,8090 2, 2269.10−4
3 4 0,5000 0,7408 2, 0869.10−26
4 5 0,5000 0,7407 2, 4647.10−16
Em seguida, identificou-se o sistema utilizando-se a abordagem de modelos GOBF com funções
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internas. Da mesma maneira como se procedeu com os modelos de Laguerre, considera-se que não há
nenhum conhecimento a priori sobre as características dinâmicas do sistema. A tabela 2.2 apresenta
os resultados para os modelos de GOBF com funções internas. Na tabela 2.2 a coluna NF indica o
número de blocos Gb e a coluna NP indica o número de polos do modelo. A coluna Param. indica o
número de parâmetros otimizados no modelo GOBF (nb polos + coeficientes da expansão da GOBF).
Tab. 2.2: Resultados dos modelos GOBF para o primeiro exemplo.
NF NP Param. Polos Finais EQM
1 1 2 0,9222 0, 0095
2 1 3 0,8090 2, 2269.10−4
3 1 4 0,7408 2, 0791.10−26
4 1 5 0,7407 2, 4948.10−16
1 2 4 0, 8486± 0, 0806i 7, 3566.10−5
2 2 6 0,7335 e 0,7427 7, 9837.10−15
3 2 8 0,7045 e 0,7528 1, 4079.10−15
1 3 6 0, 7478± 0, 0109i 2, 3724.10−12
0,7267
2 3 9 0,7433 e 0,7397 1, 0009.10−14
0,7267
3 3 12 0,7408 9, 0340.10−31
0, 1299± 0, 8143i
Através da análise das tabelas 2.1 e 2.2 pode-se verificar que o método proposto foi eficiente na
identificação do sistema sob análise. Os modelos de Laguerre e GOBF com um polo apresentaram
resultados semelhantes, sendo que os modelos de Laguerre com 3 funções e GOBF com um polo e
3 blocos Gb apresentaram os melhores resultados quando considerados o número de parâmetros dos
modelos e sua precisão. Inicializou-se os modelos GOBF com um polo em 0, 5, os modelos com dois
polos em 0, 5± 0, 5i e os modelos com três polos foram inicializados nos polos 0, 1325± 0, 8141i e
0,7350 com os parâmetros γ iniciais sendo [0, 5 −0, 5 0, 5].
A figura 2.9 apresenta o decaimento da função de custo J em relação a cada iteração do algoritmo
de otimização para o modelo GOBF com um polo e 3 blocos Gb. A figura 2.10 mostra a comparação,
para dados de validação, entre a saída estimada do modelo com polos iniciais em 0,5 e finais em
0,7408 para o mesmo modelo GOBF da figura 2.9.
Verifica-se através da análise da tabela 2.2 que os polos otimizados, nos modelos com 2 ou 3
polos, não são exatamente os polos do sistema como aconteceu quando se restringiu os polos nos
modelos com somente um polo. Contudo, os polos se encontram na vizinhança dos polos exatos do
sistema e apresentam uma boa precisão. Modelos com reduzido número de funções ou com número
de polos inferiores ao valor necessário para se representar adequadamente o sistema podem apresentar
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Fig. 2.9: Valor da função de custo
Fig. 2.10: Respostas do modelo com 1 polo com multiplicidade 3
soluções menos precisas por não serem capazes de representar adequadamente a dinâmica do sistema
analisado.
A seguir, apresenta-se a simulação e a identificação de um sistema com 4 polos (dois pares de
polos complexos conjugados). A função de transferência em z do sistema é dada pela equação (2.67):
G(z) =
0, 02167z3 + 0, 1226z2 + 0, 06434z + 0, 003167
z4 − 1, 483z3 + 0, 9539z2 − 0, 2995z + 0, 04076
(2.67)
cujos polos estão localizados em z = 0, 3635± 0, 2536i com multiplicidade 2.
Para o processo de identificação gerou-se através de simulação uma massa de dados de entrada e
saída do sistema proposto conforme apresentado na figura 2.11. Como entrada foi utilizado um sinal
aleatório de distribuição uniforme entre -1 e 1.
Assim como no exemplo anterior, considerou-se que não havia nenhum conhecimento a priori
do sistema a ser modelado. A tabela 2.3 mostra os resultados dos modelos GOBF onde se variou o
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Fig. 2.11: Sinais utilizados na identificação do Modelo de GOBF com 4 polos
número de polos e o número de blocos Gb. Na tabela 2.3 a coluna NF indica o número de blocos
Gb e a coluna NP indica o número de polos do modelo. O EQM é referente a dados utilizados para
validação do modelo.
O valor inicial do polo para os modelos com somente um parâmetro γ é de 0,5. Para o sistema
com dois parâmetros γ, inicializou-se os parâmetros em [0, 5 −0, 5]. Os parâmetros γ do sistema
com 3 polos foram inicializados em [0, 5 0, 5 0, 5] e o sistema com 4 polos teve seus parâmetros
inicializados em [0, 5 0, 5 0, 5 0, 5]. Como pode-se verificar pela análise da tabela 2.3, o modelo com
2 polos e dois blocosGb apresentou os melhores resultados quando considerada a precisão e o número
de parâmetros dos modelos. Outros modelos, como os modelos com 4 polos, apresentaram uma
excelente precisão com polos convergindo para polos na vizinhança dos polos do sistema. A figura
2.12 mostra a resposta do modelo com 2 polos e dois blocos Gb utilizando-se dados de validação.
Para finalizar a aplicação de modelos GOBF à modelagem de sistemas lineares foi simulado e
identificado um sistema com 3 polos, sendo um par de polos complexos e um polo real, dado pela
seguinte função de transferência em z:
G(z) =
0, 07287z2 + 0, 1587z + 0, 02187
z3 − 1, 191z2 + 0, 5352z − 0, 09072
(2.68)
cujos polos estão localizados em z = 0, 3708± 0, 2537i e z = 0, 4493.
Assim como para os modelos anteriores utilizou-se um sinal aleatório com distribuição uniforme
dentro do intervalo [−1, 1] como sinal de entrada para o sistema sob estudo e, conjuntamente com
a resposta do sistema, foi implementado o método de identificação proposto. A tabela 2.4 apresenta
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Tab. 2.3: Resultados dos modelos GOBF para o segundo exemplo.
NF NP Param. Polos Finais EQM
1 1 2 0,7462 0, 0037
2 1 3 0,4671 4, 7335.10−4
3 1 4 0,6044 2, 1150.10−4
4 1 5 0,4345 1, 2888.10−5
1 2 4 0, 5977± 0, 2549i 9, 0818.10−5
2 2 6 0, 3635± 0, 2536i 1, 1613.10−32
3 2 8 0, 3633± 0, 2533i 2, 5884.10−16
1 3 6 0, 4537± 0, 3364i 2, 6546.10−7
0,4332
2 3 9 0, 3635± 0, 2536i 1, 1613.10−32
-0,3718
3 3 12 0, 3638± 0, 2532i 4, 1518.10−17
-0,3999
1 4 8 0, 4047± 0, 2815i 4, 9191.10−17
0, 3924± 0, 2700i
2 4 12 0, 3627± 0, 3422i 1, 9628.10−28
0, 3987± 0, 2760i
Fig. 2.12: Respostas do modelos com 2 polos e dois blocos Gb
alguns resultados de modelos GOBF com funções internas onde se variou o número de polos e blocos
Gb que os compõem.
Inicializou-se os parâmetros γl dos modelos presentes na tabela 2.4 em 0,5; [0, 5 −0, 5] e
[0, 5 0, 5 0, 5] respectivamente para os modelos de 1, 2 e 3 polos. Através da análise da tabela
2.4 verifica-se que o modelo com 3 polos e um bloco Gb apresenta o melhor resultado dos modelos
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Tab. 2.4: Resultados dos modelos GOBF para o terceiro exemplo.
NF NP Param. Polos Finais EQM
1 1 2 0,8424 0, 0141
2 1 3 0,5079 8, 3448.10−4
3 1 4 0,3374 3, 0469.10−5
1 2 4 0, 5750± 0, 2644i 2, 0012.10−4
2 2 6 0, 3297± 0, 1571i 5, 4917.10−8
3 2 8 0, 2141± 0, 1479i 5, 0686.10−9
1 3 6 0, 3710± 0, 2538i 1, 0605.10−19
0,4490
2 3 9 0, 3636± 0, 2621i 1, 8292.10−13
0,4320
analisados. Este modelo apresenta uma ótima precisão e teve seus polos convergindo para os polos
exatos do sistema. A figura 2.13 apresenta o comparativo entre a saída do modelo de 3 parâmetros
γ e 1 bloco Gb com polos iniciais propostos e o modelo com os parâmetros otimizados (dados de
validação).
Fig. 2.13: Respostas do modelos com 3 polos distintos e 3 γ’s
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2.7 Conclusão
Neste capítulo apresentaram-se métodos de modelagem matemática de sistemas dinâmicos line-
ares utilizando-se bases de funções ortonormais, com destaque aos modelos GOBF com funções
internas de estrutura ladder, descritos sob uma representação em espaço de estados obtida através de
uma nova metodologia desenvolvida neste trabalho. A modelagem utilizando GOBF com funções in-
ternas apresenta vantagens frente às demais representações com BFO, porque possibilita que sistemas
dinâmicos com múltiplos modos dominantes com polos reais e/ou complexos sejam representados por
modelos parametrizados somente por coeficientes reais.
A modelagem de sistemas dinâmicos por modelos BFO necessita de uma escolha adequada dos
polos para que se obtenham modelos com uma boa precisão. Contudo, esta escolha não é simples,
tendo em vista que nem sempre se conhece os polos do sistema modelado, ou mesmo a sua carac-
terística dinâmica. Para solucionar este problema apresentou-se nesta tese um processo de otimização
para os parâmetros dos modelos. Este processo se mostra vantajoso em diversos aspectos, já que nen-
huma ou quase nenhuma informação a priori das características do sistema se torna necessária para a
sua identificação. A otimização dos modelos se dá através de técnicas bem conhecidas de otimização
não-linear que utilizam a informação de gradiente em seus cálculos. Neste capítulo apresentaram-se
os cálculos necessários para a obtenção analítica e em batelada dos gradientes das funções ortonor-
mais. Esta abordagem apresenta, conforme observado em análises preliminares, um menor esforço
computacional exigido para o cálculo dos gradientes quando comparado a outros métodos existentes
na literatura. A representação em espaço de estados para os modelos GOBF com funções internas
possibilitou o desenvolvimento do cálculo analítico do gradiente das funções GOBF com relação aos
seus parâmetros e permitiu obter a direção de busca para a otimização destes parâmetros. Também
se apresentou uma nova realização em espaço de estados para as funções de Kautz que contribui para
facilitar o cálculo dos gradientes destas funções. Outra contribuição deste capítulo refere-se à impo-
sição de restrições nos valores que os parâmetros da função de Kautz podem assumir, para resultar
em soluções factíveis.
Resultados de simulações ilustraram a eficácia dos métodos propostos para a otimização dos mo-
delos com base de funções ortonormais na modelagem de sistemas dinâmicos lineares. Os resultados
mostraram que, sem nenhum conhecimento prévio sobre a dinâmica dos sistemas identificados, foi
possível obter modelos com precisão e seus polos convergem ou se aproximam bastante dos polos
exatos do sistema sob análise.
Capítulo 3
Modelagem de Sistemas Não-lineares por
Base de Funções Ortonormais
3.1 Introdução
Quando a utilização de modelos lineares não é suficiente para representar com qualidade o sis-
tema dinâmico sob estudo, torna-se necessária a utilização de modelos não-lineares. Este capítulo
apresenta a modelagem de sistemas dinâmicos não-lineares através da utilização de abordagens com
representações em tempo discreto e monovariável, ou SISO - Single Input Single Output, extensivas
a representações multivariáveis. Os modelos não-lineares analisados são descritos por:
ŷ(k) = H(Φ(k)) (3.1)
onde ŷ(k) é a saída estimada ou prevista no instante k e Φ(k) é o vetor de regressores, que nos
modelos deste capítulo são as saídas dos filtros da BFO. O operador H é um operador estático não-
linear genérico, de modo que, dado que H é estático, a dinâmica se concentra de maneira exclusiva
no vetor Φ(k). Uma ampla gama de sistemas não-lineares reais admite modelos como o descrito pela
expressão (3.1) (Eykhof, 1974).
Nesta tese tem-se especial interesse nos modelos não-lineares do tipo apresentado na equação
(3.1) e que empreguem BFO, como os modelos fuzzy Takagi-Sugeno (TS) com modelos BFO nos
consequentes das regras (TS-BFO) e os modelos de Volterra com BFO na composição dos kernels
dos modelos (Volterra-BFO) (Campello et al., 2007; Campello e Oliveira, 2007).
Usualmente, modelos fuzzy de sistemas dinâmicos são construídos com base em modelos de topo-
logia do tipo NARX1, em que a saída do sistema em um dado instante de tempo é representada através
1Nonlinear AutoRegressive with eXougenous inputs
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da combinação de sinais passados da entrada e da saída (Babuška, 1998; Nelles, 2001). Modelos fuzzy
apresentam a característica de descrever sistemas de forma aproximada, porém com precisão arbitrá-
ria, ou seja, como aproximadores universais de funções numa dada região compacta, apresentando
a capacidade de mapear de forma eficiente relações entre entradas e saídas de sistemas em geral
(Wang e Mendel, 1992; Kosko, 1994; Wang, 1998; Campello e Amaral, 2006). Modelos fuzzy do tipo
Takagi-Sugeno com funções ortonormais nos consequentes das regras tem sido empregados com su-
cesso na modelagem de sistemas dinâmicos não-lineares e controladores baseados em modelos para
a mesma classe de sistemas (Oliveira et al., 1999; Campello e Amaral, 2002; Machado, Campello e
Amaral, 2007). Esta abordagem de modelos fuzzy Takagi-Sugeno com funções ortonormais tem se
mostrado tão eficiente na modelagem de sistemas não-lineares quanto outras abordagens que empre-
gam tais funções, como modelos de Volterra (da Rosa et al., 2005) ou redes neurais artificiais, com
algumas vantagens como possibilitar uma interpretabilidade dos modelos, o que não acontece com
modelos de Volterra ou com redes neurais.
Em trabalhos como (Oliveira et al., 1999; Campello e Amaral, 2002) utiliza-se algum conheci-
mento prévio da dinâmica do sistema modelado para determinar o(s) polo(s) das funções ortonormais
que irão compor os consequentes das regras do modelo fuzzy TS-BFO. Em (Medeiros et al., 2006)
é proposta uma otimização dos modelos fuzzy TS-BFO através de técnicas de algoritmos genéticos
(Bäck, Fogel e Michalewicz, 2000) exigindo-se assim pouco ou quase nenhum conhecimento a priori
da dinâmica do sistema sob análise. Em (Machado, 2007) apresenta-se uma metodologia para se obter
as regras e conjuntos fuzzy do modelo TS-BFO de maneira automática através de técnicas de agru-
pamento fuzzy (Babuška, Van der Veen e Kaymak, 2002) em conjunto com critérios de avaliação dos
grupos obtidos, sendo necessário um conhecimento a priori da dinâmica do sistema a ser modelado.
Neste capítulo propõe-se uma nova abordagem, baseada em técnicas de otimização não-linear,
para obterem-se modelos fuzzy TS-BFO sem nenhum conhecimento a priori das características dinâ-
micas do sistema a ser modelado. Em (Medeiros et al., 2006), os modelos fuzzy TS-BFO são obtidos
em uma abordagem em que se otimizam os parâmetros dos modelos da população utilizados no algo-
ritmo genético (cada modelo da população é avaliado de acordo com uma função de fitness que leva
em consideração os dados de entrada e saída - abordagem top-down) enquanto que neste trabalho o
modelo é obtido exclusivamente, em uma abordagem bottom-up, a partir dos dados de entrada e saída
amostrados do sistema sob análise. Primeiramente, como proposto em (Machado, 2007), deve-se
obter um modelo inicial TS-BFO através de técnicas de agrupamento fuzzy e critérios de avaliação
dos agrupamentos. Em seguida, como contribuição deste trabalho, se necessário, deve-se eliminar os
parâmetros redundantes dos antecedentes do modelo utilizando-se técnicas de fusão de grupos e de
funções de pertinência que apresentam semelhanças estruturais de maneira a reduzir a complexidade
dos modelos obtidos. Também se realiza a análise e eventual exclusão de conjuntos fuzzy similares
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ao universo de discurso das variáveis das premissas. A seguir, através de técnicas de otimização não-
linear, otimizam-se os polos das funções ortonormais, os coeficientes da expansão da série das BFO’s
presentes nos consequentes das regras e os parâmetros das funções de pertinência presentes nos an-
tecedentes das regras de maneira a se obter modelos mais precisos a partir das amostras de entrada e
saída do sistema estudado. Para a otimização destes parâmetros utilizando-se técnicas de otimização
não-linear, assim como para os modelos BFO’s lineares, há a necessidade do cálculo dos gradientes
da saída estimada com relação aos parâmetros de interesse indicando a direção de busca destes. A
presente tese apresenta os cálculos analíticos necessários para se obter os valores destes gradientes.
Aborda-se nesta tese outra metodologia para a modelagem de sistemas não-lineares, os modelos
de Volterra (Nelles, 2001; Aguirre, 2007). Estes modelos apresentam uma variante em tempo discreto
e podem ser vistos como uma generalização de E-ésima ordem do modelo linear tipo FIR, com o
kernel do modelo sendo uma generalização de %-ésima dimensão da função de resposta ao impulso
de um modelo FIR. Boyd e Chua (1985) mostraram que o modelo de Volterra com resposta ao impulso
pode aproximar com precisão arbitrária qualquer sistema que admita descrição entrada-saída através
de um operador H contínua e com fading memory2, desde que a entrada u seja limitada inferior e
superiormente.
A modelagem de sistemas dinâmicos não-lineares através de modelos de Volterra envolve di-
retamente o problema de estimação dos kernels do modelo, que tem sido investigado por décadas
(Eykhof, 1974; Billings, 1980; Schetzen, 1980; Rugh, 1981; Doyle III, Pearson e Ogunnaike, 2002).
A principal dificuldade na solução deste problema é que os kernels são, em princípio, funções não
parametrizadas, e só podem ser mensuradas se suas contribuições individuais puderem ser separadas
da resposta total do sistema (Schetzen, 1980). Uma abordagem utilizada para se obter o kernel do
modelo de Volterra consiste em tratar cada um dos parâmetros do kernel como um parâmetro inde-
pendente a ser estimado (Doyle III et al., 2002). Nesse caso, o modelo de Volterra de resposta ao
impulso torna-se linear nesses parâmetros e algoritmos de estimação clássicos podem ser aplicados.
Essa abordagem, no entanto, usualmente torna o modelo sobre-parametrizado. Logo, é importante
reduzir sua complexidade antes do procedimento de estimação para se melhorar o seu condiciona-
mento numérico e reduzir a variância do estimador. Uma estratégia de particular interesse para lidar
com esse problema, originalmente sugerida por Wiener (1958), é o desenvolvimento dos kernels de
Volterra através de base de funções ortonormais, conforme discutido em (Campello, 2002; Campello
et al., 2003; Campello et al., 2007; da Rosa, 2009). Nesta tese apresentam-se modelos de Volterra que
utilizam GOBF com funções internas em sua estrutura, incorporando as características apresentadas
para os modelos GOBF na seção 2.3. Apresenta-se também uma metodologia para se obter, através
2Sistemas com fading memory são aqueles para as quais a resposta a uma dada excitação de entrada se anula ou
decresce de forma rápida o suficiente para que não seja significativa após um dado período finito de tempo, o que basica-
mente remete a sistemas estáveis com estado estacionário único.
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de processos de otimização não-linear, modelos de Volterra-GOBF com funções internas a partir de
medidas de entrada e saída do sistema sob análise. Para implementação do processo de otimização
dos modelos Volterra-GOBF, desenvolve-se o cálculo analítico dos gradientes da saída dos modelos,
de kernels simétricos ou não simétricos, com relação aos parâmetros de interesse.
3.2 Modelos Fuzzy TS-BFO
O conceito de conjuntos fuzzy, ou teoria de conjuntos nebulosos, foi originalmente proposto por
Zadeh (1965) como uma generalização da idéia de um conjunto ordinário ou crisp (não fuzzy). Um
conjunto fuzzy pode ser visto como um conjunto em que o valor do predicado pode pertencer ao
intervalo I = [0, 1], ao contrário dos conjuntos ordinários em que o valor pertence ao conjunto
{0, 1}, ou seja, para conjuntos ordinários um dado elemento ∈ ou /∈ a um dado conjunto enquanto
que nos conjuntos fuzzy um elemento pertence a um conjunto com valor de verdade entre 0 e 1.
Desta maneira, os conjuntos fuzzy estão sujeitos a uma lógica com abordagem multivalorada. Os
modelos fuzzy são aproximadores universais de funções numa região compacta, apresentando assim a
capacidade de mapear de forma eficiente relações entre entradas e saídas de sistemas em geral (Wang
e Mendel, 1992; Kosko, 1994; Wang, 1998; Campello e Amaral, 2006).
Um dos modelos baseados em regras mais usado para aproximação de sistemas dinâmicos não-
lineares foi introduzido por Takagi e Sugeno (1985) e, na literatura referente à modelagem fuzzy, é
citado como modelo Takagi-Sugeno (TS). Tais modelos consistem essencialmente de uma interpo-
lação de múltiplos modelos locais (usualmente lineares ou afins), o que é favorável ao projeto de
controladores e de aproximadores universais de funções. A forma mais comum de um modelo TS
baseado em regras é dada por:
Se x1 é Ai,1 e . . . e xj é Ai,j︸ ︷︷ ︸
antecedente
então y̌i = fi(x)︸ ︷︷ ︸
consequente
(3.2)
A primeira parte da regra, chamada de antecedente, é definida como uma proposição (ou uma
combinação de proposições) fuzzy “x1 é Ai,1 e . . . e xj é Ai,j” onde xj é uma variável real exata (não
fuzzy) e Ai,j é um conjunto fuzzy definido pela função de pertinência
Ai,j(x) : R→ [0, 1]
onde o indexador i = 1, . . . , K denota a i-ésima regra, sendo K o número de regras na base e j o
indexador de variável j = 1, . . . , ς , com ς sendo o número de variáveis nos antecedentes das regras.
O grau de desempenho (grau de verdade) Ai,j(x) dos antecedentes para um dado valor do vetor de
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regressão x é avaliado como o grau de ativação da função de pertinência no conjunto Ai,j . O ante-
cedente é usualmente descrito pela combinação dos conjuntos fuzzy em cada subespaço univariável
definido para cada componente de x. Os antecedentes são combinados usando conjunções, isto é,
conectivos lógicos E. O grau de ativação da i-ésima regra, µi(x), calculado como:
µi(x) = Ai,1(x1) ∧ Ai,2(x2) ∧ ... ∧ Ai,ς(xς) (3.3)
onde o operador (∧) é usado para conjunção. Para o operador produto obtém-se:
µi(x) = Ai,1(x1) · Ai,2(x2) · ... · Ai,ς(xς) (3.4)
Note que µi(x) em (3.3) e (3.4) é uma função de pertinência fuzzy com entrada multivariável cons-
tituída pela intersecção dos conjuntos univariáveis fuzzy das entradas x. O formato e a característica
do conjunto fuzzy resultante depende do operador de intersecção utilizado. A Fig. 3.1 mostra um
exemplo de intersecção realizado com uso do operador mínimo.
Fig. 3.1: Intersecção de dois conjuntos fuzzy A1 e A2 (em escuro).
A segunda parte da regra (3.2), chamada de consequente, é, em geral, uma função das variáveis
da premissa. As regras normalmente se diferenciam pelos conjuntos fuzzy dos antecedentes e também
pelas funções fi(x) dos consequentes. No entanto, na prática, fi(x) são funções parametrizadas, cuja
estrutura não muda independentemente da regra, variando somente os parâmetros. Uma estrutura
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simples e prática muito utilizada é a “função afim”, que resulta na seguinte regra:
Se x é Ai então y̌i = aTi x+ bi (3.5)
onde ai é um vetor de parâmetros e bi é o offset. Este modelo é denominado TS afim. Quando bi = 0,
i = 1, ..., K, o modelo é chamado TS linear. Os antecedentes definem em que região do espaço
de regressão o hiperplano do consequente do modelo é válido. Neste sentido, os modelos TS afins
definem hiperplanos que podem aproximar a “função-alvo dentro da região de interpolação”. Um
caso especial de (3.5) é aquele formado por funções constantes y̌i = bi, i = 1, ..., K, sendo este
modelo conhecido como modelo singleton (Yager e Filev, 1994).
Para a descrição anterior do modelo utilizaram-se funções lineares e afins estáticas. Porém, o
modelo fuzzy TS pode ter qualquer tipo de função no consequente, como funções não-lineares ou
relações dinâmicas, como equações diferenciais, equações a diferenças, etc. Neste trabalho as fun-
ções nos consequentes serão modelos dinâmicos BFO, já apresentados na seção 2.2. A utilização de
modelos com bases de funções ortonormais nos consequentes das regras apresenta todas as vantagens
inerentes à modelagem de sistemas dinâmicos com BFO, como apresentado na seção 2.2. Para casos
em que se utiliza uma mesma base BFO para todos os modelos locais, faz-se necessário somente o
cálculo da parte estática da formulação para cada modelo uma vez que a parte dinâmica é a mesma
para todos os modelos (Oliveira et al., 1999; Campello, 2002; Campello e Amaral, 2002; Campello,
Meleiro e Amaral, 2004). Sendo assim, as formas de Af e Bf da representação em espaço de estados
das funções ortonormais, equação (2.5), são únicas e dependem exclusivamente da base de funções
ortonormais adotada para a implementação do modelo. Os modelos fuzzy TS são compostos de um
conjunto de K regras fuzzy no seguinte formato:
Se ψ1(k) é Li,1 e . . . e ψnf (k) é Li,nf
Então y̌i(k) = CTfiΨ(k) (3.6)
onde as entradas do modelo TS são dadas pelas saídas do conjunto de filtros ortonormais, isto é,
x1 = ψ1(k), . . . , xnf = ψnf (k); Li,j é o conjunto fuzzy da i-ésima regra associada com a j-ésima
variável da premissa e CTfi é a matriz de coeficientes da expansão em espaço de estados da BFO do
i-ésimo modelo local y̌i(k), como apresentado na seção 2.2. A saída global ŷ(k) é obtida usando-se






onde µi(Ψ(k)) é o valor de ativação da i-ésima regra como definido em (3.4), y̌i(k) o valor da saída
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de cada modelo local BFO e K o número de regras ou modelos locais.
Pode-se notar que, a princípio, todos os nf estados BFO são considerados na premissa das re-
gras. Frequentemente, no entanto, somente um subconjunto de estados é suficiente para determinar
as regiões ativas do sistema. Considerando-se somente um subconjunto de ς ≤ nf estados como va-
riáveis na premissa, há uma simplificação na estrutura das regras, o que contribui para a parcimônia
do modelo obtido (Medeiros, 2006; Machado, 2007).
Para a determinação dos modelos fuzzy TS-BFO é necessário definir as regras do modelo com os
seus respectivos antecedentes e consequentes. No que diz respeito aos consequentes das regras, uma
propriedade já conhecida e muito utilizada de modelos fuzzy TS é que a saída de um modelo TS é
linear com relação aos parâmetros das funções do consequente de suas regras se essas funções são
lineares ou afins com relação aos seus argumentos, i.e., y̌i(k) = gi,0 + gi,1ψ1(k) + · · ·+ gi,nfψnf (k).
As funções y̌i(k) podem ser determinadas a partir de medidas de entrada e saída do sistema pela es-
timação numérica dos parâmetros gi,j , utilizando-se, e.g., um algoritmo de mínimos quadrados. As
principais dificuldades na identificação de sistemas dinâmicos por modelos fuzzy TS-BFO estão em
se determinar o número K de regras fuzzy, ou de modelos locais, com seus respectivos antecedentes e
consequentes, a sintonia dos conjuntos fuzzy Li,j nas premissas das regras e a otimização do(s) polo(s)
da BFO. Uma metodologia sistemática para abordar esse problema é apresentada na sequência. Para
a determinação do número de regras fuzzy e dos conjuntos que compõem os antecedentes das regras
utiliza-se o algoritmo de agrupamento de Gustafson-Kessel juntamente com critérios de avaliação de
agrupamentos em que é possível se determinar qual modelo fuzzy apresenta melhor resultado para
representar os dados de entrada e saída. Posteriormente são aplicados no modelo obtido critérios de
avaliação que analisam se existem regras ou funções de pertinência redundantes ou desnecessárias e
realizam as operações necessárias para a simplificações dos modelos, como a eliminação de regras e
funções de pertinência ou a fusão de funções quando necessário. Para concluir, é realizada a otimiza-
ção do modelo TS-BFO com o cálculo, através de algoritmos de otimização não-linear, dos polos das
funções ortonormais, os coeficientes da expansão da série das BFO’s presentes nos consequentes das
regras e os parâmetros das funções de pertinência presentes nos antecedentes das regras de maneira a
se obter modelos mais precisos. Todo este processo de obtenção do modelo fuzzy TS-BFO é descrito
nas seções a seguir.
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3.3 Projeto de modelos Fuzzy TS-BFO
3.3.1 Premissa das Regras
Um conjunto de regras fuzzy pode ser obtido através de informações fornecidas por um especia-
lista ou então diretamente extraído de dados obtidos do processo, como, por exemplo, a resposta do
processo a determinado sinal de excitação. Esta última abordagem, a qual se trata de uma abordagem
bottom-up, será a utilizada neste trabalho e será apresentada a seguir.
Uma forma de se obter as regras a partir dos dados do sistema é utilizando algoritmos de agrupa-
mento fuzzy (fuzzy clustering). Agrupamento de dados numéricos forma a base de muitos algoritmos
de classificação e modelagem. O intuito do agrupamento é identificar grupos naturais de dados a
partir de uma grande massa de dados para produzir uma representação concisa do comportamento do
sistema. Os principais algoritmos de agrupamento fuzzy podem ser classificados nos três seguintes
grupos (Hellendoorn e Driankov, 1997):
1. Algoritmos que utilizam uma medida de distância adaptativa, tais como Gustafson-Kessel
(Gustafson e Kessel, 1979) ou algoritmos de estimação de máxima verossimilhança fuzzy (Gath
e Geva, 1989).
2. Algoritmos baseados em protótipos hiperplanares, também conhecidos como variedade linear
fuzzy e c-elipsoides fuzzy (Bezdek, 1981a; Bezdek, 1981b; Bezdek, 1981c).
3. Algoritmos de c-regressão, os quais utilizam protótipos definidos por funções de regressão
(Hathaway e Bezdek, 1993).
Todas as três classes de algoritmos podem ser vistas como uma extensão do algoritmo c-means
(Bezdek, 1981a), que minimiza a variância dos dados para os protótipos (centros) dos grupos. A
principal diferença entre estes algoritmos está na definição de distância utilizada para estabelecer
os grupos, o que influencia na sua estrutura e formato. Neste trabalho dar-se-á maior atenção ao
algoritmo de Gustafson-Kessel, que será apresentado em detalhes na seção a seguir. As informações
obtidas a partir dos grupos serão, então, utilizadas para obter modelos fuzzy TS que representem de
maneira satisfatória o sistema sob estudo, com o menor número de grupos (i.e. regras/ modelos locais)
possível.
Para a definição das regras fuzzy e assim dos antecedentes das regras com os conjuntos fuzzy Li,j
em (3.6) considera-se que os dados de entrada e saída disponíveis são suficientemente representativos
da hipersuperfície não-linear ŷ(k) = H(Ψ(k)) (pelo menos na região onde se espera encontrar tra-
jetórias de operação do sistema). Considerando-se um mapeamento desconhecido H que representa
uma hipersuperfície não-linear no subespaço de dimensão ς+1 definido a partir do vetor de regressão
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Ψ(k) (domínio L) e da saída y (co-domínio Y), i.e., L × Y ⊂ Rς+1 pode-se, através de um modelo
fuzzy TS, aproximar esta hipersuperfície através da combinação de hiperplanos, definidos através de
modelos locais presentes nos consequentes das regras em (3.6). O problema é como determinar os
limites fuzzy de cada hiperplano, que são delimitados pelos conjuntos fuzzy Li,j na premissa das re-
gras correspondentes. Uma solução eficaz para este problema (Babuška, 1998; Espinosa, Vandewalle
e Wertz, 2004) consiste em se aproximar os hiperplanos por hiperelipsoides planas através do bem
conhecido algoritmo de agrupamento fuzzy de Gustafson-Kessel (GK)(Gustafson e Kessel, 1979), re-
sultando em uma partição fuzzy dos dados em grupos (clusters) fuzzy de forma hiperelipsoidal. Os
conjuntos fuzzy de cada regra podem ser então obtidos pela projeção dos valores de ativação dos ob-
jetos com relação aos grupos fuzzy no(s) eixo(s) do espaço de entrada (espaço unidimensional das
variáveis da premissa - estados BFO no presente trabalho). Estes antecedentes serão compostos pelas
funções de pertinência que aproximam a casca convexa das projeções por funções convexas, podendo
estas, serem funções trapezoidais, triangulares, gaussianas, etc. Desta maneira, cada grupo define
uma regra do modelo fuzzy. Neste trabalho são utilizadas funções trapezoidais, conforme ilustrado
na figura 3.2. Este interesse se deve ao fato das funções trapezoidais, ao contrário das triangulares e
gaussianas, possuírem intervalos de pertinência unitária (core não singleton) que permite a um único
modelo local (regra) representar sozinho uma determinada região do espaço de variáveis fuzzy.
Fig. 3.2: Exemplo de agrupamento GK e projeção.
3.3.2 Algoritmo de Gustafson-Kessel
Seja um conjunto de dados de entrada-saída medidos do sistema (xj, yj), j = 1, . . . , N , onde
x ∈ Rς são as ς-variáveis nas premissas, y a saída do sistema e N o número de medidas. Denotando
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zj = [xj, yj]
T , pode-se então escrever o conjunto de dados de forma matricial:
Z = [z1, . . . , zN ], zj ∈ Rς+1 (3.8)
Os vetores zj serão particionados em K grupos com seus protótipos (centros) dados por:
vi = [ vi,1 . . . vi,ς+1 ]
T ∈ Rς+1, i = 1, . . . , K. (3.9)
Ao conjunto dos protótipos dos K grupos pode-se dar a notação: V = [v1, . . . , vK ]. O particiona-
mento dos dados é definido pela matriz de particionamento fuzzy dada por:
U = [$i,j]K×N
onde $i,j ∈ [0, 1] representa o grau de pertinência da j-ésima medida zj ao i-ésimo grupo (fuzzy
cluster) com protótipo vi. O algoritmo de Gustafson-Kessel (GK) é um dentre aqueles que encontram
a matriz de particionamento e os protótipos dos grupos pela minimização da seguinte função objetivo
(Bezdek, 1981a; Babuška et al., 2002):














$i,j < N, i = 1, . . . , K. (3.12)
onde m > 1 é um parâmetro que controla a fuzzificação do grupo, onde valores maiores de m acar-
retam uma maior sobreposição dos grupos. Tipicamente o valor m = 2 é utilizado (Babuška e
Verbruggen, 1997). A função d(zj, vi) é a distância do vetor zj com relação ao protótipo vi do grupo.
A restrição (3.11) impede uma solução trivial U = [0]K×N e a restrição (3.12) visa garantir que os
grupos não sejam vazios e nem contenham todas as medidas com grau 1. Esta é uma definição pa-
drão de agrupamento com uma função objetivo fuzzy em que se deve fazer a minimização da função
objetivo através de um processo iterativo (Bezdek, 1981a). O formato geométrico do grupo é deter-
minado pelo tipo de função d(zj, vi) utilizada. Gustafson e Kessel (1979) generalizaram o algoritmo
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de agrupamento para um método de distância adaptativa:
d2(zj, vi) = (zj − vi)TMi(zj − vi) (3.13)
onde Mi é uma matriz definida positiva adaptada de acordo com a forma atual do grupo, que pode ser










A matriz Mi utilizada em (3.13) é calculada como a matriz inversa normalizada da matriz de




A normalização dada pelo determinante de Fi é utilizada para impedir uma solução trivial de
(3.10) para Mi = [0]. Uma vez calculadas as matrizes Mi calculam-se as distâncias quadráticas










onde, se d2(zj, vi) = 0 para algum j = k, faça $i,k = 1 e $i,j = 0, ∀j 6= k.
Os procedimentos do algoritmo acima são repetidos até que a convergência seja obtida, isto é,
‖ Ul − Ul−1 ‖< ε onde ‖ · ‖ é uma norma matricial, l é o passo de iteração e ε é uma tolerância
adotada para o término da otimização, tipicamente ε = 0, 01 ou ε = 0, 001 para dados normalizados
(Babuška e Verbruggen, 1997). Após a convergência do algoritmo de GK, obtém-se a matriz de
particionamento U , os protótipos vi dos grupos e as matrizes de covariância Fi, i = 1, . . . , K.
3.3.3 Número de Regras
Algoritmos de agrupamento fuzzy usualmente requerem que o número de grupos K (número
de regras do modelo TS-BFO) seja previamente definido pelo usuário (Höppner, Klawonn, Kruse
e Runkler, 1999). Um procedimento utilizado na literatura consiste em se executar o algoritmo de
agrupamento diversas vezes para vários números de grupos e, ao final, selecionar o número que
apresenta o melhor resultado de acordo com um dado critério (Babuška, 1998; Höppner et al., 1999).
Diferentes critérios de avaliação para agrupamentos fuzzy são encontrados na literatura, cada um
apresentando características particulares que levam a avaliações menos ou mais precisas, dependendo
da classe (ou instância) específica do problema em questão. Por esta razão, sugere-se utilizar um
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conjunto destes critérios para auxiliar na tomada de decisão de quantos grupos melhor representam
os dados em estudo (Bezdek e Pal, 1998; Campello e Hruschka, 2006). Os critérios adotados aqui
para fins de ilustração são o Fuzzy Hyper-Volume (FHV ), o Average Partition Density (APD), o
Fuzzy Silhouette (FS), e uma versão variacional do Average Within-Cluster Distance (AWCD), os
quais serão apresentados a seguir.
Inspirado no conceito de que um bom agrupamento é aquele que não apresenta grupos muito
dispersos, Gath e Geva (1989) propuseram medidas de validação baseadas no critério de hipervolume
ou densidade do agrupamento fuzzy. Mais especificamente, o critério de avaliação conhecido como






onde Fi é a matriz de covariância do i-ésimo grupo fuzzy, dada por:
Fi =
∑N
j=1 h(i|zj)(zj − vi)(zj − vi)T∑N
j=1 h(i|zj)
(3.17)
onde h(i|zj) é a probabilidade de seleção do i-ésimo grupo dada a j-ésima amostra zj . Quando se
escolhe o valor do parâmetro fuzzificador sendo m = 2, o grau de ativação da j-ésima amostra ao
i-ésimo grupo, $i,j , se aproxima da probabilidade h(i|zj) (Gath e Geva, 1989). Portanto, a matriz de
covariância em (3.17) pode ser reescrita como:
Fi =
∑N
j=1$i,j(zj − vi)(zj − vi)T∑N
j=1 $i,j
(3.18)
Como os autovalores de Fi estão diretamente relacionados à variância do i-ésimo grupo (Campello
e Hruschka, 2006), o determinante em (3.16), dado pelo produto dos autovalores de Fi, fornece a
medida da dispersão n-dimensional (hipervolume) do grupo. Bons agrupamentos fuzzy são aqueles
que apresentam menor valor de FHV , ou seja, aqueles que apresentam grupos fuzzy mais compactos.
A Densidade média de particionamento (APD - Average Partition Density) é outro critério de
qualidade de agrupamento fuzzy que pode ser utilizado para determinação do número ideal de grupos.
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$i,j,∀ j tal que (zj − vi)TF−1i (zj − vi) < 1 (3.20)
que é a soma dos valores de pertinência das amostras j localizados dentro de um raio de proximidade
do grupo i. Como para grupos mais compactos o valor do determinante será menor eRi será maior, se
conclui pela análise de (3.19) que os melhores agrupamentos serão aqueles que apresentarem maior
APD.
Os critérios FHV e APD são critérios que, de maneira geral, não são apropriados quando se
trabalha com muitos atributos (variáveis e/ou dimensões). Este fato acontece porque estes critérios
exigem o cálculo do determinante e/ou inversa (ver (3.16), (3.19) e (3.20)) da matriz de covariância
Fi. Os cálculos do determinante e da inversão demandam um grande esforço computacional (O(n31)
com n1 sendo o número de parâmetros) e uma dimensão elevada da matriz Fi pode causar problemas
numéricos no cálculo de tal determinante e/ou inversa (Campello e Hruschka, 2006), além de ser
computacionalmente custoso.
Outro critério que pode ser utilizado para avaliação do número ideal de grupos fuzzy é a medida















onde ‖ · ‖ e m se referem à mesma norma e ao parâmetro fuzzificador utilizados no algoritmo de
agrupamento, respectivamente. Este método utiliza como avaliação o valor médio das distâncias
internas dos grupos. A distância interna de um determinado grupo é dada pela média ponderada das
distâncias entre todas as amostras e o protótipo (centro) do grupo com cada distância ponderada pelo
grau de pertinência da amostra ao grupo ($ij). Os valores de AWCD decrescem monotonicamente,
no caso ideal, conforme o número de grupos aumenta, com o valor ideal de grupos indicado no ponto
onde o gráfico referente aos valores de AWCD descreve um “joelho” mais acentuado.
O quarto critério de determinação do número ideal de grupos considerado neste trabalho é co-
nhecido como Fuzzy Silhouette - FS (Campello e Hruschka, 2006) o qual é uma generalização
Fuzzy do critério Average Silhouette Width Criterion ou Crisp Silhouette (Kaufman e Rous-
seeuw, 1990; Everitt, Landau e Leese, 2001). Para definir este critério, considere uma amostra
j ∈ {1, 2, . . . , N} pertencente ao grupo i ∈ {1, . . . , K}. Sob o ponto de vista do contexto de
agrupamentos crisp, isto significa que a amostra j está mais próxima ao protótipo do grupo i do que
do protótipo de qualquer outro grupo. No entanto, sob o ponto de vista do agrupamento fuzzy, isso
significa que a amostra j pertence ao grupo i com grau $i,j maior do que pertence a outro grupo
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fuzzy, ou seja, $i,j > $q,j ∀q ∈ {1, . . . , K}, q 6= i.
Seja a distância média da amostra j para todas as outras amostras pertencentes ao grupo i denotada
por aij e seja a distância média desta amostra para todos as amostras pertencentes a outro grupo q,
com q 6= i, denotada por dqj . Finalmente, seja bij o menor dqj calculado sobre os grupos q =
1, . . . , K, q 6= i, que representa a dissimilaridade da amostra j para o grupo vizinho mais próximo do





Levando-se em consideração o grau de ativação da amostra j dentro dos grupos, pode-se construir






onde sj é a silhueta da amostra j de acordo com a equação (3.22), $i,j e $q,j são respectivamente o
primeiro e o segundo maior elementos da j-ésima coluna da matriz de partição fuzzy e α ≥ 0 é um
coeficiente que dá maior ou menor peso à diferença ($i,j − $q,j). Quando α = 0 a equação (3.23)
passa a ser uma média aritmética dos termos sj , não levando em consideração as informações do
agrupamento fuzzy, o que corresponde ao critério da silhueta crisp original. O valor típico de α para
o caso fuzzy é 1 (Campello e Hruschka, 2006).
A diferença ($i,j −$q,j), que corresponde à diferença entre o primeiro e o segundo maiores va-
lores de pertinência da amostra j com relação aos grupos, tem o objetivo de dar maior peso aos dados
pertencentes a determinado grupo com maior proximidade do protótipo do grupo do que àqueles em
regiões de mais acentuada sobreposição entre os grupos. O valor ideal de grupos é sugerido pelo
maior valor de FS.
• Determinação do número de grupos
Para otimizar o número de grupos e, portanto, a base de regras no modelo TS-BFO, com base
em múltiplos critérios de avaliação, utiliza-se um esquema de votação. Este esquema, no entanto,
despreza toda a informação quantitativa (valores) dos critérios, usando apenas a informação de qual
número de grupos apresentou maior valor na maioria dos critérios. Alternativamente, pode-se com-
binar o resultado de múltiplos critérios em um único índice médio, e.g., através da média aritmética
ou pelo produto dos resultados, como discutido em (Machado, 2007).
A metodologia completa para se obter um modelo mais parcimonioso é a que se segue. Primei-
ramente, o algoritmo de GK é sequencialmente aplicado ao conjunto de dados no espaço L × Y dos
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produtos Ψ(k) × y(k), com o número de grupos variando em um intervalo de valores aceitáveis,
pré-definido pelo usuário. Ao final de cada iteração, as partições fuzzy obtidas dos dados são ana-
lisadas pelos critérios de avaliação e os respectivos resultados são armazenados. Como apresentado
em (Machado, 2007), é utilizada uma versão modificada do critério AWCD , uma vez que o critério
original decresce monotonicamente com o número de grupos e seu resultado de melhor agrupamento
é indicado pelo ponto onde há maior variação na curva. Por esta razão, propõe-se a utilização da
informação de primeira ordem (taxa de variação) da curva AWCD. Dessa forma o critério passa
a indicar o melhor agrupamento no seu ponto de máximo. O resultado do critério FHV deve ser
adequado com a inversão do sinal, para que o valor máximo passe a indicar o melhor agrupamento.
Feito isso e posto que todos os demais critérios são naturalmente de máximo, o resultado de cada um
é individualmente normalizado para que todos fiquem compreendidos no intervalo [0, 1] (o pior re-
sultado em 0 e o melhor em 1). Normalizados todos os critérios, calcula-se a média aritmética ponto
a ponto e obtém-se um resultado geral. O melhor agrupamento fuzzy é indicado pelo ponto de maior
valor no resultado geral obtido. Outras abordagens, como o produto entre os resultados dos critérios,
podem ser adotadas como complemento na tomada de decisão.
A seguir apresenta-se um exemplo que ilustra a aplicação do método de GK no agrupamento de
dados, do método de determinação do número de grupos e de modelagem de um sistema através das
técnicas discutidas neste trabalho. No exemplo a seguir deseja-se realizar a construção de um modelo
fuzzy TS que irá modelar uma dada função não-linear apresentada em (Setnes et al., 1998). Considere
função dada pela equação (3.24):
y(x) = 3e−x
2
.sen(πx) + η (3.24)
onde η é um ruído gaussiano com média zero e desvio padrão dado σ = 0, 1. Como entrada, fo-
ram gerados 300 números aleatórios x distribuídos uniformemente no intervalo [−3, 3]. A partir da
equação (3.24), com as entradas geradas, foram obtidas as saídas y(x) como indicado na Fig. 3.3.
Os objetos foram agrupados utilizando-se o algoritmo de GK e, analisando-se entre um número
de 2 a 10 grupos para o agrupamento dos objetos, pode-se verificar que 7 grupos é o valor de grupos
que melhor agrupa os dados, conforme indicado tanto na análise pela média dos critérios de avaliação
de agrupamento quanto pelo produto dos mesmos, conforme indicado na Fig. 3.4.
Como pode ser verificado na Fig. 3.5 o algoritmo de agrupamento conseguiu agrupar os dados de
forma satisfatória, mesmo os dados apresentando ruídos.
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Fig. 3.3: Dados de identificação contaminados com ruído.
Fig. 3.4: Resultado dado pela combinação dos critérios de análise de agrupamento.
A Fig. 3.6 mostra as funções de pertinência para os antecedentes das regras obtidas a partir das
projeções dos valores de ativação dos objetos, nos respectivos grupos, no espaço de entrada. As
funções de pertinência cobrem todo o universo de discurso, garantindo que em todo o universo de
discurso haverá pelo menos uma regra ativada.
Uma vez determinados os antecedentes das regras o próximo passo então consiste em se deter-
minar os consequentes das mesmas regras. Para este modelo TS serão utilizadas funções afins do
tipo y(x) = a.x + b, que irão aproximar a função não-linear localmente. Determinadas as funções
dos consequentes das regras, via mínimos quadrados, foi então feita a estimação da saída do modelo,
como apresentado na Fig. 3.7.
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Fig. 3.5: Resultado do agrupamento dos objetos por GK.
Fig. 3.6: Funções de pertinência dos antecedentes das regras.
Como pode ser verificado visualmente no gráfico da Fig. 3.7, obteve-se um bom modelo para a
função que se desejava mapear. O erro quadrático médio - EQM entre o valor estimado pelo modelo
e o valor calculado através da função analítica dada em (3.24) é de 0,0047.
3.4 Simplificação da base de Regras dos Modelos Fuzzy
O processo de obtenção dos modelos fuzzy por agrupamento baseado nos dados de entrada e
saída, como apresentado, nem sempre gera modelos parcimoniosos. Podem ocorrer redundâncias de
regras (figura 3.8.a com regras 1 e 3 iguais), de funções de pertinência entre si ou com relação ao
universo de discurso (figura 3.8.b) ou mesmo com grupos que podem ser fundidos no espaço L × Y
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Fig. 3.7: Comparação entre os valores simulados e os estimados.
dos produtos Ψ(k) × y(k) (figura 3.8.c). Para estes casos de redundâncias existem métodos para
realizar a simplificação da base de regras através da eliminação ou fusão de regras e/ou funções de
pertinência similares (Babuška, 1998; Setnes et al., 1998; Kaymak e Babuska, 1995). Estes métodos
serão discutidos a seguir para cada um dos casos de redundâncias apresentados.
Fig. 3.8: Casos de redundâncias do modelo fuzzy.
. Modelos com grupos compatíveis no espaço L × Y (compatible cluster merging - CCM)
Grupos compatíveis e que são candidatos a serem fundidos são, em geral, grupos com protótipos
próximos e com os hiperelipsoides que os definem alinhados no mesmo hiperplano. O algoritmo
CCM que resolve este problema foi inicialmente proposto por Krishnnapuram e Freg (1992), sendo
que originalmente ele trabalha com o agrupamento de dados por um limitante superior de grupos
escolhido pela pessoa que está analisando o problema e aplicando-se o algoritmo sucessivamente se
reduz o número de grupos similares até que se convirja para um valor no qual não há mais fusões
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a serem realizadas. No presente trabalho realiza-se a avaliação prévia do número ideal de grupos
utilizando-se critérios de avaliação apresentados na seção 3.3.3, sendo o valor obtido pelos critérios
utilizado como limitante superior.
Os grupos são definidos através de matrizes quadradas da mesma dimensão do espaço de dados
L×Y em que os autovetores da matriz definem as direções principais dos hiperelipsoides associados
aos grupos e os respectivos autovalores estabelecem o tamanho dos eixos principais, além de um vetor
que indica o centro, ou protótipo, de cada grupo, como indica a figura 3.9.
Fig. 3.9: Grupos de dados definidos por hiperelipsoides.
O algoritmo CCM infere o grau de compatibilidade entre os grupos baseado em parâmetros ob-
tidos através de cálculos com os autovalores e os autovetores da matriz que define os grupos. Em
(Kaymak e Babuska, 1995) é proposto o cálculo de dois parâmetros que serão utilizados para definir
a fusão dos grupos, como apresentado a seguir:
c1ij = |φi,ni .φj,nj | (3.25)
c2ij = ‖vi − vj‖ (3.26)
onde i e j indicam os índices relativos aos grupos com i = 1, . . . , K e j = 1, . . . , K; φi,ni e φj,nj são,
respectivamente, os autovetores referentes aos menores autovalores dos grupos i e j; vi e vj os centros
dos grupos i e j. A equação (3.25) avalia se dois grupos são paralelos no mesmo hiperplano, ou seja,
se c1ij apresenta um valor próximo de 1 os dois grupos são altamente paralelos. A equação (3.26),
com o parâmetro c2ij , determina se os centros dos dois grupos são suficientemente próximos para que
tais grupos sejam fundidos; desta maneira, c2ij deve apresentar um valor próximo de 0 para que dois
grupos estejam relativamente próximos. Através destes critérios são então formadas duas matrizes
C1[c1ij ] e C2[c2ij ] cujos elementos c1ij indicam o módulo do produto interno entre os autovetores e
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c2ij o grau de proximidade entre os grupos i e j de acordo com o critério correspondente. Contudo,
os dois critérios não são isoladamente suficientes para estabelecer quais grupos serão fundidos sendo
necessária a utilização de um critério de decisão que englobe as informações presentes nas matrizes
C1 e C2. Kaymak e Babuska (1995) propõem um critério de avaliação e um algoritmo de decisão para
se determinar se dois grupos devem ou não serem fundidos.
O algoritmo proposto em (Kaymak e Babuska, 1995) constroi uma matriz S que tem seus ele-
mentos pertencentes ao intervalo [0, 1] indicando o grau de similaridade entre os grupos i e j. Para
a construção da matriz S normalizam-se os elementos das matrizes C1 e C2 de maneira que grupos
i j paralelos tenham valores de c̄1ij próximos de 1 e grupos i j com centros próximos tenham va-
lores de c̄2ij próximos de 1. Estabelecidos esses novos valores normalizados, forma-se a matriz S
combinando-se os termos c̄1ij e c̄2ij através de uma média geométrica sij =
√
c̄1ij c̄2ij . Como a fusão
dos grupos é uma decisão baseada no valor da similaridade entre os grupos estabelece-se então uma
nova matriz S0 que é composta a partir dos elementos s0ij definidos pela função (3.27):
s0ij =
{
1, se sij ≥ ε
0, se sij < ε
(3.27)
onde ε ∈ [0, 1] representa um valor limite acima do qual deve-se fundir os grupos referentes a posição
destes valores na matriz S0. Valores de ε pequenos levam a fusão de grupos não muito similares e
provavelmente a modelos com um poder de representação prejudicado, já valores elevados levam
a modelos sem fusão de grupos similares e menos parcimoniosos. Na literatura é sugerido que o
valor de ε que leva a simplificações com bons resultados deva estar dentro do intervalo [0, 5 0, 75],
dependendo do problema a ser tratado (Kaymak e Babuska, 1995). A figura 3.10 mostra um exemplo
de como será a composição do novo agrupamento após a fusão e como serão as funções de pertinência
nas premissas das regras. Na figura 3.10.a mostra-se o agrupamento inicial com os grupos 2 e 3 com
uma grande similaridade e a figura 3.10.b apresenta como ficará o novo agrupamento e as novas
funções de pertinência após a aplicação do algoritmo CCM.
Além da similaridade existente entre grupos, outras similaridades devem ser analisadas, como a
similaridade entre uma função de pertinência e o universo de discurso e a similaridade entre funções
de pertinência obtidas pelas projeções dos grupos.
. Similaridade entre uma função de pertinência e o universo de discurso
A similaridade entre uma função de pertinência A e o universo de discurso se dá quando:
A(x) ∼= 1, ∀x ∈ X
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Fig. 3.10: Fusão de grupos similares
onde X representa o universo de discurso da variável de interesse x. Quando este tipo de função
de pertinência aparece em um modelo fuzzy estimado, ela deve ser excluída do modelo para fins de
simplificação, uma vez que não acrescenta informação de relevância ao modelo. Como será abordado
a seguir, conjuntos com similaridade com relação ao universo de discurso X superior a um dado
limite ρ podem ser eliminados uma vez que a função de pertinência pode cobrir quase a totalidade do
universo de discurso.
. Similaridade entre funções de pertinência
Para a classificação da similaridade entre funções de pertinência pode-se estabelecer um grau de
similaridade entre duas funções, uma vez que duas funções dificilmente serão estritamente idênticas.
sp = S(A,B) = grau(A = B), sp ∈ [0, 1]
sendo que duas funções altamente similares possuem um valor de sp próximo de 1 e funções não-
similares com valor de sp próximo de 0.
A simplificação da base de regras utiliza medidas de similaridade que devem satisfazer a 4 cri-
térios apresentados a seguir, considerando duas funções de pertinência A(x) e B(x) relativas aos
subconjuntos fuzzy no universo de discurso X:
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1. Funções de pertinência cujos suportes não apresentam superposição devem ser consideradas
totalmente desiguais, sp = 0
S(A,B) = 0⇔ A(x)B(x) = 0, ∀x ∈ X.
2. Funções de pertinência com superposição devem apresentar valor de similaridade sp > 0
S(A,B) > 0⇔ ∃x ∈ X, tal que A(x)B(x) 6= 0.
3. Somente funções de pertinência iguais apresentam valor de similaridade s = 1
S(A,B) = 1⇔ A(x) = B(x), ∀x ∈ X.
4. A similaridade entre duas funções de pertinência não deve ser influenciada por escalonamento
ou deslocamento do domínio em que elas estão definidas
S(A,B) = S(A′, B′), A′(l + kx) = A(x), B′(l + kx) = B(x), k, l ∈ R, k > 0.
Encontram-se na literatura diferentes métodos de medida de similaridade, sendo eles classificados
em similaridades geométricas fuzzy e similaridades baseadas na teoria de conjuntos fuzzy (Setnes
et al., 1998). Como discutido por Zwick, Carlstein e Budescu (1987), as medidas geométricas de
similaridade são melhor aplicáveis na medida de similaridade (ou dissimilaridade) entre conjuntos
fuzzy distintos (representam a similaridade como a proximidade entre conjuntos fuzzy e não como a
igualdade entre conjuntos), enquanto que as medidas de similaridade baseadas na teoria de conjuntos
nebulosos são melhor aplicáveis à análise entre conjuntos que se sobrepõem. As medidas baseadas
na teoria fuzzy se mostram mais adequadas nas medidas em que se deseja analisar quão iguais são as
funções de pertinência. Estas medidas utilizam operações de união e intersecção, não sendo assim
influenciadas pela escala das variáveis, como pode ocorrer em medidas geométricas. Nesta tese






onde | · | representa a cardinalidade do conjunto, e ∩ e ∪ representam os operadores intersecção e
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em um universo de discurso discreto X = {xj|j = 1, 2, . . . , r}, com ∧ e ∨ representando res-
pectivamente os operadores de mínimo e máximo.
Quando dois conjuntos A e B são considerados muito similares há três possibilidades de simpli-
ficar os conjuntos:
• Substituir A por B
• Substituir B por A
• Substituir ambos (A e B) por um novo conjunto C
Dois aspectos importantes devem ser verificados no processo de simplificação de funções de per-
tinência: a cobertura do universo de discurso das variáveis relativas aos conjuntos sob análise e a
melhora ou manutenção da precisão do modelo. Considerando a cobertura do universo de discurso
das variáveis fuzzy, medidas devem ser tomadas para se garantir que em todo o universo de discurso
haja pelo menos uma função de pertinência ativa. Ocorrendo algum ponto do universo de discurso que
não tenha nenhuma função de pertinência ativa deve-se ampliar a área de uma função de pertinência
adjacente a fim de garantir a cobertura total do universo. Sob o ponto de vista da precisão, assumindo
como critério de avaliação do modelo uma função de custo J (e.g. a soma do erro quadrático) os
efeitos sobre J ao se substituir A ou B por C devem ser tais que a função J seja sempre otimizada
ou pelo menos tenha seu valor preservado, sendo, para isto, analisado qual conjunto tem maior in-
fluência em J quando substituído. Quando o modelo é mais sensível a A do que a B, o conjunto A
deve substituir o conjunto B, ou no caso de um novo conjunto C substituir ambos, o mesmo deve se
aproximar mais de A do que de B.
Para o processo de composição da nova função de pertinência C que irá substituir as funções A e
B pode-se utilizar a operação de uniãoA∪B. Como neste trabalho utilizam-se funções de pertinência
trapezoidais, definidas como:
A(x;σ1A , σ2A , σ3A , σ4A) =

0, x ≤ σ1A ou x ≥ σ4A
1, σ2A ≤ x ≤ σ3A
α, α ∈ (0, 1), no conj. complementar
(3.30)
com σ1A ≤ σ2A ≤ σ3A ≤ σ4A , a operação de união A ∪B será definida por:
• Sendo A(x;σ1A , σ2A , σ3A , σAA) e B(x;σ1B , σ2B , σ3B , σ4B) as funções de pertinência relativas
aos conjuntos A e B respectivamente, o conjunto C resultante da fusão de A e B, com sua
função de pertinência dada por C(x;σ1C , σ2C , σ3C , σ4C ), tem seus parâmetros definidos por:
σ1C = min(σ1A , σ1B)
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σ2C = λ2σ2A + (1− λ2)σ2B (3.31)
σ3C = λ3σ3A + (1− λ3)σ3B
σ4C = max(σ4A , σ4B)
com os parâmetros λ2, λ3 ∈ [0, 1] determinados de acordo a influência do conjunto na precisão
do modelo, utilizando-se neste trabalho os valores de λ2 = λ3 = 0, 5 para se ponderar de
maneira semelhante as duas funções de pertinência fundidas. A operação descrita acima garante
que no lugar das duas funções de pertinência primitivas não haverá região sem cobertura. A
figura 3.11 mostra como se dá a fusão de funções e finalmente a função resultante.
Fig. 3.11: Resultado de fusão entre conjuntos similares
A simplificação da base de regras por similaridade dos conjuntos fuzzy se dá pela fusão de conjun-
tos similares e/ou pela eliminação de conjuntos similares ao universo de discurso. Dois níveis limites
λ e ρ determinam, respectivamente, se o conjunto deve ser fundido a outro conjunto ou eliminado
quando comparado ao universo de discurso. O algoritmo se inicia verificando a similaridade entre
os conjuntos através da equação (3.29) e os pares que apresentam um valor de similaridade superior
ao valor de λ devem ser fundidos. Depois de realizadas as fusões nesta fase, novamente analisa-se a
similaridade entre os conjuntos até que não haja mais conjuntos a serem fundidos. Uma vez concluída
esta fase, analisa-se se há algum conjunto com similaridade com relação ao universo de discurso X
superior ao valor de threshold ρ. Faz-se esta análise de maneira similar a que é feita com relação a
duas funções de pertinência, contudo, ao se comparar a similaridade de uma função de pertinência
A(xj) com universo de discurso X considera-se que o universo de discurso é equivalente a uma fun-
ção de pertinência com valor de ativação igual a 1 para todo xj ∈ X . Havendo conjuntos nessa
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condição, estes devem ser excluídos da base de regras fuzzy. A escolha dos valores de ρ e λ depende
de cada aplicação, sendo que, valores reduzidos destes parâmetros levarão a modelos com poucos
conjuntos, o que geralmente também reduz a precisão do modelo. Contudo, valores elevados de tais
limites levam a modelos redundantes, não parcimoniosos e sobredeterminados. Adota-se empirica-
mente, neste trabalho, os valores limites para determinação da simplificação da similaridade como
ρ = 0, 85 e λ = 0, 6, baseando-se em experimentos preliminares de simulações realizadas.
3.5 Ajuste global dos parâmetros do modelo final
Uma vez executadas as operações de fusão e eliminação de funções de pertinência e regras por
similaridade, realiza-se o ajuste fino do modelo obtido através da otimização dos parâmetros do mo-
delo TS-BFO, minimizando-se o erro quadrático entre a saída do modelo e a saída medida em todos










ŷ(k) - saída global estimada
y(k) - saída medida do sistema
N - número de amostras do sistema
θ - parâmetros de otimização
A minimização da função de custo se dá em relação aos parâmetros θ = [Υ Cfi Li,j]
T , onde
Υ é o vetor com os parâmetros relativos ao(s) polo(s) do modelo, Cfi a matriz com os coeficientes
da expansão em série dos modelos BFO locais presentes nos consequentes das regras, definida em
(3.6), e Li,j as funções de pertinência presentes nos antecedentes das regras do modelo fuzzy TS-BFO.
Analisando-se individualmente os parâmetros a serem otimizados, com relação ao(s) polo(s) tem-se
que para os modelos GOBF com funções internas Υ será Υ = [γ1 · · · γnb ] como apresentado em
(2.26). Já com relação às funções de Laguerre, Υ = p (eq. (2.6)), e referente às funções de Kautz
tem-se que o parâmetro Υ = [ b c ] (equações (2.7) e (2.8)).
A seguir, analisa-se a otimização para modelos TS-GOBF com funções internas nos consequentes
das regras, sendo que a mesma análise se estende a modelos com funções de Laguerre ou modelos
com funções de Kautz (veja Apêndice B). Para se determinar a direção de busca dos valores ótimos
referentes aos parâmetros Υ = [γ1 γ2 · · · γnb ]T é necessário se conhecer o gradiente de J com
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µi(Ψ(k)) - ativação da i-ésima regra (i = 1, . . . , K) - eq. (3.3);
y̌i(k) - saída do i-ésimo modelo local;
Ψ(k) - saída dos filtros da GOBF no instante k;
K - número de regras no modelo.















onde Lij(ψj(k)) são os valores de ativação das funções de pertinência, ψj(k) é a saída do j-ésimo
filtro no instante k e ς o número de variáveis no antecedente das regras com ς ≤ n. A figura 3.12
mostra o modelo TS-BFO com duas funções ortonormais nos antecedentes e nos consequentes das
regras com duas regras onde fica explícita a dependência entre as variáveis do modelo.
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No modelo TS-BFO abordado, como já citado anteriormente, são utilizadas funções de per-
tinência trapezoidais. Contudo, a função trapezoidal não é diferenciável em todo o universo de dis-
curso (não apresenta derivada nos pontos σ1, σ2, σ3, σ4) o que inviabiliza o cálculo do gradiente da
função de pertinência com relação aos estados das BFO’s. Para contornar este problema dos pon-
tos não diferenciáveis aproxima-se a função neste pontos por outra função que a torna diferenciável






onde η é igual ao coeficiente angular da reta, x é a variável independente e δ o parâmetro que deter-
mina a aproximação entre a curva aproximada e a ideal no ponto de vértice.
Para representar o trapézio realiza-se uma composição de funções como mostra a figura 3.13:





































E(x) = E1(x) + E2(x) + E3(x) + E4(x) (3.39)
























(x− σ1)2 + δ2
)
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(x− σ4)2 + δ2
)
A mesma análise desenvolvida para o cálculo ∂E(x)
∂x
é utilizada para se calcular a derivada da







Para o cálculo ∂v
∂γl
pode-se reescrever a matriz CTfi presente na equação (3.36) em função dos
parâmetros da expansão da BFO:
Cfi = [g1,i g2,i . . . gnf ,i]
T , (3.40)
onde nf é a maior ordem filtro da BFO e gq,i são os coeficientes da expansão da BFO. Assim, o
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Analisando-se a derivada parcial do numerador v com relação ao parâmetro γl do modelo de
GOBF, ∂v
∂γl
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, u e v, substituem-se estes valores em (3.37) e obtém-se o
valor de ∂ŷ(k)
∂γl
. Substituindo-se os valores de ∂ŷ(k)
∂γl
na equação (3.34) é possível se calcular o gradiente
da função de custo com relação ao parâmetro γl, sendo o mesmo feito para se calcular o gradiente
da função J com relação aos demais parâmetros γ. Os parâmetros γl, com l = 1, . . . , nb presente no
modelo GOBF com funções internas apresentam valores restritos ao intervalo (−1, 1).
Como citado anteriormente, além de se desejar minimizar a função de custo J com relação aos
parâmetros referentes aos polos das BFO deseja-se também otimizar J com relação aos coeficientes
da expansão da série BFO presente nos consequentes e também com relação aos antecedentes das
regras do modelo fuzzy TS-BFO. Otimizando-se J com relação aos coeficientes gq,i presentes em Cfi
(consequentes das regras, eq.(3.40)), tem-se que a derivada da função de custo com relação a tais
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Para o cálculo de otimização da função de custo J com relação aos parâmetros das funções de









onde σih pode assumir qualquer um dos parâmetros da função de pertinência Lih definidos por
σ1ih , σ2ih , σ3ih ou σ4ih , com tais parâmetros pertencentes à uma função de pertinência trapezoidal
como mostra a figura 3.14.
Fig. 3.14: Função de pertinência trapezoidal
No cálculo da derivada parcial ∂ŷ(k)
∂σih
deve-se considerar novamente a equação da saída estimada
















Analisando-se o denominador u na equação (3.47), obtém-se a seguinte fórmula para o cálculo
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onde Lih representa uma dada função de pertinência h pertencente a regra i.
Assim como no cálculo da derivada das funções de pertinência com relação aos estados da BFO,
utiliza-se a aproximação dada na equação (3.39) e, desta maneira, as derivadas das funções de per-
tinência com relação à σih ou equivalentemente aos parâmetros σ1ih , σ2ih , σ3ih ou σ4ih são dadas por:


















(ψh(k)− σ1ih)2 + δ2.(σ2ih − σ1ih)
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(ψh(k)− σ2ih)2 + δ2
2(σ2ih − σ1ih)2
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(ψh(k)− σ3ih)2 + δ2.(σ4ih − σ3ih)
−
√







(ψh(k)− σ4ih)2 + δ2
2(σ4ih − σ3ih)2

























(ψh(k)− σ4ih)2 + δ2.(σ4ih − σ3ih)
−
√
(ψh(k)− σ4ih)2 + δ2
2(σ4ih − σ3ih)2
Analisando-se o numerador v presente na equação (3.47), obtém-se o resultado da derivada do





























e os substituindo na equação (3.47) é possível se determinar
o gradiente da função de custo J com relação aos parâmetros σ1ih , σ2ih , σ3ih ou σ4ih que compõem as
funções de pertinência presentes nos antecedentes das regras.
Como citado anteriormente, a otimização da função de custo (3.32) exige restrições quanto aos
valores dos parâmetros γ presentes nas funções internas dos modelos GOBF. Quanto aos demais
parâmetros a serem otimizados existem restrições referentes à localização dos parâmetros das funções
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de pertinência trapezoidais em que se deve respeitar:
σ1ih ≤ σ2ih ≤ σ3ih ≤ σ4ih
Estas restrições exigem a utilização de algoritmos de otimização que solucionem problemas não-
lineares com restrições. Para solucionar tal problema utilizou-se o método de segunda ordem quasi-
Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS) com busca da solução restrita dada por progra-
mação quadrática sequencial conforme discutido na seção 2.4.2 (Nelles, 2001). Este método, assim
como demais métodos de Newton, não apresenta garantias de convergência a não ser que o processo
seja iniciado nas proximidades da solução (Luenberger, 2003).
3.6 Algoritmo de Otimização dos modelos fuzzy TS-BFO
A obtenção de modelos fuzzy Takagi-Sugeno - BFO a partir de dados de entrada e saída de sis-
temas dinâmicos lineares e não-lineares segue, conforme apresentado neste capítulo, uma sequência
de passos desde a obtenção inicial do modelo através de um processo de agrupamento fuzzy por al-
goritmo de Gustafson-Kessel até a otimização dos parâmetros do modelo por técnicas de otimização
não-linear. O algoritmo a seguir descreve o procedimento global a ser realizado.
1. Atribua valores iniciais de parâmetros γl (normalmente de maneira aleatória ou baseado em
algum conhecimento prévio) e calcule as saídas dos filtros ortonormais.
2. Dado um conjunto de amostras de entrada (saídas dos filtros ortonormais) e saída do sistema
dinâmico, aplica-se o algoritmo de agrupamento de Gustafson-Kessel com o método de deter-
minação da melhor número de grupos a fim de se obter o modelo fuzzy TS-BFO inicial como
apresentado na seção 3.3.
3. Analisar a similaridade entre os grupos obtidos conforme algoritmo proposto na seção 3.4.
• Se a similaridade for maior que um dado valor limite:
Realizar o agrupamento dos grupos similares, atualizar o agrupamento fuzzy e
retornar ao item 3.
• Senão seguir para o procedimento 4.
4. Analisar a similaridade entre os conjuntos fuzzy (funções de pertinência) resultantes conforme
algoritmo proposto na seção 3.4.
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• Se a similaridade for maior que um dado valor limite:
Funde-se os conjuntos similares como descrito na seção 3.4, atualiza-se a base de
regras fuzzy e retorna-se ao item 4.
• Senão segue para o item 5.
5. Analisar a similaridade entre os conjuntos fuzzy e o universo de discurso.
• Se o valor de similaridade for maior que um dado limitante:
Excluir os conjuntos similares ao universo de discurso, atualizar a base de regras
do modelo fuzzy e voltar à linha 5.
• Senão segue para a linha 6.
6. Realizado o processo de análise e eliminação das similaridades do modelo inicialmente obtido
conforme descrito nas etapas anteriores realiza-se o processo de otimização dos parâmetros do
modelo fuzzy TS-GOBF:
7. Calcule o gradiente ∇θJ = [∇TΥJ ∇TCfiJ ∇
T
Li,j
J ]T utilizando as equações (3.33), (3.42) e
(3.46), onde Υ é o vetor com os parâmetros relativos ao(s) polo(s) do modelo, Cfi a matriz com
os coeficientes da expansão em série dos modelos BFO locais presentes nos consequentes das
regras, definida em (3.6), e Li,j as funções de pertinência presentes nos antecedentes das regras
do modelo fuzzy TS-BFO. Para o cálculo de ∂J
∂γl
em (3.33), com l = 1, . . . , nb, utiliza-se as
equações apresentadas de (3.34) até (3.41). Para se calcular∇CfiJ , deve-se obter os resultados
das equações de (3.42) até (3.45) para todos os termos da expansão dos modelos locais. O valor
de ∇Li,jJ é obtido através dos cálculos das equações apresentadas de (3.46) a (3.48) para cada
parâmetros de todas as funções de pertinência.
8. Use o valor de ∇θJ no algoritmo de otimização não-linear apresentado na seção 2.4.2 para
atualizar o valor de parâmetros θ. Nota: inclua o intervalo de factibilidade dos parâmetros do
modelo GOBF como restrições dentro do problema de otimização para garantir a factibilidade
dos polos e dos modelos otimizados; além disso inclua as restrições quanto aos valores dos
parâmetros das funções de pertinência.
9. Volte ao passo 7 até que um critério de parada seja atingido.
Este algoritmo garante que os modelos obtidos serão otimizados para melhor representar os siste-
mas não-lineares sob análise.
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3.7 Modelos de Volterra
Os modelos de Volterra de tempo discreto são descritos por uma representação polinomial:








h%(k1, k2, . . . , k%)
%∏
j=1
u(k − kj) (3.49)
onde u(k), ŷ(k) e h% são, respectivamente, a entrada, a saída estimada e o kernel (núcleo) de %-
ésimo grau do modelo apresentado na equação (3.49). Os kernels são definidos por meio de funções
multidimensionais que geralmente representam a resposta impulsiva de sistemas e que apresentam um
elevado número de parâmetros. O modelo de Volterra é composto por uma soma de infinitos termos
onde necessariamente deve haver uma convergência dos termos do modelo. Através da utilização de
uma série truncada, de ordem E, na composição dos modelos de Volterra, que desprezam os termos
desnecessários de ordem superior, é possível se obter modelos mais simples, que utilizam menos
parâmetros sem que haja perda significativa de qualidade na precisão na representação de sistemas
reais (Eykhof, 1974):








h%(k1, k2, . . . , k%)
%∏
j=1
u(k − kj) (3.50)
sendo ε% a quantidade de elementos a partir da qual o kernel h% é assumido nulo em qualquer di-
mensão. Como é possível se verificar, a representação (3.50) é claramente uma generalização de E-
ésima ordem do modelo linear tipo FIR, sendo o kernel h% uma generalização de %-ésima dimensão
da função de resposta ao impulso de um modelo FIR. O modelo de Volterra é também uma realização
específica de entrada-saída do tipo y(k) = G({u(τ)}kτ=−∞), onde G é um operador não-linear.
Os kernels do modelo de Volterra podem apresentar três importantes propriedades (Eykhof, 1974):
• h%(k1, k2, . . . , k%) = 0, ∀ kl < 0, tal que l = 1, 2, . . . , %;
• lim
kl→∞
h%(k1, k2, . . . , k%) = 0, para l = 1, 2, . . . , %;
• h%(k1, k2, . . . , k%) podem ser considerados simétricos na construção do modelo;
A primeira propriedade implica que o sistema é causal e tem condições iniciais nulas, ou
seja, o sistema físico realizável pelo modelo de Volterra não depende de valores futuros do si-
nal de entrada. A segunda propriedade está relacionada ao fato de sistemas modelados por mo-
delos de Volterra serem do tipo fading memory, onde a resposta do sistema a uma excitação na
entrada desaparece com o tempo até não mais contribuir significativamente com a saída. Esta pro-
priedade permite o truncamento da série de Volterra considerando-se h%(k1, k2, . . . , k%) = 0 para
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kl > ε% ∀ l ∈ {1, 2, . . . , %} onde o escalar ε% indica o limite de tempo além do qual a contribuição do
(l+1)-ésimo kernel é desprezível. Relacionada à terceira propriedade, tem-se que os termos do kernel
h%(k1, k2, . . . , k%) referentes a qualquer permutação dos índices k1, k2, . . . , k% multiplicam os mesmo
valores de u(k − k1) . . . u(k − k%) e com isso pode-se admitir que os termos do kernel apresentam
simetria sem perda da capacidade de aproximação, implicando em uma simplificação do processo de
identificação.
Uma abordagem de especial interesse neste trabalho se refere ao desenvolvimento dos kernels de
Volterra através de base de funções ortonormais, conforme discutido em (Campello, 2002; Campello
et al., 2003; Campello et al., 2007; da Rosa, 2009). Estes modelos têm a capacidade de simplificar
a representação de sistemas não-lineares através de modelos de Volterra com a incorporação da base
de funções ortonormais em seu kernel. A seguir apresentar-se-ão modelos de Volterra que utilizam
GOBF em seu desenvolvimento incorporando as características dos modelos GOBF com funções
internas, apresentadas na seção 2.3, como também uma metodologia para se obter tais modelos através
de técnicas de otimização não-linear.
3.7.1 Modelo Volterra-GOBF
Como discutido anteriormente, os modelos de Volterra apresentam uma desvantagem por, em ge-
ral, necessitarem de um número elevado de parâmetros em seus kernels. Para a redução do número
de termos e uma simplificação do modelo de Volterra propõe-se a utilização de modelos de Volterra
compostos por base de funções ortonormais (Schetzen, 1980; Rugh, 1981; Heuberger et al., 2005).
Para a construção do modelo de Volterra com BFO considerar-se-á, por hipótese, que os kernels h% em
(3.50) são tais que h%(k1, · · · , k%) = 0 para ki > ε% (∀i ∈ {1, · · · , %}). Os kernels são, portanto, abso-
lutamente somáveis em [0,∞), o que significa que o modelo é estável e atende à segunda propriedade
dos modelos Volterra apresentada anteriormente podendo então ser truncado. No desenvolvimento do
modelo de Volterra com BFO assume-se, por simplicidade e sem perda de generalidade, que para um
dado kernel, em todas as direções emprega-se uma mesma base de funções, de tal forma que o kernel
%-dimensional qualquer é dado por (Schetzen, 1980):










onde φ%,ij é a j-ésima função ortonormal da i-ésima base e g(·) são os coeficientes do desenvolvi-
mento.
Pode-se verificar que, para o kernel de 1a. ordem (% = 1), o desenvolvimento acima é equiva-
lente ao desenvolvimento da resposta ao impulso do modelo linear de convolução visto na seção 2.2.
Substituindo-se os kernels com BFO dados pela equação (3.51) no modelo apresentado na equação
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(3.50), e lembrando que h%(k1, · · · , k%) = 0 para ki > ε%, pode-se reescrever o modelo de Volterra
como:














onde g0 = h0 e ψm,ij é a saída do i-ésimo filtro ortonormal da j-ésima base pertencente ao kernel
de ordem m (i.e. o ij-ésimo estado com uma base distinta em cada direção do kernel de ordem m),
dado por ψm,ij(k) =
∑∞
τ=0 φm,ij(τ)u(k − τ). Nos exemplos apresentados nesta tese, assim como
em trabalhos (Billings, 1980; Dumont e Fu, 1993b; Oliveira e Amaral, 2000), utilizam-se modelos
de segunda ordem (E = 2). Problemas mais complexos, como modelos de telecomunicações podem
exigir representações que empreguem kernels de ordem superior (Khouaja. e Favier, 2004; Fernandes,
Favier e Mota, 2007). Os desenvolvimentos dos kernels de primeiro e segundo graus são truncados
em quantidades n1 e n2 de funções ortonormais, respectivamente, com o modelo (3.52) reescrito
como:









Para fins computacionais, consideram-se os coeficientes g(·) como parâmetros a serem estimados
numericamente. Considerando-se modelos que atendam à propriedade de simetria, isto é, quando uti-
lizada uma mesma BFO em todas as direções em um dado kernel, os coeficientes gi1,...,im multiplicam
o mesmo fator ψm,i1(k), . . . , ψm,im(k) independentemente da permutação dos termos no produto das
funções ortonormais, o que possibilita uma simplificação no modelo. Desta maneira, para os modelos
simétricos, a representação (3.52) pode ser reescrita como:














Os vetores regressores do modelo de Volterra são definidos como G e ζ , onde G e ζ são, res-
pectivamente, o vetor de coeficientes dos kernels a serem identificados e o vetor com as saídas das
BFO’s, dados por:
G = [ g0 g1 · · · gn11 g1,1 g2,1 g2,2 · · · gn21 ,1 gn21 ,2 · · · gn21 ,n22 . . . ]
T (3.55)
ζ = [ 1 ψ1,1(k) · · · ψ1,n11 (k) ψ2,1(k)
2 ψ2,1(k)ψ2,2(k) ψ2,2(k)
2
· · · ψ2,n21 (k)ψ2,1(k) ψ2,n21 (k)ψ2,2(k) · · · ψ2,n21 (k)
2 . . . ]T
(3.56)
Para os modelos de segunda ordem (E = 2) com kernel simétrico utilizados nos exemplos
apresentados a seguir tem-se que o número de parâmetros do modelo se dá por χ = n11 + nb1 +
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n21(n21 + 1)/2 + nb2 , onde, nb1 é o número de polos e n11 o número de funções, ambos pertencentes
ao kernel de primeira ordem. Os parâmetros nb2 e n21 são, respectivamente, o número de polos e o
número de funções pertencentes ao kernel de segunda ordem.
Existem modelos de Volterra com BFO em que a simetria dos kernels não é válida. Isto acontece
quando os kernels de segunda ordem ou superior apresentam BFO independentes com polos distintos
em cada uma das direções do kernel (Schetzen, 1980; Campello, Favier e Amaral, 2004; Campello,
Amaral e Favier, 2006) como mostra a equação (3.52). Este modelo melhora a capacidade de mo-
delagem do modelo de Volterra por incorporar outras dinâmicas ao modelo. Para os modelos de
segunda ordem (E = 2) com kernel não simétrico tem-se que o número de parâmetros é dado por
χ = n11 + nb1 + n21n22 + nb2,1 + nb2,2 , onde nb1 é o número de polos e n11 o número de funções,
ambos pertencentes ao kernel de primeira ordem. Os parâmetros nb2,1 , nb2,2 , n21 e n22 são, res-
pectivamente, o número de polos e o número de funções pertencentes ao kernel de segunda ordem em
cada direção do kernel.
3.7.2 Otimização dos modelos de Volterra-GOBF
Assim como para os modelos BFO’s lineares e fuzzy TS-BFO é possível se otimizar os modelos
de Volterra com GOBF através de métodos de otimização não-linear. Nesta tese apresentam-se duas
contribuições para a otimização dos modelos Volterra-GOBF que consistem do cálculo exato de gra-
diente de modelos Volterra-GOBF simétrico com funções internas e o cálculo do gradiente dos mo-
delos de Volterra-GOBF com funções internas com direções independentes nos kernels de ordem
superior.
Primeiramente, apresentar-se-á a otimização de modelos de Volterra-GOBF com funções internas
com kernels de ordem superior simétricos. Para a otimização é necessário se realizar o cálculo dos
gradientes do modelo com relação aos seus parâmetros, ou seja, os polos das BFO’s e os coeficientes
dos kernels do modelo (da Rosa, 2009). Para a otimização do modelo deve se minimizar a função de









onde θ representa os parâmetros do modelo de Volterra-GOBF, y(k) a saída medida do sistema e ŷ(k)
a saída estimada, sendo esta a mesma apresentada em (3.52). A minimização da função de custo se
dará com relação aos parâmetros θ = [Υ G]T , onde Υ é o vetor com os parâmetros relativos aos
polos das GOBF’s presentes no modelo de Volterra e G o vetor com os coeficientes dos kernels dos
modelos de Volterra-GOBF, como definido em (3.55).
Analisando-se individualmente os parâmetros a serem otimizados tem-se, com relação aos polos
98 Modelagem de Sistemas Não-lineares por Base de Funções Ortonormais
dos modelos Volterra-GOBF com funções internas, que Υ = [γ1,1 · · · γ1,nb1 · · · γm,1 · · · γm,nbm ].
Para se determinar a direção de busca dos valores ótimos referentes aos parâmetros Υ faz-se necessá-





Ignorando-se o termo de ordem zero g0 no modelo de Volterra-BFO em (3.52), define-se a saída
















Como os parâmetros da GOBF de um kernel não interferem nas saídas das funções ortonormais
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é a derivada parcial da il-ésima função da GOBF do m-ésimo termo do modelo de
Volterra com relação ao parâmetro γm,ι com ι = 1, . . . , nbm . O cálculo das derivadas dos termos
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∂ψm,il (k)
∂γm,ι
é o mesmo apresentado na seção 2.4.3.
Considerando-se a otimização do modelo Volterra-GOBF com relação à matriz de coeficientes






Assim como se procedeu no desenvolvimento do cálculo dos gradientes da saída estimada com
relação aos parâmetros γm,ι, dividindo-se a saída em parcelas relativas à ordem do kernel, adota-se o
mesmo procedimento na análise do gradiente da saída estimada com relação aos coeficientes gi1,...,im





· · · ∂y̌1
∂gn11
· · · ∂y̌m
∂g1,...,1




O gradiente da saída estimada do m-ésimo termo do modelo de Volterra y̌m(k) com relação aos
coeficientes gi1,...,im das expansões das funções GOBF nos kernels é dado por:
∂y̌m(k)
∂gi1,...,im
= ψm,i1(k). . . . .ψm,im(k) (3.64)
Especificamente para os modelos de segunda ordem utilizados nesta tese tem-se que os cálculos
de suas derivadas com relação aos parâmetros γm,i e aos coeficientes gi,j dão-se por:
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Outra contribuição que se desenvolveu nesta tese consiste na otimização de modelos de Volterra-
GOBF com funções independentes nos kernels de ordem superior do modelo, ou seja, modelos com
kernels não simétricos. Para o processo de otimização apresentam-se os cálculos analíticos dos gra-
dientes do modelo, com relação aos parâmetros de interesse, que fornecem a direção de busca aos
algoritmos de otimização utilizados. Os cálculos dos gradientes com relação aos parâmetros dos po-
los do modelo e aos coeficientes dos kernels se assemelham aos apresentados nas equações (3.34)
e (3.62) utilizando a propriedade apresentada nas equações (3.52) e (3.59) em que a saída estimada
ŷ(k) é dividida em parcelas y̌m(k) relativas a cada kernel do modelo de Volterra. O gradiente entre
∂y̌m(k)/∂γm,ι se diferenciam dos modelos com kernels simétricos. Para modelos de Volterra com
funções GOBF independentes em cada dimensão nos kernels de ordem superior o gradiente da par-
cela y̌m(k) (eq. 3.52) do modelo com relação aos parâmetros γm,j,l (onde m é a ordem do kernel, j












. . . . .ψm,im(k) (3.65)
onde ψm,ij(k) com m igual à ordem do kernel e ij indica a ordem da função ortonormal na direção j
do kernel.
Os gradientes dos modelos Volterra-GOBF com kernels não simétricos com relação aos coefi-
cientes gi1,...,im são obtidos de maneira similar ao procedimento realizado com os modelos de Volterra-
GOBF com kernels simétricos (equações (3.62) e (3.63)) com o diferencial que nos modelos não si-




= ψm,i1(k). . . . .ψm,im (3.66)
Para os modelos com kernel de segunda ordem utilizados neste trabalho o gradiente apresentado
na equação genericamente na equação (3.65) é dado por:
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3.8 Algoritmo de Otimização dos modelos Volterra GOBF
Para se obter modelos Volterra GOBF a partir de dados de entrada e saída de sistemas dinâmi-
cos não-lineares deve-se seguir, conforme apresentado neste capítulo, uma sequência de passos para
se otimizar os parâmetros do modelo por técnicas de otimização não-linear. O algoritmo a seguir
descreve o procedimento global a ser realizado:
1. Partindo de um vetor inicial de parâmetros θ0 (normalmente estabelecido de maneira aleatória
ou baseado em algum conhecimento prévio), faça:
2. Calcule o gradiente ∇θJ = [∇TΥJ ∇TGJ ]T utilizando as equações (3.57) e (3.62), onde Υ é o
vetor com os parâmetros relativos ao(s) polo(s) do modelo e G o vetor com os coeficientes dos
kernels dos modelos de Volterra-GOBF, como definido em (3.55). Para o cálculo de ∇Υŷ(k)
em (3.57), com l = 1, . . . , nb, utiliza-se as equações apresentadas de (3.58) até (3.61). Para se
calcular ∇Gŷ(k), deve-se obter os resultados das equações (3.63) e (3.64). Este procedimento
é válido para a otimização de modelos de Volterra GOBF com kernels simétricos. Para o caso
de modelos com kernels não simétricos, ∂y̌m(k)
∂γm,j,l
deve ser calculado através da equação (3.65) e
∂y̌m(k)
∂gi1,...,im
através da equação (3.66). Estes valores serão utilizados respectivamente nos cálculos
de∇ΥJ e ∇GJ
3. Use o valor de ∇θJ no algoritmo de otimização não-linear apresentado na seção 2.4.2 para
atualizar o valor de parâmetros θ. Nota: inclua o intervalo de factibilidade dos parâmetros do
modelo GOBF como restrições dentro do problema de otimização para garantir a factibilidade
dos polos e dos modelos otimizados.
4. Volte ao passo 2 até que um critério de parada seja atingido.
Este algoritmo resume os procedimentos apresentados para a otimização de modelos de Volterra
GOBF com kernels simétricos ou não simétricos.
A utilização destes algoritmos de otimização baseados em gradientes não garante que os valores
obtidos para os parâmetros de interesse sejam ótimos globais. Assim, se o algoritmo convergir para
algum mínimo local, e se o modelo não tem a precisão desejada, os seguintes procedimentos podem
ser adotados para se melhorar a qualidade do modelo e do processo de otimização (especialmente
aplicado aos modelos de Volterra-GOBF):
i. Inicie o modelo com poucas funções na base, reduzindo desta maneira a capacidade de aproxi-
mação do modelo. Esta metodologia permite uma melhor e mais rápida aproximação dos polos
iniciais com relação aos polos exatos do sistema. O número de funções na base pode ser incre-
mentado posteriormente de maneira a melhorar a precisão do modelo;
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ii. Decomponha os kernels multidimensionais em um conjunto de bases GOBF independentes
de maneira que em cada dimensão do kernel se tenha bases distintas que contribuam para a
melhoria das características de representação do modelo final;
iii. Utilize algum método clássico de perturbação para se fugir de mínimos locais em busca de
outros mínimos locais com melhores resultados de otimização;
iv. Implemente um método de otimização iterativo que irá otimizar primeiramente a parte linear
dos modelos de Volterra-GOBF (kernels de primeira ordem). Obtida a convergência da parte
linear, otimiza-se posteriormente a parcela não-linear do modelo (kernels de ordem superior do
modelo de Volterra-GOBF).
3.9 Resultados
Esta seção tem como objetivo apresentar resultados e simulações que ilustram o funcionamento
do processo de identificação de sistemas dinâmicos não-lineares por meio de modelos fuzzy TS-BFO
e de Volterra-GOBF.
A identificação dos modelos fuzzy TS-BFO ou TS-GOBF se inicia pela obtenção dos modelos
através do agrupamento dos dados de entrada e saída e posteriormente passa por um processo de
otimização, como o descrito na seção 3.5. Como visto anteriormente, ao longo deste capítulo, o
processo total de otimização consiste, primeiramente, de uma avaliação da similaridade entre gru-
pos, entre conjuntos fuzzy e entre os conjuntos e o universo de discurso da variável de interesse.
Realizadas as avaliações de similaridade, efetuam-se em sequência as eventuais fusões entre grupos,
conjuntos e a eliminação de conjuntos quando estes são desnecessários. Após este processo, com o
auxílio de técnicas de otimização não-linear o modelo é refinado através do ajuste de seus parâmetros
minimizando-se a soma do erro quadrático entre as saídas estimadas pelo modelo e as saídas obtidas
de amostras do sistema sob estudo. Já a identificação de modelos de Volterra-GOBF consiste, como já
apresentado, da escolha do número de polos e de funções que se utilizará no modelo. Posteriormente,
aplica-se um processo de otimização não-linear ao modelo obtido a fim de melhorá-lo e otimizar os
coeficientes dos kernels e os parâmetros das GOBF’s.
Os resultados a seguir ilustram o desempenho da metodologia apresentada, aplicada na mo-
delagem de sistemas dinâmicos não-lineares reais e simulados. A eficácia dos métodos pode ser
verificada uma vez que os modelos resultantes do processo de otimização são computacionalmente
mais simples e com uma precisão superior aos modelos originais.
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3.9.1 Sistemas de Volterra Simulados
Nesta seção realiza-se a identificação de modelos de Volterra de segunda ordem com a finalidade
de se ilustrar a capacidade dos processos de identificação e otimização de recuperar o modelo original
sem que se tenha conhecimento a priori do sistema sob análise.
Considere inicialmente um modelo de Volterra-GOBF de segunda ordem, com kernel de primeira
ordem formado por uma GOBF com 3 polos e 3 funções e um kernel de segunda ordem simétrico
formado por uma GOBF com 2 polos e 4 funções, com o modelo de Volterra definido como:
ŷ(k) = G1Ψ1(k) + Ψ2(k)
TG2Ψ2(k)
onde G1 e G2 são as matrizes com os coeficientes dos kernels e Ψ1(k) e Ψ2(k) as saídas dos filtros
das GOBF’s. Os parâmetros Υ e os coeficientes dos kernels são definidos a seguir:
p11 = 0, 8454 e p12 = 0, 2583± 0, 7261i
Υ1 = [ 0, 7700 − 0, 4583 0, 5000 ]
G1 = [ 0, 4329 0, 2259 0, 5798 ]
p21 = 0, 5615± 0, 3783i (3.70)
Υ2 = [ 0, 7700 − 0, 4583 ]
G2 =

0, 7604 0, 5298 0, 6405 0, 2091
0 0, 3798 0, 7833 0, 6808
0 0 0, 4611 0, 5678
0 0 0 0, 7942

Para a realização dos processos de identificação e posterior validação do modelo utilizaram-se
dois conjuntos de dados com cada um deles dispondo de 400 pares de amostras de entrada e saída
com as amostras de entrada variando entre 0 e 1 em degraus aleatórios com distribuição uniforme
de duração de 20 amostras. Na figura 3.15 apresentam-se os dados de entrada e saída utilizados na
estimação dos modelos.
Para a modelagem do sistema sob análise partiu-se do pressuposto de que as características deste
eram desconhecidas. Desta maneira, fez-se a identificação de modelos variando-se o número de po-
los e de funções nos kernels de primeira e segunda ordem. Para a implementação do processo de
otimização dos modelos realizou-se o cálculo dos gradientes com relação aos parâmetros a serem oti-
mizados a partir das amostras de entrada e saída do sistema. Neste exemplo, identificou-se o sistema
por meio de modelos de Volterra-GOBF com funções internas com kernels simétricos. A tabela 3.1
apresenta alguns resultados comparativos entre diversos modelos de Volterra-GOBF otimizados com
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Fig. 3.15: Sinais utilizados na identificação do modelo de Volterra de segunda ordem.
os respectivos erros quadráticos médios (EQM) obtidos pela comparação entre a saída dos modelos
estimados e a saída amostrada do sistema sob análise para dados de validação dos modelos, onde, NF
e NP indicam, respectivamente, o número de funções e de polos em cada kernel.
Tab. 3.1: Resultados dos modelos Volterra-GOBF
NP1 NP2 NF1 NF2 EQM
1 1 1 1 0,26052
1 2 2 2 0,16448
2 2 2 6 3, 8701.10−3
2 2 6 6 3, 1010.10−3
3 2 3 4 6, 7003.10−7
3 2 6 6 1, 3882.10−3
3 2 9 6 1, 7873.10−3
Através da análise da tabela 3.1 pode-se verificar que o método proposto foi eficiente na iden-
tificação do sistema sob análise. Mesmo os modelos com número diferente de polos e funções do
sistema original apresentaram bons resultados mas o modelo com melhor resultado foi o modelo com
3 e 2 polos e 3 e 4 funções nos kernels de primeira e segunda ordem, respectivamente, que equivale
exatamente ao mesmo número de polos e funções do sistema sob análise. O modelo com melhor
resultado teve seus parâmetros Υ inicializados com valores Υ1 = [0, 5 −0, 5 0, 5] e Υ2 = [0, 5 −0, 5]
para os respectivos kernels e os coeficientes dos kernels inicializados com valores obtidos através de
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regressão por mínimos quadrados entre a saída e o vetor de entrada dado pelas saídas das funções
ortonormais. Os valores dos parâmetros do melhor modelo otimizado são apresentados a seguir:
p11 = 0, 8454 e p12 = 0, 2530± 0, 7264i
Υ1 = [ 0, 7696 − 0, 4581 0, 5002 ]
G1 = [ 0, 4335 0, 2294 0, 5769 ]
p21 = 0, 5615± 0, 3783i (3.71)
Υ2 = [ 0, 7700 − 0, 4584 ]
G2 =

0, 7658 0, 4497 0, 6895 0, 1207
0 0, 2704 0, 8982 0, 7945
0 0 0, 4114 0, 6018
0 0 0 0, 8091

A figura 3.16 apresenta o decaimento do valor da função de custo J em relação a cada iteração
do algoritmo de otimização para o modelo GOBF com melhor resultado na tabela 3.1. A função de
custo J apresenta um valor inicial de 55, 193 e um valor final de 4, 7984.10−5 após 213 iterações do
algoritmo de otimização. A figura 3.17 mostra a comparação entre a saída estimada do modelo com
polos iniciais já apresentados e com os polos finais apresentados no conjunto de valores em (3.71)
(dados de validação).
Fig. 3.16: Valor da função de custo
Verifica-se através da análise dos parâmetros finais, apresentados em (3.71), que o modelo
otimizado não apresenta exatamente os mesmos parâmetros do sistema original, presentes em (3.70),
mas que estes se encontram na vizinhança dos parâmetros originais do sistema o que garante ao mo-
delo otimizado uma boa precisão, indicando a eficiência dos métodos propostos de identificação de
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Fig. 3.17: Respostas do modelo de Volterra com Kernel simétrico
modelos não-lineares. A seguir, apresenta-se um outro exemplo onde o sistema simulado é do tipo
Volterra-GOBF com kernel de segunda ordem não simétrico.
Considere agora um modelo de Volterra-GOBF de segunda ordem, com kernel de primeira ordem
formado por uma GOBF com 1 polo e 2 funções e um kernel de segunda ordem não simétrico formado
por uma GOBF com 2 polos e 2 funções em uma direção e uma GOBF com 1 polo e 3 funções em
outra direção, como o modelo definido a seguir:
ŷ(k) = G1Ψ1(k) + Ψ21(k)
TG2Ψ22(k)
onde G1 e G2 são as matrizes com os coeficientes dos kernels e Ψ1(k), Ψ21(k) e Ψ22(k) são as saídas
dos filtros das GOBF’s. Os parâmetros Υ, os polos e os coeficientes dos kernels são definidos a
seguir:
p1 = 0, 4300
Υ1 = [ 0, 4300 ]
G1 = [ 0, 8681 0, 7756 ]
p21 = 0, 4285± 0, 6043i (3.72)
Υ21 = [ 0, 5533 − 0, 5488 ]
p22 = 0, 7731
Υ22 = [ 0, 7731 ]
G2 =
[
0, 4319 0, 4361 0, 2243
0, 0132 0, 3760 0, 8386
]
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Para os processos de identificação e validação dos modelos utilizou-se, assim como para o caso
anterior, dois conjuntos de dados com cada um deles dispondo de 400 pares de amostras de entrada
e saída com as amostras de entrada variando entre 0 e 1 em degraus aleatórios com distribuição
uniforme de duração de 20 amostras. Na figura 3.18 apresentam-se os dados de entrada e saída
utilizados na estimação dos modelos.
Fig. 3.18: Sinais de identificação - Modelo de Volterra de segunda ordem, kernel não simétrico
Novamente, partiu-se do pressuposto de que as características do sistema a ser identificado eram
desconhecidas. Desta maneira, fez-se a identificação de diversos modelos variando-se o número de
polos e de funções nos kernels de primeira e segunda ordem. Para se identificar o modelo do sistema
realizou-se o processo de otimização proposto com o cálculo dos gradientes da saída do modelo
com relação aos parâmetros a serem otimizados a partir das amostras de entrada e saída do sistema
e com a utilização de algoritmos de otimização não-linear obtém-se os modelos desejados. Neste
exemplo identificou-se o sistema por meio de modelos de Volterra-GOBF com funções internas com
kernels não simétricos. Na tabela 3.2 têm-se alguns resultados comparativos entre diversos modelos
de Volterra-GOBF otimizados com seus EQM’s dados pela comparação entre a saída dos modelos e
a saída obtida do sistema sob análise para dados de validação dos modelos, onde, NF e NP indicam,
respectivamente, o número de funções e de polos em cada kernel.
Através da análise da tabela 3.2 pode-se verificar que o método proposto foi eficiente na identi-
ficação do sistema sob análise com o melhor modelo sendo aquele que apresenta o mesmo número
de parâmetros do sistema original. Além deste modelo, outros modelos com número de polos e
funções diferentes do sistema analisado foram capazes de aproximar o sistema com boa precisão.
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Tab. 3.2: Resultados dos modelos Volterra-GOBF não simétrico
NP1 NP21 NP22 NF1 NF21 NF22 EQM
1 1 1 1 1 1 0,06969
1 1 2 2 2 6 1, 5105.10−4
1 2 1 2 2 3 2, 1560.10−18
1 1 2 3 3 2 9, 4415.10−11
1 1 3 2 2 6 8, 2728.10−5
1 1 3 3 2 6 8, 2183.10−5
1 3 1 2 6 2 3, 0725.10−2
1 3 2 2 6 2 3, 6836.10−10
2 1 2 4 3 2 6, 9530.10−11
3 2 3 6 2 9 1, 3348.10−9
O modelo com melhor resultado teve seus parâmetros Υ inicializados com valores Υ1 = [ 0, 5 ],
Υ21 = [ 0, 5 −0, 5 ] e Υ22 = [ 0, 5 ] para os respectivos kernels e os coeficientes dos kernels inicia-
lizados com valores obtidos através de regressão por mínimos quadrados entre a saída e o vetor de
entrada dado pelas saídas das funções ortonormais. Os valores dos parâmetros do melhor modelo
otimizado são apresentados a seguir:
p1 = 0, 4300
Υ1 = [ 0, 4300 ]
G1 = [ 0, 8681 0, 7756 ]
p21 = 0, 4285± 0, 6043i (3.73)
Υ21 = [ 0, 5533 − 0, 5488 ]
p22 = 0, 7731
Υ22 = [ 0, 7731 ]
G2 =
[
0, 4319 0, 4361 0, 2243
0, 0132 0, 3760 0, 8386
]
A figura 3.19 mostra a comparação entre a saída estimada do modelo com polos iniciais já
apresentados e com os polos e parâmetros finais destacados no conjunto de valores (3.73) (dados
de validação).
Verifica-se através da análise dos parâmetros finais, apresentados em (3.73), que o modelo
otimizado tem os mesmos parâmetros do sistema original, apresentados em (3.72), possivelmente
se diferenciando somente na quinta ou superiores casas decimais o que faz com que o EQM entre
a saída do modelo e do sistema não seja nulo. Os resultados comprovam a eficiência dos métodos
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Fig. 3.19: Respostas do modelo de Volterra com kernel não simétrico
propostos de identificação de modelos não-lineares de Volterra com kernels não simétricos e também
mostram que modelos com mais polos e funções são capazes de aproximar com precisão a saída do
sistema, pois dessa maneira aumenta-se a capacidade de aproximação da base ortonormal.
3.9.2 Modelagem de nível líquido em um tanque
No exemplo apresentado a seguir faz-se a identificação e modelagem de um processo real de
transferência de líquidos entre dois tanques como apresentado na figura 3.20. O processo é descrito
em (Lindskog, 1996; Hellendoorn e Driankov, 1997) e a saída y(k) é o nível do líquido no tanque
superior (dado em centímetros) e a entrada u(k) é a tensão (em volts) aplicada ao sistema que bombeia
líquido para o tanque superior.
Para a identificação e posterior validação do modelo utilizou-se dois conjuntos de dados reais ob-
tidos por (Lindskog, 1996). Cada conjunto possui 1000 pares de dados de entrada e saída amostrados
a cada 1 segundo, em um total de cerca de 16 minutos de operação real do processo. A figura 3.21
mostra os dados de entrada e saída utilizados na identificação do processo. As principais causas de
não-linearidades apresentadas pelo processo são o fluxo da saída de líquido que é aproximadamente
proporcional a
√
y, segundo a lei de Bernoulli para pequenos orifícios, e a saturação existente em y
devido à posição do orifício acima da base do tanque.
Na modelagem deste sistema utilizaram-se 3 tipos de modelos, um modelo de Volterra-GOBF
de segunda ordem com funções iguais nas duas direções do kernel de segunda ordem, um modelo de
Volterra-GOBF de segunda ordem com kernel de segunda ordem não simétrico e um modelo fuzzy TS-
GOBF. Em todos os modelos empregou-se GOBF’s com funções internas conforme apresentado na
seção 2.3. Como não há conhecimento a priori sobre a dinâmica do sistema, utilizou-se GOBF’s com
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Fig. 3.20: Estrutura esquemática do tanque de líquido.
Fig. 3.21: Dados utilizados na estimação do modelo.
diferentes números de polos e de funções para se encontrar o modelo que melhor represente o sistema
em cada abordagem empregada. A tabela 3.3 apresenta os melhores resultados encontrados para os
modelos nas diversas abordagens com os respectivos polos empregados inicialmente no processo de
estimação do modelo, o EQM do modelo inicial (EQMi), os polos do modelo otimizado e o EQM
dos modelos otimizados (EQMf) (os valores de EQM foram obtidos com dados de validação). Os
coeficientes dos kernels foram inicializados com valores obtidos através de regressão por mínimos
quadrados entre a saída e o vetor de entrada dado pelas saídas das funções ortonormais.
A tabela 3.4 apresenta, para os melhores resultados encontrados, o número de funções ortonormais
(NF) utilizadas em cada kernel para os modelos de Volterra-GOBF ou nos consequentes das regras
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Tab. 3.3: Valores iniciais e finais do EQM e dos polos dos modelos empregados - Sistema de Tanques.
Tipo de modelo Polos iniciais EQMi Polos finais EQMf
Volterra-GOBF p1 = 0, 5000 1,8917 p1 = 0, 9122 0, 8870
p2 = 0, 5000 p2 = 0, 9272
Volterra-GOBF p1 = 0, 5000 1,8917 p1 = 0, 9327 0, 7793
Direções p21 = 0, 5000 p21 = 0, 9004
Independentes p22 = 0, 5000 p22 = 0, 8904
Fuzzy TS-GOBF p1 = −0, 4748± 0, 5488i 1,2918 p1 = −0, 4212± 0, 9384i 0,1635
Funções int. p2 = 0, 9495 p2 = 0, 9384
dos modelos fuzzy TS-GOBF, o número de polos (NP), o número de regras no modelo fuzzy (NR) e
o número de parâmetros estimados e otimizados que se emprega em cada modelo. A abreviação keij
indica o número de funções presentes da j-ésima direção do i-ésimo kernel para o caso.
Tab. 3.4: Informação dos modelos do Sistema de Tanques.
Tipo de modelo NF NP NR No. de Param.
Volterra-GOBF ke1 = 8 1 - 20
ke2 = 4 1
Volterra-GOBF ke11 = 8 1 - 27
Direções ke21 = 4 1
Independentes ke22 = 4 1
Fuzzy TS-GOBF 12 3 3 24
Funções int.
Como se pode verificar na tabela 3.3 os resultados indicam que houve uma diminuição no valor
do EQM entre a saída do sistema real e a saída estimada pelos modelos empregados após o processo
de otimização, o que ilustra a eficácia da metodologia proposta. O número de polos dos modelos
apresentados e o número de funções foram obtidos a partir de resultados de simulação onde variou-se
o número de polos e funções. Dos modelos analisados, aquele que melhor se adequou a representação
do sistema foi o modelo TS-GOBF funções internas com 3 polos e 12 funções. Os valores dos polos
inicias para o modelos fuzzy TS-BFO correspondem aos parâmetros iniciais de γi, com i = 1, 2, 3,
iguais a [ 0, 5 0, 5 0, 5 ] e os valores finais dos polos apresentados na tabela 3.3 correspondem
aos γi, iguais a [ 0, 5372 0, 4518 0, 4892 ]. Através da análise da tabela 3.4 pode-se verificar que
os modelos nas três abordagens empregadas apresentam um número similar de parâmetros a serem
otimizados. No modelo fuzzy TS-GOBF para cada função de pertinência presente no modelo tem-
se quatro parâmetros que as definem. O modelo apresentado tem 3 regras com uma variável no
antecedentes das regras.
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A figura 3.22 apresenta a saída do modelo fuzzy TS-GOBF da tabela 3.3 com uma comparação
entre as amostras obtidas da saída do sistema e a saída do modelo inicial identificado através do
processo de agrupamento descrito na seção 3.3 aplicados a dados de validação. Também se apresenta
na mesma figura uma comparação entre as amostras obtidas da saída do sistema e a saída obtida com
o modelo final otimizado de acordo com o processo apresentado nas seções 3.4 e 3.5. As figuras
mostram a melhoria na precisão da saída do modelo otimizado.
Fig. 3.22: Saídas do modelo Fuzzy TS-GOBF - pólos iniciais e otimizados.
3.9.3 Planta para produção de Etanol
Como segundo exemplo de aplicação para os métodos de modelagem propostos utiliza-se uma
planta industrial para a produção de etanol. As medidas de entrada e saída da planta em funciona-
mento foram obtidas por meio de um simulador cujos parâmetros cinéticos foram já validados na
planta real (Andrietta, 1994; Andrietta e Maugeri, 1994). Este simulador consiste basicamente de um
conjunto de equações diferenciais ordinárias não-lineares, que representam as reações bioquímicas
presentes no processo real.
O processo de fermentação para produção de etanol é ilustrado na figura 3.23. O sistema é um
processo típico de grande escala industrial, composto de quatro reatores (tanques de fermentação),
dispostos em série e que funcionam como uma pilha de reciclagem para produzir etanol a partir de
xarope de cana-de-açúcar. O processo é alimentado com uma mistura composta de açúcares (Açú-
cares redutores totais - TRS), bem como fontes de nitrogênio e sais minerais, chamada meio de ali-
mentação. O meio de alimentação é convertido em etanol por um processo de fermentação realizado
com a levedura Saccharomyces cerevisae. Um conjunto de centrífugas separa o meio fermentado que
é formado por uma mistura de água, CO2, açúcares, microorganismos (30-45 g/l de células) e álcool,
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em duas fases. A fase pesada contém a maioria das células (160-200 g/l), enquanto que a fase leve
contém cerca de 3 g/l de células e é 9-12% de álcool. A fase leve é então enviada para a unidade de
destilação, onde o álcool é extraído.
Fig. 3.23: Figura esquemática da planta industrial para produção de etanol.
Como o comportamento dos microorganismos é muito sensível às condições ambiente, alguns
deles são eliminados e os restantes são submetidos a um tratamento ácido e diluição antes de serem
reciclados no primeiro reator. Além disso, cada reator tem um sistema externo de troca de calor com
sistema independente de controle que têm como objetivo manter a temperatura dos reagentes (caldo
de fermentação) constante a um nível ideal para o processo de fermentação. Tanto a temperatura
de reator quanto a taxa de reciclagem das células de microorganismos são fixados para maximizar
a eficiência das reações da planta industrial (Andrietta, 1994; Andrietta e Maugeri, 1994). Uma
descrição detalhada do processo pode ser encontrada em (Campello, 2002).
Para a identificação e validação dos modelos propostos usa-se um conjunto de medidas de entrada
e saída do sistema correspondente a 20 dias operacionais da planta, onde a primeira metade é utilizada
para a estimação do modelo e a segunda metade para a validação do modelo. Nestes dados, o sinal
de entrada é formado por uma sequência de degraus com período de 10 h (longo bastante para que
o processo possa chegar a quase o estado fixo) e amplitude distribuída uniformemente dentro do
intervalo operacional [50, 150m3/h]. O sinal de saída é dado pela concentração de álcool na saída
do quarto tanque [g/l]. As medidas de entrada e saída têm um tempo de amostragem T = 30min que
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leva em conta a dinâmica do processo. A figura 3.24 mostra os sinais de entrada e saída utilizados no
processo de identificação do modelo.
Fig. 3.24: Dados de identificação na estimação do processo de Etanol.
As medidas utilizadas na identificação foram normalizadas entre [−1, 1] para se evitar proble-
mas numéricos na solução computacional do problema de identificação e otimização dos modelos.
Realizou-se a modelagem com 3 tipos de modelos sendo um modelo fuzzy TS-GOBF com funções in-
ternas e dois modelos de Volterra-GOBF de segunda ordem, sendo um deles com funções semelhantes
nas duas direções do kernel (kernel simétrico) e o outro um modelo com funções independentes no
kernel de segunda ordem. Para a identificação variou-se o número de polos e funções nas bases or-
tonormais presentes nos modelos de Volterra e no modelo fuzzy. Inicializou-se os coeficientes dos
kernels com valores obtidos através de regressão por mínimos quadrados entre a saída e o vetor de
entrada dado pelas saídas das funções ortonormais. Na tabela 3.5 encontram-se os melhores resul-
tados para os modelos com as diversas abordagens propostas nesta tese com os respectivos EQM’s
obtidos com dados de validação, além dos polos iniciais e dos polos finais obtidos através do processo
de otimização.
Na tabela 3.6 encontram-se para os melhores resultados obtidos no processo de identificação o
número de funções ortonormais (NF) presentes em cada kernel nos modelos de Volterra-GOBF ou
que estão nos consequentes das regras dos modelos fuzzy TS-GOBF, o número de polos (NP) das
funções, o número de regras no modelo fuzzy (NR) e o número de parâmetros estimados e otimizados
que se emprega em cada modelo. A abreviação keij indica o número de funções presentes da j-ésima
direção do i-ésimo kernel.
Os resultados presentes na tabela 3.5 mostram que houve uma melhoria na precisão dos modelos
otimizados com a diminuição no valor do EQM entre a saída do sistema real e a saída estimada
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Tab. 3.5: Valores iniciais e finais do EQM e dos polos dos modelos empregados - Sistema de Etanol.
Tipo de modelo Polos iniciais EQMi Polos finais EQMf
Volterra-GOBF p1 = 0, 5000 0,0427 p1 = 0, 8739 0, 0068
p2 = 0, 5000± 0, 5000i p2 = 0, 7007± 0, 1479i
Volterra-GOBF p1 = 0, 5000± 0, 5000i 0,0136 p1 = 0, 7112± 0, 2269i 0, 0063
Direções p21 = 0, 5000± 0, 5000i p21 = 0, 8572 e 0, 5044i
Independentes p22 = 0, 5000± 0, 5000i p21 = 0, 8082 e 0, 6843
Fuzzy TS-GOBF p1 = 0, 5000± 0, 5000i 0,1712 p1 = 0, 7931 e −0, 0994 0, 0038
Funções int.
Tab. 3.6: Informação dos modelos do Sistema de Etanol.
Tipo de modelo NF NP NR No. de Param.
Volterra-GOBF ke1 = 3 1 - 9
ke2 = 2 2
Volterra-GOBF ke11 = 2 2 - 24
Direções ke21 = 4 2
Independentes ke22 = 4 2
Fuzzy TS-GOBF 6 2 5 28
Funções int.
comprovando a eficácia da metodologia proposta. O número de polos dos modelos apresentados
e o número de funções foram obtidos empiricamente como os melhores resultados dentre os testes
realizados sem que se houvesse conhecimento a priori do sistema. Dos modelos analisados, aquele
que melhor se adequou a representação do sistema foi o modelo fuzzy TS-GOBF com funções internas
e 2 polos e 5 regras com uma variável na premissa. A tabela 3.7 apresenta os valores dos parâmetros
γi para cada um dos modelos identificados e apresentados na tabela 3.5.
Tab. 3.7: Valores iniciais e finais dos Parâmetros dos modelos GOBF - Sistema de Etanol.
Tipo de modelo Param. iniciais Param. finais
Volterra-GOBF γ1 = 0, 5000 γ1 = 0, 8739
Υ2 = [ 0, 6667 − 0, 5000 ] Υ2 = [ 0, 9263 − 0, 5177 ]
Volterra-GOBF Υ1 = [ 0, 6667 − 0, 5000 ] Υ2 = [ 0, 9134 − 0, 5573 ]
Direções Υ21 = [ 0, 6667 − 0, 5000 ] Υ21 = [ 0, 9506 − 0, 4324 ]
Independentes Υ22 = [ 0, 6667 − 0, 5000 ] Υ22 = [ 0, 9610 − 0, 5530 ]
Fuzzy TS-GOBF Υ = [ 0, 6667 − 0, 5000 ] Υ = [ 0, 7531 0, 0788 ]
Funções int.
A figura 3.25 apresenta a saída do modelo fuzzy TS-GOBF da tabela 3.5 obtida com dados de
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validação do modelo. Apresenta-se na figura uma comparação entre as amostras obtidas da saída do
sistema e a saída obtida com o modelo inicial identificado através do processo de agrupamento fuzzy.
Encontra-se também na mesma figura uma comparação entre as amostras obtidas da saída do sistema
e as saídas obtidas com o modelo final otimizado de acordo com o processo apresentado nas seções
3.4 e 3.5.
Fig. 3.25: Saídas do modelo Fuzzy TS-GOBF - pólos iniciais e otimizados - Sistema de Etanol.
3.9.4 Modelo Racional NARX
Neste exemplo utiliza-se um sistema não-linear simulado que exibe comportamentos dinâmicos
distintos em diferentes regiões do intervalo de operação (Lazar, 2001). Este sistema é dado por
um modelo não-linear representado na equação (3.74) que relaciona entradas e saídas em instantes
passados de tempo:
y(k) =
2, 5y(k − 1)y(k − 2)
1 + y(k − 1)2 + y(k − 2)2
+ 0, 3 cos (0, 5(y(k − 1) + y(k − 2))) + 1, 2u(k − 1) (3.74)
Para a realização do processo de identificação e posterior validação do modelo utilizou-se dois
conjuntos de dados com cada um deles dispondo de 300 pares de amostras de entrada e saída com as
amostras de entrada variando entre 0 e 2 em degraus aleatórios com distribuição uniforme de duração
de 20 amostras. A figura 3.26 mostra os dados de entrada e saída utilizados na estimação dos modelos.
Conforme se procedeu nos exemplos anteriores, utilizou-se 3 tipos de modelos para se efetuar a
modelagem do sistema não-linear apresentado na equação (3.74), sendo eles, um modelo fuzzy TS-
GOBF, um modelo de Volterra-GOBF de segunda ordem com kernel de segunda ordem simétrico e
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Fig. 3.26: Dados utilizados na estimação do Sistema NARX.
um modelo de Volterra-GOBF de segunda ordem com kernel não simétrico empregando em todos
os modelos bases de funções ortonormais generalizadas com funções internas conforme apresentado
na seção 2.3. Para a modelagem do sistema sob análise variou-se, para os modelos empregados, o
número de polos e de funções ortonormais utilizadas a fim de se obter o melhor modelo sem conheci-
mento a priori da dinâmica deste. Inicializou-se os coeficientes dos kernels com valores obtidos
através de regressão por mínimos quadrados entre a saída e o vetor de entrada dado pelas saídas das
funções ortonormais. Na tabela 3.8 encontram-se os melhores resultados para os modelos com as
abordagens propostas, onde, apresentam-se o tipo dos modelos com os polos empregados inicial-
mente no processo de estimação, o EQM do modelo inicial (EQMi), os polos do modelo otimizado e
seus respectivos EQM’s (EQMf) (EQM’s obtidos a partir de dados de validação).
Tab. 3.8: Valores iniciais e finais dos EQM’s e polos dos modelos empregados - Sistema NARX.
Tipo de modelo Polos iniciais EQMi Polos finais EQMf
Volterra-GOBF p1 = 0, 5000 7, 703.10−3 p1 = 0, 1454 1, 073.10−3
p2 = 0, 50± 0, 50i p2 =−0, 5192± 0, 5050i
Volterra-GOBF p1 = 0, 5000 7, 1817.10−3 p1 = 0, 1458 8, 3425.10−4
Direções p21 = 0, 5000i p21 = 0, 4659
Independentes p22 = 0, 50± 0, 50i p22 = −0.5103± 0.6884i
Fuzzy TS-BFO p1 = 0, 50± 0, 50i 4, 805.10−3 p1 = 0, 0447± 0, 1094i 1, 6827.10−4
GOBF int.
A tabela 3.9 apresenta os valores dos parâmetros γi para cada um dos modelos identificados e
apresentados na tabela 3.8.
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Tab. 3.9: Valores iniciais e finais dos Parâmetros dos modelos GOBF - Sistema NARX.
Tipo de modelo Param. iniciais Param. finais
Volterra-GOBF γ1 = 0, 5000 γ1 = 0, 1454
Υ2 = [ 0, 6667 − 0, 5000 ] Υ2 = [ 0, 6811 − 0, 5246 ]
Volterra-GOBF γ1 = 0, 5000 γ1 = 0, 1458
Direções Υ21 = 0, 5000 Υ21 = 0, 4659
Independentes Υ22 = [ 0, 6667 − 0, 5000 ] Υ22 = [ −0, 5885 − 0, 7343 ]
Fuzzy TS-GOBF Υ = [ 0, 6667 − 0, 5000 ] Υ = [ 0, 7531 0, 0788 ]
Funções int.
Na tabela 3.10 encontram-se o número de funções ortonormais (NF) utilizadas em cada kernel
para os modelos de Volterra-GOBF ou nos consequentes das regras dos modelos fuzzy TS-GOBF, o
número de polos (NP), o número de regras no modelo fuzzy (NR) e o número de parâmetros estimados
e otimizados que se emprega em cada modelo apresentado na tabela 3.8. A abreviação keij indica o
número de funções presentes da j-ésima direção do i-ésimo kernel.
Tab. 3.10: Informação dos modelos do Sistema NARX.
Tipo de modelo NF NP NR No. de Param.
Volterra-GOBF ke1 = 2 1 - 9
ke2 = 2 2
Volterra-GOBF ke11 = 2 1 - 10
Direções ke21 = 2 1
Independentes ke22 = 2 2
Fuzzy TS-BFO 4 2 4 22
GOBF int.
Analisando-se a tabela 3.8 pode-se verificar que os resultados indicam uma melhoria na precisão
dos modelos otimizados com a diminuição no valor dos EQM’s entre a saída do sistema real e a
saída estimada pelos modelos, o que mostra a eficácia da metodologia proposta. Dentre os modelos
analisados, o que melhor se adequou a representação do sistema foi o modelo TS-GOBF com funções
internas com 2 polos e 4 funções nos consequentes das regras. Através da análise da tabela 3.10
pode-se verificar que o modelo fuzzy TS-BFO apresenta um maior número de parâmetros que os
dois modelos de Volterra que apresentam um número equivalente de parâmetros. O modelo fuzzy
empregado apresenta 4 regras com uma variável no antecedentes das regras.
A figura 3.27 apresenta a saída do modelo fuzzy TS-GOBF da tabela 3.8 para os dados de validação
do modelo com uma comparação entre as amostras obtidas da saída do sistema e aquela obtida com
o modelo inicialmente identificado através do processo de agrupamento fuzzy descrito na seção 3.3.
120 Modelagem de Sistemas Não-lineares por Base de Funções Ortonormais
Apresenta-se na mesma figura uma comparação entre as amostras da saída do sistema e do modelo
final otimizado de acordo com o processo apresentado nas seções 3.4 e 3.5. As figuras mostram a
melhoria na resposta do modelo otimizado, comprovando a eficiência dos métodos de otimização
propostos.
Fig. 3.27: Saídas do modelo Fuzzy TS-GOBF - pólos iniciais e otimizados - Sistema NARX.
3.10 Conclusão
Este capítulo teve como principal objetivo apresentar conceitos fundamentais do projeto de mo-
delos com base de funções ortonormais generalizadas empregados na modelagem de sistemas não-
lineares. Para a modelagem de sistemas não-lineares com GOBF’s empregou-se modelos de Volterra-
GOBF com kernels simétricos e não simétricos e modelos fuzzy Takagi-Sugeno com funções ortonor-
mais generalizadas, com funções internas, nos consequentes das regras (TS-GOBF). As funções or-
tonormais generalizadas com funções internas são as mesmas apresentadas na seção 2.3. Os modelos
propostos agregam as vantagens estruturais apresentadas para modelos lineares GOBF com funções
internas (ver seção 2.3), além de apresentarem as características de aproximadores de funções, ine-
rentes aos modelos de Volterra ou fuzzy TS. Assim, são eficazes na modelagem de sistemas dinâmicos
não-lineares, pois são modelos mais simples estruturalmente quando comparados a metodologias de
modelagem de sistemas dinâmicos não-lineares hoje utilizadas, como os modelos polinomiais NARX
e NARMAX, ou modelos tradicionais de Volterra. Para as duas representações apresentou-se uma
abordagem bottom-up em que os modelos são obtidos utilizando-se amostras de entrada e saída do
sistema sob análise sem a necessidade de informação a priori da dinâmica do sistema.
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A técnica de obtenção do modelo fuzzy TS-GOBF consistiu de uma abordagem bottom-up onde
primeiramente se determinou um modelo inicial a partir do agrupamento fuzzy dos dados utilizados
nos antecedentes das regras do modelo e da determinação, através de critérios de avaliação, do número
apropriado de grupos (regras) a serem utilizados. Destacam-se como contribuição neste trabalho os
processos de otimização utilizados para se simplificar os modelos inicialmente obtidos, eliminando-
se e fundindo-se grupos, conjuntos e regras fuzzy redundantes além da sintonia fina dos parâmetros
do modelo final obtido. A sintonia fina do modelo TS-GOBF final se deu através de métodos de oti-
mização não-linear, que minimizam uma função custo onde se avaliou o somatório do erro quadrático
da saída do modelo com relação à saída obtida diretamente do sistema. Para a implementação dos
métodos de otimização, desenvolveu-se o cálculo analítico dos gradientes da saída dos modelos com
relação aos parâmetros de interesse. Desta maneira obtiveram-se modelos mais eficientes do ponto
de vista da precisão otimizando-se os polos do sistema, as funções de pertinência nos antecedentes
das regras e os coeficientes da expansão do modelo GOBF presentes nos consequentes das regras.
Para a identificação de modelos Volterra-GOBF empregou-se técnicas de otimização não-linear
que minimizam uma função de custo que leva em consideração o erro quadrático da saída do modelo
em comparação à saída real do sistema sob análise. Para a determinação da direção de busca dos
algoritmos de otimização utilizou-se o gradiente da saída do modelo com relação aos parâmetros de
interesse. Nesta tese apresentou-se como contribuição o cálculo analítico dos gradientes da saída dos
modelos Volterra-GOBF com funções internas com relação aos parâmetros de interesse tanto para
modelos com kernels simétricos como para modelos com kernels não simétricos.
Para ilustrar a eficácia dos métodos propostos para a modelagem de sistemas não-lineares e dos
processos de otimização apresentou-se a aplicação na modelagem de 5 sistemas, dois reais e três si-
mulados. Os resultados mostraram como, sem nenhum conhecimento prévio sobre a dinâmica dos
sistemas identificados, foi possível obter modelos com grande precisão, modelando de maneira efi-
ciente os sistemas analisados e especialmente para os dois primeiros casos, recuperar a informação
dos polos dos sistemas e de suas dinâmicas. Analisando-se os resultados para os 3 últimos estudos de
caso verificou-se uma maior eficiência dos modelos fuzzy TS-GOBF. Contudo, a partir de tais resul-
tados não se pode afirmar que estes modelos são sempre superiores, pois muitas vezes a qualidade do
modelo está diretamente ligada à não-linearidade característica do sistema analisado.
Capítulo 4
Identificação de modelos BFO no domínio da
frequência
4.1 Introdução
A identificação de modelos no domínio da frequência é uma área que tem crescido e atraído cada
vez mais pesquisadores e engenheiros. Devido à maior disponibilidade de analisadores comerciais de
frequência, tem-se empregado a determinação experimental da resposta em frequência de processos
dinâmicos no projeto de modelos ou de sistemas de controle para este processos. A identificação
de sistemas baseada no domínio da frequência se destaca, em relação à identificação no domínio do
tempo, por apresentar vantagens, como a redução de ruído, redução do número de dados, entre ou-
tros que serão abordados na próxima seção (Schoukens e Pintelon, 1991). Esta abordagem possui
aplicação na identificação de modelos em áreas da engenharia como sistemas de controle, sistemas
de comunicação e sistemas de potência. O objetivo do processo de otimização na frequência é de-
senvolver modelos com desempenho garantido em determinadas regiões do espectro de frequências,
abordagem útil para modelos para controle (Schoukens e Pintelon, 1991).
Este capítulo tem como objetivo apresentar o processo de identificação de modelos BFO lineares
no domínio da frequência. Este problema já foi abordado na literatura em trabalhos como (Vries e
Van den Hof, 1998; Akçay e Heuberger, 2001; Heuberger et al., 2005; Deschrijver e Dhaene, 2006;
Reginato e Oliveira, 2008). Nestes trabalhos os autores abordam o problema de forma a determinar os
coeficientes da expansão da série de funções ortonormais ou os parâmetros de realizações em funções
de transferência de modelos BFO. Nesta tese, deseja-se determinar os polos das funções ortonormais
presentes na base, assim como os coeficientes da expansão da BFO utilizando somente informações
da resposta do sistema e do modelo no domínio da frequência.
Neste processo de modelagem são utilizadas, assim como para a análise temporal, técnicas de
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otimização não-linear que minimizam uma função de custo que considera o erro entre a resposta em
frequência do sinal amostrado diretamente do processo e a resposta em frequência do sinal do modelo.
Para a implementação do processo de otimização no domínio da frequência é necessário o cálculo das
direções de busca dos parâmetros de interesse. Assim, as contribuições deste capítulo inserem-se no
desenvolvimento do cálculo analítico dos gradientes das funções de Laguerre e Kautz, no domínio
da frequência, utilizados no processo de otimização dos modelos. A metodologia empregada para se
realizar a otimização dos modelos BFO no domínio da frequência são apresentados a seguir.
4.2 Identificação na frequência
Além da identificação de sistemas dinâmicos no domínio do tempo, outra abordagem empre-
gada para a modelagem de sistemas dinâmicos é realizar sua identificação no domínio da frequência
(Ljung, 1993; Ljung, 1999; Pintelon e Schoukens, 2001). A abordagem de identificação na fre-
quência apresenta algumas características importantes quando comparadas à identificação no tempo
(Ljung, 1993):
• Pré-filtragem - Este é um procedimento conhecido e também utilizado na identificação no
tempo para se eliminar ruídos indesejáveis nos dados usados na identificação dos modelos.
Para dados no domínio da frequência este procedimento é bem simples, basta garantir a banda
de frequência em que se deseja que o modelo tenha uma performance garantida ao identificá-lo
ou estabelecer pesos diferentes para as frequências nas quais o modelo será identificado.
• Redução na dimensionalidade dos dados - Existem sistemas que demandam a aquisição de uma
grande massa de dados para a sua identificação no domínio do tempo. Quando estes dados são
convertidos para o domínio da frequência eles podem ser facilmente reduzidos em número de
frequências normalizadas (ωk) menor do que o número de dados.
• Combinação de experimentos - Como a identificação na frequência é feita em diferentes fre-
quências (ωk), pode-se combinar diferentes experimentos que envolvam as diferentes frequên-
cias de interesse.
Para a identificação na frequência, o sinal aplicado como entrada no sistema deve apresentar
persistência nas frequências onde deseja-se conhecer a resposta do sistema. Sendo assim, alguns
sinais são tipicamente aplicados ao sistema para que seja realizada sua identificação no domínio da
frequência:
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• Ruído branco
Uma escolha simples é gerar um sinal do tipo ruído branco gaussiano, e se necessário, filtrá-lo
com filtro linear para, através de uma escolha adequada do filtro, atingir os espectros de sinal
adequados.
• Sinal binário aleatório
Um sinal binário aleatório deriva de um processo aleatório que assume apenas dois valores. A
maneira mais simples de se obter tal sinal é gerando-se um sinal tipo ruído branco com média
zero e utilizar apenas o sinal (positivo ou negativo) dos dados obtidos. Posteriormente pode-se
adequar a amplitude de sinal conforme desejado. Porém, tomando-se somente sinal (positivo
ou negativo) do sinal obtido, o espectro de frequência é alterado.
• Sinal binário pseudo-aleatório - PRBS
Um sinal binário pseudo-aleatório é um sinal periódico, determinístico, com propriedades de
ruído branco. É obtido através do seguinte algoritmo:
u(k) = res(A(z)u(k), 2) = res(a1u(k − 1) + . . .+ anu(k − n), 2) (4.1)
onde res(x, 2) é o resíduo de x dividido por 2 e u(k) assume valores entre 0 e 1. O vetor de
entradas passadas [ u(k−1) . . . u(k−n) ] apresenta apenas 2n valores diferentes e a sequência
u(k) é periódica com período máximo Mn = 2n − 1.
• Múltiplas senoides





aisen(ωi + νi) (4.2)
A escolha adequada de N , ai e ωi permite definir a energia do sinal precisamente nas frequên-
cias desejadas.
• Sinal chirp
O sinal chirp é uma senoide com frequência variável em uma determinada faixa Ω: ω1 ≤ ω ≤
ω2 sobre um certo período de tempo
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Na literatura existem várias metodologias para se identificar sistemas dinâmicos na frequên-
cia obtendo-se modelos paramétricos e/ou não paramétricos (Pintelon e Schoukens, 2001; Aguirre,
2007). Nesta tese tem-se especial interesse pela identificação de sistemas dinâmicos por meio de
BFO utilizando-se a abordagem no domínio da frequência. Em trabalhos como (Vries e Van den
Hof, 1998; Akçay e Heuberger, 2001; Heuberger et al., 2005; Deschrijver e Dhaene, 2006; Reginato
e Oliveira, 2008; Reginato, 2008) propõe-se a identificação de modelos BFO no domínio da frequên-
cia, onde se faz a identificação de modelos lineares obtendo-se, em geral, os coeficientes da expansão
da série de funções ortonormais, com o polos fixos. Em (Reginato e Oliveira, 2008; Reginato, 2008)
os autores utilizam métodos de otimização baseados em algoritmos de nuvem de partículas para se
otimizar os polos da GOBF e métodos de otimização não-lineares para se obter os coeficientes da
expansão.
Nesta tese deseja-se utilizar modelos paramétricos lineares de BFO’s e otimizá-los no domínio da
frequência, obtendo-se simultaneamente os valores ótimos dos polos e dos coeficientes da expansão
da série de funções ortonormais. Assim, conforme feito para o processo de otimização dos parâmetros
dos modelos com funções ortonormais no tempo, deseja-se realizar, no domínio da frequência, a
minimização de uma determinada função de custo J que envolva o erro quadrático entre os módulos
das respostas em frequência da saída observada e da saída prevista, para se otimizar os parâmetros de









Λω(‖Y (ω)‖ − ‖Ŷ (ω)‖)
]2
(4.3)
onde W = {ω1, . . . , ωN} é um conjunto ordenado de N valores de frequências bem definidos e nos
quais se deseja otimizar o modelo; Λω é um fator de ponderação para as frequências que se deseja
dar maior ou menor ênfase na otimização, θ = [ΥT CTf ]
T , onde Υ representa o polo p dos modelos
de Laguerre, os parâmetros b e c dos modelos de Kautz ou os parâmetros γi, i = 1, . . . , nb para as
funções internas nos modelos GOBF e Cf representa os coeficientes da expansão da série da BFO. Os
termos Y (ω) e Ŷ (ω) representam, respectivamente, a resposta em frequência do sistema analisado
e do modelo que se deseja otimizar. A resposta em frequência da saída observada pode ser obtida
diretamente através da aplicação de uma transformada rápida de Fourier (Oppenheim et al., 1999)
(FFT - Fast Fourier Transform) ao sinal y(k) amostrado no tempo.
A saída estimada no tempo ŷ(k) pode ser representada como:
ŷ(k) = Cfφ(k) ∗ u(k)
4.2 Identificação na frequência 127
onde Cf = [g1 g2 . . . gnf ], φ(k) é a resposta impulsiva de um filtro ortonormal, como definida
na equação (2.1), u(k) é o sinal de entrada do sistema e o operador “∗” define a operação de convo-
lução no tempo. Como este é um processo de convolução no tempo, seu equivalente no domínio da
frequência pode ser visto como um processo de multiplicação:
Ŷ (ω) = CfΦ(ω)U(ω) (4.4)
Considerando-se u(k) como o sinal de entrada amostrado diretamente do sistema, sua re-
presentação em frequência pode ser obtida diretamente pelo cálculo de sua transformada de Fourier
- U(ω). Com a utilização da transformada de Fourier do sinal u(k) e com a resposta em frequência









[Λω(‖Y (ω)‖ − ‖CfΦ(ω)U(ω)‖)]2 (4.5)
onde Φ(ω) é a resposta em frequência do modelo BFO.




onde x̄ é o complexo conjugado de x. Desta maneira, ‖Ŷ (ω)‖ pode ser reescrito como:







Para a solução do problema de otimização apresentado em (4.3) deve-se obter a derivada da função
de custo com relação aos parâmetros de interesse. Calculando-se a derivada de (4.3) com relação aos








∇TΥ‖Ŷ (ω)‖ ∇TCf‖Ŷ (ω)‖
]T
Como definido anteriormente, os parâmetros de interesse com relação aos quais se deseja otimizar
a função de custo são θ = [ΥT CTf ]
T . Com ‖Ŷ (ω)‖ definido em (4.6) a sua derivada com relação ao
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parâmetro Υ, correspondente ao(s) polo(s) da BFO, é dada por:
∇Υ‖Ŷ (ω)‖ = Re





Note que somente interessa conhecer a parcela real da derivada ∇Υ‖Ŷ (ω)‖, já que Υ é formada
somente por parâmetros reais e a função de custo também é uma função real. O cálculo da equação
(4.8) é comum para todas as BFO’s diferindo-se somente pelo cálculo de ∇ΥΦ(ω), onde, Φ(ω) =
[ φ1(ω) φ2(ω) · · · φnf (ω) ]T .
























































Para o cálculo de∇pΦ(ω) utiliza-se as equações (4.9) e (4.10) e substitui-se ejω por e−jω.
Para os modelos de Kautz (equações (2.7)), tem-se que Υ = [ b c ], onde b e c são os parâmetros




















• Para i = 1;









e2jω + b(c− 1)ejω − c
−
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(4.12)
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onde φ(ω) é a mesma apresentada em (4.15) e:





e2jω + b(c− 1)ejω − c
− (−ce
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(e2jω + b(c− 1)ejω − c)2
(4.21)












utilizam-se as equações de (4.11)
a (4.21) e substitui-se ejω por e−jω.
Com relação aos parâmetros dos coeficientes da expansão da série de funções ortonormais, o
gradiente de ‖Ŷ (ω)‖ é dado por:
∇Cf‖Ŷ (ω)‖ = Λω‖Φ(ω)U(ω)‖ (4.22)
Os modelos GOBF com funções internas têm suas derivadas com relação aos parâmetros de inte-
resse calculadas numericamente. Isto se deve ao fato de que ainda não foi possível se estabelecer de
maneira simples e genérica uma realização em função de transferência para modelos GOBF com fun-
ções internas de qualquer ordem. Desta maneira, serão utilizados, para a otimização em frequência
dos modelos GOBF com funções internas, os algoritmos implementados no programa MATLAB para
o cálculo numérico das derivadas e solução dos algoritmos de otimização não-linear (Optimization
Toolbox User’s Guide, 2008). Para a solução dos problemas de otimização no domínio da frequên-
cia (eq. 4.3) são utilizados os algoritmos de otimização não-linear apresentados na seção 2.4.2 e
implementados através da toolbox de otimização do MATLAB.
4.3 Algoritmo
O método proposto para a otimização dos modelos BFO no domínio da frequência pode ser resu-
mido pelos seguintes passos:
1. Atribua valores iniciais de parâmetros θ0 (normalmente de maneira aleatória ou baseando-se
em algum conhecimento prévio) e calcule por MMQ os valores dos coeficientes de Cf .
2. Calcule o gradiente ∇θJ = [∇TΥJ ∇TCfJ ]
T utilizando as equações (4.7), (4.8) e (4.22). Para
o cálculo de ∇Υ‖Ŷ (ω)‖ é necessário se calcular ∇pψi(ω) em (4.9) e (4.10) para as funções
de Laguerre ou ∇bψi(ω) e ∇cψi(ω) em (4.11) até (4.21) para os modelos de Kautz. Para os
modelos GOBF,∇γlψi(ω) com γl, l = 1, . . . , nb, deve ser calculado numericamente.
3. Use o valor de∇θJ no algoritmo de otimização de Levenberg-Marquardt para atualizar o valor
de parâmetros θ. Nota: inclua o intervalo de factibilidade dos parâmetros do modelo GOBF
como restrições dentro do problema de otimização para garantir a factibilidade dos polos e
dos modelos otimizados (0 < p < 1 para os modelos de Laguerre, a restrição apresentada na
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equação (2.54) para os modelos de Kautz ou −1 < γl < 1 com l = 1, . . . , nb para os modelos
GOBF);
4. Volte ao passo 2 até que um critério de parada seja atingido.
As restrições citadas no passo 3 do algoritmo acima são necessárias para evitar que o pro-
cesso de otimização produza polos instáveis ou que o modelo GOBF perca sua capacidade de re-
presentação. Para a otimização dos modelos de Laguerre e Kautz, algoritmo semelhante deve ser
seguido utilizando-se as equações apropriadas.
4.4 Resultados
Esta seção tem como objetivo ilustrar a aplicação dos processos de identificação, no domínio da
frequência, de sistemas lineares por meio de modelos BFO’s que empregam funções de Laguerre,
Kautz e GOBF com funções internas. O processo de identificação emprega os métodos propostos
de otimização dos parâmetros do modelo utilizando os cálculos de gradientes analíticos apresentados
anteriormente para os modelos de Laguerre e Kautz, e cálculos numéricos para os gradientes das
GOBF’s. Os modelos empregados para o processo de identificação na frequência são os mesmos
apresentados na seção 2.6, onde se fez a identificação de modelos lineares empregando modelos com
BFO no tempo.
Considere inicialmente um sistema de terceira ordem com um polo real de multiplicidade 3. O
sistema em questão é dado pela seguinte função de transferência em z:
G(z) =
0, 01741
z3 − 2, 222z2 + 1, 646z − 0, 4066
(4.23)
com 3 polos em z = 0, 7408
Para a identificação do sistema utilizam-se amostras temporais de entrada e saída do sistema
obtidas através de simulação, como mostra a figura 4.1, onde o sinal de entrada u(k) é um sinal
binário pseudo-aleatório - PRBS.
O sinal de saída tem sua transformada de Fourier (para frequências normalizadas) apresentada na
figura 4.2.
Para a modelagem e identificação do sistema dinâmico analisado, partiu-se do pressuposto de que
as características dinâmicas do sistema eram desconhecidas. Desta maneira, fez-se a identificação de
modelos variando-se o número de funções de Laguerre utilizadas. Como os sinais são amostrados no
tempo, aplicou-se a FFT aos sinais de entrada e saída para a realização da otimização na frequência.
Realizou-se a identificação do sistema em todo o espectro de frequência com Λω = 1 para ω ∈ W .
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Fig. 4.1: Sinais utilizados na identificação do Modelo de Terceira Ordem.
Fig. 4.2: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada.
Para a execução do processo de otimização, realizou-se o cálculo analítico dos gradientes com relação
aos parâmetros dos modelos a serem otimizados e os utilizou em algoritmos de otimização não-
linear. Para este exemplo, identificou-se o sistema por meio de modelos com funções de Laguerre. A
tabela 4.1 apresenta os resultados comparativos entre os modelos de Laguerre otimizados com o erro
4.4 Resultados 133
quadrático médio - EQM gerado pelos modelos estimados analisados levando-se em conta dados de
validação.
Tab. 4.1: Resultados dos modelos de Laguerre para Ident. na frequência.
N. de Funções Param. Polo Inicial Polo Final EQM
1 2 0,5000 0,9301 12, 8404
2 3 0,5000 0,8163 2, 0849
3 4 0,5000 0,7410 0, 0079
4 5 0,5000 0,7376 0, 0112
Também realizou-se a modelagem do mesmo sistema utilizando-se modelos GOBF com funções
internas no domínio da frequência. Conforme foi realizado com os modelos de Laguerre, variou-se o
número de polos e de funções nos modelos GOBF para se obter o modelo que melhor representasse
a dinâmica do sistema. A Tabela 4.2 apresenta os resultados dos modelos GOBF com os valores dos
polos iniciais, finais e valores de EQM para saída do modelo no domínio da frequência com dados de
validação.
Tab. 4.2: Resultados dos modelos GOBF para Ident. na frequência - polos reais.
N. de polos N. Blocos Gb Param. Polo Inicial Polo Final EQM
1 1 2 0,5000 0,9301 12, 8206
1 2 3 0,5000 0,8219 2, 3111
1 3 4 0,5000 0,7408 7, 9090.10−12
1 4 2 0,5000 0,7406 5, 6512.10−11
3 1 4 −0, 4748± 0, 5488i 0, 7482± 0, 0117i 4, 2934.10−8
0,9495 0,7260
Através da análise das tabelas 4.1 e 4.2 pode-se verificar que os métodos propostos foram efi-
cientes na identificação do sistema sob análise. Para os modelos de Laguerre, aquele que apresentou
melhor resultado foi o modelo com 3 funções, com o polo do modelo convergindo para um valor
próximo do polo do sistema sob análise. Para os modelos GOBF tem-se que a representação com 1
polo e 3 funções (blocos Gb) apresentou melhor resultado com o polo convergindo para um o valor
do polo do sistema sob análise. As diferenças entre os resultados entre os modelos de Laguerre e
GOBF podem se dar por eventuais problemas numéricos. O modelo GOBF com 3 polos e um bloco
Gb apresentou um bom resultado com a sua inicialização sendo realizada nos polos equivalentes aos
parâmetros γi, i = 1, 2, 3, com Υ = [ 0, 5 0, 5 0, 5 ].
A figura 4.3 mostra a comparação entre a saída estimada do modelo com polos iniciais em 0,5 e
finais em 0,7408 para o modelo GOBF com 3 funções aplicado a dados de validação.
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Fig. 4.3: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada do
modelo com 1 polo com multiplicidade 3.
Verifica-se através da análise das tabelas 4.1 e 4.2 que os polos otimizados, nos modelos com 4
funções, não são exatamente os polos do sistema como aconteceu quando se otimizou o modelo com
3 funções. Contudo, os polos se encontram na vizinhança dos polos exatos do sistema e apresentam
uma boa precisão devido a melhoria na capacidade de aproximação do modelo com mais funções na
base.
A seguir, apresenta-se a simulação e a identificação de um sistema com 4 polos, sendo eles dois
pares de polos complexos conjugados. A função de transferência em z do sistema é dada pela equação
(4.24):
G(z) =
0, 009119z2 + 0, 01396z + 0, 00534
z4 − 2, 562z3 + 2, 539z2 − 1, 151z + 0, 2019
(4.24)
cujos polos estão localizados em z = 0, 6404± 0, 1981i com multiplicidade 2.
Para o processo de identificação gerou-se, através de simulação, uma massa de dados de entrada e
saída do sistema proposto, conforme apresentado na figura 4.4. Como entrada foi utilizado um sinal
PRBS com variação [−1, 1].
A figura 4.5 apresenta a transformada de Fourier (para frequências normalizadas) do sinal amo-
strado no tempo da saída do sistema analisado (eq. (4.24)), y(k)→ Y (ω).
Assim como no exemplo anterior considerou-se que não havia nenhum conhecimento a priori
do sistema que se deseja identificar e realizou-se a identificação do sistema em todo o espectro de
frequência com Λω = 1 para ω ∈ W . A tabela 4.3 apresenta os resultados dos modelos com funções
de Kautz, onde se variou o número de funções empregadas nos modelos. Na tabela 4.3, por se tratar
de funções de Kautz, o número de funções varia em números pares. Como pode-se verificar pela
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Fig. 4.4: Sinais utilizados na identificação do sistema de quarta ordem.
Fig. 4.5: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada do
sistema de quarta ordem.
análise da tabela 4.3, o modelo com 4 funções de Kautz apresentou os melhores resultados quando
considerada a precisão e o número de parâmetros dos modelos, com os polos do modelo convergindo
para valores próximos aos valores dos polos reais do sistema analisado. Além disso, um modelo de
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Kautz com 4 funções de Kautz equivale a um modelo de quarta ordem com par de polos complexos
conjugados de multiplicidade 2.
Tab. 4.3: Resultados dos modelos Kautz para o segundo exemplo.
N. de Funções Param. Polos Iniciais Polos Finais EQM
2 4 0, 5± 0, 1i 0, 7512± 0, 1660i 0, 6695
4 6 0, 5± 0, 1i 0, 6398± 0, 1980i 0, 0023
6 8 0, 5± 0, 1i 0, 6208± 0, 2100i 0, 0027
Realizou-se também a modelagem do sistema com 4 polos utilizando-se modelos GOBF com
funções internas no domínio da frequência. Para a identificação, variou-se o número de polos e de
funções nos modelos GOBF para se obter o modelo que melhor representasse a dinâmica do sistema.
A Tabela 4.4 apresenta os resultados dos modelos GOBF com os valores dos polos iniciais, finais e
valores de EQM para saída do modelo no domínio da frequência para dados de validação. O modelo
com 4 polos teve sua inicialização nos polos equivalentes aos parâmetros Υ = [ 0, 5 0, 5 0, 5 0, 5 ].
Tab. 4.4: Resultados dos modelos GOBF para Ident. na frequência - polos complexos.
N. de polos N. Blocos Gb Param. Polos Iniciais Polo Finais EQM
2 1 4 0, 5± 0, 1 0, 8181± 0, 1751i 6, 8830
2 2 6 0, 5± 0, 1 0, 6405± 0, 1980i 1, 2985.10−4
2 3 8 0, 5± 0, 1 0, 6218± 0, 2143i 1, 3997.10−4
4 1 8 −0, 2353± 0, 7817i 0, 6651± 0, 2213i 1, 2774.10−4
0,9834 e -0,7629 0, 6094± 0, 1620i
Analisando-se também a tabela 4.4, pode-se verificar que o modelo GOBF que apresentou me-
lhores resultados foi o modelo com dois blocosGb com 2 polos em cada função. Com este modelo foi
possível obter polos muito próximos dos polos exatos do sistema sob estudo. Também é possível se
verificar que o modelo GOBF com 4 polos distintos e um bloco Gb apresentou bons resultados com
os polos otimizados próximos aos polos do sistema analisado.
A figura 4.6 apresenta o resultado da resposta em frequência do modelo Kautz para os polos
iniciais e os polos finais após o processo de otimização aplicados a dados de validação.
Para finalizar a aplicação do processo de otimização de modelos lineares por BFO no domínio da
frequência, foi simulado e identificado um sistema com 3 polos, sendo um par de polos complexos e
um polo real, dado pela seguinte função de transferência em z:
G(z) =
0, 07287z2 + 0, 1587z + 0, 02187
z3 − 1, 191z2 + 0, 5352z − 0, 09072
(4.25)
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Fig. 4.6: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada dos
modelos com 4 funções de Kautz.
cujos polos estão localizados em z = 0, 3708± 0, 2537i e z = 0, 4493.
Assim como para os modelos anteriores, para a realização do processo de identificação gerou-se
através de simulação uma massa de dados de entrada e saída do sistema proposto. Como entrada foi
utilizado um sinal PRBS com variação [−1, 1]. A figura 4.7 apresenta a transformada de Fourier (para
frequências normalizadas) do sinal amostrado no tempo da saída do sistema analisado (eq. (4.25)),
y(k)→ Y (ω).
Fig. 4.7: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada do
sistema de terceira ordem: Polos complexos + polo real.
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Para a identificação do sistema sob análise, variou-se o número de polos e de funções nos mo-
delos GOBF e aplicou-se o processo de otimização apresentado para se obter o modelo que melhor
representa a dinâmica do sistema. No processo de identificação considerou-se todas as frequências
do espectro de frequência (Λω = 1 para ω ∈ W ). A Tabela 4.5 apresenta os resultados dos mo-
delos GOBF com os valores dos respectivos polos iniciais, finais e valores de EQM para saída dos
modelos no domínio da frequência aplicados a dados de validação. O modelo GOBF com 3 polos
e 1 bloco Gb teve inicialização realizada nos polos equivalentes aos parâmetros γi, i = 1, 2, 3, com
Υ = [ 0, 5 0, 5 0, 5 ]. O modelo com 4 polos teve sua inicialização nos polos equivalentes aos
parâmetros Υ = [ 0, 5 0, 5 0, 5 0, 5 ].
Tab. 4.5: Resultados dos modelos GOBF para Ident. na frequência - múltiplos modos.
N. de polos N. Blocos Gb Param. Polos Iniciais Polo Finais EQM
1 1 2 0, 5000 0, 7661 34, 4722
2 1 4 0, 5± 0, 5 0, 5647± 0, 2525i 0, 7264
3 1 6 −0, 4748± 0, 5488i 0, 3710± 0, 2541i 9, 0372.10−6
0,9495 0,4483
4 1 8 −0, 2353± 0, 7817i 0, 3709± 0, 2531i 8, 9023.10−5
0,9834 e -0,7629 0,4483 e -0,7479
Analisando-se também a tabela 4.5, verifica-se que o modelo GOBF que apresentou melhores
resultados foi o modelo com 3 polos e um blocoGb. Este modelo apresentou polos, após o processo de
otimização, muito próximos dos polos exatos do sistema sob estudo, ilustrando a eficiência do método
de identificação e dos modelos GOBF em representar sistemas com múltiplos modos dominantes. A
figura 4.8 apresenta o resultado da resposta em frequência do modelo GOBF para os polos iniciais e
os polos finais após o processo de otimização aplicados a dados de validação.
Fig. 4.8: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada do
modelo GOBF com 3 polos.
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Considere o seguinte sistema dinâmicos de quinta ordem apresentado em (Vries e Van den Hof,
1998):
G(z) =
0, 2530z4 − 0, 9724z3 + 1, 4283z2 − 0, 9493z + 0, 2410
z5 − 4, 1500z4 + 6, 8831z3 − 5, 6871z2 + 2, 3333z − 0, 3787
(4.26)
cujos polos estão localizados em z = 0, 9509± 0, 1982i, z = 0, 8497± 0, 0964i e z = 0, 5490.
A figura 4.10 apresenta a transformada discreta do sinal de saída do modelo 4.26 (em módulo):
Fig. 4.9: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada do
modelo GOBF com 5 polos.
Neste exemplo deseja-se otimizar o modelo que representa o sistema apresentado na equação
(4.26) em uma determinada faixa do espectro de frequências. Para a identificação e otimização do
modelo de acordo com os parâmetros de projeto considerando-se as frequências de interesse faz-se
Λω = 1 para as frequências no intervalo entre 0, 15 rad e 0, 50 rad que equivale à região do espectro
de frequências que está em um “vale” no módulo da resposta em frequência do sistema analisado.
Otimizou-se modelos GOBF variando-se o número de polos com os resultados apresentados na tabela
4.6). O EQM apresentado na tabela 4.6 foi obtido levando-se em consideração todo o espectro de
frequência
Como pode-se observar na tabela 4.6 o modelo com 3 polos já foi suficiente para modelar o
sistema na região de interesse do espectro de freqüência. Os polos iniciais equivalem aos parâmetros
Υ = [ 0, 5 −0, 5 0, 5 ] e os polos finais aos parâmetros Υ = [ 0, 9806 −0, 8727 0, 4703]. A figura
4.10 apresenta o resultado para o modelo otimizado nas frequências pré-estabelecidas utilizando-se
dados de validação. Analisando-se o gráfico pode-se verificar que o modelo apresenta resultados
com maior precisão nas frequências de interesse do que naquelas fora do intervalo. Pode-se observar
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Tab. 4.6: Resultados do modelo GOBF para Ident. na frequência em uma área do espectro de freq.
N. de polos N. Blocos Gb Polos Iniciais Polo Finais EQMi EQMf
1 1 0, 5000 0, 4066 0, 0130 0, 0125
2 1 0, 5± 0, 5i 0, 9455 0, 0159 0, 0043
0, 1836
3 1 0, 1325± 0, 8141i 0, 6799± 0, 2606i 0, 0153 1, 2528.10−4
0, 7350 0, 8871
4 1 −0, 2353± 0, 7817i 0, 6706± 0, 1427i 0, 0224 1, 2525.10−4
0, 9834 e −0, 7629 0, 8482 e −0, 9880
5 1 −0, 7022± 0, 4048i 0, 6709± 0, 1470i 0, 0306 1, 2363.10−4
−0, 0450± 0, 8737i −0, 8346± 0, 4815i
0, 9945 0, 8494
que nas frequências de interesse o valor do módulo da resposta em frequência tem valor inferior aos
valores nas demais frequências e mesmo assim o método conseguiu obter um bom modelo para a
aproximação do sistema comprovado a sua eficiência.
Fig. 4.10: Relação dos módulos da transformada de Fourier discreta dos sinais de saída e entrada do
modelo GOBF com 3 polos; Frequência específica 0, 15 rad a 0, 50 rad.
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4.5 Conclusão
Neste capítulo apresentaram-se métodos de otimização de modelos de sistemas dinâmicos lineares
por meio de BFO no domínio da frequência. Esta abordagem apresenta vantagens sobre a otimização
no tempo, pois possibilita a redução da influência de ruído na estimação dos parâmetros, redução do
número de dados e permite desenvolver modelos com desempenho garantido em regiões especificadas
do espectro de frequências, sendo assim útil no desenvolvimento de modelos voltados para controle.
Destacou-se como principal contribuição o cálculo analítico dos gradientes das funções de Kautz e
Laguerre, com relação aos seus parâmetros, no domínio da frequência. Estes cálculos permitiram
determinar a direção de busca de tais parâmetros no processo de otimização empregando-se métodos
de otimização não-linear. Também foram otimizados os modelos GOBF com funções internas, porém
com o cálculo numérico dos gradientes destes modelos, pois ainda não foi possível estabelecer uma
fórmula genérica para o cálculo analítico dos gradientes dos modelos GOBF, de qualquer ordem, em
relação aos parâmetros de interesse. O desenvolvimento de métodos para o cálculo analítico destes
gradientes para modelos GOBF de qualquer ordem será tema de estudo em futuros trabalhos.
Para ilustrar a eficiência do método proposto e dos cálculos desenvolvidos para a otimização dos
modelos com base de funções ortonormais na modelagem de sistemas dinâmicos lineares no domínio
da frequência apresentou-se a aplicação na modelagem de três sistemas dinâmicos lineares. Os resul-
tados mostraram que, sem nenhum conhecimento prévio sobre a dinâmica dos sistemas identificados,
foi possível obter modelos com precisão e nos quais os polos convergem ou se aproximam bastante
dos polos exatos do sistema sob análise, assim como acontece com a metodologia apresentada para
a otimização no domínio do tempo. Os resultados apresentados foram obtidos otimizando-se tanto
modelos em todo o espectro de frequência, quanto modelos que garantem a resposta em frequência
somente no intervalo de resposta em frequência de interesse.
Capítulo 5
Comentários Finais, Contribuições e
Perspectivas
Neste trabalho desenvolveu-se a modelagem de sistemas dinâmicos estáveis através de base de
funções ortonormais generalizadas (GOBF) com funções internas. Esta abordagem modela sistemas
dinâmicos lineares ou não-lineares com múltiplos modos através de uma parametrização que utiliza
somente valores reais, sejam os polos do sistema reais e/ou complexos. Para a modelagem de sistemas
não-lineares apresentou-se duas abordagens: os modelos fuzzy Takagi-Sugeno com funções ortonor-
mais nos consequentes das regras - TS-BFO (em especial os modelos fuzzy TS-GOBF) e os modelos
de Volterra com kernels formados por base de funções ortonormais generalizadas - Volterra-GOBF.
Também apresentou-se uma nova abordagem para a otimização de modelos lineares BFO no domínio
da frequência.
Uma das principais contribuições desta tese consistiu em apresentar uma proposta de otimização
e ajuste fino dos parâmetros dos modelos não-lineares constituídos por bases de funções ortonor-
mais, como os modelos fuzzy TS-BFO e os modelos de Volterra-GOBF. Modelos fuzzy TS-BFO já
foram apresentados em outros trabalhos (Oliveira et al., 1999; Campello, 2002; Campello e Ama-
ral, 2002; Campello, Meleiro e Amaral, 2004; Medeiros et al., 2006; Machado, 2007) e a eficácia
demonstrada por esta abordagem motivou sua utilização neste trabalho. Os modelos fuzzy TS-BFO,
além das características inerentes à modelagem por dinâmica BFO, são aproximadores universais de
funções em um espaço compacto e agregam as propriedades de interpretabilidade, úteis no projeto de
sistemas de controle. Nesta tese utilizou-se modelos fuzzy TS com GOBF’s com funções internas nos
consequentes das regras.
Realizou-se a identificação dos modelos fuzzy TS-BFO utilizando-se medidas dos sinais de en-
trada e saída do sistema a ser modelado. As regras do modelo fuzzy foram determinadas utilizando-se
uma técnica de agrupamento fuzzy (fuzzy clustering) proposta por Gustafson e Kessel (1979), a partir
143
144 Comentários Finais, Contribuições e Perspectivas
da qual definem-se os antecedentes das regras. O número de modelos locais que compõem o mo-
delo TS-GOBF inicial são obtidos utilizando-se a informação fornecida por critérios de avaliação
dos agrupamentos (Machado, 2007). Este procedimento pode gerar modelos que apresentem redun-
dâncias de regras ou de funções de pertinência pertencentes ao modelo fuzzy TS. Para solucionar este
problema, utilizou-se algoritmos que simplificam os modelos quando há redundâncias (Kaymak e Ba-
buska, 1995). Os demais parâmetros do modelo TS-GOBF foram calculados utilizando-se técnicas
de otimização não-linear. Para realizar-se este procedimento desenvolveu-se o cálculo analítico dos
gradientes da saída do modelo TS-BFO com relação aos parâmetros do modelo (polos da BFO, coefi-
cientes da expansão da BFO e parâmetros das funções de pertinência). Esta metodologia possibilitou
a sintonia fina dos parâmetros dos modelos inicialmente obtidos.
Para os modelos de Volterra-GOBF, propostos em trabalhos como (Nelles, 2001; Campello
et al., 2007; da Rosa, 2009), desenvolveu-se uma nova abordagem utilizando-se base de funções
ortonormais generalizadas com funções internas nos kernels dos modelos. Esta representação possi-
bilitou modelar sistemas não-lineares de forma mais parcimoniosa quando comparada aos modelos
de Volterra clássicos com kernels baseados em modelos de resposta ao impulso, além de modelar
dinâmicas de múltiplos modos somente por parâmetros reais. Obteve-se os gradientes analíticos da
saída do modelo de Volterra-GOBF, seja com kernels simétricos ou não simétricos, com relação aos
parâmetros a serem determinados. Estes valores foram utilizados em algoritmos de otimização que
possibilitaram a obtenção de modelos mais precisos do sistema sem nenhum conhecimento a priori
de suas características.
Resultados da modelagem de sistemas utilizando-se as técnicas apresentadas mostraram que é
possível obter-se modelos com excelente precisão utilizando-se somente amostras de entrada e saída
dos sistemas analisados. Os resultados mostraram também uma considerável melhoria na precisão
dos modelos após o processo de otimização.
Além da identificação de sistemas não-lineares por modelos BFO, abordou-se também, nesta
tese, a modelagem de sistemas lineares por BFO no domínio do tempo e da frequência. No contexto
de modelos lineares GOBF com funções internas no domínio do tempo desenvolveu-se uma nova
representação em espaço de estados. Esta representação permitiu o desenvolvimento dos cálculos
analíticos dos gradientes dos modelos GOBF com funções internas com relação aos seus parâmetros.
Também abordou-se a modelagem de sistemas dinâmicos lineares com BFO’s no domínio da fre-
quência. A identificação dos modelos no domínio da frequência apresenta algumas vantagens sobre a
identificação no tempo, pois possibilitam a redução da influência de ruído na estimação dos parâme-
tros; redução do número de dados e o desenvolvimento de modelos com desempenho garantido em
regiões especificadas do espectro de frequências. Neste contexto, pode-se destacar como principal
contribuição o desenvolvimento do cálculo analítico dos gradientes da resposta em frequência das
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funções de Kautz e Laguerre, com relação aos seus parâmetros, no domínio da frequência. O cálculo
dos gradientes permitiu determinar a direção de busca dos parâmetros dos modelos em processos de
otimização não-linear. Também foram otimizados os modelos GOBF com funções internas, porém
com o cálculo numérico dos seus gradientes, pois ainda não foi possível estabelecer uma fórmula
genérica para o cálculo analítico dos gradientes dos modelos GOBF, de qualquer ordem, em relação
aos parâmetros a serem determinados.
Exemplos de aplicação dos métodos de identificação de modelos lineares BFO nos domínios do
tempo e da frequência foram realizados. Os resultados ilustraram a eficiência dos métodos propos-
tos e dos cálculos desenvolvidos para o processo de otimização dos modelos BFO, possibilitando a
obtenção de modelos precisos através de dados de entrada e saída dos sistemas analisados.
5.1 Contribuições
Neste trabalho destacam-se algumas contribuições realizadas no sentido de tornar possível as im-
plementações propostas ou o aperfeiçoamento de técnicas já utilizadas. Algumas destas contribuições
são:
• Desenvolvimento de uma representação em espaço de estados para modelos GOBF com fun-
ções internas, possibilitando a modelagem de sistemas dinâmicos de qualquer ordem exclusi-
vamente através de modelos parametrizados por coeficiente reais.
• Proposta, cálculo e implementação dos procedimentos para otimização dos parâmetros dos mo-
delos lineares GOBF e dos modelos não-lineares fuzzy TS-BFO (fuzzy TS-GOBF) e Volterra-
GOBF. Desenvolveram-se os cálculos necessários para a obtenção dos gradientes da saída
do modelo GOBF com funções internas em relação aos parâmetros a serem otimizados.
Apresentou-se os cálculos desenvolvidos para a obtenção dos gradientes da saída dos modelos
fuzzy TS-BFO com relação aos parâmetros de interesse (parâmetros das funções de pertinência,
polos das funções ortonormais e coeficientes da expansão da série da BFO). Para os modelos
fuzzy TS-BFO propôs-se métodos de simplificação dos modelos iniciais e soluções pontuais
como a suavização de funções de pertinência trapezoidais, o que impede a ocorrência de pontos
onde não se há derivada definida. Para os modelos Volterra-GOBF desenvolveu-se os cálculos
analíticos da saída dos modelos com kernels não-simétricos com relação aos parâmetros do
modelo.
• Desenvolvimento do processo de otimização de modelos BFO lineares no domínio da frequên-
cia. Destacam-se os cálculos desenvolvidos para a obtenção analítica dos gradientes da resposta
em frequência dos modelos BFO lineares (Laguerre e Kautz) com relação aos parâmetros dos
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modelos. Ainda neste tema, apresentou-se também o processo de otimização de modelos line-
ares GOBF com o cálculo dos gradientes feito de maneira numérica.
• Cálculo dos gradientes das saídas das funções de Kautz com relação aos parâmetros de projeto
apresentando-se uma nova metodologia em que os gradientes são calculados em batelada, o
que reduziu o esforço computacional no processo de otimização dos modelos. Além disso,
verificou-se a necessidade do estabelecimento de restrições aos parâmetros otimizados de forma
a garantir a factibilidade dos modelos obtidos.
5.2 Perspectivas e Atividades Futuras
As perspectivas para pesquisas futuras relacionadas aos temas abordados pelo presente trabalho
são apresentadas a seguir:
i. Estudo para o desenvolvimento do cálculo analítico dos gradientes em relação aos parâmetros
otimizados para modelos lineares GOBF no domínio da frequência;
ii. Estudo do horizonte de retropropagação para o cálculo do gradiente da saída do modelo com
relação aos parâmetros;
iii. Estudo da possibilidade da obtenção de modelos BFO de fase mínima através de processo de
otimização;
iv. Estimação adaptativa, em tempo real, dos modelos de BFO’s para utilização em sistemas de
controle;
Com relação ao item i) pretende-se continuar os estudos iniciados no capítulo 4 e desenvolver,
assim como realizado para os modelos de Laguerre e Kautz, o cálculo analítico do gradiente da
resposta em frequência do modelo GOBF linear com funções internas de qualquer ordem com relação
aos parâmetros do modelo. Estes gradientes serão utilizados, conforme apresentado no capítulo 4 para
a otimização dos modelos GOBF linear com funções internas no domínio da frequência.
A respeito do item ii), em (Nelles, 2001) é sugerido que nem sempre há necessidade de se realizar
a retropropagação até as condições iniciais dos sinais para obter-se o valor exato dos gradientes.
Pretende-se em trabalhos futuros mostrar que existe um limiar a partir do qual a retropropagação para
o cálculo dos gradientes de modelos no domínio do tempo, apresentados neste trabalho, pode ser
finalizado sem que se utilize todos os sinais até as condições iniciais. Este procedimento resultará
na redução de esforço computacional. Estudos preliminares têm mostrado que é possível se obter tal
limiar e garantir a precisão nos cálculos dos gradientes.
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Com relação ao item iii) sabe-se que os filtro all-pass que constituem a base das funções orto-
normais estudadas (Heuberger et al., 2005) são sistemas dinâmicos de fase não-mínima. A utilização
de modelos de fase não-mínima no projeto de sistemas de controle pode levar a projeto de controla-
dores instáveis. Para evitar este tipo de problema pretende-se investigar métodos de se garantir que
os modelos obtidos a partir do processo de otimização empregado sejam sempre modelos de fase
mínima.
Referente ao item iv) pretende-se estabelecer uma técnica recursiva de obtenção dos modelos
BFO’s em tempo real para a modelagem de sistemas variantes no tempo e possível aplicação destes
modelos em sistemas de controle adaptativos baseados em modelos (Camacho e Bordons, 2007; Ås-
tröm e Wittenmark, 2008).
É importante destacar que os ítens ii) a iii) serão estudados tanto para os casos de modelos line-
ares, quanto para os casos de modelos não-lineares de Volterra e fuzzy TS com a parte dinâmica dos
modelos formada por BFO’s.
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Apêndice A
Modelo TS-BFO com modelos de Kautz
A.1 Ajuste global dos parâmetros do modelo final
Uma vez realizadas as operações de fusão e eliminação de funções de pertinência e regras por
similaridade, deseja-se realizar o ajuste fino do modelo obtido através da otimização dos parâmetros
do modelo TS-BFO, minimizando-se o erro quadrático entre a saída estimada pelo modelo e a saída










ŷ(k) - saída global estimada
y(k) - saída medida do sistema
N - número de amostras do sistema
θ - Parâmetros de otimização
A minimização da função de custo se dará com relação aos parâmetros θ = [p Ci Li,j]T , onde p
são os parâmetros b e c das funções de Kautz (equações (2.7) e (2.8)), Ci é a matriz de expansão dos
modelos BFO locais presentes nos consequentes das regras, definida em (3.6), e Li,j as funções de
pertinência presentes nos antecedentes das regras do modelo fuzzy TS-BFO.
A seguir, analisa-se a otimização para modelos TS-BFO com funções de Kautz nos consequentes
das regras. Para a determinação da direção de busca dos valores ótimos para os parâmetros referentes
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µi(Ψ(k)) - ativação da i-ésima regra (i = 1, . . . , K) - eq. (3.3);
y̌i(k) - saída do i-ésimo modelo local;
Ψ(k) - saída dos filtros das BFO’s no instante k.















onde Li,j(ψj(k)) são os valores de ativação das funções de pertinência, ψj(k) é a saída do j-ésimo
filtro no instante k e ς o número de variáveis no antecedente das regras com ς ≤ n. A figura 3.12
mostra o modelo TS-BFO com duas funções BFO nos antecedentes e nos consequentes das regras
com duas regras onde fica explícito a dependência entre as variáveis do modelo.
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é definido através dos resultados apresentados na seção 2.4.3 e ∂Lij
∂ψj(k)
é definida a seguir.
No modelo TS-BFO abordado, como já citado anteriormente, são utilizadas funções de per-
tinência trapezoidais. Para que os cálculos dos gradientes das funções de pertinência seja possível
é necessário realizar uma suavização das funções de pertinência como se realizou na seção 3.5. Os
cálculos para as derivadas das funções de pertinência com relação aos seus parâmetros são os mesmos
apresentados na seção 3.5. Com o cálculo de ∂Lij(x)
∂ψj(k)
defini-se o valor de ∂u
∂b
. A mesma abordagem
pode ser aplicada para o cálculo da derivada do denominador com relação ao parâmetro c, ∂u
∂c
.
Para o cálculo do numerador v, de (A.5), com relação ao parâmetro b a matriz CTi presente na
equação (A.5) pode ser reescrita em função dos parâmetros da expansão da BFO:
Cfi = [g1,i g2,i . . . gnf ,i]
T , (A.7)
onde nf é a maior ordem filtro da base de Kautz e gq,i são os coeficientes da expansão da BFO. Assim,











Analisando-se agora a derivada parcial do numerador v com relação ao parâmetro b do modelo de
Kautz, ∂v
∂b
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O mesmo cálculo pode ser realizado para se determinar ∂v
∂c
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, u e v, estes são substituídos em (A.6) e então é
obtido o valor de ∂ŷ(k)
∂b
, sendo o procedimento análogo adotado para o cálculo de ∂ŷ(k)
∂c
. Substituindo-
se os valores de ∂ŷ(k)
∂b
na equação (A.3) é possível se calcular o gradiente da função de custo com
relação ao parâmetro b, sendo o mesmo feito para se calcular o gradiente da função J com relação
ao parâmetro c. Os parâmetros b e c apresentam restrições quanto aos valores que podem assumir,
estando b restrito ao intervalo (0, 1) e c restrito ao intervalo (−1, 0). Além disso, os parâmetros b e
c apresentam uma restrição adicional quanto aos valores que podem assumir, já que tais parâmetros
devem ser convertidos em par de pólos complexos conjugados β e β̄ conforme descrito na seção 2.4.3.
Como citado anteriormente, além de se desejar minimizar a função de custo J com relação aos
parâmetros b e c referentes aos polos das funções de Kautz deseja-se também otimizar J com relação
aos parâmetros dos consequentes e antecedentes das regras do modelo fuzzy TS-BFO com funções de
Kautz. Os cálculos para este gradientes são os mesmos apresentados na seção 3.5.
Apêndice B
Modelo Não-lineares com GOBF’s
B.1 Tabelas com os modelos identificados
Este apêndice tem como objetivo apresentar as tabelas com os diversos modelos obtidos durante o
processo de identificação empregados na seção 3.9 em que se variou o número de polos e de funções
nas GOBF’s empregadas nos modelos não-lineares. As tabelas se referem aos modelos dos sistemas
nível líquido em um tanque, da planta para produção de etanol e modelo racional NARX e apresentam
resultados de alguns modelos de Volterra-GOBF com kernels simétricos e não-simétricos e modelos
de fuzzy TS-GOBF.
B.1.1 Modelagem de nível líquido em um tanque
A tabela B.1 a seguir apresenta alguns modelos obtidos através da variação do número de polos
e de funções empregando-se as abordagens de modelagem de sistemas não-lineares com GOBF’s
utilizadas nesta tese. Nas tabelas a seguir tem-se o número de funções ortonormais (NF) presentes
em cada kernel nos modelos de Volterra-GOBF ou número de funções nos consequentes das regras
dos modelos TS-GOBF, o número de polos (NP) das funções, o número de regras no modelo fuzzy
(NR) e o EQM final da saída de cada modelo. A abreviação kei indica a qual i-kernel o número de
funções se refere.
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Tab. B.1: Modelos para Sistema de nível de líquidos em um tanque.
Tipo de modelo NF NP NR EQMf
Volterra-GOBF ke1 = 1 1 - 2,0192
ke2 = 1 1
ke1 = 3 1 - 1,0835
ke2 = 4 2
ke1 = 4 2 - 1,0791
ke2 = 4 2
ke1 = 9 3 - 1,0821
ke2 = 6 3
ke1 = 8 1 - 0,8870
ke2 = 4 1
Volterra-GOBF ke1 = 8 1 - 0,8379
Direções ke21 = 4 1
Independentes ke22 = 4 1
ke1 = 8 2 - 0,8835
ke21 = 4 1
ke22 = 4 1
ke1 = 12 2 - 1,1071
ke21 = 4 1
ke22 = 4 1
ke1 = 8 2 - 1,0378
ke21 = 4 2
ke22 = 4 2
Fuzzy TS-GOBF 12 1 6 0,7463
Funções int.
8 2 5 0,4521
12 3 3 0,1635
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B.1.2 Planta para produção de Etanol
A tabela a seguir mostra alguns modelos obtidos variando-se o número de polos e de funções para
as abordagens de modelagem de sistemas não-lineares com GOBF’s propostas nesta tese.
Tab. B.2: Modelos para Sistema de Etanol.
Tipo de modelo NF NP NR EQMf
Volterra-GOBF ke1 = 1 1 - 0,01293
ke2 = 1 1
ke1 = 4 1 - 0,00882
ke2 = 4 1
ke1 = 2 2 - 0,00791
ke2 = 1 1
ke1 = 4 2 - 0,007381
ke2 = 3 1
ke1 = 3 1 - 0,006784
ke2 = 2 2
Volterra-GOBF ke1 = 1 1 - 0,01293
Direções ke21 = 1 1
Independentes ke22 = 1 1
ke1 = 1 1 - 0,007913
ke21 = 2 1
ke22 = 2 1
ke1 = 3 1 - 0,007135
ke21 = 3 1
ke22 = 3 1
ke1 = 4 2 - 0,006643
ke21 = 2 1
ke22 = 2 1
ke1 = 2 2 - 0,006322
ke21 = 4 2
ke22 = 4 2
Fuzzy TS-GOBF 4 1 7 0,00713
Funções int.
6 1 6 0,005144
4 2 5 0,004641
6 2 5 0,003815
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B.1.3 Modelo Racional NARX
A tabela B.3 apresenta modelos obtidos através da variação do número de polos e de funções
empregando-se as abordagens de modelagem de sistemas não-lineares com GOBF’s propostas nesta
tese.
Tab. B.3: Modelos para Sistema Racional NARX.
Tipo de modelo NF NP NR EQMf
Volterra-GOBF ke1 = 1 1 - 0,002358
ke2 = 1 1
ke1 = 2 1 - 0,001846
ke2 = 3 3
ke1 = 2 2 - 0,001073
ke2 = 2 2
ke1 = 4 2 - 0,001574
ke2 = 4 2
ke1 = 6 3 - 0,001719
ke2 = 4 2
Volterra-GOBF ke1 = 1 1 - 0,002423
Direções ke21 = 1 1
Independentes ke22 = 1 1
ke1 = 3 1 - 0,001955
ke21 = 2 1
ke22 = 3 1
ke1 = 2 1 - 8, 3425.10−4
ke21 = 2 1
ke22 = 2 2
ke1 = 3 1 - 0,001245
ke21 = 2 2
ke22 = 2 2
ke1 = 2 2 - 0,001290
ke21 = 1 1
ke22 = 3 3
Fuzzy TS-GOBF 2 2 5 2, 0152.10−3
Funções int.
4 2 4 1, 6827.10−4
6 2 4 1, 7949.10−4
3 3 5 1, 8259.10−3
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