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Abstract
This paper takes the so-called probabilistic approach to the Strong Renewal Theorem (SRT)
for multivariate distributions in the domain of attraction of a stable law. A version of the SRT
is obtained that allows any kind of lattice-nonlattice composition of a distribution. A general
bound is derived to control the so-called “small-n contribution”, which arises from random
walk paths that have a relatively small number of steps but make large cumulative moves.
The asymptotic negligibility of the small-n contribution is essential to the SRT. Applications of
the SRT are given, including some that provide a unified treatment to known results but with
substantially weaker assumptions.
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1 Introduction
For a probability distribution F on Rd, the Strong Renewal Theorem (SRT) is said to hold if
|x|d
A(|x|)U(x+ E)→ g(x/|x|)u(E) (1.1)
uniformly in a certain sense as |x| → ∞, where U = ∑∞n=1 F ∗n is the renewal measure with F ∗n
the n-fold convolution of F , A(·) > 0 is a function on (0,∞), E is some “nice” set, x+ E denotes
{x + y : y ∈ E}, g(·) 6≡ 0 is a function on {ω ∈ Rd : |ω| = 1}, and finally, u is a nonzero σ-finite
measure on Rd; see Theorem 2.3 for precise explanation. The definition extends the one in [37]
that only considers F on Zd. In [37], x stays in Zd and E = {0}. However, in general, x can take
any value in Rd and E has to depend on the lattice-nonlattice composition of F .
There are two main approaches to the SRT. One is based on Fourier analysis of the renewal
measure [8, 14, 15, 17, 35, 37]. The other is the so-called probabilistic approach [3, 5, 6, 10, 11, 31,
36, 37]. It is based on the realization that the two partial sums that comprise the renewal measure,∑
n≥A(δ|x|)
F ∗n(x+ E) and
∑
n<A(δ|x|)
F ∗n(x+ E) (1.2)
with δ > 0 an arbitrary fixed number, are essentially different and hence should be tackled in differ-
ent ways. The partial sums in (1.2) will be referred to as the “big-n” and “small-n” contributions,
respectively. In general, the big-n contribution can be dealt with using Local Limit Theorems
(LLTs), essentially yielding the limit (1.1) provided it exists [6, 14, 17, 31, 37]. In contrast, without
additional conditions, the small-n contribution often fails to converge, hence ruling out the exis-
tence of the limit [17, 36, 37]. Recently, to control the small-n contribution when d = 1, integral
criteria were proposed [5, 6]. This paper extends the idea in [5, 6] to the multivariate case. As in
previous works, it investigates the SRT for F in the domain of attraction without centering of a
nondegenerate stable law. By definition, there are an ∈ R such that F ∗n(andx) weakly converges
to an α-stable law not concentrated in any linear manifold of dimension d − 1. Denote this by
1
F ∈ D0(α). To establish the SRT for F , the small-n contribution is approached by analyzing
various subsets of random walk paths, in particular components of the paths at different scales.
In addition to being quite easily applicable, the resulting SRT gives a unified treatment to many
known results, sometimes with substantially weaker assumptions.
It should be remarked that for d > 1, a more general type of stability can be defined, namely
operator-stability (cf. [30]). Characterizations of domain of attraction for operator-stability as
well as the corresponding LLTs are known (cf. [9, 20–22, 27]). Since operator-stability has found
applications, e.g., in the study on the ladder height and ladder epoch of random walks in R [12, 19],
it is of interest to consider the related SRT. This topic is beyond the scope of the paper.
During the revision of the paper, sufficient and necessary conditions for the SRT in the univari-
ate case were announced [4]. The key to the new result is a new local large deviation bound for
F ∗n. An extension to the multivariate case will be interesting in future work.
Section 2 presents the main result of the paper, which is a multivariate SRT in Theorem 2.3.
The SRT is preceded by a result on the lattice-nonlattice composition of a distribution, which is an
issue unique to the multivariate case and has to addressed in order to formulate the SRT properly.
Applications of the SRT are also presented in the section. The proof of Theorem 2.3 is outlined
in Section 3. It is shown in this section that the theorem is a consequence of Theorems 3.1 and
3.2 that deal with the big-n and small-n contributions, respectively. As a preparation for their
proofs, Section 4 derives bounds for the Le´vy concentration and local large deviation of F ∗n. Then
Theorems 3.1 and 3.2 are proved in Sections 5–6, respectively. Section 7 collects proofs of minor
results on the SRT. The lattice-nonlattice composition is proved in Appendix A.
The rest of this section fixes notation. For a, b ∈ R, denote a∨ b = max(a, b), a∧ b = min(a, b),
and a+ = a ∨ 0. For x ∈ Rd, denote by |x| its Euclidean norm and ‖x‖ = maxi |ti| its sup-norm,
where ti are the coordinates of x. Denote Bd = {x ∈ Rd : |x| ≤ 1}, Sd−1 = {x ∈ Rd : |x| = 1},
and Id = [0, 1)
d. For Λ ⊂ R and D, E ⊂ Rd, denote aD = {ay : y ∈ D}, Λx = {λx : λ ∈ Λ},
x+D = {x+ y : y ∈ D}, and D+E = {y+ z : y ∈ D, z ∈ E}. Denote M ∈ Λm×d if M is an m× d
matrix of elements in Λ, andMD = {My : y ∈ D}. Denote by diag(a1, . . . , an) the diagonal matrix
with the i-th diagonal element being ai, and Idn the n× n identity matrix. For a linear subspace
V of Rd, denote by πV the projection onto V . If f ∈ L1(Rd), denote f̂(t) =
∫
ei〈t,x〉f(x) dx.
For functions f and g, f(x) = O(g(x)), f(x)≪ g(x), and g(x)≫ f(x) all mean |f(x)| ≤ C|g(x)|
for some constant C > 0, and f(x) ≍ g(x) means g(x) ≪ f(x) ≪ g(x). If C depends on param-
eters a1, . . . , ak, when it is necessary to emphasize the dependence, denote f(x) = Oa1,...,ak(g(x)),
f(x)≪a1,...,an g(x), or g(x)≫a1,...,an f(x). By f(x) = oa1,...,ak(g(x)) as x→∞ it means there is a
function M(ǫ) =M(ǫ; a1, . . . , ak), such that |f(x)| ≤ ǫ|g(x)| for all x ≥M(ǫ).
2 Main results
2.1 Lattice-nonlattice composition of distribution
It is well known that the SRT, in particular, the big-n contribution involved, has to be handled
differently for lattice distributions and nonlattice ones [1, 18, 28, 32, 33]. Recall that if a distribution
is concentrated on a+ Γ for some a ∈ Rd and lattice Γ ⊂ Rd, then the distribution as well as any
random variable following it is said to be lattice. By definition, Γ is an additive subgroup of Rd
with no cluster points. For d > 1, a complication is that a distribution may be jointly lattice and
nonlattice, so it is necessary to first know its lattice-nonlattice composition in order to establish
the SRT. The lattice-nonlattice composition of a nondegenerate distribution is characterized by
the next result that will be proved in Appendix A. Recall that two integers are coprime if their
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greatest common divisor is 1, and a1, . . . , an ∈ R are rationally independent if for m1, . . . ,mn ∈ Z,∑
miai ∈ Z⇐⇒ all mi = 0 ([25], p. 51).
Proposition 2.1. Let X be a nondegenerate random variable in Rd. Denote by ϕX(u) = E[e
i〈u,X〉]
its characteristic function. Then there exist a linear subspace V ⊂ Rd, a nonsingular matrix
T ∈ Rd×d, and integers 0 ≤ ν ≤ r ≤ d and q ≥ 1 with the following properties.
(1) πV (X) is lattice, and |ϕX(2πv)| < 1 for v ∈ Rd \ V .
(2) |ϕTX(2πu)| = 1⇐⇒ u ∈ Zr × {0}, where 0 is the zero vector in Zd−r.
(3) Let TX = (Y,Z) with Y ∈ Rr and Z ∈ Rd−r. Then P{Y ∈ β + Zr} = 1 for β =
(0, . . . , 0, βν , . . . , βr), where βν = p/q ∈ Q with 0 ≤ p < q being coprime and βν+1, . . . , βr ∈
(0, 1) \Q are rationally independent.
Furthermore, V , r, ν, and q with above properties are unique, and r = dim(V ).
Remark.
(1) In the decomposition, βν = 0⇐⇒ p = 0 and q = 1.
(2) It was claimed in [33] that according to p. 64–75 of [31], X can always be linearly transformed
into a nondegenerate ξ ∈ Rd, such that for some β ∈ Rr, ϕξ(2πu) = exp[2πi〈β, v〉] if u = (v, 0) ∈
Zr × {0} and |ϕξ(2πu)| < 1 otherwise. However, X is assumed to be Zd-valued in [31], so it is
unclear how the claim was obtained. Moreover, the SRT requires detailed information about β, so
the claimed transformation is insufficient.
Denote
l0 = (0, . . . , 0, βν), w0 = (βν+1, . . . , βr). (2.1)
By Proposition 2.1, if Y is partitioned as (L,W ) ∈ Rν × Rr−ν so that
TX = (Y,Z) = (L,W,Z), (2.2)
then (L,W ) and Z are the lattice and nonlattice components of X, respectively. Meanwhile, L
and (W,Z) are the arithmetic and nonarithmetic components, respectively. The dimensions of the
components are unique, and the number q ∈ N such that DL is Zν-valued is unique, where
D = diag(1, . . . , 1, q) ∈ Zν×ν . (2.3)
However, Proposition 2.1 does not say βν , . . . , βr are unique.
The SRT for an aperiodic random walk is studied in [37]. A random variable ξ ∈ Zν is said to
be aperiodic if for any nonrandom t ∈ Rν , P{〈t, ξ〉 ∈ Z} = 1⇐⇒ t ∈ Zν, and is said to be strongly
aperiodic if for any nonrandom t ∈ Rν and c ∈ R, P{〈t, ξ〉 ∈ c + Z} = 1 ⇐⇒ t ∈ Zν and c ∈ Z
(cf. [31], T7.1, P7.8). The following result will be proved in Appendix A. Recall that a matrix
K ∈ Zν×ν has an inverse in Zν×ν ⇐⇒ |detK| = 1, in which case K−1 is detK times the adjugate
of K.
Proposition 2.2.
(1) Let ξ ∈ Zν be nondegenerate. Then ξ is aperiodic ⇐⇒ there are K ∈ Zν×ν with |detK| = 1
and coprime integers 0 ≤ p < q, such that ξ = K−1(Dζ + peν), where ζ is strongly aperiodic, D is
defined in (2.3), and eν = (0, . . . , 0, 1) is the ν-th standard base vector of Z
ν.
(2) For the L and D in (2.2)–(2.3), L− βνeν is strongly aperiodic and DL is aperiodic.
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2.2 A sufficient condition for the SRT
The lattice-nonlattice composition in Proposition 2.1 allows the SRT to be formulated properly.
The next SRT is the main result. It also implies certain property of the limiting law involved.
Recall that a nondegenerate stable law has an infinitely differentiable density with all derivatives
vanishing at ∞ ([29], Example 28.2).
Theorem 2.3 (SRT). Let F ∈ D0(α) be a distribution on Rd with 0 < α ∨ 1 < d. Let ψ be the
density of the limiting stable law of F ∗n(andx), where an > 0 is a sequence of norming constants.
Let A(s) be any function regularly varying at ∞ such that A(an)/n→ 1 as n→∞. Define
̺s(ω) = αq
−1
∫ 1/s
0
ψ(uω)ud−α−1 du, ω ∈ Sd−1, s > 0. (2.4)
Let T ∈ Rd×d be nonsingular such that TX = (L,W,Z) as in (2.2). Fixing Υ ∈ Zν×ν with
|detΥ| = 1, define
∆h = (D
−1ΥIν)× (hId−ν), h > 0, (2.5)
where D is given in (2.3). Define
K(t, a, η, h) =
∫
|z|<η|t|
F (t− z + hId)e−|z|/a dz (2.6)
for t ∈ Rd, a > 0, r > 0, and h > 0. Define
κ = ⌊d/α⌋ . (2.7)
Then, if there are θ ∈ (0, 1/κ) and η > 0 such that
lim
δ→0
lim
s→∞
sd
A(s)
∑
n≤A(δs)
na−dn sup
|t|>θs
K(t, an, η, h) = 0, (2.8)
then the following convergence holds
lim
s→∞ supω∈Sd−1
∣∣∣∣ sdA(s)U(sω + T−1∆h)− hd−ν̺0(ω)|detT |
∣∣∣∣ = 0 (2.9)
and moreover,
lim
δ→0
sup
ω∈Sd−1
|̺0(ω)− ̺δ(ω)| = 0. (2.10)
Remark. Eq. (2.9) makes clear what the uniform convergence in (1.1) means and will be referred
to as the SRT. For α = 2, since ψ is a normal density, the uniform convergence in (2.10) holds
without assuming (2.8). However, for α ∈ (0, 2) and d > 1, it may fail to hold. Indeed, following
upon Example 5-B of [37], given 1 ≤ k < d, if ψ is the density of (ξ1, . . . , ξd), where ξi ∈ R are i.i.d.
symmetric α-stable with α ≤ (d − k)/(k + 1) and density g, then for any ω ∈ Sd−1 with at most
k nonzero coordinates, ψ(sω)sd−α−1 = g(ω1s) · · · g(ωds)sd−α−1 ≫ sd−(k+1)(1+α) ≫ s−1 as s → ∞,
giving ρ0(ω) =∞.
The condition (2.8) is often easy to check. From Theorem 2.3, the following SRT follows. When
F is concentrated on Zd, the same result was established in [37] but with a very different argument.
Unlike [37], the proof given in Section 7 applies to F with any lattice-nonlattice composition.
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Theorem 2.4. If 1 ≤ d/2 < α ∈ (0, 2) (so d = 2 or 3), then the SRT (2.9) holds for any F ∈ D0(α)
and (2.10) holds for any nondegenerate α-stable law on Rd.
The above result does not cover α = 2. For this case, the next result provides weaker conditions
than [31], P26.1, and [35].
Proposition 2.5. Let F ∈ D0(2) and X ∼ F . Denote qX(s) = P{|X| > s}. Then the SRT (2.9)
holds for F in each of the following cases.
(1) d = 3.
(2) d = 4 and
qX(s)
∫ s
1
u−5A(u)2 du = o(A(s)/s4), s→∞.
(3) d ≥ 5 and qX(s) = o(s2−d).
For d = 3, the SRT for X ∼ F ∈ D0(2) is established in [31], P26.1, under the condition
σ2 = E|X|2 <∞. For d = 4, the SRT is established in [35] under the condition E|X|2(ln |X|)+ <∞,
which implies σ2 <∞. However, if σ2 <∞, then by the Central Limit Theorem, A(s)/s2 ≍ 1 and
the display in (2) reads qX(s) = o(1/(s
2 ln s)), which is a weaker condition. In Example 2.6 below,
it is shown that even σ2 < ∞ is not necessary. Finally, for d ≥ 5, the SRT is established in [35]
under the condition E|X|d−2 <∞. Clearly, the condition in (3) is weaker. In Example 2.8, it will
be seen that the condition and even σ2 <∞ is not necessary.
Example 2.6. Let X ∈ R4 be spherically symmetric with qX(s) ≍ 1/(s2 ln s). Put VX(s) =
E[|X|21{|X| ≤ s}]. By VX(s) ≍
∫ s
1 uqX(u) du ≍
∫ s
1 (u ln u)
−1 du ≍ ln ln s, E|X|2 = ∞. On the
other hand, since A(s) ∼ s2/VX(s) ≍ s2/ ln ln s, then qX(s) = o(1/A(s)) and so X ∈ D0(2) (cf.
(3.3) and [28], Th. 4.1). Meanwhile,
∫ s
1 u
−5A(u)2 du ≍ ln s/(ln ln s)2. As a result, the condition in
Proposition 2.5(2) is satisfied and the SRT holds.
Next consider a multivariate version of a result in [5, 6]. Define
φ(x) = |x|dF (x+ hId)A(|x|).
The classical condition supφ <∞ for d = 1 played a critical role in several works [10, 36, 37].
Theorem 2.7. Let α ∈ (0, 2] ∩ (0, d/2). Suppose there are T ≥ 0 and η > 0 such that
sup
ω
∫
|z|<ηs
[φ(sω − z)− T ]+ dz = o(A(s)2), s→∞, (2.11)
then for any θ > 0 and δ > 0,∑
n≤A(δs)
na−dn sup
|t|≥θs
K(t, an, η, h) = [o(1) + δ
2α]
A(s)
sd
, s→∞ (2.12)
and consequently the SRT (2.9) holds for F and (2.10) for the limiting stable law of F ∗n(andx).
Example 2.8. As an application of Theorem 2.7, it can be shown that for d ≥ 5, the condition
in Proposition 2.5(3), i.e., qX(s) = o(s
2−d), is not necessary for the SRT. Indeed even E|X|2 <∞
is not necessary. Let X have density f(x) = c(1 + |x|)−d−2, where c > 0 is a constant. Put
VX(s) = E[|X|21{|X| ≤ s}]. Then VX(s) =
∫
|x|≤s |x|2f(x) dx ≍ ln s as s → ∞, so E|X|2 = ∞.
However, by s2qX(s) = s
2
∫
|x|≥s f(x) dx = O(1), the law of X is in D0(2) ([28], Th. 4.1). Moreover,
since A(s) ∼ s2/VX(s) (cf. (3.3)), φ(x) ≍h |x|df(x)A(|x|) is bounded. Then by Theorem 2.7, the
SRT holds.
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Example 2.9. Let ξ ∈ R be symmetric α-stable with α ∈ (0, 2) and X = (X1, . . . ,Xd) with Xi
i.i.d. ∼ ξ. From the remark for Theorem 2.3, if α ≤ (d − 1)/2, then ̺0(ei) = ∞. Therefore, both
(2.9) and (2.10) fail to hold. The goal here is to show that if α > (d− 1)/2 (so d ≤ 4), then both
hold. Fix θ > 0 and 0 < η < 1/(10d). Given t = (t1, . . . , td), put x = ti, where |ti| = max |tj |.
Then |x| ≥ |t|/d and so
K(t, a, η, h) =
∫
|z|<η|t|
d∏
j=1
P{Xi ∈ tj − zj + hI1}e−|z|/a dz
≤
∫
|zi|<ηd|x|
d∏
j=1
P{Xi ∈ ti − zi + hI1}e−|zi|/a dz
= hd−1
∫
|u|<ηd|x|
P{ξ ∈ x− u+ hI1}e−|u|/a du (2.13)
For x ∈ R, P{ξ ∈ x + hI1} ≪h |x|−α−1. On the other hand, for |t| ≫ 1, if |x| ≥ |t|/d and
|u| ≤ ηd|x| < |x|/10, then |x− u| ≍ |t|. Then
K(t, a, η, h) ≪h |t|−α−1
∫ ∞
−∞
e−|u|/adu≪ a|t|−α−1.
Since an ∼ n1/α and A(t) ∼ tα,∑
n≤A(δs)
na−dn sup
|t|>θs
K(t, an, η, h)≪h s−α−1
∑
n≤A(δs)
n1−(d−1)/α ≪ δ2α−d+1A(s)/sd.
Then by Theorem 2.3, the SRT holds for X.
As seen earlier, for a strictly α-stable distribution G on Rd with α ∈ (0, 2), the uniform con-
vergence of ̺δ to ̺0 may fail to hold if d > 1, where ̺δ is defined in (2.4). As an application of
Theorem 2.3, a sufficient condition for the uniform convergence will be provided next. Let ψ be
the density of G. By Theorem 14.10 in [29],
ψ̂(t) = exp[−CEfα(〈ξ, t〉) + i〈τ, t〉1{α = 1}], t ∈ Rd,
where C > 0 and τ ∈ Rd are constants, ξ ∈ Sd−1 with Eξ = 0 if α = 1, and for θ ∈ R,
fα(θ) = |θ|α[1 − i tan(πα/2)sgn(θ)1{α 6= 1} + i(2/π)sgn(θ) ln |θ|1{α = 1}]. Conversely, for any
C > 0, τ ∈ Rd, and ξ on Sd−1, provided Eξ = 0 if α = 1, the RHS is the characteristic function of
a nonconstant strictly stable distribution.
Proposition 2.10. If ξ has a bounded density with respect to the spherical measure on Sd−1, then
(2.10) holds for G, i.e., sup |̺δ − ̺0| → 0 as δ → 0.
Finally, it is of interest to infer properties of an ID distribution from its Le´vy measure (cf. [1],
8.2.7; [16], XVII.4; [13]). This is the motivation of the following result.
Proposition 2.11. Let α ∈ (0, 2) and F ∈ D0(α) be ID with Le´vy measure ν. Define Aν(s) =
1/ν(Rd \ sBd) and φν(x) = |x|dν(x + hId)Aν(|x|). If condition (2.11) is satisfied with φ and A
replaced with φν and Aν , respectively, then the SRT holds for F .
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3 Outline of proof
3.1 Preliminaries
Several facts about distributions in the domain of attraction will be needed. For random variable
X in Rd, for s > 0 and u ∈ Rd, denote
qX(s) = P{|X| > s}, cX(s) = E[X1{|X| ≤ s}],
mX(s, u) = E[〈u,X〉21{|X| ≤ s}], VX(s) = E[|X|21{|X| ≤ s}].
For x1, x2, . . . ∈ Rd, denote S0(x) = 0 and Sn(x) = Sn−1(x) + xn, n ≥ 1. For 0 < α ≤ 2, denote
F ∈ D(α) if there are an ∈ R and bn ∈ Rd, such that for X1,X2, . . . i.i.d. ∼ F , Sn(X)/an − bn
weakly converges to an α-stable law that is nondegenerate ([29], Def. 24.16). See [28], Th. 4.1–4.2,
for necessary and sufficient conditions for F ∈ D(α). In particular, if X ∼ F ∈ D(α), then
VX ∈ R2−α, (3.1)
where Rθ denotes the class of functions that are regularly varying at ∞ with exponent θ, and
qX(s) = [2/α − 1 + o(1)]VX (s)/s2, as s→∞. (3.2)
Let A be any function such that
A(s) ∼ s2/VX(s) as s→∞. (3.3)
Then for any sequence an such that A(an)/n→ 1 as n→∞,
Sn(X)/an − bn D→ µ for suitable bn, (3.4)
where µ is the aforementioned stable law. Define a0 = 1. By definition, F ∈ D0(α) if (3.4) holds
with bn = 0, in which case µ is strictly stable ([2], §9.8). For F ∈ D(α),
F ∈ D0(α)⇐⇒ (n/an)cX(an) converges as n→∞. (3.5)
Proofs of the above facts are readily available for the univariate case ([1]) but not so for the
multivariate case. For convenience, their proofs are given in the Appendix B.
3.2 Components of proof
As noted in Section 1, the probabilistic approach to the SRT deals with the big-n and small-n
contributions (1.2) in different ways. Theorem 2.3 is a consequence of the following results.
Theorem 3.1 (Big-n contribution). Let F ∈ D0(α), A, ψ, and ̺s be as in Theorem 2.3. Let
X ∼ F and T ∈ Rd×d be nonsingular such that TX = (L,W,Z) as in (2.2). Give δ > 0 and h > 0,
define ∆h as in (2.5) and
rδ,h(sω) =
sd
A(s)
∑
n≥A(δs)
F ∗n(sω + T−1∆h).
Then as s→∞,
sup
ω∈Sd−1
∣∣∣∣rδ,h(sω)− hd−ν̺δ(ω)|detT |
∣∣∣∣ = oδ,h(1). (3.6)
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Theorem 3.2 (Small-n contribution). Let F ∈ D0(α) and A be as in Theorem 2.3. Define κ as in
(2.7). Then given 0 < θ < 1/κ, η > 0, and ǫ > 0, for 0 < δ ≪θ,η,ǫ 1, s≫θ,η,ǫ,δ,h 1, and n ≤ A(δs),
sup
ω∈Sd−1
F ∗n(sω + hId)≪h na−dn sup
|t|>θs
K(t, an, η, h) + ǫn(s) (3.7)
with ǫn(s) > 0 satisfying ∑
n≤A(δs)
sup
r≥s
ǫn(r)≪ ǫA(s)/sd. (3.8)
In particular, ∑
n≤A(δs)
sup
|x|≥s
F ∗n(x+ hId)≪h
∑
n≤A(δs)
na−dn sup
|t|>θs
K(t, an, η, h) + ǫA(s)/s
d.
It is clear that the big-n contribution rδ,h(sω) depends on the the lattice-nonlattice composition
of X. In contrast, in dealing with the small-n contribution, the lattice-nonlattice composition is
unimportant. Once the two theorems are proved, Theorem 2.3 immediately follows from the next
result, which itself has some application; see Example 3.4.
Proposition 3.3. Let F ∈ D0(α), A, ψ, and ̺s be as in Theorem 2.3. Then, if the small-n
contribution is asymptotically negligible, i.e,
lim
δ→0
lim
s→∞ supω∈Sd−1
sd
A(s)
∑
n≤A(δs)
F ∗n(sω + hId) = 0, (3.9)
then (2.9) and (2.10) hold. Conversely, if (2.9) and (2.10) hold, then (3.9) holds.
Remark.
(1) If X ∈ Zd is aperiodic, then Theorem 3.1 is implied by [37], Eq. (3.6). When X is not
strongly aperiodic, the proof in [37] relies on approximating X by a strongly aperiodic one; also see
[31], P26.1. However, by Proposition 2.2, for some L and D as in (2.2)–(2.3) and some Υ ∈ Zd×d
with detΥ = ±1, TX = L with T = D−1Υ. Letting ∆d = D−1ΥId, U(x + Id) = U(x + T−1∆d).
Then, without approximation, Theorem 3.1 leads to Eq. (3.6) in [37].
(2) In [37], for aperiodic X, it is shown that (3.9) combined with (2.10) implies (2.9). However,
by Proposition 3.3, (3.9) implies both (2.9) and (2.10).
(3) Proposition 3.3 is weaker than Proposition A of [6] which essentially states that for d = 1,
|x|U(x +∆h)/A(|x|) converges as x→ ±∞ ⇐⇒ (3.9) holds, and if either happens the limit must
be h̺0. However, the argument for that result does not apply to d > 1.
Proof of Proposition 3.3. Since ψ is bounded and d > α, supω ̺s(ω) < ∞ for each s > 0 and
̺s(ω) ↑ ̺0(ω) as s ↓ 0. Clearly, rδ,h(sω) ≥ 0 is decreasing in δ. By (3.6), for s≫ 1, supω r1,h(sω) <
∞. Then from r0,h(sω) − r1,h(sω) = (sd/A(s))
∑
n<A(s) F
∗n(sω + ∆h) ≤ sd, it follows that
supω r0,h(sω) <∞. Therefore, the differences in (2.9) and (2.10) are well-defined.
Suppose (3.9) holds. It is easy to see that (3.9) still holds if hId is replaced with any bounded
set, in particular ∆h. Then given ǫ > 0, there is η > 0, such that for any 0 < δ ≤ η and s ≫η 1,
0 ≤ supω |r0,h(sω) − rδ,h(sω)| ≤ supω |r0,h(sω) − rη,h(sω)| ≤ hd−νǫ. By Theorem 3.1, for s ≫δ 1,
supω |rδ,h(sω) − hd−ν̺δ(ω)| ≤ hd−νǫ. Combining the inequalities, supω |r0,h(sω) − hd−ν̺δ(ω)| ≤
2hd−νǫ. As the inequality holds for η and δ, supω |̺δ(ω)− ̺η(ω)| ≤ 4ǫ. Letting δ → 0 yields (2.10)
and then (2.9) follows easily. Conversely, if (2.9) and (2.10) hold, then by Theorem 3.1, given
ǫ > 0, there is δ > 0 such that lims→∞ supω |r0,h(sω)− rδ,h(sω)| < ǫ, so (3.9) holds if hId therein is
replaced with ∆h. Since hId can be covered by a finite number of z +∆h, then (3.9) follows.
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As an application of Proposition 3.3, consider a classical example on multivariate SRT given in
[37]. The following formulas will be used in Example 3.4 and in the proofs in Section 7. First, it
can and will always be assumed without loss of generality that A is strictly increasing and
A(0) = 0, A′(s) ≍ A(s)/s for s > 0. (3.10)
Then given β, for s≫ 1, by change of variable and A′(s) ≍ A(s)/s,
A˜β(s) :=
∑
n≤A(s)
na−βn ≪
∫ A(s)
1
udu
(A−1(u))β
≪
∫ s
a1
A(u)2 du
uβ+1
≪
{
A(s)2s−β if α > β/2
O(1) if α < β/2.
(3.11)
Example 3.4. Consider the following modified version of Example 5-A in [37]. Let d > 1. Let
ξ ∈ Z \ {0}, such that for k ∈ N,
P{ξ = k} = P{ξ = −k} =
{
ck−1−d/2 ln k if k 6∈ {2n : n ≥ 1}
ck−d/2/bk otherwise
where c > 0 is the normalizing constant and bk ≫ 1. LetX = (X1, . . . ,Xd), withXi i.i.d. ∼ ξ. Then
X ∈ D0(α) with α = d/2. The limiting stable density is ψ(u) = g(u1) · · · g(ud), with g the univariate
symmetric α-stable density. Then for any ω ∈ Sd−1, since it has at least one coordinate with
absolute value ≥ 1/d, ψ(sω) ≪ sup1/d≤a≤1 g(as) ≪ s−α−1, giving ψ(sω)sd−α−1 ≪ sd−2α−2 = s−2
for s≫ 1. As a result, (2.10) holds.
On the other hand, by [37], if d = 2, 3 and bk ≪ 1 + ln k, then the SRT fails to hold for X. It
will be shown next that if d = 2, 3, then the SRT (2.9) holds ⇐⇒ ln k = o(bk) as k → ∞, and if
d = 4, then the SRT (2.9) holds ⇐⇒ (ln k)2 = o(bk).
Without loss of generality, let h = 1, so hI1 = [0, 1). Let b(z) be a function such that b(z) ≡ bk
in each [k, k + 1). First, let d = 2 or 3. It suffices to show that if ln k = o(bk), then the SRT (2.9)
holds. By [37], X ∼ −X ∈ D0(α) with α = d/2 ∈ (0, 2). Since α ∈ (0, 2), from
P{ξ > s} ≤ qX(s) = P{|X| > s} ≤ dP{|ξ| > s/
√
d} ≍ P{ξ > s} ≍ s−d/2 ln s, s≫ 1,
it follows that A(s) ∼ 1/qX(s) ∼ Csd/2/ ln s for some constant C > 0.
Fix θ > 0 and 0 < η < 1/(10d). Then the bound (2.13) still holds, i.e., for t = (t1, . . . , td),
letting x = ti with |ti| = max |tj|,
K(t, a, η, h) ≤
∫
|u|<ηd|x|
P{ξ ∈ x− u+ I1}e−|u|/a du.
For each u with |u| < ηd|x|, x− u+ I1 has exactly one k ∈ Z. For |t| ≫ 1, |k| ≍ |x− u| ≍ |x| ≍ |t|.
If k 6∈ {±2n : n ≥ 1}, then P{ξ ∈ x− u+ I1} = c|k|−1−d/2 ln |k| ≍ |t|−1−d/2 ln |t| = qX(|t|)/|t|, and
likewise, if k ∈ {±2n : n ≥ 1}, then P{ξ ∈ x− u+ I1} ≍ |t|−d/2/b(t)≪ qX(|t|)/(b(|t|) ln |t|). It can
be seen that the set of u ∈ (−ηd|x|, ηd|x|) with x − u + I1 containing one k ∈ {±2n : n ≥ 1} is a
single interval of length at most 1. Then
K(t, a, η, h) ≪ qX(|t|)|t|
∫
e−|u|/a du+
qX(|t|)
b(|t|) ln |t| ≪
aqX(|t|)
|t| +
qX(|t|)
b(|t|) ln |t| .
Since qX(s)/(ln s)
2 ≍ A(s)/sd, if ln s = o(b(s)) as s→∞, then for s≫ 1,∑
n≤A(δs)
na−dn sup
|t|>θs
K(t, an, η, h)≪ A˜d−1(δs)
sA(s)
+ o(A(s)/sd)A˜d(δs). (3.12)
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Given δ > 0, for s≫δ 1, by (3.11) A˜d−1(δs)≪ A(δs)2/(δs)d−1 ≪ δs/(ln s)2, while
A˜d(δs)≪
∫ δs
a1
A(u)2 du
ud+1
≪
∫ 2
a1
A(u)2 du
ud+1
+
∫ ∞
2
du
u(lnu)2
<∞.
Then the LHS in (3.12) is O(δ(ln s)−2/A(s)) + o(A(s)/sd) = O(δA(s)/sd). Since δ is arbitrary,
then by Theorem 2.3, the SRT holds.
Next let d = 4. Then E|X|2 =∞. However, as s→∞, s2qX(s) ≍ ln s,
VX(s) =
∫ s
0
u2P{|X| ∈ du} = 2
∫ s
0
u[qX(u)− qX(s)] du ≍ (ln s)2,
and for t = (t1, . . . , t4),
mX(s, t) =
4∑
i=1
t2iE[X
2
i 1{|X| ≤ s}] +
∑
i 6=j
titjE[XiXj1{|X| ≤ s} = |t|2VX(s)/d.
Then by Theorem 4.1 of [28], X ∼ −X ∈ D0(2) and A(s) ∼ Cs2/(ln s)2 as s → ∞ for some
constant C > 0. The bound on K just above (3.12) still holds. Then∑
n≤A(δs)
na−4n sup
|t|>θs
K(t, an, η, h)≪ qX(s)A˜3(δs)
s
+
qX(s)A˜4(δs)
b(s) ln s
. (3.13)
Given δ > 0, for s ≫δ 1, as A(s) = s2/(ln s)2, by similar calculation as in the case d = 2 or 3,
A˜3(δs)≪ δs/(ln s)4 and A˜4(δs) = O(1). Then the LHS of (3.13) is s−4A(s)O(δ/ ln s+(ln s)2/b(s)).
Thus, if (ln s)2 = o(b(s)), then (2.9) holds. Conversely, if b(s)/(ln s)2 6→ ∞, then by similar
argument as in [37], (3.9) cannot hold. Since (2.10) holds, by Proposition 3.3, the SRT (2.9)
cannot hold.
4 Basic bounds
4.1 Le´vy concentration function
For a random variable X ∈ Rd, define
QX(h) = sup
x∈Rd
P{X ∈ x+ hId}, h ≥ 0.
The function is a special case of Le´vy concentration function of multivariate random variables,
which has been studied before ([24, 38]). The purpose here is to show the following result.
Lemma 4.1. There is an absolute constant cd > 0, such that
QX(h) ≤ cd[(1/a) ∨ h]d
∫
‖t‖≤a
|ϕX(t)|dt, a > 0.
Proof. The argument follows the one on p. 22–26 of [26]. Let f be a probability density on Rd such
that f(x) = f(−x) and f̂ ∈ L1. For y ∈ Rd and a > 0, by applying Fourier inversion formula to
the density of X + a−1Y , where Y has density f and is independent of X,∫
f(ax)P{X ∈ y + dx} = 1
(2πa)d
∫
ei〈t,y〉f̂(t/a)ϕX (t) dt ≤ 1
(2πa)d
∫
|f̂(t/a)ϕX (t)|dt.
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On the other hand,∫
f(ax)P{X ∈ y + dx} ≥
∫
‖x‖≤h/2
f(ax)P{X ∈ y + dx}
≥ inf
‖x‖≤ah/2
f(x) · P{X ∈ y + [−h/2, h/2]d}.
As a result,
QX(h) ≤ (2πa)−d sup
‖x‖≤ah/2
1
f(x)
∫
|f̂(t/a)ϕX(t)|dt. (4.1)
Now for x = (x1, . . . , xd), let f(x) =
∏
f0(xi), where f0(y) = 3/(8π)[sin(y/4)/(y/4)]
4 for y ∈ R\{0}
and f0(0) = 3/(8π). Then for t = (t1, . . . , td), f̂(t) =
∏
f̂0(ti), where
f̂0(ti) =

0 if |ti| ≥ 1,
2(1− |ti|)3 if |ti| ∈ [1/2, 1]
1− 6t2i + 6|ti|3 if |ti| ≤ 1/2.
See p. 25 [26]. Let cd = (2π)
−d sup‖x‖≤1/2 1/f(x). Then by (4.1), for a ≤ 1/h,
QX(h) ≤ cd(1/a)d
∫
‖t‖≤a
|ϕX(t)|dt.
On the other hand, for a ≥ 1/h
cdh
d
∫
‖t‖≤a
|ϕX (t)|dt ≥ cdhd
∫
‖t‖≤1/h
|ϕX(t)|dt ≥ QX(h),
where the second inequality follows from the previous display. Combining the two displays then
finishes the proof.
4.2 Local large deviation
The following bounds will be used in the proof of Theorem 3.2.
Proposition 4.2. Let F ∈ D0(α) and X,X1,X2, . . . be i.i.d. ∼ F . Put M0 = 0 and for n ≥ 1, put
Mn = max{|X1|, . . . , |Xn|}. Then there are s0 > 0, C > 0 both only depending on {F,A}, such
that for all x ∈ Rd, s ≥ s0, h > 0, and n ≥ 0,
P{Sn(X) ∈ x+ hId, Mn ≤ s} ≪h (s−d + a−dn )e−|x|/s+Cn/A(s).
The bound is a multivariate generalization of the local large deviation bounds in [5, 7, 10].
Letting s = ∞, the bound yields QSn(X)(h) ≪h a−dn , which can also be derived from the LLT of
Stone (cf. Proposition 5.1). The case n = 0 is included in Proposition 4.2 only for convenience,
which follows by noting P{S0(X) ∈ x + hId} = 1{−x ∈ hId} ≤ 1{|x| ≤ h
√
d}. Let n ≥ 1
henceforth. The proof is based on several lemmas which will be shown later.
Lemma 4.3. There is s0 > 0 such that
inf
ω∈Sd−1
E[〈ω,X1 −X2〉21{|X1| ∨ |X2| ≤ s0/(2
√
d)}] > 0.
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Fix s0 > 0 as in Lemma 4.3. Then for ω ∈ Sd−1 and s ≥ s0,
Z(s, ω) := E[e〈ω,X〉/s1{|X| ≤ s}] ∈ (0, e).
Define the following probability measure concentrated in sBd,
Gs,ω(dx) = Z(s, ω)
−1e〈ω,x〉/s1{|x| ≤ s}F (dx).
Let x = rv, where r = |x| and v ∈ Sd−1. Let Y, Y1, Y2, . . . be i.i.d. ∼ Gs,v. Then
P{Sn(X) ∈ x+ hId, Mn ≤ s} = [Z(s, v)]nE[e−〈v,Sn(Y )〉/s1{Sn(Y ) ∈ x+ hId}].
The function Z(s, v) on the RHS has the following property.
Lemma 4.4. [lnZ(s, ω)]+ ≪ 1/A(s) for s ≥ s0 and ω ∈ Sd−1.
Thus, there is a constant C = C(F,A) > 0 such that Z(s, ω) ≤ eC/A(s) for s ≥ s0 and ω ∈ Sd−1.
On the other hand, since 〈v, y〉 − 〈v, x〉 ≥ −|y − x| ≥ −√dh for y ∈ x+ hId, for s ≥ s0,
e−〈v,Sn(Y )〉/s1{Sn(Y ) ∈ x+ hId} ≪h e−〈v,x〉/s1{Sn(Y ) ∈ x+ hId}
= e−r/s1{Sn(Y ) ∈ x+ hId}.
As a result,
P{Sn(X) ∈ x+ hId, Mn ≤ s} ≤ [Z(s, v)]ne−r/sP{Sn(Y ) ∈ x+ hId}
≤ [Z(s, v)]ne−r/sQSn(Y )(h)≪ e−r/s+Cn/A(s)QSn(Y )(h). (4.2)
By Lemma 4.1, if W = Y1 − Y2, then ϕW (t) = |ϕY (t)|2 > 0 and
QSn(Y )(h) ≤ cd(s0 ∨ h)d
∫
‖t‖≤1/s0
|ϕSn(Y )(t)|dt
≪h
∫
‖t‖≤1/s0
ϕW (t)
n/2 dt≪h s−d +
∫
1/s<|t|≤
√
d/s0
ϕW (t)
n/2 dt. (4.3)
By x ≤ e−(1−x), ϕW (t) = E cos〈t,W 〉 ≤ e−(1−E cos〈t,W 〉)/2. By 1− cosx≫ x2 for |x| ≤ 1,
1− E cos〈t,W 〉 ≥ E[(1− cos〈t,W 〉)1{|〈t,W 〉| ≤ 1}]
≫ E[〈t, Y1 − Y2〉21{|〈t, Yi〉| ≤ 1/2, i = 1, 2}]
= Z(s, v)−2E[〈t,X1 −X2〉2e〈v,X1+X2〉/s1{|〈t,Xi〉| ≤ 1/2, |Xi| ≤ s, i = 1, 2}].
Given t ∈ Rd with 1/s < |t| ≤ √d/s0, let ω = t/|t| and L = |t|−1/2. Then
1− E cos〈t,W 〉 ≫ |t|2E[〈ω,X1 −X2〉21{|Xi| ≤ L, i = 1, 2}]. (4.4)
Since X1 and X2 are i.i.d. ∼ X,
E[〈ω,X1 −X2〉21{|Xi| ≤ L}] = 2mX(L,ω)P{|X| ≤ L} − 2|〈ω, cX (L)〉|2.
Since L ≥ s0/(2
√
d), by Lemma 4.3, the infimum of the LHS over ω ∈ Sd−1 is positive. In particular
mX(L,ω) ≥ infω∈Sd−1, s≥s0/(2√d)mX(s, ω) > 0. Assume the following is true for now.
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Lemma 4.5. mX(s, ω) ≍ s2/A(s) for s ≥ s0 and ω ∈ Sd−1.
It follows that mX(L,ω)P{|X| ≤ L} ≍ |t|−2/A(1/|t|) for |t| ≤
√
d/s0 with L = |t|−1/2. On
the other hand, by (3.5), |〈ω, cX(L)〉|2 ≤ |cX(L)|2 ≪ |t|−2/A(1/|t|)2. This combined with last two
displays yields that, for 1/s < |t| ≤ √d/s0, 1 − E cos〈t,W 〉 ≫ 1/A(1/|t|), and so for some c > 0
that only depends on {F,A}, ϕW (t) ≤ exp{−2c/A(1/|t|)}. Then∫
1/s<|t|≤
√
d/s0
ϕW (t)
n/2 dt ≤
∫
1/s<|t|≤
√
d/s0
exp
{
− cn
A(1/|t|)
}
dt
≪
∫ √d/s0
1/s
yd−1 exp
{
− cA(an)
A(1/y)
}
dy.
By Potter’s Theorem ([1], Th. 1.5.6), A(an)/A(1/y) ≫ (any)α/2 ∧ (any)3α/2 for n ≥ 1 and y ≤√
d/s0. Combining this with the above display and e
−(x∧y) ≤ e−x + e−y, there is C = C(F,A) > 0
such that ∫
1/s<|t|≤
√
d/s0
ϕW (t)
n/2 dt≪
∫ √d/s0
1/s
yd−1(e−C(any)
α/2
+ e−C(any)
3α/2
) dy.
On the other hand, for any b > 0 and q > 0,∫ ∞
1/s
yd−1e−b(any)
q
dy = a−dn
∫ ∞
an/s
yd−1e−by
q
dy ≪b,q a−dn .
The above three displays combined with (4.2) and (4.3) then prove Proposition 4.2.
Proof of Lemma 4.3. Put µ(ω, s) = E[〈ω,X1 −X2〉21{|X1| ∨ |X2| ≤ s/2}]. Since F ∈ D0(α) is
nondegenerate, for each ω ∈ Sd−1, µ(ω,∞) > 0, so by monotone convergence, there is s(ω) > 0
with µ(ω, s(ω)) > 0. Fixing ω, by continuity of the mapping v → µ(v, s(ω)), there is r(ω) > 0,
such that µ(v, s(ω)) ≥ µ(ω, s(ω))/2 for v ∈ [ω + r(ω)Bd] ∩ Sd−1. Since Sd−1 is compact, there are
a finite number of ωi ∈ Sd−1, such that Sd−1 is covered by the union of ωi + r(ωi)Bd. Then it is
easy to see that s0 = maxi s(ωi) has the asserted property.
Proof of Lemma 4.4. By Z(s, ω) = E[e〈ω,X〉/s1{|X| ≤ s}] and lnx ≤ x− 1 for x > 0,
lnZ(s, ω) ≤ E[e〈ω,X〉/s1{|X| ≤ s}]− 1
≤ E[(e〈ω,X〉/s − 1)1{|X| ≤ s}] = I(s, ω) + 〈ω, s−1cX(s)〉, (4.5)
where I(s, ω) = E[(e〈ω,X〉/s − 1 − 〈ω,X〉/s)1{|X| ≤ s}]. By |ez − 1 − z| ≤ cz2 for |z| ≤ 1, where
c > 0 is an absolute constant, for s ≥ s0, |I(s, ω)| ≪ s−2mX(s, ω) ≤ s−2VX(s) ∼ 1/A(s). On the
other hand, from (3.5), supω |〈ω, s−1cX(s)〉| ≪ 1/A(s). By (4.5), the proof is complete.
Proof of Lemma 4.5. Since for all s ≥ s0 and ω ∈ Sd−1, 0 < mX(s, ω) ≤ VX(s) ≍ s2/A(s), it
suffices to show that for s ≥ s0, infω∈Sd−1 mX(s, ω) ≫ s2/A(s). For u, v ∈ Rd, by |〈u,X〉2 −
〈v,X〉2| = |〈u− v,X〉〈u + v,X〉| ≤ |u− v||u+ v||X|2,
|mX(s, u)−mX(s, v)| ≤ |u− v||u+ v|VX(s).
In particular, for u, v ∈ Sd−1, |mX(s, u) −mX(s, v)| ≤ 2|u − v|VX(s). Then, by the compactness
of Sd−1, it suffices to show that given ω ∈ Sd−1, for s ≥ s0, mX(s, ω)≫ s2/A(s). First, let α = 2.
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Let Σ be the covariance matrix of the limit normal distribution and put b(u) = 〈u,Σu〉. By [28],
Th. 4.1, mX(s, u)/mX(s, v)→ b(u)/b(v). Letting v = ei, it follows that
mX(s, u)/VX(s) = mX(s, u)/
∑
i
mX(s, ei)→ b(u)/
∑
i
b(ei), (4.6)
which together with (3.3) leads to the desired result. Now let α ∈ (0, 2). Then
mX(s, ω) =
∫
z∈[0,x], v∈Sd−1
z2〈ω, v〉2P{|X| ∈ dz, X/|X| ∈ dv}
= 2
∫
z∈[0,s], v∈Sd−1
〈ω, v〉2
(∫ z
0
xdx
)
P{|X| ∈ dz, X/|X| ∈ dv}
= 2
∫
x∈[0,s], v∈Sd−1
〈ω, v〉2xP{x ≤ |X| ≤ s, X/|X| ∈ dv}dx
Let s→∞. By Th. 4.2 of [28] and Th. 14.10 of [29], there is a finite nonzero measure γ on Sd−1,
such that for any measurable E ⊂ Sd−1, P{|X| ≥ s, X/|X| ∈ E}/qX(s) → γ(E)/γ(Sd−1). Then
standard argument based on Riemann sum approximation to the integral over v ∈ Sd−1 yields
mX(s, ω) = 2
[∫
〈ω, v〉2γ(dv) + o(1)
] ∫ s
0
x[qX(x)− qX(s)] dx
=
[c+ o(1)]s2
(2− α)A(s)
[∫
〈ω, v〉2γ(dv) + o(1)
]
,
where c = c(F,A) > 0 is a constant. Since the limiting stable law of Sn(X)/an is nondegenerate,
by Lemma 3.1 of [28],
∫ 〈ω, v〉2γ(dv) > 0. Then the proof is complete.
5 Big-n contribution
This section proves Theorem 3.1. The following LLT will be used.
Proposition 5.1 (Stone [33]). Let Y ∈ Rr and Z ∈ Rd−r and constant vector β ∈ Rr be as in
Proposition 2.1(3). Let ξi = (Yi, Zi), i ≥ 1, be i.i.d. ∼ (Y,Z). Let an → ∞ and dn = (bn, cn) ∈
Rr × Rd−r such that Sn(ξ)/an − dn weakly converges to a stable law with density ψ(y, z). Denote
Λn = (nβ + Z
r)× Rd−r. Then as n→∞,
sup
(y,z)∈Λn, h≤1
∣∣∣∣adnP{Sn(Y ) = y, Sn(Z) ∈ z + hId−r} − hd−rψ( yan − bn, zan − cn
)∣∣∣∣→ 0.
The proof consists of two steps. First, Theorem 3.1 is proved assuming that no transform of X
is needed to reveal its lattice-nonlattice composition. That is, in (2.2), one can let T = Idd so that
X = (L,W,Z). (5.1)
Then the general case is proved with some uniform convergence argument.
Proof of Theorem 3.1 under (5.1). In the following, x and sω with s ≥ 0 and ω ∈ Sd−1 will be
used interchangeably. Writing x = (u, z) with u ∈ Rν , for any k ∈ N, F ∗n(x+∆h) is equal to the
sum of F ∗n(xa+∆h/k) over a ∈ {0, 1, . . . , k− 1}d−ν , where xa = (u, z+ha/k). Thus, if (3.6) holds
for h ∈ (0, 1), then it holds for all h > 0. So without loss of generality, let h ∈ (0, 1).
Fix an arbitrary M > δ ∨ 1. Put Js,δ,M = [A(δs), A(Ms)) ∩N and
Bδ,M(x, h) =
∑
n∈Js,δ,M
F ∗n(x+∆h).
Then rδ,h(x) = s
dBδ,M (x, h)/A(s) + rM,h(x). First, by Proposition 5.1, F
∗n(x+∆h)≪ a−dn . Then
by A−1 ∈ R1/α and A−1(t) = [1 + o(1)]an for t ∈ [n− 1, n + 1] as n→∞,
rM,h(x)≪ s
d
A(s)
∑
n≥A(Ms)
a−dn ≪
sd
A(s)
∫ ∞
A(Ms)
dt
(A−1(t))d
.
By change of variable t = A(su) and A′(x) = [α+ o(1)]A(x)/x as x→∞,∫ ∞
A(Ms)
dt
(A−1(t))d
≪
∫ ∞
M
A(su) du
sdud+1
≪ A(s)
sd
∫ ∞
M
uα−d−1 du.
Since d > α, the above two displays show that rM,h(x) ≪
∫∞
M u
α−d−1 du is arbitrarily small if M
is large enough. Also, since ψ is bounded, supω∈Sd−1
∫ 1/M
0 ψ(uω)u
d−α−1 du is arbitrarily small as
well. Therefore, to show (3.6), it only remains to show
sdBδ,M (x, h)
A(s)
= αq−1hd−ν
∫ 1/δ
1/M
ψ(uω)ud−α−1 du+ oδ,M,h(1). (5.2)
Let x = (u,w, z) ∈ Rν × Rr−ν × Rd−r. Put Λ = D−1ΥIν. Then
{Sn(X) ∈ x+∆h} = {Sn(L) ∈ u+ Λ, Sn(W ) ∈ w + hIr−ν , Sn(Z) ∈ z + hId−r}.
Let l0 = (0, . . . , 0, βν) = (0, . . . , 0, p/q) and w0 = (βν+1, . . . , βr) be as in (2.1). As L ∈ l0 + Zν ,
Sn(L) ∈ u + Λ only if (u + Λ) ∩ (nl0 + Zν) 6= ∅. Clearly, nl0 + Zν ⊂ Zl0 + Zν . Since p and q are
coprime, D(Zl0 + Z
ν) = Zν . Then by Υ−1Zν = Zν ,
(u+ Λ) ∩ (Zl0 + Zν) = D−1[(Du+ΥIν) ∩ Zν] = D−1Υ[(Υ−1Du+ Iν) ∩ Zν]
has exactly one element l and there is a unique number among 0, . . . , q − 1, denoted κ(u), such
that l ∈ κ(u)l0 + Zν . Then l ∈ nl0 + Zν ⇐⇒ [n− κ(u)]l0 ∈ Zν ⇐⇒ q |n− κ(u). It follows that
(u+ Λ) ∩ (nl0 + Zν) 6= ∅ ⇐⇒ l ∈ nl0 + Zν ⇐⇒ n ∈ κ(u) + qZ. (5.3)
Thus Sn(L) ∈ u+ Λ only if n ∈ κ(u) + qZ. Next, since W ∈ w0 + Zr−ν, Sn(W ) ∈ w + hIr−ν only
if (w + hIr−ν) ∩ (nw0 + Zr−ν) 6= ∅. As a result, F ∗n(x+∆h) > 0 only if n ∈ Rx, where
Rx = {n ∈ N : n ∈ κ(u) + qZ, (w + hIr−ν) ∩ (nw0 + Zr−ν) 6= ∅}.
Then by Proposition 5.1, as s→∞, for n ≥ A(δs),
F ∗n(x+∆h) =
∑
y=(u˜,w˜): u˜∈(u+Λ)∩(nl0+Zν)
w˜∈(w+hIr−ν)∩(nw0+Zr−ν)
P{Sn(Y ) = y, Sn(Z) ∈ z + hId−r}
= a−dn h
d−r[ψ(x/an) + oδ(1)]1{n ∈ Rx},
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where the second line is due to the fact that as h < 1, w + hIr−ν contains at most one point in
nw0 + Z
r−ν . Let m0 and m1 be the first and last integers in [A(δs), A(Ms) + 1). For s ≫δ,M 1,
m0 ≍δ A(s) and m1 −m0 ≍δ,M A(s). Fix integers m0 = N1 < N2 < . . . < Nk < Nk+1 = m1 with
k = k(s), such that as s→∞,
min
i
(Ni+1 −Ni)→∞, min
i
(Ni+1 −Ni) ≍ max
i
(Ni+1 −Ni) = oδ,M(A(s)).
Then by A−1 ∈ R1/α, maxi(aNi+1 − aNi) = oδ,M(s). It follows that uniformly for Ni ≤ n < Ni+1,
an = aNi(1 + oδ,M (1)) (5.4)
and by the continuity of ψ and s/an = Oδ(1),
ψ(x/an) = ψ(x/aNi) + oδ,M (1). (5.5)
Combining the above displays, by ψ being bounded,
F ∗n(x+∆h) = hd−ra−dNi ψ(x/aNi)1{n ∈ Rx}+ oδ,M,h(a−dn ).
Let gi(x) be the cardinality of Rx ∩ {Ni, Ni + 1, . . . , Ni+1 − 1}. Then
Bδ,M(x, h) =
N∑
i=1
∑
Ni≤n<Ni+1
F ∗n(x+∆n)
= hd−r
k∑
i=1
a−dNiψ(x/aNi)gi(x) + oδ,M,h(1)
∑
n∈Jx,δ,M
a−dn . (5.6)
Since 0 < h < 1, for 1 ≤ i ≤ k and Ni ≤ n < Ni+1,
(w + hIr−ν) ∩ (nw0 + Zr−ν) 6= ∅ ⇐⇒ e2πi(nβν+j−wj) ∈ Γ for every 1 ≤ j ≤ r − ν,
where Γ is the arc {e2πiz : 0 ≤ z < h} of the unit circle S1. Let
bi = ⌈(Ni − κ(u))/q⌉, ci = ⌈(Ni+1 − κ(u))/q⌉ − 1.
For s ≫δ,M 1, Ni − κ(u) > A(δs) − q > 0, so bi ≥ 1. Therefore, by (5.3), for Ni ≤ n < Ni+1,
n ∈ κ(u) + qZ⇐⇒ n = κ(u) + qk with bi ≤ k ≤ ci. Then
gi(x) =
ci−bi∑
k=0
r−ν∏
j=1
1{e2πi((κ(u)+(bi+k)q)βν+j−wj) ∈ Γ} =
ci−bi∑
k=0
r−ν∏
j=1
1{θje2πikτj ∈ Γ}, (5.7)
where θj = e
2πi((κ(u)+biq)βν+j−wj) and τj = qβν+j. Then θ := (θ1, . . . , θr−ν) ∈ K := (S1)r−ν . Define
Hz = (z1e
2πiτ1 , . . . , zr−νe2πiτr−ν ), z ∈ Cr−ν.
Under the Euclidean norm, H is an isometry and HK = K. Since τ1, . . . , τr−ν are rationally
independent, for any θ ∈ K, {Hnθ}n≥0 is dense in K ([25], p. 158). Then the pair (K,H) is strictly
ergodic ([25], Prop. 4.2.15), and the normalized Lebesgue measure on K is the unique probability
measure invariant under H. By Prop. 4.2.8 of [25] followed by dominated convergence, as n→∞,
1
n
n∑
k=0
r−ν∏
j=1
1{θje2πikτj ∈ Γ} = 1
n
n∑
k=0
1{Hkθ ∈ Γr−ν} → hr−ν uniformly in θ ∈ K.
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Then by (5.7), as s→∞, for 1 ≤ i ≤ s,
gi(x) = [1 + o(1)](ci − bi)hr−ν = [1 + oδ,M(1)]q−1(Ni+1 −Ni)hr−ν ,
which together with (5.6) and another application of (5.4) and (5.5) yields
Bδ,M(x, h) = [1 + oδ,M (1)]q
−1hd−ν
k∑
i=1
a−dNiψ(x/aNi)(Ni+1 −Ni) + oδ,M,h(1)
∑
n∈Jx,δ,M
a−dn
= q−1hd−ν
∑
n∈Jx,δ,M
a−dn ψ(x/an) + oδ,M,h(1)
∑
n∈Jx,δ,M
a−dn .
Since [A−1(t)]−dψ(x/A−1(t)) = a−dn [ψ(x/an) + oδ(1)] for n ≥ A(δs) and t ∈ [n− 1, n+ 1], then
Bδ,M(x, h) = q
−1hd−ν
∫ A(Ms)
A(δs)
ψ(x/A−1(t))
(A−1(t))d
dt+ oδ,M,h(1)
∑
n∈Jx,δ,M
a−dn .
As s→∞, by change of variable t = A(s/u), the integral on the RHS is∫ 1/δ
1/M
ψ(uω)
(s/u)d
sA′(s/u)
u2
du = [1 + oδ,M,h(1)]α
∫ 1/δ
1/M
ψ(uω)
(s/u)d
A(s/u)
u
du
= [1 + oδ,M,h(1)]
αA(s)
sd
∫ 1/δ
1/M
ψ(uω)ud−α−1 du.
Then (5.2) follows by noting that
∑
n∈Jx,δ
a−dn = [1 + oδ,M(1)]
∫ A(Ms)
A(δs)
dt
(A−1(t))d
= [1 + oδ,M (1)]
αA(s)
sd
∫ 1/δ
1/M
ud−1−α du.
For the general case, the following corollary will be used.
Corollary 5.2. Under the condition (5.1), given δ > 0 and h > 0, as s→∞
sup
ω∈Sd−1, η≥δ
|rη,h(sω)− hd−ν̺η(ω)| = oδ,h(1). (5.8)
Proof. From the preceding proof, it suffices to show that given M > δ, as s→∞,
sup
ω∈Sd−1, δ≤η≤M
|rη,h(sω)− hd−ν̺η(ω)| = oδ,h(1). (5.9)
For δ ≤ η < θ ≤M , 0 ≤ ̺η(ω)− ̺θ(ω)≪
∫ 1/η
1/θ u
d−α−1 du≪ ηα−d − θα−d. By F ∗n(x+∆h)≪ a−dn
and the bound at the end of the preceding proof, for s≫δ 1,
0 ≤ rη,h(sω)− rθ,h(sω)≪ s
d
A(s)
∑
A(ηs)≤n≤A(θs)
a−dn ≪δ ηα−d − θα−d.
Thus (5.9) holds if supω∈Sd−1,η∈E |rη,h(sω)− hd−ν̺η(ω)| = oδ,h(1), where E is a finite set in [δ,M ]
with its adjacent elements being arbitrarily close. Then Theorem 3.1 under the additional condition
(5.1) can be invoked to finish the proof.
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Proof of Theorem 3.1, general case. Suppose TX = (L,W,Z). Put X˜ = TX. Then Sn(X˜)/an
weakly converges to a stable law with density ψ˜. For x 6= 0, put s = |Tx| and ω = x/s. In general
ω 6∈ Sd−1 and |ω| is a variable in x. However, Tω ∈ Sd−1 and since T is nonsingular, |ω| ≥ η for
some constant η > 0. Then T−1x = (Tω)s and by Sn(X) = T−1Sn(X˜),
rδ,h(x) =
|ω|dsd
A(|ω|s)
∑
n≥A(δ|ω|s)
P{Sn(X˜) ∈ (Tω)s+∆h}.
Applying Corollary 5.2 to Sn(X˜), as s→∞, the RHS is
|ω|dsd
A(|ω|s)
A(s)
sd
[
hd−ναq−1
∫ 1/(δ|ω|)
0
ψ˜(uTω)ud−α−1 du+ oδ,h(1)
]
.
By change of variable u = v/|ω| and ψ˜(x) = |detT |−1ψ(T−1x), the above quantity is equal to
[1 + o(1)]hd−ν̺δ(ω/|ω|) + oδ,h(1). The proof is complete by noting ω/|ω| = x/|x|.
6 Small-n contribution
This section proves Theorem 3.2. First some notation. For n ≥ k ≥ 1, denote by xn:1, . . . ,
xn:n a permutation of x1, . . . , xn such that |xn:i| are sorted in decreasing order and Sn:k(x) =
xn:1 + · · · + xn:k. Define |xn:0| =∞, Sn:0(x) = 0, and xn:k = 0 for k > n. Recall that according to
(2.7), κ = ⌊d/α⌋.
The proof follows from four lemmas. For the first two, fix γ ∈ (dα−1(κ + 1)−1, 1), which is
nonempty as κ+ 1 > d/α. Define
ζn,s = a
1−γ
n s
γ , n ≥ 1, s > 0.
Lemma 6.1. Let k = κ + 1 and b = [d/(kγ) + α]/2. Note that kγb > d and b ∈ (0, α). Given
δ ∈ (0, 1), for s≫δ 1,∑
n≤A(δs)
sup
|x|≥s
P{Sn(X) ∈ x+ hId, |Xn:k| > ζn,|x|} ≪h δkγb+α−d
A(s)
sd
.
Lemma 6.2. Fix k ≥ 0 and ǫ, δ ∈ (0, 1). For n ≥ 1 and x ∈ Rd, denote
En,x = {Sn(X) ∈ x+ hId, |Xn:k| > ζn,|x| ≥ |Xn:k+1|}.
For s≫ǫ,δ 1,∑
n≤A(δs)
sup
|x|≥s
P{En,x, |Sn:k(X)| ≤ (1− ǫ)|x|} ≪h,k A(δs)
sd
∫ ∞
1/(2δ)
ud−1e−ǫu
1−γ
du.
In particular, if k ≥ 1,∑
n≤A(δs)
sup
|x|≥s
P{En,x, |Xn:1| ≤ (1− ǫ)|x|/k} ≪h,k A(δs)
sd
∫ ∞
1/(2δ)
ud−1e−ǫu
1−γ
du.
For the next two lemmas, define
S′n(X) =
n∑
i=1
Xi1{|Xi| > an}.
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Lemma 6.3. Given 0 < δ < ǫ < 1, for s≫ǫ,δ 1,∑
n≤A(δs)
sup
|x|≥s
P{Sn(X) ∈ x+ hId, |Sn(X)− S′n(X)| ≥ ǫ|x|} ≪h
A(δs)
sd
∫ ∞
1/(2δ)
ud−1e−ǫu du.
Lemma 6.4. Fix 0 < θ < ν < 1 and 0 < η < ǫ < ν − θ. For s≫θ,ν,η,ǫ,h 1,
P{Sn(X) ∈ sω + hId, |Xn:1| > νs, |Sn(X)− S′n(X)| < ηs} ≪h na−dn sup
|t|>θs
K(t, an, ǫ/θ, h).
Proof of Theorem 3.2. Since K(t, a, η, h) is increasing in η, if (3.7) holds for some η > 0, then it
holds for all larger η with everything else unchanged. Therefore, to prove (3.7), η > 0 can be fixed
as small as desired. Noting 0 < θκ < 1, let η < 1/(θκ)− 1. Fix ν = ν(η, θ) ∈ ((1+ η)θ, 1/κ). Then
supω F
∗n(sω + hId) ≤
∑5
i=1 Cn,i(s), where the supremum is taken over ω ∈ Sd−1 and
Cn,1(s) = sup
ω
P{Sn(X) ∈ sω + hId, |Xn:κ+1| > ζn,s},
Cn,2(s) = sup
ω
P{Sn(X) ∈ sω + hId, |Xn:1| ≤ ζn,s},
Cn,3(s) = sup
ω
P{Sn(X) ∈ sω + hId, |Xn:κ+1| ≤ ζn,s < |Xn:1| ≤ νs},
Cn,4(s) = sup
ω
P{Sn(X) ∈ sω + hId, |Sn(X)− S′n(X)| ≥ 0.9θηs},
Cn,5(s) = sup
ω
P{Sn(X) ∈ sω + hId, |Xn:1| > νs, |Sn(X) − S′n(X)| < 0.9θηs}.
Put ǫn(s) =
∑4
i=1Cn,i(s). Apply Lemma 6.1 to bound
∑
n≤A(δs) supr≥sCn,1(r) and Lemma 6.2
with k = 0 to bound
∑
n≤A(δs) supr≥sCn,2(r). Fixing ǫ
′ > 0 such that ν ≤ (1− ǫ′)/κ,
Cn,3(s) ≤
κ∑
k=1
sup
ω
P{Sn(X) ∈ sω + hId, |Xn:k+1| ≤ ζn,s < |Xn:k|, |Xn:1| ≤ (1− ǫ′)s/k}.
Then apply Lemma 6.2 with k ≥ 1 to bound ∑n≤A(δs) supr≥sCn,3(r). Letting 0 < δ < 0.9θη,
apply Lemma 6.3 to bound
∑
n≤A(δs) supr≥sCn,4(r). Together, these bounds yield (3.8). Finally,
let η˜ = 0.9θη and ǫ˜ = θη. Then 0 < η˜ < ǫ˜ < ν − θ, so by Lemma 6.4, for s≫θ,η,ǫ,h 1,
Cn,5(s) = sup
ω
P{Sn(X) ∈ sω + hId, |Xn:1| > νs, |Sn(X)− S′n(X)| < η˜s}
≪h na−dn sup
|t|>θs
K(t, an, ǫ˜/θ, h),
yielding the first term on the RHS of (3.7).
Proof of Lemma 6.1. Denote fn(x) = P{Sn(X) ∈ x+ hId, |Xn:k| > ζn,|x|}. Clearly, if n < k, then
fn(sω) = 0. For n ≥ k, s > 0 and ω ∈ Sd−1,
fn(sω) ≤ nkP{Sn(X) ∈ sω + hId, |Xk:k| > ζn,s}.
For any zi ∈ Rd, P{Sn(X) ∈ sω + hId |Xi = zi, , i ≤ k} = P{Sn−k(X) ∈ sω − Sk(z) + hId}, which
by Proposition 5.1 is Oh(a
−d
n−k). Then∑
n≤A(δs)
sup
|x|≥s
fn(x)≪h
∑
n≤A(δs)
a−dn−kn
kP{|Xk:k| > ζn,s} ≪
∑
n≤A(δs)
a−dn n
kqX(ζn,s)
k. (6.1)
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For s≫δ 1, since qX(s)≪ 1/A(s),∑
n≤A(δs)
a−dn n
kqX(ζn,s)
k ≪
∑
n≤A(δs)
nk
adnA(ζn,s)
k
≍
∫ A(δs)
1
tk dt
(A−1(t))dA(A−1(t)1−γsγ)k
=
∫ δs
a1
A(u)kA′(u) du
udA(u1−γsγ)k
,
where the last line is due to change of variable t = A(u). By A′(u) ≍ A(u)/u, for s≫δ 1,
∑
n≤A(δs)
a−dn n
kqX(ζn,s)
k ≪
∫ δs
a1
A(u)k+1 du
ud+1A(u1−γsγ)k
≪ A(δs)
∫ δs
a1
1
ud+1
[
A(u)
A(u1−γsγ)
]k
du.
For a1 ≤ u ≤ δs, since u < u1−γsγ and b ∈ (0, α), by Potter’s Theorem ([1], Th. 1.5.6),
A(u)/A(u1−γsγ)≪ [u/(u1−γsγ)]b = (u/s)bγ . Then by kγb > d,∫ δs
a1
1
ud+1
[
A(u)
A(u1−γsγ)
]k
du≪
∫ δs
0
(u/s)kγb
ud+1
du≪ 1
sd
δkγb−d
kγb− d.
By A(δs) ≍ δαA(s) for s≫δ 1, the above two displays together imply∑
n≤A(δs)
a−dn n
kqX(ζn,s)
k ≪ A(s)
sd
δkγb+α−d
kγb− d .
This combined with (6.1) finishes the proof.
Proof of Lemma 6.2. Fixing k ≥ 0 and ǫ, δ ∈ (0, 1), put fn(x) = P{En,x, |Sn:k(X)| ≤ (1 − ǫ)|x|}.
If n < k, then En,x = ∅ and so fn(x) = 0. Let n ≥ k. Define
gn(x) = P
{
Sn(X) ∈ x+ hId, |Sk(X)| ≤ (1− ǫ)|x|, |Xi| > ζn,|x| ≥ |Xj |, i ≤ k < j
}
.
Then fn(x) ≤ nkgn(x). Let Yj = Xk+j. By Sn(X) = Sk(X) + Sn−k(Y ), for s > 0 and ω ∈ Sd−1, if
Sn(X) ∈ sω + hId and |Sk(X)| ≤ (1− ǫ)s, then |Sn−k(Y )| ≥ |Sn(X)| − |Sk(X)| ≥ ǫs− h
√
d, so
gn(sω) ≤ P
{
Sn−k(Y ) ∈ sω − Sk(X) + hId, |Sn−k(Y )| ≥ ǫs− h
√
d,
and |Xk:k| > ζn,s ≥ |Yn−k:1|
}
.
By conditioning on Xi = zi, i ≤ k, with |zi| > ζn,s,
gn(sω) ≤ P{|Xk:k| > ζn,s}Mn,s = qX(ζn,s)kMn,s,
where
Mn,s = sup
|y|≥ǫs−h√d
P{Sn−k(Y ) ∈ y + hId, |Yn−k:1| ≤ ζn,s}.
By Proposition 4.2, there is C > 0 that only depends on {F,A}, such that
Mn,s ≪h (ζ−dn,s + a−dn−k)e−ǫs/ζn,s+Cn/A(ζn,s)
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for s ≫ǫ 1 and n ≥ k. For n ≤ A(δs), as ζn,s = a1−γn sγ ≥ an, Mn,s ≪h,k a−dn e−ǫ(s/an)
1−γ
. As a
result, gn(sω)≪h,k a−dn qX(ζn,s)ke−ǫ(s/an)
1−γ
, and hence
fn(sω) ≤ nkgn(sω)≪h,k a−dn nkqX(ζn,s)ke−ǫ(s/an)
1−γ ≪h,k a−dn e−ǫ(s/an)
1−γ
, (6.2)
where the last bound is due to nqX(ζn,s) ≪ A(an)/A(ζn,s) ≤ 1. Take sum over n ≤ A(δs). Since
for n ≥ 1 and t ∈ [n, n+ 1], an ≤ A−1(t)≪ an, then for s≫δ 1,∑
n≤A(δs)
sup
|x|≥s
fn(x)≪h,k
∫ A(2δs)
1
1
A−1(t)d
e−ǫ(s/A
−1(t))1−γ dt.
By change of variable t = A(s/u), or u = s/A−1(t), and use A′(x) ≍ A(x)/x for x > 0, the last
integral is no greater than∫ ∞
1/(2δ)
1
(s/u)d
e−ǫu
1−γ
A′(s/u)su−2 du≪ s−d
∫ ∞
1/(2δ)
ud−1e−ǫu
1−γ
A(s/u) du
≤ s−dA(2δs)
∫ ∞
1/(2δ)
ud−1e−ǫu
1−γ
du.
Combining the above two displays then finishes the proof.
To prove Lemmas 6.3 and 6.4, define
τn =
n∑
i=1
1{|Xi| > an}.
Then P{τn = m} =
(n
m
)
qX(an)
m[1− qX(an)]n−m and by qX(an)≪ 1/A(an) = 1/n,
P{τn = m} ≤ n!O(1/n)
m
m!(n−m)! ≪
O(1)m
m!
. (6.3)
Conditioning on τn = m,
(Sn(X)− S′n(X), S′n(X)) ∼ (Sn−m(b(n)), Sm(u(n))),
where b
(n)
1 , b
(n)
2 , . . ., u
(n)
1 , u
(n)
2 , . . . are independent, with
P{b(n)i ∈ dx} =
{
P{X ∈ dx | |X| ≤ an} if qX(an) < 1
δ0(dx) else,
and
P{u(n)i ∈ dx} =
{
P{X ∈ dx | |X| > an} if qX(an) > 0
δ0(dx) else,
where δ0 is the unit measure concentrated at 0.
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Proof of Lemma 6.3. Denote fn(x) = P{Sn(X) ∈ x+hId, |Sn(X)−S′n(X)| ≥ ǫ|x|}. For n ≤ A(δs)
and ω ∈ Sd−1,
fn(sω) =
n∑
m=0
P{Sn−m(b(n)) + Sm(u(n)) ∈ sω + hId, |Sn−m(b(n))| ≥ ǫs}P{τn = m}. (6.4)
For each m ≤ n,
P{Sn−m(b(n)) + Sm(u(n)) ∈ sω + hId, |Sn−m(b(n))| ≥ ǫs}
=
∫
P{Sn−m(b(n)) ∈ sω − z + hId, |Sn−m(b(n))| ≥ ǫs}P{Sm(u(n)) ∈ dz}
≤ sup
|x|≥ǫs−h
√
d
P{Sn−m(b(n)) ∈ x+ hId}. (6.5)
For n with qX(an) < 1,
P{Sn−m(b(n)) ∈ x+ hId} = P{Sn−m(X) ∈ x+ hId, |Xn−m:1| ≤ an}
P{|Xn−m:1| ≤ an} .
Since qX(an) ≪ 1/n, for all n ≥ 1 with qX(an) < 1 and 1 ≤ m ≤ n, P{|Xn−m:1| ≤ an} ≥
[1− qX(an)]n ≫ 1. Then
P{Sn−m(b(n)) ∈ x+ hId} ≪ P{Sn−m(X) ∈ x+ hId, |Xn−m:1| ≤ an}.
Let s0 > 0 be as in Proposition 4.2. Let n0 be the largest n with an < s0. For n ≤ n0, if
|x| > nan + h
√
d, then the RHS is 0. Otherwise, as |x| ≪ 1, the RHS is O(a−dn−me−|x|/an). On the
other hand, for n > n0, since an ≥ s0, by applying Proposition 4.2 to the RHS
P{Sn−m(b(n)) ∈ x+ hId} ≪h (a−dn−m + a−dn )e−|x|/an+C(n−m)/A(an) ≪h a−dn−me−|x|/an . (6.6)
From the discussion for n ≤ n0, it is seen the bound holds for all n with qX(an) < 1. For n with
qX(an) = 1, as b
(n)
i ≡ 0, P{Sn−m(b(n)) ∈ x+ hId} = 1{0 ∈ x+ hId} ≤ 1{|x| ≤ h
√
d}. Since there
are only a finite number of n with qX(an) = 1, the bound in (6.6) still holds. Combining the bound
with (6.4)–(6.5), for |x| ≥ ǫs− h√d,
fn(sω)≪h e−ǫs/an
n∑
m=0
a−dn−mP{τn = m}
Since by (6.3),
n∑
m=0
a−dn−mP{τn = m} ≪ a−dn
∑
m≤n/2
P{τn = m}+ a−d0
∑
n/2<m≤n
O(1)m
m!
≪ a−dn +
O(1)n
⌊n/2⌋! ≪ a
−d
n ,
then, ∑
n≤A(δs)
sup
|x|≥s
fn(x)≪h
∑
n≤A(δs)
a−dn e
−ǫs/an
The rest of the proof is similar to the argument that starts with (6.2) for Lemma 6.2.
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Proof of Lemma 6.4. Put fn(sω) = P{Sn(X) ∈ sω + hId, |Xn:1| > νs, |Sn(X) − S′n(X)| < ηs}.
For s ≫η,h 1, if Sn(X) ∈ sω + hId and |Sn(X) − S′n(X)| < ηs, then S′n(X) 6= 0, yielding τn ≥ 1
and |Xn:1| > an. Therefore, if qX(an) = 0, then fn(sω) = 0 and the bound in Lemma 6.4 trivially
holds. In the rest of the proof, let qX(an) > 0. Then
fn(sω) ≤
n∑
m=1
Pm(sω)P{τn = m}, (6.7)
where, with n being fixed, for each m = 1, . . . , n,
Pm(sω) = P{Sn−m(b(n)) + Sm(u(n)) ∈ sω + hId, |u(n)m:1| > νs, |Sn−m(b(n))| < ηs}
=
∫
|y|<ηs
P{Sm(u(n)) ∈ sω − y + hId, |u(n)m:1| > νs}P{Sn−m(b(n)) ∈ dy}
≤ m
∫
|y|<ηs
P{Sm(u(n)) ∈ sω − y + hId, |u(n)1 | > νs}P{Sn−m(b(n)) ∈ dy}.
Denote T = sω − (u(n)2 + · · ·+ u(n)m ). By independence of T and u(n)1 , with the latter following the
distribution of X conditioned on |X| > an,
P{Sm(u(n)) ∈ sω − y + hId, |u(n)1 | > νs} = P{X ∈ T − y + hId, |X| > νs | |X| > an}
≤ P{X ∈ T − y + hId, |X| > νs}
qX(an)
.
For y with |y| < ηs, if X ∈ T − y+hId and |X| > νs, then |T | ≥ |X|− |y|−h
√
d > (ν−η)s−h√d.
For s≫η,ν,θ,h 1, (ν − η)s − h
√
d > θs and hence
Pm(sω) ≤ m
qX(an)
∫
|y|<ηs
P{X ∈ T − y + hId, |X| > νs}P{Sn−m(b(n)) ∈ dy}
≤ m
qX(an)
∫
|y|<ηs
P{X ∈ T − y + hId, |T | > θs}P{Sn−m(b(n)) ∈ dy}
Let
Gn,m(t, s) =
∫
|y|<ηs
F (t− y + hId)P{Sn−m(b(n)) ∈ dy}.
Then by Fubini’s theorem, the last inequality yields
Pm(sω) ≤ m
qX(an)
∫
|t|>θs
Gn,m(t, s)P{T ∈ dt} ≤ m
qX(an)
sup
|t|>θs
Gn,m(t, s). (6.8)
Given v ∈ hId, ηsBd is covered by disjoint cubes z + hId with z ∈ (v + hZd) ∩ (ηs + h
√
d)Bd.
If y ∈ z + hId, then −y + hId ⊂ −z + hJd, where Jd = (−1, 1)d. As a result, for any t ∈ Rd,
Gn,m(t, s) ≤
∑
z∈(v+hZd)∩(ηs+h
√
d)Bd
∫
z+hId
F (t− y + hId)P{Sn−m(b(n)) ∈ dy}
≤
∑
z∈(v+hZd)∩(ηs+h
√
d)Bd
F (t− z + hJd)P{Sn−m(b(n)) ∈ z + hId}.
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Then applying (6.6) to P{Sn−m(b(n)) ∈ z + hId},
Gn,m(t, s)≪h a−dn−m
∑
z∈(v+hZd)∩(ηs+h
√
d)Bd
F (t− z + hJd)e−|z|/an .
Let u = z − v. Then z ∈ (v + hZd) ∩ (ηs + h√d)Bd implies u ∈ (hZd) ∩ (ηs + 2h
√
d)Bd, yielding
Gn,m(t, s)≪h a−dn−m
∑
u∈(hZd)∩(ηs+2h
√
d)Bd
F (t− u− v + hJd)e−|u+v|/an .
Take average over v ∈ hId. By z = u+ v and Fubini’s theorem,
Gn,m(t, s)≪h a−dn−m
∑
u∈(hZd)∩(ηs+2h√d)Bd
∫
z∈u+hId
F (t− z + hJd)e−|z|/andz
≤ a−dn−m
∫
(ηs+3h
√
d)Bd
F (t− z + hJd)e−|z|/an dz
≪h a−dn−m
∫
(ηs+4h
√
d)Bd
F (t− z + hId)e−|z|/an dz.
Now for s ≫η,ǫ,h 1, if |t| > θs and z ∈ (ηs + 4h
√
d)Bd, then |z| < (ǫ/θ)|t| and so the last integral
is no greater than K(t, an, ǫ/θ, h). Combining the bound with (6.8) and then with (6.7),
fn(sω) ≤ 1
qX(an)
sup
|t|>θs
K(t, an, ǫ/θ, h)
n∑
m=1
ma−dn−mP{τn = m}.
Similar to the argument at the end of the proof of Lemma 6.3,
n∑
m=1
ma−dn−mP{τn = m} ≪ a−dn
∑
1≤m≤n/2+1
mP{τn = m}+
∑
n/2+1<m≤n
mP{τn = m}
≪ a−dn E(τn) +
∑
n/2+1<m≤n
n!qX(an)
m
(m− 1)!(n −m)! .
≪ a−dn nqX(an) + nqX(an)
∑
n/2<m≤n
O(1)m−1
(m− 1)!
≪ nqX(an)
(
a−dn +
O(1)n
⌊n/2⌋!
)
≪ nqX(an)a−dn .
Combining the above two displays, the proof is complete.
7 Proofs of other results on the SRT
Proof of Theorem 2.4. Let X ∼ F . For t ∈ Rd with |t| ≫h 1 and a > 0,
K(t, a, 1/3, h) ≤
∫
|z|≤|t|/3
dz
∫
1{x ∈ t− z + hId}F (dx)
=
∫
|z|≤|t|/3
dz
∫
|x|>|t|/3
1{x ∈ t− z + hId}F (dx)
≤
∫
|x|>|t|/3
F (dx)
∫
1{x− t+ z ∈ hId}dz = hdqX(|t|/3).
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Then, for any θ > 0 and η ≤ 1/3, by K(t, a, η, h) ≤ K(t, a, 1/3, h),∑
n≤A(δs)
na−dn sup
|t|>θs
K(t, an, η, h)≪ qX(s/3)A˜d(δs), (7.1)
where A˜d is defined in (3.11). Since α ∈ (0, 2), the RHS is O(A˜d(δs)/A(s)) ≍ δ2α−dA(s)/sd, and
hence the proof follows from Theorem 2.3.
Proof of Proposition 2.5. The inequality in (7.1) still holds but now qX(s) = o(1/A(s)) as s→∞
(cf. (3.2)). By Theorem 2.3, it suffices to verify qX(s)A˜d(s) = o(A(s)/s
d) in each case. The value
of δ is irrelevant. If d = 3, then by α = 2 > d/2, qX(s)A˜3(s) ≍ qX(s)A(s)2/s3 = o(A(s)/s3).
If d = 4, then the proof directly follows from A˜4(s) ≪
∫ s
1 u
−5A(u)2 du (cf. (3.11)). Finally, if
d ≥ 5, then A˜d(δs) ≤ A˜d(∞) < ∞ and A(s) ≍ s2 for s ≫ 1. So qX(s) = o(s2−d) implies
qX(s)A˜d(s) = o(A(s)/s
d).
Proof of Theorem 2.7. Since the integral in (2.11) is increasing in η, assume without loss of gen-
erality that 0 < η < 1 in (2.11). Fix θ > 0. For s ≫ 1, n ≥ 1, and t, z ∈ Rd with |t| ≥ θs and
|z| ≤ η|t|, |t− z|dA(|t− z|) ≍ |t|dA(|t|). Then
K(t, a, η, h) ≪ 1|t|dA(|t|)
∫
|z|<η|t|
φ(t− z)e−|z|/a dz
≪ 1|t|dA(|t|)
[∫
|z|<η|t|
[φ(t− z)− T ]+ dz + T
∫
e−|z|/a dz
]
≤ o(1)A(|t|)|t|d +
O(ad)
|t|dA(|t|) ,
which combined with (3.11) yields (2.12).
Proof of Proposition 2.10. Let Y ∈ R be independent of ξ with ϕY (θ) = e−Cfα(θ). As noted before
Proposition 2.10, Y is strictly stable. It actually has Le´vy density c1{x > 0}x−1−α for some
constant c > 0. Let X = Y ξ. Then qX(s) = qY (s) ≍ s−α for s ≫ 1. For Γ ⊂ Sd−1, P{|X| >
s, X/|X| ∈ Γ} = P{Y > s}P{ξ ∈ Γ}+ P{Y < −s}P{ξ ∈ −Γ}, so by P{Y < −s} ≤ Ee−s−Y ≪ e−s
([29], Th. 25.17)
P{|X| > s, X/|X| ∈ Γ}/qX(s)→ P{ξ ∈ Γ}, s→∞.
Then X is in the domain of attraction of a stable law with the same Le´vy measure as G, with
an = n
1/α being norming constant ([28], Th. 4.2). By Y ∈ D0(α) and (3.5), (n/an)cX(an) =
(n/an)cY (an)Eξ converges, so by (3.5) again, Sn(X)/an weakly converges to a strictly stable law.
Since G is strictly stable, if α 6= 1, then the limiting law is G. However, if α = 1, then the limiting
law is G(x− x0), where x0 need not be 0. Let g be the density of Y and λ be the density of ξ with
respect to the spherical measure σ on Sd−1. Then for E ⊂ Rd,
P{X ∈ E} =
∫
1{yu ∈ E}g(y)λ(u)dy σ(du)
=
∫
r>0
1{ru ∈ E}[g(r)λ(u) + g(−r)λ(−u)]dr σ(du).
For x = ru 6= 0 with r = |x|, letting h(x) = c[g(r)λ(u) + g(−r)λ(−u)]/rd−1 with c > 0 a
suitable constant, the last integral is equal to
∫
1{x ∈ E}h(x) dx, showing that X has density h.
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Since supu[r
dh(ru)/qX (r)] ≪ (supλ)r1+α[g(r) + g(−r)] ≪ 1, it is seen that the function φ(x) in
Theorem 2.7 is bounded and hence (2.10) holds for the limiting law of Sn(X)/an. For α 6= 1, this
completes the proof. If α = 1, one can only conclude that (2.10) holds for G(x − x0). However,
consider X + x0, whose corresponding limiting law is G. Since |x|dP{X + x0 ∈ x+ hId}A(|x|) ≪
|x0|dA(|x0|) + |x − x0|dP{X ∈ x − x0 + hId}A(|x − x0|) is bounded, a repeat of argument shows
that (2.10) holds for G.
Proof of Proposition 2.11. It suffices to show that X ∼ F satisfies (3.9). Part of the argument is
similar to that in [5], so only parts that are different will be shown in detail. First, the support of ν
is unbounded, otherwise Ee|tX| <∞ for all t and F ∈ D0(2) ([29], Th. 25.17). Let ν1(·) = ν(· \Bd)
and λ = ν − ν1. Let µ = ν1(Rd). Then Sn(X) ∼ SSn(N)(Z) + Sn(W ) + nv, where Ni, Zj and Wk
are independent with Ni i.i.d. ∼ Poisson(µ), Zj i.i.d. ∼ ν1/µ, and Wk i.i.d., ID with Le´vy measure
λ and mean 0, and v ∈ Rd is a constant. Fix M > 1 ∨ (4µ)1/α and ǫ > 0. Let Y = Z + v/µ and G
the distribution of Y . Let V =W + v −Nv/µ. Then
F ∗n(sω + hId) = P{SSn(N)(Y ) + Sn(V ) ∈ sω + hId}
≤ sup
|t|<ǫs
P{SSn(N)(Y ) ∈ sω − t+ hId}+ P{|Sn(V )| ≥ ǫs}
≤
∑
k≤A(Mδs)
P{Sn(N) = k} sup
|y|>(1−ǫ)s
G∗k(y + hId) +Rn(s) +R′n(s),
where Rn(s) = P{Sn(N) > A(Mδs)}, R′n(s) = P{|Sn(V )| > ǫs}. It can be shown that∑
n≤A(δs)
F ∗n(sω + hId)≪
∑
k≤A(Mδs)
sup
|y|>(1−ǫ)s
G∗k(y + hId) +
∑
n≤A(δs)
[Rn(s) +R
′
n(s)].
As in [5],
∑
n≤A(δs)Rn(s) = o(A(s)/s
d) as s → ∞. Let V = (ξ1, . . . , ξd). Then R′n(s) ≤∑d
j=1R
′
nj(s), where R
′
nj(s) = P{|Sn(ξj)| > ǫs/d}. Each ξj ∈ R has mean zero and Eetξj < ∞
for all t. Fix b ∈ (0, α ∧ 1). For s≫b 1/δ and n ≤ A(δs), if 1 ≤ n ≤ sb, then
R′nj(s) = P{Sn(ξj) > ǫs/d}+ P{−Sn(ξj) > ǫs/d}
≤ [(Eeξj )n + (Ee−ξj )n]e−ǫs/d = O(1)ne−ǫs/d ≪ e−ǫs/2d.
If sb < n < A(δs), then, letting σ2j = E[ξ
2
j ] and σ = maxσj ,
ǫs/(dσ
√
n) ≥ (ǫ/δ)A−1(n)/(dσ√n) ≥ ηnc
for some constants η > 0 and 0 < c < 1/6. By Crame´r’s large deviation ([26], Th. 5.23), R′nj(s) ≤
P{|Sn(ξj)|/(σj
√
n) > ǫs/(dσ
√
n)} ≪ 1−Φ(ηnc) ≤ 1−Φ(ηsbc), where Φ is the distribution function
of N(0, 1). It is then easy to get
∑
n≤A(δs)R
′
n(s) = o(A(s)/s
d).
Since Nn/n
D→ µ and Sn(V )/an D→ 0, by Sn(X)/an ∼ SNn(Y )/an + Sn(V )/an, it can be seen
that µ1/αY is in the domain of attraction without centering of the same stable law as X. By the
assumption on φν(x), and Theorems 2.7 and 3.2,∑
k≤A(Mδs)
sup
|y|>(1−ǫ)s
G∗k(y + hId)≪h δAν(s)/sd.
By following almost line by line the argument in [16], p. 572–573, qX(s) ∼ 1/Aν(s). Then A(s) ∼
Aν(s) and the proof is complete.
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Appendix
A Proofs for the lattice-nonlattice composition
For a set E in a Euclidean space, denote by span(E) the linear subspace spanned by elements of
E. If M is a matrix, denote by csp(M) the linear subspace spanned by the column vectors of M .
If the rank of M is equal to its number of columns, then M is said to be of full column rank.
Proof of Proposition 2.1. Let Γ = ΓX , where
ΓX = {v ∈ Rd : there is a ∈ R such that 〈v,X〉 ∈ a+ Z a.s.}
= {v ∈ Rd : |ϕX(2πv)| = 1}.
(A.1)
As in the proof of [31], T6.1, Γ plays an important role. The first step is to show that it is a
lattice. The first line in (A.1) implies that Γ is an additive subgroup of Rd, so it suffices to show
that 0 is not a cluster point of Γ. Let un ∈ Γ such that un → 0. Let Vn = span(ui, i ≥ n). Since
Rd ⊃ V1 ⊃ V2 ⊃ . . ., there is k, such that Vk = Vk+1 = · · · . Let X∗ be i.i.d. ∼ X and ξ = X −X∗.
Then almost surely, 〈un, ξ〉 ∈ Z for all n. Since 〈un, ξ〉 → 0, this implies 〈un, ξ〉 = 0 for n ≥ k large
enough. But then ξ ∈ V ⊥n = V ⊥k . By assumption, ξ is not concentrated in any linear subspace of
dimension d− 1. Then Vk = {0}, giving uk = uk+1 = · · · = 0, so 0 is not a cluster point of Γ.
Let V = span(Γ) and r = dim(V ). Suppose r ≥ 1. By a fundamental theorem on lattices
(cf. [34], Lemma 3.4), Γ =MZr for someM ∈ Rd×r of rank r. Let v1, . . . , vr be the column vectors
of M and a = (a1, . . . , ar) such that 〈vi,X〉 ∈ ai + Z. Then X ∈ Λ = {x ∈ Rd : M ′x ∈ a + Zr}.
By πV (x) = HM
′x, where H = M(M ′M)−1, πV (X) = HM ′X ∈ H(a + Zr), so πV (X) is lattice.
If v ∈ Rd \ V , then v 6∈ Γ, so |ϕX(2πv)| < 1. Thus V has the property stated in (1). To continue,
assume the following result is true for now.
Lemma A.1. There is K ∈ Zr×r with detK = ±1 such that Ka = (0, . . . , 0, zν , zν+1, . . . , zr),
where zν ∈ [0,∞) ∩Q and zν+1, . . . , zr ∈ (0,∞) \Q are rationally independent.
Let Q ∈ Rd×(d−r) be of full column rank such that Q′M = O. Define
T =
(
KM ′
Q′
)
, Y = KM ′X, Z = Q′X, βi = zi − ⌊zi⌋ , i = ν, . . . , r. (A.2)
Then TX = (Y,Z), βν ∈ Q ∩ [0, 1), and βν+1, . . . , βr ∈ (0, 1) \Q are rationally independent. Put
β = (0, . . . , 0, βν , βν+1, . . . , βr). Since Y ∈ K(a+ Zr) = β + Zr, T has the property stated in (3).
To show T has the property stated in (2), if u = (k, 0) ∈ Zr × {0}, then by 〈u, TX〉 = 〈k, Y 〉 ∈
〈k, β〉+Z, |ϕTX(2πu)| = 1. Conversely, if |ϕTX(2πu)| = 1, then |ϕX (2πT ′u)| = 1, so T ′u =Mk ∈ Γ
for some k ∈ Zr. Write u = (w, v) with w ∈ Rr. By (A.2), H ′T ′u = H ′(MK ′w + Qv) = K ′w.
As the LHS is also H ′Mk = k, K ′w = k, giving w = (K ′)−1k ∈ Zr. On the other hand,
(Idd −MH ′)T ′u = (Idd −MH ′)(MK ′w + Qv) = Qv and the LHS is also (Idd −MH ′)Mk = 0.
Thus Qv = 0. Since Q is of full column rank, v = 0 and hence u = (w, 0) ∈ Zr × {0}.
So far it has been assumed that r = dim(V ) > 0. If r = 0, then Γ = V = {0}. Consequently,
|ϕX(2πv)| < 1 for v 6= 0 and T = Idd has the property stated in (2)–(3).
To show that V is unique, letW be a linear subspace such that πW (X) is lattice and |ϕX(2πv)| <
1 for v 6∈ W . By definition, Γ ⊂ W , so V = span(Γ) ⊂ W . If V 6= W , then W ∩ V ⊥ 6= ∅ and
πW∩V ⊥(X) = πW∩V ⊥(πW (X)) is lattice. It follows that there is 0 6= u ∈ W ∩ V ⊥, such that
〈u,X〉 = 〈u, πW∩V ⊥(X)〉 ∈ c + Z for some c. But then u ∈ Γ ⊂ V . The contradiction shows
V =W and hence the uniqueness of V .
29
To show that ν, r, and q are unique, suppose 0 ≤ µ ≤ s ≤ d, q∗ ∈ N, and B ∈ Rd×d is
nonsingular, such that
|ϕBX(2πu)| = 1⇐⇒ u ∈ Zs × {0}, (A.3)
and BX = (Y∗, Z∗) with Y∗ ∈ γ + Zs, Z∗ ∈ Rd−s, and γ = (0, . . . , 0, γµ, γµ+1, . . . , γs), where
γµ = p∗/q∗ with 0 ≤ p∗ < q∗ being coprime, and γν+1, . . . , γs ∈ (0, 1)\Q are rationally independent.
By B′u ∈ Γ⇐⇒ |ϕBX (2πu)| = 1 and (A.3), Γ = B′(Zs×{0}). Since B is nonsingular, a comparison
of dimensions yields s = dim(V ) = r.
Let r ≥ 1, otherwise nothing remains to be shown. Then by Γ = T ′(Zr × {0}) = B′(Zr × {0}),
T ′1Z
r = B′1Z
r, where T1, B1 ∈ Rr×d consist of the first r rows of T and B, respectively. Then
there are J, J∗ ∈ Zr×r such that T1 = JB1 and J∗T1 = B1, giving J∗JB1 = J∗T1 = B1. Since the
rows of B1 are linearly independent, J∗J = Idr. Thus J−1 = J∗. On the other hand, B1X = Y∗.
Then T1X = JB1X = JY∗ ∈ J(γ + Zr) = Jγ + JZr = Jγ + Zr. Since T1X = Y ∈ β + Zr,
then β − Jγ = (b1, . . . , br) ∈ Zr. Let J = (gij). Each βi = ci + gi,µ+1γµ+1 + . . . + girγr with
ci = bi+ gi1γ1+ . . .+ giµγµ = bi+ giµγµ ∈ Z. Since βi, i > ν, are rationally independent, this leads
to µ ≤ ν. Likewise, ν ≤ µ. Thus µ = ν. For i ≤ ν, gi,ν+1γν+1+· · ·+girγr = βi−ci ∈ Z. By rational
independence of γν+1, . . . , γr, βi = ci. In particular, βν = kγν − l with k = gνν and l = −bν .
Likewise, γν = k∗βν − l∗ with k∗, l∗ ∈ Z. As a result (kk∗ − 1)βν = k(γν + l∗)− βν = l + kl∗ ∈ Z.
Since βν = p/q with 0 ≤ p < q being coprime, q | kk∗− 1, so k∗ and q are coprime. Then γν = p∗/q
with p∗ = k∗p− l∗q being coprime with q. Thus q∗ = q, completing the proof.
Proof of Proposition 2.2. (1) Let Kξ = (ζ1, . . . , ζν−1, p + qζν), where K ∈ Zν×ν with detK = ±1,
0 ≤ p < q are coprime, and ζ = (ζ1, . . . , ζν) ∈ Zν is strongly aperiodic. By ξ ∈ Zν , 〈t, ξ〉 ∈ Z for
t ∈ Zν . Conversely, if 〈t, ξ〉 ∈ Z, then letting s = (K ′)−1t, 〈s,Kξ〉 = s1ζ1+ · · ·+sν−1ζν−1+ qsνζν+
psν ∈ Z. The strong aperiodicity of ζ implies s1, . . . , sν−1, qsν , psν ∈ Z. Since p and q are coprime,
then sν ∈ Z. Thus s ∈ Zν and t = K ′s ∈ Zν . This shows ξ is aperiodic.
Conversely, let ξ be aperiodic. Define Γ = Γξ as in (A.1). Then Γ is a lattice. Since Z
ν ⊂ Γ,
by Smith normal form ([34], Th. 3.7), there are linearly independent u1, . . . , uν ∈ Γ and integers
1 ≤ n1 ≤ · · · ≤ nν with ni |ni+1, such that, letting M = (u1, . . . , uν) and D = diag(n1, . . . , nν),
Γ =MZν , Zν =MDZν . (A.4)
By ui ∈ Γ, 〈ui, ξ〉 ∈ si + Z for some si. In matrix form, M ′ξ ∈ s + Zν , where s = (s1, . . . , sν).
Define K = DM ′, Z = Kξ, and b = Ds. From the second identity in (A.4), Zν = K ′Zν , giving
K,K−1 ∈ Zν×ν . Then Z ∈ Zν and is aperiodic. Meanwhile, Z = DM ′ξ ∈ D(s + Zν) = b+DZν .
Then from Z ∈ (b + DZν) ∩ Zν and DZν ⊂ Zν , b ∈ Zν . Let Z1, Z2, . . ., Z ′1, Z ′2, . . . be i.i.d. ∼ Z.
For m,n ≥ 0, Sm(Z) − Sn(Z ′) ∈ Zb +DZν ⊂ Zν . By aperiodicity of Z, for every standard base
vector ei of R
ν , there are m and n such that P{Sm(Z)−Sn(Z ′) = ei} > 0 ([31], p. 20). This yields
ei ∈ Zb + DZν. As a result, Zb +DZν = Zν. Let si ∈ Z and vi = (vi1, . . . , viν) ∈ Zν , such that
bsi +Dvi = ei. Write b = (b1, . . . , bν). By comparing the coordinates,
bisi + nivii = 1, bjsi + njvij = 0, j 6= i.
Thus, each pair of bi and ni are coprime. For j > i, as nj 6= 0, nj | bjsi, so nj | si. Then by
bi(si/nj)nj + nivii = 1, nj and ni are coprime. By ni |nj , this gives ni = 1. As a result, n1 =
· · · = nν−1 = 1. Put q = nν and let 0 ≤ p < q such that q | (bν − p). Let ζ = D−1(Z − peν).
By Z ∈ b + DZν and b − peν ∈ DZν , ζ ∈ Zν. If 〈t, ζ〉 ∈ s + Z, where t ∈ Rν and s ∈ R, then
〈Mt, ξ〉 = 〈t,M ′ξ〉 = 〈t,D−1Z〉 ∈ c+Z with c = s+ p〈t,D−1eν〉. Then Mt ∈ Γ =MZν , so t ∈ Zν .
Thus ζ is strongly aperiodic. By Kξ = Z = peν +Dζ, the proof is complete.
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(2) Let ζ = L − βνeν . Then ζ ∈ Zν . Since for u ∈ Rd, |ϕTX(2πu)| = 1 ⇐⇒ u ∈ Zν × {0},
then for v ∈ Rν , |ϕζ(2πv)| = |ϕL(2πv)| = 1 ⇐⇒ v ∈ Zν , so ζ is strongly aperiodic. Then by (1),
DL = (ζ1, . . . , ζν−1, p+ qζν) ∈ Zν is aperiodic.
Proof of Lemma A.1. Recall Q, R, and their quotient R/Q are vector spaces over the field Q, Let
a¯ = (a¯1, . . . , a¯r) with a¯i = ai + Q ∈ R/Q. First, if a¯ 6= 0, then there are linearly independent
u¯1, . . . , u¯s ∈ R/Q, 1 ≤ s ≤ r, such that a¯ = Au¯, where A ∈ Qr×s is of full column rank and
u¯ = (u¯1, . . . , u¯s). Equivalently, a − Au ∈ Qr. Note that ui are rationally independent. By
multiplying A by a large m ∈ N and dividing u by m, A can be assumed to be in Zr×s. It is
known that there are P ∈ Zr×r and R ∈ Zs×s with |detP | = |detR| = 1, such that PA =(D
O
)
R, where D = diag(d1, . . . , ds) with di ∈ N and di | di+1 (cf. [23], Th. III.5). Let DRu = v.
Then P (a − Au) = Pa − (v, 0) ∈ Qr, so Pa = (v˜, w), where v˜ = v + y for some y ∈ Qs and
w ∈ Qr−s. The coordinates of v˜ are rationally independent. On the other hand, similar to A,
there is M ∈ Z(r−s)×(r−s) with detM = ±1, such that Mw = (q, 0, . . . , 0) ∈ Qr−s with q ≥ 0.
Then K0 =
( Ids
M
)
P gives K0a = (v˜, q, 0, . . . , 0). By permuting the coordinates, the lemma follows.
Finally, if a¯ = 0, then a ∈ Qr. Following the treatment of the above w, the result follows.
B Proofs regarding distributions in the domain of attraction
Proof of (3.1) and (3.2). Let X ∼ F ∈ D(α). If α = 2, then (3.2) is part of [28], Th. 4.1. For any
c > 1, VX(s) ≤ VX(cs) ≤ VX(s) + c2s2qX(s), which by (3.2) gives VX(cs)/VX(s) → 1 as s → ∞.
Then (3.1) follows. If α ∈ (0, 2), then Th. 4.2 of [28] states that qX ∈ R−α, which leads to both
(3.1) and (3.2) (cf. [1], Th. 1.6.4).
Proof of (3.4). For the univariate case, see [1], p. 347. For the multivariate case, first, let α ∈ (0, 2).
The proof of Th. 4.2 of [28] shows that a choice of an is the infimum of all s such that
P{|X| > s,X/|X| ∈ E} ≤ γ(E)/n ≤ P{|X| ≥ s,X/|X| ∈ E},
where γ is a nonzero measure on Sd−1 and E is any fixed subset of Sd−1 with γ(E) > 0. By
Th. 14.10 of [29], γ is finite. Letting E = Sd−1 and c = γ(Sd−1), it follows that an can be any
s satisfying qX(s) ≤ c/n ≤ qX(s−). Then by (3.2) and (3.3), an can (also) be taken to be any
sequence such that A(an) ∼ cn.
Let α = 2 and b(u) = 〈u,Σu〉, where Σ is the covariance matrix of the limiting normal distri-
bution. If E|X|2 < ∞, then (3.4) follows from the Central Limit Theorem. Suppose E|X|2 = ∞.
By Th. 2.4 of [28], an can be any sequence such that for any ǫ > 0, (i) nqX(ǫan) → 0 and (ii)
(n/a2n)[mV (ǫan, u) − 〈cV (ǫan), u〉2] → b(u) for any u ∈ Sd−1. Since |cV (s)|2 = o(VX(s)) as s →∞
([28], (4.5)), by (3.1) and (4.6), (ii) is equivalent to n/A(an)→
∑
i b(ei). Once (ii) is satisfied, by
(3.2), (i) is satisfied. Then the claim on an follows.
Proof of (3.5). For the univariate case, see [1], p. 347. For the multivariate case, according to
the last comment on p. 190 in [28], bn can be taken to be (n/an)cX(tan) + γ, where γ is any
constant vector, and t > 0 is any fixed number such that {|x| = t} has measure 0 under the Le´vy
measure of the limiting stable law. From the characterization of the Le´vy measure (cf. [28], (3.4)–
(3.5)), t can be any positive number. It follows that any bn satisfying (3.4) must be of the form
(n/an)cX(an)+γ+ ǫn for some constant vector γ, where ǫn → 0 as n→∞. This implies (3.5).
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