What is model selection? What are the goals of model selection? What are the methods of model selection, and how do they work? Which methods perform better than others, and in what circumstances? These questions rest on a number of key concepts in a relatively underdeveloped field. The aim of this essay is to explain some background concepts, highlight some of the results in this special issue, and to add my own. The standard methods of model selection include classical hypothesis testing, maximum likelihood, Bayes method, minimum description length, cross-validation and Akaike's information criterion. They all provide an implementation of Occam's razor, in which parsimony or simplicity is balanced against goodness-of-fit. These methods primarily take account of the sampling errors in parameter estimation, although their relative success at this task depends on the circumstances. However, the aim of model selection should also include the ability of a model to generalize to predictions in a different domain. Errors of extrapolation, or generalization, are different from errors of parameter estimation. So, it seems that simplicity and parsimony may be an additional factor in managing these errors, in which case the standard methods of model selection are incomplete implementations of Occam's razor.
are wonderfully appealing, such rules are as vague as they are informal. How instructive are they? What does Newton mean by sufficient to explain the appearances? How closely does a set of equations need to fit the data in order to explain the appearances? If we increase the number of causes by adding an extra terms to the equations, how do when this is unjustified by Newton's criterion?
The problem is that extra terms add extra adjustable parameters, and these will invariably improve fit to some degree (since we can always obtain the same fit as before by putting the new adjustable parameters equal to zero, and if the nonzero parameters can fit some of the noise in the data, then the fit will be better). Does an extra term added to an equation count as beyond necessity if and only the gain in fit is too small? If so, what counts as too small? How do we make this tradeoff between the addition of new parameters and gain in fit? And what is the rationale behind such tradeoffs? What is gained by the tradeoff, and why? These are the practical kinds of problems mathematical psychologists face everyday. They are issues that are addressed in a more theoretical way in the branch of mathematical statistics called model selection. Perhaps each group of researchers has something to learn from the other? That is the raison d'être of this special issue in the Journal of Mathematical Psychology.
In physics, one may think of a model as a set of equations containing adjustable parameters that is applied to a concrete physical system. When the construction of new models is strongly constrained by a background theory, it is common that a new model is the extension of old one obtained by merely adding extra terms and extra parameters. In contrast, Cutting (2000) describes an example in which the competing models are not nested. The problem is to model the response of a subject who is asked to rate the depth of a stimulus on a scale from 1 to 99. The stimuli contained 3 square panels laid out in depth with one behind another (Fig. 1) . The experimenters manipulated four different sources of depth information,
FIG. 1:
A stimulus like the ones used in Bruno and Cutting's experiment. relative size (S), height in visual field (H), occlusion (O), and motion perspective among the panels (P), so that they could be independently present or absent in any particular stimulus. That means that there were 16 variations of the stimulus in Figure 1 shown to each subject. A variable D coded for the depth response, scaled to a number between 0 and 1, of a subject to a stimulus. The problem is to express D as a function of the presence or absence of each of the four visual cues. To write this mathematically, we need to introduce four independent variables x S , x H , x O , and x P to code for the presence or absence of the depth cues S, H, O, and P, respectively. In particular, x S = 1 if S is present, and x S = 0 if S is absent. The other three variables also take on the values 1 or 0 depending on whether the corresponding cue is present or absent. The problem is to choose a function that expresses D in terms of x S , x H , x O , and x P .
How is depth information combined? Bruno and Cutting (1988) proposed that the cues are combined additively. They modeled a subject's response by a linear function of the form:
where S, H, O, and P are adjustable parameters that measure the influence that a cue has in determining the final depth judgment. B is a constant that takes account of the possibility that a subject will come up with a non-zero estimate of depth even in the absence of all the cues. Note that the parameters are constant for any particular individual, but are allowed to vary from one subject to the next. This model is known in the literature as the linear integration model (LIM).
On the other hand, Massaro (1988) proposed a non-linear model, which he called to as the fuzzy-logical model of perception (FLMP) . Applied to kind of data described in Bruno and Cutting (1988) Although I have used the same letters to write the parameters in FLMP, there is no sense in which they are the same as the parameters in LIM. The meanings of the parameters are determined by the model in which they are embedded, and the models are different. There is no sense in which LIM is a special case of FLMP or FLMP is a special case of LIM. Nor can one model be obtained from the other by the addition or subtraction of adjustable parameters. The pair of models is non-nested. If there is a theory of model selection, it should apply to the comparison of nested and non-nested models alike.
In this paper, I will begin with a general characterization of what models are, and a brief survey of some of the methods of model selection covered in this volume (section 2). Almost every experimental scientist is familiar with Neyman-Pearson hypothesis testing, and it may be surprising to learn that classical hypothesis testing succeeds in trading off simplicity and fit. It is an implementation of Occam's razor.
In section 3, I will describe the model selection problem in terms of a tradeoff between the variance of parameter estimation and the initial bias of the competing models. This section is about what model selection criteria ought to do, not how well do they do it. Section 4 describes some results of my own theoretical investigation into the performance of some of the model selection criteria described in section 2. One result is that the performance of different methods depend crucially on hidden features of the context in which they are applied. More specifically, for any two methods, A and B, there exists a context in which A performs better than B and there exists a context in which B performs better than A.
The context dependence of performance leads to an important lesson about simulations. Because simulations are usually tied to a specific (hypothetical) context, it is always possible to find a simulation in which your favorite method performs better than another. Beware of simulations, because they can be tailored to support any position.
Section 5 expands the scope of the essay by considering the performance of criteria with respect to novel predictions. This extends the concept of performance of the previous section to include errors of extrapolation or generalizability. Model selection criteria are standardly designed to maximize the fit with data that is re-sampled from the same generating distribution. When the new data is sampled from a different area or domain of the distribution, then, in principle, anything can happen so one might think that nothing can be done about extrapolation errors that might arise. If this were correct, then science as we know it would be impossible. So, the issue arises: How well do the standard model selection methods (section 2) perform when the aim of model selection is to generalize to new cases? Busemeyer and Wang (2000) argue that all the standard methods do worse than their alternative, which they call the generalization criterion methodology. According to some computer simulations described in section 5, they are right in at least some cases. As far as I am aware, this is an open area of research. It is an advantage of the framework described here that it allows for the formulation of such questions.
THE MANY METHODS OF MODEL SELECTION
What is a model? From a theoretical point of view, there is an advantage to viewing models as sets of probabilistic, or statistical, hypotheses. In physics, this is done by associating models with an error distribution. In the depth perception example, depth judgments are naturally stochastic because depth judgments may differ even when visual cues are exactly the same. In other words, in each case, what appears to be a deterministic equation is interpreted as an equation for the mean value of the dependent variable.
For example, in a simple curve-fitting situation in which a variable y is represented as a function of an independent variable x, as in y = θ x + u, where u is an error term governed by a fixed error distribution, the corresponding model M is a set of densities
If the error distribution itself contains an adjustable parameter, say a variance σ 2 , then it is one of the adjustable parameters characterizing the model:
. However, parameters like σ 2 , which I will call distributional parameters, are less important because they do not usually characterize the structural properties of the system under study, and will commonly vary from one application to the next. On the other hand, structural parameters, like θ, will tend to have greater predictive value.
However, their measurement is determined by standard statistical methods, like the method of least squares, and so they are statistical parameters in that sense. This same basic ideas generalize to the sets of equations with many dependent variables (vector equations) and many independent variables, linear or nonlinear functional relationships, and to cases where different equations share common parameters. In physics, for example, the parameters typically play a key role in the background theory, like the half lives of radioactive isotopes, electrical resistance, elasticity, mass, electric charge, the speed of light, initial velocities, and the fundamental physical constants. Others are less central, like the constants of integration.
A probability density represents a hypothesis, which makes assertions about the statistical laws or regularities in the world. We say that the hypothesis is true if the probabilities it asserts to hold actually do hold in the world. Of course, it is never the complete truth. In this volume, the 'true density' is alternatively called the environmental density (Golden, 2000) or the operating model (Zucchini, 2000) or the data generating density. A model is true if and only if one of the densities it contains is true.
There is a one-to-one correspondence between the members of a model and particular numerical assignments to the set of parameters of the model; at least on the condition that the model is identifiable (Bamber and van Santen, 2000) . For instance, if LIN is a model that asserts a linear functional dependence of y on x, then each member hypothesis is a particular line in the x-y plane, which is uniquely characterized by its slope and its point of intersection with the y-axis. A model may be represented as a set of points in a parameter space, and each member of the model is a point in that space. For that reason, I sometimes refer to a density as a point hypothesis. Point hypotheses specify the probability (density) of the observed data, which is known as the likelihood of the hypothesis relative to the observed data (not to be confused with the probability of the hypothesis given the data). But point hypotheses also specify the probability of any possible set of data within its domain. For that reason, I have also referred to point hypotheses as predictive hypotheses (Forster, 2001) . In this essay, I shall also call them predictive densities.
A model (in our usage) is a kind of hypothesis, but it is far weaker in that it only asserts that one of its densities is the true density. Logically speaking, it is the (infinite) disjunction of all the point hypotheses contained in it. The laws of probability imply that the likelihood of a model is the average of the likelihoods of its members, but this is undefined unless there is a prior probability distribution over the members of the model. Likewise, a model does not confer a well defined probability of new data, and is therefore ineffective for the purpose of anticipating the future and determining our expectations of new facts. For me, it is a fundamental axiom that the purpose of model selection is to mold our predictive expectations, and so I am forced to the ironic conclusion that model selection is not fundamentally about choosing a model. For me, the aim is to select a particular density from a model. Choosing a model is merely a intermediate step in the process.
Since the selection of a predictive density from a model involves the assignment of numerical values to all adjustable parameters, model selection includes parameter estimation. For those readers less familiar with statistical methods, the essential idea is that parameter estimates are determined by the member of a model that best fits the observed data (recall the one-to-one correspondence). Given the way that the framework is setup, it is convenient to assume that 'fit' is measured by likelihood, so that the method of parameter estimation is the method of maximum likelihood (ML). In practice, fit is often defined in terms of the sum of squared deviations, which avoids the need for an explicit error distribution. As was first proven by Gauss (1777-1855), ML estimate will give the same numerical result when a Gaussian error distribution is explicitly assumed, so ML is general enough to include the method of least squares as a special case. As a result, we shall treat model selection as choosing from amongst a set of maximum likelihood hypotheses selected from each of the competing models.
Not everyone in the field uses the terminology in the same way. Most importantly, Zucchini (2000) and Grünwald (2000) refer to a predictive density as a model, and what I call a model as a family of models. While it is easy to translate, I suspect that it may have encouraged some misunderstandings. When these authors talk about model selection, their goal is to select approximately true predictive densities, which I think is right. However an alternative (incompatible) view is that model selection aims at the selection of approximately true models. The authors of one view may mistakenly cite the advocates of the other view in their support.
The Method of Maximum Likelihood (ML).
Maximum likelihood is principally a method of parameter estimation, but it extends straightforwardly to model selection. The rule is to choose the best of the best (Forster, 1986) . That is, out of the maximum likelihood hypotheses in the competing models, select the one that has the greatest likelihood; or equivalently, the greatest log-likelihood. If one thinks of log-likelihood as a measure of fit, then ML is the implementation of naïve empiricism. It is the antithesis of Occam's razor. In fact, in the case of nested models, it can never favor anything less than most complex of all the competing models. (N-P) . This is the classical methodology of statistics made famous by Neyman and Pearson in joint publications between 1933 and 1938. It can be applied to many problems in model selection. Consider the comparison of nested models, in which we decide whether to add or omit a single parameter θ. Omitting the parameter is effectively the same as setting it equal to zero, so the choice is between the hypotheses θ = 0 and θ ≠ 0 . In the general case, the competing models will share other adjustable parameters, but let us suppose that these are set at their previously estimated values.
Classical Hypothesis Testing
2 Classical hypothesis testing does apply to a situation like this. Let x be a variable ranging over possible data sets. The hypothesis θ = 0 specifies a single density ( ; 0) f θ =
x
. Let ! θ be the maximum likelihood estimate for θ. Then ! θ is a function of x whose probability distribution is determined by θ = 0 to be ( ; 0) g θ θ = . If θ = 0 is chosen as the null hypothesis, then we may set up a 5% critical region, or rejection set, such that if ! θ is sufficiently close to 0, then the null hypothesis is not rejected (p < .05, two tailed).
Note that the null hypothesis would always be rejected if one went by fit alone because θ θ = ! is the best fitting hypothesis in the model θ ≠ 0 , and it fits the observed facts better than θ = 0 .
Therefore, when a classical test fails to reject the null hypothesis, it is favoring the simpler hypothesis in spite of its poorer fit. Classical hypothesis testing succeeds in trading off goodnessof-fit for simplicity. The only requirement is that the null hypothesis is chosen to be the simpler of the two models. So why is there a need for new methods of model selection? One problem is that the method does not extend straightforwardly to non-nested hypotheses. For instance, in the depth perception example of section 1, there is no reason to choose LIM rather than FLMP as the null hypothesis, and the results will be entirely different in each case. Classical methods are not based on any deep analyses or insights into the problem of model selection, even though its methods may provide an adequate implementation of Occam's razor in some problems.
2.3 AIC. The goal of Akaike's Information Criterion (AIC) is to minimize the KullbackLeibler (K-L) distance of the selected density from the true density (Akaike 1973 (Akaike , 1974 (Akaike , 1977 (Akaike , 1985 . I will describe the K-L distance in greater detail later. Let x represent the total n observed data, and k the number of adjustable parameters whose variation make a difference to that discrepancy (the degrees of freedom). Then the expected value of l og ( ; ) f n kn θ θ = − x is −2 times the K-L discrepancy under asymptotic conditions (which requires that the probability distribution of ! θ is normal-the density ( , ) f θ x need not be normal). This is Akaike's theorem (see Bozdogan, 2000 , for further details), which provides a principled way of trading off simplicity and fit. The AIC rule is to select the predictive density that has the lowest estimated K-L discrepancy, which amounts to the maximization of l og ( ;
. The first term measures fit per datum, while the second term penalizes complex models. Note that AIC, without the second term, would be the same as ML. The AIC rule is a modification of naïve empiricism (see subsection 2.1). Note that the complexity penalty tends to zero for large data sets, so that complexity becomes relatively less important in the large sample limit.
What is the difference between AIC and classical hypothesis testing? One advantage is that AIC applies to nested and non-nested models. All that is required for the comparison of models is their maximum likelihood values, their k values, and the number of data. There is no need to say which model is the null hypothesis. The other difference lies in their rationale. Akaike effectively tradeoffs type I or type II errors in a principled way. Apart from this, they are remarkably similar in examples to which they both apply. It is instructive to reconsider the example of nested hypotheses. Suppose that ! θ is a sufficient statistic for θ, which by definition means that( ; ) ( ; Therefore, θ = 0 will be rejected when ! θ is far enough from 0 so that
That is, θ = 0 is rejected when ! θ is more than 2 standard deviations from the mean, which corresponds to a 15.73% rejection rate when the null hypothesis is true. It is equivalent to a classical test with a rejection area of 15.73% (p < .1573, two tailed). The irony is that a 5% classical test gives greater weight to simplicity than AIC. I anticipate that the classical community will view this is an intolerably high type I error rate. This reaction is a natural consequence of the deep differences in the way that model selection is conceptualized. In AIC's defense, first note that 15.73% is only the probability of choosing the wrong model when the null hypothesis is true. If the null hypothesis is not true, then the rejection the null hypothesis is not an error. So, what is the probability of the null hypothesis being true in the examples we have considered? A priori considerations suggest that it is zero. If I throw a dart onto an dart board, what is the probability that it will land exactly in the middle? When one actually looks at the examples, then the a priori judgment is confirmed. What is the probability that any of the planets are spherically uniform in their distribution of mass? For that matter, what is the chance that the earth bulges at the equator in exactly the sense assumed by Newton. Or what is the chance that either of the models of depth perception considered in section 1 being exactly correct? The most plausible view is that all models are idealizations of reality, and none of them is true. But if all models are false, then the issue of type I or type II errors never arises. So, what is the point of a method designed to minimize these errors?
One response may be to say that the null hypothesis may be approximately true, in which case rejecting the null hypothesis does count as a mistake. Or does it? Suppose for the sake of argument that the null hypothesis is approximately true. Does it then follow that its rejection is therefore a mistake? I think not. For if θ = 0 is a good approximation, then an instance of the competing modelθ ≠ 0 is also a good approximation. Rejecting the null hypothesis is not necessarily a mistake because mistakes are no longer measured in black and white. Nevertheless, it may well be that θ = 0 is a better approximation than θ θ = ! . In that case, rejecting the null hypothesis would be a mistake. But it is probably not a big mistake. When the null hypothesis is approximately true, then ! θ is probably close to 0.
Sometimes the rejection of an approximately true null hypothesis can have serious social and political consequences, or it may be very expensive. The null hypothesis that there is no difference in mean intelligence amongst people of different racial backgrounds is one such example. People will be less comfortable with AIC when it threatens such theses. However, remember that AIC is not designed to take account of social consequences. This is the task of a decision theory which takes social utilities into account, and AIC is not trying to compete with such a theory. It is only designed to (fallibly) estimate the predictive accuracy of competing hypotheses. Therefore, to reject the null hypothesis is only to conclude that there is a statistical correlation between race and IQ that may extend to new cases. It suggests nothing about whether the correlation has a genetic or environmental cause, which is the more socially serious part of the inference. AIC is neutral on that score.
Another important point is that the conclusions of AIC are never about the truth or falsity of a hypothesis, but about its closeness to the truth. When AIC favors the hypothesis θ θ = ! over θ = 0 , the only thing that is (provisionally) asserted is that the true value of θ is closer to ! θ than it is to 0. This is a weaker assertion than concluding that the true value of θ is equal to ! θ .
I am only defending AIC when it is properly understood and properly applied.
Cross-Validation Techniques.
Cross-validation (CV) is an entirely different technique, whose advertised goal is to evaluate the predictive accuracy of the competing models (Browne, 2000) . The idea is to divide the data into two subsets; the calibration set or the training set and the test set. A model is fitted to the calibration set, to obtain ! θ cal , which is then evaluated by its ability to fit the test set. Because the test set is not used in the construction of the hypothesis, it provides a unbiased estimate of its performance with respect to any new data. However, the goal is to evaluate the predictive performance of ! θ , fitted to the whole data, and this is different from ! θ cal . The difference between the two is minimal if only one datum is left out of the training set. This advantage is offset by the unreliability of estimating predictive performance with the single datum. The solution is to repeat the procedure n times leaving out a different datum each time, and averaging the result. The CV rule is to select the model with the best score.
Note that leave-one-out cross-validation makes no explicit appeal to simplicity what-soever, so it may be surprising to learn that it is asymptotically equivalent to AIC (Stone, 1977) . Perhaps it is not so surprising given that their goals are equivalent. For it turns out that to minimize the K-L distance between the maximum likelihood density is the same as maximizing predictive accuracy if that is defined in terms of the expected log-likelihood of new data generated by the true density (Forster and Sober, 1994) .
Bayes Method.
Bayes method says that models should be compared by their posterior probabilities (Wasserman, 2000) . If all models are known to be false, then they all have zero probabilities. Nevertheless it might be useful to know which is the more probable of two models if we were to assume that at least one of them is true. Schwarz (1978) assumed that the prior probabilities of all models were equal, and then derived an asymptotic expression for the likelihood of a model, which is sometime referred to as the Bayesian Information Criterion (B-I-C). Logically speaking, a model is a huge disjunction, which asserts that either the first density in the set is the true density, or the second density, or the third, and so on. By the probability calculus, the likelihood of a model is therefore the average likelihood of its members, where each likelihood is weighed by the prior probability of the particular density given that the model is true.
The BIC rule is to favor the model with the highest value of l og ( ;
. Note that BIC is similar to AIC except that it gives greater weight to simplicity by a factor of log n b g 2 . Where classical hypothesis testing applies, BIC is equivalent to a classical test whose size slowly decreases as the sample size n increases. Bayes method is one thing and BIC is another. The latter is not always an approximation of the former. To understand why this is so, it is important to make a distinction. I will say that model A is truly nested in model B when all the densities in A are also in B. ≠ in the definition of B, then we say that A is quasi-nested in B. It may seem that removing a set of measure zero from B should make no practical difference at all. But that is exactly why it is puzzling to learn that it makes a huge difference for Bayes method. Consider a competition between two truly nested models, A and B. If the true density is in A then the true density is in B. Therefore, the probability that A contains the true density, that is, the probability of A, can never be greater than the probability of B (Popper, 1959) . It does not matter whether the probabilities are prior probabilities or whether they are posterior probabilities. Therefore, according to Bayes method, it is impossible to favor the simpler model over the more complex model, and there is no implementation of Occam's razor if the models are truly nested! BIC does not have this consequence, therefore BIC is not an approximation of Bayes method in this case. If Bayes method is to be an implementation of Occam's razor, as Bayesians claim (Wasserman, 2000) , then it is charitable to assume that they are referring only to the choice amongst quasi-nested models. This maneuver succeeds in restoring consistency to their claims. Nevertheless, it does not resolve the puzzle about why there should be any difference between truly nested and quasi-nested models. In the other methods of model selection, such as AIC or cross-validation, there is no difference between these two cases.
In the argument above, I stated that the probability of A is the probability that A is true. What if we understood it to be the probability that A is approximately true? To see that this cannot be right, note that if θ = 0 is only approximately true, then there is a member of θ ≠ 0 that is also approximately true because there is a member of θ ≠ 0 that is infinitesimally close to θ = 0 . Therefore, the probability that θ = 0 is approximately true is never greater than the probability that θ ≠ 0 is approximately true. This argument applies to truly nested and quasinested models, so Bayesians have to maintain that the probability of A is the probability that A contain the exact true density.
It should be clear from this discussion that Bayes method and AIC optimize entirely different things. The contrast is especially dramatic in any case in which we know that a simpler nested model is false, and the complex model is true. For a Bayesian, the complex model is more probably true (obviously), and its choice is already made. In contrast, the work of AIC has only just begun. AIC is interested in which maximum likelihood hypothesis within each model is closest to the truth, and the truth of complex model does not imply that it yields the best point hypothesis (Zucchini, 2000) . AIC is not primarily concerned with selection of models at all! Bayes method do not select a point density from the winning model, although it does yields a predictive density; namely the average density of all members of the winning model, where the weights are given by the posterior distribution over the members of the model, conditional on the assumption that the model is true. Various convergence theorems show that the posterior distribution concentrates all its weight on the maximum likelihood hypothesis in the limit of large n. Therefore, in that limit, the Bayesian predictive density converges to the maximum likelihood density, which the same as AIC's choice (Wasserman, 2000) . It is a simplification I will make when I compare the performance of the BIC and AIC in section 4.
2.6 Minimum Description Length Criteria. Within computer science circles, the best known implementation of Occam's razor is the minimum description length criteria (MDL) or the minimum message length criteria (MML) (Grünwald, 2000) . The motivating idea is that the best model is one that facilitates the shortest encoding of observed data. I have little to say about these methods except to mention that one version of MDL is asymptotically equivalent to BIC. That means that the following sections provide some information about the performance of at least one of these criteria in prediction problems.
I should also mention Bozdogan's ICOMP criterion (Bozdogan, 2000) in this subsection because it shares some of the same emphasis on the descriptions of models (see also footnote 4).
Limitations of All Methods
Above. There are some caveats that apply equally to all methods. Regression towards the mean is a phenomenon, in which very high or very low extremes are not reliably repeated. For example, most sons of very tall fathers, will tend to be closer to an average height than their fathers. Israeli flight instructors were told that they should praise their students when they performed exceptionally well, and criticize students when they performed very poorly (Kahneman and Tversky, 1973) . The flight instructors (wrongly) concluded that criticism was effective in improving performance, but praise was not! Tversky and Kahneman (1971) did a survey of mathematical psychologists, which showed that they tended to overestimate the probability that statistically significant results in one experiment will be repeated in a second experiment. Both of these are correctable mistakes.
However, selection bias is a related phenomenon, which is not so clearly correctable. Zucchini (2000) points out that model criteria are especially risky when a selection is made from a large number of competing models. The random fluctuations in the data will increase the scores of some models more than others. The more models there are, the greater the chance that the winner won by luck rather than by merit.
The Bayesian method of model averaging (Wasserman, 2000) derives a predictive density as a weighted average of all the densities in all the models. On the positive side, it diminishes the problem of selection bias (Zucchini, 2000) , because it is not a risky kind of winner-takes-all procedure favored by other model selection techniques. On the other hand, this advantage comes at the expense of making the predictions rather imprecise. It raises an interesting theoretical question about when such a tradeoff is worthwhile.
Golden (2000) talks about higher level statistical tests that can be done to assess the significance of lower level decisions made by any kind of model selection criterion. He argues that model selection criteria should lead to a three-way decision-accept, reject, or suspend judgment. Including the third option is an excellent recommendation.
Browne (2000) emphasizes that selection criteria should not be followed blindly. They are merely guides to research, not the end of research. In many ways, it would be better to think of model selection methods as tools for model comparison or assessment because the term 'selection' may suggest that something more definite has been attained. This point applies to all the methods discussed here, so it should not be used against one method at the expense of another.
Generalization Test
Methodology. The final, and perhaps the most serious, limitation of these methods is identified by Busemeyer and Wang (2000) . If we think of model selection as using data from sampled from one distribution in order to predict data sampled from another, then it is clear that all the methods listed above assume that the two distributions are the same. Yet in practice, predictions are sampled from a distribution that is an extension of the data generating distribution. This is most obvious in the case of time series models, where the goal is (usually) to extrapolate or generalize beyond the range of the observed data, but it also arises more generally. In such cases, errors of estimation arise not only from small sample fluctuations, but also from the failure of the sampled data to properly represent the domain of prediction. Standard methods of model selection are not designed to manage this second source of error. Busemeyer and Wang (2000) introduce a method that they call the generalization test methodology as an attempt to address this problem. In brief, it is very similar to cross validation, except that the calibration set and the test set (subsection 2.4) are judiciously chosen to test for extrapolation properties. This is such an important issue that I have devoted section 5 of this article to that topic.
THE BIAS/VARIANCE DILEMMA
Having surveyed five different methods of model selection, it may come as no surprise that there is considerable disagreement about the goal of model selection. Yet from a theoretical point of view, it is essential to compare the criteria against a common standard. I shall adopt the point of view of Zucchini (2000) , in which the aim of model selection is to select a predictive density that best fits the true density within a particular domain, where 'fit' is defined in terms of a discrepancy function. The most important feature of discrepancy functions is that they define a distance (but not necessarily a metric) from the true density, or the closeness to the true density. AIC adopts the K-L measure as its discrepancy function. I shall often use this as a concrete illustration, although the thrust of this paper is more general.
I have already made the point that focusing exclusively on models is a mistake. For example, simulation results in this volume are often reported in terms of the relative frequency of choosing the right model and the wrong model. Yet in the case of nested models, this distinction is very strange. If model A contains the true density and it is nested in model B then model B also contains the true density. Both models are correct. In the nonnested case, the distinction may be well defined. Yet it is still unfaithful to the discrepancy idea, in which the size of a mistake matters. The black and white distinctions of right and wrong or true and false are vestiges of the classical and Bayesian conceptions, and it is hard to shake off the shackles of past conceptualizations.
The task of model selection is to (i) define the goal of model selection, (ii) describe the factors that determine when the goal is met, and (iii) measure the performance of all criteria against this goal. I will begin as informally as possible, in order to explain as much as possible with as little as possible for as long as possible.
Lack of fit is referred to as discrepancy (Zucchini, 2000) . Unless I state otherwise, by discrepancy I mean the discrepancy between a density and the true density. There are many ways of defining the discrepancy, but suppose we have chosen a particular measure. In any model selection problem, the right choice and the wrong choice is defined by the discrepancy. Discrepancy, like truth, is something that is unseen. It defines the goal, but does not provide the means.
In the case of two nested models, where B is obtained from A by adding param eters, the overall discrepancy is usefully broken up into two components: the bias and the variance. Proposition 1 describes the bias, while Proposition 2 describes the variance. The overall discrepancy is a combination of the bias and the variance. θ in the case of quasi-nested models). Therefore, the best approximation in B is no worse than the best approximation in A. In summary, the advantage of adding a parameter is that the model bias will never increase. The second question is whether there is any risk of losing something. Are there any disadvantages in adding a parameter? The answer is yes, although the question is a bit more involved.
The easiest way to think about the disadvantage of adding parameters is to imagine that both models share a common parameter ϕ, while model B has one extra parameter θ. A B = = , and ! θ is stochastically independent of ! ϕ (remember that maximum likelihood estimates are functions of the data x, and are therefore random variables). Such transformations do exist asymptotically if certain regularity conditions hold (Cramér, 1946, chapters 32 and 33) . If the parameters have been transformed in this way, then all relevant differences between the models are characterized solely in terms of the parameter θ.
DEFINITION 2:
The discrepancy difference between a maximum likelihood density and the minimum discrepancy density is called the estimation discrepancy. It is alternatively called the estimation variance, or just the variance.
If the estimation discrepancy of both models is the same with respect to their shared parameter, ϕ, then the difference in estimation discrepancy is determined by the parameter θ. However, model A has no estimation discrepancy in θ because its minimum discrepancy value and its estimated value are both 0. This motivates the following proposition:
PROPOSITION 2: If A is nested in B, then the estimation discrepancy of model B is greater than or equal to the estimation discrepancy of model A. Therefore, the disadvantage of adding a parameter is that it will almost always increase the estimation discrepancy.
DEFINITION 3: Let the overall discrepancy be the discrepancy between the true density and the probability density that is selected from a model by the 'best fit' criterion.
The overall discrepancy is what model selection aims to minimize, but it is composed of the model bias, or the approximation discrepancy, and the estimation discrepancy. Proposition 1 tells us that the model bias decreases with the number of parameters, but Proposition 2 tells us that the estimation error increases with the number of parameters. Whether adding a parameter is an advantage overall depends on whether the gain in model bias outweighs the increased estimation discrepancy. This is commonly referred to as the bias/variance dilemma (e.g., Geman et al, 1992) .
When the models are non-nested, the concepts of bias and variance still apply. The situation is illustrated in Figure 2 , which shows a 3-dimenional parameter space. Each point in that space assigns a particular set of numerical values to the three parameters, and hence picks out a unique point hypothesis, or probability density. A one-parameter model, like A, might be the family of points on a line, while a 2-parameter family, like B, is the family of points on a plane. A is nested in B if and only if the line lies in the plane. In Figure 2 , B is not nested in A. I have also shown a special case in which the true density is in the same 3-dimensional space. Note that it is not in A or B, so A and B are both false. Under the same conditions mentioned in preparation for Proposition 2, a data set is also represented by a point in parameter space; namely by the best fitting density in the space. The best fitting cases in A and B are then the orthogonal projections of that point onto those subspaces. Likewise, the least discrepancy cases are the orthogonal projections of the true hypothesis onto the same subspaces (see Sakamoto et al, 1986; Bozdogan, 1987) . The discrepancy between any two point hypotheses is the square of the distances between them in parameter space. As a consequence of Pythagoras's theorem, the overall discrepancy is equal to the sum of the approximation discrepancy (bias) and estimation discrepancy (variance).
In the non-nested case, there need be no bias/variance tradeoff-one model may have a clear-cut advantage on both counts. However, that does not mean that there is no model selection problem. In all cases, the problem is that bias and variance are unknown quantities. So how do we tell whether one model selection criterion is better than another at optimizing the overall discrepancy? Simulations may help, provided that they examine the full range of possible contexts.
HOW WELL DO THE METHODS WORK?
Section 2 described the methods of model selection and section 3 described their goal. In this section, I will put these two components together by asking how well the methods succeed in minimizing the overall discrepancy of the selected densities. This is a question about how well the methods actually perform. It is a theoretical question, which goes one step beyond the analysis of the previous section.
Consider a model selection problem between two models, A and B with respect to an observed data set x 0 generated by a true probability density, which one may label θ * . What I am about to say does not depend on whether the models are nested or nonnested. In such a context, there will be some fact of the matter about which of the two maximum likelihood densities has the least discrepancy (with θ * ), and by how much.
DEFINITION 4: If a criterion makes the correct choice, then the performance gain in any instance is equal to the decrease in discrepancy resulting from that choice (in comparison with the alternative choice). If the criterion makes the wrong choice, then the performance gain is negative. The overall performance of a criterion is the expected performance gain on all possible instances generated by the true density, where the expectation is calculated relative to the true density. I will refer to the overall performance more briefly as the performance. Like the discrepancies themselves, there is a fact of the matter about the performance of any criterion in any particular context.
The problem is to understand how the performances of criteria depend on the context, and how the performances of criteria compare in different contexts. Because the problem is hard, I have tackled it within a narrowed set of conditions. First, I consider only the Kullback-Leibler discrepancy function. Second, I assume that certain conditions that hold asymptotically in sample size under certain regularity conditions (Cramér, 1946 , chapters 32 and 33) actually hold for finite data (at least to a sufficiently good approximation).
5 I will simply refer to these as asymptotic conditions without necessarily implying that the sample size is large. In section I will investigate how well various model selection methods work under these two assumptions (Forster, 2001 ).
In the case of nested models, 6 under the asymptotic conditions assumed here, the performance of any criterion is a function only of the difference in model bias, which I will denote by ∆ bias (Forster, 1999) . ∆ bias is never negative because A can never be less biased than B in the nested case. There is a fact of matter about the difference in model bias between particular models A and B, and it does not depend on the observed data x 0 , or on the sample size n. ∆ bias is a property of the context-of the true density, the domain of prediction (Forster, 2001) , and the models. Figure 3 shows the performance of AIC and BIC plotted as a function of ∆bias , where, ∆bias is proportional to the distance between the least discrepancy cases in B and A in parameter space. Figure 3 shows the special case in which B has one more adjustable parameter than A. Instances in which B has more than one additional parameters show qualitatively similar features, except that AIC is closer to being optimal for all values of ∆ bias .
I have plotted the performances of AIC, NP (p < .05), and BIC, relative to the performance of the method of maximum likelihood (ML), which in the case of nested models, always selects the more complex of the two models. Remember that ∆ bias is a constant for any given prediction problem, so you are located at some fixed point on the x-axis in Figure 3 . The expected value of the variances (estimation discrepancies) of each model is equal to k n , where k is the number of degrees of freedom, which is usually the same as the number of adjustable parameters, and n is the number of data. Notice that it depends only on k and n.
The difference in the variance is given by ∆ ∆ variance k n = . As we move from the left to the right along the x-axis, we move from a situation in which ∆ ∆ bias variance < , through the point at which ∆ ∆ bias variance = , onto the region in which ∆ ∆ bias variance > . Notice that the relative performances depend dramatically on where you are located on this continuum.
The region in which ∆ ∆ bias variance < is quite different from the region in which ∆ ∆ bias variance > . ML is a good baseline to choose because, as it turns out, all methods are equivalent to ML when the difference in bias large compared to the difference in variance
). This is shown at the far right side of the plots. If the complex model has a large advantage in bias then it is almost certainly reflected in the log-likelihoods, which is all that ML uses. Thus, the performance of all the criteria in this region is optimal.
By saying that a rule is optimal at a point, I mean that a rule that chooses the predictive hypothesis with the least discrepancy every time would have a negligibly better performance. The performance of this optimal rule is labeled OPT in Figure 3 . Many people assume that ML is never optimal because it always chooses the most complex model in a nested sequence or hierarchy of models, such as all polynomials. But choosing a complex model does not preclude it from choosing a predictive density that is close to those in the simpler models of the hierarchy. Remember that it is not whether a mistake is make, but the size of the mistake that matters in defining performance. A similar confusion often leads people to say that BIC performs better than AIC for large sample sizes, but this is not true if performance is defined as I have defined it here. The slogan AIC is inconsistent, but BIC is not refers to the fact that AIC (as well as any classical NP test) overshoots the smallest true model in a nested hierarchy in the limit of large n, while BIC does not. Again there is an exclusive focus on the selection of models, with no consideration to the discrepancies of the selected predictive densities. It turns out that the size of the mistake made by AIC diminishes to zero in the limit of large n (although the convergence is slower than for BIC and other criteria--see Bozdogan, 1987) . By the size of the mistake I do not mean the probability of type I error because that probability is a constant 15.73% (as I proved in Section 2). By size I mean magnitude. The size of the mistakes tend to zero even if their frequency does not. Since many theoreticians still maintain that there is a problem with the way that AIC behaves in the large sample limit, including those in the Akaike school (e.g., Bozdogan, 1987) , one has to conclude that they are holding AIC to a different standard of performance. It is not always clear what that standard is, or whether it is desirable.
When the bias difference is such that it balances the variance ( bias variance ∆ =∆ ), then each model is as good as the other. It doesn't matter, on average, which model you choose, and therefore, it does not matter which selection criterion you use. The performance is not affected by how little or how much weight is given to simplicity. All methods are equivalent in performance, even though they may disagree on the choice of hypothesis. Even if one chooses a hypothesis randomly, or on purely a priori grounds (always the simplest, for example), then it doesn't matter in the end. In Figure 3 , this is why the performances of AIC, BIC and ML are approximately the same at this point.
When the bias difference is higher ( bias variance ∆ >∆ ), then the rules that give the least weight to simplicity perform better. In this region, ML, which gives no weight to simplicity, performs better than AIC, which in turn performs better than BIC.
When the bias difference is lower ( bias variance ∆ <∆ ) in Figure 3 , then the rules like BIC, which give a higher weight to simplicity, perform at close to optimal levels. The extreme case of this occurs at the far left when 0 bias ∆ = . A special case of this is when model A contains the true density, for then both A and B have zero bias, and therefore their bias difference is zero (although this is not the only way in which 0 bias ∆ = is true). For example, suppose the problem is to find y as a linear function of a potential regressors x x x r 1 2 , , , … , when in fact y is not correlated with any of these variables. AIC will tend to add about 15.73% of the variables unnecessarily. This is a mistake, although the size of the mistake will diminish as n increases because the coefficients of the added terms will tend to zero. Nevertheless, BIC will make less of a mistake because it will add fewer unnecessary regressors. The problem for BIC is that one does not know whether one is in such a situation in which 0 bias ∆ = . If one did, then we could do even better than BIC by adding no regressors at all. But we do not. BIC is gambling on the a priori unlikely scenario that y has exactly zero correlation with all of x x x r 1 2 , , , … .
Note that region of the graph you are in will depend on n for although bias ∆ does not depend on n, whether bias ∆ is less than, equal to, or greater than k n ∆ depends on n. In particular, as n increases, the plots shrink in size, and the point at which the bias and the variance are the same moves to the left. So, if you imagine that you zoom in as the plots shrink, then effectively you move to the right as n increases. The only exception to this is when you are exactly at the far left, where 0 bias ∆ = .
But this is a priori so unlikely that one should not put much weight on it. A related warning: Do not put undue weight on a single simulation result. Each simulated problem, like real problems, will have a fixed bias difference bias ∆ . For any two model selection methods, it is always possible to find a simulated problem which favors one over the other. A single simulation is uninformative at best, and misleading at worse.
As I explained in a previous section, the bias/variance dilemma applies only to the competition between nested models. So what about the performance of these criteria on non-nested models? The selection of models still involves considerations of bias and variance; however, the model with fewer parameters still has an expected advantage in variance, although it may have an advantage in bias as well.
The results in Fig. 4 compare the performances of AIC and BIC in the case of two nonnested models (Fig. 2) , such that A is orthogonal to B. Each point represents a possible location of the point hypothesis with the least discrepancy in the parameter space (Fig. 2) . Label that point hypothesis θ * . If that the truth lies in the space, then it will be that hypothesis θ * . Under the asymptotic conditions assumed in this section, the problem is the same as if θ * were the data generating density. The question is: If θ * were located at a given point, which method, out of AIC and BIC, would perform best (on average) in that circumstance? If the point is in the white region, then the answer is that AIC performs better in that context. If the point is in the black The relative performance of AIC versus BIC for the possible locations of the true density in parameter space. The competition is between non-nested models A and B, where B has one more parameter than A. The white region is where AIC performs better, while the black region is where BIC performs better. The gray area is where they have the same performance. The standard deviation of the estimation error is shown on the left. In this computatio, n = 100. region, then BIC performs better in such a situation. If the point is in a neutral gray area, then their performances are the same. Inspection of Figure 4 shows that the parameter space falls into two regions: (a) The region in which the more complex model has an advantage in bias over its simpler competitor. This is the standard situation in the case of nested models. Here AIC performs as well as or better than BIC, because AIC gives less weight to simplicity. However, there is a small exception to that when θ * is very near the intersection of A and B. (b)
The region in which the simpler model has the advantage in bias. Here BIC performs as well as or better than AIC because BIC gives more weight to simplicity. The variance appears to determine the thickness of the black or white strips.
What practical advice follows from these results? One can say that if a complex model has a bias advantage (i.e., is less biased), then it is better to use AIC than BIC. If you know that the simpler model has a bias advantage, then use BIC. The trouble with such advice is that it may not be practical, for it presupposes that one knows something about the location of θ * . Where do we get this information? It may come from other data thought to be similar in relevant respects. If there is some unifying connection between one data set and another, then presumably the two situations can be modeled in a global way, such that there is a common parameter applying to both sets of data. If the models have not been formally unified, then, at this pretheoretical stage, one may have a reliable intuition about how the unification would work. In that case, make use of the intuition.
The bottom line is that no single criterion can claim to work the best in all cases. Model selection criteria may be a useful guide to research, but it is not a substitute for careful thinking and common sense reasoning (Browne, 2000) . The next section makes the same point in an even more dramatic way.
UNIFICATION AND GENERALIZATION
At a conference on connectionism for cognitive scientists held at Carleton University, May 1996, I presented a paper arguing for the importance of taking account of simplicity, unification and the consilience of inductions (Butts, 1989; Forster, 1988) in solving prediction problems of any kind. A response initiated by David Rumelhart, and developed by Geoff Hinton, was that simplicity is not particularly important because it only disappears from consideration when the sample size is sufficiently large. Indeed, this is confirmed by the results in the previous section, where in that limit, AIC and BIC are equivalent to ML, which gives no weight to simplicity. Yet I continue to believe that the response is mistaken. Does that mean I have to abandon the framework and disown the results described in this paper? No, but I do need to extend the framework.
The first point I need to explain is that the discrepancy of a predictive density is always relative to a domain. Consider the Kullback-Leibler (K-L) discrepancy of a predictive density f θ x b g :
, where x is the set of all observable quantities under consideration and θ stands in for all the adjustable parameters. In the depth perception example described in section 1 (see Cutting, Figure 5 illustrates the problem with the extrapolation of a curve from one domain to another. A model consisting of 4-degree polynomials (POLY-4) fits the target curve (TRUE) extremely well within the domain X 0 . However, the extrapolation of the POLY-4 curve to the target domain to X targ is disastrous. In terms of the concepts developed in previous sections, the X 0 minimum discrepancy curve in POLY-4 has a very large discrepancy in the target domain X targ . The problem is not that POLY-4 has no curve that fits the true curve in X targ . Nor is the problem that POLY-4 has no curve capable fitting both domains at once. POLY-4 is able to accommodate new data in the target domain. The problem is that the model fails to predict the novel facts in advance.
One reaction to this phenomenon is to say: Well, yes, there is always a risk in extrapolation. That is exactly what is shown by Hume's problem of induction, and more recently by the nofree-lunch theorems in machine learning (Wolpert, 1996) . The best we can do in the circumstances, according to this point of view, is to have faith in the uniformity of nature, and hope that fit in one domain will extend to fit in another. If the extrapolation does not work out, then there is nothing we can do about it. I believe that this response is mistaken. Busemeyer and Wang (2000) share this conviction (also see Kruse, 1997) . Their idea is that successful extrapolation in the past may be a useful indicator of further extrapolation, and they refer to their methodology as the generalization criterion methodology. The basic idea is nothing new: William Whewell (circa 1840), whose methodology Darwin claimed to have used in the Origin of Species, made the distinction between predictions of the same kind and predictions of a different kind, and claimed that the latter are a particularly forceful and convincing kind of evidence for the truth of a theory. Whewell called this particular kind of evidence the consilience of inductions (Butts, 1989, p. 153). 7 Such methods rest on the simple inductive argument that if extrapolation has been successful in the past, then extrapolation will be successful in the future. Of course, there is no guarantee that nature will cooperate in this regard; but for that matter, there are no guarantees for the success of predictions of any kind. The issue is not whether such an argument is fallible, but whether there are situations in which past extrapolation is useful indicator of future extrapolation, and whether this empirical information is not already exploited by the standard model selection criteria.
To investigate this issue, I extended the simulated prediction problem in Figure 5 to include six other models. I assumed that there was a sufficiently large number of seen data generated in the domain X 0 so that AIC, BIC, and ML make the same choices in every instance. That is, I am considering a situation in which Rumelhart and Hinton claim that simplicity would play no role because there are no errors arising from small sample sizes. However, there is an important distinction to be made between sampling errors arising from small sample sizes and those arising from unrepresentative samples. Assuming that the data are spread evenly over each domain at intervals of 0.1, Table 1 records the scores in three different domains shown in Fig. 5 (ignore X cal column for the moment). Because I assumed zero variance for the generating density, the scores cannot vary from one trial to the next. Moreover the scores are exactly equal to the model biases in the respective domains because there are no estimation errors.
The second column from the right of Table 1 gives the AIC, BIC, and ML scores for the domain of the observed data. These numbers measure the how well the models fit the domain X 0 (lower numbers are better). The results are that the exponential models score better than all the polynomial models; but that within each group, the more complex models score better. This is exactly as expected, and it shows once again that simplicity has no advantage if X 0 is the target domain. It is interesting to note that the order in the rightmost column of the Table 1 is exactly the same as the second column from the right. That is, a low discrepancy in the range from x = 0 to x = 35 . is a successful indicator of a low discrepancy in the range from x = 0 to x = 5 . The fit in X 0 is successfully predicting the model's ability to accommodate the data over the extended domain. So, if that were the goal, then the standard methods such as AIC, BIC, CV and ML would be useful in this example. But this is not the goal. Once again, the goal is prediction, not accommodation.
The goal is to approximate the truth in the target domain in advance of seeing any data from that domain. The success of the models at achieving this goal is indicated by their score in the second or the third column of Table 2 . Again, the exponential models are better than the polynomial models, but the order within each group is almost completely reversed! Except for CUBIC and PAR, the simpler models within each group generalize better. While the result in this simulation may not be general, it at least shows in one example that the standard model selection criteria are not reliable indicators of generalizability.
The remaining question is the epistemological one. Is there any empirical indicator of generalizability of a model? Of course, there is always the wait-and-see method: Fit the curve in X 0 and wait and see how well it fits data from X targ . But that is not the question. One wants to know whether there is any indicator of this obtainable in advance from X 0 alone. Future data is not accessible, and cannot be used in such a criterion. The generalization methodology divides X 0 into two sub-domains. Let X cal is the calibration domain defined, say, by values of x from 0 to 2.5, while X gen is the generalization domain defined by values of x ranging from 2.5 to 3.5. The idea is to fit the curve to X cal and test its ability to predict the data in X gen . This is like cross-validation except that there is only one subdivision of the data, and it chosen so that the direction of the test extrapolation is most likely to indicate the success of the wider extrapolation.
The test scores are shown in last three columns of Table 2 . The score correctly indicates that the exponential models are better than any of the polynomial models, although the standard criteria got that right as well. However, there are some striking improvements. Within the exponential models, it correctly indicates that EXP extrapolates better than EXP + , whereas the standard criteria did not. Within the polynomial family of models, the ordering is far better than that achieved by the standard criteria, though not perfect. On the minus side, it fails to predict just how badly POLY-4 extrapolates: POLY-4 gets a better score than LIN 0 , even though LIN 0 is the best at extrapolation and POLY-4 is the worst. On the plus side, the generalization method picks out LIN as the best polynomial model, and it does a pretty good job at extrapolation; far better than POLY-4, which is favored by the standard methods.
Overall, it does appear that the generalization scores are providing us with useful empirical information that is not exploited by the standard selection criteria. Perhaps there are also situations in which the information is not only un-exploited, but also relatively clear cut and decisive. Such information might at least supplement the standard criteria. It is also possible that the standard criteria should have an additional simplicity term, which does not decay to zero for large n.
Perhaps there are no general results to be found, but as in any young science, the road ahead is uncertain. These results should not be generalized and the suggestions are merely speculative. But they are also very interesting.
SUMMARY AND CONCLUSIONS
Model selection is relatively new branch of mathematical statistics. The very basic concepts in the field are difficult and complicated to understand, but the framework shows promise in its ability to formulate some traditional problems in the methodology of science in a rigorous way.
The standard methods of model selection, like classical hypothesis testing, maximum likelihood, Bayes method, minimum description length, cross-validation and Akaike's information criterion, are able to compensate for the errors in the estimation of model parameters. The greater the number of parameters, the greater the compensation, which means that they tradeoff fit with simplicity if the simplicity of a model is measured by the paucity of parameters. They vary in the weight that they give to simplicity, and my results show that whether that is good or bad depends on unseen features of the context of the problem at hand.
