A note on generalized G-matrices  by Matsuura, Masaya
Linear Algebra and its Applications 436 (2012) 3475–3479
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
A note on generalized G-matrices<
Masaya Matsuura
Department of Mathematics, Physics and Earth Sciences, Graduate School of Science and Engineering, Ehime University, 2-5, Bunkyo-cho,
Matsuyama 790-8577, Japan
A R T I C L E I N F O A B S T R A C T
Article history:
Received 21 September 2011
Accepted 7 December 2011
Available online 4 January 2012
Submitted by M. Fiedler
AMS classification:
15A09
15A23
15B05
Keywords:
G-matrix
g-Inverse
Cauchy matrix
In this paper, we slightly generalize the notion of G-matrices, which
has been recently introduced. A real nonsingular matrix A is called
a G-matrix if there exist nonsingular diagonal matrices D1 and D2
such that D1A
TD2 = A−1. We generalize this definition to the case
where A can be singular. We say that a real matrix A, which is not
necessarily square, is a generalized G-matrix (GG-matrix) if there
exist nonsingular diagonal matrices D1 and D2 such that D1A
TD2 is
a g-inverse of A. The main purpose of this paper is to show that any
generalized Cauchy matrix is a GG-matrix.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper, all matrices are real. In [3], an interesting notion, called G-matrices, has
been introduced. Let us recall the definition. A nonsingular matrix A is called a G-matrix if there exist
nonsingular diagonal matrices D1 and D2 such that D1A
TD2 = A−1. One of the remarkable facts about
G-matrices is that any nonsingular generalized Cauchy matrix is a G-matrix.
In this paper, we generalize the notion of G-matrices so that we can deal with not only nonsingular
matrices but also square singular matrices and rectangular matrices. Let A be anm× nmatrix. We say
thatA is a generalizedG-matrix (abbreviatedasGG-matrix) if there exist nonsingular diagonalmatrices
D1 andD2 such thatD1A
TD2 is a g-inverse of A. In Section 2, we shall prove that any generalized Cauchy
matrix, which can be rectangular, is a GG-matrix.
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Beforediscussing thedetails ofGG-matrices,we recall some fundamental factsong-inverses (see for
example [1] for thedetails of g-inverses). LetAbeanm×nmatrix. Ann×mmatrixB is called ag-inverse
of A if it satisfies ABA = A. It is to be noted that in general, such a matrix is not uniquely determined. If
A is nonsingular, then the inverse A−1 is the only g-inverse of A. In the singular case, A is not necessarily
a g-inverse of B, even if B is a g-inverse of A. In fact, A is a g-inverse of B, which is a g-inverse of A, if
and only if rank A = rank B (Note that in the definition of GG-matrices, rank(D1ATD2) = rank A).
Let B be a g-inverse of A. Then BT is a g-inverse of AT . Moreover, if L and R are nonsingular matrices
of suitable sizes, then R−1BL−1 is a g-inverse of LAR.
It is well known that for any matrix A, there exists a unique matrix A+, that satisfies all of the
following conditions.
AA+A = A, A+AA+ = A+, (AA+)T = AA+, (A+A)T = A+A.
The matrix A+ is called the Moore–Penrose inverse of A. If ATA is nonsingular, then A+ = (ATA)−1AT .
One might think that it is more natural if we use the Moore–Penrose inverse to define GG-matrices.
However, as we shall see in Section 3, such a definition is not necessarily useful, especially from the
viewpoint of Cauchy matrices.
2. GG-matrices and generalized Cauchy matrices
According to the definition, a real matrix A is a GG-matrix if there exist nonsingular diagonal ma-
trices D1 and D2 such that AD1A
TD2A = A. The main purpose of this section is to show that any
generalized Cauchy matrix is a GG-matrix. From the properties of g-inverses, the following facts are
obvious. These are generalizations of theorems in [3].
Theorem 2.1. Let A be a GG-matrix. Then AT is also a GG-matrix.
Theorem 2.2. Let A be a GG-matrix. Then there exists a g-inverse of A which is also a GG-matrix. More
specifically, D1A
TD2 is a GG-matrix, if it is a g-inverse of A.
Theorem 2.3. Let A be a GG-matrix. If D and S are nonsingular diagonal matrices of suitable sizes, then
DAS is also a GG-matrix.
Theorem 2.4. Let A be a GG-matrix. If P and Q are permutation matrices of suitable sizes, then PAQ is also
a GG-matrix.
In [3], a necessary and sufficient condition for 2 × 2 matrices to be a G-matrix is given. We restate
it for the reader’s convenience.
Theorem 2.5. A 2 × 2 matrix is a G-matrix if and only if it is nonsingular and has four or two nonzero
entries.
The following lemma is helpful in generalizing the above theorem.
Lemma 2.1. For a matrix A, the following two conditions are equivalent.
(i) There exists a positive number s such that sAT is a g-inverse of A.
(ii) All the nonzero singular values of A are identical.
Proof. Let A be decomposed as
A = U
⎡
⎣S O
O O
⎤
⎦ V, S = diag (σ1, σ2, . . . , σr),
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where U and V are orthogonal matrices and σi > 0 (1 ≤ i ≤ r).
Then
A(sAT )A = U
⎡
⎣sS3 O
O O
⎤
⎦ V .
Therefore, A(sAT )A = A if and only if sS2 = Ir , which is equivalent to
σ1 = σ2 = · · · = σr = 1√
s
.
This gives the proof. 
Immediately from this lemma, we know the following fact.
Theorem 2.6. A matrix A is a GG-matrix if all the nonzero singular values of A are identical.
It is easy to see that the converse of Theorem 2.6 does not hold in general.
We now extend Theorem 2.5.
Theorem 2.7. A 2 × 2matrix is a GG-matrix if and only if the number of the nonzero entries is not three.
Proof. If A is nonsingular, the statement follows immediately fromTheorem2.5. Let A be singular. Then
rank A ≤ 1. Moreover, the number of the nonzero entries is not three. If rank A = 1, then statement
follows from Theorem 2.6. If rank A = 0, then A = O. Therefore AT = O is a g-inverse of A. Thus we
conclude the proof. 
The following three theorems play an important role in the proof of the main theorems (Theorems
2.12 and 2.13).
Theorem 2.8. Let A be an n× n G-matrix and let m (1 ≤ m ≤ n− 1) be an integer. Then, all n×m and
m × n submatrices of A are GG-matrices.
Proof.Wedivide thematrix A into submatrices as A = [A1, A2], where A1 is n×m. Thanks to Theorems
2.1 and 2.4 (and the corresponding theorems for G-matrices in [3]), it suffices to show that A1 is a GG-
matrix.
SinceA is a G-matrix, there exist nonsingular diagonalmatricesD1 andD2 such thatA
−1 = D1ATD2.
We divide the matrix D1 into submatrices as D1 = diag (D3,D4), where D3 ism × m. Then, we have
A−1A = D1ATD2A =
⎡
⎣D3 O
O D4
⎤
⎦
⎡
⎣AT1
AT2
⎤
⎦D2
[
A1, A2
]
=
⎡
⎣Im O
O In−m
⎤
⎦ .
This gives D3A
T
1D2A1 = Im, which means A1(D3AT1D2)A1 = A1. Therefore, D3AT1D2 is a g-inverse of A1.
Hence A1 is a GG-matrix. 
Theorem 2.9. Let A be an m × n GG-matrix and a be a column vector of A. Then the m × (n + 1) matrix
[A, a] is also a GG-matrix. Similarly, let b be a row vector of A. Then the (m + 1) × n matrix [AT , bT ]T is
also a GG-matrix.
Proof. We denote the column vectors of A by a1, . . . , an, that is, A = [a1, . . . , an]. By Theorems 2.1
and 2.4, it suffices to show that [A, a1] is a GG-matrix.
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Since A is a GG-matrix, there exist nonsingular diagonal matrices D1 = diag (d1, . . . , dn) and D2
such that D1A
TD2 is a g-inverse of A. We define an (n + 1) × (n + 1) nonsingular diagonal matrix D3
by D3 = diag
(
1
2
d1, d2, . . . , dn,
1
2
d1
)
. Then,
[A, a1]D3[A, a1]T = d1
2
a1a
T
1 +
n∑
i=2
diaia
T
i +
d1
2
a1a
T
1 =
n∑
i=1
diaia
T
i = AD1AT .
Therefore, noting that D1A
TD2 is a g-inverse of A, we have
[A, a1]D3[A, a1]TD2A = AD1ATD2A = A.
Thus, we obtain
[A, a1]
(
D3[A, a1]TD2
)
[A, a1] = [A, a1]D3[A, a1]TD2A[In, e1] = A[In, e1] = [A, a1],
where e1 = (1, 0, . . . , 0)T . This implies that D3[A, a1]TD2 is a g-inverse of [A, a1], that is, [A, a1] is a
GG-matrix. 
Theorem 2.10. Let A be a GG-matrix. Then any matrix in the form [A,O] is also a GG-matrix.
Proof. Let D1 and D2 be nonsingular diagonal matrices such that D1A
TD2 is a g-inverse of A. Then
[A,O]
(
diag (D1, I) [A,O]TD2
)
[A,O] = [A(D1ATD2)A,O] = [A,O].
This gives the proof. 
Weare now in a position to show themain result. To do this, we recall the notion of Cauchymatrices
and generalized Cauchy matrices. A matrix C = [cij] is called a Cauchy matrix, if cij ’s are in the form
1
xi+yj , where xi’s and yj ’s are real numbers such that xi + yj = 0 for all i and j. Note that C can be
rectangular. It is well known that a square Cauchy matrix C =
[
1
xi+yj
]
is nonsingular if and only if xi’s
are mutually distinct and yj ’s are also mutually distinct.
A matrix C = [cij] is called a generalized Cauchy matrix, if cij ’s are in the form uivjxi+yj , where xi’s, ui’s
and yj ’s, vj ’s are real numbers such that xi + yj = 0 for all i and j.
The following fact has already been known (see Observation 1 in [2] and the remark after Theorem
2.11 in [3]).
Theorem 2.11. Any nonsingular generalized Cauchy matrix is a G-matrix.
Here we generalize this to the case where C is not necessarily invertible.
Theorem 2.12. Any Cauchy matrix is a GG-matrix.
Proof. Let C =
[
1
xi+yj
]
be anm × n Cauchy matrix such that the numbers of distinct xi’s and yj ’s are r
and s, respectively. Because of Theorem 2.4, we can assume that
xk = xl (1 ≤ k < l ≤ r), yk = yl (1 ≤ k < l ≤ s).
We divide C into submatrices as
C =
⎡
⎣C1 C2
C3 C4
⎤
⎦ ,
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where C1 is r × s. Then C1 is a submatrix of some N × N nonsingular Cauchy matrix, where N =
max{r, s}. Therefore from Theorem 2.11, C1 is a submatrix of an N × N G-matrix. Thus, from
Theorem2.8,C1 is aGG-matrix. Furthermore, byTheorem2.9,weknowthat [C1, C2] is alsoaGG-matrix.
Applying Theorem 2.9 again, we conclude that C itself is a GG-matrix. 
Theorem 2.13. Any generalized Cauchy matrix is a GG-matrix.
Proof. Let C be a generalized Cauchymatrix and C1 be the submatrix of C consisting of all nonzero row
and column vectors of C. Then there exist a Cauchymatrix C2 and nonsingular diagonal matricesD and
S such thatC1 = DC2S. Therefore, fromTheorems2.3 and2.12,C1 is aGG-matrix. Furthermore, because
of Theorems 2.1, 2.4 and 2.10, any matrix obtained by adding zero vectors to C1 is also a GG-matrix.
Hence, C is a GG-matrix. 
3. Concluding remark
We have seen that any generalized Cauchy matrix C is a GG-matrix, that is, there exist nonsingular
diagonal matrices D1 and D2 such that D1C
TD2 is a g-inverse of C. A natural question is: Does the
Moore–Penrose inverse of a generalized Cauchy matrix C have the form D1C
TD2? We conclude the
paper by providing a counter example.
Example 3.1. Let (x1, x2, x3) =
(
1, 1
3
,− 1
3
)
and (y1, y2) =
(
− 2
3
, 0
)
. Then, we have a Cauchy matrix
C =
⎡
⎢⎢⎢⎣
3 1
−3 3
−1 −3
⎤
⎥⎥⎥⎦ .
By Theorem 2.13 (Theorem 2.12), C is a GG-matrix. In fact, if we define a matrix B by
B = diag
(
1
8
,
1
4
)
CT diag
(
5
8
,
1
4
,
1
8
)
= 1
64
⎡
⎣15 −6 −1
10 12 −6
⎤
⎦ ,
then CBC = C. This means B is a g-inverse of C.
On the other hand, since rank C = 2, the Moore–Penrose inverse C+ is given as
C+ = (CTC)−1CT = 1
88
⎡
⎣15 −12 −7
7 12 −15
⎤
⎦ .
Therefore, it is easily verified that there exist no diagonal matrices D1 and D2 such that D1C
TD2 = C+.
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