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FINITE-DIMENSIONAL REPRESENTATIONS CONSTRUCTED FROM
RANDOM WALKS
ANNA ERSCHLER AND NARUTAKA OZAWA
ABSTRACT. Given a 1-cocycle b with coefficients in an orthogonal representation, we
show that every finite dimensional summand of b is cohomologically trivial if and only
if ‖b(Xn)‖2/n tends to a constant in probability, where Xn is the trajectory of the
random walk (G, µ). As a corollary, we obtain sufficient conditions for G to satisfy
Shalom’s property HFD. Another application is a convergence to a constant in proba-
bility of µ∗n(e) − µ∗n(g), n ≫ m, normalized by its average with respect to µ∗m, for
any finitely generated infinite amenable group without infinite virtually abelian quotients.
Finally, we show that the harmonic equivariant mapping of G to a Hilbert space obtained
as an U -ultralimit of normalized µ∗n − gµ∗n can depend on the ultrafilter U for some
groups.
1. INTRODUCTION
Convention. Throughout the paper, G is a compactly generated locally compact group
with a distinguished relatively compact symmetric subset Q which contains an open gen-
erating neighborhood e of G, and µ is a symmetric probability measure on G that satisfies
the following conditions:
• µ is absolutely continuous with respect to the Haar measurem,
• inf{ dµdm(x) : x ∈ Q} > 0,
• ∫ |x|dG dµ(x) <∞ for all d.
Here |x|G := min{n : x ∈ Qn} (except that |e|G := 0). Note that | · |G is a length
function, that is, it satisfies |x|G = |x−1|G and |xy|G ≤ |x|G + |y|G. Put BG(r) := {x ∈
G : |x|G ≤ r}.
Formulation of the results. Throughout the paper, we will work with real Hilbert spaces
and orthogonal representations. This is purely for our convenience and all results (but not
the proofs) hold true for complex Hilbert spaces and unitary representations (except that
the statement of Theorem 2.4 has to be slightly modified), because any complex Hilbert
spaceHC is also a real Hilbert space with the real inner product (v, w) 7→ ℜ〈v, w〉HC , and
any 1-cocycle (defined below) with coefficients in a unitary representation can be regarded
as the one with coefficients in the corresponding orthogonal representation.
Let π : G y H be an orthogonal representation on a real Hilbert space H. Recall that
a 1-cocycle (or simply a cocycle) is a continuous map b : G → H which satisfies the 1-
cocycle identity: b(gx) = b(g) + πgb(x) for all g, x ∈ G. It is a 1-coboundary if there is
v ∈ H such that b(x) = v − πxv for all x ∈ G. We note that b is a 1-coboundary if and
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only if it is bounded onG (Proposition 2.2.9 in [2]). Every cocycle b satisfies that b(e) = 0
and ‖b(x)− b(y)‖ = ‖b(x−1y)‖ ≤ ‖b‖Q|x−1y|G, where ‖b‖Q := supg∈Q ‖b(g)‖ <∞.
A cocycle b is said to be µ-harmonic (or simply harmonic) if
∫
b(gx) dµ(x) = b(g)
for all g, or equivalently
∫
b(x) dµ(x) = 0. Any cocycle b gives rise to an affine isometric
actionA : G×H → H byA(g, v) = πgv+b(g) (see Chapter 2 in [2]). Conversely, for any
(affine) isometric action on a Hilbert space and a point v ∈ H, the map b(g) = A(g, v)− v
defines a 1-cocycle, and harmonicity of this cocycle is same as harmonicity of the orbit map
g 7→ A(g, v). Under an appropriate assumption on the decay of a non-degenerate measure
µ, it is known that a compactly generated locally compact group G admits a non-zero µ-
harmonic cocycle with respect to some orthogonal representation if and only if G does
not satisfy Kazhdan’ property (T). Existence of a non-zero harmonic cocycle on groups
which do not satisfy property (T) is proved by Mok ([25, Cor. 0.1]), Korevaar and Schoen
[22, Thm 4.1.2] for finitely presented groups (and not discrete definition of harmonicity)
and in general case (and discrete definition of harmonicity) by Shalom in [32, Thm 6.1].
We will give somewhat more constructive proof of this fact in Section 4. See also Gromov
[14, Section 3.6], [15, Section 7A] Fisher and Margulis [11], Lee and Peres [23, Thm 3.8],
Ozawa [29] as well as the book by Bekka, de la Harpe, and Valette [2] for a non-exhaustive
list of references about this result.
We say that a 1-cocycle b is finite-dimensional if the π(G)-invariant subspace span b(G)
is finite-dimensional. If H = ⊕iHi is some orthogonal decomposition of H into π(G)-
invariant subspaces, then b =
⊕
i PHib is a decomposition of b into 1-cocycles PHib (with
respect to π|Hi ). We call each PHib a summand of b. We say that such summand is
cohomologically trivial if it is a 1-coboundary.
Given a probability measure µ on G, let Xn denote the trajectory of the random walk
(G,µ), that is, Xn = s1s2 · · · sn where increments si ∈ G are independent and chosen
with respect to µ. The corresponding probability measure and its expectation are denoted
by P and E.
The value of a Hilbert valued µ-harmonic 1-cocycle along a trajectory of the random
walk (G,µ) is a martingale, and therefore
E
[‖b(Xn)‖2] =
n∑
k=1
E
[‖b(Xk)‖2 − ‖b(Xk−1)‖2] = nE[‖b(X1)‖2].
That is, the expected value 1n E
[‖b(Xn)‖2] is equal to a constant, not depending on n.
For any (not necessarily harmonic) 1-cocycle b, the expected value 1n E
[‖b(Xn)‖2] has a
limit (see Lemma 2.2). Theorem A below characterizes the case when the random variable
1
n‖b(Xn)‖2 tends to a constant.
Theorem A. Let G be a compactly generated locally compact group with a probability
measure µ on G as in Convention. Let b : G → H be a 1-cocycle. Then the following
conditions are equivalent:
(1) Any finite-dimensional summand of b is cohomologically trivial.
(2) 1n ||b(Xn)||2 tends to a constant in probability.
Now assume moreover that b is harmonic and put c =
∫
G
‖b(x)‖2 dµ(x). Then the limit
β := lim
n→∞
1
2c2
E
[∣∣‖b(Xn)‖2
n
− c∣∣2]
always exists, and β = 0 if and only if (1) and (2) hold. If β 6= 0, then b has a cohomo-
logically non-trivial finite-dimensional summand of dimension ≤ 1/β.
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A more precise version of Theorem A will be given in Theorem 2.4, where we describe
the limit distribution of ‖b(Xn)‖/
√
n. This theorem has the following corollary:
Corollary. Let b be a harmonic cocycle. Then, b is a direct sum of (possibly infinitely
many) finite-dimensional cocycles if and only if lim supn P(‖b(Xn)‖ < c
√
n) > 0 for
every c > 0.
Recall that a group G is said to have Shalom’s property HFD if every orthogonal rep-
resentation π with non-zero reduced cohomology group H1(G, π) contains a non-zero
finite-dimensional subrepresentation. In Corollary 2.5 we show that G satisfies Shalom’s
propertyHFD if at least one of the two following conditions hold: either lim infn ‖µ∗n −
µ∗(1+δ)n‖1 < 2 for some δ > 0 or lim supn µ∗n(BG(c
√
n)) > 0 for all c > 0.
Theorem A and its corollaries develop the argument from [29]. While the main result
of [29] is a new proof of Gromov’s polynomial growth theorem, the paper also provides
a more general criterion for the property HFD for a finitely generated group in terms of
convolutions of random walks is given in Section 4 of [29]. It is shown in [10] that wreath
products ofZwith finite groups satisfy the assumption of that criterion, providing examples
of groups of super-polynomial growth where the criterion applies. The assumption of
the criterion from Section 4 in [29] uses shifted convolution, and it is not clear whether
this assumption is defined by an unmarked Cayley graph of G. Assume that (G,µ) is a
simple random walk on G, that is, µ is equidistributed on a finite generating set of G. The
conditions of (1) as well as of (2) of Corollary 2.5 are clearly defined by the unmarked
Cayley graph of G. We do not know any group which satisfies the assumption of (1) or
of (2) of Corollary 2.5 and for which we know that it violates the assumption of Section 4
of [29]. But the conditions of Corollary 2.5 are easier to check than the assumption from
[29]. For example, it is easily applicable to solvable Baumslag–Solitar groups, lamplighter
groups Z ⋉
⊕
Z
F with F finite, or to polycyclic groups obtained as extension of Z2 by
M ∈ SL(2, d) with eigenvalues of absolute value 6= 1. See Section 3 for more examples.
We do not know any group which satisfies Shalom’s property and does not satisfy the
assumption of Corollary 2.5.
Given a not necessarily harmonic cocycle b on a group without property (T), a harmonic
cocycle can be obtained taking averages of b (see Mok, Korevaar Schoen, Shalom [22, 25,
31], and in particular this can be achieved averagingwith respect to a probabilitymeasure µ
(see e.g. Gromov, Lee–Peres [14,23]). In Section 4 we study the cocycles bµ,U , constructed
as a ultralimit in ℓ2(G) of normalized µ
∗n − gµ∗n on a finitely generated amenable group
G. Kesten’s criterion [21] (see also [1]) implies that µ∗n is a sequence of almost invariant
vectors in ℓ2(G), and one canmoreover show (see Theorem 4.3) that the limit is a harmonic
1-cocycle. Applying Theorem A to this 1-cocycle, one obtains
TheoremB. LetG be a finitely generated infinite amenable group without virtually abelian
infinite quotients. Let µ be a finitely-supported symmetric non-degenerate probability mea-
sure. Then (µ∗2n(e) − µ∗2n(X2m))/α(m,n) tends to a constant in probability µ∗2m
as m → ∞ and n ≫ m. Here α(m,n) = µ∗2n(e) − µ∗2n+2m(e) is the average of
µ∗2n(e)− µ∗2n(g) with respect to µ∗2m. Namely
lim
m→∞
lim sup
n→∞
E
∣∣∣∣ µ
∗2n(e)− µ∗2n(X2m)
µ∗2n(e)− µ∗2n+2m(e) − 1
∣∣∣∣ = 0.
Take nmuch larger thanm. Observe that a group is amenable if and only if µ∗2n(g)/µ∗2n(e)
is close to 1 in probability with respect to µ∗2m. Theorem B gives a sufficient condition
for the concentration of the second order term of µ∗2n.
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Theorem B applies in particular to any finitely generated amenable torsion group (such
as Grigorchuk groups Gw [12]) or to any finitely generated amenable simple group (such
as commutator full topological groups of minimal shifts on Z (which are simple by a result
of Matui [24] and amenable by a result of Juschenko–Monod [19]), or to simple groups
of intermediate growth constructed recently by Nekrashevych [26]. If µ is equidistributed
on a finite generating set of G, then the assumption of Theorem B depends only on the
unmarked Cayley graph of (G,µ). In particular, the theorem gives a necessary condition
for an amenable group to be simple in terms of unmarked Cayley graphs. In general, it
is known that the property of being simple can not be defined by the unmarked Cayley
graphs, as it is shown by Burger and Mozes [4] (their examples are isometric to product of
two trees and they are non-amenable). It is to our knowledge an open problem whether a
property of being a torsion group can be verified geometrically.
Geometric group theory tries to recover properties of a group from the word metrics of
this group. Given a groupG, generated by a finite set S, its action on a metric spaceX and
a point x0 ∈ X , the group G is equipped with two metrics: the word metric dG,S(g, h) as
well as dX,x0(g, h) = dX(gx0, hx0). It seems interesting to study which properties of the
action, or of the groupG, can be recovered from these two metrics. Theorem A as well as
Corollary 2.5 provide examples of such situation, forX being a Hilbert space and a group
G acting by affine transformations ofX .
Fix a non-principal ultrafilter U on the natural numbers N. Let bp,qµ,U be the mapping to
a vector space equipped with a metric, constructed as U ultralimit of normalized (µ∗n)q −
g(µ∗n)q , considered as elements of ℓp(G) (see Section 5). This means that we divide
g(µ∗n)q − (µ∗n)q by the lp norm of this expression, considered as a function on g, and
then we take the ultralimit with respect to U . By the construction, the lp norm of b
p,q
U,µ,G
is one. We recall that any ultralimit of Hilbert spaces is a Hilbert space, so that for p = 2
and any q ≥ 0 we obtain a cocycle with respect to some orthogonal representation of H.
In particular, for q = 1 and p = 2 , bp,qµ,U coincides up to a multiplicative constant with
the harmonic cocycle bµ,U , studied in the proof of Theorem B in Section 4. In general, for
p 6= 2, we obtain a cocycle with respect to some isometric representation on an abstract
Lp-space.
In Theorem C below we show that the cocycles bp,qµ,U , p ≥ 1, q ≥ 0 (in particular, the
harmonic cocycle bµ,U ) can depend on the choice of a non-principal ultrafilter U .
Theorem C. Take p = 1 or 2 and q = 0, 1, or 2. For anyD ≥ 2 there exist torsion groups
G1, G2, . . . , GD such that the following holds. Consider finitely supported symmetric non-
degenerate measures µi on Gi and put G =
∏D
j=1Gi and µ =
∏D
j=1 µi. For each
j = 1, . . . , D there exists a non-principal ultrafilter U such that the limiting cocycle bp,qµ,U
factors throughG։ Gi.
Theorem C shows in particular that there exist at least D mutually distinct limiting
cocycles among {bp,qµ,U : U}, and at least D mutually distinct subgroups among possible
kernels of such cocycles. Such groups G admit g1, g2 ∈ G such that the ratio (µ∗2n(e) −
µ∗2n(g1))/(µ∗2n(e)− µ∗2n(g2)) does not have a limit as n→∞.
The groups Gi are constructed as piecewise automatic groups [9], they can be chosen
to be of sub-exponential word growth, but in such a way that for each j the group Gj is
in some sense very close to a non-amenable group on some scale while on this particular
scale it does not happen to other Gk , j 6= k. The contribution to bp,qµ,U is mainly from Gj
on this scale, and the kernel of bp,qµ,U contains
∏
k 6=j Gk.
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The kernels of cocycles bp,qµ,U are particular cases of what we call ℓp-thin subgroups: this
is a natural family of subgroups, related to the shifts (µ∗n)q (see Definition 5.1), which for
p = 2, q = 1 is related to amenability, for p = q = 1 to Poisson-Furstenberg boundary
and for q = 0, p ≥ 1 to growth of groups (see Lemma 5.6), these groups in some situation
may depend on p (see Example 5.9) and on the measure µ (see Remark 5.10).
Since the group G in the statement of the theorem is a torsion group, it does not admit
a virtual quotient to an infinite cyclic group. In particular, taking p = 2 we can apply
the conclusion of Theorem B to (G,µ) to claim that µ∗n(e) − µ∗n(g), normalised by its
average α(m,n) is close to a constant in probability µ∗m, for n≫ m. In other words, for
each n ≫ m µ∗m is concentrated on a set where normalized µ∗n(e) − µ∗n(g) is close to
its mean value, but in view of C these sets may depend essentially on n.
We are grateful to Pierre de la Harpe for comments on the preliminary version of this
paper.
2. HARMONIC COCYCLES AND FINITE-DIMENSIONAL SUMMANDS
We now recall from Sections 4 and 5 in [16] that the space Z1(G, π) of 1-cocycles is a
Hilbert space under the norm
‖b‖L2(µ) :=
(∫
G
‖b(x)‖2 dµ(x)
)1/2
,
and it decomposes into an orthogonal direct sum of approximate 1-coboundaries and µ-
harmonic 1-cocycles. We will say b is normalized when ‖b‖L2(µ) = 1.
Lemma 2.1. The space Z1(G, π) of 1-cocycles is a Hilbert space with respect to the norm
‖ · ‖L2(µ). Moreover the norms ‖ · ‖L2(µ) and ‖ · ‖Q are equivalent.
Proof. We observe that Z1(G, π) is a Banach space w.r.t. the norm ‖ · ‖Q (see [2, Chap-
ter 3]), and that ‖b‖L2(µ) ≤ (
∫ |x|2G dµ(x))1/2‖b‖Q. The other side inequality follows, via
Open Mapping Theorem, from the fact that any measurable locally integrable 1-cocycle
into a separable Hilbert space is automatically continuous modulo a null set. However,
following [16], we give a more direct proof here. Take an open generating neighborhood
U of e such that U ⊂ Q and an open neighborhood V of e such that V 2 ⊂ U . We observe
that (
∫ ‖b(x)‖2 dµ∗2(x))1/2 ≤ 2‖b‖L2(µ) and ε := infx∈UV dµ∗2dm (x) > 0. Thus, for every
g ∈ U one has
‖b(g)‖2 = m(V )−1
∫
V
‖b(gx)− πgb(x)‖2 dm(x)
≤ 2m(V )−1[
∫
gV
‖b(x)‖2 dm(x) +
∫
V
‖b(x)‖2 dm(x)]
≤ 4ε−1m(V )−1
∫
UV
‖b(x)‖2 dµ∗2(x)
≤ 16ε−1m(V )−1‖b‖2L2(µ).
Since there isN ∈ N such thatQ ⊂ UN , this proves that the norms ‖ · ‖L2(µ) and ‖ · ‖Q
are equivalent, and that Z1(G, π) is a Hilbert space w.r.t. the norm ‖ · ‖L2(µ). 
The reduced 1-cohomology group H1(G, π) := Z1(G, π)/B1(G, π) is defined to be
the space Z1(G, π) of 1-cocycles modulo the closure of the subspace B1(G, π) of 1-
coboundaries. We note that B1(G, π) = B1(G, π) if π is finite-dimensional, by Theo-
rem 1 in [16]. See Chapter 3 in [2] for an introduction to first reduced cohomology groups.
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Thus,
Z1(G, π) = B1(G, π)⊕B1(G, π)⊥ and H1(G, π) ∼= B1(G, π)⊥.
We observe that b ∈ Z1(G, π) belongs to B1(G, π)⊥ if and only if it is µ-harmonic in the
sense
∫
b(x) dµ(x) = 0 or equivalently
∫
b(gx) dµ(x) = b(g) for all g ∈ G. Indeed, this
follows from the identities b(x−1) + π−1x b(x) = b(e) = 0 and∫
〈b(x), v − πxv〉 dµ(x) = 2〈
∫
b(x) dµ(x), v〉.
We note that every summand of a µ-harmonic 1-cocycle is µ-harmonic and that every
non-zero µ-harmonic 1-cocycle is not a 1-coboundary.
We recall the general fact about orthogonal representations. Let (π,H) be an orthogonal
representation of G and put
T0 := E
[
π(X1)
]
=
∫
π(g) dµ(g).
Then, T0 is a self-adjoint contraction on the Hilbert space H such that T k0 = E
[
π(Xk)
]
for every k. By strict convexity of a Hilbert space, a vector v ∈ H satisfies T0v = v if
and only if πgv = v for µ-a.e. g, which is equivalent to that v is π(G)-invariant. Thus
by spectral theory, the operators 1n
∑n−1
k=0 T
k
0 = E
[
1
n
∑n−1
k=0 π(Xk)
]
converge in strong
operator topology to the orthogonal projection P0 onto the subspace of π(G)-invariant
vectors. One moreover has convergence in probability
‖ 1
n
n−1∑
n=0
π(Xk)v − P0v‖ P→ 0.
Indeed, to prove it, one may assume P0 = 0 and in this case
E
[‖ 1
n
n−1∑
n=0
π(Xk)v‖2
]
=
1
n2
n−1∑
k,l=0
〈T |k−l|0 v, v〉 → 0.
Lemma 2.2. For every b ∈ Z1(G, π) = B1(G, π) ⊕B1(G, π)⊥, one has
lim
n
1
n
E
[‖b(Xn)‖2] = ‖bharm‖2L2(µ),
where bharm is the B
1(G, π)⊥ summand in the above decomposition. In particular, b is
nonzero inH1(G, π) if and only if lim 1n E
[‖b(Xn)‖2] > 0.
Proof. Let T0 :=
∫
π(g) dµ(g). If c ∈ B1(π,H) is a 1-coboundary, c(x) = v− πxv, then
for every n one has
1
n
E
[‖c(Xn)‖2] = 2
n
〈(1 − T n0 )v, v〉 ≤ 2〈(1 − T0)v, v〉 = ‖c‖2L2(µ).
Since c 7→ E[‖c(Xn)‖2] is norm-continuous by Lemma 2.1, the above inequality holds for
all c ∈ B1(G, π). Hence, for any c ∈ B1(G, π), by approximating it by cm ∈ B1(G, π),
one has
lim sup
n
1
n
E
[‖c(Xn)‖2] = lim sup
n
1
n
E
[‖(c− cm)(Xn)‖2] ≤ ‖c− cm‖2L2(µ) → 0.
Now let b = c + bharm ∈ B1(G, π) + B1(G, π)⊥ be given. Note that since bharm is
µ∗n-harmonic, it is orthogonal to c in L2(µ∗n). Consequently, one has
lim
n
1
n
E
[‖b(Xn)‖2] = lim
n
1
n
E
[‖c(Xn)‖2 + ‖bharm(Xn)‖2] = ‖bharm‖2L2(µ). 
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It is not clear whether 1n2 E
[‖b(Xn)‖4] is bounded for every 1-cocycle b. However, it
is the case for any µ-harmonic 1-cocycle b (cf. Footnote 2 in [23]).
Lemma 2.3. For every d, one has
sup
n
sup
b
1
nd
E
[‖b(Xn)‖2d] <∞,
where the supremum runs over all normalized µ-harmonic 1-cocycles b.
Proof. We fix a universal orthogonal representation (π,H) and consider the operators Un
from the space of µ-harmonic cocycles into L2d(µ∗n;H), given by Unb = n−1/2b. Since
‖Unb‖ = ( 1
nd
E
[‖b(Xn)‖2d])1/2d ≤ n1/2 E[|X1|2dG ]1/2d‖b‖Q
(by the Ho¨lder inequality (
∑n
i=1 ai)
2d ≤ n2d−1∑ni=1 a2di for ai ≥ 0), the operators Un
are bounded by Lemma 2.1. The lemma claims that Un’s are uniformly bounded. For this,
by Principle of Uniform Boundedness, it suffices to show supn ‖Unb‖ < ∞ for each b.
(The use of PUB can be avoided if one does the following proof more meticulously.) We
in fact prove that lim supn
1
nd
E
[‖b(Xn)‖2d] ≤ (2d − 1)!! for each normalized harmonic
cocycle b, by induction on d. Here (2d−1)!! =∏dk=1(2k−1). The case d = 1 is clear. By
induction hypothesis and the Cauchy–Schwarz inequality when k is odd, we may assume
that there is C > 0 such that E
[‖b(Xn)‖k] ≤ Cnk/2 for all k ≤ 2(d− 1). It follows that
E
[‖b(Xn)‖2d] =
∫∫
‖b(x)− b(y)‖2d dµ∗n−1(x)dµ(y)
=
∫∫
(‖b(x)‖2 − 2〈b(x), b(y)〉+ ‖b(y)‖2)d dµ∗n−1(x)dµ(y)
=
∫∫
‖b(x)‖2d +
(
d
1
)
‖b(x)‖2(d−1)‖b(y)‖2
+ 4
(
d
2
)
‖b(x)‖2(d−2)|〈b(x), b(y)〉|2 dµ∗n−1(x)dµ(y) + C′n(2d−3)/2
≤ E[‖b(Xn−1)‖2d]+ (d+ 2d(d− 1)) · (2d− 3)!! · nd−1 + C′nd−3/2
≤ · · · ≤
n∑
k=1
((2d− 1)!! · dnd−1 + C′kd−3/2)
= (2d− 1)!! · nd + o(nd),
where C′ is some constant depending on d but not on n. This finishes the proof. 
We start the proof of Theorem A. Recall that the tensor product Hilbert spaceH⊗H is
canonically identified with the space of Hilbert–Schmidt operators S2(H) on H via v′ ⊗
v ↔ Sv′⊗v, where Sv′⊗v(u) = 〈u, v〉v′. Under this identification, the operators πg⊗πg on
H⊗H act on S2(H) by conjugationAd πg : S 7→ πgSπ∗g . Every Hilbert–Schmidt operator
is compact and every compact self-adjoint operator S has a unique spectral decomposition
S =
∑
i λiEi where λi ∈ R are the non-zero eigenvalues of S and Ei are the finite-rank
orthogonal projections onto the corresponding eigenspaces. If v ∈ H⊗H is (π ⊗ π)(G)-
invariant, then Sv is Adπ(G)-invariant and so are the spectral projections Ei’s, which
means that EiH are finite-dimensional π(G)-invariant subspaces.
Now let us consider a 1-cocycle b : G→ H and put
w :=
∫
(b⊗ b)(x) dµ(x) ∈ H ⊗H and T :=
∫
πg ⊗ πg dµ(g).
8 ANNA ERSCHLER AND NARUTAKA OZAWA
Then, T is a self-adjoint contraction on H ⊗ H, which is positivity preserving as an op-
erator on S2(H). By the previous discussion, 1n
∑n−1
k=0 T
k converges in strong operator
topology to the orthogonal projection P from H ⊗ H onto the subspace of (π ⊗ π)(G)-
invariant vectors. In particular, 1n
∑n−1
k=0 T
kw converges to Pw in norm and SPw is a
positive Hilbert–Schmidt operator which is Adπ(G)-invariant. For any π(G)-invariant
closed subspace K ⊂ H, one has
PKSPwPK = S(PK⊗PK)Pw = SP (PK⊗PK)w = SPwK ,
where wK =
∫
(bK ⊗ bK)(x) dµ(x) for the cocycle bK = PKb. If b is finite-dimensional,
then the trace Tr is norm-continuous and
Tr(SPw) = Tr(lim
n
1
n
n−1∑
k=0
STkw) = Tr(Sw) = ‖b‖2L2(µ).
In general, one has the spectral decomposition
(∗) SPw =
∑
i
λiEi
where λ1, λ2, . . . is a finite or infinite sequence of strictly positive numbers and EiH’s are
finite-dimensional π(G)-invariant subspaces. Thus for bi := Eib and b∞ := b − (
∑
i bi),
one has the direct sum decomposition b = b∞ +
∑
i bi. We claim that each 1-cocycle
bi, i 6= ∞, is nonzero and that b∞ is weakly mixing in the sense that it does not admit a
nonzero finite-dimensional summand anymore. First, put E∞ := 1 −
∑
iEi and observe
that for wi := (Ei ⊗ Ei)w =
∫
(bi ⊗ bi)(x) dµ(x), one has SPwi = EiSPwEi = λiEi,
including the case i = ∞ and λ∞ := 0. It follows that b = b∞ ⊕
∑⊕
i bi and SPw =
SPw∞ ⊕
∑⊕
i SPwi in accordance with H = E∞H ⊕
⊕
i EiH. That SPw∞ = 0 means
that b∞ is weakly mixing. Thus ‖Pw‖ 6= 0 if and only if b has a nonzero finite-dimensional
summand. Moreover, one has
Tr(SPw) =
∑
i
Tr(SPwi) =
∑
i
λi Tr(Ei) =
∑
i
‖bi‖2L2(µ)
and
‖Pw‖2 = Tr(S2Pw) =
∑
i
λ2i Tr(Ei).
For the proof of Theorem A, in view of Lemma 2.2 and the fact that any nonzero µ-
harmonic 1-cocycle is cohomologically non-trivial, we may assume that the 1-cocycle b is
µ-harmonic. For such b, we have the following more precise form of Theorem A.
For any θ ≥ 0 and any finite or infinite (possibly null) sequence σk of positive numbers,
we denote by χ(θ, σk) the distribution of
√
θ2 +
∑
k σ
2
kg
2
k, where gk are independent
standard centered Gaussian random variables.
Theorem 2.4. LetG be as in Convention. Let b be a normalized µ-harmonic 1-cocycle. Let
w, Pw, and SPw =
∑
i λiEi be as defined in (∗) before the formulation of the theorem.
Then,
lim
n→∞
1
2
E
[∣∣‖b(Xn)‖2
n
− 1
∣∣2] = ‖Pw‖2 ≤ (min
i
dimEiH)−1.
Moreover, the random variables 1√
n
‖b(Xn)‖ converge in distribution and in moments
to χ(θ, σk), where θ = ‖E∞b‖L2(µ), and σ2k are positive eigenvalues of SPw counted with
multiplicities (i.e., σk = λ
1/2
i for
∑i−1
l=1 dimElH < k ≤
∑i
l=1 dimElH), which satisfy
θ2 +
∑
k σ
2
k = ‖b‖2L2(µ) = 1. One has θ > 0 if and only if b admits a weakly mixing
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summand; and σk > 0 for some k if and only if b admits a non-zero finite-dimensional
summand.
Proof of Theorem A and Theorem 2.4. Let b be a normalized µ-harmonic 1-cocycle. In
the discussion above, we already saw ‖Pw‖ 6= 0 if and only if b has a nonzero finite-
dimensional summand. Moreover the above formula implies
‖Pw‖2 =
∑
i
λ2i Tr(Ei) ≤ (max
i
λi)Tr(SPw) ≤ (min
i
Tr(Ei))
−1,
since Tr(SPw) =
∑
i λi Tr(Ei) ≤ 1. Note that Tr(Ei) = dimEiH.
Next, we prove that E
[|‖b(Xn)‖2n − 1|2]→ 2〈Pw,w〉 = 2‖Pw‖2. Recall that∫
(b⊗ b)(x) dµ∗n(x) =
∫∫
(b ⊗ b)(xy) dµ∗n−1(x) dµ(y)
=
∫∫
(b ⊗ b)(x) + (πx ⊗ πx)(b ⊗ b)(y) dµ∗n−1(x) dµ(y)
=
∫
(b⊗ b)(x) dµ∗n−1(x) + T n−1w
= (1 + T + · · ·+ T n−1)w,
and
∫ ‖b(x)‖2 dµ∗n(x) = n (see [23] and [29]). Hence
E
[‖b(Xn)‖4] =
∫
‖b(x)‖4 dµ∗n(x)
=
∫∫
(‖b(x)− b(y)‖2)2 dµ∗n−1(x) dµ(y)
=
∫∫ [‖b(x)‖4 + 4|〈b(x), b(y)〉|2 + ‖b(y)‖4 + 2‖b(x)‖2‖b(y)‖2] dµ∗n−1(x) dµ(y)
= E
[‖b(Xn−1)‖4]+ 4〈
n−2∑
k=0
T kw,w〉 + E[‖b(X1)‖4]+ 2(n− 1)
= 4〈
n−1∑
k=1
(n− k)T k−1w,w〉 + nE[‖b(X1)‖4]+ n(n− 1)
≤ 3n2 +O(n).
By Bounded Convergence Theorem, this implies that
E
[∣∣‖b(Xn)‖2
n
− 1∣∣2] = E[ 1
n2
‖b(Xn)‖4 − 2
n
‖b(Xn)‖2 + 1
]
=
4
n2
〈
n−1∑
k=1
(n− k)T k−1w,w〉 + 1
n
(E
[‖b(X1)‖4]− 1)
→ 2〈Pw,w〉.
Now since supn E
[∣∣ 1
n ||b(Xn)||2− 1
∣∣3] <∞ by Lemma 2.3, the sequence 1n ||b(Xn)||2
tends to a constant (which is necessarily 1) in probability if and only if one hasE
[∣∣ 1
n ||b(Xn)||2−
1
∣∣2]→ 0. This completes the proof of Theorem A and the first part of Theorem 2.4.
For the second half of Theorem 2.4, we first note that convergence in distribution and
convergence in moments are equivalent in our setting. Indeed, by the moments condition
supn
1
nd E
[‖b(Xn)‖2d] < ∞ (Lemma 2.3), convergence in distribution implies that in
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moments (see [3, Corollary 25.12]). And conversely, since the normal distribution and the
distributions χ(θ, σk) are uniquely determined by their moments (see [3, Theorem 30.1]),
convergence in moments to such a distribution implies that in distribution (see [3, Theorem
30.2]).
We use Martingale Central Limit Theorem (Theorem 35.12 in [3]) to prove that for
any v ∈ H the random variables Sn := n−1/2〈b(Xn), v〉 converge to a normal dis-
tribution N(0, q(v)) where q(v) = 〈SPwv, v〉. Consider the martingale array Sn,k :=
n−1/2〈b(Xk), v〉, k = 1, . . . , n, and put
Yn,k := Sn,k − Sn,k−1 = n−1/2〈π(Xk−1)b(X−1k−1Xk), v〉.
SinceX−1k−1Xk has the same distribution as X1, one has
n∑
k=1
E
[
Y 2n,k ‖ X1, . . . , Xk−1
]
=
1
n
n∑
k=1
〈(π ⊗ π)(Xk−1)w, v ⊗ v〉
P→ 〈Pw, v ⊗ v〉 = q(v),
and, for every ε,
n∑
k=1
E
[
Y 2n,k1{|Yn,k|≥ε}
] ≤ E[‖b(X1)‖2‖v‖21{‖b(X1)‖≥εn1/2}]→ 0.
This shows that the array Sn,k satisfies the assumption of the Martingale CLT [3, Thm
35.12], and we can conclude that Sn,n ⇒ N(0, q(v)) in distribution.
Now recall that SPw =
∑
i λiEi and b = b∞ +
∑
bi, and take an orthonormal basis
{vi,j : j = 1, . . . ,Tr(Ei)} of EiH. Then, by the previous paragraph, n−1/2〈b(Xn), vi,j〉
converges in distribution to a centeredGaussian random variable gi,j with variance q(vi,j) =
λi. Moreover, for any βi,j ∈ R, the random variables
∑
i,j βi,jn
−1/2〈b(Xn), vi,j〉 con-
verge in moments to N(0, q(
∑
i,j βi,jvi,j)), where
q(
∑
i,j
βi,jvi,j) =
∑
i,j
β2i,jλi =
∑
i,j
β2i,jq(vi,j).
This means that the family {〈n−1/2b(Xn), vi,j〉}i,j are asymptotically independent as n→
∞. Thus, for any k ∈ N, one has
1
n
||
k∑
i=1
bi(Xn)||2 =
k∑
i=1
∑
j
|n−1/2〈b(Xn), vi,j〉|2 ⇒
k∑
i=1
∑
j
λig
2
i,j ,
where gi,j are independent standard centered Gaussian random variables. Since
lim
k
sup
n
E
[
(
1
n
||
∑
i>k
bi(Xn)||2)d
] ≤ lim
k
Cd‖
∑
i>k
bi‖2dL2(µ) = 0
where Cd is a constant independent of k (by Lemma 2.3), one has
lim
n
E
[
(
1
n
‖
∑
i
bi(Xn)‖2)d
]
= lim
k
lim
n
E
[
(
1
n
‖
k∑
i=1
bi(Xn)‖2)d
]
for every d. Also, since 1n‖b∞(Xn)‖2 → ‖b∞‖2L2(µ) in moments by the first half of the
proof, one has 1n‖b(Xn)‖2 → ‖b∞‖2L2(µ) +
∑
i,j λig
2
i,j ∼ χ(θ, σk)2 in moments. 
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Recall that a groupG is said to have Shalom’s propertyHFD ([31]) if every orthogonal
representation π with H1(G, π) 6= 0 contains a non-zero finite-dimensional subrepresen-
tation. In other words, G has property HFD if and only if every µ-harmonic 1-cocycle b
decomposes into a (possibly infinite) direct sum of finite-dimensional summands. By The-
orem 2.4, the latter happens for b if and only if limn µ
∗n({x ∈ G : ‖b(x)‖ ≤ c√n}) > 0
for all c > 0.
Corollary 2.5. Assume either (1) lim infn ‖µ∗n − µ∗(1+δ)n‖1 < 2 for some δ > 0 or (2)
lim supn µ
∗n(BG(c
√
n)) > 0 for all c > 0. Then,G has Shalom’s propertyHFD.
Proof. We prove a stronger statement that ifG does not have propertyHFD, then for every
δ > 0 there are c > 0 and a sequence (En)n of open subsets in G such that µ
∗n(En)→ 1
and µ∗(1+δ)n(BG(c
√
n)EnBG(c
√
n))→ 0.
Suppose that there is µ-harmonic 1-cocycle b : G → H without a non-zero finite-
dimensional summand. We can assume that this cocycle is normalized. Take any 0 <
δ < 1. Put c := (20‖b‖Q)−1δ and
En := {x ∈ G : ‖b(x)‖2 < (1 + δ/4)n}.
Then, for every x ∈ En and y, z ∈ BG(c
√
n) one has
‖b(yxz)‖2 ≤ ‖b(x)‖2 + 2‖b(x)‖‖b(y) + πyxb(z)‖+ ‖b(y) + πyxb(z)‖2 < (1 + δ/2)n
Hence the result follows from Theorem A. 
Remark 2.6. By Kingman’s subadditive ergodic theorem, the linear rate of escape
lim
n
1
n
|Xn(ω)|G = lim
n
1
n
E |Xn|G =: lµ
exists and is constant for a.e. ω ∈ (G,µ)N. Hence either of the conditions (1) and (2) in
Corollary 2.5 implies that lµ = 0 and in particular that G is amenable ([17]).
Remark 2.7. It is known that Z ≀ Z does not satisfy property HFD ([31, 5.4.1]). Shalom
shows that any infinite amenable group with HFD admits a virtual quotient to Z ([31,
4.3.1]). By Corollary 2.5, any non-degenerate random walk on a group without virutal
homomorphisms to Z (or Z ≀ Z) does not satisfy either of the conditions (1) or (2). It is
apparently on open problem whether the wreath product Z2 ≀ (Z/2Z) has property HFD
(see [31, 6.6]); the simple random walk on it does not satisfy either of the conditions (for
”switch-walk-switch” random walks it follows from Dvoretzky–Erdo¨s theorem ([7, 18])
that the number of distinct sites of a simple random walk on Z2 visited until the time n is
asymptotically equivalent to cn/ log(n), where c > 0 is a constant.
3. MORE ON THE PROPERTY HFD
We elaborate on Corollary 2.5. It saysG has propertyHFD provided that (G,µ) satisfies
the following property. We say a µ-random walkXn is cautious if
lim sup
n
P( max
k=1,...,n
|Xk|G < c
√
n) > 0
for every c > 0. We look at stability of this property under extension. Let N be a closed
normal subgroup of G with a length | · |N which may not be proper. We say N is strictly
exponentially distorted in G if there exists a constant C ≥ 1 such that
1
C
log(|h|N + 1)− C ≤ |h|G ≤ C log(|h|N + 1) + C
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for all h ∈ N . We will denote by | · |G/N the length induced by the compact generating
neighborhoodQN of e in G/N .
Proposition 3.1. Let N ⊳ G be a closed normal subgroup which is strictly exponentially
distorted, and let µ¯ be the push-out probability measure of µ to G/N . If (G/N, µ¯) is
cautious, then so is (G,µ) and in particular G has Shalom’s propertyHFD.
Proof. It suffices to show that there is a constant D ≥ 1 with the following property (cf.
[35, Lemma 3.4]). Let si ∈ G be such that |si|G ≤ 1 and put gk := s1 · · · sk ∈ G and
Mn := maxk=1,...,n |gkN |G/N . Then, one hasmaxk=1,...,n |gk|G ≤ D(Mn + logn+ 1).
To show such D exists, for each k, pick hk ∈ N such that |g−1k hk|G = |g−1k N |G/N ≤
Mk. Then, |h−1k−1hk|G ≤ 2Mk + 1 ≤ 3Mk and so |h−1k−1hk|N ≤ exp(4CMk). Hence
|hk|N ≤ n exp(4CMn) for all k ≤ n and so
max
k=1,...,n
|hk|N ≤ C log(2n exp(4CMn)) ≤ (D − 1)(Mn + logn+ 1)
for some constantD ≥ 1. Since |g−1k hk|G ≤Mn, we are done. 
Shalom ([31, Theorem 1.13]) has shown that polycyclic groups have propertyHFD by
invoking Delorme’s theorem ([6]) that connected solvable Lie groups have the correspond-
ing property, and asked if there is another proof of HFD. It is plausible that all connected
solvable groups are cautious. We note that in light of Osin’s result ([28]) this problem
reduces to the case for connected Lie groups with polynomial volume growth.
Corollary 3.2. Let K be a non-archimedean local field and Zd y Kn be a semi-simple
linear action such that the semi-direct product Zd ⋉ Kn is compactly generated. Then,
Z
d
⋉Kn has Shalom’s propertyHFD.
Proof. Let ν0 be the standard nearest neighborhood random walk on Z
d and ν1 be a uni-
form probability measure on the compact subgroup {x ∈ K : |x| ≤ 1}. Since (Zd, ν0) is
cautious, for µ = 12 (ν0 + ν
⊗n
1 ), the random walk (Z
d
⋉Kn, µ) is cautious. 
4. HARMONIC COCYCLE bµ,U CONSTRUCTED FROM DIFFERENCES OF SHIFTS OF µ
∗n
In this section, we give a rather “explicit” (although we crucially use a non-principal
ultrafilter) construction of a non-zero harmonic cocycle on a group that does not satisfy
Kazhdan’s property (T). In particular, when G is a discrete finitely generated amenable
group, a normalized µ-harmonic cocycle bµ will be obtained as an ultralimit of the se-
quence µ∗n − gµ∗n ∈ ℓ2(G) after normalization. Throughout this section, we assume (in
addition to Convention) that µ is compactly supported and µ = µ′∗2 for some symmetric
probability measure µ′ on G.
We fix a non-principal ultrafilter U on N and denote by limU the corresponding ultra-
limit. Then, the ultrapower Hilbert space HU of a given Hilbert space H is defined to
be
HU := ℓ∞(N;H)/{(vn)∞n=1 : limU ‖vn‖ = 0}
with the inner product 〈[v′n]n, [vn]n〉 := limU 〈v′n, vn〉, where [vn]n is the equivalence
class of (vn)n ∈ ℓ∞(N;H). An orthogonal representation π of G on H gives rise to the
ultrapower representation πU on HU by πUg [vn]n = [πgvn]n. (NB: In general, the ultra-
power representation is no longer continuous.) We apply this construction to an orthogonal
representation (π,H) which admits an approximate invariant vectors but no non-zero in-
variant vectors. By definition, such an orthogonal representation exists if and only if G
does not satisfy Kazhdan’s property (T) (see [2]).
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Lemma 4.1. Let (π,H) be an orthogonal representation which admits an approximate in-
variant vectors but no non-zero invariant vectors, and consider the positive and contractive
operator T := π(µ) onH. Then, there is a unit vector v ∈ H such that the corresponding
probability measure ν on [0, 1], defined by the formula∫ 1
0
tn dν(t) = 〈T nv, v〉,
satisfies 1 ∈ supp ν and ν({1}) = 0.
Proof. Let ET denote the spectral measure corresponding to the self-adjoint operator T .
Since (π,H) admits approximate invariant vectors, the spectrum of T contains 1, which
means that ET ([1 − 1/n, 1]) 6= 0 for any n. Hence, there is a unit vector v ∈ H such that
ET ([1 − 1/n, 1])v 6= 0 for any n. On the other hand, ET ({1}) = 0 since (π,H) has no
non-zero invariant vectors. The probability measure ν( · ) := 〈ET ( · )v, v〉 corresponding
to v satisfies the desired conditions. 
Take (π,H, v) as above and put T = π(µ). In case G is a discrete finitely generated
infinite amenable group, one can take (π,H, v) to be (λ, ℓ2(G), δe) by Kesten’s theorem
([21]). Consider the coboundary cn : G → H given by cn(g) = T n/2v − π(g)T n/2v and
its normalization bn := ‖cn‖−1L2(µ)cn. We note that
‖cn‖2L2(µ) = 2〈(T n − T n+1)v, v〉 = 2
∫ 1
0
tn(1− t) dν(t).
We will define the cocycle bµ to be the ultralimit of bn. For continuity of bµ, we need
equi-continuity of bn’s. Observe that for every g ∈ G, one has
cn(g) = −
∫
G
(
dµ
dm
− g dµ
dm
)(x)cn−2(x) dm(x).
Let K = Q suppµ (recall that Q is a relatively compact generating subset of G and that
suppµ is assumed compact) and take a constant C which satisfies ‖c‖K ≤ C‖c‖L2(µ) for
every cocycle c (see Lemma 2.1). Then by the above equality, for every g ∈ Q, one has
‖bn(g)‖ ≤ ‖cn−2‖K‖cn‖L2(µ)
· ‖ dµ
dm
− g dµ
dm
‖L1 ≤ C
‖cn−2‖L2(µ)
‖cn‖L2(µ)
· ‖ dµ
dm
− g dµ
dm
‖L1.
Since dµdm ∈ L1(G), the function g 7→ ‖ dµdm−g dµdm‖L1 is continuous. Thus, equi-continuity
of bn’s follows from the following auxiliary lemma.
Lemma 4.2. Let ν be a probability measure on [0, 1] such that 1 ∈ supp ν and ν({1}) = 0.
Then, γ(n) :=
∫ 1
0 t
n(1− t) dν(t) satisfies γ(n)ց 0 and γ(n+ 1)/γ(n)ր 1.
Proof. The first assertion is obvious. Since
γ(n+ 1) =
∫
tn/2(1− t)1/2 · n(n+2)/2(1− t)1/2 dν(t) ≤ γ(n)1/2γ(n+ 2)1/2,
the sequence γ(n+1)/γ(n) is increasing and has a limit δ ≤ 1. Suppose for a contradiction
that δ < 1. Then, one has γ(n) ≤ Cδn and so ∫ 10 tn dν(t) = ∑∞k=n γ(k) ≤ C′δn for
everyn, whereC andC′ are some constant independent of n. This implies supp ν ⊂ [0, δ],
a contradiction. Hence δ = 1. 
Since bn’s are equi-continuous and ‖bn(g)‖ ≤ |g|G‖bn‖Q is bounded for each g, the
formula
bµ(g) := [bn(g)]n ∈ HU
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defines a continuous map such that bµ(gh) = bµ(g) + π
U
g bµ(h). Since bµ is continuous,
the ultrapower orthogonal representation πU is continuous when restricted to span b(G).
Hence bµ is a 1-cocycle. It is normalized:
‖bµ‖2L2(µ) =
∫
limU‖bn(x)‖2 dµ(x) = limU
∫
‖bn(x)‖2 dµ(x) = 1,
where, to interchange the ultralimit and integration, we have used the fact that µ is com-
pactly supported and bn’s are equi-continuous. The constructed 1-cocycle bµ may depend
on the choice of a non-principle ultrafilter U (see Theorem C), and we will write bµ,U
instead of bµ when we want to emphasize the role of the ultrafilter U . The following re-
proves the results of Mok ([25]), Korevaar–Schoen ([22]), and Shalom ([32]) mentioned in
Introduction.
Theorem 4.3. LetG be a compactly generated locally compact group which does not have
Kazhdan’s property (T) and µ, (π,H, v), and bµ be as above. Then, bµ is a normalized
µ-harmonic cocycle.
Proof. It only remains to prove that bµ is harmonic. Put γ(n) =
∫
tn(1 − t) dν(t). Then,
one has
‖
∫
bn(x) dµ(x)‖2 = γ(n)− γ(n+ 1)
2γ(n)
→ 0
by Lemma 4.2. Hence, for every v′ = [v′n]n ∈ HU , one has
〈
∫
bµ(x) dµ(x), v
′〉 =
∫
limU 〈bn(x), v′n〉 dµ(x)
= limU
∫
〈bn(x), v′n〉 dµ(x)
= limU 〈
∫
bn(x) dµ(x), v
′
n〉 = 0.
This means
∫
bµ(x) dµ(x) = 0 and bµ is harmonic. 
In case G is a discrete amenable group and (π,H, v) = (λ, ℓ2(G), δe), a computation
yields that
‖cn‖2L2(µ) = 2(µ∗n(e)− µ∗n+1(e))
and
‖bµ(g)‖2 = limU‖bn(g)‖2 = limU µ
∗n(e)− µ∗n(g)
µ∗n(e)− µ∗n+1(e) .
Proof of Theorem B. By Theorem A we know that E
[|‖c(Xm)‖2m − 1|2] → 0 for any nor-
malized harmonic cocycle cwithout non-zero finite-dimensional summands. We will show
that in case G does not admit any non-zero harmonic finite-dimensional cocycle (which is
the case when G is a finitely generated amenable group without virtually abelian infinite
quotients), this convergence is uniform for normalized harmonic cocycles c on G. Indeed,
we have seen in the proof of Theorem A that
E
[| ‖c(Xm)‖2
m
− 1|2] ≤ 4
m2
〈
m−1∑
k=1
(m− k)T k−1w,w〉 + 1
m
‖c‖4Q E
[|X1|4G]→ 0
for every normalized µ-harmonic 1-cocycle c, where T =
∫
(π ⊗ π¯)g dµ(g) and w =∫
(c ⊗ c¯)(g) dµ(g). Note that ‖c‖Q is uniformly bounded by Lemma 2.1. Therefore, it
suffices to prove that limk ‖T kw‖ = 0 uniformly for c. Suppose that the latter is not the
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case: there are ε > 0, a subsequence km → ∞, and normalized harmonic cocycles cm
with the correspondingTm andwm such that ‖T kmm wm‖ ≥ ε for allm. Fix a non-principal
ultrafilter U and let cU denote the U -ultralimit cocycle of the sequence (cm)m, with the
corresponding objects denoted by TU andwU . Then, cU is a normalized harmonic cocycle.
Moreover since t2k is decreasing in k for any t ∈ [−1, 1], one has for each k
〈T 2kU wU , wU 〉 = limU 〈T 2km wm, wm〉 ≥ limU 〈T 2kmm wm, wm〉 ≥ ε2.
Let Q denote the spectral projection of TU corresponding to eigenvalues {−1,+1}. Then,
‖QwU‖2 = lim
k
〈k−1(1 + T 2 + T 4 + · · ·+ T 2(k−1))wU , wU 〉 ≥ ε2.
Since T 2UQwU = QwU , the vectorQwU is invariant under (π ⊗ π¯)g for all g ∈ suppµ∗2.
However since G0 := 〈suppµ∗2〉 has finite-index in G, it does not admit a non-zero
µ∗2-harmonic 1-cocycle, which implies that QwU = 0 (as discussed in the proof of Theo-
rem A). We have arrived at a contradiction.
It follows that ifG satisfies the assumption of Theorem B, then E
[|‖c(Xm)‖2m −1|2]→ 0
uniformly for normalized µ-harmonic 1-cocycles c. In particular,
lim
m
lim sup
n
E
[| ‖bn(Xm)‖2
m
− 1|2] = lim
m
sup
U
E
[| ‖bµ,U (Xm)‖2
m
− 1|2] = 0.
(Note that lim supn λn = supU limU λn for any bounded sequence λn.) Since
1
m
= lim
n
µ∗n(e)− µ∗n+1(e)
µ∗n(e)− µ∗n+m(e)
by Lemma 4.2, this completes the proof of Theorem B (after exchanging µ with µ∗2). 
5. ℓp-THIN SUBGROUPS
5.1. Definitions. Take a finitely generated group G equipped with a probability measure
µ, and ask again what information about its subgroups and quotient groups one can obtain
by looking on the behavior the random walk (G,µ). To ensure the existence of non-
trivial quotients, we may search normal subgroups of G defined by convolutions of G. A
more general question one can ask is what are possible (not necessarily normal subgroups)
defined in such terms.
Definition 5.1. [ℓp-thin subgroups Hµ,p,q]. Let G be an infinite group generated by a
finite set S, and µ be a probability measure on G. Fix some q ≥ 0, p ≥ 1 and a sequence
ni tending to ∞. Assume that µ is such that (µ∗n)q is in lp(G) for all n(this holds for
example if µ has finite support). Let α(n) denotes the maximum of ℓp norm of (µ
∗n)q −
g(µ∗n)q , where the maximum is taken over g ∈ S. Consider g ∈ G for which ||(µ∗ni)q −
g(µ∗ni)q||p/α(ni) → 0 as i → ∞. If G contains at least two elements, then by the
triangular inequality in ℓp, such elements form a subgroup of G, which we we call the
main ℓp-thin subgroup and which we denote by Hµ,p,q,ni (and Hµ,p for short, if ni is
specified and q = 1).
Now we define ℓp-thin subgroups associated an arbitrary function α(n). Consider g
such that ||(µ∗n)q − g(µ∗n)q||p/α(n) tends to 0 as n tends to infinity. By triangular in-
equality in ℓp such elements form a subgroup ofG, which we denoteHµ,p,q,α. We call this
subgroup ℓp-thin subgroup associated to α(n).
Remark 5.2. For q = 0 in the definition above we use the convention 00 = 0; the ℓ1 norm
in this case is therefore the cardinality of the symmetric differences of the supports of µ∗n
and gµ∗n, that is the cardinality of the set of points x such that either x is in the support
16 ANNA ERSCHLER AND NARUTAKA OZAWA
of µ∗n and gx is not in this support or vice versa. In the definition we have assumed that
p ≥ 1. We can extend the definition for the case p = 0, defining α(n) as the maximum
of the cardinality of the support of (µ∗n)q − g(µ∗n)q , where the maximum is taken over
g ∈ S. In this case we obtain H0,1,µ = H1,0,µ for all µ. Observe that that if the support
of µ is a finite symmetric generating set containing the identity, then the support of µ∗n is
the ball of radius n in the word metric associated to S.
It is clear that the scaling sequence α(n) depends of a finite generating set S up to
multiplication by a constant only, and thus the definition of main ℓp-thin subgroups does
not depend on the choice of S.
In many situation the limit behavior of (µ∗n)q − g(µ∗n)q does not depend on the sub-
sequence of possible n’s. However, in some situation this quantity, and the corresponding
ℓp-thin subgroups may depend on the choice of a subsequence, see Theorem C and Corol-
lary 5.11.
Remark 5.3. If p ≥ 1, it is known that a normalized sequence vn ∈ ℓ1(G) is almost
invariant in ℓ1 with respect to the shift by some element g ∈ G if and only if v1/pn (which
is clearly a sequence in ℓp(G)) is almost invariant in ℓp with respect to the shift by g (see
e.g. the proof of Theorem 8.3.2 in [30]. This implies that the main ℓp-thin subgroups satisfy
Hp,1 = H1,p = Hp/q,q for any p, q ≥ 1 whenever (µ∗ni)p does not admit a subsequence
of almost invariant vectors in ℓ1. This happens for example for p = 2, if G non-amenable
and for p = 1 if the Poisson boundary of (G,µ) is non-trivial, for all ni ([20]).
It is possible that the statement of Remark 5.3 remains valid without the assumption of
non-almost-invariance.
Instead (µ∗n)q in the Defintion 5.1, one can consider more generally a sequence of
functions fi and consider the difference of corresponding shifted functions, as a function
of g.
We have already remarked that for p = 2, q = 1, µ being equidistributed on a finite
symmetric set ofG, the values of bµ,U are defined by the unmarked Cayley graph of G. In
particular, for p = 2, q = 1 and µ being a measure equidistributed on a finite generating set
S , the ℓp-thin subgroups can be described in terms of unmarked Cayley graph of (G,S):
Remark 5.4. p = 2, q = 1, µ is symmetric measure on G. Fix a sequence αi, tending to
infinity. An element g belongs to the subgroupHµ,2,1,α if and only if
(µ2n(e)− µ∗2n(g))/α2n)→ 0
as n → 0. In particular, if µ is equidistributed on a finite symmetric generating set S,
subgroupsHµ,2,1,αi are defined by unmarked Cayley graph of (G,S).
Proof. Observe that |gµ∗n − µ∗n|22 = |µ∗n|22 + |gµ∗n|22 − 2〈µ∗n, gµ∗n〉 = 2|µ∗n|22 −
2〈µ∗n, gµ∗n〉 = 2(∑x∈G(µ∗n(x))2 −∑x∈G µ∗n(x)µ∗n(gx)), Since µ is symmetric, this
is equal to 2(
∑
x∈G µ
∗n(x)µ∗n(x−1)−∑x∈G µ∗n(gx)µ∗n(x−1) = 2(µ2n(e)−µ∗2n(g)).
If µ is equidistributed on a finite symmetric generating set S, observe that µ∗2n(e) and
µ∗2n(g) are defined by the unmarked Cayley graph of (G,S) and the vertex in this Cayley
graph corresponding to g.
Remark 5.5. In a particular case when q = 1, p = 2 andG is non-amenable, the main ℓ2-
thin subgroup in 5.1 coincides with the group, studied by Elder and Rogers in [8]. However,
if q = 1, p = 2 and G is amenable, the group defined in the above cited paper coincides
with G, while the main ℓ2-thin subgroup Hµ,p is never equal to G (for any infinite group
G).
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Now assume that µ has finite support, and consider the mappings bp,qµ,U , defined in the in-
troduction. Namely, for any non-principal ultrafilterU onN, putαp,q(n) = maxs∈S ‖(µ∗n)q−
s(µ∗n)q‖p and define the cocycle bp,qµ,U : G→ ℓp(G)U by
bp,qµ,U (g) = [α
p,q(n)−1((µ∗n)q − g(µ∗n)q)]n ∈ ℓp(G)U .
The cocycle bp,qµ,U is independent, modulo scalar multiple, of the choice of the finite gener-
ating subset S. We note that ℓp(G)
U is an abstract Lp-space on whichG acts isometrically.
Hence bp,qµ,U (G) is contained in a G-invariant separable Lp-subspace of ℓp(G)
U .
Lemma 5.6. 1) [Direct products, q = 0, p ≥ 1] Let G be a direct product of A of
subexponential growth andB of exponential growth, and let µ = µA×µB where µA(e) >
0. Then there exists a subsequenceni such that subgroupHµ,0,p(G) = Hµ,p,0(G) contains
A. Moreover, for any ni as above, any ultrafilter U such that U(ni) = 1 for q = 0 and
p ≥ 1 satisfy bp,qU,µ = bp,qU,µB .
2) [Direct product, p = q = 1] Let G be a direct product of a group A and B; let µA,
µB be non-degenerate measures on A and B such that the Poisson boundary of a random
walk (A, µA) is trivial and Poisson boundary of (B, µB) is non-trivial. Put µ = µA×µB .
Then for any choice of ni the main ℓ1-thin subgroupHµ,1,1(G) contains A. Moreover, for
any ultrafilter U it holds b1,1U,µ = b
1,1
U,µB
.
3) [Direct products, q = 1, p = 2] Let G be a direct product of an amenable A
and non-amenable group B, µ = µA × µB . Then for any ni, the main ℓ2-thin subgroup
Hµ,1,2(G) = Hµ,2,1(G) containsA. Moreover, for any ultrafilterU it holds b
2,1
U,µ = b
2,1
U,µB
.
Proof. First we prove the claims of 1), 2), 3) about ℓp-thin subgroups. Observe that
sinceB is of exponential growth, for any finite set S there exists v > 1 such that vG,S(n) ≥
vn for all n. This implies that for each finite generating set SB of B and each C1 < 1
there exists C2 > 0 such that for all n at least C1n among balls of radius i = 1, ..., n have
boundary greater thanC2vB,SB (i). (Indeed, otherwise vB,SB (n) ≤ Rn(1−C1)B (1+C2)C1n,
where RB denotes the cardinality of B,SB , and taking C1 close to 1 and C2 close to 0 we
would get a contradiction).
Since A is of subexponential growth, for each C and any ǫ1, ǫ2 > 0 at least (1 − ǫ2)n
among the the balls of radius i = 1, ..., n have boundary at most ǫ2vA(i).
Consider a generating set S = SA × SB , where SA, SB are generating sets of A, B
respectively. We haveBS(i) = BSA(i)×BSB (i). HereBG,S(i) denotes the ball of radius
i in G,S. Observe also that for S ∈ SA it holds sBG,S(i) \ BG,S(i) = s(BA,SA(i) ×
BB,SB(i)) \ (BA,SA(i) × BB,SB (i)) = (sBA,SA(i) \ BA,SA(i)) × BB,SB(i), and the
cardinality of this set is at most 2(vA,SA(i) − vA,SA(i − 1))vB,SB (i), and with the same
argument the cardinality of sBG,S(i) \BG,S(i), for s ∈ SB is at least 2/|SB|(vB,SB (i)−
vB,SB (i−1)vA,SA(i) for some s ∈ SB . This shows that there exists a sequence ni, tending
to infinity, such that
vA,SA(ni)− vA,SA(ni − 1)
vA,SA(ni)
vB,SB (ni)
vB,SB (ni)− vB,SB (ni − 1)
tends to 0 as i tends to infinity. By Remark 5.2 we know that for any group it holds
Hµ,0,p(G) = Hµ,p,0(G). Note that for any ni as above the this thin subgroupHµ,0,p(G) =
Hµ,p,0(G) with respect to a subsequence ni contains all s ∈ SA. Therefore, in this case
this subgroup contains A.
2) We recall that µ∗n = µ∗nA µ
∗n
B . Take a ∈ A. Observe that aµ∗n − µ∗n = (µ∗nA −
aµ∗nA )µ
∗n(B). It holds therefore ||(µ∗n − aµ∗n)||1 = ||(µ∗nA − aµ∗nA )||1. Since the non-
degenerate walk (A, µA) has trivial Poisson-Furstenberg boundary, for any a ∈ A it holds
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||(µ∗nA − aµ∗nA )||1 → 0 as n tends to∞, and therefore ||(µ∗n − aµ∗n)||1 → 0 as n tends
to∞ (see Kaimanovich Vershik [20]). The above mentioned characterization also shows
that since the Poisson boundary of (B, µB) is non-trivial, there exists b ∈ B such that
||(µ∗nB − bµ∗nB )||1 ≥ c > 0, and hence ||(µ∗n − bµ∗n)||1 ≥ c > 0 for some positive
constant c and all n.
3) For g = (g1, g2), g1 ∈ A, g2 ∈ B, µ∗n(g1, g2) = µ∗nA (g1)µ∗nB (g2). For h ∈
A, µ∗n(h(g1, g2))/µ∗n(g1, g2) = µ∗nA (hg1)/µ
∗n
A (g1) → 1 as n → ∞, by [1] since
A is amenable [1]. Analogously, for h ∈ B it holds µ∗n(h(g1, g2))/µ∗n(g1, g2) =
µ∗nB (hg2)/µ
∗n
B (g2) → Ch, where Ch 6= 1 for some h among generators of B, since B
is non-amenable [1]. This implies that the scaling sequence α(n) is equivalent up to mul-
tiplicative constant to µ∗n(e) = µ∗nA (e)µ
∗n
B (e). Using Remark 5.4 we conclude that for
all s ∈ SA ||sµ∗n − µ∗n||2/α(n) → 0, and hence any s ∈ A, s belongs to the ℓ2 thin
subgroup for q = 1, p = 2. By Remark 5.3 we know that under assumption of 3) it holds
Hµ,1,2(G) = Hµ,2,1(G).
Now to prove the claims about the cocycles, take g = (a, b) ∈ A × B, put g′ = (e, b)
and g′′ = (a, e). It holds g = g′g′′. Under the assumption on p and q in 1), 2), 3) observe
that
||(µ∗ni)q − g′(µ∗ni)q||p − ||(µ∗ni)q − g′′(µ∗ni)q||p ≤ ||(µ∗ni)q − g(µ∗ni)q||p ≤
≤ ||(µ∗ni)q − g′(µ∗ni)q||p + ||(µ∗ni)q − g′′(µ∗ni)q||p
and that ||(µ∗ni)q − g′(µ∗ni)q||p = ||(µ∗niB )q − g′(µ∗niA )q||p||µniA ||p. This allows us to use
1) of Remark 5.7 and completes the proof of the Lemma.
Remark 5.7. G = A×B, µ = µA×µB , S = SA×SB , SA and SB are finite generating
sets of A and B.
1) Let αp,qG (n) be the maximal ℓp norm of (µ
∗n)q−s(µ∗n)q , where the maximum is taken
over s ∈ S; and let αp,qA (n) be the maximal ℓp norm of (µ∗nA )q − s(µ∗nA )q , the maximum is
over s ∈ SA and αp,qB (n) is defined analogously. Let θ˜µ(n) be equal to αp,qG (n) divided by
the ℓp norm of (µ
∗n)q . If θ˜p,qA (ni)/θ˜
p,q
B (ni) tends to zero for some sequence ni and U is a
non-principal ultrafilter such that U({ni}) = 1, then bp,qµ,U = bp,qµB ,U .
2) Take q = 1, p = 2. Put θ(n) := (µ∗2n − µ∗2n+1)/µ∗2n. Then θ(n) = θ˜µ(n)2. In
particular, if θA(ni)/θB(ni) tends to zero and U is a non-principal ultrafilter such that
U({ni}) = 1, then the corresponding harmonic cocycle is defined by that of B, that is
bµ,U = bµB ,U .
Remark 5.8. The fact thatA×B,A is of subexponetial growth,B is of exponential growth,
satisfy the claim of 1), Lemma 5.6 not only for some sequence ni but for all sequences can
be shown to be equivalent to a positive answer to both following questions A): is it true that
no subset of balls is a Foelner sequence in A? B): Is it true that all balls form a Foelner
sequence in A?
To our knowledge, it is not known whether to answer to A) is positive for all groups of
exponential growth (this question is mentioned e.g. in [34]), and whether the answer to B)
is positive for all groups of subexponential growth.
Example 5.9 (Dependance of ℓp-thin subgroups on p). Let G = Fm × Zd ≀ A, where
m ≥ 2, d ≥ 3 and A is a finite group containing at least two elements. Let µ be a non-
degenerate symmetric finitely supported measure. Then ℓ2-thin subgroup is not equal to
ℓ1-thin subgroup.
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Proof. Observe that the ℓ2-thin subgroup Hµ,1,2 = Hµ,2,1 contains Z
d ≀ A by 3) of
Lemma 5.6 (in fact, it is equal to Zd ≀ A), while there exists g ∈ Zd ≀ A which does not
belong to ℓ1-thin subgroup since the Poisson boundary of Z
d ≀ A is non-trivial.
Remark 5.10. LetG = C ≀A, where C is an infinite group of at least cubic growth and A
is a finite group containing at least two elements. Let µ be a symmetric finitely supported
”switch-walk-switch” measure on G. One can show that Hµ,1,1 is a finite subgroup of G.
One can also show that for any integer k ≥ 0 there exists µ as above such that Hµ,1,1 is
isomorphic to Am. In particular, this main ℓ1 thin subgroupHµ,1,1 depends on the choice
of a finitely supported symmetric measure µ and this subgroup is not normal.
Proof of Theorem C. Assume d = 2 (the general case d ≥ 2 is analogous).
We construct G1 and G2 as piecewise-automatic groups with returns of automata τ1,
τ2, where τ1, τ2 : A ×X → A, the group generated by (A, τ1) is of intermediate growth,
τ2 : A ×X → A, the group H2 generated by (A, τ2) is non-amenable, and the action of
A, considered as generators of H , is contracting for the action of τ1 for each brach of the
rooted tree (see [9]).
More precisely, we chose automata τ1 and τ2 with the following properties: τ2 is a finite
state automaton, containing e, a, b, c, d as its states, such that e acts trivially and a, b, c, d
generate the free product Z/2Z ∗ (Z/2Z+ Z/2Z) in the group generated by τ2.
If the states of τ2 are e, a, b, c, d and the alphabet is 0, 1, we take as τ1 the standard finite
state automaton for the first Gigorchuk group (A = {e, a, b, c, d},X = {0, 1}. In this case
we can take as G1 and G2 either piecewise-automatic group or a piece-wise automatic
group with returns defined by τ1, τ2 and ti, Ti, i ≥ 1, Ti−1 < ti < Ti. We do not know if
τ2 as above exists, and therefore we consider as in [9] an automaton τ2 with the space of
states possibly larger than e, a, b, c, d (such automata exist by the result of Olijnyk [27], that
shows that any free product of finite groups imbeds in a group generated by a finite state
automaton), and we take as τ1 the standard finite state automaton for the first Grigorchuk
group, (extended to some larger alphabet than 0 and 1 if the alpaheth of τ2 contains more
than two letters) and consider the corresponding piecewise automatic group with returns
Gτ1,τ2(ti, Ti).
To constructG1 andG2, we fix τ1, τ2 and construct sequences t
1
i , T
1
i and t
2
i , T
2
i (T
1
i−1 <
t1i < T
1
i , T
2
i−1 < t
2
i < T
2
i ) by a simultaneous inductive procedure and we put G1 =
Gτ1,τ2(t
1
i , T
1
i ) andG2 = Gτ1,τ2(t
2
i , T
2
i ) .
We need the following properties of piece-wise autmatic groupwith returnsGτ1,τ2(ti, Ti)
(see proof of Proposition 1 in [9]). There exist Ψ : N → N and for each i there exist
”comparison groups” A(t1, T1, t2, T2, . . . ti) and B(t1, T1, t2, T2, . . . ti, Ti), such that the
following holds for all non-decreasing sequences ti, Ti:
(1) all groupsA(t1, T1, t2, T2, . . . Ti−1) have a finite index subgroup which imbeds as
a subgroup in a finite direct power of the the first Grigorchuk groupG1 (generated
by (A, τ1),
(2) all groups B(t1, T1, t2, T2, . . . Ti−1, ti) have a finite index subgroup which admits
a surjective homomorphism to the group, generated by the automaton (A, τ2),
(3) the balls of radiusΨ(ti) inG(t1, t2, ..., T1, T2, ...) andA(t1, T1, t2, T2, . . . ti−1, Ti−1)
coincide,
(4) the balls of radiusΨ(Ti) inG(t1, t2, ..., T1, T2, ...) andB(t1, T1, t2, T2, . . . Ti−1, ti, )
coincide.
Let G,SG, H,SH be finitely generated groups such that the balls of radius R + C in
the marked Cayley graphs of G,SG, H,SH coincide. Let µH and µG are measures which
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are equal after the identifications of these balls and such that lG(s) ≤ C for any s in the
support of µG. Observe that for any n ≤ R the scaling functions in the definition of ℓp-thin
subgroups are equal : αG,µG,p(n) = αH,µH ,p(n), α
′
G,µG,p
(n) = α′H,µH ,p(n) and for each
g in the ball of radius C in the Cayley graph of (G,SG) ℓp norms of g(µ
∗n
G )
q − (µ∗nG )q are
equal to the ℓp norm of h(µ
∗n
H )
q − (µ∗nH )q for h being the corresponding element in the
ball of radius C of (H,SH).
Suppose that we have chosen already t11, T
1
1 , t
1
2, T
1
2 , . . . T
1
i−1 and t
2
1, T
2
1 , t
1
2, T
2
2 , . . . t
2
i .
For any ǫ > 0 there existMi such that for allM
′
i > Mi there existsM
∗
i with the following
property. For any t1i > M
∗
i and T
2
i > M
∗
i and any n : Mi < n < M
′
i the ratio of ℓp
norms s1(µ
∗n)q − (µ∗n)q and s2(µ∗n)q − (µ∗n)q inG = G1×G2 is smaller than ǫ for all
s ∈ S1 and some s ∈ S2.
To prove this , we combine the observation about Cayley graphs above with the claims
1), 2), 3) of Lemma 5.6, forA = A(t11, T 11 , t12, T 12 , . . . T 1i−1), B = B(t21, T 21 , t12, T 22 , . . . t2i ).
Tthe group A is of intermediate growth and hence this group is amenable and finitely
supported random walks have trivial boundary, B has a finite index subgroup sujecting to
a non-amenable group, and hence non-amenable.
Now suppose that we have chosen already t11, T
1
1 , t
1
2, T
1
2 , . . . t
1
i and t
2
1, T
2
1 , t
1
2, T
2
2 , . . . t
2
i , T
2
i .
For any ǫ > 0 there exist Ni such that for all N
′
i > Ni there exists N
∗
i with the following
property. For any T 1i > N
∗
i and t
2
i+1 > M
∗
i and any n : Ni < n < N
′
i the ratio of ℓp
norms of s2(µ
∗n)q − (µ∗n)q and s1(µ∗n)q − (µ∗n)q inG = G1 ×G2 is smaller than ǫ for
all s2 ∈ S2 and some s1 ∈ S1.
This implies that for some choice of t1i , T
1
i and t
2
i , T
2
i there exist sequences ni,mi
tending to infinity, such that the following holds. The ratio of ℓp norms of s1(µ
∗ni)q −
(µ∗ni)q and the scaling sequence α(ni) tend to 0 for all s1 ∈ S1. This implies that all
s1 ∈ S1, as well as all g ∈ G1 belong to the main ℓp thin subgroupHµ,p,q , corresponding
to ni. The ratio of ℓp norms of s2(µ
∗mi)q − (µ∗mi)q and the scaling sequence α(mi) tend
to 0 for all s2 ∈ S2. This implies that all s2 ∈ Se, as well as all g ∈ G2 belong to the
main ℓp thin subgroupHµ,p,q , corresponding to mi. Consider an ultrafilter Um such that
U(mi) = 1 and an ultrafilter Un such that U(ni) = 1. Using 1), 2), 3) of Lemma 5.6 we
also observe that bp,qµ,Un is equal to b
p,q
µ2,Un
and that bp,qµ,Um is equal to b
p,q
µ1,Um
.
Corollary 5.11. Let Gi, µi be as in the formulation of Theorem C. Take q = 0, 1 or 2 and
p = 1 or 2. For each j : 1 ≤ j ≤ D there exists ni,j such that for all the main ℓp-thin
subgroup Hµ,p,qof G with respect to ni = ni,j contains
∏
k:k 6=j Gk. In particular, there
exist at least D not equal ℓp-thin subgroups.
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