The main result of this paper is non-vanishing of the image of the index map from the G-equivariant K-homology of a proper G-compact G-manifold X to the K-theory of the C * -algebra of the group G. Under the assumption that the Kronecker pairing of a K-homology class with a low-dimensional cohomology class is non-zero, we prove that the image of this class under the index map is non-zero. Neither discreteness of the locally compact group G nor freeness of the action of G on X are required. The case of free actions of discrete groups was considered earlier by B. Hanke and T. Schick. 19K35, 19K56, 46L80, 57R20, 58A12 
Lemma 2.5 Let ω ∈ Ω n (X) and η ∈ Ω n−1 (X) be G-invariant differential forms, where n = dim(X) and c ∈ C ∞ c (X) be a cut-off function. Then, (1) X c(x)ω does not depend on the choice of a cut-off function.
(2) X c(x)dη = 0.
Proof. Firstly, note that for any γ ∈ G, γ : X → X is a diffeomorphism, so
holds for any compactly supported differential form ζ ∈ Ω n c (X). Let c ′ ∈ C ∞ c (X) be another cut-off function and set a := X c(x)ω − X c ′ (x)ω. Then,
Therefore a = 0. As for the second part, set b := X c(x)dη. Then,
Therefore b = 0.
Remark 2.6 In the case when G = Γ is a discrete group acting on X freely, if ω ∈ Ω n (X) is a Γ-invariant form on X, then the value X c(x)ω is equal to F c(x)ω for an arbitrary fundamental domain F ⊂ X. Therefore if ω ′ ∈ Ω(X/Γ) is a differential form covered by the Γ-invariant form ω, we have X c(x)ω = X/Γ ω ′ .
Proposition 2.7 (Slice theorem) Let G be a second countable locally compact Hausdorff group and act properly and isometrically on X. Then for any neighborhood O of any point x ∈ X there exists a compact subgroup K ⊂ G including the stabilizer at x, K ⊃ G x := {γ ∈ G|γx = x} and there exists a K-slice {x} ⊂ S ⊂ O.
Here S ⊂ X is called K-slice if the followings are satisfied;
• S is K-invariant; K(S) = S,
• the tubular subset G(S) ⊂ X is open,
• there exists a G-equivariant map ψ : G(S) → G/K satisfying ψ −1 ([e]) = S, called a slice map.
We will give a proof later only in the case when G is a Lie group, in which case K can be taken as G x itself. The proof in the general case is found in [Ab, Theorem 3.3.] and [An, Theorem 3.6.] .
Corollary 2. 8 We additionally assume that X is G-compact. In particular, X is of bounded geometry, namely, the injective radius is bounded below and the norm of Riemannian curvature is bounded.
Proof. Due to the slice theorem we have compact subgroups K x including the stabilizers G x and K x -slice {x} ⊂ S x ⊂ O x . Since X/G is compact, and {[G(S x )]} x∈X is an open covering of X/G, one can take finite sub-cover X/G = In order to prove the bounded geometry of X, take an arbitrary relatively compact neighborhood {x} ⊂ O x ⊂ X for each x ∈ X and find {O x i , . . . O x N } as above. Noting that each of γ(O x i ) is isometric to O x i for every γ ∈ G, the lower bound of injective radius and the norm of Riemannian curvature on whole X is determined only on O x 1 ∪ . . . ∪ O x N , which is relatively compact. Therefore they are bounded.
Proof of the Proposition 2.7. Let G be a Lie group. Set K = G x . Due to the properness of the action, G x is a compact sub-group. Besides every orbit set G{x} ⊂ X is a closed subset of X since the orbit map G → X; γ → γx is proper. At the same time, G/G x → X; [γ] → γx is an injective immersion. In particular, the orbit set G{x} ⊂ X is a sub-manifold in X differomorphic to G/G x .
Let N (G{x}) denote the normal bundle of G{x} ⊂ X, namely N y (G{x}) is the orthogonal complement of T y (G{x}) in T y X. Since the action of G on X is isometrically, the action on N (G{x}) preserves the metric of the fibers.
Let N r x G{x} := {v ∈ N (G{x}) | v < r} for positive r ∈ R. Choose a small δ > 0 so that the following restricted exponential map exp x : N 4δ x (G{x}) → X is diffeomorphism onto its image and the image does not intersect with G{x} at any other points than x ∈ G{x}. Then exp :
is a diffeomorphism onto its image. Now let S := exp x (N δ x G{x}), with δ replaced by a smaller value so that S is contained in O if needed. This S is obviously G x -invariant. Moreover the tubular subset G(S) is equal to the image of the exponential map which is diffeomorphic to a disk bundle N δ (G{x}) and hence open. One can take a slicing map ψ : G(S) → G/K as follows;
ψ : G(S) = exp(N δ (G{x}))
The inverse image ψ −1 is actually equal to exp(N δ x (G{x})) = S.
Universal Example for Proper Actions
We refer to [BCH, Section 1.] .
Definition 2.9 (Universal example for proper actions) Let G be a second countable locally compact Hausdorff group. A universal example for proper actions of G, denoted by EG, is a proper G-space satisfying the following property; If X is any proper Gspace, then there exists a G-equivariant map f : X → EG, and any such maps are G-homotopic, that is, homotopic through G-equivariant maps.
Lemma 2.10
(1) There exists a universal example for proper actions of G, and it is unique up to G-homotopy.
(2) EG is contractive as a topological space.
Outline of Proof. The construction of EG is as follows; let
be the disjoint union of the homogeneous spaces G/H, over all compact subgroups of G. Then take the join with itself infinitely many times; EG = W * W * . . . .
From this construction it follows that EG is contractive.
Moreover if we have two, EG and (EG) ′ , then we have G-maps f : (EG) ′ → EG and f ′ : EG → (EG) ′ , each of which is unique up to G-homotopy. Moreover f • f ′ and f ′ • f id (EG) ′ are Ghomotopic to id EG and id (EG) ′ respectively.
3 Preparation for Description of the Index Maps 3.1 Hermitian G-Vector Bundles, Connections, and Characteristic Classes Definition 3.1 (Hermitian G-vector bundles, G-invariant connections) Let X be a proper G-Riemannian manifold.
(1) A smooth G-vector bundle E is a smooth vector bundle over X on which G smoothly acts and the action is compatibility with the the action on the base space X, and the action induced on fibers are linear isomorphisms, that is, π(γσ) = γπ(σ)
holds for any σ ∈ E and γ ∈ G, where π : E → X denotes the projection, and γ : E x → E γx is a linear isomorphism. If E = E 0⊗ E 1 is graded, the action of G is assumed to preserve the gradings.
(2) Let C ∞ (E) denote the space consisting of all smooth sections s : X → E. G acts on C ∞ (E) by the formula; γ[s](x) = γ(s(γ −1 x)).
(3) A G-vector bundle is called Hermitian G-vector bundle if E is equipped with a G-invariant smooth Hermitian metric h(·, ·) = ·, · Ex , that is, γσ 1 , γσ 2 Eγx = σ 1 , σ 2 Ex holds for any σ 1 , σ 2 ∈ E x and γ ∈ G. hold for any s, t ∈ C ∞ (E) and γ ∈ G.
Definition 3.2 A Hermitian G-vector bundle E over X defines the following element [E] in KK-theory;
with the action of C 0 (X) on C 0 (E) being the point-wise multiplication. Here, C 0 (X) denotes the C * -algebra consisting of all C-valued continuous functions on X vanishing at infinity equipped with the sup-norm, and C 0 (E) denotes the Hilbert C 0 (X) module consisting of all continuous sections of E vanishing at infinity equipped with the scalar product given by the point wise Hermitian metric.
Lemma 3.3 Let G be a second countable locally compact Hausdorff group. Let X be a G-compact proper complete G-Riemannian manifold.
(1) Any smooth G-vector bundle E over X admits a smooth G-invariant Hermitian metric.
(2) Any Hermitian G-vector bundle E over X admits a G-invariant connection.
Proof. Choose any cut-off function c ∈ C c (X). The only we have to do is to take the average using c. For the first part, fix any smooth Hermitian metric h on E which is not necessarily G-invariant. Then set
Note that for any fixed x ∈ X, supp{c(γ −1 x)} ⊂ G is compact due to the properness of the action so that the integral above makes sense.h is a desired metric. In fact for any fixed γ ∈ G,
It is follows from c ≥ 0 thath is positive definite. As for the second part, let E be a Hermitian G-vector bundle over X and fix a connection compatible with the Hermitian metric ∇ : C ∞ (E) → C ∞ (T * X ⊗ E) which is not necessarily commutes with the action of G. Then set
Note that the action of G on E and X induces the action on E ⊗ T * X. ∇ is a desired connection. In fact for any fixed γ ∈ G,
The compatibility with the Hermitian metric follows from;
The Lipnitz rule follows from;
Remark 3.4 Let E be a smooth Hermitian G-vector bundle, then G acts on End(E) by
Definition 3.5 (Chern classes and Chern character) Let E be a smooth Hermitian G-vector bundle over X. Choose a G-invariant connection ∇ on E and let Θ ∇ ∈ C ∞ ( 2 (T * X) ⊗ u(E)) denote the curvature 2-form. Then define the Chern classes c k (E, ∇) ∈ Ω 2k (X) and the Chern character ch(E, ∇) ∈ Ω * (X) by the formula;
We may omit ∇ when it is clear from the conetxt. As usual, c k (E, ∇) and ch(E, ∇) are closed form.
Remark 3.6 The following two lemmas are valid also for any other characteristic classes constructed using the Chern Weil theory.
which commutes with the action of G. Hence, Θ ∇ is G-invariant and we can conclude that c k (E, ∇) and ch(E, ∇) are G-invariant since they are expressed by polynomials in tr(
Lemma 3.8 Let E be a smooth Hermitian G-vector bundle over X. Let ∇ 0 and ∇ 1 be Ginvariant connections on E. Then there exist G-invariant differential form of odd degree θ k ∈ Ω 2k−1 (X) for each k and θ ∈ Ω odd (X) such that
In particular X c(x)ch(E, ∇) and X c(x)P (c 1 (E, ∇), c 2 (E, ∇), . . .), where P is an arbitrary multi-variable polynomial, are independent of the choice of G-invariant connection ∇ (and a cut-off function c ) due to the lemma 2.5.
Note that η is G-invariant since ∇ 0 and ∇ 1 are G-invariant connections. Consider a smooth family of connections for t ∈ [0, 1]
We need a local expression of the curvature 2-forms. Fix a local trivialization E| U → U × C N and express ∇ 0 = d + ω. Then we have
where ω(t) = ω + tη. Note that also Θ(t) are G-invariant since ∇ t are commute with the action of G. We will omit the symbol ∧ for the rest of the proof if there is no chance of leading to misunderstandings. Due to the Bianchi identity for ∇ t , that is, dΘ(t) = Θ(t)ω(t) − ω(t)Θ(t), we have
In particular tr(Θ(t) m ) are closed forms due to the symmetry of the trace;
Due to (3.1), the symmetry of the trace and the fact that ω and ηΘ(t) m are of odd degree,
Using (3.3) and again the symmetry of the trace,
Then we obtain tr(Θ(1)
where ζ k = k tr η 1 0 Θ(t) k−1 dt , which are G invariant since η and Θ(t) are globally defined G-invariant differential forms.
Next, for ⌊ dim(X) 2 ⌋-variable polynomials P , let us introduce G-invariant differential forms
And we claim that every P satisfies the following two conditions; (A) P t is a closed form; dP t = 0.
(B) There exists a G-invariant differential form ζ P ∈ Ω * (X) such that dζ P = P 1 − P 0 .
If this is true, we have finished the proof of the lemma 3.8 since c k (E, ∇) and ch(E, ∇) are expressed by polynomials in tr(
Let us verify the claim. If two polynomials P and Q satisfy these conditions, obviously so does aP + bQ. We will verify that so does the product P Q. In fact, we have d(P t Q t ) = dP t Q t + P t dQ t = 0, so P Q satisfies the condition (A). Besides, we have
Since all of the ζ P , Q 1 , P 0 and ζ Q are G-invariant, so does ζ P Q := ζ P Q 1 + P 0 ζ Q , which implies that P Q satisfies the condition (B).
Moreover, it follows from (3.2) and (3.4) that all of the monomial P k of the form
which generate all the polynomials, satisfy the two conditions above. Therefore we conclude that every polynomial P satisfies (A) and (B).
Properly Supported G-Invariant Elliptic Operators
Let X be a proper G-Riemannian manifold, and V 0 , V 1 be Hermitian G-vector bundle. (Later on, we will consider a Z/2Z-graded bundle V = V 0 ⊕V 1 .) The goal of this subsection is to define a K-homology classes determined by properly supported G-invariant elliptic operators. We refer to [K, Section 3] and [Hö71] . Let π : T * X → X be the projection. For a short while, we forget the action of G.
with smooth function a : X × T * X → Hom(π * V 0 , π * V 1 ) satisfying the condition that for any compact subset K ⊂ X × X and multi indices a = (a 1 , . . . , a n ), a ′ = (a ′ 1 , . . . , a ′ n )b = (b 1 , . . . , b n ), where n = dim X, there exists a constant C a,a ′ ,b,K is a constant depending on K, a, a ′ and b such that
a is assumed to vanish outside a neighborhood U of the diagonal of X × X so that a small neighborhood of the image of the zero-section of T X is diffeomorphic to U by (x, v) → (x, exp x (v)) and that the phase function Φ is defined on this neighborhood U .
Here Φ, called the phase function, is a C-valued function given by Φ(y, (x, ξ)) = ξ, exp −1
The space consisting of all pseudo-differential operators
Schwartz kernels. The Schwartz kernel or the distributional kernel for
Formally, K A 0 is given by the formula;
in the distributional sense and precisely, K A 0 is determined by
holds for any w ∈ C ∞ c ((V 1 ) * ⊠ V 0 ). The simplest example for Schwartz kernel is the Diracdelta distributional function for the identity operator K id (x, y) = δ x,y .
Properly supported pseudo-differential operators. A 0 ∈ ΨDO m (V 0 , V 1 ) is said to be properly supported or has proper support if both of the maps p 1 and p 2 : supp(K A 0 ) → X are proper, where p i denotes the projection onto the i-th factor, in other words, both of the subsets
are compact for any compact subset K ⊂ X. The sub-space of ΨDO m (V 0 , V 1 ) consisting of all properly supported pseudo-differential operators will be denoted by P-ΨDO m (V 0 , V 1 ).
Symbol functions. For m ∈ R, we define Symb m (V 0 , V 1 ) as the space consisting of all sections σ : T * X → Hom(π * V 0 , π * V 1 ) satisfying that for any compact subset K ⊂ X and multi indices a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n ), where n = dim X, there exists a constant C a,b,K is a constant depending on K, a and b such that
Principal symbol of pseudo-differential operators. Let A 0 ∈ P-ΨDO m (V 0 , V 1 ) be a properly supported pseudo-differential operator of order m. Take a sufficiently small Euclidean neighborhood W and local co-ordinate ψ : W → R n . Then the symbol σ A 0 of A 0 ∈ P-ΨDO(V 0 , V 1 ) is defined by the formula (1) Let us consider an operator on R n . If ϕ : R n → R n is a diffeomorphism, then the principal symbol of the operator (ϕ * ) −1 A 0 ϕ * is
This implies that the principal symbol σ A 0 ∈ [Symb m (V 0 , V 1 )] defined by (3.8) does not depend on the choice of local co-ordinates.
(2) If A 0 is given by (3.5), its principal symbol is calculated from a by
Conversely a symbol function σ ∈ Symb m (V 0 , V 1 ) has an amplitude
where χ : X × X → [0, 1] is a smooth function satisfying that χ(x, x) = 1 and χ(x, y) = 0 if dist(x, y) > r, where r is the injective radius of X, which is bounded below. We can construct a pseudo differential operator by (3.5) whose principal symbol is equal to the
and
(4) Let us start with a symbol σ ∈ [Symb m (V 0 , V 1 )]. When we construct an amplitude (3.9), if we replace r by the minimum among the injective radius and 1 so that supp(χ) is in bounded distance from the diagonal in X × X, any pseudo-differential operator constructed by the formula (3.9) and (3.5) from a given symbol is always properly supported. This is because if w in (3.6) has a support outside the r-neighborhood of the diagonal in X × X, a(y, (x, ξ))w(x, y) = 0 for any (x, y) ∈ X × X therefore K A 0 has a support contained in the r-neighborhood of the diagonal in X × X. So both (supp(
(5) For any properly supported pseudo-differential operator A 0 ∈ ΨDO m (V 0 , V 1 ), the image of C c (V 0 ) is contained in C c (V 1 ). For these reasons we basically assume that A 0 is properly supported.
Definition 3.11 (Ellipticity) An operator
uniformly in x ∈ K for any compact subsets K ⊂ X.
Remark 3.12
(1) Without loss of generality we may consider the case of elliptic operators of order 0 and furthermore the condition (3.10) may be replaced by the condition that the principal symbol is unitary at infinity, that is,
uniformly in x ∈ K for any compact subsets K ⊂ X. This is because
at infinity so that σ ′ satisfies the condition (3.11) through a homotopy by a family of symbols ] which are invertible, at infinity in ξ.
(2) In the case of elliptic operators A on V = V 0 ⊕V 1 of the form A = 0 A * 0 A 0 0 , the requirement (3.11) will be replaced by lim
Let us recall the action of G.
Definition 3.13 (G-invariant operators) G acts on P-ΨDO m (V 0 , V 1 ) by the formula;
Remark 3.14 It directly follows that the action of G on the operators are compatible with the action on the sections, that is,
has the G-invariant principal symbol. Conversely we have the following;
Proof. When we take an amplitude a of σ by (3.9), choose χ :
depends only on dist(x, y). More precisely, letχ : R ≥0 → [0, 1] be a smooth function such that χ(t) = 1 for t ≤ r/4 andχ(t) = 0 for r ≥ r/2, where r is a constant less than the injective radius. and set χ(x, y) :=χ(dist(x, y)). Since the action of G is isometric, the amplitude a(y, (x, ξ)) constructed by (3.9) using this χ is G-invariant. Then the pseudo-differential operator A ∈ P-ΨDO m (V 0 , V 1 ) constructed by the formula (3.5) is G-invariant.
We will construct a K-homology
induced by properly supported G-invariant elliptic operators. in the last of this subsection. In order to argue the L 2 boundedness of elliptic operators, let us introduce the following theorem by Hömander;
Then there exists a properly supported pseudo differential operator B ∈ P-ΨDO 0 (V 0 , V 1 ) of order 0 and a self adjoint integral operator R with continuous and properly supported kernel such that
Moreover, if the support of the Schwartz kernel of P is compact in X × X, then both B and R will also have compactly supported Schwartz kernels.
Proof. We will follow the proof of [CM, Lemma 1.4 -1.5]. Fix an arbitrary smooth section with compact support s ∈ C ∞ c (V 0 ) and let us consider
Note that for any γ ∈ G the Schwartz kernel of
where
Since the support of the Schwartz kernel of P is contained in K × K and hence P = P f , we have
is always finite for any fixed x ∈ X. Besides, since X/G is compact, we have
Remind that this value depends only on K and independent of s. We conclude that
be an elliptic operator of order 0 which is properly supported and
Proof. A 0 satisfies the assumptions of theorem 3.16. Let c ∈ C ∞ c (X) be an arbitrary cut-off function. And let us consider P := cA 0 . it has the Schwartz kernel supported in a compact subset (supp(c) × X) ∩ supp(K A 0 ) ⊂ X × X and still satisfies the assumptions of the proposition. Then we have 0 ≤ P P * + BB * = C 2 + R.
And it follows that P is bounded since BB * is positive and C 2 + R is bounded. Next, note that
Proof. It is enough to prove when f has a compact support. The commutator Af − f A is a pseudo-differential operator of negative order because the principal symbol of order 0 is
Also, the symbol of
. Then P has the compactly supported Schwartz kernel and satisfies the assumption of theorem 3.16 for any small constant C > 0. We obtain P P * + BB * = R with R having the compactly supported Schwartz kernel. Hence R is a compact operator, which implies that so is P .
Remark 3.20 Note that the symbol σ
) and that C 0 (X) acts on C 0 (π * V) by the point-wise multiplication. Hence, for any
Definition 3.21 (The K-homology classes determined by elliptic operators)
be a properly supported G-invariant elliptic operator of order 0 on a graded Hermitian G-vector bundle V = V 0 ⊕V 1 over X. Due to the lemma 3.18 and 3.19, we can define a K-cohomology class
with the action of C 0 (X) on L 2 (V) being the point-wise multiplication.
(2) Its symbol σ A = 0 σ * A 0 σ A 0 determines the following element in KK-theory;
4 Index Maps
The Analytic Index Map
Let G be a second countable locally compact Hausdorff group. Let X be a G-compact proper complete G-Riemannian manifold. Let V be a smooth (finite dimensional) Hermitian G-vector bundle over X. We summarize the notations;
• C ∞ c (V) denotes the space of compactly supported smooth sections s : X → V.
• C 0 (V) denotes the C * -algebra consisting of continuous sections s : X → V vanishing at infinity equipped with the sup-norm.
• L 2 (V) denotes the Hilbert C 0 (V)-module consisting of L 2 -sections s : X → V. C 0 (V) acts by point-wise multiplication.
Definition 4.1 (Analytical Index) Let us consider additionally the grading on V, that is V = V 0 ⊕V 1 . Let
be a properly supported G-invariant elliptic operator of order 0. We define the analytical index as
The Topological Index Map
Let G be a second countable locally compact Hausdorff group. Let X be a G-compact proper complete G-Riemannian manifold. Let A be a properly supported G-invariant elliptic operator of order 0 on a graded Hermitian G-vector bundle V. Then as in definition 3.21, A defines the
where the action m of C 0 (X) on L 2 (V) is ordinary point-wise multiplication. We would like to define the index map
Definition 4.2 Let G be a second countable locally compact Hausdorff group, A and B be Galgebras and (E, ϕ, T ) ∈ E G (A, B) be a Kasparov G-module over (A, B). We will introduce the following notations;
(1) T is defined to be an operator on C * (G; E) given by
(2) The action ϕ of C * (G; A) on C * (G; E) is given by the following convolution product;
Lemma 4.3 [K88, Theorem 3.11] Let G be a second countable locally compact Hausdorff group. For any G-algebras A and B there exists a natural homomorphism
Lemma 4.4 Let G be a second countable locally compact Hausdorff group. Let X be a G-compact proper complete G-Riemannian manifold. Using a cut-off function c ∈ C c (X), one can define an idempotent p ∈ C c (G; C 0 (X)) by the formula;
In particular it defines an element of K-homology denoted by
does not depend on the choice of cut-off functions.
Proof. It is verified by the direct calculation thatč is an idempotent;
As for the independence of the choice of cut-off function, it is followed from the fact that the subset in C c (X) of all cut-off functions on X is convex. Precisely, if we have two cut-off functions c 0 and c 1 , c t := (1 − t)c 0 + tc 1 provides a family of cut-off functions for t ∈ [0, 1].č t provides a homotopy by idempotents connectingč 0 andč 1 .
Definition 4.5 (Topological Index) Define
as the composition of
In other words, [K, Remark 4.4.] One can reduce the general case of index theorem for elliptic operators to the case of Dirac operators. In this subsection, we will see that any
Reduction to the Dirac Operators
, where A is a properly supported G-equivariant elliptic operator of order 0 can be realized as a Dirac operator D on a larger manifold Y obtained by a fiber bundle over X. To be more specific, we will obtain
If this has been done, it is sufficient to consider the case when A is a Dirac operator on a Clifford bundle V over
Definition 4.7 Let BX ⊂ T * X be the unit closed disk bundle in the cotangent bundle, whose boundary is the sphere bundle ∂BX = SX. Then construct ΣX = BX ∪ SX BX gluing two copies of BX together along SX. The zero in the second BX will be denoted by ∞.
In order to avoid the confusion, let us distinguish the notations of projections π T : T * X → X and π Σ : ΣX → X.
The action of G on X induces the proper co-compact action on ΣX because the action is isometric and each fiber of π Σ is compact. This action commutes with the projection π Σ . Let π ♯ Σ : C 0 (X) → C 0 (ΣX) be the homomorphism induced by the projection π Σ .
In addition, note that ΣX is of a structure of smooth almost complex manifold.
Definition 4.8 Let D ΣX be the Dolbeault operator on ΣX. In the natural way, it determines the following K-homology class;
be a properly supported elliptic operator of order 0 on a graded Hermitian G-vector bundle V = V 0 ⊕V 1 . Without loss of generality we may assume its symbol σ A satisfies 
Remark that the gluing map σ reverses the gradings, V(σ) has the grading
• In addition consider another bundle just given by the pull-back
• Define an element of KK-group denoted by
Remark that we can define such class because each fiber of ΣX is compact, in other words, π Σ is a proper map. We cannot define a KK-theory class in KK G (C 0 (X), C 0 (T * X)) of the same form.
Our main claim in this subsection is the following;
Proposition 4.10
In particular, let D σ be a Dirac operator obtained by the twisting the canonical Dolbeault operator
To verify this, we need theorem 4.13 by G. Kasparov stated below.
Firstly, let us introduce the K-cohomology class of T * X determined by the Dolbeault operator. Since the manifold T * X has the canonical structure of an almost complex manifold in particular, Spin c -structure.
Definition 4.11 Let D T * X be the canonical Dirac operator on T * X called the Dolbeault operator.
It will be regarded as an essentially self-adjoint operator acting on L 2 0, * T * (T * X) .
Lemma 4.12 Put T :=
on H by point-wise multiplication. Then (1 − T 2 )f and f T − T f are compact operators on H for any f ∈ C 0 (T * X).
In particular we can define the following K-homology class determined by Dolbeault operator on T * X;
Proof. For a while, we will abbreviate D T * X as D. It is sufficient to consider the case when f ∈ C ∞ c (T * X). Noting that 1−T 2 = 1 + D 2 −1 and using the Rellich lemma, (1−T 2 )f ∈ K(H). As for f T − T f , we use the formula;
This integral converges in the strong topology, not in the operator norm. Then we have
Note that (f D − Df ) is a multiplication operator by a compactly supported function df due to the Leibniz rule. Therefore
are compact operators by the Rellich lemma. Moreover, since we have
the last two integrals converge in the operator norm topology and are compact operators.
To obtain proposition 4.10, we should rephrase theorem 4.13 in terms of ΣX instead of T * X. Let us regard T * X as a subset of ΣX by
is Gequivariant since the action of G does not change the length of co-tangent vectors, we will consider the following G-equivariant inclusion map;
Lemma 4.14 Consider ι * :
Proof. Remark that
Let V T (σ) 0 denote the restriction of V(σ) 0 on T * X ⊂ ΣX using (4.3). Firstly we have
This is due to the unitary isomorphism 1 0 0 1
This K-theory class is equal to the class
by the homotopy given by the following IC 0 (ΣX)-module;
Finally, it is equal to
by the operator homotopy 0 tσ *
with the point-wise multiplication action by C 0 (T * X) via ι. For a while, let ι denote also the inclusion of the spaces ι : T * X ֒→ ΣX. For each k = 0, 1, . . . , we can find a smooth function f k : T * X → R >0 so that the following maps are isometric on each fiber;
Assembling these maps, we obtain the fiber-wise isometry
Next, let h denote the Radon-Nikodym derivative
so that ι induces the isomorphism between measure spaces; (ΣX, vol ΣX ) ∼ = (T * X, h·vol T * X ) .
On the Strong Novikov Conjecture of Locally Compact Groups for Low Degree Cohomology Classes
Using ϕ and h, L 2 0, * T * (ΣX) can be identified with L 2 0, * T * (T * X) by
This isomorphism will be denoted by ϕ := √ h· ϕ. Under this unitary equivalence, we have
Besides, since the functional calculus commutes with the unitary conjugation, we obtain
Note that this unitary equivalent map is compatible with the action of C 0 (T * X). Therefore, as elements in KK(C 0 (T * X), C),
Proof of Proposition 4.10. Due to theorem 4.13, lemma 4.14 and lemma 4.15, we obtain
It implies the second part as
Corollary 4.16 Let L be a Hermitian G-line bundle over X. Consider the induced bundle π * Σ L over ΣX, which determines the
Proof. As we will not consider the projection from T * X, π Σ will be abbreviated to π. The map between the algebras of continuous functions induced by π will be denoted by π ♯ : C 0 (X) → C 0 (ΣX) and it will also regarded as a KK-theory
Let c ∈ C c (X) be an arbitrary cut-off function. Then π ♯ c = c•π ∈ C c (ΣX) is a cut-off function for the action of G on ΣX. They determine a K-homology classes [c] ∈ KK(C, C * (G; C 0 (X))) and [c • π] ∈ KK(C, C * (G; C 0 (ΣX))) as in lemma 4.4, and they are related by the formula
Using the proposition and noting that [π * L] is an element in KK G (C 0 (ΣX), C 0 (ΣX)) and
Expression of µ G ([A])
To see more specific expression of the image of µ, let us first introduce a Hilbert C * (G)-module E G by taking the completion of C c (V). which will be used to represent
First we define on C c (V) the structure of a pre-Hilbert module over C c (G) using the action of G on C c (V) given by g[s](x) = g(s(g −1 x)) for g ∈ G.
• The action of C c (G) on C c (V) from the right is given by
for s ∈ C c (V) and b ∈ C c (G). Let ρ G denote this right action.
• The scalar product valued in C c (G) is given by
Definition 4.17 Define E G as the completion of C c (V) under the norm s, s C * (G) .
In order to realize E G as a submodule of C * (G, C 0 (X)) for convenience, we define the map
for s ∈ C c (V) and s ∈ C c (G; L 2 (V)), where c ∈ C c (X) denotes a cut-off function. i G preserves the right G-action and scalar product, here C c (G; L 2 (V)) is equipped with the following
. This operator is equal to
A G defines a bounded operator both on L 2 (V) and E G [K, Proposition 5.1].
Kronecker Pairing and its Formula
Now we can define the Kronecker pairing
where tr G is the canonical trace on C * (G).
Remark 4. 20 We will see that this definition is compatible with the case of [HS08] , that is, the case when a discrete group Γ acts on X freely and X/Γ is compact. In such case, one has
and C(X/Γ) is unital, one also has a map
induced by the inclusion of C into C(X/Γ) as constant functions. Let A be a Γ-invariant Dirac type operator on X, and E be a Γ-Hermitian vector bundle over X. Then they defines a Dirac type operator on X/Γ denoted by A ′ and a Hermitian vector bundle E ′ over X/Γ. Let A ′ E ′ denote the Dirac type operator twisted by E ′ . The composition
to the ordinary index of Dirac type operator A ′ E ′ on X/Γ, which will be denoted by ind(A ′ E ′ ). And it is equal to the usual
Therefore, it is equal to the pairing between ordinary cohomology and homology ch(E ′ ), ch(A ′ ) , which appears in [HS08] .
On the other hand our definition of the Kronecker pairing is defined by the composition of µ G and tr
Due to Atiyah's L 2 -index theorem [At] , they coincide with each other, namely,
We need a formula of Kronecker pairing in the term of the integration of cohomology classes.
Theorem 4.21 [Wa, Proposition 6.11 .] Let X be a complete Riemannian manifold, where a second countable locally compact Hausdorff then the L 2 -index of A is given by the formula
where tr G is the canonical trace on C * (G), σ A denotes the symbol of A, and unimodular group G acts properly, co-compactly and isometrically. If A is a properly supported G-invariant elliptic operator of order 0, c ∈ C 0 (X) is any cut-off function.
Also we obtain a formula of the Kronecker pairing [E], [A] G using the cohomology. Choose an arbitrary G-invariant connection ∇ on E and apply the theorem to the Dirac type operator A E twisted by (E, ∇) to obtain
This value is independent of the choice of the G-invariant connection on E according to the lemma 3.8.
Using this formula, we can define higher G-A-genus in corollary B.
Definition 4.22 Let E be a smooth Hermitian G-vector bundle over X. Then we define
This is the spacial case of (4.6) when A is the Dirac operator on the canonical spinor bundle over X twisted by E.
In the case of a free action of a discrete group Γ on X, by remark 2.6, A G (X; E) is equal to X/Γ A(T (X/Γ)) ∧ ch(E), namely, the higher A-genus on X/Γ, so this definition 4.22 is one of generalizations of the higher A-genus to the case of proper actions of non-discrete groups.
Construction of Almost Flat Bundles and their Indices
Observing that for E of the form
, it is sufficient to consider the case that E is a single smooth G-line bundle L. Our strategy to prove the Theorem A is that firstly, construct a family of almost flat bundles L t over X for t ∈ [0, 1] using L, and calculate the index of twisted Dirac operators A Lt . In order to do this, we introduce a U (1)-cocycle α ∈ C 2 (G; U (1)) coming from the G-line bundle L following [Ma99] and [Ma03] . However we will consider the central extension using α while V. Mathai employed the α-twisted actions and α-twisted group C * -algebras.
Central Extension
We would like to construct line bundles L t over X for t ∈ [0, 1] whose curvature have the norm decreasing to zero. However L t are not G-line bundles despite L is G-line bundle. We will introduce U (1)-cocycle α ∈ C 2 (G; U (1)) coming from C 2 (G; R)
exp(iθ)
− −−− → C 2 (G; U (1)) and central U (1)-extensions G α t , and construct each of L t as a G α t -line bundle over X. Definition 5.1 Chose an arbitrary G-invariant connection ∇ on L and let iω ∈ Ω(X; iR) denote the curvature of (L, ∇). Then its first Chern class is equal to c 1 (L; ∇) = −1 2π ω ∈ Ω(X; R). Fix a base point x 0 ∈ X. For any γ ∈ G, we will construct a R-valued smooth function ψ γ ∈ C ∞ (X) which will be used to define a U (1)-cocycle α ∈ C 2 (G; U (1)).
• Since [c 1 (L)] = 0 ∈ H 2 (X; R), in particular [ω] = 0 ∈ H 2 dR (X; R), there exists η ∈ Ω 1 (X; R) such that dη = ω.
• Since ω is G-invariant, we have d(γ * η − η) = γ * ω − ω = 0. The assumption of H 1 (X; Z) = 0 implies that there exists ψ γ ∈ C ∞ (X; R) satisfying dψ γ = γ * η − η for each γ ∈ G. We may assume for every γ ∈ G, ψ γ (x 0 ) = 0 for a fixed base point x 0 ∈ X.
Lemma 5.2 ψ e (x) = 0 for every x ∈ X, where e denotes the identity element in G.
Moreover for any γ 1 and γ 2 ∈ G,
is independent of x ∈ X Proof. Since dψ e = 0, it follows that ψ e (x) = ψ e (x 0 ) = 0 for every x ∈ X. In addition
Then the second statement follows.
Then σ defines a R-valued 2-cocycle σ ∈ C 2 (G; R). In particular α := exp[iσ] is a U (1)-valued 2-cocycle α ∈ C 2 (G; U (1)).
Proof. We have to check σ(γ, e) = σ(e, γ) = 0 and
The first equation follows directly from ψ e (x) = 0 and ψ γ (x 0 ) = 0 for every x ∈ X and γ ∈ G. The second equation follows from direct calculation. Due to the previous lemma,
Then we obtain
Lemma 5.4 If we choose another G-invariant connection ∇ ′ on L, then the resulting α ′ ∈ C 2 (G; U (1)) is cohomologous to α. In particular at the U (1)-cohomology level, α ∈ C 2 (G; U (1)) is independent of the choice of G-invariant connection ∇ and η used in the definition of α.
Proof. If we let iω ′ ∈ Ω 2 (X; iR) denote the curvature of (L, ∇ ′ ). Then its first Chern class c 1 (L, ∇ ′ ) is equal to −1 2π ω ′ ∈ Ω 2 (X; R). According to the lemma 3.8, there exists a G-invariant 1-form θ ∈ Ω 1 (X) satisfying ω ′ − ω = dθ. As in definition 5.1, since [ω ′ ] ∈ H 2 dR (X; R), there exists η ′ ∈ Ω 1 (X) such that dη ′ = ω ′ . Since dη ′ − dη = ω ′ − ω = dθ, there exists h ∈ C ∞ (X) which satisfies dh = η ′ − η − θ. We may assume h(x 0 ) = 0 for the fixed base point x 0 ∈ X. Similarly,
Therefore the U (1)-cocycle defined using ω ′ is
where β ∈ C 1 (G; U (1)) is a U (1)-cocycle defined by β(γ) = exp [ih(γx 0 )] and recall that the derivative δ : C 1 (G; U (1)) → C 2 (G; U (1)) is given by the formula
To conclude, α ′ ∈ C 2 (G; U (1)) is cohomologous to α.
Definition 5.5 For each t ∈ [0, 1], take a U (1)-cocycle α t = exp [itσ] . Let G α t be the central U (1)-extension of G determined by the 2-cocycle α t ∈ C 2 (G; U (1)). In other words G α t is G×U (1) as a topological measure space and equipped with the following product;
Suppose that the Haar measure of U (1) is normalized so that U (1) du = 1.
Since there is a one to one correspondence between the isomorphism classes of central U (1)-extension of G and H 2 (G; U (1)) when G acts on U (1) trivially, G α t is determined uniquely up to isomorphism.
Almost Flat G α -Line Bundles
Definition 5.6 For each t ∈ [0, 1] we will construct a G α t -line bundle L t over X whose curvature is equal to itω.
• L t is topologically equal to a trivial bundle X × C.
• The connection of L t is given by
Since L t is a line bundle, its curvature is given by d(itη) + (itη) ∧ (itη) = d(itη) = itω.
Lemma 5.7
(1) G α t acts on L t given by the formula;
(2) ∇ t is a G α t -invariant connection, that is, the action of G α t and the connection ∇ t on L t commute with each other. In particular let A Lt denote the twisted Dirac operator acting on the sections of V ⊗L t . Then A Lt is G α t -equivariant.
Proof. This actually gives the action of G α t . In fact,
is given by the formula;
As for the second statement, we will proof in the case of t = 1. The claim for general t ∈ [0, 1] follows if we replace η and ψ by tη and tψ respectively. Let s ∈ C ∞ (L) be an arbitrary smooth section of L. To restate our claim, (γ,
The left hand side is equal to
The right hand side is equal to
Then we conclude that
Indices of Almost Flat Bundles
Now we can apply the theorem 4.21 to each A Lt to obtain Proposition 5.8
Later on we will regard it as a polynomial in t.
The Index Map µ Gα
We will compare two index maps µ G and µ Gα . In particular, The main purpose of this subsection is to verify the following proposition;
Proposition 5.9 Let A be a properly supported G-invariant elliptic operator on V over X of order 0. Consider K-homology class [A] ∈ KK G (C 0 (X), C) and apply µ G :
One can regard also [A] as a K-homology class in KK Gα (C 0 (X), C) and apply
It is convenient to introduce the following natural homomorphisms.
Definition 5.10 Let B be a G-algebra, in particular B = C or C 0 (X). Define
, and
Both of the operators are bounded with respect to the C * -norms · C * (G;B) and · C * (Gα;B) , so they define the homomorphisms between C * (G; B) and C * (G α ; B). In fact, for any covariant representation (π, ρ) for (B, G) and for b ∈ C c (G),
where ρ ′ (γ) is a representation of G given by ρ ′ (γ) := U (1)ρ (γ, u) du is a representation on G.
Moreover for any covariant representation (π,ρ) for (B, G α ) and forb ∈ C c (G α ), ) is a representation of G α given byρ(γ, u) := ρ(γ).
Remark 5.11 It follows immediately that
Now we will use the expression of
Lemma 5.12 If we regard E Gα as a module over C * (G) through λ :
equipped with the norm θ ·, · E Gα valued in C * (G), then it is isomorphic to E G that is,
Proof. Consider the structure of Hilbert C * (G α )-module (4.4) and (4.5) on E Gα . We will let the right action of
when we have to distinguish them. An important observation is that the action of U (1)-component of G α on V is trivial. Therefore the action ρ Gα of C c (G α ) on C c (V) factors through the action of C c (G), that is, for s ∈ C c (V) and
In addition the scalar product ·,
This implies the two norms s E G := s, s E G C * (G) and s E Gα := s, s E Gα C * (Gα) on C c (V) are equivalent because both λ and θ are bounded. In particular E G ≃ E Gα .
Proof of the Proposition 5.9. Again, since the U (1) ֒→ G α acts trivially on V,
. Then, by the definition, it is homotopic to ({0}, 0). Precisely, there exists a Kasparov module (E, T ) ∈ E(C, IC * (G)) satisfying
where IC * (G) = C([0, 1]; C * (G)) and e t : IC * (G) → C * (G) denotes the evaluation map at t ∈ [0, 1]. On the other hand, consider
Therefore (E, T ), which provides the homotopy between (E G , A G ) and ({0}, 0) in E(C, C * (G)) also provides a homotopy between (E Gα , A Gα ) and (0, 0) in
As for the converse implication, which can be verified similarly, however we can prove the more specific equality;
To see this, compare
It is sufficient to construct an isomorphism ϕ :
Remark that s is regarded as an element of both of E G and E Gα through the isomorphism (5.6) based on id Cc(V) . Now we will have the invariance of the scalar products under ϕ. Recall that the scalar product on E Gα ⊗ θ C * (G) is given by
where * denotes the usual convolution product on C * (G). Noting that ·, · E Gα = λ ( ·, · E G ), we have
This implies that ϕ is continuous and injective.
Using an approximating unit {e m } m∈M for C * (G), the subset of all elements of the following form is dense in E G .
Therefore ϕ is an isomorphism. Compatibility with the operators is obvious since b does not involve x ∈ X and (5.7).
Construction of the Infinite Product Bundle and its Index
Definition 6.1 Let us introduce a group
We consider the product topology on
In other words G α is a central U (1) N extension of G with respect to {α 1/k } k . G α = G × U (1) N as a topological measure space and equipped with the following product; (γ,
We consider the product topology on U (1) N .
G α acts on X with the trivial U (1) N -action, namely, via the natural homomorphism G α → G. Notice that the fiber U (1) N is compact and hencce this action is proper.
G α also acts on each L 1/n via the natural homomorphism G α → G α 1/n ignoring all the other components than the n-th component (γ, u n ).
Remark 6.2 Similar to Proposition 5.9, one may regard the G-equivariant K-homology class [A] ∈ KK G (C 0 (X), C) also as an element of KK Gα (C 0 (X), C).
Then it follows that
The proof is the same after replacing U (1) by U (1) N because the action of the U (1) N -component is trivial.
Similarly, if one starts with
it follows that
Also remind that we can apply Theorem 4.21 [Wa, Proposition 6.11.] to A L 1/n regarded as G α -equivariant operator to obtain the same value when we apply it to A L 1/n regarded as G α 1/n -equivariant operator;
This section proceeds as follows;
• In the subsection 6.1, we construct a product bundle L 1/k and a flat bundle which is a quotient of L 1/k .
• In the subsection 6.2, we calculate the index µ Gα
) and complete the preparations for the proof of Theorem A.
Assembling Almost Flat Bundles
Definition 6.3 Let us introduce the following C * -algebras;
• C denotes the C * -algebra consisting of all bounded sequences with values in C equipped with the sup norm (z 1 , z 2 , · · · ) = sup k |z k |.
• C ⊂ C denotes an ideal consisting of all sequences vanishing at infinity. This an ordinary direct sum of C * -algebras
• Q is the quotient algebra, Q := ( C) ( C) .
All of them have the trivial gradings and the trivial G α -actions.
We will follow [Ha, Section 3] to construct "infinite product bundle L 1/n " over X which has a structure of finite generated projective C-module. We will do this in more general conditions than our requirements. Let B denote a unital C * -algebra.
Let us fix some notations about the parallel transport. The path groupoid P 1 (X) consists of the points in X as objects and as morphisms, the space of thin homotopy classes of piece-wise smooth paths connecting given two points
The composition of morphisms is given by concatenation and re-parameterization of paths. A homotopy h : [0, 1] × [0, 1] → X between two paths p 0 and p 1 from x and y satisfying that
is called a thin homotopy if it factors through a finite tree T ;
and h 1 (j, ·) : [0, 1] → T are piece-wise linear for j = 0, 1. For instance, re-parametrization is a thin homotopy, and any path p ∈ P 1 (X) [x, x] such that p(t) = p(1 − t) is thin homotopic to the constant path at x. If a Hilbert B-module G α -bundle E over X is given, The transport groupoid T (E) consists of the points in X as objects and as morphisms, T (E)[x, y] := Iso B (E x , E y ).
Definition 6.4 A parallel transport of E is a continuous functor Φ E : P 1 (X) → T (E). Φ E is called ε-close to the identity if for each x ∈ X and contractible loop p ∈ P 1 (X) [x, x] , it follows that
for any two dimensional disk D ⊂ X spanning p. D may be degenerated partially or completely.
Remark 6.5 Let E be a Hermitian vector bundle equipped with a connection ∇ which is compatible with the Hermitian metric. Let Φ E be the parallel transport with respect to ∇ in the usual sense. If its curvature ω has uniformly bounded operator norm ω < C, then for any loop p ∈ P 1 (X) [x, x] and any two dimensional disk D ⊂ X spanning p, it follows that Φ E p − id Ex < D ω < C·area(D) so it is C-closed to identity.
Proposition 6.6 Let {E k } be a sequence of Hilbert B k -module G α -bundles over X with B k unital. Assume that each parallel transport Φ k for E k is ε-close to the identity uniformly, that is, ε is independent of k. Then there exists a finitely generated Hilbert k B k -module G α -bundle V over X with Lipschitz continuous transition functions in diagonal form and so that the k-th component of this bundle is isomorphic to the original E k .
Moreover, if the parallel transport Φ k for each of E k comes from the G-invariant connection ∇ k on E k , V is equipped with a continuous G-invariant connection induced by E k .
Proof. We will essentially follow the proof of [Ha, Proposition 3.12.] . For each x ∈ X take a open ball U x ⊂ X of radius ≪ 1 whose center is x. Assume that each U x is geodesically convex. Due to the corollary 2.8 of the slice theorem, there exists a sub-family of finitely many open subsets
Fix k. In order to simplify the notation, let U i := U x i and Φ y;x : E k y → E k x denote the parallel transport of E k along the minimal geodesic from y to x for x and y in the same neighborhood g(U i ). Trivialize E k via Φ y;
Note that since parallel transport commute with the action of G α , namely, Φ gy;gx i = gΦ y;x i g −1 .
These provide a local trivializations for E k whose transition functions have uniformly bounded Lipschitz constants. More precisely we have to fix unitary isomorphisms φ gx i : E k gx i → E k between the fiber on gx i and the typical fiber E k . Our local trivialization is φ gx i Φ y;gx i :
Now we will estimate its Lipschitz constant. If y, z ∈ g(U i ) ∩ h(U j ),
Since φ's and Φ's are isometry,
Here D 1 ⊂ h(U j ) is a two dimensional disk spanning the piece-wise geodesic loops connecting hx j , y, z, and hx j and D 2 ⊂ g(U i ) is a two dimensional disk spanning the piece-wise geodesic loop connecting gx i , y, z, and gx i . We claim that there exists a constant C depending only on X such that
if we choose suitable disks D 1 and D 2 . We verify this using the geodesic coordinate exp
More precisely, let p denote the minimal geodesic from y = p(0) to z = p(dist(y, z)) with unit speed. Consider
(y) and ± exp −1 hx j (z) are on different radial directions, in which case F is a homeomorphism onto its image, and hence F (D 0 ) is a two dimensional disk spanning the target loop. The Lipschitz constant of F is bounded by a constant depending on the curvature on h(U j ), so there exists a constant C h,j depending on the Riemannian curvature on h(U j ) satisfying
But actually, the constant C h,j can be taken independent of h(U j ) due to the bounded geometry of X (Corollary 2.8). In the case of exp −1 hx j (y) and ± exp −1 hx j (z) are on the same radial direction, D 1 is completely degenerated and area(D 1 ) = 0. We can construct D 2 in the same manner so the claim (6.2) has been verified.
Therefore combining (6.1) and (6.2), we conclude that the Lipschitz constants of the transition functions of these local trivialization are less than 2Cε, which are independent of E k and U i and g ∈ G α , in particular, the product of them
is Lipschitz continuous. So we are allowed to use Ψ to define the Hilbert k B k -module bundle V as required. Precisely V and be constructed as follows;
Here (x, v) ∈ g(U i ) × k E k and (y, w) ∈ h(U j ) × k E k are equivalent if and only if x = y ∈ g(U i ) ∩ h(U j ) = ∅ and Ψ g(U i ),h(U j ) (v) = w. By the construction of V , if p n : k B k → B n denote the projection onto the n-th component, V ⊗ pn B n is isomorphic to the original n-th component E n .
In order to verify the continuity of the induced connection, let {e i } be an orthonormal local frame on U i for an arbitrarily fixed E k obtained by the parallel transport along the minimal geodesic from the center x i ∈ U i , namely, e i (y) = Φ x i ;y e i (x i ). It is sufficient to verify that ∇ k e i < C. Let v ∈ T y X be a unit tangent vector and p(t) := exp y (tv) be the geodesic of unit speed with direction v.
where D(t) is a 2-dimensional disk in U i spanning the piece-wise geodesic connecting x i , p(0) = y, p(t) and x i . As above, we can find a constant C > 0 and disks D(t) satisfying area(D(t)) ≤ C·dist(p(0), p(t)) = C|t| for |t| ≪ 1. Hence, we obtain ∇ k v e i (y) ≤ Cε.
Definition 6.7 Set Q = ( B k ) ( B k ) and let π : k B k → Q denote the quotient map and define
as a Hilbert Q-module bundle.
The family of parallel transport of E k induces the parallel transport Φ W of W which commutes with the action of G α .
Proposition 6.8 If the parallel transport of E k is C k -close to the identity with C k ց 0, then W constructed above is a flat bundle. More precisely the parallel transport Φ W (p) ∈ Hom(W x , W y ) depends only on the ends-fixing homotopy class of p ∈ P 1 (X) [x, y] .
Proof. It is sufficient to prove that for any contractive loop p ∈ P 1 (X) [x, x] , it satisfies Φ W (p) = id Wx . Fix a two dimensional disk D ⊂ X spanning p. For arbitrary ε > 0 there exists n 0 such that every k ≥ n 0 satisfies that Φ E k is ε 1+area(D) -close to the identity. Then,
This implies Φ W (p) = id Wx .
Applying the proposition 6.6 to E k = L 1/k with all B k = C and we obtainV = L 1/k and construct a Q-bundle over X denoted by W as definition 6.7, here, Q = ( C) ( C). Since L 1/k has the curvature i k ω, whose norm converges to zero as k → ∞, we can apply the proposition 6.8 to see that W is flat. As a summary,
• We have constructed the infinite product bundle L 1/k as a Hilbert ( C)-module bundle,
• The actions of G α on L 1/n induce actions on L 1/k and W .
•
Index of the Product Bundle
Following the definition 4.5, we define the index maps with coefficients; Definition 6.9 For C * -algebras B = C or Q, define the index map
In other words,
Note that G α acts on B trivially so C * Max ( G α ; B) and C * red ( G α ; B) will be naturally identified with C * Max ( G α )⊗ Max B and C * red ( G α )⊗ min B respectively. Moreover B is commutative and hence nuclear, the tensor product with B is uniquely determined, so we will abbreviate ⊗ Max B and ⊗ min B as ⊗B.
where s k denotes the k-th component of s.
Similarly, define C 0 (W ) as a space consisting of sections s : X → W vanishing at infinity. C 0 (W ) is considered as a C 0 (X; Q) ∼ = C 0 (X) ⊗ Q-module equipped with the scalar product s, s
Definition 6.11 L 1/k and W define elements in KK-theory
The action of C 0 (X) on C 0 ( L 1/k ) and C 0 (W ) are the point-wise multiplications.
To see this, it is sufficient to check it when f has a compact support. Let 1 := {1, 1, . . .} ∈ C denote the identity element in C. We may regard L 1/k as a trivial bundle X × ( C) equipped with the connection ∇ 1/k on each k-th component.
Let
is of rank 1 and hence a compact operator. The similar verification works also in the case of W .
Proposition 6.13 Let [A] be a K-homology element in KK Gα (C 0 (X), C) determined by a Dirac operator on V, and let W be the flat Q-module bundle constructed as above.
Then
In order to prove this, we introduce an element [W ] rpn ∈ KK Gα (Q, Q) using the holonomy representation of G α .
Lemma 6.14 The parallel transport of W depends only on the ends of the paths.
Proof. Let x and y be any points in X, and consider any two paths p 1 and p 2 ∈ P 1 (X)[x, y] from x to y. Combining them, we have a loop p = (p 1 ) −1 p 2 ∈ P 1 (X) [x, x] starting and ending at x ∈ X. Now we want to verify the parallel transport Φ(p 1 ) −1 Φ(p 2 ) = Φ(p) along the loop p is the identity map id Wx . Since W is flat, the parallel transport on W depends only on the homotopy type of paths, so it provides the homomorphism Φ : π 1 (X) → U (W x ), which is called the holonomy representation of π 1 (X). The image of this homomorphism is contained in the structure group of W .
Remark that the sturucture group of L 1/k is of the diagonal form
and hence abelian. The structure group of W , which is a quotient of this group, is also abelian.
Noting that H 1 (X; Z) is the abelianization of π 1 (X), the above holonomy representation should factor through Φ :
which must be the constant map to id Wx by the assumption of H 1 (X; Z) = 0.
Definition 6.15 From now on let Φ x;y denote the parallel transport of W along an arbitrary path from x ∈ X to y ∈ X. Let us fix a base point x 0 ∈ X and let W x 0 be the fiber on x 0 . W x 0 is regarded as a Hilbert Q-module.
The action of G α on W x 0 is obtained by the holonomy representation of G α , which is denoted by ρ : G α → End Q (W x 0 ) and defined by the formula;
In particular we obtain
where A W is the Dirac type operator A twisted by W acting on
The action of C 0 (X) on C 0 (W ) and L 2 (V) are the point-wise multiplications. L 2 (W ⊗V) is regarded as a Hilbert Q-module in the following way. First, each fiber W x ⊗V x on x ∈ X is of a structure of Hilbert Q-module with the right Q action given by (w⊗v)·q = (w·q) ⊗ v for w ∈ W x , v ∈ V x and q ∈ Q, and the scalar product given by w 1 ⊗v 1 , w 2 ⊗v 2 Wx⊗Vx = w 1 , w 2 Wx v 1 , v 2 Vx ∈ Q for w 1 , w 2 ∈ W x and v 1 , v 2 ∈ V x . Then, L 2 (W ⊗V) is of a structure of Hilbert Q-module with the right Q-action by the pointwise actions, and the scalar product given by
On the other hand,
The action of C 0 (X) is the point-wise multiplications. Note that the action of G α on W x 0 is given by the holonomy representation ρ. It is sufficient to give an isomorphism
which is compatible with the action of G α and the operators A W and A⊗1. Set w : x → Φ x 0 ;x w ∈ W x and define ϕ on a dense subspace C c (V)⊙W x 0 as ϕ(s ⊗ w) := w·χ ⊗ s for s ∈ C c (V) and w ∈ W x 0 , where χ ∈ C 0 (X) is an arbitrary compactly supported function on X with values in [0, 1] satisfying that χ(x) = 1 for all x ∈ supp(s). ϕ is independent of the choice of χ and hence well-defined. In fact, let χ ′ ∈ C c (X) be another such function, and let ρ ∈ C c (X) be a compactly supported function on X with values in [0, 1] satisfying that ρ(x) = 1 for all
In other words, ϕ(s ⊗ w) = w·χ ⊗ s corresponds to the section of point-wise tensor products;
Firstly, compatibility with the operators is verified as follows;
for s ∈ C c (V) and w ∈ W x 0 . This is because ∇ W w = 0 by its construction. where χ ∈ C 0 (X) is a compactly supported function on X satisfying that χ(x) = 1 for all x ∈ supp(s 1 ) ∪ supp(s 2 ). This implies that ϕ is continuous and injective. Moreover, choose arbitrary F ∈ C c (W ) and s ∈ C c (V). Let {w 1 , w 2 , . . .} be a basis over C for W x 0 . Since for each x ∈ X, {w 1 (x), w 2 (x), . . .} provides a basis for W x , there exist f 1 , f 2 , . . . ∈ C c (X) such that
for any x ∈ X. Let χ ∈ C c (X) be a function satisfying χ(x) = 1 for any x ∈ supp(s) ∪ supp(F ). Then This implies that the image of ϕ is dense in C 0 (W )⊗L 2 (V). Therefore ϕ induces an isomorphism.
Proof of the Proposition 6.13. Due to the previous lemma it follows that Next, we consider L 1/k , which is a C -module bundle of rank 1. Consider the index maps in the same way as above,
Proposition 6.17
(1) Let p n : C → C denote the projection onto the n-th component and consider
(2) Let π : C → Q denote the quotient map and consider
Proof. As for the first part, L 1/n = (p n ) * L 1/k ∈ KK Gα (C 0 (X), C 0 (X) ⊗C) by the construction of L 1/k . Then it follows that
where p n = (C, p n , 0) ∈ KK ( C, C). Then note that j Gα (p n ) = (C * ( G α ), 1 ⊗ p n , 0) is equal to the element in KK-group KK C * ( G α )⊗ C, C * ( G α ) which is determined by the map 1 ⊗ p n : C * ( G α )⊗ C → C * ( G α ).
Since π * L 1/k = [W ] ∈ KK Gα (C 0 (X), C 0 (X)⊗Q) by the construction of W , the second part can be proved in the similar way.
Proof of the Main Theorem
Let us restate the settings and the claim.
Let X be a complete Riemannian manifold with H 1 (X; Z) and let G be a second countable locally compact Hausdorf unimodular group which is acting on X properly and isometrically. Assume X is G-compact. Let µ G : KK G (C 0 (X), C) → K 0 (C * (G)) be the index map, and E = L 1 ⊕ . . . ⊕ L N be a finite direct sum of smooth Hermitian G-line bundles each of which has vanishing first Chern class; c 1 (L k ) = 0 ∈ H 2 (X; R). Let A be a properly supported G-invariant elliptic operator of order 0. Corollary B Let X and G be as above and additionally we assume that X is a spin manifold and the scalar curvature of X is positive. Then for any Hermitian G-vectorbundle E satisfying the conditions above, the following higher G-A-genus vanishes. where ι and π are natural inclusion and projection. Since all of C, C and Q are commutative and hence nuclear, the tensor product with them are uniquely determined and we also have the following exact sequence according to [We, Theorem T.6 .26];
Now we have the exact sequence of K-groups
Let us start with µ Gα L 1/k ⊗[A] ∈ K 0 C * ( G α ) ⊗ ( C) . Due to proposition 6.17,
It follows that there exists ζ ∈ K 0 C * ( G α ) ⊗ ( C) such that
Note that C * ( G α ) ⊗ ( C) is naturally isomorphic to
consists of all C * ( G α )-valued sequences vanishing at infinity, by the map
→ {a k z} k∈N and
In addition to this, since there is a natural isomorphism [HR, 4.1.15 Proposition, 4.2.3 Remark] , with the last meaning the algebraic direct sum, we can consider the following diagram;
Since p k = ιp k , this diagram commutes. Note that both and in the bottom row are in the algebraic sense. Again due to the proposition 6.17,
This implies that all of µ Gα L 1/n ⊗[A] ∈ K 0 ( G α ) are equal to zero except for finitely many n ∈ N. Then apply the trace tr Gα to each n-th component to obtain
Scince all but finitely many these values are zero,
as a polynomial in t in particular
This contradicts to the assumption.
Proof of the Corollary B. Let the scalar curvature on X be denoted by Sc, which is assumed to be positive everywhere. Note that by the bounded geometry of X (corollary 2.8), it is uniformly positive, namely, inf 
