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where in this paper, for simplicity, we denote that y'(t) means the left-hand side Dini-derivative of y(t), if necessary, and we assume = a~(t) is continuous and bounded on [to, +oo),
a~(t) >_ O, = a~(t) > O, a~(t) dt = +~,
~,=0 g=0 r~(t) is piecewise continuous on It0, +c~) and, r~(t) _< t, t _ to, sup{t -r~(t)} _< q < +c~, 0 < ~ < m, t>_to inf0_<~<m r~(t), is a monotone increasing function on [to, +oc), Note that, by assumption (1.2), A < +co.
Concerning the special case of f(x) = x, there are many papers on a condition A < 3/2 of global asymptotic stabihty for the zero solution of (1.1), for instance, [1] [2] [3] [4] for m = 1 and [5] for distributed delays (see, also [6] [7] [8] [9] ).
On the other hand, for the case of f(x) = e x -1, by Gopalsamy et al. [10] , it was obtained a condition A = r(m + 1) _ log 2 of global asymptotic stability for the zero solution of (1.1), where each a~(t) is a constant rat with ~--0 a~ = 1 and each T,(t) is a piecewise constant delay It -,], 0 < z < m (of. [11] ). Here, It] means the maximal integer not greater than t. By So et al. [12] , this condition was improved to A = SUpn_> m fn+~ r(s) ds <_ 3/2 for variable coefficients at(t) = r(t)a~, 0 < z < m with y~',~m 0 at = 1 (see also [13] [14] [15] [16] [17] for a piecewise constant delay).
Recently, for a nonautonomous Lotka-Volterra competition system with distributed delays but without instantaneous negative feedbacks, Tang et al. [18, 19] established some 3/2-type criteria for global attractivity of the positive equilibrium of the system.
In this paper, applying the similar techniques in [12] to the above separable nonlinear delay differential equation (1.1) with (1.2) and (1.3), we establish conditions of the global asymptotic stability for the zero solution (see Theorem 2.1).
In particular cases (see, for example, a condition (2.10) in Lemma 2.4), applying the similar techniques in [18, 19] , we give more explicit conditions for a special wide class of f(x) below (see Theorem 1.1), and the special case of f(x) =-x (see, Theorem 2.2). For an application, we offer conditions of global asymptotic stability for solutions of nonautonomous logistic equations with delays (see, Theorem 2.3).
As a wide class of f(x) which satisfies (1.3), we take f(x) = e$: T(z) dz dy, (1.5) where T(z) is continuous on (-oo, +c~). Then, f(0) = 0, if(t) = e f~ T(z) dz > 0 and if(0) = 1.
In particular, corresponding a condition (2.10) in Lemma 2.4, we can take
where 3'i and 3'2 are constants such that 3'1 _< 3'2, and 3'~ + 3'~ > O, or 3'1 > 3'2 and 3'13'2 > O.
(1.7)
Then, for x > 0, we obtain that e 71z --1
and for x < O, e "/2~ --1,
1 log(l+3'2x), 3'2#0, and
In this case, we can see
is finite.
Note that, for the case f(x) ~ x defined by (1.7)-(1.9), we may restrict our attention to a special function f(x) = e ~ -1 (see, Lemma 2.5).
To the case that, we can choose this special wide class of f(x), we obtain our main result m this paper as follows. Obtained results are some extensions of those of [2, 3, 5, 12] to nonlinear delay differential equations with several delays and variable coefficients. Applying these and techniques in [18, 19] , to obtain some improved 3/2-type criteria for global asymptotic stability for solutions of nonautonomous Lotka-Volterra systems with delays, is one of our future works.
GLOBAL STABILITY FOR SEPARABLE NONLINEAR DELAY DIFFERENTIAL EQUATIONS
In this section, we first consider global stability conditions for solutions of a separable nonlinear delay differential equation (1.1) with (1.2) and (1.3).
Applying the techniques used in [12] , we obtain the following lemmas and theorem (see, Lemma 2.1, 2.2 and Theorem 3.1 in [12] 
If y(t) is oscillatory about O, then y(t) is bounded above and below.
PROOF. Let us consider the case that lim .... 
Y@) <-Z/ ~-~a~(t)dt<_flA.
Consequently, limsupp__,o~y(~p) _ pX. This contradiction shows that y(t) is bounded above.
Similar to the discussion above, we also see that y(t) <_ ~A, for t > to + q.
Thus, by (1 1)-(1.3), we have

Y'(t) >--C=~oa~(t)) f(~),
for t > to + 2q.
Next, we will show that y(t) is bounded below. Suppose that liminft-.~o y(t) = -co. Since y(t)
is oscillatory about 0, there exists a strictly monotone increasing sequence {tp}p°°= 1 such that tp > to + 3q and 
.
P z~O
Consequently, liminft~oo y(t) >>_ -Af(/3A), which is a contradiction. Thus, y(t) is bounded below The case that lim~+oo f(x) < +co, is similar and its proof is omitted. Hence, the proof is complete. | REMARK 2.1. If f(x) ~ x, then by Lemma 2,2 we see that any solution y(t) of (1.1) which is oscillatory about 0, is bounded above and below.
By Lemma 2.1, hereafter, we restrict our attention to the case that a solution y(t) of (1.1) considered, is oscillatory about 0. Then, by Lemma 2.2, y(t) of (1.1) is bounded above and below.
For A, ~2, ~ > 0, we define that F(0, A) = G(0, A) = 0 and 0 < u < fi and 0 < v < ~, ! 7o
and for a constant A* > 0,
(2.2) (2.3)
The following lemma m a basic result in this paper. and for a constant A* > 0 put (2.2) and (2.3) . Then, for A > 0 defined by (1.4) , it holds that for 0 < u <fz andO < v < ~,
(2.5)
PROOF. In view of Lemma 2 1, it suffices to prove the case that a solution y(t) of (1.1), is oscillatory about 0. 
f-l(x(t)) = y(t) >_ -a~(s) ds vl,
for T < t < ~n.
Hence, for t E [~, T=], by (1.2), z(t) _ r(Tn) < ~n and
f-l(X(T~(t)))=y(%(t))>_--kJz(t)3=oaj(s)ds Vl,
for 0 <~<m.
Substituting this into (1.1), we have 
~=o (t) j=o
In particular, for A < A*, we put h,~ = ~. Then, by (2.
On the other hand, for A _> A*, since 0 < A -A* < A, we take ~n as A -A* = f~h~ ~,m ° a,(t) dt,
f-l(x(Tn)) <_ G(Vl, A; A*).
Thus, for A >_ A*,
x(Tn) ~ I(G(Vl, ~; )~*)),
Then, letting n -~ (x~ and s ~ +0, we obtain the first part of (2.5). Similarly, for the increasing sequence {S~}~_1 such that S~ > T + 2q, x'(Sn) < O, x(S~) < 0, limn__.~ x(S~) = -v and lim,~_~o~ S~ = +~, there exists a r/n E [y_(Sn), S~) such that y(r/n) = 0 and y(t) < 0 for t E (~ln, Sn], and for T < t < r/n, by integrating (2.7) from t to ~/~, we obtain that 
1: f-l(x(S~)) >_ -a~(t)dt Ul + --f(x)dx.
f-~(x(S~)) > >_ -F(ul, A), that is, x(S~) > f(-F(ul, A)),
and we obtain the second part of (2.5). This completes the proof. | By Lemma 2.3, we obtain a general result in this paper as follows. 
2)-(2.5), system ofinequalities u <_ f(G(v,A;A*)), v <_ -f(-F(u,A)), (2.9)
has no solution for 0 < u < ~ and 0 < v < ~. Then, for A < A, the zero solution of (1.1)-(1.3) , is globally asymptotically stable.
PROOF. Similar to the proof of Lemma 2.3, we can easily prove the uniform stability of the zero solution for (1.1). Therefore, it suffices to prove that for A ~ A, (2.9) implies u = v = 0. Suppose that u, v > 0 Then, from (2.5), we have that for A <: A,
u _< f(V(v, A; A*)) < f(e(v, A; A*)), v _< -f(-F(u, A)) _< -f(-F(u, A)).
Thus, by assumptions, we have that u = 0 or v = 0, each of which implies u = v = 0 by assumption (2.5). Hence, the proof of Theorem 2.1 is complete. | For the zero solution of (1.1) with (1.2) and (1.3), by Theorem 2.1, we provide globally asymptotically stable condition that (2.9) implies u = v = 0 which is able to investigate by computations. Now, for a selection of f(x) in (1.3), we give a useful lemma. Moreover, we can easily obtain the following lemma. 
LEMMA 2 5. In (1 1)-(1.4), assume that f(x) ~ x is defined by (1.7)-(1.9). Put
71y(t), y(t) >_ O,(2.
d~l(t) _ ~a,(t).~,(~(~-,(t))), t > to, dt -
i=O { 71¢(t), t < to, (2.12) where t:or f(x) = e z -1,
PROOF of Theorem 1.1. By Lemmas 2.1, 2.2 and 2.5, it is sufficient to prove the special case f(x) = e ~-1 in (1.1)-(1.3) and the case that solution y(t) of (1.1) Now, consider the case that 0 < u < fi and (l/u) log(1 + u) < A < 3/2. Since for
we have that h(~) > h(0) = 0, and hence for 0 < u < ~,
log(1 + u) > l+u Thus, for 0 < u < fi and (l/u)log(1 + u) < A < 3/2,
Hence, for 0 < u < ~ and A _< 3/2, we have
Suppose that, for A <_ 3/2, 0 < u _< v < 1. Then, for w = u + (u2/6), by (2.16), F(u, A) < w and u < w = (1 + (u/6))u < (7u)/6. Then, by (2.8), for 0 < v < 1 and 0 < u < fi,
which is a contradiction. Hence, we have v < u. As a result, for 0 < u < ~ and 0 < v < 1, we obtain the following system of inequalities
< lvl
Now, for 0 < v < 1, consider the following
Then, for u = P(v), we have that
Since and equation of v
H(v) = Q(P(v))
. (C[. [12] 1)-(1.4) , and f(x) =-x. Then, the solution y(t) of (1.i)-(1 3), is bounded above and below for A < 3/2, and the zero solution of (1.1)-(1.3) is globally asymptotlcally stable for A < 3/2.
PROOF. In view of Lemma 2.1, it suffices to prove that for a solution y(t) which is oscillatory about 0, y(t) is bounded above and below if A <_ 3/2, and the zero solution is uniformly stable and limt-~ y(t) = 0 holds if A < 3/2. 
c(t)-~-~b~(t)z(r~(t))
which implies z'(t) < 0, by equation (2.18). Therefore, by equation (2 18),
Thus, if z(t) > 5 for some t > to, then we have z'(t) < 0. then, the positive equilibrium z* = 1/(~-~m=0 a~) of (2.18) , is globally asymptotically stable.
PROOF. For any solutions z(t) of (2.18), put Then,
x(t) = log \w(t) ]" dx(t) z'(t) w'(t) m d--7--z(t) w(t~ -~b'(t)(z(~'(t)) -~(~,(t)))
z=O m ) m
= -~,b~(t)w(r~(t)) (z(r,(t)) 1 = -~,b,(t)(e ~('.(t)) -1), \w(-~,(t))
z=O z-~O where b,(t), 0 < i < m are defined by ~,,(t) = b4t)~(,-4t)), o < i < m.
Thus, by Corollary 2.1 and Lemma 2.6, we obtain that for (2.21), it holds (2.22). In particular case (2.23), put ~(t) = z*.
Then, by (2.23), (2.21) becomes (2.24). Thus, we have that the positive equilibrium z* is globally asymptotically stable. | Theorem 2.3 is an extension of results in [12] to nonautonomous case (2.18).
