Abstract-Effective collaboration between student peers is not spontaneous. A system that can measure collaboration in real-time may be useful, as it could alert an instructor to pairs that need help in collaborating effectively. We tested whether superficial measures of speech and user interface actions would suffice for measuring collaboration. Pairs of students solved complex math problems while data were collected in the form of verbal interaction and user action logs from the students' tablets. We distinguished four classifications of interactivity: collaboration, cooperation, high asymmetric contribution and low asymmetric contribution. Human coders used richer data (several video streams) to choose one of these codes for each episode. Thousands of features were extracted computationally from the log and audio data. Machine learning was used to induce a detector that also assigned a code to each episode as a function of these features. Detectors for combinations of codes were induced as well. The best detector's overall accuracy was 96 percent (kappa ¼ 0.92) compared to human coding. This high level of agreement suggests that superficial features of speech and log data do suffice for measuring collaboration. However, these results should be viewed as preliminary because the particular task may have made it relatively easy to distinguish collaboration from cooperation.
INTRODUCTION
E FFECTIVE collaboration between student peers is not spontaneous even in the presence of computer support. Therefore, it is a worthwhile endeavor to develop technologies that are able to automatically assess the quality of collaboration and in this way provide the teacher with information to improve their ability to guide, assist and scaffold student groups. This paper presents a method of measuring collaboration based on data collected from tablet computers used by small groups of students who are solving problems together in a lab setting. Two sources of data were used for measuring collaboration: log data (i.e., recordings of the user interface actions done on the tablets) and the audio recordings from headset microphones worn by students. For analysis of the speech data, only low-level acoustic and prosodic features were used, such as pitch, jitter, shimmer and linear spectral features. No attempt was made to convert the speech to text or to understand it. The log data were also analyzed in terms of low-level features; no attempt was made to recognize the plans and goals of the students. The features were extracted by algorithms, and no human coders were involved in feature extraction.
In order to construct and evaluate the collaboration measure, the judgements of human coders were used as a "gold standard" classification of the groups' processes. The human judges had much more data about the group, including videos from several cameras, than the data available to the machine learner. Moreover, the judges could understand most of the students' speech, plans and goals. Although human judgment of collaboration is not perfect, the human judges had enough data that their judgments were probably as good as or better than the judgments of instructors in the classroom.
Collaboration measures were induced from the human judgment data using standard machine learning algorithms: random forests and additive logistic regression. Accuracy was measured by 10-fold cross-validation. The results were quite promising.
The paper is organized as follows. The remainder of this section reviews the literature. Section 2 establishes the context and the domain in which this study was conducted. Section 3 and 4 describes the task and software that was used. Section 5 describes the study and data collection. Section 6 describes how human judges coded the data and the operational definitions of collaboration they used. Section 7 describes the machine learning methods that were used to induce the collaboration measures. Section 8 and 9 describes the results, interprets them and their limitations, and suggests future research directions.
Definitions of Collaboration
When students work in a group, their behavior only sometimes qualifies as collaborative. Dillenbourg, et al. [1] make a clear distinction between collaborative and cooperative learning. Following Roschelle and Teasley [2] , they defined collaboration as "mutual engagement of participants in a coordinated effort to solve the problem together." The phrase "coordinated effort" implies that collaborating students' actions have the same immediate goal in mind. In contrast, cooperation refers to a situation in which students divide their task into subtasks and each subtask is solved with substantial amount of individual effort. In other words, cooperating students work with different immediate goals in mind.
A metaphor from Clark and Brennan [3] illustrates the difference between collaboration and cooperation. If two people are at each end of a table, carrying it into their house, then they are collaborating. On the other hand, if they are each carrying a chair into the house, they are cooperating. In both cases, they share the same top-level goal of moving furniture into the house. However, when collaborating, they share the same immediate goal.
Why Is It Important to Measure Collaboration?
Collaboration has been embraced by the education and training communities as a 21st century skill [4] . Workplace problem solving is often done in small groups, so effective skill in collaboration should make the groups more effective.
Collaborative learning now appears in national pedagogical standards, such as the Common Core State Standards for Mathematics [5, practice #3] and the Next Generation Science Standards [6] . A device that measured collaboration could be useful for both assessment and for adapting instruction.
Collaboration has also been studied as a method for increasing learning, motivation and other valued outcomes. However, such studies have evolved over time. According to Dillenbourg, et al. [1] , collaboration was originally compared to working alone or to cooperation in studies that asked which method of learning was more effective. However, it became clear that there were too many forms of collaboration, so asking if "collaborative learning" was effective was a bit like asking whether "taking medicine" was effective. Thus, researchers began asking which instructional conditions caused collaborative learning to be effective.
However, as a complex mixture of results accumulated, two simpler questions about the nature of the results emerged. As stated by Dillenbourg, et al. [1, pg. 200] , "The questions 'under which conditions is collaborative learning efficient?' was split into two (hopefully simpler) subquestions: which interactions occur under which conditions, and what effects do these interactions have." This paradigm still seems an apt description of current work on collaborative learning. A device that provided objective, real-time measures of the degree of collaboration would probably be quite useful in such studies.
RELATED WORK
Many projects have worked on the challenge of automating the analysis of interaction among group memebers. There are a large number of systems of this kind so they are briefly reviewed based on a two-dimensional classification. Only a few projects fall into the same cell of this classification as our project. They are reviewed in detail.
Classifying Prior Work by Its Purpose
Some projects have studied students working together over several weeks or a whole semester as they used widely available collaboration tools, such as forums, wikis, email or source code repositories [7] , [8] , [9] , [10] , [11] , [12] , [13] . This kind of project is rather different than our project in both the duration of the activity and the way group interactions are monitored, so such projects will not be reviewed here.
The other major class of projects, of which this project is a member, has students working together on a shared editor or some other shared workspace for at most a few hours. Collaboration is measured as a function of their activity on the shared workspace and/or the communication among group members as they work.
There are a large number of systems of this kind, so they will be briefly reviewed by defining two dimensions, purpose and input, then describing the few systems whose position along these two dimension match the position of the project reported here. The two dimensions are excerpted from several similar multi-dimensional reviews [14] , [15] , [16] , [17] , [18] .
The first dimension concerns the purpose or function of the collaboration measure. That is, what does the system do with the output data? Extending Soller, et al. [19] , this dimension has the following categories:
Clustering: Some projects used unsupervised machine learning methods such as clustering or sequence mining to find common patterns of group behavior and display them to researchers [10] , [20] , [21] . Classification: These projects used human judges to code group interactions into a variety of collaboration categories, then used supervised machine learning methods to induce classifiers (also called detectors) whose accuracy was measured and reported to researchers [8] , [9] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , [34] , [35] , [36] , [37] , [38] , [39] . Mirroring: Unlike the preceding two categories of systems, which display their results only to researchers, the remaining categories refer to systems that display their results to students and/or teachers. The first of these categories, traditionally called "mirroring," includes systems that display results to students without making any judgement about whether the performances are good or bad [23] , [40] , [41] , [42] , [43] , [44] , [45] , [46] , [47] , [48] , [49] , [50] , [51] Metacognitive: These systems are like mirroring systems, except that they also display an assessment of the group's interactions. That is, they visually compare the group's current interactions to what the group processes ideally should be at that time [46] , [52] , [53] , [54] , [55] , [56] , [57] , [58] . Guiding: These systems include a real-time classifier, but when it detects problems with the group's interaction (e.g., one student is dominating the interaction; off-task conversation), then the system may offer advice directly to the students. Such systems typically include logic that prevents them from overwhelming the students with advice or giving advice at inopportune times [28] , [48] , [59] , [60] , [61] , [62] , [63] , [64] , [65] , [66] , [67] , [68] , [69] , [70] , [71] , [72] , [73] , [74] , [75] , [76] , [77] , [78] , [79] , [80] , [81] Orchestration: These projects are like mirroring and guiding, except that the assessments of group processes and advice are displayed on a dashboard held by the teacher instead of being sent to the student [7] , [62] , [77] , [82] , [83] , [84] . In principle, analyses of collaboration could be shown to both teachers and students using a large display visible to everyone [e.g., 85] or desk-mounted lanterns [86] , [87] , but so far, such displays have only been used with task information, such as the group's progress. Restructuring: Some systems use analyses of a group's interactions to dynamically restructure the activity by, for example, requiring students to take turns [43] . Analyses of collaboration could be used in principle to dynamically assign roles to students, change the script or phases that students are required to follow or even changing the group's membership. Our project fits into the classification category, in that the output of the collaboration detector is compared to the judgements of human coders, and the accuracy is reported to researchers.
Classifying Prior Work by Type of Input
As mentioned earlier, this project is a member of a large group of project which have students working together on a shared editor or some other shared workspace for at most a few hours. Such projects often give students an individual, private workspace. Their editing actions, both to their individual workspace and the group workspace, may be the only input to the collaboration analyzer [22] , [23] , [36] , [37] , [65] , [71] , [72] , [73] , [79] , [80] , [88] . However, in many other projects, a second type of input to the collaboration analyzer is some form of communication among the group members. The communication methods fall into several classes:
Some systems require users to communicate in a formal language [89] . Some systems have participants use a small set of buttons, e.g., OK, NOT or ?, to express agreement/ disagreement with the most recent edit done on the group editor [90] or other dialogue acts [91] . Although many systems have students communicate by typing natural language and classifying their contribution using a sentence-opener or a menu of speech acts, some systems ignore the text and use only the students' classifications of their text [24] , [26] , [29] , [52] , [61] , [62] , [63] , [68] , [70] Among systems that allow students to communicate via typing (chat) either with or without sentence openers or other self-classifications of the contributions, some have human "wizards" who select codes in real time [75] while others explored automated analysis of the text using either keywords [28] , [32] , [59] , [66] , [71] , [83] or machine-learned text classifiers [27] , [28] , [31] , [38] , [67] , [74] , [77] , [81] , [84] Some systems allow participants to converse in unconstrained speech, recorded by individual microphones. Some projects divided the audio signal into periods of talk and silence, then used machine-learned classifiers on the resulting patterns [21] , [33] , [35] , [51] , [58] , [83] , [92] . Other projects used machine-learned detectors operating on a wide variety of acoustic features [34] , [39] . Another approach was to use a human wizard to code the speech in real time [64] . Our project falls into the last of the categories listed above. Our students entered actions on a common workspace while communicating via unconstrained speech that is analyzed with a machine-learned detectors.
Collaboration Detection Projects That Use Speech Input for Classificaiton
Only two projects fall into the same pair of classifications as ours: the projects' purpose is to develop a collaboration detector and measure its accuracy, and the communication among participants is spoken. The two antecedent projects will be reviewed here. One project was done by Gahgene Gweon and her colleagues. Gweon et al. [39] developed two detectors. One differentiated spoken utterances that contained domain reasoning from those that did not. The other detector split the utterances that contained reasoning into those that built upon earlier reasoning (transacts) and those that did not (externalizations). Both detectors were trained and then evaluated against human-segmented and coded speech. The speech detectors used acoustic, prosodic and other features. The reasoning and transact detectors had moderate accuracy (F ¼ 0:56 and F ¼ 0:35) compared to a majorityclass baseline (F ¼ 0:20 and F ¼ 0:12). Interestingly, the speech feature that contributed the most to both detectors was the length of the segment. Longer segments of speech tended to have reasoning and to be more likely to follow from earlier segments. Gweon et al. [34] developed a more complicated detector that first assessed the degree of prosodic similarity of the speakers (entrainment; speech style accommodation) and then showed that this machinelearned measure's output was moderately correlated with transactivity (R ¼ 0:36) as judged by human coders.
Our project is similar to Gweon's projects in that it used machine-learned classifiers based on low-level features of speech, but it differs in several ways. First, whereas Gweon's classifiers used only the students' speech, ours used their actions as well. This allowed us to compare the accuracy attained from actions alone, speech alone and both actions and speech together. Second, whereas collaboration was the focal code in both Gweon's projects and ours, the two project chose different non-collaboration codes. For example, Gweon's codes did not include cooperation (defined below), perhaps because there was none in her corpus. This choice may impact accuracy, so we measured the accuracy of classifiers trained with different non-collaboration codes.
Our project is similar to one done by Martinez-Maldonado et al. [83] in using both speech and actions. Their analysis of the participants' speech used a silence detector to convert the speech into a binary feature (present versus absent). Similarly, they abstracted participant's user interface actions to present versus absent. Recordings of the sessions were divided into 30 second segments, and features were assigned based on the number of participants acting, dispersion of participants' activity (Gini coefficient), the number of participants talking, the total duration of their talk, and the dispersion of their talking. Machine-learned detectors induced from these features were only moderately accurate [33] , [35] . Increasing the length of the segments to 60 seconds or 90 seconds did not have much impact on accuracy [33] . The group next used differential sequence mining to find sequences of speech, silence and action that would reliably split groups into high and low collaboration [21] , [35] , [36] .
Hundreds of such patterns were found, and some made sense with respect to common views of collaboration. However, the researchers did not convert any of these patterns to classifiers in order to measure their accuracy, perhaps because they were concerned that the patterns overfit the data.
Generalizing across these two projects, it appears that a simple binary analysis of the speech signal into "talk" versus "silence" suffices for achieving moderate accuracy in collaboration detection. This was a Martinez-Maldonado finding in several studies, and it is consistent with the strength of such features in Gweon's detectors.
Building on these results, our research questions are: (1) What accuracy could be achieved with the addition of other acoustic or prosodic features? (2) What is the relative accuracy of detectors using speech alone, actions alone or the combination of speech and action? Our project has addressed these questions, as well as studying classification accuracy in yet another task domain.
COLLABORATIVE CARD SORTING
This section describes the mathematical problem that the study subjects solved. As will be seen, its characteristics simplify detection of collaboration. This problem was developed by Mathematics Assessment Project (map.mathshell. org), whose problems have been used by hundreds of teachers over several years. They are rich and complex, and are intended to be used for both instruction and formative assessment. This particular problem asks students to interpret distance-time graphs abstractly and quantitatively. Students must be able to interpret slopes of these graphs, to make arguments about their hypothesis and to critically reason about the arguments made by their peers.
Cards
Students are given a table with three columns and nine rows and a set of 27 cards to put into the 27 cells of the table. A few of the cards are blank, and students must fill them out in a way that makes the blank cards fit properly in the table. There are three types of cards: Graph cards, table cards and story cards. The graph cards are already positioned in the left column of the table. The students should position the story cards in the middle column and the table cards in the right column. All the cards in a row should describe the same process, which involves Tom making a short journey. The cards are designed around commonly observed misconceptions. For instance, students often view the graphs as a cross-section, so they often match the card in Fig. 1 to the following story "Opposite to Tom's home is a hill. Tom climbed slowly up the hill, walked across the top and rank quickly towards the down the other side". Our subjects found this task rather difficult, but all were able to solve it in less than 90 minutes.
This task consists of 18 subtasks, one for each card to be placed into the table. We expected to see collaborating student working together on placing a card, whereas cooperating students would work simultaneously on placing different cards. We selected this task because we believed that human coders could easily distinguish collaboration from cooperation, and we wanted to see if log data and speech data would allow the machine to do so as well.
SYSTEM SETUP
This section describes the hardware and software setup that was used. Although students worked in pairs and sat beside each other at a table, they each had their own tablet, which was a Samsung Galaxy Note 10.1. The tablet had active digitizer technology and a stylus that allowed students to write easily and legibly on the 10 inch touchscreen. The tablets were connected via a wireless network to a laptop computer that acted as a server. Although not important for this study, the reader may be interested to know that when the system is used in a classroom, it consists of 36 tablets, a laptop, a wireless access point and a wireless adapter that plugs into the classroom digital display projector. The whole rig is portable, weighs about 50 pounds, and packs into 4 toolboxes. It has been used in approximately 30 classroom trials so far. However, because no speech was collected during the classroom trials, the classroom log data are not analyzed here.
The software used by participants is called FACT, an acronym for Formative Assessment using Computational Technology (fact.engineering.asu.edu). The FACT user interface is intended to mimic a large poster upon which students can write and place small cards. They can also write on the cards and move them. The distance-time problem was originally developed using real posters (about 24" by 36") and cards (about 1" by 2").
Of course, students cannot see much of the poster using a tablet with a small screen, so FACT provides the usual swiping and pinching gestures for scrolling and zooming the poster. Users must use two fingers for scrolling, because the single-finger drag is used for moving cards. All writing is done with the stylus. Although the user interface has other features (e.g., for resizing cards), the only ones necessary for solving the time-distance problem were scrolling, zooming, moving cards and writing.
FACT operates in two different modes: solo and group. In solo mode, students work on their own poster with their own cards. In group mode, students work on the same poster and set of cards. They can scroll and zoom independently, so they can be working on different parts of the poster at the same time. If they happen to be viewing the same part of the poster, then card movements and digital ink are visible more-or-less simultaneously on both tablets.
All user actions are recorded as data structures called events, which are sent to the server as soon as possible and stored as log data. When FACT is in group mode, events from one tablet are transmitted quickly to the other tablet, thus allowing both users to see the same poster. The events contain the start and end time of the user action as well as parameters that describe the event precisely enough to replicate it on the other tablet.
METHODOLOGY

Participants and Duration
The study was conducted in the lab setting. A total of 28 participants were enrolled in the study, and were compensated $10 per hour for their participation. They were a mix of graduate and undergraduate students from Arizona State University. None of the students found the problem simple, which is a bit surprising given that the problem is intended for middle school students.
There were no strict time deadlines enforced for this study. However, the overall session lasted an average of 60-110 minutes. Initially participants were briefed about the activities that they were expected to perform during this study and voluntary consent was obtained. A pretest gauged their mathematical ability before the actual session. No students were eliminated due to high scores. On completion of the pretest, students were given a paper list of all the user interface features that they would need. The tablets were then put in solo mode by the experimenter, and students were asked to discover each feature on the list. Pilot studies suggested that this short (e.g., 10 minutes) activity sufficed as user interface training.
The problem solving session started with the experimenter briefly describing the distance time interpretation problem to the student. The FACT system was put in group mode so that both students shared the same poster, and then subjects began to solve the distance time problem. During the problem solving session, they talked with each other and solved the problem together and/or the worked individually. They mostly worked on their own tablets, but occasionally would huddle over one of them. They worked until the entire 9x3 table was filled up with cards. The overall duration of this phase was between 30-40 minutes.
Some students completed the distance time interpretation problems relatively quickly, so they were given additional problems to work, because we are considering using those problems in subsequent experiments. Once the problem solving session was complete, all students were given a posttest, which was identical to the pretest, and a survey. We intend to use the pre-test, post-test and survey data to study learning, but those data have not been analyzed yet.
Raw Data Collection
The recording setup combined several different input streams:
1. Unidirectional headset microphones were used to capture each user's speech. Each audio stream was recorded on the corresponding tablet for later analysis. The audio streams were also sent to a desktop computer. 2. The tablet screen content was streamed to a desktop computer using an HDMI cable. The video stream was captured at Full HD resolution 3. Log data were collected at the server. 4. Web cameras, one per student, recorded the student's head and shoulders. The desktop computer showed all four videos on its screen: two tablet screen videos and two head and shoulder videos. It also received the two audio streams. Fig. 2 shows a snapshot of the desktop computer's screen. In order to synch all 6 streams, the desktop screen was saved as a single video with a mono (not stereo, unfortunately) audio track. Thus, all the data sources except the log data were synched as they were recorded.
CODING CATEGORIES
This section describes the coding categories that were used to create the "gold standard" against which machinelearned detectors would be judged. When the collaboration monitoring system is used the classroom, it should help a teacher make a binary decision-whether to visit a group or not. Thus, only two categories are essential: successful collaboration or not. Although earlier work has often used a coding scheme developed by Meier, Spada and Rumel [93] , it produces scores for each episode along nine dimensions which must somehow be aggregated in order to decide whether participants are collaborating during that episode. For instance, Martinez-Maldonado added the 9 scores and then used a threshold on the sum to divide groups into collaborating versus non-collaborating. Because we did not need the detail of nine dimensions, we simplified the coding task to just discriminating among a handful of categories. Hence we defined four classifications:
Collaboration: The interaction between the pair was considered collaboration when they both worked on placing the same card (i.e., they had the same immediate goal) and each person often built on other's reasoning. In a few other situations, students engaged in argumentative co-construction process by which they resolved their issues and converged on an understanding of the mathematical content. This definition of collaboration includes various characteristics or attributes of joint problem solving such as common ground, knowledge convergence, and co-construction, transactivity, scaffolding contributions and making a shared conception of the problem. The interaction between a pair was considered asymmetric contribution when they were working on placing the same card but one student did most of the work. That is, one person led the conversation and the other person added at most a few reasoning statements. We define two different levels of asymmetric contribution Asymmetric Contribution (Low): The interaction between a dyad was characterized as "low" when no reasoning statements or exchanges occurred, but the human coder could tell from the videos that both students were attending to the same card. This definition of asymmetric contribution shares a few characteristics of joint problem solving sessions such as common ground and establishing a shared conception of a problem. However, it lacks other properties such as transactivity, scaffolding contributions or argumentative co-construction. Cooperation: The interaction between a dyad was considered cooperation when subjects have different immediate goals, that is, they were working on placing different cards. Although there was usually little or no conversation between the pair, sometimes one student idly chattered about the problem they were trying to solve and the other student did not respond back. Since students worked on different immediate goals, cooperation episodes do not have any characteristic attributes of joint problem solving. This coding scheme is similar to ones used by other projects. In addition to a Collaboration code, almost all have noted that students sometimes work independently (our Cooperation code) and that sometimes one student is passive while the other does most of the work (our Asymmetric Contribution code). The distinction between High and Low Asymmetric Contributions is included because episodes where one person is explaining their actions while the other appears to listen (coded as High Asymmetric Contribution) may be consider a form of collaboration. In several studies where asymmetric verbal collaboration was pointed out to participants, the passive participants rejected it as a meaningful measure of their participation [51] , [58] , which suggests that they considered listening intently to be a form of collaboration
ANALYSIS METHODS
This section describes the rest of our approach, after collecting the audio data and the logs of student interaction.
Audio Processing
The audio streams that were collected on the tablets each corresponded to a single speaker's voice. They were used for developing the detectors. The merged audio stream, which was recorded on the desktop, was only used by the human coder.
The first step involved in the audio preprocessing was noise removal. The quality of the audio is important for the extraction of features, and in particular for detecting silence. Because we did not use a microphone array [94] , the microphone caught some of the other participants voice. However, the amplitude of the audio signal was louder for the person who was wearing the microphone when compared to the other person's voice. Hence we used an amplitude filter and reduced the impact of this artifact. Background noise was reduced by the following steps. When noise was present, a constant linear band could be seen in the spectrum display above the base of the waveform. For segments where noise was present, the noise profile was extracted by selecting the region of speech data that contains only noise and no audio data. The noise was removed by subtracting its signal from signal of the affected segment. These steps were repeated until no noise could be heard. Both of the above steps were carried out using Audacity [95] software.
Synchronizing and Cleaning the Data
We were surprised to find out how difficult it is to get all the data synchronized. Since this "trick of the trade" isn't covered in the literature we reviewed, we will add a few comments here about synchronization. Log events were created by each tablet separately and sent to the server. In order to detect simultaneity at the millisecond level, it was necessary to insure that both tablets' clocks showed the same time down to the millisecond. FACT was designed to run independently of the web so a universal time source could not be used. Thus, both tablets were synched to the server's time. Although the tablets communicated with the server wirelessly and the wireless transmission delays are not constant, all the computers were in the same small room so our solution seems to have provided sufficiently precise synchronization. Hence we utilized Network time protocol (NTP) to synchronize the clocks together On the other hand, the audio-video recording, which was taken from the desktop computer as it merged the 4 video streams and 2 audio streams, was time-stamped with the desktop's clock which could be a little bit off from the server's clock. In order to measure the offset, when a session started, the experimenter ostentatiously clicked on a Time Sync menu item on one of the tablets. The current time of the tablet was logged and later compared to the desktop's time for the Time Sync menu event as seen on the videos. Subtracting the two times provided the offset, which was used to synch the two streams.
Segmentation
Segmentation refers to the process of dividing chronological data into segments or episodes [96] . Segmentation is necessary whenever assigning a code (e.g., "Collaboration" versus "Cooperation") to a whole session would be unreliable and perhaps even nonsensical. Although some projects have used overlapping segments [97] , [98] , most projects define segments to partition the whole session. Some projects use constant duration segments, such as 30 seconds [99] , [100] . However, mechanical segmentation can make it difficult to assign codes reliably, so many projects do manual segmentation. That is, human coders, perhaps aided by a set of written rules (rubrics), decides where to place segment boundaries. As it turns out, we were able to use a novel segmentation method.
The goal of our segmentation process was to divide the solution of the time-distance problem into separate subproblems. Recall that the overall task of the participants was to place 18 cards into 18 cells in a table such that the cards in a row all described the same journey. A sub-problem is considered "done", and a segment boundary is placed, whenever a story or table card was placed in a table cell and then the participant(s) moved on to another card. If the participants come back later and move that card to a different cell, this new placement is considered a new segment.
A simple piece of software inserted a segment boundary whenever a card was placed and the person who placed it (or both people, if they are collaborating) had ceased to move it. That is, the next card event in the log file involved a different card. Figs. 3a. and 3b. shows two cases illustrating this definition. Three tiers are shown in each figure. Student 1 Action tier and Student 2 action tier captures the card-move events of the two participants. The third tier shows the segments and their boundaries. Fig. 3a. shows non-overlapping card-moving events. Fig. 3b . shows overlapping ones.
Human Coding
Once the segmentation was performed, human annotators classified each segment as either cooperative (P), Low asymmetric contribution (L-A), High asymmetric contribution (H-A) or collaboration (C). The annotators used all the data available, including the audio-video stream and the log data, which were separated into two tiers according to participant, as shown in figus. 3a and 3b. Two human coders tagged a sample of 35 percent of the overall segments. Interrater agreement was considered acceptable with Cohen's kappa K ¼ 0:78. For consistency across the whole dataset, the classifications of one annotator (the first author) were used in subsequent analyses.
Feature Extraction from Log Data
The goal of the feature extraction process was to obtain superficial features from the students' work that could potentially differentiate between collaboration, cooperation and asymmetric contribution. Features were extracted computationally from audio files and log files; video data were ignored. The rest of this section describes some of the key ideas. In inventing these features, we borrowed liberally from the sequence mining results of Martinez-Maldonado et al. [35] , [101] .
Features were assigned to segments based on the distribution of specific events that occurred inside the segment. For instance, one type of event was a student moving a card. Each card movement had a duration. Sometimes a student would move a card, pause, move it a bit more, pause, etc. When multiple events of the same type occur in a segment, then it is unclear how best to aggregate them. For instance, how should the durations of all the card movements in the segment be aggregated? In such cases, 7 segmental features were assigned with values equal to the mean, median, standard deviation, inter-quartile range, minimum, maximum and count of the events When students collaborate with each other, they tended to look at the same card. In order to do so, one student decided on which sub-problem to solve and prompted the other person to look at the same sub-problem. Typically, the first person held his tablet's view of the poster and the other person scrolled and zoomed until his tablet displayed the same part of the poster. For this process to be captured as features, each zoom event was categorized as "read" or "search" depending on the total amount of time elapsed between each scroll/zoom command. Searching was a sequence of scrolls or zooms with little time in between them. In order to determine if the two tablets were viewing the same portion of the poster, the distance between the centers of participants' viewports and the area of overlap were calculated.
In addition to the features that applied to a single segment, some features were defined that captured the past behavior of the students up to and including this segment. Some examples are:
A card is moved twice by the same person to two different table cells A card is moved twice, by two different people, to two different table cells Total number of sub-problems solved so far Type of card the student worked on during consecutive move operations The person who moved the card to a position in the solution grid later changed it to another position after some talk. Also, many of the features that applied to a single segment (e.g., duration of searching events) were also applied to the time from the beginning of the problem to the current segment As the discussion above suggests, the log data features were specific to the time-distance problem. In future work, we hope to generalize some of them (e.g., whether the two participants are looking at the same part of the poster). The discussion section considers the challenges of generalization
Feature Extraction from Audio Data
The duration of the time when students talk with each other (speech time) and the duration of time when students did not talk with each other (silence time) were measured using the "Sound Finder" feature of Audacity. The audio levels below -26 dB were treated as silence and the minimum duration between two audio signals to be considered for silence is taken to be 1 second.
The remaining audio features were extracted using the OpenSMILE audio feature set, which represents the "state of the art for affect and paralinguistic recognition" [102] . The features used are shown in Table 1 . Note that none of the features are specific to the time-distance problem, so perhaps a collaboration detector developed using these audio features would work well on other problems.
Feature Selection
Feature selection was performed because the number of features was greater than the number of observations. Pairwise correlations were performed on features likely to be redundant. Sets of highly correlated features (coefficient > 0.9) were reduced to a single feature chosen arbitrarily from the set. Next, we applied resampling of the attributes in order have uniform distribution across class labels. Finally, we applied an attribute selection algorithm using best first search in Weka in order to reduce the feature set further. This reduced the set of features were used to train the model. The total number of features obtained is summarized later in Table 5 .
RESULTS
The overall goal of the study is to induce a classifier that can distinguish collaboration from cooperation. However, there is some ambiguity about how to treat the asymmetric contribution category, so three levels of granularity were defined and a classifier was induced for each:
Quaternary: This classifier was trained to distinguish all four categories coded by the human annotator. That is, its output was drawn from the set: Collaboration, Asymmetric contribution high, Asymmetric contribution low, and Cooperation Ternary: This classifier lumped together the two Asymmetric contribution categories, so its output was drawn from the set: Collaboration, Asymmetric contribution and Cooperation. Binary: This classifier lumped Collaboration with Asymmetric contribution, so its output was drawn from the set: Non-cooperation and Cooperation
Results from the Binary Classifier
This section reports on the binary classifier, which was trained to discriminate only two categories: Cooperation versus Non-cooperation, where the latter category includes Collaboration and Asymmetric contribution codes. We built classifiers for both the audio data alone, the log data alone and both sources of data combined Random forest yielded the best result for all three data sets when compared to other algorithms such as J48 graft, bagging, additive logistic regression and boosting. Models were evaluated using the tenfold cross validation
The confusion matrix for the binary classifier is shown in Table 2 . The classifiers correctly classified approximately 93 percent of the 325 episodes, and their accuracies were close to each other. Kappas for all three classifiers are discussed later.
Results from the Ternary Classifier
The ternary classifier distinguished between Collaboration, Cooperation and Asymmetric contribution, where low and high asymmetric contribution was lumped together into one category. Additive logistic regression performed the best for audio and combined feature sets while random forests yielded the best result for features extracted from logs. Models were evaluated using the tenfold cross validation The confusion matrix for the ternary classifier is shown in Table 3 . The overall performance of logs, audio and combined feature sets were similar to each other, approximately 87 percent.
Results from the Quaternary Classifier
This classifier used the same codes as the human annotators. Random forests performed the best for audio and combined feature sets while additive logistic regression performed the best for log-based feature sets.
The confusion matrix for the quaternary classifier is shown in Table 4 . Accuracies were high for the audio and combined classifiers, but not quite as high for the classifier that used log data only. This makes sense, because the difference between high and low asymmetric collaboration depends on the amount of conversation by the more passive participant, and hence it would have been difficult for the log based features to detect this. Table 5 compares the 9 classifiers by showing their accuracy, kappa and the total number of features included in the detector. The kappa and accuracy of the binary and ternary classifier were comparable across categories of input, whereas the log classifier with the quaternary output performed poorly when compared to the audio and combined categories, as explained earlier. As one would expect, the simplest classification scheme, binary, enjoyed the highest accuracy.
Summary
DISCUSSION AND CONCLUSION
When this project began, we did not think the induced detectors would be accurate because they used only lowlevel features that do not understand what the participants are saying nor what plans and goals the task involves. Against these low expectations, the results were surprisingly good, with accuracies between 87 and 96 percent.
Besides exploring collaboration detection in a new task domain, this project addressed two research questions: (1) what accuracy could be achieved with the addition of lowlevel acoustic or prosodic features beyond simple silence detection? (2) What is the relative accuracy of detectors C  6 4  1 0  5  3  5 8  1  3  2 0  7 4  7  1  0  H-A  11  27  4  2  3  19  1  21  9  29  3  3  L-A  5  2  57  3  2  0  45  20  5  1  55  6  P  0  2  2  128  1  1  1  129  0  3  4 125
using speech alone, actions alone or the combination of speech and action? The answer to the second question is addressed in Table 5 , which shows that log data alone provide the least accuracy, whereas audio alone was often not much different than the combination of audio and log data. The answer to the first question is more complex, as it involves an uncontrolled comparison of our accuracy results to those of our predecessors. Although our accuracies are high, it now appears to us that this is at least partly due to the differences in task.
First, the task used here was much like moving furniture or assembling a jigsaw puzzle. When people are physically collaborating, they are moving the same physical object or at least, one person is moving it and the other is watching and offering comments. On the other hand, when people are cooperating, they are simultaneously moving different objects. In fact, a feature used in all the log data detectors was whether the two participants moved different cards simultaneoulsy.
In all these task domains, subtasks correspond to moving an object into a location. We are not sure how well our method of using low level features will work when the task does not align subproblems with object movements. Thus, our next study (which is in progress) uses a task with no moving objects: Two people are sharing responsibility for providing written answers to questions.
A second limitation is that the use of an object-moving task allowed automation of segmentation. Usually, segmentation into subtasks has to be done by a human annotator who can understand the participants' speech, plans and goals. We are not sure if subtask-based segmentation can be automated with problems where the subtask boundaries are less salient.
The third limitation was that the audio collection and cleaning used here would not be robust enough for use in classrooms. We are currently working on a better audio collection method that makes it unnecessary to clean the audio data before processing. Synchronization also needs to be improved, as it currently requires too much human attention.
A fourth limitation is that we used machine learning to induce the detectors, which means that a gold standard must be available to train the detectors. The gold standard was provided by human coders here, but that may not be sustainable in practice. However, we are encouraged by the results from the audio-only detector. This detector does not "know" anything about the task being done by the participants. Although more studies are needed in order to see if this finding occurs again, we are hopeful that the following, more sustainable method would work:
A classroom of students wears headsets with highquality, close-talk, noise cancelling microphones. The audio is processed automatically, with no human help, to code episodes as collaborative versus cooperative. The audio-generated coding is used to train a logdata detector using the log data from the class that wore microphones. Now the log-data detector can be used in subsequent class; the microphones no longer need to be used. If this method works, then it may become practical to equip a variety of software intended to be used collaborative with detectors which can be used in real world learning environments. We envision the collaboration signal being sent to a handheld teacher dashboard, like the one use by Martinez-Maladondo [83] and the FACT project. However, it could also be sent to the students themselves. 
