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RESUMO
O objetivo da tese e´ descrever o grupo de Harrison T (G;R) para o caso em
que G e´ um grupo c´ıclico de ordem prima ı´mpar p e R e´ um anel (comutativo
com unidade) que na˜o possui raiz p-e´sima da unidade, exigindo-se apenas que
p seja regular em R.
Para isso, precisamos considerar o anel S =
R[X]
〈Φp(X)〉
= R[ε], onde Φp(X)
e´ o p-e´simo polinoˆmio ciclotoˆmico em R[X] e ε = X + 〈Φp(X)〉 e´ uma raiz
p-e´sima primitiva da unidade em S, e a sequ¨eˆncia exata de L. Childs 1 −→
H(G;S) −→ T (G;S) −→ P (S;G) −→ 1, onde H(S;G) e´ o subgrupo de
T (G;S) formado pelas classes de isomorfismos das extenso˜es abelianas de S
com grupo de Galois G que possuem S-base normal, e P (S;G) e´ o co-nu´cleo
da inclusa˜o H(G;S) ↪→ T (G;S).
Denotando Γ = {γi | i ∈ U
(
Z
pZ
)
}, o subgrupo dos R-automorfismos de
S dados por γi(ε) = ε
i, definimos uma ac¸a˜o de Γ sobre a sequ¨eˆncia de L.
Childs. A seguir, mostramos que a sequ¨eˆncia dos subgrupos esta´veis por
esta ac¸a˜o tambe´m e´ exata. Ale´m disso, cada grupo esta´vel por Γ e´ isomorfo
ao correspondente grupo obtido pela “descida” de S ao anel R, ou seja, a
sequ¨eˆncia abaixo e´ exata:
1 −→ H(G;R) −→ T (G;R) −→ P (G;R) −→ 1
A ac¸a˜o citada acima coincide com a ∗-ac¸a˜o de C. Greither e R. Miranda
sobre a sequ¨eˆncia exata de Kummer quando p for invert´ıvel em R. Assim,
estendemos o resultado de C. Greither e R. Miranda para p regular em R.
Tambe´m descrevemos P (G;R) como o grupo dos elementos primitivos de
p-torsa˜o do grupo de Picard Pic(R[G]).
Conclu´ımos este trabalho com uma aplicac¸a˜o ao caso cu´bico, descrevendo
o grupo H
(
Z
3Z
;R
)
independente da ac¸a˜o de Γ.
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ABSTRACT
The objective of the thesis is to describe the Harrison group T (G;R) in
the case G is a cyclic group of prime odd order p and R is a ring (commutative
with identity) without a primitive pth root of unity, assuming only that p is
regular in R.
For this purpose we need consider the ring S =
R[X]
〈Φp(X)〉
= R[ε], where
Φp(X) is the p
th cyclotomic polynomial in R[X] and ε = X + 〈Φp(X)〉 is a
primitive pth root of unity in S, and the exact sequence of L. Childs 1 −→
H(G;S) −→ T (G;S) −→ P (S;G) −→ 1, where H(G;S) is the subgroup of
T (G;S) whose elements are the isomorphism classes of the abelian extensions
of S with Galois group G having normal S-base, and P (S;G) is the cokernel
of the inclusion H(G;S) ↪→ T (G;S).
Denoting by Γ = {γi | i ∈ U
(
Z
pZ
)
}, the subgroup of the R-automorphisms
of S defined by γi(ε) = ε
i, we define an action on the L. Childs’ sequence.
We then show that the sequence of the subgroups stable under this action is
also exact. In addition, each subgroup stable under Γ is isomorphic to the
corresponding group obtained by “descent” from S to the ring R, so that the
sequence below is exact:
1 −→ H(G;R) −→ T (G;R) −→ P (G;R) −→ 1
The above mentioned action coincides with the ∗-action of C. Greither
and R. Miranda on Kummer’s sequence when p is invertible in R. In this way
we extend the result of C. Greither and R. Miranda to the case in which p is
regular in R. We also describe P (G;R) as the group of primitive p-torsion
elements of the Picard’s group Pic(R[G]).
We finish this work with an application to the cubic case, and present a
description of the H
(
Z
3Z
;R
)
that does not depend on the action of Γ.
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Introduc¸a˜o
Em todo este trabalho R denotara´ sempre um anel associativo, comu-
tativo e com elemento identidade 1 ∈ R. Uma a´lgebra sobre R sera´ sem-
pre associativa, comutativa com elemento identidade, e os morfismos de
ane´is preservara˜o a identidade. O grupo aditivo (resp. multiplicativo das
unidades) de R sera´ denotado por R+ (resp. U(R) ), e denotaremos por
R× o conjunto dos elementos regulares de R, isto e´, R× = {r ∈ R |
r na˜o e´ divisor de zero em R}.
Em 1965, S. U. Chase, D. K. Harrison e A. Rosenberg [6] desenvolveram a
teoria de Galois para ane´is comutativos, a partir do trabalho de M. Auslander
e O. Goldman sobre a´lgebras separa´veis ([2] de 1960). Sejam A uma R-
a´lgebra e G um subgrupo finito de R-automorfismos de A. Segundo estes
autores, A e´ uma extensa˜o galoisiana (finita) de R com grupo de Galois G,
se:
• R ⊆ A como subanel (isto e´, R ≈ R · 1 ⊆ A, ou ainda, mais
geralmente, A e´ uma R-a´lgebra fiel),
• AG = {a ∈ A | σ(a) = a, σ ∈ G} = R,
• para cada id 6= σ ∈ G e para cada ideal maximal M de A,
existe a ∈ A tal que
(
σ(a)− a
)
6∈ M.
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Dizemos que A e´ uma extensa˜o abeliana (resp. extensa˜o c´ıclica) de R, se
o grupo G e´ abeliano (resp. c´ıclico).
Observemos que toda extensa˜o galoisiana de R com grupo de Galois G
e´, como R-mo´dulo, projetivo finitamente gerado de posto constante igual a`
ordem de G [6], chamado de grau da extensa˜o.
Sejam A e B duas extenso˜es galoisianas de R, com mesmo grupo de
Galois G. A e B sa˜o ditas isomorfas se existe um isomorfismo de R-a´lgebras
f : A → B que comuta com a ac¸a˜o de G, ou seja, fσ = σf , para qualquer
σ ∈ G. Seja T (G;R) o conjunto das classes de isomorfismos das extenso˜es
galoisianas de R com mesmo grupo de Galois G. Se G for abeliano, enta˜o
T (G;R) possui uma estrutura de grupo abeliano dado por
[A] ∗ [B] = [(A⊗R B)
δ(G)] para quaisquer [A], [B] ∈ T (G;R)
onde δ(G) = {(σ−1 ⊗ σ) | σ ∈ G} e (A⊗R B)
δ(G) e´ o subanel de A⊗R B
fixo pela ac¸a˜o (componente a componente) de δ(G) sobre A ⊗R B. E´ claro
que (A ⊗R B)
δ(G) e´ uma extensa˜o abeliana de R com grupo de Galois G⊗G
δ(G)
,
naturalmente isomorfo a G. A ac¸a˜o de G sobre (A⊗R B)
δ(G) e´ via primeira
coordenada. O elemento neutro de T (G;R) e´ [eG(R)], com eG(R) =
⊕
σ∈G
Rvσ,
onde {vσ}σ∈G e´ uma famı´lia de idempotentes (dois a dois) ortogonais e de
soma 1. A ac¸a˜o de G sobre eG(R) e´ induzida pelo produto de G, isto e´,
σ(vτ ) = vστ , para quaisquer σ, τ ∈ G. Para cada elemento [A] ∈ T (G;R), o
seu inverso [A]−1 e´ representado pela pro´pria extensa˜o A, com a ac¸a˜o de G
dada por σ : a 7→ σ−1(a), a ∈ A e σ ∈ G. T (G;R) e´ chamado de grupo de
Harrison de G sobre R.
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Em 1968, D. K. Harrison [20], generalizou a teoria cla´ssica de Kummer
sobre extenso˜es abelianas finitas de corpos contendo ra´ızes da unidade para
o contexto de ane´is comutativos. Nesse trabalho, D. K. Harrison construiu
formalmene o grupo T (G;R). O principal resultado de [20], obtido para ane´is
conexos (ane´is onde os u´nicos idempotentes sa˜o 0 e 1) e´ o seguinte:
“ Seja R um anel conexo. Enta˜o existe uma correspondeˆncia biun´ıvoca en-
tre as extenso˜es abelianas finitas de R e os subgrupos finitos de T (Q/Z;R)”,
onde T (Q/Z;R) denota o limite direto dos grupos T (Z/nZ;R), 1 ≤ n ∈ N.
No nosso contexto, de extenso˜es abelianas (finitas) com mesmo grupo de
Galois G, o resultado de D. K. Harrison pode ser reescrito na seguinte forma:
“ Seja R um anel conexo. Enta˜o existe uma correspondeˆncia biun´ıvoca
entre as extenso˜es abelianas de R com mesmo grupo de Galois G e os sub-
grupos finitos de T (G;R)”.
Por exemplo, se |G |= n (resp. |G |= p, p primo) e R e´ um corpo
de caracter´ıstica zero que conte´m uma raiz n-e´sima primitiva da unidade
(resp. de caracter´ıstica p), enta˜o o grupo de Harrison T (G;R) e´ isomorfo
ao grupo quociente U(R)
U(R)n
(
resp. R
+
{r−rp | r∈R}
)
. Este exemplo mostra que a
teoria desenvolvida por D. K. Harrison na˜o so´ estende as teorias cla´ssicas
(multiplicativa) de Kummer e (aditiva) de Artin-Schreier, como tambe´m as
une numa u´nica linguagem. Na realidade, D. K. Harrison queria desenvolver
uma teoria da qual pudesse derivar todas as teorias ate´ enta˜o conhecidas
no estudo das extenso˜es abelianas de um corpo. E ele obteve eˆxito com as
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teorias cla´ssicas de Kummer e de Artin-Schreier. Ja´ naquela e´poca, tinha-
se conscieˆncia de uma sutil conexa˜o entre a teoria de D. K. Harrison e a
teoria de nu´meros alge´bricos. Essa conexa˜o torna-se bem mais expl´ıcita,
envolvendo inclusive as conjecturas de Leopoldt e Vandiver, com os trabalhos
mais recentes de I. Kersten e J. Michalicˇek [24] e [25], ambos de 1989, e
de C. Greither [16] de 1992. Mas e´ preciso destacar que o trabalho de D.
K. Harrison da´ um novo e importante enfoque para o estudo de extenso˜es
abelianas finitas de um corpo ou, mais geralmente, de um anel comutativo
qualquer. Este novo enfoque oferece mais vantagens que a teoria cla´ssica de
corpos, destacando-se aqui as propriedades funtoriais do grupo T (G;R), ja´
que o grupo de Harrison T (G;R) e´ um bifuntor covariante nos dois fatores e
aditivo no primeiro [20].
Toda extensa˜o galoisiana de R com grupo de Galois G tem, de modo
natural, uma estrutura de R[G]-mo´dulo. Esse R[G]-mo´dulo e´ projetivo e
de posto constante 1, se G for abeliano [34]. Denotamos por Pic(R[G])
o grupo de Picard das classes de isomorfismo dos R[G]-mo´dulos projetivos
de posto constante 1. Assim, temos a aplicac¸a˜o canoˆnica pi : T (G,R) →
Pic(R[G]). Na verdade, pi e´ um homomorfismo de grupos abelianos [14]. O
nu´cleo de pi, que denotamos por H(G;R), consiste das classes de isomorfismo
das extenso˜es abelianas de R com mesmo grupo de Galois G, que possuem
R-base normal. Portanto, o estudo do grupo T (G;R), se remete ao estudo
dos subgrupos nu´cleo e imagem de pi. Ale´m disso, ja´ que T (G;R) e´ aditivo
no primeiro fator, e´ suficiente estudar os grupos T (Z/pmZ;R), p primo e
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1 ≤ m ∈ N. Ou seja, estudaremos o grupo de Harrison das extenso˜es c´ıclicas
de R cujo grau e´ uma poteˆncia de um primo p.
Seguindo esta ide´ia, existem va´rios trabalhos dando contribuic¸a˜o ao es-
tudo desses subgrupos e, consequ¨entemente, a` descric¸a˜o do grupo de Harrison
T (G;R). A seguir, destacamos alguns dos trabalhos mais relevantes sobre o
assunto ate´ enta˜o obtidos, de nosso conhecimento:
1) Teoria de Kummer com ra´ızes da unidade: [3], [8], [9], [19] e [32].
n invert´ıvel em R, G ≈ Z/nZ e R conte´m raiz n-e´sima primitiva
da unidade (cf. [3] e [8]): Neste caso, temos que H(G;R) ≈ U(R)/U(R)n,
Im(pi) ≈ Picn(R) e que a sequ¨eˆncia exata de grupos abelianos
1 −−−→ U(R)/U(R)n
ι
−−−→ T (G;R)
pi
−−−→ Picn(R) −−−→ 1
cinde, onde Picn(R) e´ o subgrupo de n-torc¸a˜o de Pic(R).
2) Teoria de Kummer sem ra´ızes da unidade: [10], [17], [16], [23].
p primo ı´mpar invert´ıvel em R, G ≈ Z/pmZ, 1 ≤ m ∈ N e R conexo
(cf. [16]): Neste caso, precisamos de alguns resultados preliminares:
i) Por [22], para cada inteiro m ≥ 1, R pode ser imerso em uma R-
a´lgebra conexa S tal que S conte´m uma raiz ε do polinoˆmio ciclotoˆmico
Φpm(X) = Φp(X
pm−1) = (Xp
m−1
)p−1 + · · ·+Xp
m−1
+ 1. Ale´m disso S = R[ε]
e´ uma extensa˜o c´ıclica de R com grupo de Galois Γ tal que γ(ε) = εt(γ), onde
Γ =< γ > e t : Γ → U(Z/pmZ) e´ um isomorfismo de grupos.
ii) O grupo Γ tem uma ac¸a˜o natural sobre o grupo T (G;S), dada por
γ · [A] = [γA], γ ∈ Γ e [A] ∈ T (G;S), onde o S-mo´dulo γA coincide com o
grupo aditivo A e a ac¸a˜o de S sobre γA e´ induzida por γ : s · a = γ(s)a,
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para quaisquer s ∈ S e a ∈ A. Tambe´m temos que Γ age de modo similar
sobre Pic(S) e de maneira canoˆnica, como grupo de Galois, sobre U(S). Isto
permite definir uma ∗-ac¸a˜o de Γ sobre U(S)/(U(S))p
m
(
resp. P icpm(S)
)
,
conhecida na literatura como “ac¸a˜o de Stickelberger” [10], dada por
γ∗(s) = γ−1(st(γ))(mod U(S)p
m
)
(
resp. γ∗(P ) = γ(P t(γ))
)
, para todo
s ∈ U(S)
(
resp. P ∈ Picpm(S)
)
.
iii) Com a ac¸a˜o de Γ sobre T (G;S) e as ∗-ac¸o˜es de Γ sobre U(S)/U(S)p
m
e Picpm(S), as aplicac¸o˜es ι e pi na sequ¨eˆncia exata de grupos abelianos
1 −−−→ U(S)/(U(S))p
m ι
−−−→ T (G;S)
pi
−−−→ Picpm(S) −−−→ 1
sa˜o Γ-lineares. Consequ¨entemente, a sequ¨eˆncia dos subgrupos esta´veis
1−−−→
(
U(S)/
(
U(S)
)pm)∗Γ ι′
−−−→
(
T (G;S)
)Γ pi′
−−−→
(
Picpm(S)
)∗Γ
−−−→ 1
tambe´m e´ exata, onde ι′ e pi′ denotam as respectivas restric¸o˜es de ι e pi.
iv) A aplicac¸a˜o j : T (G;R) → T (G;S), dada por j([A]) = [S ⊗R A], e´
um homomorfismo de grupos cujo nu´cleo (resp. conu´cleo) e´ igual ao nu´cleo
(resp. conu´cleo) de sua restric¸a˜o j0 a H(G;R). Claramente, j(T (G;R)) ⊆(
T (G;S)
)Γ
e, a menos de isomorfismo, j0
(
H(G;R)
)
⊆
(
U(S)/U(S)p
m
)∗Γ
Finalmente estamos em condic¸o˜es de escrever o resultado principal obtido
neste caso, que pode ser representado pelo seguinte diagrama de grupos, cujas
linhas e colunas sa˜o exatas:
6
ker(j0) ker(j)y y
1−−−→ H(G;R)
i
−−−→ T (G;R)
pi
−−−→ P (G;R) −−−→ 1
j0
y jy j′y
1−−−→
(
U(S)/U(S)p
m
)∗Γ
ι′
−−−→
(
T (G;S)
)Γ pi′
−−−→
(
Picpm(S)
)∗Γ
−−−→ 1y y
coker(j0) coker(j)
onde P (G;R) = coker(i) =
T (G;R)
H(G;R)
e j′ e´ um isomorfismo.
Ale´m disso, se m = 1 enta˜o j0 e j sa˜o isomorfismos [17].
3) Teoria de Artin-Schreier: [12], [33], [45].
p = 0 em R e G ≈ Z/pmZ (cf. [12]): Neste caso H(G;R) = T (G;R)
([26], [39]) e T (G;R) e´ um Z/pmZ-mo´dulo livre de posto constante igual a`
dimensa˜o de R/{r − rp | r ∈ R} como Z/pZ-espac¸o vetorial [12].
De um modo geral, o estudo do grupo T (Z/pmZ;R) nesses trabalhos
ainda esta´ restrito aos casos p invert´ıvel ou p = 0 em R. Ale´m disso, dentre
os trabalhos mais completos com a hipo´tese p invert´ıvel, exige-se a condic¸a˜o
p 6= 2, se m > 1. Quando p e´ um primo na˜o necessariamente invert´ıvel em
R, podemos reduzir o estudo do grupo T (Z/pmZ;R) a dois casos [15]: p na˜o
divisor de zero ou p = 0 em R.
O caso p = 0 ja´ esta´ completamente resolvido, conforme descrito acima
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em 3). No caso em que p na˜o e´ divisor de zero em R, existem va´rios trabalhos
muito interessantes na literatura (cf. [9], [16] e [19] para primos ı´mpares e
[18] e [43] para p = 2), mas todos supondo que R possui uma raiz p-e´sima
primitiva da unidade. Dentre estes, e´ preciso destacar o trabalho de C.
Greither [16] como o mais completo, mas para uma melhor leitura desta
tese, faremos a seguir um breve resumo dos resultados obtidos por L. Childs
em [9].
Sejam p um primo ı´mpar, ε ∈ R uma raiz p-e´sima primitiva da unidade e
G um grupo c´ıclico de ordem p. Suponhamos que p ∈ R× e seja Prim(G;R)
o conu´cleo da inclusa˜o canoˆnica i : H(G;R) → T (G;R). Consequ¨entemente,
a sequ¨eˆncia de grupos dada abaixo e´ exata:
1 −−−→ H(G;R)
i
−−−→ T (G;R)
pi
−−−→ Prim(G;R) −−−→ 1
onde pi e´ a aplicac¸a˜o canoˆnica.
Em [9] Childs descreve Prim(G;R) como sendo isomorfo ao subgrupo
dos elementos primitivos do grupo de Picard Pic(R[G]), isto e´, isomorfo ao
subgrupo {P ∈ Pic(R[G]) | P⊗RP ≈ R[G⊗G]⊗
∆
R[G]P} onde o isomorfismo
exigido e´ de R[G ⊗ G]-mo´dulos e ∆ : R[G] → R[G ⊗ G] e´ o homomorfismo
de R-a´lgebras induzido por ∆(σ) 7→ σ ⊗ σ, σ ∈ G. Na realidade, como
|G |= p este subgrupo e´ de p-torsa˜o ([36] The´ore`me 1.1), isto e´, Prim(G;R) e´
isomorfo ao subgrupo dos elementos primitivos de Picp(R[G]), que denotamos
por PrimPicp(R[G]).
O grupo H(G;R) e´ descrito por L. Childs como sendo isomorfo ao grupo
quociente Uλp(R)/Uλ(R)
p, onde λ = ε − 1 e Uλ(R) denota o grupo das
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unidades de R do tipo 1 + λr, com r ∈ R.
O objetivo desta tese e´ dar uma descric¸a˜o dos grupos T (G;R), H(G;R)
e PrimPicp(R[G]) para o caso em que G e´ um grupo c´ıclico de ordem p, R
na˜o possui uma raiz p-e´sima primitiva da unidade, com p um primo ı´mpar,
exigindo-se apenas que p seja um elemento regular em R. Obtemos esta des-
cric¸a˜o atrave´s da construc¸a˜o de uma nova sequ¨eˆncia exata de grupos. Faze-
mos isto, aplicando te´cnicas da teoria de “descente” galoisiana desenvolvidas
por L. Childs em [10], e generalizadas por Greither em [16], a` sequ¨eˆncia exata
de L. Childs [9], para o caso em que p ∈ R×.
De agora em diante, assumimos que p e´ um primo ı´mpar regular em R e
que o anel R na˜o possui uma raiz p-e´sima primitiva da unidade. Sejam G um
grupo c´ıclico de ordem p e S = R[X]
〈Φp(X)〉
= R[ε], onde ε representa a classe de
X mo´dulo Φp(X), isto e´, ε = X + 〈Φp(X)〉 e´ uma raiz primitiva da unidade
em S. Para cada 1 ≤ i ≤ p − 1, consideremos a aplicac¸a˜o γi : S → S,
induzida por γi : ε 7→ ε
i. Claramente, γi ∈ AutR(S), 1 ≤ i ≤ p − 1 e
Γ = {id = γ1, . . . , γp−1} e´ um grupo c´ıclico de ordem p− 1.
Consideramos a ac¸a˜o natural de Γ sobre os grupos PrimPicp(S[G]) e
T (G;S) e a ∗-ac¸a˜o de Stickelberger sobre o grupo Uλp(S)/Uλ(S)
p. Estas
ac¸o˜es comutam com as aplicac¸o˜es (cf. cap´ıtulo 2)
Uλp(S)/Uλ(S)
p ≈ H(G;S) ↪→ T (G;S) e T (G;S)
pi
→ PrimPicp(S[G]).
Enta˜o, aplicando alguns resultados cla´ssicos e ba´sicos de cohomologia,
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obtemos que a sequ¨eˆncia dos grupos esta´veis por Γ
1−−−→
(
Uλp(S)/Uλ(S)
p
)∗Γ
−−−→
(
T (G;S)
)Γ
−−−→
(
PrimPicp(S[G])
)Γ
−−−→1
e´ exata. Ale´m disso, mostramos que
H(G;R) ≈
(
Uλp(S)/Uλ(S)
p
)∗Γ
≈ η
(
Uλp(S)/Uλ(S)
p
)
≈ H(G;S)
∗Γ,
PrimPicp(R[G]) ≈
(
PrimPicp(S[G])
)Γ
≈ η
(
PrimPicp(S[G])
)
, e
T (G;R) ≈
(
T (G;S)
)Γ
, onde η denota a norma definida para S[Γ]-mo´dulos
M tais que pM = 0, dada por η(x) =
∏
γ∈Γ γ(x), x ∈ M . O isomorfismo
H(G;R) ≈ η
(
Uλp(S)/Uλ(S)
p
)
ja´ tinha sido obtido por D. Maurer [29], com
hipo´teses um pouco mais restritivas. Ale´m disso, aqui mostramos esse iso-
morfismo utilizando me´todos mais simples.
Dividimos este trabalho em treˆs cap´ıtulos: um preliminar, com as notac¸o˜es
e os resultados ba´sicos, que nos permitem desenvolver o tema proposto (se-
gundo cap´ıtulo). Terminamos esta tese com uma aplicac¸a˜o ao caso cu´bico
(terceiro cap´ıtulo), obtendo uma descric¸a˜o do grupo H(Z/3Z;R) indepen-
dente da ∗-ac¸a˜o de Γ. Em particular,
H(Z/3Z, R) ≈
Uλ3(S)
Uλ3(R)·
(
Uλ(S)
)3 .
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Cap´ıtulo 1: Pre´-requisitos
1.1 Extenso˜es galoisianas
O conceito de extensa˜o de Galois de um anel comutativo foi introduzido
por M. Auslander e O. Goldman [2] em 1960, e a teoria correspondente foi
desenvolvida por S. U. Chase, D. K. Harrison e A. Rosenberg [6] em 1965. A
seguir enunciamos o Teorema 1.3 de [6], onde os autores apresentam va´rias
definic¸o˜es equivalentes deste conceito. Enunciamos este teorema segundo
[11], [13] e [40], onde alguns ı´tens foram reescritos com hipo´teses menos
restritivas. Para isso, precisamos fixar a notac¸a˜o utilizada.
Seja R um anel comutativo com unidade. Dizemos que uma R-a´lgebra
comutativa com unidade A e´ uma extensa˜o de R, se A e´ um R-mo´dulo fiel.
Nesse caso, existe uma imersa˜o natural de R em A que associa r com r · 1A,
para cada r ∈ R. Para simplificar a notac¸a˜o identificamos R com R · 1A.
Agora, sejam A uma extensa˜o de R e G um subgrupo finito do grupo
AutR(A), dos R-automorfismos de A. Denotamos por ∆(A;G) o A-mo´dulo
livre com base {uσ | σ ∈ G}. Observemos que ∆(A;G) possui uma estrutura
de R-a´lgebra com a multiplicac¸a˜o dada por:(∑
σ∈G
aσuσ
)(∑
τ∈G
bτuτ
)
=
∑
σ,τ∈G
aσσ(bτ )uστ .
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Consideremos o homomorfismo de R-a´lgebras φ : ∆(A;G) −→ EndR(A)
definido por φ
(∑
σ∈G
aσuσ
)
(a) =
∑
σ∈G
aσσ(a), para cada a ∈ A.
Por outro lado, denotamos por eG(A) a A-a´lgebra das func¸o˜es de G em
A, com as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o usuais. Seja vτ : G −→ A
dada por vτ (ρ) = δτ,ρ =
{
1 se τ = ρ
0 se τ 6= ρ
para cada τ, ρ ∈ G. Quando
τ = id, denotamos δid,ρ por δ1,ρ. Claramente, {vτ}τ∈G e´ uma famı´lia de
idempotentes (dois a dois) ortogonais com soma 1, e consequ¨entemente,
eG(A) =
⊕
τ∈G
Avτ . Consideremos A ⊗R A como A-a´lgebra via primeira
coordenada e o homomorfismo de A-a´lgebras h : A⊗RA −→ eG(A) induzido
por h(a ⊗ b) : ρ 7→ aρ(b), para quaisquer a, b ∈ A e ρ ∈ G. Finalmente,
denotamos por AG = {a ∈ A | ρ(a) = a, ρ ∈ G} o subanel de A formado
pelos elementos esta´veis sob a ac¸a˜o de G, e dado um ∆(A;G)-mo´dulo M ,
denotamos por MG o R-submo´dulo de M formado pelos elementos esta´veis
sob a ac¸a˜o de G. Agora podemos enunciar o teorema
1.1.1. Teorema ([6], Theorem 1.3)
Sejam A uma extensa˜o de R e G um subgrupo finito de AutR(A).
As seguintes condic¸o˜es sa˜o equivalentes:
(i) A e´ um R-mo´dulo projetivo finitamente gerado e
φ : ∆(A;G) −→ EndR(A) e´ um isomorfismo de R-a´lgebras.
(ii) A e´ um R-mo´dulo projetivo finitamente gerado e para qualquer
∆(A;G)-mo´dulo a esquerda M , a aplicac¸a˜o g : A⊗RM
G −→M ,
induzida por g : a⊗m 7→ a ·m e´ um isomorfismo de A-mo´dulos.
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(iii) A e´ um R-mo´dulo projetivo finitamente gerado e
h : A⊗R A −→ eG(A)e´ um isomorfismo de A-a´lgebras.
(iv) AG = R e existem m ∈ N e xj, yj ∈ A (1 ≤ j ≤ m) tais que∑m
j=1 xjσ(yj) = δ1,σ, para todo σ ∈ G.
(v) AG = R e para cada id 6= σ ∈ G e para cada ideal maximal M de
A existe a ∈ A tal que
(
σ(a)− a
)
6∈ M.
(vi) AG = R, A e´ separa´vel sobre R e para cada idempotente na˜o nulo
e de A e para quaisquer σ, τ ∈ G, σ 6= τ , existe a ∈ A tal que
σ(a)e 6= τ(a)e.
Dizemos que A e´ uma extensa˜o galoisiana de R com grupo de Galois G, se
A, R e G satisfazem uma (e portanto todas) das afirmac¸o˜es do Teorema 1.1.1.
Os elementos xi, yi (1 ≤ i ≤ m) do item (iv) sa˜o chamados coordenadas de
Galois de A. Se, em particular, o grupo G e´ c´ıclico (resp. abeliano, p-grupo)
dizemos que a extensa˜o galoisiana A e´ c´ıclica (resp. abeliana, p-extensa˜o).
Toda extensa˜o galoisiana de R com grupo de Galois G e´, como R-mo´dulo,
projetivo finitamente gerado de posto constante igual a` ordem de G (Lemma
4.1 de [6]), chamado de grau da extensa˜o.
1.1.2. Lema ([6], Lemma 1.6)
Seja A, uma extensa˜o galoisiana de R com grupo de Galois G. Enta˜o,
existe c ∈ A tal que tr(c) =
∑
σ∈G σ(c) = 1 e R e´ somando direto de A como
R-mo´dulo.
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Dadas A e B duas extenso˜es galoisianas de R com mesmo grupo de Galois
G, seja f : A −→ B um isomorfismo de R-a´lgebras. Dizemos que f e´ um
isomorfismo de extenso˜es de Galois se f comutar com a ac¸a˜o de G, isto e´, se
o diagrama
A
f
−→ B
σ ↓ ↓ σ
A
f
−→ B
for comutativo, para todo σ ∈ G.
O pro´ximo resultado estende o Teorema 3.4 de [6] e nos da´ condic¸o˜es
suficientes para que um R-homomorfismo entre uma extensa˜o galoisiana de
R e uma R-a´lgebra seja um isomorfismo. Em particular, se A e B sa˜o duas
extenso˜es galoisianas de R com mesmo grupo de Galois G tais que existe um
homomorfismo h : A −→ B satisfazendo σf = fσ, para qualquer σ ∈ G,
enta˜o A e B sa˜o isomorfas como extenso˜es galoisianas.
1.1.3. Proposic¸a˜o
Sejam A, extensa˜o galoisiana de R com grupo de Galois G e B uma
extensa˜o de R tal que exista uma imersa˜o τ : G −→ AutR(B) e B
τ(G) = R.
Se f : A −→ B e´ um homomorfismo de R-a´lgebras satisfazendo τ(σ)f = fσ
para cada σ ∈ G, enta˜o f e´ um isomorfismo.
Demonstrac¸a˜o : Para simplificar a notac¸a˜o, para cada σ ∈ G, denotamos
tambe´m por σ a sua imagem pela imersa˜o em AutR(B). Sejam xi, yi ∈ A
1 ≤ i ≤ m as coordenadas de Galois de A, ou seja,
∑m
i=1 xiσ(yi) = δ1,σ para
qualquer σ ∈ G. Consideremos tr =
∑
σ∈G σ : A −→ R a aplicac¸a˜o trac¸o.
Seja b ∈ B. Temos:
f
(∑m
i=1 xitr
(
f(yi)b
))
=
∑m
i=1 f(xi)tr(f(yi)b) =
∑m
i=1 f(xi) ·
∑
σ∈G σ
(
f(yi)b
)
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=
∑m
i=1 f(xi) ·
∑
σ∈G f
(
σ(yi)
)
σ(b) =
∑
σ∈G f
(∑m
i=1 xiσ(yi)
)
σ(b)
=
∑
σ∈G δ1,σσ(b) = b, isto e´, f e´ sobrejetor.
Agora, seja a ∈ A tal que f(a) = 0. Enta˜o, f
(
σ(yia)
)
= σ
(
f(yia)
)
=
σ
(
f(yi)f(a)
)
= σ(0) = 0, para quaisquer σ ∈ G e 1 ≤ i ≤ m. As-
sim, tr(yia) = f(tr(yia)) = 0, para todo 1 ≤ i ≤ m. Consequ¨entemente,
0 =
∑m
i=1 xitr(yia) =
∑
σ∈G
(∑m
i=1 xiσ(yi)
)
σ(a) =
∑
σ∈G δ1,σσ(a) = a, ou
seja, f e´ injetor. 2
Tomando a inclusa˜o na proposic¸a˜o anterior, obtemos o
1.1.4. Corola´rio
Sejam A ⊆ B extenso˜es galoisianas de R com mesmo grupo de Galois G.
Enta˜o A = B.
Mostremos, por exemplo, que eG(R)
(
que e´ o elemento identidade do
grupo de Harrison T (G;R)
)
e´, de fato, uma extensa˜o galoisiana de R com
grupo de Galois G. Nesse caso, identificamos R com R · 1eG(R) = R ·
∑
τ∈G
vτ .
A ac¸a˜o de G sobre eG(R) e´ dada pela permutac¸a˜o dos vτ induzida pela multi-
plicac¸a˜o de G, isto e´, σ(vτ ) = vστ , σ, τ ∈ G. Claramente R ⊆ eG(R)
G. Seja
α =
∑
τ∈G
rτvτ ∈ eG(R)
G. Enta˜o, σ · α =
∑
τ∈G
rτvστ =
∑
τ∈G
rτvτ , para qualquer
σ ∈ G. Consequ¨entemente, para cada τ fixo, a coordenada rτ de α coincide
com a coordenada rσ−1τ de σ · α, para qualquer σ ∈ G. Ou seja, rτ = rσ−1τ ,
para todo σ ∈ G. Logo, existe r ∈ R tal que r = rτ , para todo τ ∈ G. Assim,
α =
∑
τ∈G
rτvτ =
∑
τ∈G
rvτ = r
∑
τ∈G
vτ = r · 1 = r, isto e´, eG(R)
G = R.
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Finalmente, sejam xτ = yτ = vτ , para cada τ ∈ G. Conforme ja´
observado, {vσ}σ∈G e´ um conjunto de idempotentes ortogonais, ou seja,
vτ vσ = δσ,τ vτ para quaisquer σ, τ ∈ G. Portanto xτ , yτ τ ∈ G sa˜o as
coordenadas de Galois de eG(R).
O pro´ximo lema caracteriza quando uma extensa˜o galoisiana A de R com
grupo de Galois G e´ isomorfa a eG(R).
1.1.5. Lema ([20], Corollary 2)
Seja A, uma extensa˜o galoisiana de R com grupo de Galois G.
As seguintes afirmac¸o˜es sa˜o equivalentes:
(i) A e eG(R) sa˜o extenso˜es galoisianas isomorfas.
(ii) Existe um homomorfismo de R-a´lgebras f : A→ R.
Consideremos agora B uma R-a´lgebra comutativa. A partir de uma
extensa˜o galoisiana de R, constru´ımos uma extensa˜o galoisiana de B com
mesmo grupo de Galois. Fazemos esta “subida” via produto tensorial sobre
R, como mostra o pro´ximo lema, devido a S. U. Chase, D. K. Harrison e A.
Rosemberg.
1.1.6. Lema ([6], Lemma 1.7)
Sejam A, uma extensa˜o galoisiana de R com grupo de Galois G e B uma
R-a´lgebra comutativa. Consideramos G agindo sobre B ⊗R A via σ(b⊗ a) =
b ⊗ σ(a), para quaisquer a ∈ A, b ∈ B e σ ∈ G. Enta˜o, B ⊗R A e´ uma
extensa˜o galoisiana de B com grupo de Galois G.
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O pro´ximo resultado e´ uma consequ¨eˆncia imediata do Lema 1.1.6 e da
Proposic¸a˜o 1.1.3.
1.1.7. Corola´rio
Sejam A, uma extensa˜o galoisiana de S com grupo de Galois G e H um
grupo finito qualquer. Enta˜o, A[H] e´ uma extensa˜o galoisiana de S[H] com
grupo de Galois G agindo sobre A[H] via σ
(∑
h∈H
ahh
)
=
∑
h∈H
σ(ah)h.
O Lema que enunciamos a seguir, devido a M. Orzech (Lemma 1.5 de
[34]), nos da´ uma rec´ıproca do Lema 1.1.6 no caso em que S e´ uma R-a´lgebra
fielmente plana ([4], pg.46).
1.1.8. Lema ([34], Lemma 1.5-b)
Sejam A uma R-a´lgebra comutativa e G um subgrupo finito de AutR(A).
Seja S uma R-a´lgebra fielmente plana tal que S ⊗R A seja uma extensa˜o
galoisiana de S com grupo de Galois G. Enta˜o, A e´ uma extensa˜o galoisiana
de R com grupo de Galois G.
1.2 Raiz Primitiva da Unidade
Sejam S um anel com unidade, S× = {s ∈ S | s e´ regular em S} e n ∈ N,
n 6= 0. Nosso objetivo nesta secc¸a˜o e´ estender o conceito de raiz primitiva n-
e´sima da unidade ao anel S, com n ∈ S×, a partir da raiz complexa ξ = e2pii/n.
Tambe´m descrevemos o ideal gerado pelo primo p, quando o anel S possui
uma raiz primitiva p-e´sima da unidade.
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Temos, que em Z[ξ][X], Xn − 1 =
n−1∏
i=0
(X − ξi) e n =
n−1∏
i=1
(1− ξi).
Seja φd(X) =
∏
1≤i≤d
(i,d)=1
(X − ξi) o d-e´simo polinoˆmio ciclotoˆmico. Enta˜o,
Xn − 1=
∏
d|n
φd(X) e φd(X) ∈ Z[X] e´ irredut´ıvel e moˆnico ([30], pg.40 ).
Dado um homomorfismo de ane´is com unidade σ : S → S ′, denotamos
por σ∗ : S[X] → S ′[X] o homomorfismo de ane´is induzido por σ, isto e´,
σ∗
( m∑
i=0
aiX
i
)
=
m∑
i=0
σ(ai)X
i. Enta˜o o d-e´simo polinoˆmio ciclotoˆmico em
S[X], que denotamos por Φd(X), e´ a imagem de φd(X) pelo homomorfismo
σ∗ : Z[X] → S[X] com σ(t) = t · 1S, para todo t ∈ Z.
Consideremos agora o epimorfismo de ane´is θ : Z[X] → Z[ξ] definido por
θ(g) = g(ξ) . Como φn(ξ) = 0 e φn(X) e´ irredut´ıvel e moˆnico em Z[X],
Ker(θ) = 〈φn(X)〉. Assim, pelo teorema do homomorfismo,
θ :
Z[X]
〈φn(X)〉
−→ Z[ξ] onde θ : g 7→ g(ξ) e´ um isomorfismo de ane´is.
O lema a seguir nos permite estender o conceito de raiz primitiva da
unidade ao anel S.
1.2.1. Lema
Sejam 0 6= n ∈ N e ε ∈ S. As seguintes afirmac¸o˜es sa˜o equivalentes:
(i) n ∈ S× e Φn(ε) = 0.
(ii) εn = 1 e (1− εi) ∈ S×, para todo 1 ≤ i ≤ n− 1.
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Demonstrac¸a˜o : Sejam ρ : S[X] −→ S dado por ρ : g 7→ g(ε) e
h = ρ ◦ σ∗ : Z[X] −→ S. Como acima, φn ∈ Ker(h). Consequ¨entemente,
existe um homomorfismo de ane´is h :
Z[X]
〈φn(X)〉
−→ S. Assim,
β = h ◦ θ
−1
: Z[ξ] −→ S, β : g(ξ) 7→ g(ε) e´ um homomorfismo de ane´is.
Agora, em Z[ξ], ξn = 1 e n =
n−1∏
i=1
(1− ξi). Portanto, em S,
εn = β(ξ)n = β(ξn) = β(1) = 1 e n = β(n) =
n−1∏
i=1
β(1− ξi) =
n−1∏
i=1
(1− εi).
Mas n ∈ S×, e enta˜o, (1− εi) ∈ S×, para todo 1 ≤ i ≤ n− 1.
Reciprocamente, suponhamos que εn = 1 e que, para cada 1 ≤ i ≤ n− 1,
(1− εi) ∈ S×. Enta˜o, segue que
0 = (εi)
n
− 1 = (εi − 1)
(
(εi)
n−1
+ (εi)
n−2
+ . . .+ εi + 1
)
, donde
conclu´ımos que
(
(εi)
n−1
+ (εi)
n−2
+ . . .+ εi + 1
)
= 0, pois (εi − 1) ∈ S×.
Ou seja, εi e´ raiz do polinoˆmio f(X) = Xn−1 + . . . + X + 1 para cada
1 ≤ i ≤ n− 1. Como f e´ moˆnico e (εi − εj) ∈ S× para quaisquer
1 ≤ i 6= j ≤ n− 1, e´ fa´cil ver que f =
n−1∏
i=1
(X − εi). Assim,
n = f(1) =
n−1∏
i=1
(1− εi) ∈ S×. Ale´m disso, em Z[X], (X ` − 1) =
∏
d|`
φd(X)
e enta˜o, aplicando σ∗, obtemos que, em S[X], (X ` − 1) =
∏
d|`
Φd(X). Con-
sequ¨entemente, (ε` − 1) =
∏
d|`
Φd(ε). Agora, se ` < n, enta˜o (ε
` − 1)∈ S×
e segue que Φd(ε) ∈ S
×, para todo d | `. Em particular,
(∏
`|n
`6=n
Φ`(ε)
)
∈ S×.
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Ja´ que
∏
`|n
φ`(X) = (X
n − 1) em Z[X], segue que
∏
`|n
Φ`(ε) = ε
n − 1 = 0,
isto e´, 0 =
(∏
`|n
`6=n
Φ`(ε)
)
·Φn(ε). Logo, Φn(ε) = 0. 2
Sejam 0 6= n ∈ N e ε ∈ S. Dizemos que ε e´ raiz n-e´sima primitiva da
unidade em S, se ε e n satisfazem uma das condic¸o˜es equivalentes do lema.
Observemos que para p primo, em Z[ξ][X], φp(X) =
p−1∑
i=0
X i =
p−1∏
i=1
(X − ξi).
Enta˜o, segue do homomorfismo β definido na demonstrac¸a˜o acima que
p−1∑
i=0
zi =
p−1∏
i=1
(z − εi) para todo z ∈ S. Em particular, p =
p−1∏
i=1
(1− εi).
Consideremos agora 0 6= n ∈ N e R um anel com unidade que na˜o
conte´m uma raiz n-e´sima primitiva da unidade, com n ∈ R×. Sejam
S =
R[X]
〈Φn(X)〉
e ε = X + 〈Φn(X)〉 ∈ S. Claramente n = n · 1S ∈ S
× e
Φ(ε) = 0, e portanto ε e´ uma raiz n-e´sima primitiva da unidade em S = R[ε].
Por outro lado, temos que {1, ε, . . . , εm−1} e´ uma R-base de R[ε], onde m
e´ o grau de Φn(X). Enta˜o, segue que todo elemento regular de R tambe´m
e´ regular em R[ε], ou seja, R× ⊆ (R[ε])×. Por outro lado, e´ imediato que
todo elemento de R ∩ (R[ε])×, e´ regular em R. Isto mostra que os elementos
regulares se comportam muito bem com relac¸a˜o a` contrac¸a˜o. O lema abaixo
registra este fato:
1.2.2. Lema
Sejam 0 6= n ∈ N, ε raiz n-e´sima primitiva da unidade num anel S que
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conte´m R e S = R[ε]. Enta˜o, R
⋂
S× = R×.
O pro´ximo lema, juntamente com a igualdade p =
p−1∏
i=1
(1− εi) em S, que
vimos acima, nos permite dar uma descric¸a˜o do ideal gerado por p, pS, em
func¸a˜o de (1− ε).
1.2.3. Lema
Sejam p ∈ Z primo, S =
R[X]
〈Φp(X)〉
e ε = X + 〈Φp(X)〉. Enta˜o,
(1− εi)S = (1− ε)S para cada 1 ≤ i ≤ p− 1.
Demonstrac¸a˜o : Seja i ∈ {1, . . . , p− 1}. Logo, existem nu´meros inteiros
s e t satisfazendo 1 = si+tp. Mas ε e´ uma raiz p-e´sima primitiva da unidade
em S, e enta˜o ε− 1 = (εi − 1)
(
εi(s−1) + · · ·+ εi + 1
)
. Por outro lado,
εi − 1 = (ε− 1)
(
εi−1 + · · ·+ ε+ 1
)
. Logo,
ε− 1 = (ε− 1)
(
εi−1 + · · ·+ ε+ 1
)(
εi(s−1) + · · ·+ εi + 1
)
ou seja,
(
εi−1 + · · ·+ ε+ 1
)(
εi(s−1) + · · ·+ εi + 1
)
= 1. Assim,
u = εi−1 + · · · + ε + 1 ∈ U(S), onde U(S) denota o conjunto das unidades
do anel S. Portanto, 1 − εi = u(1 − ε), com u ∈ U(S). Segue que
(1− εi)S = (1− ε)uS = (1− ε)S. 2
1.2.4. Corola´rio
Sejam p ∈ Z primo, S =
R[X]
〈Φp(X)〉
e ε = X + 〈Φp(X)〉. Enta˜o,
pS =
p−1∏
i=1
(1− εi)S = (1− ε)(p−1)S.
21
O corola´rio a seguir sera´ muito u´til no pro´ximo cap´ıtulo. Ele nos permitira´
definir os isomorfismos necessa´rios para dar uma caracterizac¸a˜o do grupo das
extenso˜es galoisianas sobre o anel R com mesmo grupo de Galois (ver cap´ıtulo
2).
1.2.5. Corola´rio
Sejam S uma a´lgebra comutativa, ε ∈ S uma raiz p-e´sima primitiva da
unidade, λ = (ε − 1) e a = λps + 1 com s ∈ S. Enta˜o, existe um
polinoˆmio moˆnico f ∈ S[X] tal que (λX + 1)p − a = λpf(X).
Demonstrac¸a˜o : Claramente (λX + 1)p − a =
∑p
i=1
(
p
i
)
λiX i − λps.
Mas, pelo corola´rio anterior,
(
p
i
)
λi ∈ λipS = λiλp−1S ⊆ λpS. Logo,
para cada i ∈ {1, . . . , p} existe si ∈ S tal que
(
p
i
)
λi = λpsi. Enta˜o,
(λX+1)p−a =
∑p
i=1 λ
psiX
i−λps = λp
(∑p
i=1 siX
i−s
)
. Como
(
p
p
)
λp = λp,
sp = 1. Consequ¨entemente, o polinoˆmio f(X) =
∑p
i=1 siX
i − s ∈ S[X] e´
moˆnico e, por construc¸a˜o, satisfaz (λX + 1)p − a = λpf(X). 2
Dado um anel A, denotamos por Max(A) o conjunto dos ideais maximais
de A.
1.2.6. Lema
Sejam S uma extensa˜o inteira de R, Γ ⊆ AutR(S) subgrupo finito tal que
SΓ = R, ℘ ∈ Max(R) e F = {q ∈ Max(S) | q ∩ R = ℘}. Enta˜o, Γ age
transitivamente sobre F. Em particular, se R e´ um anel semi-local enta˜o S
tambe´m e´ semi-local.
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Demonstrac¸a˜o : Claramente, F = {q ∈ Max(S) | ℘S ⊆ q}. Logo, como
℘S e´ um ideal na˜o nulo de S, existe um ideal maximal de S que conte´m ℘S.
Enta˜o, este ideal pertence a` F, e portanto F 6= ∅. Seja q ∈ F e suponhamos,
por absurdo, que exista q′ ∈ F satisfazendo q′ 6= γ(q), para todo γ ∈ Γ.
Assim, S = q′ + γ(q), para cada γ ∈ Γ. Logo, {q′, γ(q) | γ ∈ Γ} e´ um
conjunto finito de ideais co-maximais. Pelo Teorema Chineˆs dos Restos,
existe x ∈ S tal que x ∈ q′ e x ≡ 1
(
mod γ(q)
)
, para todo γ ∈ Γ. Em
particular, x 6∈ γ(q), ou seja, γ−1(x) 6∈ q para qualquer γ ∈ Γ. Segue que∏
γ∈Γ
γ−1(x) 6∈ q. Por outro lado,
∏
γ∈Γ
γ−1(x) ∈ SΓ = R. Temos ainda que
x ∈ q′, donde obtemos que
∏
γ∈Γ
γ−1(x) ∈ q′ ∩R = ℘ ⊆ q, o que contradiz a
hipo´tese assumida. Portanto Γ age transitivamente sobre F.
Agora Γ e´ um grupo finito, e portanto segue que F e´ uma famı´lia finita.
Consequ¨entemente, se R e´ um anel semi-local enta˜o S tambe´m e´ semi-local
(ver [1] Corollary 5.8). 2
Finalizamos esta secc¸a˜o, observando que se R e´ um anel local, S = R[ε]
e´ semilocal. Isto e´ uma consequ¨eˆncia do Lema anterior, ja´ que S = R[ε] e´
uma extensa˜o inteira de R tal que R = SΓ, onde Γ = {γi | γi : ε 7→ ε
i, 1 ≤
i ≤ p− 1} subgrupo finito de AutR(S).
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1.3 Extenso˜es de Galois com base normal
Seja A, uma extensa˜o galoisiana de R com grupo de Galois G. Nesta
secc¸a˜o caracterizamos os elementos geradores de uma R-base normal de A,
isto e´, os elementos x ∈ A tais que {σ(x) | σ ∈ G} e´ uma base de A como
R-mo´dulo livre. A proposic¸a˜o a seguir relaciona a existeˆncia de uma R-base
normal com a invertibilidade de matrizes. Isto nos da´ uma boa ferramenta
para verificar se uma determinada R-base de A e´ gerada pela ac¸a˜o de G sobre
um elemento de A, ou seja, se A possui uma R-base normal.
1.3.1. Proposic¸a˜o ([39], Proposition 3.1)
Sejam A uma, extensa˜o galoisiana de R com grupo de Galois
G = {σ1 = idA, σ2, . . . , σn} e x ∈ A. As seguintes condic¸o˜es sa˜o equivalentes:
(i) {xi = σi(x) | 1 ≤ i ≤ n} e´ R-base normal de A.
(ii) det
(
σi(xj)
)
1≤i,j≤n
∈ U(A).
Demonstrac¸a˜o : Sejam ai, bi ∈ A, 1 ≤ i ≤ m, tais que
∑m
i=1 aiσj(bi) = δ1,j
para todo 1 ≤ j ≤ n. Agora, para cada i ∈ {1, . . . ,m}, existem λi,k ∈ R,
1 ≤ k ≤ n tais que ai =
∑n
k=1 λi,kxk. Assim,
δ1,j =
∑m
i=1 aiσj(bi) =
∑m
i=1
∑n
k=1 λi,k xk·σj(bi) =
∑n
k=1 xk·σj
(∑m
i=1 λi,kbi
)
=∑n
k=1 xkσj(yk) para qualquer 1 ≤ j ≤ n, onde yk =
∑m
i=1 λi,kbi, para cada
1 ≤ k ≤ n.
Definimos as matrizes M =
(
σi(xj)
)
=
(
σiσj(x)
)
e N =
(
σj(yi)
)
com
1 ≤ i, j ≤ n. Enta˜o, MN = In, a matriz identidade n× n. De fato,(
σi(x1), . . . , σ(xn)
)
·
(
σj(y1), . . . , σj(yn)
)t
=
∑n
k=1 σi(xk)σj(yk)
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= σi
∑n
k=1 xk(σ
−1
i σj)(yk) = δi,j. Logo, det
(
σiσj(x)
)
1≤i,j≤n
∈ U(A).
Reciprocamente, seja x ∈ A tal que det
(
σiσj(x)
)
1≤i,j≤n
∈ U(A). Como
M =
(
σiσj(x)
)
e´ invert´ıvel, sejam y1, . . . , yn ∈ A, as entradas da primeira
coluna da matriz M−1. Logo, para qualquer 1 ≤ i ≤ n,∑n
j=1 σiσj(x)yj = δid,σi = δ1,i. Enta˜o, M
−1 =
(
σj(yi)
)
1≤i,j≤n
. De fato,
(
σi(x1), . . . , σi(xn)
)
·
(
σj(y1), . . . , σj(yn)
)t
=
∑n
k=1 σi(xk)σj(yk)
= σj
(∑n
k=1 σ
−1
j σi(xk)yk
)
= σj(δid,σ−1j σi) = σj(δi,j) = δi,j .
Seja T
M
: An −→ An definido por T
M
(a1, . . . , an) = (a1, . . . , an) · M
t.
Enta˜o, T
M
e´ um isomorfismo de R-mo´dulos. Seja a ∈ A. Da sobrejetivi-
dade de T
M
, decorre que existem λ1, . . . , λn ∈ A tais que TM (λ1, . . . , λn) =
(a, σ2(a), . . . , σn(a)). Desta igualdade decorre que
∑n
i=1 λixi = a e que
(λ1, . . . , λn) = (a, σ2(a), . . . , σn(a))(M
t)−1. Segue que λi =
∑n
j=1 σj(axi) ∈
AG = R. Consequ¨entemente, {x1, . . . , xn} e´ um sistema de geradores de A
sobre R. Agora, sejam, r1, . . . , rn ∈ R tais que
∑n
i=1 rixi = 0. Mas,
T
M
(r1, . . . , rn) = (r1, . . . , rn)M
t
=
( n∑
i=1
riσ1(xi),
n∑
i=1
riσ2(xi), . . . ,
n∑
i=1
riσn(xi)
)
=
( n∑
i=1
rixi, σ2(
n∑
i=1
rixi), . . . , σn(
n∑
i=1
rixi)
)
,
e segue que T
M
(r1, . . . , rn) = 0. Como TM e´ injetor, temos que ri = 0 para
todo 1 ≤ i ≤ n. Logo, {x1, . . . , xn} e´ R-linearmente independente, e por-
tanto {x1 = σ1(x), . . . , xn = σn(x)} e´ uma R-base de A. 2
25
1.3.2. Corola´rio
Suponhamos que A seja extensa˜o galoisiana de R com grupo de Galois
c´ıclico G = 〈σ | σn = 1〉 e α =
n−1∑
i=0
αiσ
−i ∈ A[G]. As condic¸o˜es abaixo sa˜o
equivalentes:
(i) {αi}
n−1
i=0 e´ R-base de A e σ
i(α0) = αi, para todo 0 ≤ i ≤ n− 1.
(ii) α ∈ U(A[G]) e σ(α) = ασ, onde a ac¸a˜o de G sobre A[G] e´ dada
pela ac¸a˜o nas coordenadas.
Demonstrac¸a˜o : Mostremos que σi(α0) = αi, 1 ≤ i ≤ n− 1 e´ equivalente
a σ(α) = ασ. Temos: α =
∑n−1
i=0 αiσ
−i =
∑n−1
i=0 σ
i(α0)σ
−i, e portanto, segue
que σ(α) =
∑n−1
i=0 σ
i+1(α0)σ
−i =
∑n
j=1 σ
j(α0)σ
−jσ =
(∑n−1
j=0 σ
j(α0)σ
−j
)
σ =
ασ. Reciprocamente,
∑n−1
i=0 σ(αi)σ
−i =
∑n−1
i=0 αiσ
−i+1 =
∑n−1
j=0 αj+1σ
−j, e
enta˜o, αj+1 = σ(αj), para qualquer 0 ≤ j ≤ n − 1, ou seja, αi = σ
i(α0),
para todo 1 ≤ i ≤ n− 1.
Resta verificar que {αi}
n−1
i=0 e´ R-base de A equivale a α ∈ U(A[G]). Seja
Cn(A) =


M =


a0 a1 a2 . . . an−1
an−1 a0 a1 . . . an−2
...
...
...
...
a1 a2 a3 . . . a0

 | ai ∈ A, 0 ≤ i ≤ n− 1


,
a R-suba´lgebra comutativa de An×n das matrizes circulantes. Considere-
mos agora τ : An −→ An a permutac¸a˜o circular τ : (a0, a1, . . . , an−1) 7→
(an−1, a0, a1, . . . , an−2). Claramente, τ ∈ AutA(A
n) e τn = idAn . Tambe´m
e´ fa´cil ver que uma matriz quadrada M ∈ Cn(A) se, e somente se, existe
v = (a0, a1, . . . , an−1) ∈ A
n tal que M =
(
v, τ(v), . . . , τn−1(v)
)t
.
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Sejam v0 = (0, . . . , 0, 1) ∈ A
n e θ =
(
v0, τ(v0), . . . , τ
n−1(v0)
)t
. E´ fa´cil
ver que θn = In (a matriz identidade) e para cada 1 ≤ i ≤ n − 1,
θi =
(
vi, τ(vi), . . . , τ
n−1(vi)
)t
, onde vi = (0, . . . , 0, 1, 0, . . . , 0) com 1 na i-
e´sima coordenada (1 ≤ i ≤ n− 1 ). Ale´m disso, para cada matriz circulante
M , temos M =
(
v, τ(v), . . . , τn−1(v)
)t
com v = (a0, a1, . . . , an−1) =
n−1∑
i=0
aivi,
e portanto,
M=
(
v, τ(v), . . . , τn−1(v)
)t
=
(∑n−1
i=0 aivi,
∑n−1
i=0 aiτ(vi), . . . ,
∑n−1
i=0 aiτ
n−1(vi)
)t
=
∑n−1
i=0 ai
(
vi, τ(vi), . . . , τ
n−1(vi)
)t
=
∑n−1
i=0 aiθ
i.
Finalmente, seja φ : A[G]−→ Cn(A) dado por φ
(∑n−1
i=0 aiσ
−i
)
=
∑n−1
i=0 aiθ
i.
Enta˜o, φ e´ um isomorfismo de A-a´lgebras. Consequ¨entemente, U(A[G]) e
U
(
Cn(A)
)
sa˜o isomorfos. Logo, α ∈ U(A[G]) e φ(α) ∈ U
(
Cn(A)
)
sa˜o
equivalentes. O resultado segue agora da Proposic¸a˜o 1.3.1. 2
Voltemos a considerar p ∈ Z primo e regular em R, S =
R[X]
〈Φp(X)〉
= R[ε],
ε = X+〈Φp(X)〉. Como ja´ vimos, ε e´ uma raiz p-e´sima primitiva da unidade
em S. Denotamos por γi o R-automorfismo de S dado por γi(ε) = ε
i e seja
Γ = {γi | 1 ≤ i ≤ p − 1}. Como p e´ primo, U
( Z
pZ
)
e´ um grupo c´ıclico.
Claramente, ρ : U
(
Z
pZ
)
−→ Γ dado por ρ(i) = γi, para todo 1 ≤ i ≤ p− 1 e´
um isomorfismo de grupos. Seja i0 um gerador de U
(
Z
pZ
)
. Portanto, Γ e´ um
grupo c´ıclico com, por exemplo, Γ = 〈ρ( i0 )〉. De agora em diante, fixamos
t ∈ {1, . . . , (p− 1)} tal que γ = γt = ρ( i0 ), isto e´, Γ = 〈γ〉.
Dada A, uma extensa˜o galoisiana de S com grupo de Galois G, dizemos
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que A e´ uma extensa˜o Γ-normal de S, se existe γ˜ : A −→ A automorfismo de
R-a´lgebra que comuta com a ac¸a˜o de G e estende γ, isto e´, γ˜ |S= γ e σγ˜ = γ˜σ
para todo σ ∈ G. Por exemplo, A = eG(S) e´ uma extensa˜o Γ-normal de S. De
fato, seja γ˜ : eG(S) −→ eG(S) definida por γ˜
(∑
τ∈G sτvτ
)
=
∑
τ∈G γ(sτ )vτ ,
para todo
∑
τ∈G sτvτ ∈ eG(S). Claramente, γ˜ e´ um R-automorfismo de
eG(S) que comuta com a ac¸a˜o de G sobre eG(S) e estende γ.
Consideremos agora A, uma extensa˜o galoisiana de S com grupo de Galois
G = 〈σ | σp = 1〉 que tambe´m e´ uma extensa˜o Γ-normal de S. Seja
γ˜ ∈ AutR(A) satisfazendo γ˜ |S= γ e γ˜σ = σγ˜. Os grupos G e Γ se estendem
naturalmente a grupos de automorfismos de A[G], pelas ac¸o˜es abaixo:
σ(
p−1∑
i=0
aiσ
−i) =
p−1∑
i=0
σ(ai)σ
−i e γ˜(
p−1∑
i=0
aiσ
−i) =
p−1∑
i=0
γ˜(ai)σ
−it
satisfazendo σγ˜ = γ˜σ.
Temos, pelo Corola´rio 1.1.7, que A[G] e´ extensa˜o galoisiana de S[G] com
grupo de Galois G. A seguir, constru´ımos uma S-base normal de A induzida
pela ac¸a˜o de γ˜ sobre o gerador de uma S-base normal de A conhecida. Isto
e´ uma aplicac¸a˜o direta do corola´rio anterior.
1.3.3. Corola´rio
Sejam R,S,Γ, G,A, γ, σ, t, p e ε, como acima. Suponhamos ainda que γ˜
estenda γ a` A[G] satisfazendo γ˜σ = σγ˜ e α0 ∈ A e´ tal que {αi = σ
i(α0)}
p−1
i=0
seja uma S-base normal de A, α =
p−1∑
i=0
αiσ
−i e β =
p−2∏
i=0
γ˜−i(α−1)t
i
=
p−1∑
i=0
βiσ
−i ∈ A[G]. Enta˜o, {βi = σ
i(β0)}
p−1
i=0 e´ tambe´m S-base normal de A.
28
Demonstrac¸a˜o : Pelo Corola´rio 1.3.2, σ(α) = ασ e α ∈ U(A[G]). Con-
sequ¨entemente, σ(α−1) = α−1σ−1 e β ∈ U(A[G]). Ale´m disso, γ˜(σ−1) = σ−t.
Portanto, γ˜−1(σ−1) = (σ−1)t
−1
, e γ˜−i(σ−1) = (σ−1)t
−i
, para todo
1 ≤ i ≤ p− 1. Agora,
σ(β) = σ
(p−2∏
i=0
γ˜−i(α−1)t
i
)
=
p−2∏
i=0
γ˜−i
(
σ(α−1)
)ti
=
p−2∏
i=0
γ˜−i(α−1σ−1)t
i
=
(p−2∏
i=0
γ˜−i(α−1)t
i
)
·
(p−2∏
i=0
γ˜−i(σ−1)t
i
)
= β ·
∏(
(σ−1)t
−i
)ti
= β · (σ−1)(p−1) = βσ.
Segue, novamente do Corola´rio 1.3.2, que {βi}
p−1
i=0 e´ S-base normal de A. 2
Finalizamos esta secc¸a˜o com o teorema, devido a L. Childs, que carac-
teriza quando A, uma extensa˜o galoisiana de S com grupo de Galois c´ıclico
de ordem prima p, possui uma S-base normal, no caso em que S conte´m ε,
uma raiz p-e´sima primitiva da unidade, com p regular em S. Faremos sua
demonstrac¸a˜o pois usaremos muitas vezes, no pro´ximo cap´ıtulo, argumentos
que sa˜o utilizados aqui. Para isso, seja λ = ε − 1 e denotamos por Uλ(A) o
subgrupo das unidades de A do tipo 1 + λx, com x ∈ A. Precisamos do
seguinte lema:
1.3.4. Lema
Sejam S anel comutativo com unidade, p ∈ Z primo, ε ∈ S raiz p-
e´sima primitiva da unidade, A extensa˜o galoisiana de S com grupo de Galois
G = 〈σ | σp = 1〉 que possui S-base normal e Aj = {x ∈ A | σ(x) = ε
jx},
para todo 0 ≤ j ≤ p − 1. Enta˜o, existe z ∈ Uλ(A) tal que Aj = Sz
j, para
todo 0 ≤ j ≤ p− 1.
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Demonstrac¸a˜o : Seja α ∈ A tal que {αi = σ
i(α)}p−1i=0 e´ S-base normal de
A. Enta˜o, para qualquer 0 ≤ j ≤ p − 1, Aj = Szj, onde zj =
∑p−1
i=0 ε
−ijαi.
De fato: σ(zj) =
∑p−1
i=0 ε
−ijαi+1 =
∑p
i=1 ε
−(i−1)jαi = ε
j
∑p
i=1 ε
−ijαi = ε
jzj, e
portanto, zj ∈ Aj. Assim, Szj ⊆ Aj, para qualquer 0 ≤ j ≤ p− 1. Recipro-
camente, seja a ∈ Aj, a =
∑p−1
i=0 siαi ∈ A. Logo, σ(a) =
∑p−1
i=0 siαi+1 =∑p−1
i=0 ε
jsiαi. Consequ¨entemente, para todo 0 ≤ i ≤ p − 2, temos que
si = ε
jsi+1 e sp−1 = ε
js0, ou equivalentemente, si+1 = ε
−jsi, para qual-
quer 0 ≤ i ≤ p− 2, isto e´,
a = s0α + ε
−js0σ(α) + ε
−2js0σ
2(α) + . . .+ ε−ijs0σ
i(α) + . . .+ εjs0σ
(p−1)(α)
= s0
(∑p−2
i=0 ε
−ijσi(α) + εjσ(p−1)(α)
)
= s0zj ∈ Rzj, e Aj = Szj.
Como A e´ uma extensa˜o galoisiana de S, zj ∈ U(A), para todo 0 ≤ j ≤
p− 1. Isto segue das coordenadas de Galois: sejam ai; bi, 1 ≤ i ≤ n tais que∑n
i=1 aiσ
−j(bi) = δ0j, para qualquer 0 ≤ j ≤ p−1. Mas, para cada 1 ≤ i ≤ n,
existem si,k ∈ S com 0 ≤ k ≤ p− 1 tais que ai =
∑p−1
k=0 si,kαk. Enta˜o, δ0,j =∑n
i−1
(∑p−1
k=0 si,kαk
)
σ−j(bi) =
∑p−1
k=0 αkσ
−j
(∑n
i−1 si,kbi
)
=
∑p−1
k=0 αkσ
−j(βk),
onde βk =
∑n
i−1 si,kbi, para qualquer 0 ≤ k ≤ p−1. Aplicando σ
j, para cada
0 ≤ j ≤ p− 1, δ0,j =
∑p−1
k=0 αk+jβk . Assim,
zj(
∑p−1
k ε
kjβk) = (
∑p−1
k=0 ε
−ijαi)(
∑p−1
k=0 ε
kjβk) =
∑p−1
l=0
(∑
i=k+l αiβk
)
ε−lj
=
∑p−1
l=0
(∑p−1
k=0 αk+lβk
)
ε−lj =
∑p−1
l=0 δ0,lε
−lj = 1, isto e´, zj ∈ U(A), para todo
0 ≤ j ≤ p− 1.
Agora, para cada 0 ≤ j ≤ p− 1, σ(zj1) = σ(z1)
j = (εz1)
j = εjzj1, e enta˜o,
zj1 ∈ Aj. Logo, Sz
j
1 ⊆ Aj = Szj. Consequ¨entemente, existe sj ∈ S tal que
zj1 = sjzj. Como zk ∈ U(A), para todo 0 ≤ k ≤ p − 1, sj ∈ U(A). Mas,
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s−1j = z
−j
1 zj, e portanto, σ(s
−1
j ) = σ(z
−j
1 )σ(zj) = ε
−jz−j1 ε
jzj = z
−j
1 zj = s
−1
j .
Segue que s−1j ∈ A
G = S, ou seja, zj = s
−1
j z
j
1 ∈ Sz
j
1, e conclu´ımos que
Aj = Szj = Sz
j
1. Resta verificar que z = z1 ∈ Uλ(A), isto e´, z ≡ 1(modλA).
Temos Sz0 = A0 = A
G = S, e enta˜o, z0 ∈ U(S). Substituindo α por
z−10 α, podemos supor que z0 = 1. Ale´m disso, z − z0 =
∑p−1
i=1 (ε
−i − 1)αi =∑p−1
i=1 λ(ε
p−i−1 + εp−i−2 + . . .+ ε+ 1)αi, ou, z ≡ z0 ≡ 1(modλA). 2
1.3.5. Teorema ([9], Theorem 2.5)
Sejam p ∈ Z primo, S um anel comutativo com unidade onde p e´ regular,
ε ∈ S raiz p-e´sima primitiva da unidade. Seja A, uma extensa˜o galoisiana de
S com grupo de Galois G c´ıclico de ordem p e G = 〈σ〉. Enta˜o, as seguintes
afirmac¸o˜es sa˜o equivalentes:
(i) Existe z ∈ Uλ(A) tal que σ(z) = εz.
(ii) Existe x ∈ A tal que A = S[x] e σ(x) = εx+ 1.
(iii) A possui S-base normal.
Demonstrac¸a˜o : (i⇒ ii) Como z ∈ Uλ(A), existe x ∈ A tal que z = 1+λx.
Agora, εz = σ(z) = 1 + λσ(x), ou seja, ε + ελx = 1 + λσ(x), ou ainda,
λσ(x) = (ε − 1) + ελx = λ(1 + εx). Logo, λ(σ(x) − 1 − εx) = 0. Mas
λ ∈ R×, e portanto σ(x) = 1 + εx. Mostremos que A = S[x]. Observemos
que, para todo 1 ≤ i ≤ p − 1, εi − 1 = (ε − 1)(εi−1 + . . . + ε + 1) e que
σi = εix+(εi−1+ . . .+ε+1). Assim, σi(x)−x = (εi−1)x+(εi−1+ . . .+ε+1)
= (εi−1 + . . .+ ε+ 1)(1 + λx) ∈ U(A). Logo σi(x)− x 6∈ M, para todo ideal
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maximal M de S[x]. Por outro lado, S ⊆ S[x]G ⊆ AG = S. Segue que S[x]
e´ uma extensa˜o galoisiana de S com grupo de Galois G (Teorema 1.1.1,v).
Agora, como a inclusa˜o S[x] ↪→ A comuta com a ac¸a˜o de G, temos que
S[x] = A (Corola´rio 1.1.4).
(ii ⇒ i) Seja z = 1 + λx = σ(x) − x. Enta˜o σ(x) = x + z. Logo,
σ(z) = 1 + λσ(x) = 1 + λ(x+ z) = (1 + λx) + λz = (1 + λ)z = εz. Resta ver
que z ∈ Uλ(A). Suponhamos que exista M um ideal maximal de A tal que
z ∈ M. Assim, z = (σ(x) − x) ∈ M. Consequ¨entemente, (σ(a) − a) ∈ M,
para qualquer a ∈ S[x] = A o que e´ uma contradic¸a˜o com o fato de A ser
uma extensa˜o galoisiana de S (Teorema 1.1.1,v). Logo z ∈ U(A), isto e´,
z = 1 + λx ∈ Uλ(A).
(iii⇒ i) Decorre do lema 1.3.4: basta tomar z = z1 no lema.
(ii ⇒ iii) Seja x ∈ A tal que A = S[x] e σ(x) = εx + 1, e consideremos
z = 1 + (ε − 1)x = 1 + λx. Pelo que vimos acima na parte (ii ⇒ i) desta
demonstrac¸a˜o, z ∈ Uλ(A) e σ(z) = εz. Enta˜o σ(z
p) = εpzp = zp, ou seja,
zp ∈ S = AG. Portanto zp ∈
(
Uλ(A)
)p
∩ S ⊆ Uλp(A) ∩ S = Uλp(S).
Expandindo(λx + 1)p − zp = 0 como um polinoˆmio em x, temos que os
coeficientes pertencem a λpS, ou seja, x e´ raiz de um polinoˆmio, de grau p,
moˆnico, em λpS[X], ou ainda, existem ai ∈ S, 0 ≤ i ≤ p − 1, tais que
λpxp + λpap−1x
p−1 + . . . + λpa1x + λ
pa0 = 0. Mas λ
p ∈ S×, logo x e´ raiz do
polinoˆmio moˆnico f(X) =
∑p
i=0 aiX
i ∈ S[X].
Do fato de f ser moˆnico, segue que para cada g ∈ S[X], existem q, r ∈
S[X] tais que g = fq + r com r = 0 ou ∂(r) < p = ∂(f). Assim, g(x) =
f(x)q(x) + r(x) = r(x), para qualquer g ∈ S[X], e portanto, A = S[x] =
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∑p−1
i=1 Sx
i. Consideremos o seguinte epimorfismo de ane´is pi : S[X] −→
S[x] = A definido por pi(g) = g(x). Claramente, f(X) ∈ Ker(pi), e portanto,
existe um epimorfismo de ane´is pi :
S[X]
< f(X) >
−→ S[x] = A dado por pi(g) =
g(x).
Por outro lado, B =
S[X]
< f(X) >
e´ um S-mo´dulo livre de posto constante
p = ∂(f) com base {1, X, . . . , X
p−1
}, e A tambe´m e´ S-mo´dulo projetivo
de posto p =| G | ([6], Lemma 4.1). Enta˜o, pi e´ um isomorfismo de ane´is
([27], I.2.4). Consequ¨entemente, {1, x, . . . , xp−1} e´ uma S-base de A. Logo,
a soma A = S[x] =
∑p−1
i=1 Sx
i e´ direta.
Segue da observac¸a˜o feita logo apo´s o Lema 1.2.1 que,
p−1∑
i=0
zi =
p−1∏
i=1
(z − εi).
Ale´m disso, (z− εi) ≡ z− 1 ≡ 0(modλA). De fato : z− εi = (1− εi) + λx =
λs+ λx = λ(s+ x) ∈ λA, para certo s ∈ S. Enta˜o,
p−1∑
i=0
zi =
p−1∏
i=1
(z − εi) ∈ λp−1A = pA (Corola´rio 1.2.4). Seja β ∈ A satisfazendo
p−1∑
i=0
zi = pβ. Temos que β e´ u´nico, pois p e´ regular em A. Resta verificar que
β gera uma S-base normal para A. Sejam
β =


β
σβ
...
σp−1β

, z =


1
z
...
zp−1

 e x =


1
x
...
xp−1

. Enta˜o, β = Mx
para u´nica matriz M ∈ Mp×p(S), pois {x
i}p−1i=0 e´ uma S-base de A. Tambe´m,
temos que pσi(β) =
∑p−1
j=0 ε
ijzj e zi =
∑i
j=0
(
i
j
)
λixj. Enta˜o segue
que pβ = Dz e z = Ex, onde D,E ∈ Mp×p(S) com pM = DE,
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det(D) = ηλ
p(p−1)
2 com η ∈ U(S) e det(E) = λ
p(p−1)
2 . Consequ¨entemente,
ppdet(M) = det(pM) = det(D)det(E) = ηλp(p−1) e, como p = λp−1s para
algum s ∈ S (Corola´rio 1.2.4), obtemos que λp(p−1)spdet(M) = ηλp(p−1), ou
seja, spdet(M) = η. Segue que M e´ invert´ıvel. Enta˜o, ja´ que {xi}p−1i=0 e´ uma
S-base de A, conclu´ımos que {σi(β)}p−1i=0 tambe´m e´. O teorema esta´ demons-
trado. 2
1.4 Extenso˜es abelianas: o grupo de Harrison
Seja T (G;R) o conjunto das classes de isomorfismos das extenso˜es ga-
loisianas de R com mesmo grupo de Galois G. Denotamos a classe de uma
extensa˜o A por [A] e lembramos que, se G for abeliano, T (G;R) e´ um grupo
multiplicativo (grupo de Harrison de G sobre R), com o produto definido
por [A] ∗ [B] = [(A ⊗R B)
δG], onde δG = {σ ⊗ σ−1 | σ ∈ G}. A ac¸a˜o de
G sobre (A ⊗R B)
δG e´ via primeira coordenada, que coincide com a ac¸a˜o
dada na segunda coordenada. O elemento identidade de T (G;R) e´ represen-
tado por eG(R) =
⊕
σ∈G
Rvσ. Segue do Lema 1.1.5, que [A] = [eG(R)] se, e
somente se, existe um homomorfismo de R-a´lgebras de A em R. Para cada
[A] ∈ T (G;R), temos que [A]−1 e´ representado pela pro´pria extensa˜o A, com
a ac¸a˜o de G dada por σ : a 7→ σ−1(a), a ∈ A, σ ∈ G.
Quando G ≈
Z
nZ
, escrevemos Tn(R) para denotar o grupo de Harrison.
Se o grupo G for c´ıclico, a ac¸a˜o de G sobre A e´ completamente determinada
pela ac¸a˜o de um gerador. Assim, se G = 〈σ | σp = id〉, denotamos a classe
de A, em Tp(R), por [A, σ]. Por exemplo, e´ fa´cil ver que [eG(R)] = [R
|G|; τ ],
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onde a ac¸a˜o de τ e´ dada por τ(r1, . . . , r|G|) = (r|G|, r1, . . . , r|G|−1).
Segue de ([36] The´ore`me 1.1) que [A, σk] = [A, σk
−1 (mod p)], para todo
k 6= 0 (mod p). Consequ¨entemente, todo elemento na˜o trivial de Tp(R) tem
ordem p, ou seja, Tp e´ de p-torsa˜o (novamente por[36] The´ore`me 1.1).
Denotamos por H(G;R) o subgrupo de T (G;R) formado pelas classes
[A] ∈ T (G;R) que possuem R-base normal. Para o caso em que G e´ c´ıclico
de ordem prima p, denotamos H(G;R) por Hp(R).
Para dar uma descric¸a˜o do grupo das extenso˜es c´ıclicas de grau p de R que
possuem uma R-base normal, no caso em que p e´ um primo ı´mpar regular e R
possui uma raiz p-e´sima primitiva da unidade, o grupo Uλ(R), com λ = ε−1,
desempenha o papel correspondente do grupo das unidades U(R) na Teoria
de Kummer, onde temos p invert´ıvel. Isso fica evidente no teorema, devido a
L. Childs, que mostramos abaixo. Outra vez vamos incluir a demonstrac¸a˜o
pois, no pro´ximo cap´ıtulo, usaremos muitas vezes argumentos contidos aqui.
1.4.1. Teorema ([9], Theorem 2.4)
Sejam p primo ı´mpar regular em R e G um grupo c´ıclico de ordem p.
Suponhamos que R possui ε, uma raiz p-e´sima primitiva da unidade. Enta˜o,
os grupos Hp(R) = H(G;R) e
Uλp(R)(
Uλ(R)
)p sa˜o isomorfos.
O isomorfismo citado no Teorema acima associa, a cada classe
a ∈
Uλp(R)(
Uλ(R)
)p , a classe [A] ∈ Hp(R), onde A = R[X]〈f(X)〉 com
35
f(X) ∈ R[X] moˆnico dado pela equac¸a˜o (ver Corola´rio 1.2.5)(
λX + 1
)p
− a = λpf(X).
Demonstrac¸a˜o : Sejam G =< σ >, A uma extensa˜o galoisiana de R
com grupo de Galois G tal que [A] ∈ H(G;R) e Gp(R) =
Uλp(R)(
Uλ(R)
)p.
Segue do Teorema 1.3.5 que existe z = 1+λx ∈ Uλ(A) satisfazendo σ(z) = εz.
Agora, pela demonstrac¸a˜o do mesmo Teorema 1.3.5, zp ∈ Uλp(R). Enta˜o,
definimos ϕ : H(G;R) −→ Gp(R) por ϕ([A]) = zp, e mostremos que ϕ e´ um
isomorfismo de grupos.
Sejam [A] = [A′ ] ∈ H(G;R) e f : A −→ A′ um isomorfismo de extenso˜es
de Galois. Pelo Teorema 1.3.5 existem z ∈ Uλ(A) e z
′ ∈ Uλ(A
′) stisfazendo
σ(z) = εz e σ(z′) = εz′. Seja z′′ ∈ A tal que f(z′′) = z′. Logo σ(z′′) =
σ(f−1(z′)) = f−1(σ(z′)) = f−1(εz′) = εf−1(z′) = εz′′ e consequ¨entemente
σ(z′′z−1) = z′′z−1, isto e´, z′′z−1 ∈ AG = R. Seja u ∈ R com z′′ = uz.
Assim, u ∈ Uλ(A) ∩ R = Uλ(R), (z
′′)p ∈ R e (z′′)p = upzp = zp. Agora,
podemos supor que f(z) = z′, pois uf : A −→ A′ dada por uf(x) = f(ux)
para cada x ∈ A, tambe´m e´ um isomorfismo de extenso˜es de Galois. Enta˜o,
ϕ([A′ ]) = (z′)p = f(z)p = f(zp) = zp = ϕ([A]). E´ fa´cil ver que a definic¸a˜o
de ϕ independe da escolha de z. De fato, suponhamos que exista z ′′ ∈ A tal
que σ(z′′) = εz′′. Como acima, existe u ∈ Uλ(R) satisfazendo z
′′ = uz e
(z′′)p = (z′)p em Gp(R). Segue que ϕ esta´ bem definida.
Sejam [A1], [A2] ∈ H(G;R) e [A3] = [A1][A2] =
[(
A1 ⊗R A2
)<σ⊗σ−1>]
.
Pelo Teorema 1.3.5, existem zi ∈ Uλ(Ai), i=1 e 2, tais que σ(zi) = εzi e
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zpi ∈
(
Uλ(R)
)p
. Tomamos z3 = z1 ⊗ z2 ∈ Uλ(A1 ⊗R A2). Enta˜o, (σ ⊗ 1)z3 =
σ(z1)⊗z2 = εz3 e (1⊗σ)z3 = εz3 em A3. Logo, z3 ∈ Uλ(A1⊗RA2)∩A3 =
Uλ(A3) e σ(z3) = εz3. Consideremos R
µ
≈ R⊗R R ⊆ A1 ⊗R A2. Temos:
zp3 = z
p
1 ⊗ z
p
2
µ
= zp1z
p
2 , ou seja, ϕ([A3]) = z3 = z1 z2 = ϕ(z1)ϕ(z2). Isto
mostra que ϕ e´ um homomorfismo de grupos.
Seja [A] ∈ H(G;R) com ϕ([A]) = 1, isto e´, zp = up, onde z ∈ Uλ(A) e´
dado pelo teorema 1.3.5, e u ∈ Uλ(R). Enta˜o,
(
u−1z
)p
= 1 e σ(u−1z) =
ε(u−1z). Consequ¨entemente, podemos assumir que zp = 1.
Seja x ∈ A tal que z = 1 + λx. Segue da demonstrac¸a˜o do teorema 1.3.5,
que A = R[x] e σ(x) = εx+ 1. Por outro lado, zp − 1 =
(
λx+ 1
)p
− 1 =
λpf(x) = 0, onde f(X) e´ um polinoˆmio moˆnico de grau p e com termo
constante nulo. Mas λ ∈ R×, e assim, f(x) = 0 e A = R[x] ≈
R[X]
〈f(X)〉
.
Seja h : R[X] −→ R dado por h(g) = g(0). Claramente h e´ um homomor-
fismo de ane´is. Segue, ja´ que 〈f(X)〉 ⊆ Ker(h), do teorema do homomor-
fismo, que existe um homomorfismo de ane´is h :
R[X]
〈f(X)〉
−→ R, tal que
h(g) = h(g) = g(0). Pelo Lema 1.1.5, [A] = eG(R), isto e´, ϕ e´ injetor.
Finalmente, mostremos que ϕ e´ sobrejetor. Seja a ∈ Uλp(R). Enta˜o,(
λX + 1
)p
− a = λpf(X) com f(X) ∈ R[X] moˆnico (Corola´rio 1.2.5). Seja
A =
R[X]
〈f(X)〉
= R[x], onde x = X = x+ 〈f(X)〉. Logo, f(x) = 0. Definimos
a ac¸a˜o deG =< σ > sobre A via σ(x) = εx+1. Como λ(εx+1)+1 = ε(λx+1)
obtemos que λpf(εx+1) =
(
ε(λx+1)
)p
−a = εp(λx+1)p−a = λpf(x) = 0.
Assim, f(σ(x)) = f(εx+ 1) = 0, e a ac¸a˜o de G sobre A esta´ bem definida.
Precisamos mostrar ainda que A e´ uma extensa˜o galoisiana de R com
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grupo de Galois G =< σ >. Seja
∑p−1
i=0 aix
i ∈ AG. Enta˜o,
p−1∑
i=0
aix
i =
p−1∑
i=0
aiσ(x
i) =
p−1∑
i=0
ai
(
σ(x)
)i
=
p−1∑
i=0
ai
(
ε
)i
=
p−1∑
i=0
ai (
i∑
j=0
( i
j
)
εixi ).
Comparando os coeficientes de xi, vemos que:
se i = p− 1, enta˜o ap−1 = ap−1ε
p−1, e portanto ap−1 = 0.
se i = p− 2, enta˜o ap−2 = ap−2ε
p−2, e portanto ap−2 = 0.
Continuando este processo, conclu´ımos que ap−1 = ap−2 = . . . = a1 = 0 e
a0 ∈ R, ou seja, A
G ⊆ R. Logo AG = R.
Por outro lado, σ(x) − x = εx + 1 − x = (ε − 1)x + 1 = λx + 1 = z,
com zp = a ∈ Uλ(R). Enta˜o z = (σ(x) − x) ∈ Uλ(A). Pelo Teorema 1.1.1
segue que A e´ uma extensa˜o galoisiana de R com grupo de Galois G. Por
construc¸a˜o, ϕ([A]) = zp = a, isto e´, ϕ e´ sobrejetor. O teorema esta´ demon-
strado. 2
A seguir, apresentamos a sequ¨eˆncia exata de L.Childs (constru´ıda em [9]).
Como no teorema acima, sejam p um primo ı´mpar e regular em R, G um
grupo c´ıclico de ordem p e ε ∈ R raiz p-e´sima primitiva da unidade.
Denotamos por Pic(R) o grupo de Picard das classes P de isomorfismos
dos R-mo´dulos projetivos de posto constante 1, e por Picp(R) o subgrupo
de p-torsa˜o. Observemos que, se G for um grupo abeliano, toda extensa˜o
galoisiana de R com grupo de Galois G e´ um R[G]-mo´dulo projetivo de posto
constante 1 [34]. Seja pi : Tp(R) −→ Pic(R[G]) definida por pi([A]) = A a
aplicac¸a˜o canoˆnica. Na realidade, pi e´ um homomorfismo de grupos abelianos
[14]. Claramente o nu´cleo de pi e´ Hp(R). Em [9], L. Childs mostrou que a
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imagem de pi e´ PrimPicp(R[G]), o subgrupo dos elementos primitivos de
p-torsa˜o de Pic(R[G]), isto e´, o subgrupo formados pelos elementos P ∈
Pic(R[G]), de p-torsa˜o, tais que P ⊗RP ≈ R[G×G]⊗
∆
R[G]P como R[G×G]-
mo´dulos, onde ∆ : R[G] −→ R[G × G] e´ o homomorfismo de R-a´lgebras
induzido por ∆(σ) = (σ, σ), para qualquer σ ∈ G.
Decorre da´ı, e do Teor 1.4.1 que a sequ¨eˆncia de L. Childs
1 −→ Gp(R)
j
−→ Tp(R)
pi
−→ PrimPicp(R[G]) −→ 1,
,e´ exata, onde Gp(R) =
Uλp(R)(
Uλ(R)
)p j(a) = [ R[X]〈f(X)〉 ;σ(x) = εx+ 1
]
para
qualquer a ∈ Gp(R), com x = X + 〈f(X)〉, λ = ε− 1 e f ∈ R[X] moˆnico
dado pela equac¸a˜o (λX + 1)p − a = λpf(X) (Corola´rio 1.2.5). E´ com esta
sequ¨eˆncia que vamos trabalhar no pro´ximo cap´ıtulo, para dar uma descric¸a˜o
dos grupos Tp(R), Hp(R) e PrimPicp(R[G]), no caso em que p e´ um
primo ı´mpar regular e R na˜o possui uma raiz p-e´sima primitiva da unidade.
1.5 Cohomologia galoisiana
O nosso objetivo nesta sec¸a˜o e´ a construc¸a˜o de uma determinada sequ¨eˆncia
exata de grupos, de quatro termos, de forma ana´loga a`quela constru´ıda por
S. U. Chase, D. K. Harrison e A. Rosenberg em [6], Corollary 5.5 (ver
tambe´m [11], Theorem IV.1.1). Faremos uso dessa sequ¨eˆncia e dos principais
resultados deste trabalho, os quais sera˜o tratados no pro´ximo cap´ıtulo, para
construir o isomorfismo PrimPicp(R[G]) ≈ PrimPicp(S[G])
Γ (ver secc¸a˜o
2.4).
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Comec¸amos considerando uma R-a´lgebra S e Γ ⊂ AutR(S) um grupo
finito de R-automorfismos de S. Sejam
Z1(Γ,U(S)) = { f : Γ → U(S) | f(γγ ′) = f(γ)γ(f(γ ′)),
para quaisquer γ, γ ′ ∈ Γ}
B1(Γ,U(S)) = { f ∈ Z1(Γ,U(S)) | existe u ∈ U(S) tal que
f(γ) = γ(u)u−1 para qualquer γ ∈ Γ}
Z2(Γ,U(S)) = { f : Γ× Γ → U(S) | f(γγ ′, γ′′)f(γ, γ ′)
= f(γ, γ ′γ′′)γ(f(γ ′, γ′′)), para quaisquer γ, γ ′, γ′′ ∈ Γ}
B2(Γ,U(S)) = { f ∈ Z2(Γ,U(S)) | existe g : Γ → U(S) tal que
f(γ, γ′) = g(γγ′)(g(γ)γ(g(γ ′)))−1, para quaisquer γ, γ ′ ∈ Γ}.
Observemos que Z i(Γ,U(S)) e´ um grupo abeliano com a multiplicac¸a˜o pon-
tual eBi(Γ,U(S)) e´ um subgrupo de Z i(Γ,U(S)), i = 1, 2. SejaH i(Γ,U(S)) =
Zi(Γ,U(S))/Bi(Γ,U(S)) o i-e´simo grupo de cohomologia de Γ com coefi-
cientes em U(S), i = 1, 2. Se f ∈ Z i(Γ,U(S)) denotamos por [f ] a classe que
f representa em H i(Γ,U(S)). Como antes, Pic(R) (resp. Pic(S)) denota o
grupo das classes de isomorfismo dos R (resp. S)-mo´dulos projetivos de posto
constante 1. Consideremos a ac¸a˜o de Γ sobre Pic(S) dada por γ · P = γP ,
onde γP = P como grupos aditivos e s · x = γ(s)x, para todo s ∈ S e
x ∈ γP . Denotamos por Pic(S)
Γ o subgrupo dos elementos esta´veis pela
ac¸a˜o de Γ, isto e´, o subgrupo dos elementos P de Pic(S) tais que γ · P = P ,
para todo γ ∈ Γ.
Agora ja´ podemos enunciar o principal resultado desta sec¸a˜o.
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1.5.1. Teorema
Sejam S uma R-a´lgebra fielmente projetiva e Γ ⊂ AutR(S) um grupo
finito de R-automorfismos de S tal que SΓ = R. Suponhamos que exista
c ∈ S tal que tr(c) =
∑
γ∈Γ γ(c) = 1. Enta˜o existem homomorfismos naturais
ηi para os quais a sequ¨eˆncia de grupos abaixo e´ exata:
1 −−−→ H1(Γ,U(S))
η1
−−−→ Pic(R)
η2
−−−→ Pic(S)Γ
η3
−−−→ H2(Γ,U(S))
Para a demonstrac¸a˜o desse teorema necessitamos de alguns resultados
auxiliares. Para a demonstrac¸a˜o desses resultados estaremos assumindo, na
medida que for necessa´rio, a existeˆncia do elemento c ∈ S tal que tr(c) = 1
e o fato de S ser um R-mo´dulo fiel e projetivo finitamente gerado.
Seja D = {
∑
γ∈Γ λγγ |λγ ∈ S}. E´ imediato que D ⊆ EndR(S) como sub-
anel. Seja TS = tr(S−) ⊆ D, o S-submo´dulo a` esquerda de D formado pelos
elementos da forma tr(s−) =
∑
γ∈Γ γ · (s−), para todo s ∈ S. Claramente
TS e´ tambe´m um D-mo´dulo a` direita via a ac¸a˜o tr(s
′
−) · sγ = tr(s
′sγ−) =∑
γ′∈Γ γ
′(s′s)γ′γ =
∑
ρ∈Γ ρ(γ
−1(s′s))ρ = tr(γ−1(s′s)−), para todo s
′ ∈ S e
sγ ∈ D.
Dado um D-mo´dulo a` esquerda M denotamos por MΓ o R-submo´dulo de M
esta´vel pela ac¸a˜o de Γ, isto e´, o R-submo´dulo de M formado pelos elementos
m ∈ M tais que γ ·m = m, para todo γ ∈ Γ. E´ imediato que tr ·M ⊆ MΓ,
onde tr =
∑
γΓ γ ∈ D. Isto permite definir o homomorfismo de R-mo´dulos
ϕ : TS ⊗D M → M
Γ, induzido por ϕ(tr(s−) ⊗m) = tr · sm =
∑
γ∈Γ γ · sm
onde s ∈ S e m ∈M .
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1.5.2. Lema
ϕ e´ um isomorfismo de R-mo´dulos.
Demonstrac¸a˜o : Claramente ϕ e´ sobrejetor pois ϕ(tr(c−)⊗m) = tr ·cm =
tr(c)m = m, para todo m ∈ MΓ, onde c ∈ S e´ tal que tr(c) = 1. Como
tr(s−)⊗m = 1⊗ tr(s−) ·m = 1⊗ tr ·sm = 1⊗ϕ(tr(s−)⊗m), para quaisquer
s ∈ S e m ∈M , segue que ϕ e´ injetor. 2
Tomando M = S no lema anterior, obtemos o
1.5.3. Corola´rio
TS ⊗D S ≈ S
Γ = R como R-mo´dulos.
1.5.4. Lema
A aplicac¸a˜o ψ : S ⊗R TS → D, induzida por ψ(s
′ ⊗ tr(s−)) = s
′tr(s−), e´
um monomorfismo de S-mo´dulos.
Demonstrac¸a˜o : Claramente ψ e´ um homomorfismo de S-mo´dulos. Para
mostrar que ψ e´ injetor, usaremos o fato de que S e´ um R-mo´dulo projetivo
finitamente gerado. Neste caso existem sj ∈ S e gj ∈ HomR(S,R), 1 ≤ j ≤
n, tais que
n∑
j=1
gj(s)sj = s, para todo s ∈ S. Logo, se
α =
m∑
i=1
s′i ⊗ tr((si)−) esta´ no nu´cleo de ψ enta˜o
m∑
i=1
s′itr((si)−) = 0 e temos
α =
m∑
i=1
s′i ⊗ tr((si)−) =
∑m
i=1
∑n
j=1 gj(s
′
i)sj ⊗ tr((si)−)
=
n∑
j=1
sj ⊗
m∑
i=1
gj(s
′
i)tr((si)−) =
n∑
j=1
sj ⊗ gj
( m∑
i=1
s′itr((si)−)
)
= 0. 2
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1.5.5. Lema
Seja M um D-mo´dulo a` esquerda plano. Enta˜o a aplicac¸a˜o
µ : S ⊗RM
Γ →M , induzida por µ(s⊗m) = sm,
e´ um isomorfismo de D-mo´dulos a` esquerda.
Demonstrac¸a˜o : E´ imediato que µ e´ um epimorfismo deD-mo´dulos . Desde
que M e´ plano, decorre do Lema 1.5.4 que ψ⊗1 : (S⊗RTS)⊗DM → D⊗DM
e´ um monomorfismo de S-mo´dulos. Logo, a injetividade de µ decorre do fato
de µ poder ser visto como a composic¸a˜o dos seguintes monomorfismos de
S-mo´dulos:
S ⊗RM
Γ ≈ S ⊗R (TS ⊗D M) ≈ (S ⊗R TS)⊗D M
ψ⊗1
−−→ D ⊗D M ≈M
com os monomorfismos acima induzidos por
s⊗m 7→ s⊗(tr(c−)⊗m) 7→ (s⊗tr(c−))⊗m 7→ s tr(c−)⊗m 7→ s tr(c−)·m
= s tr · cm = s tr(c)sm, onde c ∈ S e´ tal que tr(c) = 1. 2
1.5.6. Lema
Todo f ∈ Z1(Γ,U(S)) define um S-automorfismo θf : D → D tal que
θf (
∑
γ∈Γ sγγ) =
∑
γ∈Γ sγf(γ)γ.
Demonstrac¸a˜o : Claramente θf e´ um homomorfismo de S-mo´dulos e
θf ((sγ)(s
′γ′)) = θf (sγ(s
′)γγ′) = sγ(s′)f(γγ′)γγ′ = sγ(s′)f(γ)γ(f(γ ′))γγ′
= (sf(γ)γ)(s′f(γ′)γ′) = θf (sγ)θf (s
′γ′), para quaisquer s, s′ ∈ S e γ, γ′ ∈ Γ.
Logo θf e´ um homomorfismo de S-a´lgebras. Ale´m disso, para todo sγ ∈ D
temos θf (sf(γ)
−1γ) = sf(γ)−1f(γ)γ = sγ, ou seja, θf e´ sobrejetor. Como D
e´ um R-mo´dulo finitamente gerado, pois S o e´, enta˜o θf e´ um isomorfismo
43
([27], I.2.4). 2
1.5.7. Lema
A aplicac¸a˜o θ : Z1(Γ,U(S)) → AutS(D), dada por θ(f) = θf , e´ um
monomorfismo de grupos.
Demonstrac¸a˜o : Para quaisquer f, g ∈ Z1(Γ,U(S)) e para todo sγ ∈ D
θfg(sγ) = s(fg)(γ)γ = sf(γ)g(γ)γ = sg(γ)f(γ)γ = θf (sg(γ)γ) = θfθg(sγ),
ou seja, θ(fg) = θfg = θfθg = θ(f)θ(g), e portanto θ e´ um homomorfismo
de grupos. Agora, se θ(f) = 1, enta˜o f(γ)γ = θf (γ) = γ e, em particular,
f(γ) = f(γ)γ(1) = γ(1) = 1, para qualquer γ ∈ Γ. Logo f = 1, isto e´,
θ e´ injetor. 2
1.5.8. Lema
Para qualquer f ∈ B1(Γ,U(S)), θ(f) e´ um automorfismo interno de D.
Demonstrac¸a˜o : Seja f ∈ B1(Γ,U(S)). Enta˜o, existe u ∈ U(S) tal que
f(γ) = u−1γ(u) para todo γ ∈ Γ. Logo,
θf (sγ) = sf(γ)γ = su
−1γ(u)γ = u−1(sγ)u, para todo sγ ∈ D. 2
Para cada f ∈ Z1(Γ,U(S)) denotamos por Sf o D-mo´dulo a` esquerda S
dado pela ac¸a˜o sγ · x = θf (sγ) · x = sf(γ)γ · x = sf(γ)γ(x), para quaisquer
x ∈ Sf e sγ ∈ D.
1.5.9. Lema
Sf e´ um D-mo´dulo a` esquerda projetivo finitamente gerado.
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Demonstrac¸a˜o : Pelo Lema 1.5.2 existem s′j ∈ Sf e tj = tr((sj)−) ∈ TS,
1 ≤ j ≤ n, tais que
n∑
j=1
tj(s
′
j) = 1. Para cada 1 ≤ j ≤ n seja t
′
j : Sf → D
a aplicac¸a˜o dada por t′j : s 7→ stj. Claramente, t
′
j e´ um homomorfismo
de R-mo´dulos. Ale´m disso, observemos que t′j(s
′γ · s)(x) = (s′γ · s)tj(x) =
s′γ ·(stj(x)) = (s
′γ ·stj)(x), para todo x ∈ Sf . Portanto t
′
j(s
′γ ·s) = s′γ ·stj =
s′γ · t′j(s), para quaisquer s ∈ Sf e s
′γ ∈ D. Logo t′j ∈ HomD(Sf , D) e temos
s = 1s =
n∑
j=1
tj(s
′
j)s =
n∑
j=1
stj(s
′
j) =
n∑
j=1
t′j(s) · s
′
j, para todo s ∈ Sf , o que
demonstra a afirmac¸a˜o do lema. 2
O corola´rio a seguir e´ uma consequ¨eˆncia imediata dos Lemas 1.5.5 e 1.5.9.
1.5.10. Corola´rio
S ⊗R S
Γ
f ≈ Sf , como D-mo´dulos a` esquerda.
Demonstrac¸a˜o do Teorema 1.5.1: A demonstrac¸a˜o deste teorema sera´
feita em seis etapas.
Etapa 1: a definic¸a˜o de η1
Observemos que SΓf e´ um R-mo´dulo projetivo de posto constante 1. De fato,
note que Sf = S como R-mo´dulos e S e´ R-mo´dulo fiel e projetivo finitamente
gerado. A afirmac¸a˜o agora decorre, via localizac¸a˜o, do Corola´rio 1.5.10 e do
([27] Lemme I.6.2). Isto permite definir uma aplicac¸a˜o η : Z1(Γ,U(S)) →
Pic(R) dada por η(f) = SΓf . Mostremos inicialmente que η e´ um homo-
morfismo de grupos. De fato, dados f, g ∈ Z1(Γ,U(S)) temos a seguinte
sequ¨eˆncia de S-isomorfismos
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S⊗R (S
Γ
f ⊗R S
Γ
g ) ≈ (S⊗R S
Γ
f )⊗S (S⊗R S
Γ
g ) ≈ Sf ⊗S Sg ≈ Sfg ≈ S⊗R S
Γ
fg
cuja composic¸a˜o e´ um D-isomorfismo. Logo,
TS ⊗D (S ⊗R (S
Γ
f ⊗R S
Γ
g )) ≈ TS ⊗D (S ⊗R S
Γ
fg) de onde segue que
(TS ⊗D S)⊗R (S
Γ
f ⊗R S
Γ
g ) ≈ (TS ⊗D S)⊗R S
Γ
fg e portanto
SΓf ⊗R S
Γ
g ≈ R⊗R (S
Γ
f ⊗R S
Γ
g ) ≈ R⊗R S
Γ
fg ≈ S
Γ
fg ou seja,
η(fg) = SΓfg = S
Γ
f ⊗R S
Γ
g = S
Γ
f S
Γ
g = η(f)η(g).
Agora, mostremos que B1(Γ,U(S)) esta´ contido no nu´cleo N(η) de η.
De fato, se f ∈ B1(Γ,U(S)) enta˜o f(γ) = u−1γ(u), para algum u ∈ U(S)
e para qualquer γ ∈ Γ. Logo, para todo r ∈ R temos, em Sf , γ.u
−1r =
f(γ)γ(u)−1r = u−1γ(u)γ(u)−1r = u−1r, para qualquer γ ∈ Γ, ou seja u−1r ∈
SΓf . Isto define um R-homomorfismo, claramente injetor, ι : R → S
Γ
f , dado
por ι : r 7→ u−1r. Ale´m disso, ι e´ um isomorfismo, pois se s ∈ SΓf enta˜o
s = γ · s = f(γ)γ(s) = u−1γ(us), e portanto γ(us) = us, para todo γ ∈ Γ.
Logo, us ∈ SΓ = R e ι(us) = u−1(us) = s, ou seja, ι e´ sobrejetor. Assim,
η(f) = SΓf = R e f ∈ N(η). Consequ¨entemente η induz um homomorfismo
de grupos η1 : H
1(Γ,U(S)) → Pic(R) dado por η1(f) = SΓf .
Etapa 2: a exatida˜o em H1(Γ,U(S))
Seja f ∈ Z1(Γ,U(S)) tal que SΓf = R. Enta˜o S
Γ
f ≈ R como R-mo´dulos e
temos a seguinte composic¸a˜o ω de D-isomorfismos S ≈ S⊗RR ≈ S⊗R S
Γ
f ≈
Sf , dada por por ω : s 7→ s⊗1 7→ s⊗w 7→ sw = ws, para algum w ∈ S
Γ
f ⊂ Sf .
Como ω e´ um isomorfismo, w ∈ U(S). Ale´m disso, dado v ∈ D temos
v · (ωs) = v · ω(s) = θf (v) · ω(s) = ω
(
θf (v) · s
)
= ω(θf (v) · s), para todo
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s ∈ S. Logo, v · w = wθf (v), ou seja, θf (v) = w
−1v · w. Em particular, ja´
que w ∈ SΓf , θf (γ) = w
−1γ · w = w−1w = 1, para qualquer γ ∈ Γ. Por outro
lado, θf (γ) = w
−1γ.w = w−1f(γ)γ(w). Assim, f(γ) = wγ(w−1) para todo
γ ∈ Γ, o que mostra que f ∈ B1(Γ,U(S)). Ou seja, [f ] = 1 em H1(Γ,U(S)).
Etapa 3: a definic¸a˜o de η2
Seja P ∈ Pic(R). Enta˜o γ ⊗ 1 : S ⊗R P → γ(S ⊗R P ) e´ um S-isomorfismo,
para todo γ ∈ Γ. E´ suficiente mostrar que γ ⊗ 1 e´ um S-homomorfismo. De
fato, γ⊗ 1
(
s(s′⊗ x)
)
= γ⊗ 1(ss′⊗ x) = γ(ss′)⊗ x = γ(s)γ(s′)⊗x = s · (γ⊗
1(s′ ⊗ x)), para quaisquer s, s′ ∈ S e x ∈ E. Portanto γ · S ⊗R P = S ⊗R P ,
para qualquer γ ∈ Γ, ou seja, S ⊗R P ∈ Pic(S)
Γ. Isto permite definir uma
aplicac¸a˜o η2 : Pic(R) → Pic(S)
Γ dada por η2 : P 7→ S ⊗R P . Claramente η2
e´ um homomorfismo de grupos.
Etapa 4: a exatida˜o em Pic(R)
Seja f ∈ Z1(Γ,U(S)). Enta˜o η2η1([f ]) = η2
(
SΓf
)
= S ⊗R SΓf e S ⊗R S
Γ
f ≈ Sf
como D-mo´dulos e, em particular, como S-mo´dulos. Mas Sf ≈ S como S-
mo´dulos e enta˜o η2η1 = 1. Ou seja, a imagem de η1 esta´ contida no nu´cleo
de η2.
Consideremos agora um elemento P do nu´cleo de η2. Enta˜o existe um
isomorfismo de S-mo´dulo φ : S⊗RP → S. Observemos que S⊗RP tem uma
estrutura de D-mo´dulo a` esquerda, com D agindo na primeira componente.
Seja θ : D → D a aplicac¸a˜o dada por θ(v) · s = φ(v · φ−1(s)), para todo
v ∈ D e s ∈ S. E´ fa´cil verificar que θ e´ um homomorfismo de R-a´lgebras
e de S-mo´dulos. Logo θ(s) = sθ(1) = s e θ e´ univocamente determinado
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por sua ac¸a˜o nos elementos γ ∈ Γ. Seja f : Γ → S a aplicac¸a˜o dada
por f(γ) = θ(γ) · 1, para qualquer γ ∈ Γ. Como θ(γ) = φ(γ · φ−1(−)) e´
claramente um isomorfismo e θ(γ) · s = φ
(
γ · φ−1(s)
)
= φ
(
γ
(
sφ−1(1)
))
=
φ
(
γ(s)γ
(
φ−1(1)
))
= γ(s)φ
(
γ · φ−1(1)
)
= γ(s)θ(γ) · 1 = γ(s)f(γ), para todo
s ∈ S, enta˜o f(γ) ∈ U(S) e θ(γ) = f(γ)γ, para qualquer γ ∈ Γ. Ale´m
disso, de f(γγ ′)γγ′ = θ(γγ′) = θ(γ)θ(γ ′) = f(γ)γ ·f(γ ′)γ′ = f(γ)γ
(
f(γ′)
)
γγ′
decorre que f(γγ ′) = f(γ)γ
(
f(γ′)
)
, para quaisquer γ, γ ′ ∈ Γ, ou seja, f ∈
Z1
(
Γ,U(S)
)
. Para a conclusa˜o da demonstrac¸a˜o desta etapa basta exibir
um R-isomorfismo de P em SΓf , isto e´, mostrar que P esta´ na imagem de η1.
Para tanto, observemos que φ−1 e´ um S-isomorfismo de S em S ⊗R P e que
φ
(
γ ·φ−1(−)
)
= θ(γ) = f(γ)γ, para todo γ ∈ Γ. Logo, para quaisquer s ∈ Sf
e s′γ ∈ D temos φ−1(s′γ · s) = φ−1(s′f(γ)γ · s) = φ−1(φ(s′γ · φ−1(s))) =
s′γφ−1(s). Enta˜o, φ−1 : Sf → S ⊗R P e´ um isomorfismo de D-mo´dulos a`
esquerda e
SΓf ≈ TS ⊗D Sf
1⊗φ−1
−−−−→ TS ⊗D (S ⊗R P ) ≈ (TS ⊗D S)⊗R P ≈ R⊗R P ≈ P
e´ um isomorfismo de R-mo´dulos.
Etapa 5: a definic¸a˜o de η3
Seja P ∈ Pic(S)Γ. Enta˜o γ ·P = P , para cada γ ∈ Γ. Consequ¨entemente,
existe um R-isomorfismo ψγ : P → P tal que ψγ(sx) = s ·ψγ(x) = γ(s)ψγ(x),
para quaisquer s ∈ S e x ∈ P . Logo ψγγ′ψ
−1
γ′ ψ
−1
γ : P → P e´ um isomorfismo
de R-mo´dulos e ψγγ′ψ
−1
γ′ ψ
−1
γ (sx) = sψγγ′ψ
−1
γ′ ψ
−1
γ (x), para quaisquer s ∈ S
e x ∈ P . Portanto, ψγγ′ψ
−1
γ′ ψ
−1
γ ∈ EndS(P ). Por outro lado, ja´ que P e´ um
S-mo´dulo projetivo de posto constante 1, e´ fa´cil verificar, via localizac¸a˜o, que
a aplicac¸a˜o ι : S → EndS(P ), dada por s :7→ (ιs : x 7→ sx), para todo s ∈ S
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e x ∈ P , e´ um isomorfismo de S-mo´dulos. Consequ¨entemente, ψγγ′ψ
−1
γ′ ψ
−1
γ e´
a multiplicac¸a˜o por um elemento f(γ, γ ′) ∈ U(S), para quaisquer γ, γ ′ ∈ Γ.
Desta forma, para cada S-mo´dulo P tal que P ∈ Pic(S)Γ existe uma func¸a˜o
f : Γ× Γ → U(S). Ale´m disso, da igualdade ψγ(γ′γ′′) = ψ(γγ′)γ′′ obtemos que
f ∈ Z2(Γ,U(S)).
Seja η3 : Pic(S)
Γ → H2(Γ,U(S)) a correspondeˆncia P 7→ [f ]. Mostremos
que η3 esta´ bem definida. Para isso, seja {λγ | γ ∈ Γ } uma outra escolha
de R-isomorfismos de P em P tais que λγ(sx) = γ(s)λγ(x), para quaisquer
s ∈ S e x ∈ P . Pelo mesmo argumento utilizado acima, determinamos
uma nova func¸a˜o g : Γ ⊗ Γ → U(S) tal que g(γ, γ ′) = λγγ′λ
−1
γ′ λ
−1
γ , para
quaisquer γ, γ ′ ∈ Γ. Tambe´m como acima g ∈ Z2(Γ,U(S)). Como λγψ
−1
γ e´
um S-isomorfismo de P em P , enta˜o λγψ
−1
γ e´ tambe´m a multiplicac¸a˜o por
um elemento h(γ) ∈ U(S). Temos:
f(γ, γ′)−1g(γ, γ′) = (ψγψγ′ψ
−1
γγ′)(λγγ′λ
−1
γ′ λ
−1
γ )
= (ψγλ
−1
γ )λγ(ψγ′λ
−1
γ′ )λγ′ψ
−1
γγ′λγγ′λ
−1
γ′ λ
−1
γ
= h(γ)−1λγh(γ
′)−1λγ′ψ
−1
γγ′λγγ′λ
−1
γ′ λ
−1
γ
= (γ(h(γ ′))h(γ))−1(λγλγ′ψ
−1
γγ′)(λγγ′λ
−1
γ′ λ
−1
γ )
= (γ(h(γ ′))h(γ))−1(λγγ′λ
−1
γ′ λ
−1
γ )(λγλγ′ψ
−1
γγ′)
= (γ(h(γ ′))h(γ))−1h(γγ′).
Enta˜o, [f ] = [g] ∈ H2(Γ,U(S)) e η3 esta´ bem definida.
Resta mostrar que η3 e´ um homomorfismo de grupos. Sejam
P1, P2 ∈ Pic(S)
Γ tais que η3(P1) = [f ] e η3(P2) = [g]. Para cada γ ∈ Γ,
sejam ψγ : P1 → P1 e θγ : P2 → P2 os R-isomorfismos que definem f e g
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respectivamente. Logo ψγ ⊗ θγ : P1 ⊗S P2 → P1 ⊗S P2 e´ um R-isomorfismo
que define um novo elemento h ∈ Z1(Γ,U(S)). Portanto, para quaisquer
γ, γ′ ∈ Γ temos
h(γ, γ′) = (ψγγ′ ⊗ θγγ′)(ψγ′ ⊗ θγ′)
−1(ψγ ⊗ θγ)
−1
= ψγγ′ψ
−1
γ′ ψ
−1
γ ⊗ θγγ′θ
−1
γ′ θ
−1
γ
= f(γ, γ ′)g(γ, γ′).
Consequ¨entemente, η3(P1 ⊗S P2) = [f ][g] = η3(P1)η3(P2) e η3 e´ um homo-
morfismo.
Etapa 6: a exatida˜o em Pic(S)Γ
Observemos que se P ∈ η2
(
Pic(R)
)
, isto e´, se P = S ⊗R E, para algum
E ∈ Pic(R), enta˜o P ≈ γP via o R-isomorfismo ψγ = γ⊗1, para todo γ ∈ Γ.
Ale´m disso, ψγψγ′ = ψγγ′ . Enta˜o, η3(P ) = [f ], com f(γ, γ
′) = ψγγ′ψ
−1
γ′ ψ
−1
γ =
1, para quaisquer γ, γ ′ ∈ Γ. Ou seja, P esta´ no nu´cleo de η3. Reciprocamente,
se P esta´ no nu´cleo de η3 enta˜o, para cada γ ∈ Γ, existem um R-isomorfismo
ψγ : P → P e um elemento h(γ) ∈ U(S) tais que ψγ(sx) = γ(s)ψγ(x),
para quaisquer s ∈ S, x ∈ P e ψγγ′ψ
−1
γ′ ψ
−1
γ = h(γγ
′)(h(γ)γ(h(γ ′))−1, para
quaisquer γ, γ ′ ∈ Γ. Consequ¨entemente, a ac¸a˜o γ · x = h(γ)−1ψγ(x), para
todo x ∈ P e todo γ ∈ Γ, define sobre P uma estrutura de D-mo´dulo a`
esquerda. De fato, para quaisquer γ, γ ′ ∈ Γ e x ∈ P , temos
γ · (γ′ · x) = γ ·
(
h(γ′)ψγ′(x)
)
= h(γ)−1ψγ
(
h(γ′)ψγ′(x)
)
= h(γ)−1γ
(
h(γ′)
)−1
ψγψγ′(x) = h(γγ
′)−1ψγγ′(x) = (γγ
′) · x.
Mas P e S sa˜o, respectivamente, S-mo´dulo e D-mo´dulo a` esquerda projetivos
finitamente gerados, enta˜o P e´ tambe´m um D-mo´dulo a` esquerda projetivo
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finitamente gerado e, pelo Lema 1.5.5, P ≈ S ⊗R P
Γ. Como P e´ S-mo´dulo
projetivo de posto constante 1, pode-se ver facilmente, via localizac¸a˜o, que
P e S teˆm o mesmo posto como R-mo´dulos projetivos. Portanto, ainda via
localizac¸a˜o e pelo Lemme I.6.1 de [27], obtemos que P Γ ∈ Pic(R), ou seja,
P = η2(P Γ). Com isto conclu´ımos a demonstrac¸a˜o do teorema. 2
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Cap´ıtulo 2: O Resultado
Principal
Neste cap´ıtulo R continua denotando um anel comutativo com unidade.
Seja p ∈ Z primo ı´mpar e regular em R. Em todo este cap´ıtulo, denotamos
por S o anel S =
R[X]
〈Φp(X)〉
e ε = X + 〈Φp(X)〉. Pelo que vimos no primeiro
cap´ıtulo ε e´ uma raiz primitiva p-e´sima da unidade em S = R[ε]. Como antes,
denotamos por Pic(S) o grupo de Picard, das classes P de isomorfismos dos
S-mo´dulos projetivos P de posto constante 1, e por Picp(S) o subgrupo de
p-torsa˜o.
Na primeira secc¸a˜o definimos uma ac¸a˜o de Γ = {γi | γi : ε 7→ ε
i, 1 ≤
i ≤ p− 1}, que e´ um subgrupo de R-automorfismos de S, sobre a sequ¨eˆncia
exata de L. Childs e mostramos que a sequ¨eˆncia formada pelos subgrupos
esta´veis por Γ tambe´m e´ exata.
Nas secc¸o˜es seguintes vamos estender os resultados de C. Greither e R.
Miranda [17], dando uma caracterizac¸a˜o para os grupos Tp(R), Hp(R) e
PrimPicp(R[G]), onde G denota o grupo c´ıclico de ordem p.
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2.1 A Γ-linearidade
Em [9], L. Childs mostrou que a sequ¨eˆncia de grupos abaixo e´ exata:
1 −→ Gp(S)
j
−→ Tp(S)
pi
−→ PrimPicp(S[G]) −→ 1
onde Gp(S) =
Uλp(S)(
Uλ(S)
)p com λ = ε − 1 e, para quaisquer [A] ∈ Tp(S) e
a ∈ Gp(S), pi([A;σ]) = A e j(a) =
[ S[X]
〈f(X)〉
;σ(x) = εx+ 1
]
com x = X + 〈f(X)〉 e f ∈ S[X] moˆnico dado pela equac¸a˜o
(
λX +1
)p
−a =
λpf(X) (Corola´rio 1.2.5).
Consideremos agora o subgrupo de AutR(S), Γ = {id = γ1, γ2, . . . , γp−1}
com γi : ε 7→ ε
i, para todo 1 ≤ i ≤ p − 1. Como vimos no Cap´ıtulo
anterior, Γ e´ c´ıclico. Para definir uma ac¸a˜o de Γ sobre a sequ¨eˆncia de L.
Childs, precisamos do seguinte mo´dulo: dados A um S-mo´dulo e γ ∈ Γ,
definimos o S-mo´dulo γA tal que γA = A como grupo aditivo e S age sobre
γA via s · α = γ(s)α, para quaisquer s ∈ S e α ∈ A. Enta˜o a ac¸a˜o de
Γ sobre a sequ¨eˆncia de L. Childs e´ dada pela ac¸a˜o natural sobre os grupos
Tp(S) e PrimPicp(S[G]) e pela
∗-ac¸a˜o sobre Gp(S): para cada γi ∈ Γ com
1 ≤ i ≤ p− 1,
γi ∗ a = γ
−1
i (a
i), para qualquer a ∈ Gp(S);
γi
(
[A;σ]
)
= [γiA;σ], para qualquer [A;σ] ∈ Tp(S); e
γi · P = γiP , para qualquer P ∈ PrimPicp(S[G]).
Observemos que estas ac¸o˜es estendem as ∗-ac¸o˜es de C. Greither e R.
Miranda [17]. Claramente, precisamos verificar esta afirmac¸a˜o somente so-
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bre PrimPicp(S[G]). Enta˜o, vamos supor que p ∈ U(S), e portanto, para
qualquer classe [A;σ] ∈ Tp(S), temos A ≈ S ⊕ P ⊕ . . . ⊕ P
⊗(p−1) onde
P = PA = {a ∈ A | σ(a) = εa} ([3] e [14]). Sejam γi ∈ Γ e
A = pi([A;σ]) ∈ PrimPicp(S[G]) = pi
(
Tp(S)
)
. Logo,
γi∗A = γi(S ⊕ P ⊕ . . .⊕ P
⊗(p−1)) = γiS ⊕ γiP ⊕ . . .⊕ γiP
⊗(p−1) ∈ Pic(S[G]).
Agora, trabalhando em Picp(S) como C. Greither e R. Miranda, traba-
lhamos com PA em vez de A, e σ(α) = ε · α somente para os elementos de
γiP
⊗i. De fato, sejam 1 ≤ i ≤ p − 1 e α =
∑m
k=1 x1k ⊗ . . . ⊗ xik ∈ γiP
⊗i
com xjk ∈ P = {a ∈ A | σ(a) = εa} para quaisquer 1 ≤ j ≤ i e
1 ≤ k ≤ m. Enta˜o, σ(α) =
∑m
k=1 εx1k⊗ . . .⊗εxik =
∑m
k=1 ε
i
(
x1k⊗ . . .⊗xik
)
= εi
(∑m
k=1 x1k ⊗ . . .⊗ xik
)
= γi(ε)α = ε · α. E´ fa´cil ver que, para k 6= i
e β ∈ γiP
⊗k , σ(β) = εkβ 6= ε · β. Consequ¨entemente,
γi ∗ A = PγiA = γiP
⊗i = γi ∗ PA, o que mostra a afirmac¸a˜o.
A verificac¸a˜o de que o homomorfismo pi comuta com a ac¸a˜o de Γ sobre
os grupos Tp(S) e PrimPicp(S[G]) e´ imediata a partir das definic¸o˜es dadas.
Para a verificac¸a˜o de que o homomorfismo j tambe´m comuta com a ac¸a˜o
de Γ sobre os grupos Gp(S) e Tp(S), necessitamos de algumas considerac¸o˜es
preliminares.
Observemos que cada γ ∈ Γ se estende de modo natural a um R-automor-
fismo de S[X] via γ
(∑
k skX
k
)
=
∑
γ(sk)X
k. Observemos tambe´m que a
cada polinoˆmio h(X) =
∑
k skX
k em S[X] corresponde o polinoˆmio
γh(X) =
∑
k γ
−1(sk) ·X
k em γ(S[X]). Assim, γ
(
S[X]
〈f(X)〉
)
= γS[X]
〈 γf(X)〉
= γ(S[x])
onde x = X + 〈f(X)〉 e ale´m disso, a aplicac¸a˜o γ(S[X]) −→ S[Z] dado por
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∑
k
sk ·X
k
)
7→
∑
k
skZ
k, induz um isomorfismo de S-a´lgebras
ϕ : γ(S[x]) =
γ(S[X])
〈γf(X)〉
→
S[Z]
〈γ−1(f(Z))〉
= S[z] onde z = Z +
〈
γ−1(f(Z))
〉
.
Agora, via ϕ estendemos a ac¸a˜o de σ sobre S[z], isto e´,
σ(z) = ϕ
(
σ
(
ϕ−1(z)
))
= ϕ(σ(x)) = ϕ(γ−1(ε) · x+ 1) = γ−1(ε)z + 1.
Assim, para cada γi ∈ Γ,
γi
(
j(a)
)
= γi
([ S[X]
〈f(X)〉
;σ(x) = εx+ 1
])
=
[
γi
( S[X]
〈f(X)〉
)
;σ(x) = εx+ 1
]
=
[
γi
(
S[X]
)
〈γif(X)〉
;σ(x) = γ−1i (ε) · x+ 1
]
=
[
S[Z]
〈γ−1i (f(Z))〉
;σ(z) = γ−1i (ε)z + 1
]
=
[
S[Z]
〈γ−1i (f(Z))〉
;σ(z) = εtz + 1
]
em Tp(S), com it ≡ 1(mod p).
Por outro lado, seja w = (σ(z) − z) ∈ S[z]. Enta˜o, w = (εt − 1)z + 1 =
γ−1i (λ)z + 1. Logo, σ(w) = (ε
t − 1)σ(z) + 1 = (εt − 1)(w + z) + 1 =
(εt−1)z+1+(εt−1)w = w+(εt−1)w = εtw e σ(ωp) = (εt)pwp = wp, ou
seja, b = wp ∈ S. Ale´m disso, w ∈ U(S[z]). De fato, suponhamos que exista
M ∈ Max(S[z]) tal que w = (σ(z)−z) ∈ M. Consequ¨entemente, (σ(s)−s) ∈
M, para cada s ∈ S[z], o que contradiz o fato de que S[z] e´ extensa˜o galoisiana
de R (Teorema 1.1.1). Mas γ−1i (λ) = (ε
t − 1) = λ(εt−1 + . . . + ε + 1) ∈ λS,
isto e´, w = γ−1i (λ)z + 1 ∈ Uλ(S[z]) e portanto b = w
p ∈ Uλp(S).
Afirmamos que b = γ−1i (a). De fato, (λX + 1)
p − a = λpf(X) em S[X],
significa que
(
γ−1i (λ)X + 1
)p
− γ−1i (a) = γ
−1
i (λ)
p
γif(X) em γi(S[X]). Con-
sequ¨entemente
(
γ−1i (λ)Z + 1
)p
− γ−1i (a) = γ
−1
i (λ)
pγ−1i
(
f(Z)
)
, isto e´,
(
(εt −
1)Z + 1
)p
− γ−1i (a) = γ
−1
i (λ)
pγ−1i
(
f(Z)
)
em S[Z]. Agora, de γ−1i
(
f(z)
)
= 0
em S[z], temos
(
(εt − 1)z + 1
)p
− γ−1i (a) = 0, ou seja, b = w
p = γ−1i (a).
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Finalmente, seja v = wi. Enta˜o, vp = (wi)p = (wp)i = bi = γ−1i (a
i)
e σ(v) = σ(w)i = (εtw)i = εitwi = εv. Como w = 1 + (εt − 1)z e
(εt − 1) = λ(εt−1 + . . . + ε + 1), w = 1 + λ(εt−1 + . . . + ε + 1)z. Logo,
v = wi = 1 + λy para certo y ∈ S[z]. Assim, ε + ελy = εv = σ(v) =
σ(1 + λy) = 1 + λσ(y), isto e´, ε− 1 + ελy = λσ(y), ou λ(1 + εy) = λσ(y).
Mas λ e´ regular e portanto σ(y) = εy + 1. Segue da igualdade vp = γ−1i (a
i)
que (1+λy)p−γ−1i (a
i) = 0. Consequ¨entemente, existe um polinoˆmio moˆnico
g(Y ) ∈ S[Y ] satisfazendo (λY + 1)p− γ−1i (a
i) = λpg(Y ), com g(y) = 0. Pelo
Teorema 1.3.5, S[z] = S[y]. Ja´ que y e´ raiz de g(Y ), segue do teorema do
homomorfismo e da comparac¸a˜o dos postos que existe um isomorfismo de
S-a´lgebras S[y]
ψ
−→
S[Y ]
〈g(Y )〉
. Ale´m disso, ψ e´ um isomorfismo de extenso˜es
de Galois, pois ψ
(
σ(y)
)
= ψ(εy+ 1) = εY + 1 = σ(Y ) = σ
(
ψ(y)
)
. Portanto,[ S[Z]
〈γ−1i (f(Z))〉
;σ(z) = εtz + 1
]
=
[S[Y ]
g(Y )
;σ(y) = εy + 1
]
, onde g ∈ S[Y ] e´ o
polinoˆmio moˆnico dado pela equac¸a˜o (λY + 1)p − γ−1i (a
i) = λpg(Y ) e[S[Y ]
g(Y )
;σ(y) = εy + 1
]
= j
(
γ−1i (a
i)
)
= j(γi ∗ a). Com isto, mostramos que
γi
(
j(a)
)
= j
(
γi ∗ a
)
.
Finalizamos esta secc¸a˜o, mostrando que a sequ¨eˆncia formada pelos grupos
esta´veis pela ac¸a˜o de Γ sobre a sequ¨eˆncia exata de de L. Childs tambe´m e´
exata.
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2.1.1. Teorema
Sejam p ∈ Z primo, S =
R[X]
〈Φp(X)〉
= R[ε] com ε = X + 〈Φp(X)〉 e
Γ = {γi | γi : ε 7→ ε
i, 1 ≤ i ≤ p − 1} subgrupo de AutR(S). Enta˜o, a
sequ¨eˆncia
1 −→ Gp(S)
∗Γ j−→ Tp(S)
Γ pi−→
(
PrimPicp(S[G])
)Γ
−→ 1
e´ exata, onde j(a) =
[ S[X]
〈f(X)〉
;σ(x) = εx+ 1
]
com x = X + 〈f(X)〉 e
f ∈ S[X] moˆnico dado pela equac¸a˜o
(
λX + 1
)p
− a = λpf(X) e
pi([A;σ]) = A, para quaisquer [A] ∈ Tp(S) e a ∈ Gp(S).
Demonstrac¸a˜o : Claramente a sequ¨eˆncia e´ exata a` esquerda, pois j e´
a restric¸a˜o a` Gp(S)
∗Γ de um monomorfismo. Enta˜o, decorre do Lema da
Serpente ([42] Theorem 6.5) que a sequ¨eˆncia abaixo e´ exata:
1 −→ Gp(S)
∗Γ j−→ Tp(S)
Γ pi−→
(
PrimPicp(S[G])
)Γ ∂
−→
∂
−→ H1(Γ, Gp(S))
j1
−→ H1(Γ, Tp(S))
pi1−→ H1
(
Γ,
(
PrimPicp(S[G])
)Γ)
.
Por outro lado Uλp(S) ⊆ Uλ(S), e portanto Gp(S) =
Uλp(S)
Uλ(S)p
e´ de p-torsa˜o.
Enta˜o,
(
H1
(
Γ, Gp(S)
))p
= { 1 } ([42] Theorem 10.26). Ale´m disso, Γ ≈
U(Z/pZ) e, em particular, |Γ |= p− 1. Logo, segue que
(novamente por [42] Theorem 10.26)
(
H1
(
Γ, Gp(S)
))(p−1)
= { 1 }. Assim,
dado θ ∈ H1(Γ, Gp(S)), 1 = θ
p
= θ θ
(p−1)
= θ, e portanto
H1
(
Γ, Gp(S)
)
= { 1 }. O que conclui a demonstrac¸a˜o. 2
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2.2 O isomorfismo Tp(R) ≈ Tp(S)
Γ
Para obter o isomorfismo desejado, vamos exibir, para cada A, extensa˜o
galoisiana de S com grupo de Galois G, uma extensa˜o galoisiana A0 de R
com mesmo grupo de Galois G, tal que [A] = [S ⊗R A0] em Tp(S). Fazemos
isto, aplicando te´cnicas da teoria de “descente” galoisiana, observando o fato
de que, em geral, S na˜o e´ uma extensa˜o galoisiana de R pois, para p na˜o
invert´ıvel em R, S = R[ε] na˜o e´ R-separa´vel. Enta˜o, usamos o conceito de
extensa˜o Γ-normal (ver secc¸a˜o 1.3). Para o caso em que [A] ∈ Hp(S), isto e´,
A possui S-base normal, A0 (que possui R-base normal) e´ obtida no pro´ximo
lema. Para isso, consideremos novamente o subgrupo c´ıclico de AutR(S),
Γ = {id = γ1, γ2, . . . , γp−1} com γi : ε 7→ ε
i, para todo 1 ≤ i ≤ p− 1.
2.2.1. Lema
Sejam p ∈ Z primo ı´mpar, G = 〈σ〉 grupo de ordem p e A uma extensa˜o
Γ-normal de S com grupo de Galois G que possui S-base normal, isto e´,
[A] ∈ Hp(S) tal que γ se estende a` γ˜ ∈ AutR(A) com ordem p−1 satisfazendo
σγ˜ = γ˜σ, onde Γ = 〈γ〉. Sejam Γ˜ = 〈γ˜〉 e A0 = A
Γ˜. Enta˜o, [A0] ∈ Hp(R)
e [A] = [S ⊗R A0].
Demonstrac¸a˜o : Como γ˜ comuta com σ temos σ(A0) ⊆ A0 e portanto G
age naturalmente (via restric¸a˜o) sobre A0. Assim, a ac¸a˜o de G sobre S⊗RA0
e´ dada via 1⊗G. Enta˜o, como σγ˜ = γ˜σ e γ˜ |S= γ, segue que
(S⊗RA0)
G = S⊗RA
G
0 = S⊗R
(
AG
)Γ˜
= S⊗R S
Γ˜ = S⊗R S
Γ = S⊗RR = S.
Mas, [A] ∈ Hp(S), isto e´, A possui S-base normal. Seja {αi = σ
i(α0) |
0 ≤ i ≤ p− 1} uma S-base normal de A. Pelo Corola´rio 1.3.2,
58
α =
p−1∑
i=0
αiσ
−i ∈ U(A[G]) e σ(α) = ασ.
Por outro lado, γ˜ age sobre A[G] via γ˜(
p−1∑
i=0
aiσ
−i) =
p−1∑
i=0
γ˜(ai)σ
−i.
Seja β =
p−1∏
k=1
γ˜k(α−1) =
p−1∑
i=0
βiσ
−i ∈ U(A[G]). Enta˜o,
β = γ˜(β) = γ˜(
∑p−1
i=0 βiσ
−i) =
∑p−1
i=0 γ˜(βi)σ
−i e portanto, βi = γ˜(βi), para
todo 1 ≤ i ≤ p− 1. Logo, β ∈ U(A0[G]). Ale´m disso,
σ(β) = σ
(p−1∏
k=1
γ˜k(α−1)
)
=
p−1∏
k=1
γ˜k
(
σ(α−1)
)
=
p−1∏
k=1
γ˜k(α−1σ−1) =
p−1∏
k=1
γ˜k(α−1)γ˜k(σ−1) = β ·
p−1∏
k=1
γ˜k(σ−1) = β(σ−1)p−1 = βσ.
Novamente pelo corola´rio 1.3.2, {βi = σ
i(β0)}
p−1
i=0 ⊆ A0 e´ S-base normal de
A. Claramente {βi}
p−1
i=0 e´ tambe´m uma R-base de A0.
Consideremos agora o homomorfismo de S-a´lgebras S ⊗R A0
µ
−→ A dado
por µ
( p−1∑
i=0
si ⊗ bi
)
=
p−1∑
i=0
sibi. Enta˜o µ comuta com a ac¸a˜o de G. De fato,
µσ
p−1∑
i=0
si ⊗ bi =
p−1∑
i=0
siσ(bi) = σ
(p−1∑
i=0
sibi
)
=
(
σµ
p−1∑
i=0
si ⊗ bi
)
.
Ja´ que a imagem da S-base {1⊗ βi}
p−1
i=0 de S ⊗R A0 e´ {βi}
p−1
i=0 , que e´ uma
S-base de A, obtemos que µ e´ um isomorfismo de S-a´lgebras. Segue que
S ⊗R A0 tambe´m e´ uma extensa˜o galoisiana de S com grupo de Galois G.
De fato, sejam xi, yi ∈ A (1 ≤ i ≤ m) coordenadas de Galois da extensa˜o
A. Claramente, µ−1(xi), µ
−1(yi) ∈ S ⊗R A0 (1 ≤ i ≤ m), sa˜o coordenadas
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de Galois da extensa˜o S ⊗R A0. Logo, em Tp(S), [A] = [S ⊗R A0].
Agora, S e´ uma R-a´lgebra fielmente plana ([4], pg.46), pois S = R[ε] e´
livre. Enta˜o, segue do Lema 1.1.8 que A0 e´ extensa˜o galoisiana de R com
grupo de Galois G. 2
No pro´ximo lema, mostramos que, para cada extensa˜o galoisiana A de R
com grupo de GaloisG, ao “subir” do anel A para o anel S⊗RA com S = R[ε],
preservamos as operac¸o˜es dos grupos T (G;R) e T (G;S). Observemos que
na˜o precisamos da hipo´tese |G |= p prima.
2.2.2. Lema
Sejam R ⊆ S, com S uma R-a´lgebra comutativa e G um grupo abeliano
finito. Sejam [A] = [S ⊗R A0] e [B] = [S ⊗R B0] em T (G;S), com
[A0], [B0] ∈ T (G;R). Enta˜o, [A] ∗ [B] = [S ⊗R (A0 ⊗R B0)
δG] ∈ T (G;S).
Demonstrac¸a˜o : Da hipo´tese, existem isomorfismos de extenso˜es de Galois
A
f
≈ S ⊗R A0 e B
g
≈ S ⊗R B0 satisfazendo fσ = (1⊗ σ)f e gσ = (1⊗ σ)g
para qualquer σ ∈ G. Portanto A ⊗S B
f⊗g
≈ (S ⊗R A0) ⊗S (S ⊗R B0) com
f ⊗ g(σ ⊗ τ) = (1⊗ σ)f ⊗ (1⊗ τ)g para quaisquer σ, τ ∈ G.
Como A0 e B0 sa˜o extenso˜es galoisianas de R com grupo de Galois G
enta˜o A0⊗RB0 e´ uma extensa˜o galoisiana de R com grupo de Galois G⊗G =
{σ ⊗ τ | σ, τ ∈ G} e S ⊗R A0 ⊗R B0 e´ extensa˜o galoisiana de S (Lema
1.1.6), com grupo de Galois G⊗G ≈ 1⊗G⊗G (G⊗G age sobre A0⊗RB0
via σ ⊗ τ e sobre S ⊗R A0 ⊗R B0 via 1 ⊗ σ ⊗ τ , para quaisquer σ, τ ∈ G).
Assim, definimos
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ψ : A⊗S B −→ S⊗RA0⊗RB0 por ψ(a⊗ b) =
∑
i,j
si(a; f)tj(b; g)⊗ ai ⊗ bj
onde f(a) =
n(a;f)∑
i=1
si(a; f)⊗ ai e g(b) =
m(b;g)∑
j=1
tj(b; g)⊗ bj. Como f e g esta˜o
fixos, escrevemos n(a) = n(a; f), si(a) = si(a; f), m(b) = m(b; g) e tj(b) =
tj(b; g), para quaisquer 1 ≤ i ≤ n(a) e 1 ≤ j ≤ m(b). Ale´m disso, para
qualquer σ ∈ G, fσ = (1⊗ σ)f e gσ = (1⊗ σ)g. Enta˜o, dado σ ∈ G,
n(a)∑
i=1
si(a)⊗ σ(ai) = (1⊗ σ)f(a) = fσ(a) =
n
(
σ(a)
)∑
i=1
si
(
σ(a)
)
⊗ σ(a)i
e
m(b)∑
j=1
tj(b)⊗ τ(bj) = (1⊗ τ)g(b) = gτ(b) =
m
(
τ(b)
)∑
j=1
tj
(
τ(b)
)
⊗ τ(b)j
Logo, ψ(σ ⊗ τ) = (1 ⊗ σ ⊗ τ)ψ, para quaisquer σ, τ ∈ G. De fato, dados
(a⊗ b) ∈ A⊗S B e σ, τ ∈ G,
ψ
(
(σ ⊗ τ)(a⊗ b)
)
= ψ
(
σ(a)⊗ τ(b)
)
=
∑
1≤i≤n(σ(a))
1≤j≤m(τ(b))
si
(
σ(a)
)
tj
(
τ(b)
)
⊗ σ(a)i ⊗ τ(b)j
=
(n(σ(a))∑
i=1
si
(
σ(a)
)
⊗ σ(a)i ⊗ 1
)(m(τ(b))∑
j=1
tj
(
τ(b)
)
⊗ 1⊗ τ(b)j
)
=
(
n(a)∑
i=1
si(a)⊗ σ(ai)⊗ 1
)(
m(b)∑
j=1
tj(b)⊗ 1⊗ τ(bj)
)
=
∑
1≤i≤n(a)
1≤j≤m(b)
si(a)tj(b)⊗ σ(ai)⊗ τ(bj) = (1⊗ σ ⊗ τ)ψ(a⊗ b).
Consequ¨entemente,
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(A⊗S B)
δG
ψ
≈ (S ⊗R A0 ⊗R B0)
1⊗δG = S ⊗R (A0 ⊗R B0)
δG
Pelo Teorema Fundamental da Teoria de Galois, (A0 ⊗R B0)
δG e´ extensa˜o
galoisiana de R com grupo de Galois G ≈
G⊗G
δG
, ou seja, em T (G;S),
[A] ∗ [B] = [S ⊗ (A0 ⊗R B0)
δG]. 2
Podemos agora mostrar o isomorfismo desejado
2.2.3. Teorema
Sejam p ∈ Z primo, S =
R[X]
〈Φp(X)〉
= R[ε] onde ε = X + 〈Φp(X)〉,
Γ = {γi | γi : ε 7→ ε
i, 1 ≤ i ≤ p− 1} subgrupo de AutR(S) e
Φp(X) o p-e´simo polinoˆmio ciclotoˆmico em R[X]. Enta˜o,
ϕ : Tp(R) −→ Tp(S)
Γ
[A;σ] 7−→ [S ⊗R A; 1⊗ σ]
e´ um isomorfismo de grupos.
Demonstrac¸a˜o : A ac¸a˜o de Γ sobre S ⊗R A e´ via primeira coordenada.
Logo, para cada γ ∈ Γ, γϕ[A;σ] = γ[S ⊗ A; 1 ⊗ σ] = [γS ⊗ A; 1 ⊗ σ] =
[S ⊗ A; 1 ⊗ σ] = ϕ[A;σ], isto e´, ϕ[A;σ] ∈ Tp(S)
Γ. Consideremos agora
[A1;σ1] = [A2;σ2] em Tp(R), e seja f : A1 −→ A2 isomorfismo de R-a´lgebras
tal que fσ1 = σ2f . Consequ¨entemente, 1 ⊗ f : S ⊗R A1 −→ S ⊗R A2 e´ um
isomorfismo de extenso˜es de Galois. Logo, ϕ esta´ bem definida, e segue do
Lema anterior que ϕ e´ um homomorfismo de grupos. Mostremos que ϕ e´
bijetor.
Seja [A;σ] ∈ Ker(ϕ), isto e´, [S ⊗R A; 1⊗ σ] = [S
p; τ ] onde
τ(s1, . . . , sp) = (sp, s1, . . . , sp−1). Logo, existe β : S⊗RA −→ S
p isomorfismo
de S-a´lgebras tal que β(1⊗ σ) = τβ.
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Para cada δ ∈ Γ, definimos θδ = βδβ
−1δ−1. Claramente θδ ∈ AutR(S
p).
Observemos que Γ age sobre Sp via δ · (s1, . . . , sp) = (δ(s1), . . . , δ(sp)). Logo,
para quaisquer s ∈ S e z ∈ Sp,
θδ(sz)=βδβ
−1δ−1(sz)=βδβ−1(δ−1(s)δ−1(z))=βδ
(
δ−1(s)β−1δ−1(z)
)
=s θδ(z),
isto e´, θδ ∈ AutS(S
p). Por outro lado, a ac¸a˜o de Γ sobre AutS(S
p) e´ via
conjugac¸a˜o: δ(ρ) = δρδ−1, para quaisquer δ ∈ Γ e ρ ∈ AutS(S
p). Assim,
θδ1 δ2 = βδ1δ2β
−1δ−12 δ
−1
1 = (βδ1β
−1δ−11 )δ1(βδ2β
−1δ−12 )δ
−1
1 = θδ1δ1(θδ2)
= θ(δ1)δ1
(
θ(δ2)
)
, para quaisquer δ1, δ2 ∈ Γ =<γ>. Portanto, a aplicac¸a˜o
θ : Γ −→ AutS(S
p), dada por θ(δ) = θδ e´ um 1-cociclo.
Por outro lado, a ac¸a˜o de Γ comuta com a ac¸a˜o de τ . De fato:
δτ(s1, . . . , sp) = δ(sp, s1, . . . , sp−1) = (δ(sp), δ(s1), . . . , δ(sp−1))
= τ(δ(s1), . . . , δ(sp)) = τδ(s1, . . . , sp), para qualquer (s1, . . . , sp) ∈ S
p.
Ale´m disso, para cada δ ∈ Γ, θδτ = βδβ
−1δ−1τ = βδβ−1τδ−1
= βδ(τ−1β)−1δ−1 = βδ
(
β(1⊗ σ−1)
)−1
δ−1 = βδ(1⊗ σ)β−1δ−1
= β(1⊗ σ)δβ−1δ−1 = τβδβ−1δ−1 = τθδ, ou seja,
θδ ∈ ∆ = {w ∈ AutS(S
p) | wτ = τw}.
Observemos que ∆ ⊆ U(S < τ >). De fato, por ([6], Theorem 3.1),
para cada w ∈ ∆, existem ei,w ∈ S
p, 0 ≤ i ≤ p − 1 idempotentes or-
togonais com soma 1, tais que w =
∑p−1
i=0 ei,wτ
i. Ja´ que wτ = τw,
segue que
∑p−1
i=0 ei,wτ
i+1 =
∑p−1
i=0 τ(ei,w)τ
i+1. Enta˜o, ei,w = τ(ei,w), isto e´,
ei,w ∈ (S
p)〈τ〉 = S, para todo 0 ≤ i ≤ p− 1. Assim, mostramos que
∆ = {w =
p−1∑
i=0
ei,wτ
i | {ei,w}
p−1
i=0 e´ uma famı´lia de idempotentes de S dois a
dois ortogonais e com soma 1}. Como S e 〈τ〉 sa˜o comutativos, segue
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que ∆ e´ comutativo. Ale´m disso, ∆ e´ Γ-mo´dulo via a conjugac¸a˜o.
Ja´ vimos que θ : Γ −→ ∆, δ 7→ θδ e´ 1-cociclo. Logo θ ∈ H
1(Γ,∆), e
portanto θ
p−1
= 1, onde 1 : Γ −→ ∆ associa a cada δ ∈ Γ a identidade
idSp ([42], Theorem 10.26). Por outro lado, para qualquer θδ ∈ ∆, θδ =∑p−1
i=0 ei,δτ
i onde {ei,δ}
p−1
i=0 e´ uma famı´lia de idempotentes de S dois a dois
ortogonais com soma 1, para todo 0 ≤ i ≤ p− 1. Enta˜o,
θpδ =
(∑p−1
i=0 ei,δτ
i
)p
=
∑p−1
i=0 ei,δτ
ip =
(∑p−1
i=0 ei,δ
)
idSp = 1 · idSp = idSp ,
ou ainda, para cada δ ∈ Γ, θp(δ) = θpδ = idSp . Logo, θ
p
= 1 e portanto,
1 = θ
p
= θ
p−1
θ = θ. Consequ¨entemente, θ = 1 em H1(Γ,∆), ou seja, θ e´
um 1-cobordo. Logo existe w ∈ ∆ tal que θ(δ) = δ(w) · w−1, para qualquer
δ ∈ Γ. Enta˜o, θ(δ) = βδ−1β−1δ−1 = δ(w)w−1 = δwδ−1 · w−1 = w−1δwδ−1, e
portanto obtemos que βδβ−1 = w−1δw, ou seja, (wβ)δ = δ(wβ), para cada
δ ∈ Γ. Assim, o isomorfismo wβ : S ⊗R A
β
−→ Sp
w
−→ Sp nos mostra que
A
µ
= R⊗R A = S
Γ ⊗R A = (S ⊗R A)
Γ
wβ
≈ (Sp)Γ = Rp,
isto e´, A
wβ
≈ Rp. Ale´m disso, wβ · 1⊗ σ = wτβ = τwβ, e portanto
[A] = [Rp] = eG(R). Consequ¨entemente, ϕ e´ injetor.
Para mostrar a sobrejetividade de ϕ e´ suficiente verificar que
[A;σ](p−1) ∈ ϕ
(
Tp(R)
)
, pois h : Tp(S)
Γ −→ Tp(S)
Γ dado por
h([A;σ]) = [A;σ](p−1) = [A;σ]−1 e´ um isomorfismo de grupos. Observemos
que
h([A;σ]) = [A;σ](p−1) =
p−1∏
i=1
γi
(
[A;σ]
)
, pois [A;σ] ∈ Tp(S)
Γ.
Seja B =
∏p−1
i=1 γi
(
[A;σ]
)
=
∏p−1
i=1 [γiA;σ]. Enta˜o,
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B = [(⊗p−1i=1 γiA)
N ;σ ⊗ 1⊗ . . .⊗ 1], onde N e´ o nu´cleo da multiplicac¸a˜o
m :
p−1∏
i=1
Z
pZ
−→
Z
pZ
definida por m(z1, . . . , zp−1) =
∏p−1
i=1 zi e
∏p−1
i=1
Z
pZ
age
sobre
(
⊗p−1i=1A
)
coordenada a coordenada. Para simplificar a notac¸a˜o, tambe´m
denotamos por B a S-a´lgebra
(
⊗p−1i=1 γiA
)N
.
Agora, para cada γi ∈ Γ, 1 ≤ i ≤ p − 1, definimos γ˜i : B −→ B do
seguinte modo: γ˜i |S= γi e γ˜i(b) = ⊗
p−1
j=1aij(mod p), para todo elemento ba´sico
b = ⊗p−1j=1aj ∈ B. Assim, γ˜i permuta as coordenadas de b: na j-e´sima posic¸a˜o
temos aij(mod p) substituindo aj. Claramente, dado r ∈ R, temos que γ˜i(r) =
γi(r) = r, e enta˜o γ˜i ∈ AutR(B), para todo 1 ≤ i ≤ p − 1. Da definic¸a˜o de
B, segue que σ⊗ 1⊗ . . .⊗ 1 age identicamente a 1⊗ . . .⊗ 1⊗σ⊗ 1⊗ . . .⊗ 1,
e consequ¨entemente, σγ˜i = γ˜iσ, para todo 1 ≤ i ≤ p− 1.
Ale´m disso, Γ˜ = {γ˜i | 1 ≤ i ≤ p − 1} e´ um grupo c´ıclico de ordem
p − 1. Sejam Γ˜ =< γ˜ > e B0 = B
Γ˜. Mostremos que [B0] ∈ T (G;R)
e [B] = [S ⊗R B0]. Seja M ∈ Max(R). Enta˜o, segue de ([1], Proposition
5.6) que SM e´ uma extensa˜o inteira de RM. Mas Γ e´ um subgrupo finito de
AutRM(SM), e S
Γ
M
≈ RM. Assim, como RM e´ local, SM e´ um anel semi-local
(Lema 1.2.6).
Consequ¨entemente, pelo teorema ([6], Theorem 4.2-c ), BM tem SM-base
normal. Consideremos o homomorfismo de S-a´lgebras induzido pela multi-
plicac¸a˜o µ : S ⊗R B0 −→ B. Pelo Lema 2.2.1, µM : SM ⊗RM
(
BM
)
0
−→ BM
e´ um RM-isomorfismo de a´lgebras para qualquer M ∈ Max(R). Por outro
lado, para todo M ∈ Max(R),
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BM
µ
M
≈ SM ⊗RM
(
BM
)
0
= SM ⊗RM
(
B0
)
M
≈
(
S ⊗R B0
)
M
.
Enta˜o, pelo Princ´ıpio Local-Global ([31], corol. iv.7 pg. 261)
µ : S ⊗R B0 −→ B, induzido pela multiplicac¸a˜o µ(s ⊗ b) = sb, para qual-
quer (s⊗ b) elemento ba´sico de S ⊗B0, e´ um isomorfismo de R-a´lgebras. Ja´
que µ e´ S-linear e que µσ = σµ, [B] = [S ⊗R B0] em Tp(S). Mas S e´ um
R-mo´dulo fielmente plano e portanto [B0] ∈ Tp(R) (Lema 1.1.8). Ou seja,
[B] = ϕ([B0]). Logo ϕ e´ um isomorfismo de grupos. 2
2.3 O isomorfismo Hp(R) ≈ Hp(S)
Γ
Dados M um grupo abeliano e H um grupo finito agindo sobre M ,
a norma em M relativa a H ( ver [10] ) η
H,M
: M −→M e´ definida por
η
H,M
(m) =
∏
h∈H
h ·m, para qualquer m ∈M . O pro´ximo lema
descreve MH = {m ∈ M | h ·m = m, para qualquer h ∈ H} em func¸a˜o de
η. Na verdade, fazemos uma restric¸a˜o sobre a torsa˜o de M , mas observamos
que a hipo´tese assumida e´ claramente satisfeita pelos grupos com os quais
vamos trabalhar.
2.3.1. Lema
Sejam M um grupo abeliano e H um grupo finito agindo sobre M . Se M
e´ de torsa˜o n =|H|+1, enta˜o η
H,M
(
M
)
= MH .
Demonstrac¸a˜o : Claramente, η
H,M
(
M
)
⊆ MH . Reciprocamente, dado
m ∈MH , temos que η
H,M
(m) = m|H| = mn−1, e portanto,
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(η
H,M
)2(m) = m(n−1)
2
= m, desde mn = 1. Logo, m ∈ η
H,M
(
M
)
. 2
Para mostrar que Hp(R) ≈ Hp(S)
Γ, observemos que o monomorfismo
j : Gp(S) −→ Tp(S) da sequ¨eˆncia de L. Childs e´ Γ-linear (secc¸a˜o 2.1). Mas
j = θ, onde Gp(S)
θ
≈ Hp(S) e´ o isomorfismo dado no Teorema 1.4.1. Con-
sequ¨entemente, Gp(S)
∗Γ
θ|
≈ Hp(S)
Γ. Assim, vamos mostrar que os grupos
Hp(R) e Gp(S)
∗Γ sa˜o isomorfos. Para isso, consideremos a norma em
Gp(S) relativa a Γ, η = ηΓ,Gp(S) : Gp(S) −→ Gp(S) dada por
η(a) =
p−2∏
i=0
γi ∗ a =
p−2∏
i=0
γ−1i (a
i) para todo a ∈ Gp(S), conhecida como a
norma de Stickelberger. Recordemos que Γ = 〈γ〉 com γ = γt e
1 ≤ t, l ≤ p−1 tais que tl ≡ 1(mod p). E´ fa´cil ver que, para cada a ∈ Gp(S),
η(a) =
p−2∏
i=0
γ−i(ati).
O corola´rio a seguir e´ imediato:
2.3.2. Corola´rio
η
(
Gp(S)
)
= Gp(S)
∗Γ
A partir deste corola´rio e do pro´ximo lema, podemos construir o isomor-
fismo proposto nesta secc¸a˜o.
Denotaremos por Ep(S) o subgrupo ϕ(Hp(R)) de Tp(S)
Γ, onde ϕ e´ o
isomorfismo dado pelo Teorema 2.2.3. Vamos mostrar que Ep(S) e´ um grupo
isomorfo a` η
(
Gp(S)
)
.
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2.3.3. Lema
Seja p um primo ı´mpar. Enta˜o η
(
Gp(S)
)
≈ Ep(S)
Demonstrac¸a˜o : Observemos que Hp(S)
θ−1
≈ Gp(S), onde θ e´ o isomorfismo
dado pelo Teorema 1.4.1. Assim, basta verificar que θ−1(Ep(S)) = η
(
Gp(S)
)
.
Seja [A] ∈ Ep(S). Enta˜o existe A0 ∈ Hp(R) tal que [A] = [S⊗RA0]. Ale´m
disso, se {αi = σ
i(α0)}
p−1
i=0 e´ uma R-base normal de A0, enta˜o {1⊗αi}
p−1
i=0 e´
uma S-base normal de S⊗RA0 e consequ¨entemente A possui S-base normal.
Assim, temos [A] ∈ Ep(S) ∩Hp(S) ⊆ Tp(S)
Γ ∩Hp(S) = Hp(S)
Γ. Por outro
lado, Hp(S) = θ(Gp(S)) = j(Gp(S)) (Teorema 1.4.1) e, como j e´ Γ-linear
(ver secc¸a˜o 2.1), temos Hp(S)
Γ θ
−1
≈ Gp(S)
?Γ. Agora, segue do Corola´rio 2.3.2
que θ−1([A]) ∈ Gp(S)
?Γ = η(Gp(S)).
Reciprocamente, dado a ∈ η
(
Gp(S)
)
= Gp(S)
∗Γ, seja A =
S[X]
〈f(X)〉
= S[x],
com f(X) ∈ S[X] moˆnico tal que (λX + 1)p − a = λpf(X) (Corola´rio
1.2.5) e x = X + 〈f(X)〉. A ac¸a˜o de G sobre A e´ dada por σ(x) = εx + 1.
Como λpf
(
σ(x)
)
= (λσ(x) + 1)p − a =
(
λ(εx + 1) + 1
)p
= (λεx + λ +
1)p = (λεx + ε)p = ε(λx + 1)p = (λx + 1)p − a = λpf(x) = 0, isto e´,
f
(
σ(x)
)
= 0, obtemos que a ac¸a˜o esta´ bem definida. Seja z = 1+λx. Enta˜o,
zp = (1 + λx)p = λpf(x) + a = a, isto e´, zp = a ∈ Uλp(S) e portanto
θ−1([A]) = a. Pelo Teorema 1.4.1, [A] ∈ Hp(S). Mostremos que [A] ∈ Ep(S).
Como a ∈ η
(
Gp(S)
)
, existe d ∈ Uλp(S) tal que η(d) =
p−2∏
k=0
γ−k
(
dtk
)
= a,
onde t satisfaz tl ≡ 1(mod p) com 1 ≤ t, l ≤ p− 1. Consequ¨entemente, existe
u ∈ Uλ(S) satisfazendo a =
p−2∏
k=0
γ−k(d)t
k
up, ou seja, au−p =
p−2∏
k=0
γ−k(d)t
k
.
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Assim, substituindo a por au−p, podemos supor que a =
p−2∏
k=0
γ−k(d)t
k
. Enta˜o,
γ(a)a−t = γ
(
p−2∏
k=0
γ−k(d)t
k
)(
p−2∏
k=0
γ−k(d)t
k
)−t
= d
(∑p−2
k=0
tkγ−k
)(
γ−t
)
= d
γ
(
1−t(p−1)
)
= γ
(
d1−t
(p−1)
)
. Ja´ que t(p−1) = p(−r) + 1 para algum
r ∈ Z, temos
1− t(p−1)
p
= r ∈ Z. Seja c = dr. Assim,
γ(a)a−t = γ
(
drp
)
= γ(cp) = γ(c)p, e portanto, γ(a) = atγ(c)p.
Definimos γ˜ : A −→ A satisfazendo γ˜(s) = γ(s), para qualquer s ∈ S
e γ˜(z) = γ(c)zt. De γ˜(z)p = γ(cp)zp
t
= γ(cp)at = γ(a) = γ˜(zp), segue que
γ˜ esta´ bem definido com respeito a z. Para obtermos a boa definic¸a˜o de γ˜
com respeito a x, precisamos primeiramente verificar que c = dr ∈ Uλ(S).
Mas d ∈ Uλp(S). Logo d ∈ U(S) e existe d0 ∈ S tal que d = 1 + λ
pd0.
Consequ¨entemente, dr ∈ U(S) e c = dr = (1 + λpd0)
r = 1 +
r∑
k=1
( r
k
)
λp
k
dk0
= 1 + λ
(
r∑
k=1
( r
k
)
λ(p
k−1)dk0
)
∈ Uλ(S). Agora, observemos que c = 1 + λc0,
com c0 ∈ S e
γ˜(1 + λx) = γ˜(z) = γ(c)zt = γ(1 + λc0)(1 + λx)
t
= (1 + γ(λ)γ(c0))(1 + λb) = 1 + γ(λ)
(
γ(c0) + γ(c0)λb
)
+ λb,
onde b ∈ A e´ dado por b =
t∑
k=1
( t
k
)
λ(k−1)xk. Mas, pelo Lema 1.2.3, existe
s ∈ S tal que λ = γ(λ)s, isto e´,
1 + γ(λ)γ˜(x) = 1 + γ(λ)
(
γ(c0) + γ(c0)λb+ sb
)
69
e obtemos que γ˜(x) = γ(c0) + γ(c0)λb+ sb, ou seja, γ˜(x) = γ(c0)z
t + sb. Isto
nos da´ a boa definic¸a˜o de γ˜ com respeito a x. Mostremos que γ˜ ∈ AutR(A) e
que σγ˜ = γ˜σ. Temos γ˜(p−1)(z) = βz, com β ∈ Uλ(S) ou, equivalentemente,
γ˜(p−1)(z)β−1 = z. Logo,
β−1
(
1 + γ(p−1)(λ)γ˜(p−1)(x)
)
= β−1γ˜(p−1)(z) = z = 1 + λx, isto e´,
β−1
(
1 + λγ˜(p−1)(x)
)
= 1 + λx = β−1(β + λβx), ou ainda,
1 + λγ˜(p−1)(x) = β + λβx. Seja β0 ∈ S tal que β = 1 + λβ0. Enta˜o,
1 + λγ˜(p−1)(x) = (1 + λβ0) + λβx = 1 + λ(β0 + βx). Como λ ∈ R
×,
γ˜(p−1)(x) = β0 + βx. Consequ¨entemente, x = β
−1γ˜(p−1)(x) − β−1β0 =
γ˜
(
γ−1(β−1)γ˜(p−2)(x) − γ−1(β−1β0)
)
, e portanto γ˜ e´ sobrejetor. Segue que
γ˜ e´ bijetor ([27], I.2.4). Claramente, γ˜ e´ R-linear, e enta˜o γ˜ ∈ AutR(A).
Finalmente, z−1γ˜(p−1)(z) = zt
(p−1)−1 ·
p−2∏
k=0
γ−k(c)t
k
= a−rc(
∑p−2
k=0 t
kγ−k)
= d(
∑p−2
k=0 t
kγ−k)(−r) · dr(
∑p−2
k=0 t
kγ−k) = d0 = 1,
e portanto γ˜(p−1)(z) = z. Agora,
1 + λx = z = γ˜(p−1)(z) = γ˜(p−1)(1 + λx)
= 1 + γ(p−1)(λ)γ˜(p−1)(x) = 1 + λγ˜(p−1)(x),
e enta˜o x = γ˜(p−1)(x), ou seja, γ˜ tem ordem p − 1. Pelo Lema 2.2.1, segue
que [A] ∈ Ep(S). 2
Do Corola´rio 2.3.2 e Lema 2.3.3 temos o
2.3.4. Teorema
Sejam p ∈ Z primo, S =
R[X]
〈Φp(X)〉
= R[ε] onde Φp(X) e´ o p-e´simo
polinoˆmio ciclotoˆmico em R[X], ε = X + 〈Φp(X)〉 e´ uma raiz primitiva
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p-e´sima da unidade em S e Γ = {γi | γi : ε 7→ ε
i, 1 ≤ i ≤ p− 1} subgrupo
de AutR(S). Enta˜o,
Hp(R) ≈ Gp(S)
∗Γ ≈ Hp(S)
Γ.
2.4 O isomorfismo
PrimPicp(R[G]) ≈
(
PrimPicp(S[G])
)Γ
Para obter o isomorfismo desejado, utilizamos a sequ¨eˆncia cohomolo´gica
constru´ıda na secc¸a˜o 1.5 e os isomorfismos constru´ıdos nas duas secc¸o˜es an-
teriores. O lema a seguir, e´ uma consequ¨eˆncia imediata do Lema 2.3.1.
2.4.1. Lema
Seja η = η
Γ,PrimPicp(S[G])
a norma em PrimPicp(S[G]) relativa a Γ. Enta˜o,
η
(
PrimPicp(S[G])
)
=
(
PrimPicp(S[G])
)Γ
Observemos que S[G] ≈ S ⊗R R[G] e´ uma R[G]-a´lgebra fielmente pro-
jetiva, pois S e´ uma R-a´lgebra fielmente projetiva. Por outro lado, como
1 + ε + ε2 + . . . + εp−1 = 0 segue que tr(−ε) =
∑
γ∈Γ γ(−ε) = 1, isto e´,
tomando c = −ε no Teorema 1.5.1 obtemos, para os ane´is R[G] ⊆ S[G], que
a sequ¨eˆncia abaixo e´ exata:
1−→ H1
(
Γ,U(S[G])
)
η1
−→ Pic(R[G])
η2
−→ Pic(S[G])Γ
η3
−→ H2
(
Γ,U(S[G])
)
onde, em particular, η2(P ) = S ⊗R P .
Vamos verificar que a restric¸a˜o de η2 ao subgrupo PrimPicp(R[G]) nos
da´ o isomorfismo de grupos proposto. Denotemos esta restric¸a˜o de η2 por η
′
2,
e mostremos que
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η′2
(
PrimPicp(R[G])
)
= PrimPicp(S[G])
Γ e Kerη′2 = 1.
2.4.2. Lema
A aplicac¸a˜o de grupos Pic(R[G]) −→ Pic(S[G]) dada por P 7→ S ⊗R P
induz um homomorfismo de grupos PrimPicp(R[G]) −→ PrimPicp(S[G])
Γ
Demonstrac¸a˜o : E´ suficiente verificar que, para cada elemento primitivo P
em Pic(R[G]), S ⊗R P e´ um elemento primitivo de p-torsa˜o em Pic(S[G]).
Seja P ∈ PrimPicp(R[G]). Enta˜o, segue da definic¸a˜o de um elemento
primitivo (ver [9]) que existe um isomorfismo de R[G×G]-mo´dulos
φ : P ⊗R P −→ R[G×G]⊗
∆
R[G] P , onde R[G] age sobre R[G×G] via
∆ : R[G] −→ R[G×G] com ∆(σ) = (σ, σ).
Assim, Ψ : (S ⊗R P )⊗S (S ⊗R P ) −→ S[G×G]⊗
∆
S[G] (S ⊗R P ) induzido
por Ψ(s⊗m⊗ t⊗ n) =
∑
i
sri(σi, τi)⊗ t⊗ ai e´ um homomorfismo de S[G×
G]-mo´dulos, onde
(∑
i
ri(σi, τi)⊗ ai
)
∈ R[G×G]⊗∆R[G] P e´ univocamente
determinado por φ. De fato, como a aplicac¸a˜o definida do produto cartesiano
(S⊗RP )×(S⊗RP ) no produto tensorial S[G×G]⊗
∆
S[G] (S⊗RP ) que associa
a cada (s ⊗ m, t ⊗ n) o elemento
∑
i sri(σi, τi) ⊗ t ⊗ ai e´ aditiva nas duas
coordenadas e S-balanceada, Ψ esta´ bem definido. Ale´m disso, e´ fa´cil verificar
que Ψ e´ um homomorfismo de S[G×G]-mo´dulos. Por outro lado,
1⊗Ψ : S ⊗R (S ⊗R P )⊗S (S ⊗R P ) −→ S ⊗R S[G×G]⊗
∆
S[G] (S ⊗R P )
induzida por (1⊗Ψ)
(
α⊗ (s⊗m)⊗ (t⊗n)
)
= α⊗
(
sr(σ, τ)
)
⊗
(
t⊗ a
)
para
quaisquer α, s, t ∈ S e m,n ∈ P onde φ(m ⊗ n) = r(σ, τ) ⊗ a com
r ∈ R, σ, τ ∈ G e a ∈ P e´ um isomorfismo de S[G × G]-mo´dulos. De fato,
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usando as propriedades associativa e comutativa do produto tensorial, segue
que
S ⊗R (S ⊗R P )⊗S (S ⊗R P ) ≈ (S ⊗R P )⊗R S ⊗S (S ⊗R P )
α⊗ (s⊗m)⊗ (t⊗ n) 7−→ s⊗m⊗ α⊗ t⊗ n
(S ⊗R P )⊗R S ⊗S (S ⊗R P ) ≈ P ⊗R S ⊗R S ⊗S P ⊗R S
s⊗m⊗ α⊗ t⊗ n 7−→ m⊗ s⊗ α⊗ n⊗ t
P ⊗R S ⊗R S ⊗S P ⊗R S ≈ (P ⊗R P )⊗R (S ⊗S S ⊗R S)
m⊗ s⊗ α⊗ n⊗ t 7−→ m⊗ n⊗ t⊗ s⊗ α
(P ⊗R P )⊗R (S ⊗S S ⊗R S)
φ⊗1
≈ R[G×G]⊗∆R[G] P ⊗R (S ⊗S S ⊗R S)
m⊗ n⊗ t⊗ s⊗ α 7−→φ(m⊗ n)⊗ t⊗ s⊗ α
R[G×G]⊗∆R[G] P ⊗R (S ⊗S S ⊗R S) ≈ R[G×G]⊗
∆
R[G] (S ⊗R P )⊗S S ⊗R S(∑
i
ri(σi, τi)⊗ ai
)
⊗ t⊗ s⊗ α 7−→
∑
i
ri(σi, τi)⊗ t⊗ ai ⊗ s⊗ α
R[G×G]⊗∆R[G] (S ⊗R P )⊗S S ⊗R S ≈ S ⊗S R[G×G]⊗
∆
R[G] (S ⊗R P )⊗R S∑
i
ri(σi, τi)⊗ t⊗ ai ⊗ s⊗ α 7−→ s⊗
∑
i
ri(σi, τi)⊗ t⊗ ai ⊗ α
S ⊗S R[G×G]⊗
∆
R[G] (S ⊗R P )⊗R S ≈ S ⊗S S ⊗R R[G×G]⊗
∆
R[G] (S ⊗R P )
s⊗
∑
i
ri(σi, τi)⊗ t⊗ ai ⊗ α 7−→ α⊗ s⊗
∑
i
ri(σi, τi)⊗ t⊗ ai
Agora, aplicando as fo´rmulas associativas do produto tensorial ([5], Proposi-
tion IX.2.1) obtemos
S
⊗
R⊗
R
S
(S ⊗R R[G×G])
∆⊗
R[G]
(S ⊗R P ) ≈ S ⊗R
(
S ⊗R R[G×G]
) ∆⊗
S ⊗
R
R[G]
(S ⊗R P )
(
α⊗ s⊗
∑
i
ri(σi, τi)
)
⊗ (t⊗ ai) 7−→ α⊗ s⊗
∑
i
ri(σi, τi)⊗ t⊗ ai
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(
S ⊗R S ⊗R R[G×G]
) ∆⊗
S ⊗
R
R[G]
(S ⊗R P ) ≈ S ⊗R S[G×G]⊗
∆
S[G] (S ⊗R P )
α⊗ s⊗
∑
i
ri(σi, τi)⊗ t⊗ ai 7−→α⊗
(∑
i
sri(σi, τi)
)
⊗
(
t⊗ ai
)
Mas α⊗
(∑
i sri(σi, τi)
)
⊗
(
t⊗ ai
)
= (1⊗Ψ)
(
α⊗ s⊗m⊗ t⊗ n
)
, e
portanto 1 ⊗ Ψ e´ a composic¸a˜o dos isomorfismos acima, o que mostra a
afirmac¸a˜o. Como S e´ um R-mo´dulo fielmente plano, pois S = R[ε] e´ um
R-mo´dulo livre, segue que Ψ e´ um isomorfismo de S[G × G]-mo´dulos. Ou
seja, S ⊗R P e´ um elemento primitivo em Pic(S[G]) (ver [9]). Ja´ que P e´
de p-torsa˜o, S ⊗R P = η
′
2
(
P
)
∈ PrimPicp(S[G])
Γ. 2
E´ imediato que η′2
(
PrimPicp(R[G])
)
⊆ PrimPicp(S[G])
Γ. Reciproca-
mente, seja P um elemento primitivo em Picp(S[G])
Γ. Como
pi : Tp(S)
Γ −→ PrimPicp(S[G])
Γ, que a cada extensa˜o galoisiana de S com
grupo de Galois G esta´vel pela ac¸a˜o de Γ associa a sua classe em Picp(S[G]),
e´ sobrejetora, podemos supor que P e´ uma extensa˜o galoisiana de S com
grupo de Galois G esta´vel pela ac¸a˜o de Γ. Assim, existe [P0] ∈ Tp(R) tal
que S ⊗R P0 ≈ P (Teorema 2.2.3). Em particular, P0 e´ uma extensa˜o
galoisiana deR com grupo de GaloisG. Portanto, P0 e´ um elemento primitivo
em Picp(R[G]) ([9], Corollary 1.3), isto e´, P0 ∈ PrimPicp(R[G]). Logo,
P = η′2(P0), ou seja, η
′
2
(
PrimPicp(R[G])
)
= PrimPicp(S[G])
Γ.
Por outro lado, H1(Γ,U(S)) e´ de (p-1)-torsa˜o, pois |Γ |= p− 1 e
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PrimPicp(R[G]) e´ de p-torsa˜o. Portanto,
kerη′2 ⊆ η1
(
H1(Γ,U(S[G]))
)
∩ PrimPicp(R[G]) = 1,
isto e´, η′2 e´ injetor. Consequ¨entemente, η
′
2 e´ um isomorfismo. Desta forma,
temos o
2.4.3. Teorema
Sejam p ∈ Z primo, S =
R[X]
〈Φp(X)〉
= R[ε] onde Φp(X) e´ o p-e´simo
polinoˆmio ciclotoˆmico em R[X], ε = X + 〈Φp(X)〉 e´ uma raiz primitiva
p-e´sima da unidade em S e Γ = {γi | γi : ε 7→ ε
i, 1 ≤ i ≤ p− 1} subgrupo
de AutR(S). Enta˜o,
Ψ : PrimPicp(R[G]) −→ PrimPicp(S[G])
Γ
P 7−→ S ⊗R P
e´ um isomorfismo de grupos.
Finalmente, como consequ¨eˆncia dos isomorfismos constru´ıdos nestas treˆs
u´ltimas secc¸o˜es e da sequ¨eˆncia exata dada pelo Teorema 2.1.1, obtemos o
2.4.4. Teorema
Sejam R um anel comutativo com unidade e p ∈ Z primo regular em R.
Enta˜o, a sequ¨eˆncia abaixo e´ exata
1 −→ Hp(R) ↪→ Tp(R)
pi
−→ PrimPicp(R[G]) −→ 1
onde pi([A;σ]) = A.
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Cap´ıtulo 3: Aplicac¸a˜o ao caso
Cu´bico
3.1 O grupo G3(S)
∗Γ
Nesta secc¸a˜o, damos uma descric¸a˜o do grupo G3(S)
∗Γ independente da
∗-ac¸a˜o de Γ. Seja, como antes, Γ = {id = γ1, γ2, . . . , γp−1 | γi : ε 7→ ε
i, para
qualquer 1 ≤ i ≤ p− 1 }. Definimos a norma associada a` Γ em Gp(S) por
NΓ(a) =
∏
γ∈Γ γ(a), para cada a ∈ Gp(S). Enta˜o, como Gp(S) e´ de p-torsa˜o,
Gp(S)
∗Γ ⊆ ker(NΓ). De fato, seja a ∈ Gp(S)
∗Γ. Para cada 1 ≤ i ≤ p − 1,
a = γi ∗ a = γ
−1
i (a
i). Consequ¨entemente,
NΓ(a) =
p−1∏
i=1
γi(a) =
p−1∏
i=1
γi
(
γ−1i (a
i)
)
=
p−1∏
i=1
ai = a
1+2+...+(p−1)
= a
p(p−1)
2 = 1.
Agora, para o caso cu´bico vale a igualdade, isto e´, p = 3 e Γ = {id, γ}
onde γ : ε 7→ ε2 e NΓ(a) = aγ(a), para qualquer a ∈ G3(S). Vemos isso no
pro´ximo lema:
3.1.1. Lema
G3(S)
∗Γ = ker(NΓ).
Demonstrac¸a˜o : Seja a ∈ G3(S) tal que aγ(a) = 1. Segue que a2γ(a2) = 1.
Aplicando γ−1 a esta igualdade, obtemos que γ−1(a2)a2 = 1. Logo, γ−1(a2) =
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(a2)−1 = a, ou equivalentemente, γ ∗ a = a, isto e´, a ∈ G3(S)
∗Γ. 2
Seja DΓ : G3(S) −→ G3(S) definida por DΓ(a) = a/γ(a). Claramente,
DΓ
(
G3(S)
)
⊆ ker(NΓ). Reciprocamente, seja a ∈ G3(S) tal que NΓ(a) = 1.
Assim, a = 1/γ(a) = γ(a−1). Segue que
a = a2/a = a−1/γ(a−1) = DΓ(a−1) ∈ DΓ
(
G3(S)
)
. Pelo Lema anterior
DΓ
(
G3(S)
)
= ker(NΓ) = G3(S)
∗Γ. Consequ¨entemente, DΓ induz a func¸a˜o
D : Uλ3(S) −→ ker(NΓ) ⊆ G3(S) dada por D(a) = DΓ(a) = a/γ(a).
Como G3(S) e´ de 3-torsa˜o,
(
Uλ(S)
)3
⊆ ker(D). Ale´m disso,
Uλ3(R) ⊆ ker(D), pois γ e´ R-linear. Enta˜o, D e´ fatorada pela func¸a˜o
pi :
Uλ3(S)
Uλ3(R)·
(
Uλ(S)
)3 −→ ker(NΓ) = DΓ(G3(S)) = G3(S)∗Γ dada por
pi(a) = D(a) = a/γ(a). Claramente, pi e´ um homomorfismo de grupos.
3.1.2. Lema
pi e´ um isomorfismo de grupos.
Demonstrac¸a˜o : Dado b ∈ ker(NΓ) = DΓ
(
G3(S)
)
, existe a ∈ Uλ3(S)
satisfazendo b = a/γ(a) = D(a) = pi(a), ou seja, pi e´ sobrejetor.
Agora, seja a ∈ Uλ3(S) tal que pi(a) = 1, isto e´, pi(a) tem norma 1 relativa
a` Γ. Por outro lado,
a
γ(a)
= t3 para algum t ∈ Uλ(S), ou seja, γ(a) =
a
t3
.
Mas t define uma classe [t3] ∈ H1
(
Γ,
(
Uλ(S)
)3)
. Seja µ3 = µ3
(
Uλ(S)
)
=
{a ∈ Uλ(S) | a
3 = 1}, e consideremos a sequ¨eˆncia exata
1 −→ µ3
(
Uλ(S)
)
−→ Uλ(S) −→
(
Uλ(S)
)3
−→ 1,
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que induz a sequ¨eˆncia exata (Lema da Serpente)
H1
(
Γ, µ3(Uλ(S))
)
−→ H1
(
Γ,Uλ(S)
)
−→ H1
(
Γ, (Uλ(S))
3
)
∂
−→ H2
(
Γ, µ3(S)
)
.
Mas, H1
(
Γ, µ3
(
Uλ(S)
))
= 1, pois | Γ |= 2 e µ3 e´ de 3-torsa˜o. Ale´m disso,
2H1
(
Γ, (Uλ(S))
3
)
= 1 ([42] Theorem 10.26). Logo, 2[t3] = [t6] = [1],
isto e´, t6 e´ um cobordo, e portanto, existe u ∈ Uλ(S) tal que t
6 =
u3
γ(u3)
.
Seja z =
a2
u3
∈ Uλ3(S). Enta˜o,
γ(z) =
γ(a2)
γ(u3)
=
a2
t6
·
1
γ(u3)
=
a2 γ(u3)
u3
·
1
γ(u3)
=
a2
u3
= z.
Consequ¨entemente, z ∈ Uλ3(S) ∩R = Uλ3(R). Assim,
a2 = z u3 ∈ Uλ3(R)·
(
Uλ(S)
)3
,
ou seja, a classe de a2 e´ a identidade em
Uλ3(S)
Uλ3(R)·
(
Uλ(S)
)3 . Segue que
a = a 1 = a a2 = a3 = 1 , pois o grupo e´ de 3-torsa˜o. Logo pi e´ injetor.
2
Como consequ¨eˆncia do Teorema 2.3.4 e dos dois Lemas acima obtemos o
seguinte isomorfismo de grupos:
3.1.3. Teorema
H3(R) ≈ G3(S)
∗Γ pi
−1
≈
Uλ3(S)
Uλ3(R)·
(
Uλ(S)
)3
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