Abstract. We prove a spectral multiplier theorem for non-self-adjoint operators. More precisely, we consider non-self-adjoint operators
Introduction
Let (X, µ, ρ) be a metric measured space. We denote by v(x, r) the volume of the ball of center x and radius r; that is,
v(x, r) := µ (B(x, r)) := µ ({y ∈ X, ρ(x, y) < r}) .
We assume that v(x, r) < ∞ for all x ∈ X and r > 0 and that X satisfies the doubling condition Under conditions (1) and (4), (e −tA ) t≥0 extends (from L 2 (Ω, µ) ∩ L p (Ω, µ)) to a strongly continuous semigroup on L p (Ω, µ) for all p with 1 ≤ p < ∞. We keep the same notation and denote by −A the corresponding generator on L p (Ω, µ). One of the aims of this article is to study the functional calculus f (A) on L p (Ω, µ). That is, we look for suitable conditions on a given function f such that f (A) defines a bounded linear operator on L p (Ω, µ). We start by recalling some known results. Assume first that A is self-adjoint (i.e., w = 0 in (3)). In that case, f (A) is bounded on L 2 (Ω, µ) for every bounded measurable function f : [0, ∞) → C. It is proved in [13] (see also [1] , [17] and [24] for related results) that under the assumptions (2) and (4) (and some non-trivial function ϕ ∈ C ∞ c (0, ∞)), then f (A) is of weak-type (1,1) and hence bounded on L p (Ω, µ) for all p ∈ (1, ∞). For non-self-adjoint sectorial operators, one may define the holomorphic functional calculus (see [23] , [7] ). It is proved in [23] 
2 ) for every f : Σ(w + ε) → C that is bounded and holomorphic (here ε > 0). If in addition (1), (4) are satisfied, then A has a bounded holomorphic functional calculus on L p (Ω, µ) (1 < p < ∞). This was proved in [11] and later in [12] . Therefore, for every ε > 0, there exists a positive constant C ε such that
for all bounded holomorphic functions on the sector Σ(w + ε).
One of the results we shall prove in this paper is the following. 
Theorem 1. Assume that X satisfies (2) and let Ω be any open subset of X.

Assume that
Note that (7) is a Mikhlin-Hörmander type condition on the two rays R + e
−iw
and R + e iw . As an application of this theorem, we obtain that the imaginary powers
where
This estimate is better than the one obtained by the holomorphic functional calculus (6) . The latter gives for all
Actually, the multiplier theorem we prove in Section 4 is slightly more general than Theorem 1 which we quote here for simplicity. We shall give a condition on the function f that is more in the spirit of (5) . The bound of the L p −norm for imaginary powers is slightly better than what we give in the Introduction.
The results in this paper apply for example to non-self-adjoint uniformly elliptic operators on euclidean domains (with Dirichlet or Neumann boundary conditions) as well as to Schrödinger operators with complex-valued potentials. Let
be a uniformly elliptic operator on L 2 (Ω, dx) and subject to Dirichlet boundary conditions. If the coefficients a kj are real-valued, then the heat kernel of A satisfies the Gaussian upper bound:
See [24] , Chapter 6. If A is subject to Neumann boundary conditions and Ω has the extension property, then (8) holds with an additional term e t in the RHS.
with complex-valued potential V , we assume (for simplicity) that the real part ReV is non-negative and locally integrable, and that the imaginary part ImV satisfies the quadratic form inequality
for which the RHS is finite. Here c is a non-negative constant. Under these conditions, the operator A satisfies (3) with w = arctan c. In addition, its heat kernel satisfies a Gaussian upper bound. The latter property follows from the domination property
See, e.g., [24] , Theorem 2.21. Let us note that the case p = 2 in Theorem 6 was proved in [9] (see also [8] ). In order to prove the theorem we shall first prove sharp estimates for the L p −norm of the semigroup with complex time e −zA , z ∈ Σ(π/2 − w). This, together with the case p = 2 and a result from [12] on singular integral operators, allows us to prove that A has a bounded holomorphic functional calculus on L p (Ω, µ) with a precise estimate. More precisely, we shall prove that f (A) is bounded on L p (Ω, µ) with norm bounded by
for all functions f that are bounded and holomorphic on Σ(w + ν). Here ν > 0 is any arbitrary positive constant and β is a positive constant which depends on d.
Once (9) is proved, we follow similar arguments as in the proof of Theorem 4.10 in [7] (in which w = 0) and deduce the spectral multiplier theorem. Note that there are similarities between our approach and that of [10] , where self-adjoint operators were considered. In the case of non-self-adjoint operators, many new arguments are needed. To the best of our knowledge, this is the first paper where spectral multiplier theorems for non-self-adjoint operators are investigated. The literature in the self-adjoint case is huge, and we make no attempt here to provide a complete list of references. We refer the reader to [13] . We also note that, due to our approach (based on the holomorphic functional calculus), we have one more derivative on the function (on R + e ±iw ) than we obtain from (5) in the self-adjoint case ( [13] ). We believe that the above theorem holds with the condition that (7) is valid for k = 0, 1, ..., [(d/2 + 1)|1 − 2/p|], but this remains to be proved. Another important question is under which conditions on Ω and A does one have a multiplier theorem with a condition of type (5) 
where ψ := π/2 − w. We prove that for every α > d|
We also show that the operators (I + A)
and (I +A)
α . Both results have been known for self-adjoint operators; see Section 3 for references and more comments.
Notation
We shall use the following notation.
denotes the space of bounded holomorphic functions on the open sector Σ(v). For every
By L(E) we denote the space of all bounded linear operators on E. Its norm will be denoted by . L(E) .
For every α ∈ R, [α] denotes its integer part. A linear operator T is called weak (1, 1) if there exists a positive constant c such that for every λ > 0 and every f ∈ L 1 (Ω), we have
The smallest possible constant c will be denoted
be a densely defined linear operator. We assume that A is sectorial, i.e., A satisfies (3) with some constant w ∈ [0, π/2). It is well known that under these conditions, −A generates on L 2 (Ω, µ) a holomorphic semigroup e −zA , where z ∈ Σ(π/2 − w). Moreover,
. See, e.g., [21] Theorem 1.24 (p. 492) and [24] , Theorem 1.53. In addition, (10) implies that e −zA extends to a strongly continuous semigroup on the boundary z = te i(π/2−w) , t ≥ 0 (see Theorems 17.9.1 and 17.9.2 in [19] ). The same also holds for z = te −i(π/2−w) . In particular,
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Assume now that e −tA is given by a kernel p(t, x, y) which satisfies (4). Assume also that X satisfies (1). Under these conditions, the semigroup (e −tA ) t≥0 extends to all L p spaces and is a holomorphic semigroup on L p (Ω, µ) for all p, 1 ≤ p < ∞, with the same angle π/2 − w as on L 2 (Ω, µ) (see Corollary 3 below and the comments at the end of this section).
Our aim now is to prove a sharp estimate for the L p −norm of e −zA . This will be a very useful tool in the the proof of the multiplier theorem. Note that the results of this section are known in the case of self-adjoint operators (see [5] or [24] ).
We start with the following estimate of the kernel p(z, x, y) of e −zA .
Theorem 2.
Under the assumptions (1), (3) and (4) we have
for all z ∈ Σ(π/2 − w). Here θ = arg z and C , c are positive constants.
Proof. This result is the non-symmetric version of Theorem 7.3 in [24] . Some arguments of the proof are similar to those in [24] , and so we shall not give full details. 1) First, the following estimate follows easily from the doubling condition (1) (or equivalently (2)) (see, e.g., [24] , p. 197):
where C is a positive constant independent of t.
2) We prove that for some constant C > 0 we have for all z ∈ Σ(π/2 − w),
Therefore, by (11) and the formula p(z, x, y) = e −z 2 A p(z 1 , x, .)(y) (which follows from the semigroup property), one has
Since z 1 > 0 we use the Gaussian bound (4) for p(z 1 , x, y) and easily estimate the latter term by the RHS of (13) by using (12 and from (13). 4) Using (14) the proof of Theorem 2 follows by similar arguments as in the proofs of Theorems 7.2 and 7.3 in [24] . The latter used Lemma 6.18 in [24] , which now needs a small modification: instead of F (re iθ ) ≤ a(r cos θ) −β in the assumptions, we now have F (re iθ ) ≤ a(r cos(w + |θ|)) −β . The proof given there for that lemma works under the last assumption and leads to the same conclusion with cos θ now replaced by cos(w + |θ|). where t 0 = |z| cos(w + |θ|). Using this estimate and (12) we obtain
Corollary 3. For every p ∈ [1, ∞] and every ε > 0 there exists a positive constant
Fix ε ∈ (0, 1) and let p ε be such that 1 =
. By Hölder's inequality
We use (13) to estimate the first term on the RHS and use Theorem 2 to estimate the second one. We put this together and obtain
(See the proof of Theorem 7.4 in [24] for more details.) This gives
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The same estimate applies to the adjoint semigroup e −zA * , and this gives by duality the L 1 −estimate.
As we already mentioned, the semigroup (e −tA ) t≥0 extends to L p (Ω, µ) for 1 ≤ p < ∞ and is bounded holomorphic with the same sector of holomorphy as on L 2 (Ω, µ) (i.e., Σ(π/2 − w)). This follows from Corollary 3 together with Vitali's theorem as in the symmetric case (see [24] , Corollary 7.5).
Riesz means and boundary values of the semigroup on L p
We have seen in (11) [2] , [14] , [18] . The most general result, saying that this holds for all self-adjoint operators for which (4) holds, was proved in [5] . See also [24] , Chapter 7. Another interesting result concerning the Schrödinger group is that (I − ∆)
|. This is due to Lanconelli [22] . Similar results of this type have been obtained in [14] , [4] , [5] and [24] for all selfadjoint operators that satisfy (4) . In this section we show non-symmetric versions of these results. More precisely, we prove the following. 
1) Define the Riesz mean operator
Then, for every α > d|
The same conclusion holds for I α (t) := t
2) For every α > d|
1 2 − 1 p |, the operators (I +A) −α e −te iψ A and (I +A) −α e −te −iψ A are bounded on L p (Ω, µ) with L p − norms bounded by C(1+t) α (C
is again a positive constant).
Proof. 1) The proof of this assertion is similar to the case of self-adjoint operators [14] , [4] , [5] and [24] . We shall however give the full details of the proof.
Define J α (z) :
Once this is proved, we obtain the first assertion from strong continuity of e −ξA on L 2 and the fact that J α (te iψ ) = e αiψ t α I α (t). As mentioned in the previous section, ξ → e −ξA is holomorphic on Σ(ψ), and hence J α (z) does not depend on the path of integration (from 0 to z). Thus we can write J α (z) = J (1) and (4) as mentioned in the previous section), we have
Concerning J 2 α (z), we use Corollary 3 and we have (here θ = arg z)
Since sin(
) ≤ cos(w + ϕ) we obtain that for α > d|
This proves (16) .
The RHS can also be rewritten as
where γ t is the line {z = s + te iψ , s ≥ 0}. By analyticity and the Cauchy formula, the integral over γ t coincides with the sum of the integrals over (+∞, t) and γ ψ , where γ ψ is the part of the circle of center 0 and radius t. The first term is given by
The second term is
Therefore, again using Corollary 3 we obtain for β > d|
The last term is bounded by C t α for α > β. This proves that (I + A)
for all α > d|
The same proof shows that this also holds for (I +A)
The last result can be reformulated in terms of integrated semigroups and allows one to treat the Cauchy problem
, [14] , [18] , [5] .
The multiplier theorem
as in the previous sections. We need some other notation. Following [7] , Theorem 4.10, we define for
and φ εn (x) := φ 1 (2 1−n εx) for all positive integers n and ε ∈ {−1, 1}.
Let f ∈ H ∞ (Σ(w)) and continuous on Σ(w). It is shown in [9] (see also [8] for a more general result) that f (A) is well defined and bounded on L 2 (Ω, µ) with
where c is a universal constant (c can even be chosen to be 2 + ). We now wish to extend f (A) to L p for p = 2 (under a condition on the behavior of f on the boundary of the sector Σ(w)).
We denote by f +w,e and f −w,e the functions defined by
two terms there are similar, and hence we only handle one of them. If we consider for example the first one, then we have to prove that (25) ρ(x,y)≥u
Since w + ν < π/2, it is easy to see that
Then,
Therefore,
By 
Integrating this we have as for (15) ρ
Using this estimate, Corollary 3 and the trivial inequality
we obtain that for every ε > 0 (28)
From this and (27) we obtain the estimate (29)
and
Consider I 1 . We make the change of variable ξ = t u and obtain
The same estimate holds also for I 2 . Indeed,
The last estimate is obtained from the obvious inequality e −x ≤ C δ x −δ for all x > 0 and δ > 0. Inserting these estimates in (29) we obtain (25) . We have proved (24) .
If we combine the previous theorem with the result mentioned in (17) , we obtain by classical interpolation theorems the following corollary. A direct consequence of the above results is the following estimate for imaginary powers A is .
Corollary 8. For every fixed
ν > 0 such that w + ν < π/2 and p ∈ (1, ∞), the operator f (A) is bounded on L p (Ω, µ) for every f ∈ H ∞ (Σ(w + ν)) with norm estimate f (A) L(L p ) ≤ C ν α p f w+ν for every α p > [ d 2 + 1]|1 − 2/p|,
Corollary 9.
For every s ∈ R, the operator A is is of weak type (1, 1) with
Proof. We apply Theorem 7 and Corollary 8 with the function f (z) = z is and obtain for every fixed α >
and for p ∈ (1, ∞) and
Therefore, Corollary 9 follows when |s| is not large, say when |s| ≤ 1. If |s| > 1, we choose in these last two estimates ν = 1 |s| and obtain the result.
The above corollary can also be obtained as a particular case of Theorems 5 and 6. Now we show that these two theorems also follow from Theorem 7 and Corollary 8. The idea that a spectral multiplier theorem follows from the holomorphic functional calculus is taken from [7] , Theorem 4.10. It is assumed there that the spectrum of A, σ(A) is contained in [0, ∞). This corresponds in our situation to the self-adjoint case. We extend some arguments of [7] in order to treat non-self-adjoint operators.
Proofs of Theorems 5 and 6. We recall the following facts from [7] . Let g be a continuous bounded function on the real line R. By the Paley-Wiener theorem, g * φ n extends to an entire function E(g * φ n ), and one obtains by the maximum principle 
and the convergence lemma in [7] .
