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ABSTRACT
In this paper, we propose a kinship generator network that can
synthesize a possible child face by analyzing his/her parent’s
photo. For this purpose, we focus on to handle the scarcity
of kinship datasets throughout the paper by proposing novel
solutions in particular. To extract robust features, we integrate
a pre-trained face model to the kinship face generator. More-
over, the generator network is regularized with an additional
face dataset and adversarial loss to decrease the overfitting
of the limited samples. Lastly, we adapt cycle-domain trans-
formation to attain a more stable results. Experiments are
conducted on Families in the Wild (FIW) dataset. The experi-
mental results show that the contributions presented in the pa-
per provide important performance improvements compared
to the baseline architecture and our proposed method yields
promising perceptual results.
Index Terms— Kinship Synthesis, Fully Convolutional
Networks, Generative Adversarial Network
1. INTRODUCTION
A human brain can verify kinship from photos by analyz-
ing the disriminative patterns of facial parts. This feature
is a strong evidence that how brain fascinatingly complex
it is. Recently, an immense number of methods have been
proposed to achieve kinship verification by computers, since
learning-based deep models have shown impressive powers to
extract these latent patterns automatically from faces [22, 18,
8]. In particular, these methods outperform the performance
achieved by humans for various identification problem [17,
22]. Ultimately, the outputs of the models can be used for the
identification of missing people, child/parent search as well
as tracking some statistics for recommendation services.
However, looking the problem in reverse, more intuitively,
guessing possible child faces by analyzing their parent pho-
tos, is not quite motivated as the original problem in liter-
ature (i.e., recognition and verification). To the best of our
knowledge, there is also a limited interest to tackle the prob-
lem [10], even if there are several promising methods to syn-
thesize human faces from large-data collections based on gen-
erative deep models [12, 23, 3].
In general, the objective of this problem (i.e. ,synthesiz-
ing kinship face) is that for the given input of a parent photo
(either mother or father), a method synthesizes the most prob-
able faces of a child by exploiting latent facial features exhib-
ited on the parents’ faces. However, the robustness of the
models, especially for deep models, strongly depends on the
number of training samples and the diversity of the datasets.
Moreover, currently available datasets for kinship verification
are quite small and models should be regularized based on
this limitation so as to achieve perceptually satisfying results.
In this paper, we propose a fully convolutional network
(FCN) which transforms a parent face in a latent space with
the responses of encoder layers and iteratively decodes these
responses to reconstruct a possible kinship face. For this pur-
pose, we present three novel contributions to the standard
FCN for kinship face synthesis: 1) We use a pre-trained net-
work for the encoder layers which is optimized for face recog-
nition on a large-scale dataset. Eventually, this allows us to
extract more robust hidden features even if limited numbers
of faces are modeled for face synthesis. 2) Although use of
the encoder layers provides several advantages such as spar-
sity for person identification, decoder layers can easily overfit
to the training data due to the large dimensionality of the hid-
den features. At the end, it hardens the problem to generalize
an optimum solution for diverse face scenarios. Hence, we
leverage adversarial loss with large-scale unsupervised data
to mitigate the overfitting with its generalization capability.
3) Lastly, we employ cycle-domain transformation [28] (i.e.,
transforming from parent-to-child as well as child-to-parent)
which leads to more stable results.
The paper is organized as follows. First, we review the lit-
erature on face synthesis and kinship verification, since these
steps are two major basis of our problem. Later, the details
of the proposed method are presented for kinship synthesis.
Lastly, experimental results are reported and we explain the
final remarks of the paper.
2. RELATED WORK
In this section, face synthesis and kinship verification are re-
viewed in detail, since these are two critical ingredients for an
effective kinship synthesis.
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Face Synthesis: The early studies on face synthesis are ini-
tially presented for hallucinating faces from low-resolution
images to infer their high-frequency details [2, 19]. In these
works, common characteristics of faces such as eyes, mount
and symmetry are particularly enhanced. However, their main
limitation is that the solution strictly relies on data (i.e no
generalization capacity) and natural image manifold learning
(i.e., memorizing) can be stuck to the case that it only trans-
forms image patches from low-resolutions to higher ones by
taking averages of all possible solutions at the end. Similarly,
autoencoder-based (AE) methods have the similar drawbacks
for the solution. [10] aims to generate kinship faces by pro-
moting facial dynamics (i.e., expression) along with visual
appearances based on AE, thus it is able to transfer personal
expressions to prospective children.
Variational autoencoder (VAE) [16] is a probabilistic way
of synthesizing images by computing random latent variables
according to the input at the encoder layers. Thus, this prac-
tically improves the generalization of the models and attains
diverse results for various image synthesis problems as well
as faces. However, it still lacks to reach the complexity of the
problems (i.e., it underestimates the problem with the fixed
sized parameters, i.e., mean and variance values). At the end,
overly-smoothed results are obtained.
Recently, generative adversarial networks (GAN) [12, 23,
3] yield perceptually impressive results for image generation.
In particular, face synthesis can be achieved in an unsuper-
vised manner by incorporating various poses, expressions,
genders, skin colors, and hair types. Moreover, it allows
users to transform images to different domains by simply
conditioning the solution [14, 5]. The superiority of GAN
over VAE/AE is explained in [9] which remarks that GAN
preserves the fine-detail solution about the problem, while
VAE/AE approximates it roughly.
Kinship Verification: Kinship verification/recognition is ini-
tially based hand-crafted shallow facial features by incorpo-
rating skin color and/or higher-order gradient patterns exhib-
ited from facial photos [25, 26]. Moreover, use of videos in-
stead of single images is explored [6] and the authors assert
that it can be useful to verify faces with spatio-temporal ap-
pearances, implicitly facial expressions.
Recently, deep models attain state-of-the-art performance
for the problem [27, 18, 8, 21]. In general, their solutions are
based on transferring the trainable parameters from an avail-
able face model and finetuning with kinship data due to the
scarcity of samples. Lastly, feature space is frequently learned
with a triplet loss similar to face recognition problem [22].
3. KINSHIP FACE SYNTHESIS
For a given parent photo x ∈ R128×128×3 (i.e., after face
detector1), our objective is to synthesis a child face y ∈
1Dlib library is used for face detection. http://dlib.net/
Fig. 1. The flow of the proposed method.
R128×128×3 by exploiting the responses of a Generator
network Gc(.) that consists of fully convolutional encoder
and decoder layers. To flexibly define different genders for
prospective child faces (i.e male or female), y is conditioned
at the decoder layer by a label c formulated as yˆ = Gc(x, c).
This condition is also boosted by an auxiliary classifier as
in [5] for more stable results.
Generator Network: Generator network G consists of fully
convolution layers and it is an AE architecture. It aims to ex-
tract representative latent abstracts from an input image and
to generate a face based on these latent abstracts. To increase
to information flow from the encoder to decoder layers, we
employ skip-connections as in [13]. Practically, these con-
nections improve the perceptual quality and stability of the
generated faces.
Furthermore, we follow the similar observations about the
architecture that are presented in [23] for generative network
(i.e., normalization layer with leaky-ReLU activation).
In addition, the target face is conditioned by label c at the
decoder layers which enables us to define the gender of the
generated kinship face based on this label as either male or
female. However, for better perceptual distinction, we add a
penalty term to the loss function which will be explained in
the following section in detail.
Loss Functions: For parameter optimization, first, we adapt
the assumption of matching high-level activations of a pre-
trained network between the original and generated faces in-
stead of pixel differences [11, 7] (i.e., renowned as content
loss). Ultimately, this loss allows us to preserve latent content
which can be exhibited from faces (i.e., it enables to transfer
high-level distinct facial features from larger receptive fields
than individual pixels). In addition, it provides robustness
to some cases which contain not perfectly registered faces
and/or severe pose variations. You can find further discus-
sions about the assumption in [4].
The layer activations φl(.)(l = 4, 5) of VGGFace-16 [22]
(i.e., conv4 3 and conv5 3) are used and the loss between a
training pair (x, y) is minimized as:
LCcon =
∑
l
||φl(y)− φl(Gc(x, c))||1. (1)
Note that by incorporating only higher layer activations in
the loss function, we opt to preserve global facial part simi-
larities than fine-details by which synthesis of fine-details is
quite difficult by just analyzing images as expected (i.e., some
peripheral dependencies).
Moreover, we introduce an auxiliary classifier to condi-
tion the gender of faces. This network Dcls categories an
input face based on a softmax cross-entropy loss as male or
female and it propagates the error to the network for Genera-
tive and Discriminative layers:
LDaux = − log(Dcls(c|y)). (2)
LGaux = − log(Dcls(y|c)). (3)
Face Encoder Layers: As mentioned, the main drawback
of synthesizing a kinship face is that there is a limited num-
ber of training samples compared to the other facial prob-
lems/datasets in literature [18, 8]. Moreover, learning meth-
ods need sufficiently large and diverse samples to obtain reli-
able models. Eventually, these issues weaken the generaliza-
tion power of the methods by overfitting to the limited sam-
ples.
Therefore, instead of creating a model from scratch for
encoder layer, we replace the layer parameters of the en-
coder network with a pre-trained model (i.e., VGGFace-16).
Note that this model is learned on a large and diverse face
dataset [22]. Practically, it enables to extract more discrimi-
native and latent features about faces. Also, it adds robustness
against noise and pose variations. Lastly, these parameters
are not finetuned during the learning stage.
Remark that use of a pre-trained model has another advan-
tage that the generated kinship faces can automatically trans-
fer the facial expressions of parents from photos. Thus, there
is no need to utilize a different loss function or conditional
labels for the network (Please see the experimental results).
Adversarial Loss: The Generator network computes large-
dimensional hidden abstracts about data. Furthermore, the to-
tal number of operations is multiplied when skip-connections
are utilized. However, even if rich representations are ex-
tracted, the sparsity of the abstracts disturbs the stability and
convergence of the parameters to an optimum solution for
small image sets. [1] explain that mapping large dimension-
ality to a lower space, in other words, willingly degrading the
sparsity with a reduction method (i.e., PCA etc.), can defi-
nitely improve the performance of deep convolution methods
for various transfer learning problems.
Based on this observation, we improve the generalization
capacity and stability of the Generator network with adver-
sarial network scheme trained on a different and larger face
dataset. Thus, GAN replaces the reduction method and it acts
like a degradation function to obtain indistinguishable faces.
For this purpose, we employ energy-based Wasserstein
GAN objective [3] on a sample xcp drawn from a different
face set (i.e., CelebA dataset [20]) which is formally defined
as:
LDgan = Dgan(xcp)− kt.Dgan(Gc(xcp, c)), (4)
LGgan = Dgan(Gc(xcp, c)). (5)
where super-scripts of the losses indicate which parameter
sets are updated (Generator (G) or Discriminator (D)). More-
over, Dgan (i.e., discriminator) is structured as an autoen-
coder network and the reconstruction-based loss is utilized.
Lastly, kt is a trainable parameter and γ of [3] is set to 0.7
to diversify the generated faces. Note that the network is up-
dated by considering content loss and generative loss simul-
taneously at the end.
Cycle-Consistency: Lastly, we employ a cycle-domain trans-
formation as in [28] to achieve more stable results. By this
way, a consistent facial transformation can be obtained by
linking the generated kinship face by his/her parent face. For
parameter optimization, we add an additional cost term simi-
lar to Eq. 1:
LPcon =
∑
l
||φl(x)− φl(Gp(Gc(x, c)))||1. (6)
Gp(.) has shared encoder parameters with Gc(.) while differ-
ent decoder parameters.
Full Method: Finally, the overall flow of the proposed
method is illustrated in Fig. 1. Furthermore, the full ob-
jective functions for Generative LG and Discriminative LD
layers are written respectively as:
LD = λganLDgan + λauxLDaux, (7)
LG = λcLCcon + λpLPcon + LGgan + λauxLGaux. (8)
where λgan, λc, λp and λaux control the influences of the
loss functions. Empirically, they are set to 10, 0.1, 0.001 and
0.1 by taking the parameter overfitting into account for small
datasets.
4. EXPERIMENTS
Datasets: For kinship synthesis, we use the dataset released
for Large-Scale Kinship Recognition Data Challenge and it is
called as Families in the Wild (FIW) [24]. This dataset com-
prises approximately 600K face pairs from 300 families in the
training set. Since the labels of test set are not available, we
use the validation set (randomly select 20K) to evaluate the
performance of the proposed method. Moreover, we use only
father-son, father-daughter, mother-son and mother-daughter
Fig. 2. Several visual outputs of the proposed method for father-daughter, father-son, mother-daughter and mother-son. You
can also find the opposite gender of the results.
relations. In addition, we utilize CelebA dataset [20] to regu-
larize the network which contains 200K celebrity images with
40 different attributes. Note that we exploit only gender at-
tribute of faces in this paper (i.e., male or female).
To evaluate the performance, we use NN search accuracy
along with the qualitative results which calculates the total
number of correct face ids at the top-100 of ranked lists for
given synthesis faces to the system. Additionally, fc6 layer
activations of VGGFace-16 are used to represent the faces and
cosine distance is computed.
Implementation Details: The parameters are optimized by
Adam optimizer [15] and learning rate is fixed to 0.0001.
Moreover, batch size and iteration numbers are set to 32 and
100K respectively. All codes are implemented on TensorFlow
deep learning framework.
4.1. Experimental Results
Table 1 shows the retrieval accuracy of kinship faces gener-
ated by our method on real validation face dataset. Even if
the methods do not obtain significant performance for the re-
trieval (which is not main scope of the method), it can clearly
Model Top-100 Accuracy
KinshipGAN (w\o Deep Face) 0.048
KinshipGAN (λc = 1.0) 0.063
KinshipGAN (λc = 0.1) 0.107
Table 1. Top-100 retrieval accuracy of kinship faces gener-
ated by the proposed method in FIW validation dataset.
illustrate the effects of the contributions presented in this pa-
per to the kinship face synthesis. In particular, use of a pre-
trained face model for the encoder part introduces a notice-
able distinguishable power to the model. Furthermore, setting
λc coefficient to higher values (e.g., 1.0) which determines the
influence of face similarities, can adversely affect the perfor-
mance and perceptually worse results can be obtained.
Fig. 2 illustrates the output of the proposed method for
father-daughter, father-son, mother-daughter and mother-son
relations (You can find additional results on Appendix). Fur-
thermore, the opposite of the gender for each face is also
given. From these results, the proposed method yields per-
ceptually promising results on kinship face synthesis. Par-
ticularly, the method can preserve the facial expression, pose
etc. exhibited from parent photos by the cycle-domain trans-
formation and the pre-trained network.
5. CONCLUSION
In this paper, we propose a kinship face generator network
that can yield promising results under the scarcity of kin-
ship samples. Throughout the paper, we propose three main
contributions. First, in order to extract robust facial features,
we exploit a pre-trained deep face model in the network.
Later, adversarial scheme is used to improve the generaliza-
tion capacity of the network and to prevent the overfitting.
Lastly, cycle-domain transformation approach is utilized to
provide consistency between parent-to-child translation. The
experimental results show that the proposed method achieves
promising perceptual results.
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Appendix
Additional Qualitative Results
Fig. 3. Additional results for father-son.
Fig. 4. Additional results for father-daughter .
Fig. 5. Additional results for mother-son.
Fig. 6. Additional results for mother-daughter.
