We present a method for finding the hierarchy of rational solutions of the self-focusing nonlinear Schrödinger equation and present explicit forms for these solutions from first to fourth order. We also explain their relation to the highest amplitude part of a field that starts with a plane wave perturbed by random small amplitude radiation waves. Our work can elucidate the appearance of rogue waves in the deep ocean and can be applied to the observation of rogue light pulse waves in optical fibers.
I. INTRODUCTION
Rational solutions of the nonlinear Schrödinger equation ͑NLSE͒ play a major role in the theory of rogue waves ͓1,2͔. There is a hierarchy of them with progressively increasing central amplitude. The first-order rational solution was given by Peregrine ͓3͔ as early as 1983. The next-order one, based on ͓7͔, was recently presented in ͓1͔ as a possible explanation for rogue waves with higher amplitude. Simple interactive demonstrations are readily available ͓4͔. In the present work, we give a technique for the systematic derivation of the whole hierarchy of these rational solutions. As examples, we consider the four lowest-order solutions and show that even the third-order one can appear in numerical simulations with random initial conditions.
The major reason supporting the claim that rational solutions are important in the composition of ocean waves is that, as with waves created by modulation instability, they "appear from nowhere." In other words, the instability induced from a small perturbation on top of a plane wave leads to an increase in the perturbation up to its highest amplitude and then to a decay so that it finally "disappears without a trace." Although for rational solutions the growth rate of the instability is zero, they still develop according to a power law. This may appear to take a very long time, but on the other hand, the ocean is vast and there is enough space for the development of even such slow instabilities.
Rational solutions are limiting cases ͓5͔ of either periodic "Ma solitons" ͑MS͒ ͓6͔ or "Akhmediev breathers" ͑ABs͒ ͓7-11͔. MSs have to be created directly from initial conditions consisting of the background plane wave+ soliton. In other words, Ma solitons must exist in the wave field right from the very beginning. Only rational solutions and ABs belong to the class of excitations that appear from nowhere ͓1,10͔. ABs, in particular, arise during evolution due to modulation instability ͓7,12,13͔. Once they have appeared, they may collide just as can happen with solitons. Collisions of two or more ABs with transversal frequencies close to zero may create structures similar to higher-order rational solutions ͓11͔. Thus, studies of rational solutions of higher order are of fundamental importance. They may resolve the mystery of rogue waves in the ocean ͓14-16͔ and help in creating useful rogue waves in optical fibers ͓17,18͔.
As in two of our previous papers ͓1,11͔, we deal here with the standard "self-focusing" NLSE. In the dimensionless form, it is given by
where x is the propagation variable and t is the transverse variable. The notation here for independent variables x and t is reversed in comparison to the convention taken in the classical work by Zakharov and Shabat ͓19͔. However, our convention is standard in the theory of ocean waves ͓20͔ and waves in optical fibers ͓21͔ so we use it throughout this paper. In each case, the function describes the envelope of the modulated waves, and its absolute value carries information about either wave elevation above the water surface or the intensity of optical wave. As stated, we are interested in solutions of NLSE ͑1͒ that can be expressed in the form of a ratio of two polynomials. Thus, they are called "rational solutions." This form of solution always appears with a multiplicative exponential factor, exp͑ix͒, so that the full solution may not be rigorously termed "rational." However, this factor disappears when the absolute value of the function is calculated and so is irrelevant from a physical point of view.
Some solutions involving polynomials have been given for the "self-defocusing" NLSE ͓22,23͔. We stress that the latter solutions are for a different equation. Besides, they all contain singularities and thus do not represent physical situations. In contrast, all solutions that we present here are finite everywhere and thus can and do represent real physical waves.
II. TRADITIONAL DARBOUX TRANSFORMATION SCHEME
The general scheme for solving the NLSE from given initial conditions is the inverse scattering technique ͓19͔. Certain classes of solutions can also be constructed with the use of dressing methods. A particular case of the latter is the so-called "Darboux transformation" ͑DT͒ ͓24͔. The DT can be used to construct multisoliton solutions or solutions involving several ABs ͓11͔. Solutions of each class consist of a corresponding "hierarchy" of solutions.
Rational solutions belong to a special class and generally cannot be constructed using the traditional DT technique. The lowest-order rational solution or "Peregrine" soliton can be obtained either as a limiting case of a Ma soliton or an AB. Obtaining higher-order rational solutions in a similar procedure would be highly involved although not completely impossible. Thus, we have modified the DT technique in such a way that limits are taken in the intermediate calculations. This modification has allowed us to find a way to construct the whole hierarchy of rational solutions.
The NLSE is a condition of compatibility of the two following linear equations:
where U , J and V are the following square matrices:
while R is a column matrix
with dependent variables r = r͑x , t͒ and s = s͑x , t͒, and l is a complex eigenvalue. Indeed, it is easy to check that the condition of compatibility
of the linear equations leads directly to NLSE ͑1͒. To make the calculations more transparent, we can separately write down each component of the vector ͓Eqs. ͑2͔͒:
and Eq. ͑6͒ establish a one-to-one correspondence between the solution of the NLSE, , and the solutions of the linear system, r and s. The linear system can be solved with ease for the case of trivial solutions of the NLSE, such as the zero solution ͑ 0 =0͒ or the plane-wave solution ͓ 0 = exp͑ix͔͒. In order to deal with more complicated solutions, we can start with one of the above as a "seeding solution" and use it with Darboux transformations to obtain more complicated ones. The zero solution allows us to construct the hierarchy of multisoliton solutions ͓25͔, while the planewave solution results in the hierarchy of solutions related to modulation instability ͓26͔. Rational solutions have never been constructed in this way. Instead, they have been obtained as limiting cases of Ma solitons or the so-called Akhmediev breathers. However, for higher-order rational solutions, these limits are highly complicated. Thus, the best way to construct them is to use the Darboux scheme or its equivalent right from the beginning. This will be the aim of the present paper.
III. HIERARCHY OF RATIONAL SOLUTIONS
Of course, if we have a core solution of the NLSE, then we can apply scaling and Galilean transforms to obtain "families" of solutions ͓5͔. Hence, in this paper we present only the core solutions since it is simple to apply the above transforms to them to allow "magnification" and nonzero velocities.
Equations ͑6͒ have a complex eigenvalue l that defines a parameter of the solution of the NLSE to be derived at the next step of the scheme. Generally, this is any number in the upper half plane of the complex plane. If we restrict ourselves to rational solutions, then the choice of the eigenvalue is very specific. Namely, it has to be l = i. We modify the procedure outlined in ͓26͔ to find the required solutions of the NLSE. For the origin of the scheme itself, we refer to the book of Matveev and Salle ͓24͔. We use a plane wave as a seeding solution of the NLSE, 0 = exp͑ix͒. ͑7͒ Our next step is to find two linear functions r = r͑x , t͒ and s = s͑x , t͒ that make system ͑6͒ compatible with = 0 . Here, the functions r , s can be multiplied by an arbitrary constant as they are solutions of the linear set of equations. Generally, solutions of Eq. ͑6͒ can be written in exponential functions ͓11͔. Solutions related specifically to rational functions can be obtained as limiting cases of these exponential solutions when the eigenvalue has a limiting value i. However, instead of doing this, we introduce an analysis to find the functions and just use the limiting case to verify our results ͑see Sec. VII͒.
To start with, we split the functions ͑x , t͒ , r j , s j into their real and imaginary parts and factor out the exponentials:
s j ͑x,t͒ = ͓s jr ͑x,t͒ + ixs ji ͑x,t͔͒exp͑ix/2͒, ͑10͒
where index j is related to the order of the solution in the hierarchy, while subscripts r and i mean the real and imaginary parts, respectively. Then the functions j ͑x , t͒ , r jr ͑x , t͒ , r ji ͑x , t͒ do not contain exponentials. In this paper, j is called "the order of solution" although we stress that it is different from the definition of the order given in ͓27͔. Now we introduce an important simplification obtained from the following mirror symmetries of the functions:
xs ji ͑x,t͒ = r jr ͑x,− t͒.
͑12͒
We denote r jr ͑x , t͒ = r jr ͑x ,−t͒ and r ji ͑x , t͒ = r ji ͑x ,−t͒. Once r j ͑x , t͒ is fully specified, we have all required functions. As mentioned, any of the functions r j , s j can be multiplied by a constant and it will still give the same solution, j ͑x , t͒. The modified Darboux scheme is
All the linear functions r and s in this scheme are found by directly solving the linear set of Eqs. ͑6͒ with function found at the previous step while the solutions of the NLSE are defined explicitly through the corresponding linear functions. 
͑16͒
Starting with the lowest order j = 1, we have 0 = 1, and the first-order linear differential Eqs. ͑13͒ and ͑14͒ reduce to
As we are interested in rational solutions of the lowest order, it is an easy task to find the required functions: r 1r ͑x , t͒ = k 1 ͑t − 1 2 ͒ and r 1i ͑x , t͒ = k 1 . Here k 1 can be any constant, and we choose it to be ͱ 2 for convenience. Hence
Again, r jr and r ji can always be multiplied by the same constant without affecting the solution. Clearly, writing the solutions of Eq. ͑6͒ as rational functions from the beginning is the easiest way to obtain rational solutions of the NLSE.
To obtain the higher-order solutions of the hierarchy, we still use the Darboux expression for j :
where n j = ͉r j ͉ 2 + ͉s j ͉ 2 in the lowest-order case is n 1 =1+4t 2 +4x 2 .
For any order, the most convenient way to write the solution is the following:
where G, H, and D are polynomials in the two variables x and t. The solution remains valid if it is multiplied by e i with real. To be specific, we take j ͑0,0͒ to be real and positive. This means that we have j ͑0,t͒ → ͑−1͒ j as t → Ϯϱ. Now the vector ͑r 1 , s 1 ͒ above allows us to find 1 directly: we obtain G 1 =4, H 1 = 8, and
2 , where we have set D 0 = 1. Thus we get 1 = ͓4 1+2ix 1+4t 2 +4x 2 −1͔exp͓ix͔. We can multiply this by −1, and we then obtain the solution as it is more commonly written as ͓1͔
For the next step, the standard Darboux scheme gives explicit formulas for r 2 and s 2 . However, in our case, these expressions fail as all the eigenvalues in the scheme are the same. To apply the scheme, the eigenvalues should be different. Instead, we solve the linear equations with the function found at the previous step, = 1 , to obtain r 2 , s 2 . This seems to be complicated as the complexity of these functions increases at each step. However, knowing that the functions are rational means that we can still solve the equations explicitly at higher order if we use a suitable procedure. Calculations can be relatively simple as we expect the denominators of r j , s j to be the same as that of j−1 so we use a polynomial ͑in two variables͒ divided by this denominator, D j−1 as an ansatz. Thus, we can take
where p 1 is a constant and b͑t͒ and g͑x͒ are low-order polynomials ͑here both are of order 4͒, and Similarly, we obtain the equation for s 2r . In these functions, the constant ͱ 3 has been chosen for later convenience.
The higher-order solution of the NLSE with j = 2 then is
where n 2 = ͉r 2 ͉ 2 + ͉s 2 ͉ 2 . As r and s are ratios of polynomials, n 2 is also a ratio of two functions D j . Then the second function D 2 = n 2 D 1 is a single polynomial in two variables. This produces the exact second-order solution: This solution has been presented and illustrated previously in ͓1͔.
The procedure can be continued to obtain the whole hierarchy of rational solutions j . The denominator D j in n appears again in the factors r j+1 , s j+1 which are used to find j+1 . We solve the set of equations from the matrix each time, with the previous value of j being used.
IV. THIRD-ORDER SOLUTION
Applying the above technique, we find the first function r 3r being given by
where the polynomials f 0 ͑t͒, f 2 ͑t͒, and f b ͑x , t͒ are more cumbersome than before and thus are moved to Appendix A. Similarly,
where the expressions for m 0 ͑t͒, m 2 ͑t͒, and m b ͑x , t͒ are given in Appendix B. Now n 3 = ͉r 3 ͉ 2 + ͉s 3 ͉ 2 is a ratio of two functions, while D 3 = n 3 D 2 is a single polynomial.
We find the next-order solution of the NLSE in the form ͑Fig. 1͒ 3 ͑x,t͒ = ͫ − 1 +
and denominator
where polynomials g 2n ͑t͒, h 2n ͑t͒, and d 2n ͑t͒ are given in Appendixes C-E, respectively. Now, it is a straightforward exercise to verify that 3 ͑x , t͒ satisfies the NLSE. The shape of the central peak of the wave at x = 0 along the t axis is particularly interesting as it can be compared with the results of numerical simulations with random initial conditions in Sec. VII. Indeed, when x = 0, the third-order solution is greatly simplified and becomes real:
where polynomials g 0 ͑t͒ and d 0 ͑t͒ are given in Appendixes C and E by Eqs. ͑C2͒ and ͑E2͒, respectively. The maximum 
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026601-4 value of the main peak of the third-order solution is 3 ͑0,0͒ = Fig. 2 . It has six zeros symmetrically located on the t axis. They occur at approximately Ϯ0.3237 86, Ϯ 1.093 07, Ϯ 2.671 36. Thus ͉ 3 ͑0,t͉͒ has five local maxima. The central peak has amplitude of 7, the two second side peaks have amplitudes of about 1.4, and the two third ones have amplitude of 0.7.
V. FOURTH-ORDER SOLUTION
The complexity of higher-order solutions grows quickly with increasing order. To avoid pages full of equations, for the fourth-order solution we just present it on the middle line x = 0 where the amplitude profile reaches its maximum. Thus, continuing on, we find that r 4r ͑0,t͒D 3 is a polynomial of order 16:
with the coefficients u n given in Appendix F. The solution itself on the line x = 0 is purely real:
c n ͑2t͒ 2n , and the coefficients q n and c n are given in Appendixes G and H, respectively. The maximum value is clearly 4 ͑0,0͒ =1 +
D 4 ͑0,0͒ =1+8=9. We plot the magnitude of the fourth-order solution ͉ 4 ͉ on the central line x = 0 in Fig. 3 .
VI. GENERAL FEATURES OF THE SOLUTIONS
We now can make an overview of the main features of the functions we have found. The results are summarized in Table I .
As we progress from j =1 to j = 2 and then j =3,4, we find that the highest power appearing in function r jr D j−1 is j 2 . The highest power occurring in the function G j and also in H j is ͑j −1͒͑j +2͒. Furthermore, the highest power in D j is j͑j +1͒, while the field j ͑0,t͒ for large t approaches ͑−1͒ j , the central maximum, ͉ j ͑0,0͉͒ is equal to 2j + 1 and the number of zeros is 2j. We are always interested in magnitudes so the background level ͑of deep ocean, etc.͒ is always 1. These characteristics are summarized in Table I . There is a clear pattern to the number of terms in the main functions. This can be seen in Table II .
A. Integral relations
We note that ͓1͔ TABLE I. Summary of characteristic parameters of rational solutions presented in this paper. Here r j D j−1 : exp means the highest exponent occurring in the polynomial r jr D j−1 ; for the orders given, it is j 2 . Next, G , H : exp means the highest exponent occurring in the polynomials G j and H j ; here, it is ͑j −1͒͑j +2͒. Further, D : exp means the highest exponent occurring in D j ; for the orders given, it is j͑j +1͒. The next column gives the number of zeros in function j ͑0,t͒; this is 2j for the cases here. The final column gives the maximum amplitude of function j ͑0,t͒; it occurs at the origin and is j ͑0,0͒ =2j +1. for all x so that energy is conserved and equals that of the background sea level, i.e., ͉ j ͑x , t͉͒ 2 is equally above and below the mean sea level.
We now present a different interesting relation. Clearly, j ͑x , t͒ − ͑−1͒ j approaches zero when x and/or t become large. Thus we can define
Now the integrand for j = 1 has no zeros, and we easily find that N 1 =2. In fact, this integrand has a shape resembling the function 4 sech͑2t͒, which is the fundamental soliton of the NLSE and which also has an integral equal to 2. We now apply complex analysis to determine the N j for 1 Յ j Յ 4. Now D j ͑0,t͒ is of order j͑j +1͒ ͑see Table I͒ and has j͑j +1͒ / 2 simple zeroes in the upper half of the complex t plane. Each provides a pole of G j ͑0,t͒ / D j ͑0,t͒, and we can thus express N j as 2i times the sum of the residues at these poles. We find that each residue is Ϯi, and they can easily be added to obtain N 2 =−2, N 3 =4, and N 4 =−4. The fact that these integrals, involving ratios of apparently complicated polynomials of order of up to 20, turn out to be integer multiples of again highlights the point that these solutions are new fundamental objects.
VII. UNCOVERING RATIONAL SOLUTIONS IN CHAOTIC FIELDS
Now there is a major question: are rational solutions useful in practice or can they only be viewed as an interesting set of mathematical functions? We demonstrate here that physical realizations do occur. Indeed, it turns out that the first-order Peregrine solution is a prototype for the mysterious rogue waves in the ocean ͓2͔. Clearly, higher-order solutions can, very likely, explain rogue waves of even higher amplitudes ͓1͔. Direct confirmation of this conjecture comes from numerical simulations of the NLSE with initial conditions in the form of a plane wave with randomly perturbed amplitude ͓11͔. Specifically, the wave regions of highest amplitude almost coincide in shape with the major peaks of the rational solutions given here. It would be nice to confirm that this indeed happens for even higher-order rational solutions.
In this section we do confirm that this is the case for the third-order rational solution. In principle, the same could be done with the fourth and generally jth-order solutions. However, it is unlikely that the state of ocean surface excitation could be so high.
Thus, we have solved Eq. ͑1͒, taking the initial conditions to be a plane wave of amplitude one plus random noise:
where f͑t͒ is a normalized complex function, whose real and imaginary parts are independent random functions, uniformly distributed in the interval ͓−1,1͔, each with a Gaussian correlation function characterized by its correlation length, . As the function f͑t͒ is normalized, the state of excitation of the ocean surface can be described by the coefficients and . A number of examples have previously been considered in Ref. ͓11͔. As we are interested in the role of higher-order rational solutions in wave excitations and these occur with very low probability, we needed to perform a large number of numerical simulations for many realizations with different values of and to detect a single case. A wide numerical grid is used to observe the formation of a large number of interacting waves inside of it. In most of the cases, we used 65 536 grid points to cover the temporal interval ͓−500, 500͔. In order to look for the waves of highest amplitude, we monitored the maximum value of the field amplitude at each value of x. As a next step, we made plots of these maxima versus x. This two-step procedure allowed us to find the absolute maximum of the wave in two dimensions. Clearly, the absolute maximum depends strongly on the initial state of ocean excitations and . For the present study, we adjusted in such a way that the maximum amplitude of 7 could be reached. Figure 4 shows the results of the simulations described above. Starting with small random perturbations requires a relatively long distance, x, which in this case is around 10, for exponentially growing perturbations to develop. The ocean surface afterwards arrives at an "excited state." Around x = 18, the absolute maximum of 7 is reached, as can Part of the curve in Fig. 4 is enclosed in a blue interval. For this interval of x values, the actual wave evolution is shown in Fig. 5 . Again, we show here only a small interval of t values that encloses the section of the wave with the highest amplitude. The wave profile around that peak is shown in Fig. 4 by the dashed red curve. Generally speaking, the profile is chaotic. However, the central peak of this chaotic profile has a special shape. In order to show this, we repeat this profile, as a blue dashed line in Fig. 6 .
For the sake of comparison, in the same figure, we plot the profile given by the magnitude envelope of the rational solution of the third order, ͉ 3 ͑0,t͉͒, obtained from Eq. ͑30͒. The latter is shown as a dotted red line. A direct comparison of these two profiles show that the central peaks and the surrounding two side zeroes perfectly coincide. Of course, we cannot expect the field away from this to follow the exact solution, as the rest of the wave field is a nonlinear superposition of the third-order solution with chaotic part of the field. However, the profile of the main peak shows clearly that rational solutions play a major role in the formation of rogue waves.
We have no doubt that whenever the highest amplitude of the wave field reaches the values 9, 11, etc., it would be defined by the rational solutions of the corresponding order ͑4, 5, etc.͒. However, we leave detailed studies confirming this claim for the future.
VIII. CONCLUSIONS
In conclusion, we have presented a method for finding rational solutions of the NLSE and given the explicit forms for low-order solutions from the first up until the fourth. While the j = 1 case ͓3͔ and the j = 2 case ͓1,7͔ have been presented before, the j = 3 and j = 4 ones are completely new. We have shown that a whole hierarchy of such solutions exists and have provided the method for finding the solution for any j in that hierarchy. We have shown that these solutions may appear as the highest amplitude parts of a chaotic wave field. The possible applications for our results are ͑1͒ explanation of rogue waves in the deep ocean and ͑2͒ creation of high intensity rogue light wave pulses in optical fibers. FIG. 5 . ͑Color online͒ Wave field near the region with the highest maximum, viz. 7 ͑shaded blue region in Fig. 4͒ . The red dashed curve shows the t dependence at the value of x where the maximum is reached. The horizontal red dashed line indicates, for this profile, the zero amplitude. 
