As computational power and storage capacity increase, processing and analyzing large volumes of multi-dimensional datasets play an increasingly important role in many domains of scienti c research. Scienti c applications that make use of very large scienti c datasets have several important c haracteristics: datasets consist of complex data and are usually multi-dimensional; applications usually retrieve a subset of all the data available in the dataset; various applicationspeci c operations are performed on the data items retrieved. Such applications can be supported by object-relational database management systems OR-DBMSs. In addition to providing functionality to de ne new complex datatypes and user-de ned functions, an OR-DBMS for scienti c datasets should contain runtime support that will provide optimized storage for very large datasets and an execution environment for user-de ned functions involving expensive operations. In this paper we describe an infrastructure, the Active Data Repository ADR, which provides a framework for building databases that enables integration of storage, retrieval and processing of multi-dimensional datasets on a parallel machine. The system architecture of ADR provides the functionality required from runtime support for an OR-DBMS that stores and processes scienti c multi-dimensional datasets. We present the system architecture of the ADR, and experimental performance results for three applications implemented using ADR.
Introduction
In his book on object-relational database management systems 48 , Stonebraker de nes a classi cation matrix for database management system DBMS applications. The dimensions of classi cation are 1 simple data vs. complex data and 2 query vs. no query support. Word processors are a typical example of applications that act on datasets with simple data and no query support, and are well served by standard le systems. Example of applications using simple data with queries are databases consisting of employee information, recipes, or laboratory data. Relational database This research w as supported by the National Science Foundation under Grants BIR9318183 and ACI-9619020 UC Subcontract 10152408, ARPA under Grant D ABT 63-94-C-0049 Caltech Subcontract 9503, and the O ce of Naval Research under Grant N6600197C8534. The Maryland IBM SP2 used for the experiments was provided by NSF CISE Institutional Infrastructure Award CDA9401151 and a grant from IBM. management systems are a good match for the requirements of these applications. The next DBMS category acts on complex data, without query support. Most data intensive high-end computing applications currently fall into this category. The nal DBMS category contains applications that make use of complex data and require query support. Object-relational database management systems OR-DBMSs 48, 45 have recently emerged as the systems of choice for applications that fall into this category. OR-DBMSs allow developers of databases to de ne new complex data types and user-de ned functions, while providing support for querying into the database using an extended SQL notation e.g., SQL-3.
Our observation is that an important subset of scienti c applications fall into the complex data with queries category, and thus can be supported by OR-DBMSs. This is because of the fact that processing and analyzing large volumes of data plays an increasingly important role in many domains of scienti c research, primarily due to rapid increases in computational power and storage capacity. T ypical examples of very large scienti c datasets include long running simulations of timedependent phenomena that periodically generate snapshots of their state e.g. hydrodynamics and chemical transport simulation for estimating pollution impact on water bodies 8, 32 , magnetohydrodynamics simulation of planetary magnetospheres 50 , simulation of a ame sweeping through a v olume 41 , airplane wake simulations 33 , archives of raw and processed remote sensing data e.g. AVHRR 36 , Thematic Mapper 29 , MODIS 34 , and archives of medical images e.g., high resolution confocal light microscopy, CT imaging, MRI, sonography.
These scienti c applications have several important c haracteristics that introduce many c hallenges for database management systems that support these applications: the datasets can be very large up to terabytes or petabytes, and user-de ned functions can involve expensive operations on the data retrieved. Therefore, we argue that in addition to providing functionality to de ne new complex datatypes and user-de ned functions, an OR-DBMS for multi-dimensional scienti c datasets should contain specialized runtime support that provides optimized storage for large datasets and an execution environment for expensive user-de ned functions. This would allow many scienti c applications to minimize programming complexity and take advantage of the built-in features of an OR-DBMS, while still achieving good performance.
The importance of multi-dimensional datasets has been recognized by the database community, and several research and commercial systems have been developed for managing and or visualizing them 4, 15, 31, 40, 47 . These systems, however, focus on lineage management, retrieval and visualization of multi-dimensional datasets. They provide little or no support for analyzing or processing these datasets the argument is that these operations are too application-speci c to warrant common support. As a result, applications that process these datasets are usually decoupled from data storage and management, resulting in ine ciency due to copying and loss of locality. F urthermore, every application developer has to implement support for managing and scheduling the processing. Our study of a large set of applications 1, 2 , 1 1 , 19, 30, 41, 44 , on the other hand, indicates that processing involved in these applications is highly stylized. The basic processing consists of retrieving a subset of input data selected by a range query, mapping input items to output items, and computing output items by some aggregation of the input items that map to the same output item.
In this paper we describe an infrastructure, called the Active Data Repository ADR 9, 10 , for building databases that enables integration of storage, retrieval and processing of multi-dimensional datasets on a parallel machine. The system architecture of ADR provides the functionality required from runtime support for an OR-DBMS for managing scienti c multi-dimensional datasets and applications that make use of these datasets. ADR allows for custom processing of multi-dimensional datasets by applications with the stylized processing structure described earlier, while providing support for index generation, data retrieval, memory management, scheduling of processing across a parallel machine and user interaction. We present the system architecture of the ADR, and discuss how the ADR can be employed as runtime support for OR-DBMSs. We also present experimental performance results for three applications implemented using ADR.
Motivating examples
Satellite data processing: Earth scientists study the earth by processing remotely-sensed data continuously acquired from satellite-based sensors, since a signi cant amount of earth science research i s d e v oted to developing correlations between sensor radiometry and various properties of the surface of the earth. A typical analysis 1, 11, 3 0 , 44 processes satellite data for ten days to a year and generates one or more composite images of the area under study. Generating a composite image requires projection of the globe onto a two-dimensional grid; each pixel in the composite image is computed by selecting the best" sensor value that maps to the associated grid point. A variety of projections are used by earth scientists the USGS cartographic transformation package supports 24 di erent projections 53 . An earth scientist speci es the projection that best suits her needs, maps the sensor data using the chosen projection, and generates an image by compositing the projected data. Sensor values are pre-processed to correct the e ects of various distortions, such as instrument drift, atmospheric distortion and topographic e ects, before they are used.
Virtual Microscope and Analysis of Microscopy Data : The Virtual Microscope 2, 1 9 supports the need to interactively view and process digitized data arising from tissue specimens. The Virtual Microscope provides a realistic digital emulation of a high power light microscope. The raw data for such a system can be captured by digitally scanning collections of full microscope slides under high power. The digitized images from a slide are e ectively a three-dimensional dataset, since each slide can contain multiple focal planes. At a basic level, the Virtual Microscope can emulate the use of a physical microscope, including continuously moving the stage and changing magni cation. The processing for the Virtual Microscope requires projecting high resolution data onto a grid of suitable resolution governed by the desired magni cation and appropriately compositing pixels mapping onto a single grid point, to avoid introducing spurious artifacts into the displayed image. Used in this manner, the Virtual Microscope can support completely digital dynamic telepathology 38, 5 4 . In addition, it enables new modes of behavior that cannot be achieved with a physical microscope, such as simultaneous viewing and manipulation of a single slide by m ultiple users.
Water contamination studies: Powerful simulation tools are crucial to understand and predict transport and reaction of chemicals in bays and estuaries. Such tools include a hydrodynamics simulator, such as ADCIRC 32 , which simulates the ow o f w ater in the domain of interest, a n d a c hemical transport simulator, such as CE-QUAL-ICM 8 , which simulates the reactions between chemicals in the bay and transport of these chemicals. For each simulated time step, each simulator generates a grid of data points to represent the current status of the simulated region. For a complete simulation system, the chemical transport simulator needs to be coupled to the hydrodynamics simulator, since the former uses the output of the latter to simulate the transport of chemicals within the domain. As the chemical reactions have little e ect on the circulation patterns, the uid velocity data can be generated once and used for many contamination studies. The chemical simulator may use coarser time steps than the hydrodynamics code. Moreover, the grids used by the chemical simulator may be di erent from the grids the hydrodynamic simulator employs. Therefore, running a time step of the chemical transport simulation requires retrieving the hydrodynamics output data that falls within that time step from the appropriate hydrodynamics datasets stored in the database, averaging the hydrodynamics outputs over time, and projecting them into the grid used by the chemical transport simulator, via a projection method such a s UT-PROJ 12 developed at the University o f T exas at Austin.
Requirements for Managing Large Scienti c Databases
Scienti c applications that make use of multi-dimensional datasets have several important c haracteristics. First, datasets are often very large, contain complex data, and are usually multidimensional. That is, each data item in a dataset is associated with a point i n a m ulti-dimensional attribute space de ned by the attributes of the data item. The data dimensions can be spatial coordinates, time, or varying experimental conditions such as temperature, velocity or magnetic eld. Second, applications do not typically use all possible data in the dataset. For example, datasets generated by sensors attached to satellites frequently consist of a number of di erent attributes e.g., telemetry bands, longitude and latitude of the sensor reading on earth surface, time of the reading. An application may only use sensor data in a limited spatio-temporal region and or from a subset of bands. Access to data items is often described by a r ange query, which retrieves all data items whose associated points fall within a given multi-dimensional region in the underlying attribute space of the dataset. Third, application speci c operations implemented through user-de ned functions are performed on the data items retrieved. Our study of the applications over the last several years indicates that the processing is often highly stylized and shares several important c haracteristics. The basic processing step usually consists of 1. retrieving the input data items selected by a range query, 2. mapping the retrieved data items to output items, and 3. computing output items by some aggregation of all the retrieved input items mapped to the same output item. Mapping between input and output items is accomplished by projecting the input data points to points in the output attribute space and nding the output data items that correspond to the projected points. Furthermore, the correctness of the output usually does not depend on the order the input data items are aggregated. These aggregation functions correspond to the distributive and algebraic aggregation functions de ned by Gray et. al 20 . For example, remotesensing earth images are usually generated by performing atmospheric correction on 10 days worth of raw telemetry data, projecting all the data to a latitude-longitude grid and selecting those measurements that provide the clearest view.
These characteristics place such scienti c applications in Stonebraker's complex data with query support category see Section 1, for which object-relational database management systems ORDBMSs 48, 4 5 should be used. OR-DBMSs allow database developers to de ne new complex data types, such as images, create user-de ned functions, and integrate them into the database system. Moreover, OR-DBMSs provide extended support for more traditional relational database concepts such as tables and SQL queries. Developers of object-relational databases represent their datasets as tables, as in relational databases. However, unlike relational databases, table rows or columns may contain user-de ned complex types, or even nested tables. In scienti c applications, multi-dimensional datasets may h a v e a logical structure that could be represented as tables, but in most cases the logical structure of datasets is more complex than a simple table. In many of these cases, complex types consisting of nested relations can be used to represent datasets. Complex types may also support attributes that are sets and attributes that are references to objects. For instance, we m a y need to represent datasets that have some of the following properties: 1 A dataset representing measurements taken at di erent scales may consist of nested collections of meshes, 2 a dataset may h a v e hierarchically de ned data elements where each point in space may be described by a sequence of di erent measurements e.g. each measurement might represent a di erent w a v elenth of electromagnetic radiation, 3 a dataset may represent an unstructured mesh where points are irregularly distributed in space and where each point is connected to a set of other points. A formulation of the Virtual Microscope application see Section 2 within an object-relational database system is provided in the Appendix as an example.
In OR-DBMSs, queries into the database can be expressed in SQL-3 i.e., SQL:1999 17 , an extended version of the SQL standard that supports complex data types and user-de ned functions. The standardization e ort for SQL-3 has been undertaken by ISO IEC JTC1 Joint T echnical Committee and NCITS National Committee for Information Technology Standardization of the ISO and ANSI organizations, with contributions from mainstream database system vendors such a s IBM, Informix, Sybase, and Oracle. SQL-3 is not yet a standard, however the standard is expected to be nalized in 1999 17 . In the meantime, several major vendors in database management systems arena have already started incorporating partial implementations of the draft standard into their object-relational database systems 24, 3 9 , 25 .
In addition to providing support for de ning complex data types and user-de ned functions, and for object-relational queries, an OR-DBMS should contain runtime support to provide the following functionality for supporting multi-dimensional scienti c datasets:
Optimized storage of datasets: Scienti c datasets can be very large in size, ranging from hundreds of gigabytes to multiple terabytes. Storing such large amounts of data requires use of disk farms, composed of distributed collections of disks, and tertiary storage facilities. Runtime support is needed to distribute datasets e ciently across disks and for e cient parallel access to datasets stored on disk farms. In addition, the runtime system should provide support to access datasets on tertiary storage, and methods to cache such datasets on disk farms for faster access.
Support for index generation and lookup: Although B-trees and their variants 13 o er range queries into one-dimensional relational datasets, the data structures are not su cient to e ciently support range queries for complex multi-dimensional datasets. The runtime system should provide the functionality to de ne complex indices and lookup methods suitable for range queries on such data e.g., R-trees 21 .
Optimized evaluation of queries: In OR-DBMSs, queries may contain user-de ned functions as well as other object-relational operations. E ectively managing such operations requires complex query optimization techniques. Moreover, user-de ned functions in the queries may themselves involve expensive operations. Queries with expensive user-de ned functions can bene t greatly from parallel processing. In addition, it is desirable to perform the computation where the data is stored so that shipping large volumes of data can be avoided. Hence, the runtime system should provide support for data retrieval, memory management, and scheduling of processing across a parallel machine. 4 Overview of the Active Data Repository ADR allows for custom processing of multi-dimensional datasets by applications with the stylized processing structure described earlier, while providing support for index generation, data retrieval, memory management, scheduling of processing across a parallel machine and user interaction. It achieves its primary advantage from the ability t o i n tegrate data retrieval and processing for a wide variety of applications and from the ability to maintain and jointly process multiple datasets with di erent underlying attribute spaces. ADR is designed to make it possible to carry out data aggregation operations on the processors that are tightly coupled to disks. ADR has been developed as a set of modular services implemented in C++. Since its structure mirrors that of a wide variety of applications, ADR is easy to customize for di erent t ypes of processing. To build a version of ADR customized for a particular application, a domain engineer, who is authorized to customize the system, has to provide functions to pre-process the input dataset, access the individual input data items, project points between the input and output attribute spaces, and aggregate multiple input data items that map to the same output item. Figure 1 shows the architecture of an application implemented as a customized ADR instance. The full application suite consists of one or more clients, a front-end process, and a back-end. A client program, implemented for a speci c domain, generates requests to the front-end. The frontend translates the requests into ADR queries and sends one or more queries to the back-end for processing where input data is stored. An ADR query consists of: references to two datasets A and B a range query that speci es a particular multi-dimensional region in dataset A or dataset B a reference to a projection function that maps an element in dataset A to one or more elements in dataset B actually, the mapping is from an element's coordinates in the multi-dimensional attribute space underlying dataset A to coordinates in dataset B's attribute space a reference to an aggregation function that describes how elements of dataset A are to be combined and accumulated into elements of dataset B a speci cation of what to do with the output dataset e.g., update a currently existing dataset, send the data over the network to another application, create a new dataset etc. a reference to an index, used to locate the data items of interest in dataset A in persistent storage. A client process is a program, sequential or parallel, that post-processes the output returned by the back-end. For example, a client process could be a graphical interface for end users to generate their requests and display the outputs returned by the back-end.
The front-end process usually runs on a separate machine from the back-end. Since clients can connect and generate requests in an asynchronous manner, the existence of a front-end relieves the back-end from being interrupted by clients while in the midst of processing requests. The front-end process consists of an application front-end and an ADR front-end. The ADR front-end, provided as part of the core ADR services, consists of a query submission service and a query interface service. The application front-end, implemented by a domain engineer for a speci c application, is responsible for receiving client requests and translating each client request into a query format that the ADR back-end understands. The existence of the application front-end allows clients to communicate with the front-end using an application-speci c protocol, which can be tailored to be e cient and natural for that application. It also allows additional application-speci c metadata to be stored with the front-end so that simple client requests that involve only the application metadata but not the actual datasets stored at the back-end can be answered directly by the front-end. For example, in the Virtual Microscope application, thumbnail microscopy images are stored as application metadata with the application front-end. When the application front-end receives a request that must be processed on the back-end, it invokes the query interface service to acquire references to the desired dataset, index, projection function and aggregation function, generates an ADR query and submits the query to the query submission service. As shown in Figure 1 , metadata needed by the query interface service is stored with the ADR front-end. Upon receiving a query, the query submission service asks the query interface service to validate the query. The purpose of query validation is to make sure that various components of a query are compatible; for example, the selected index must index the desired input dataset, the domain of the selected aggregation function must be the same as the domain of the desired input dataset, and so on. Invalid queries are rejected while valid ones are placed into a query pool, to be forwarded to the back-end. When the back-end signals that it is ready, a s c heduling policy determines which queries from the query pool are sent to the back-end. All queries sent to the back-end as a group are processed simultaneously. The query submission service must not overload the back-end by sending too many queries at one time. Furthermore, it can group the queries so that those accessing the same data can be processed by the back-end simultaneously. This allows the back-end to retrieve shared data just once for multiple queries, thereby reducing the overall system I O requirements.
The back-end is responsible for storing the datasets and carrying out the required data retrieval and data processing for queries. ADR assumes a shared-nothing architecture with a disk farm attached to the processors. Datasets are partitioned and stored on the disks. As shown in Figure 1 , each back-end process consists of six services. For each query that an ADR back-end process receives, the query planning service uses the selected index from the indexing service to locate the set of data items that need to be retrieved for the given query, then uses the data aggregation service, in conjunction with knowledge of the amount of resources available, to generate a query plan. A query plan e ectively de nes the order data items are retrieved and processed, and how the output items are generated. The goal of the query planning service is to generate a query plan that requires the least execution time. Note that changing the order input data items are retrieved cannot a ect he correctness of the result, which is one of the requirements for an ADR application. The query execution service then receives the query plan and carries out the data retrieval and processing. During query processing, the query execution service uses the dataset service to navigate through the input data items, uses the selected projection function from the attribute space service to map input data items to output data items, and uses the selected aggregation function from the data aggregation service to combine the values of the input data items mapped to the same output data item. Finally, the output is returned to the client as speci ed by the query.
Customizing the ADR back-end for a speci c application involves customizing the attribute space service, the dataset service, the indexing service, and the data aggregation service, as shown by the shaded bars attached to those services in Figure 1 . Customization in ADR is currently achieved through C++ class inheritance. That is, for each of those four services, ADR provides a set of C++ base classes with virtual functions that are expected to be implemented by its derived classes. Adding an application-speci c entry into a modular service requires the domain engineer to de ne a class derived from an ADR base class for that service and provide the appropriate implementations of the virtual functions. Additional information about the newly added entry is also provided by the domain engineer and is stored as back-end metadata. For example, the indexing service manages indices that allow ADR to e ciently locate the data items of datasets speci ed by a range query in persistent storage. It includes an index base class that contains a search function, among other virtual functions, that is expected to implement this functionality. Adding a new index therefore requires the de nition of a new index class derived from the ADR base class and the proper implementation of the search function. In addition, the domain engineer also speci es the dataset that is associated with the index, which is stored as back-end metadata. The front-end metadata is generated from the back-end metadata. Currently this is done by hand, although we expect to fully automate the process in the near future.
System Architecture
In this section, we describe the attribute space service, the dataset service, the indexing service and the data aggregation service, which are the back-end services that the domain engineer would customize for a particular application. We then describe the query interface service and the query submission service, which are provided by ADR as part of the front-end process. Finally, w e describe the query planning service and the query execution service, which are the internal back-end services provided by ADR for query processing.
Attribute space service
The attribute space service manages the registration and use of multi-dimensional attribute spaces and projection functions. An attribute space is speci ed by the number of dimensions and the range of values in each dimension. Projection functions are used to project points between attribute spaces. They are speci ed by the domain and range attribute spaces and an algorithm for the mapping between them.
Dataset service
The dataset service manages the datasets stored on the ADR back-end and provides utility functions for loading datasets into the ADR back-end. ADR expects each of its datasets to be partitioned into data chunks, each c h unk consisting of one or more data items from the same dataset. A data chunk is retrieved as a whole by a back-end process during query processing. Data partitioning into chunks is done by the domain engineer prior to loading the datasets into ADR. Any c h unk size may b e p i c k ed and all chunks do not have to be the same size. Each dataset is associated with an attribute space, which is called its native attribute space. Every data item is associated with a point in the native attribute space of its owning dataset, and every chunk is associated with a minimum bounding rectangle mbr which contains the points of all its constituent data items. Since our target queries are range queries, it is therefore desirable to store data items that are close to each other in the attribute space into the same data chunk.
A new dataset is identi ed by its name, its native attribute space, a list of les that contain the data chunks, the mbr's and placement information for all data chunks, and a dataset object derived from the ADR dataset base class. Both the mbr information and the placement information, which describes how c h unks are distributed across the disk farm, are optional. The mbr can be automatically computed using the functions provided by the dataset object. By default, ADR computes the placement information in two steps: rst, the minimax algorithm 35 is employed to assign data chunks to individual disks, and then the Short Spanning Path SSP algorithm 18 is used to order the set of chunks assigned to the each disk. The placement decisions for the data chunks in a dataset determine the amount of disk bandwidth that can be exploited by ADR for data retrieval. The minimax and SSP algorithms have been shown to outperform other declustering and clustering schemes for range queries int o a m ulti-dimensional space via both analytic and simulation studies 35 .
Indexing service
The indexing service manages various indices for the datasets stored in the ADR back-end. Each index is identi ed by the dataset it indexes over, and the attribute space it is constructed in. The attribute space is referred to as the underlying attribute space of the index. The key function of an index is that, given a multi-dimensional range query in its underlying attribute space, it returns the disk locations of the set of data chunks that contain data items that fall inside the given range query. T o create an index, the indexing service uses information about the mbr for each c h unk in the dataset and about the physical location of each c h unk on disk. ADR allows the domain engineer to optionally specify an indexing algorithm. This can be done by de ning an index object derived from the ADR index class and implementing, among other virtual functions, the search function.
By default, ADR uses a variant o f a n R -tree 5 .
Data aggregation service
The data aggregation service manages the user-provided functions to be used in aggregation operations, and also encapsulates the data types of both the intermediate results used by these functions and the nal outputs generated by these functions. An intermediate data structure, referred to as an accumulator, consists of a set of accumulator elements and is used during query processing to hold partial results generated by the aggregation functions. As for input datasets, an accumulator has an underlying attribute space, and each of its elements is associated with a point i n t h e attribute space. The accumulator is then processed into the nal output by another aggregation function.
An accumulator data type is de ned by a user-de ned class derived from the ADR accumulator base class. An accumulator data type implements virtual functions to allocate all or some of the accumulator elements under a given memory constraint imposed by ADR and to access individual accumulator elements that fall inside a given region in its underlying attribute space. ADR currently provides default implementations for some of these functions for accumulators consisting of regular dense arrays with elements evenly spaced in an attribute space, such as raster images. The domain engineer, however, can replace these functions with a custom implementation.
An output data type de nes the data structure of the nal output generated from processing an ADR query. Its major tasks are to hold the nal results at the end of the query and to de ne the order in which v alues are communicated back to the requesting client, which m ust able to correctly interpret what it receives. An output data type is de ned as a user-de ned class derived from the ADR output base class.
An aggregation function is encapsulated as a user-de ned class derived from the ADR aggregation base class. It implements virtual functions to initialize accumulator elements before aggregation takes place, merge the values of an input data item with an accumulator element, merge the values of a set of accumulator elements with another matching set of accumulator elements, and post-process the accumulator into the desired nal output after all data aggregation has completed. Functions to merge corresponding accumulator elements are needed because the query execution service allows each back-end process to compute partial results into a local accumulator, which are then merged across back-end processes.
Query interface service
The query interface service has two functions. First, it allows clients to nd out what datasets are available and what functions and indices are associated with each dataset. Second, it validates a given query. In particular, it ensures that for each query: 1 the selected index is associated with the input dataset of interest; 2 the input and output attribute spaces of the selected projection function match with the native attribute space of the dataset and the attribute space of the accumulator used by the selected aggregation function; and 3 the domain of the aggregation function is the same as that of the input dataset. Metadata necessary for the query interface service is obtained from the other services and stored with the ADR front-end, as shown in Figure 1 .
Query submission service
The query submission service accepts queries from the application validated by the query interface service, and forwards them to the back-end for processing. A scheduling policy is used by the query submission service to decide which queries from the query pool are sent to the back-end every time the back-end is ready for new queries. The policy must be devised to ensure fairness among the queries and avoid overloading the back-end processes. It can also reorder the queries so that the total I O requirement for a set of queries can be minimized. Currently, the query submission service uses a simple rst-in-rst-out policy, and can be instructed at start-up time to either send all the queries in the query pool to the back-end when requested, or always send a xed number of queries from the head of the queue.
Query planning service
The task of the query planning service is to determine a query plan to e ciently process a set of queries based on the amount o f a v ailable resources in the back-end. A query plan speci es how parts of the nal output of each query are computed and the order the input data chunks are retrieved for processing. Scheduling how parts of the nal output are computed is necessary if the size of the entire output data structure is too large to t in main memory. F unctions provided by the accumulator data types are used to partition the accumulator into accumulator blocks so that each block can t entirely in memory. Indices from the indexing service are then used to locate the data chunks that must be retrieved from disk by each back-end process for each accumulator block. Furthermore, the order the data chunks are retrieved is computed by i n terleaving data chunks residing on di erent disks and sorting the data chunks residing on the same disk by their les and their o sets into the les, thus making retrieval of the set of chunks more e cient.
Currently ADR implements two approaches for query processing. Input partitioning processes a query by replicating an accumulator or an accumulator block if the entire accumulator is too large to t in memory on each back-end process, having each process generate an independent intermediate result in its local accumulator using the data chunks that are stored on its local disks, and nally merging the accumulators across all processes. Output partitioning, on the other hand, partitions the accumulator or an accumulator block among back-end processes; the data needed to compute the portion of the output assigned to a process is forwarded to it by all other processes. In general, choosing between these strategies is based on several factors, including the distribution of the data in the output attribute space, the placement of the input data chunks needed to answer the query on disk, and the machine characteristics i.e. the relative costs of computation, interprocessor communication and disk accesses. Currently, the query planning service implements the input partitioning strategy, and we are in the process of implementing the output partitioning strategy and hybrid variants of the two w orkload partitioning strategies.
Query execution service
The query execution service manages all the resources in the system and carries out the query plan generated by the query planning service. The primary feature of the query execution service is its ability t o i n tegrate data retrieval and processing for a wide variety of applications. This is achieved by pushing the processing operations into the storage manager and allowing processing operations to access the bu er used to hold data arriving from disk. As a result, ADR avoids one or more levels of copying that would be needed in a layered architecture where the storage manager and the processing belonged to di erent l a y ers.
To further reduce query execution time, the query execution service overlaps the disk operations, network operations and the actual processing as much as possible. It does this by maintaining explicit queues for each kind of operation data retrieval, message sends and receives, data processing and switches between them as required. Pending asynchronous I O and communication operations left in the operation queues are polled and, upon their completion, new asynchronous functions are initiated when more work is expected and bu er space is available. Data chunks are therefore retrieved and processed in a pipelined fashion.
The query execution service is also responsible for returning the nal output of a given query to the destination speci ed by the query. Currently, the query execution service can return the output through either a socket interface or a Meta-Chaos 16 i n terface. The socket interface is used for sequential clients, while the Meta-Chaos interface is mainly used for parallel clients.
ADR as Runtime Support for an Object-Relational Database System
The system architecture of ADR provides much of the desired functionality for managing large scienti c datasets described in Section 3. The ADR infrastructure is designed to make it possible to carry out data aggregation operations e ciently on shared-nothing architectures. New datasets can be created and added using the dataset service. This service also provides mechanisms to distribute datasets across the disks in the system, thus improving data retrieval performance. The indexing service uses variants of R -trees by default, which perform well for multi-dimensional range queries. In addition, ADR allows users to de ne application-speci c indices and indexing methods as needed. Users can de ne and use projection and aggregation functions through the attribute space service and the data aggregation service. In object-relational database terminology, these functions are user-de ned functions that add capabilities for processing the speci ed datasets to the core ADR system. A k ey component for using ADR as runtime support for an OR-DBMS is a mechanism that supports SQL-3 operations 17, 4 8 , since OR-DBMS datasets and queries are represented by complex types and tables that include references, sets, lists, nested records including nested tables and inheritance in mainstream OR-DBMSs 24, 39, 25 . In the current implementation of ADR, customization is done through C++ class inheritance. ADR provides a set of C++ base classes with virtual functions that are expected to be implemented by its derived classes. In addition, ADR does not provide a complex query optimization mechanism; it implements a query planning and execution strategy based on the processing structure of a set of applications that operate on multi-dimensional datasets. It achieves good performance by carefully scheduling operations and making good use of the system resources on a parallel machine. Two additional tools are needed to integrate the ADR services with services provided by existing OR-DBMSs:
1. An interpreter compiler to process SQL-3 statements and table-based descriptions of datasets, to automate the customization of the ADR runtime support for new data types and their associated processing functions, and 2. a more sophisticated optimizer for SQL-3 queries accessing and processing the multi-dimensional datasets that are supported by underlying ADR mechanisms. These tools would allow users and applications to specify ADR queries and datasets in the database using an object-relational language formulation, such as SQL-3, perhaps with additional directives speci c to ADR.
Experimental Results
The ADR services have been implemented and tested on an IBM SP-2 at the University of Maryland. The Maryland SP-2 consists of 16 RS6000 390 processing nodes, running AIX 4.2, with six disks IBM Star re 7200 attached to each processing node. The ADR is implemented in C++ and is compiled with the IBM C C++ compiler. For portability, the ADR query execution service uses the POSIX lio listio interface for its non-blocking I O operation, and MPI 46 as its underlying interprocessor communication layer.
To show the e ectiveness of ADR, we h a v e customized the various ADR services to provide the functionality of the three applications described in Section 2. In this section, we present preliminary performance results, including comparisons of the original custom-built systems for Titan and the Virtual Microscope with their respective counterparts implemented in ADR. In these experiments, we focus on the performance of the query execution service. Therefore, the execution times given in this section only show the query processing time in the query execution service. They do not include the time to send the output to clients.
Satellite data processing: Titan
Titan 11, 4 4 is a custom-built image database for storing remotely sensed data, and is currently operational on the Maryland SP-2, containing about 24 GB of data from the AVHRR sensor on the National Oceanic and Atmospheric Administration NOAA-7 satellite. Titan dedicates one of the sixteen SP-2 processing nodes as a front-end node, which i n teracts with Java GUI client programs, and uses the other fteen nodes as the back-end processing and data retrieval nodes. Four disks on each of the back-end nodes are used to store the AVHRR dataset, and the same declustering and clustering algorithms provided by ADR see Section 5.2 are used for placing the data chunks onto the sixty disks. Each data item in the AVHRR dataset is referred to as an instantaneous eld of view IFOV, and consists of eight attributes three key attributes that specify the spatio-temporal coordinates and ve data attributes that contain observations in di erent parts of the electromagnetic spectrum. An AVHRR data chunk consists of 204 204 IFOVs. In prior work 11 w e h a v e shown that Titan delivers good performance for both small and large queries. Customization of ADR is done by implementing wrapper functions that directly call the computational kernel of Titan. This includes customizing the default ADR back-end function that is responsible for invoking the projection function and aggregation function for each data chunk.
Several sample queries were used to evaluate the performance of the ADR implementation against that of Titan. These queries select IFOVs that correspond to various areas of the world sample query Australia Africa South America North America global input data size 65 MB 191 MB 155 MB 375 MB 1.6 GB Table 2 : Query processing times in sec. for Titan and ADR.
over a 10-day period and each generates a composite image. The values of the output pixels are obtained by rst computing the Normalized Di erence Vegetation Index NDVI 26 for each I F O V, using corrected values from the rst two bands of each I F O V, and then selecting the best" IFOV among all IFOVs that map to the same output pixel, based on the clarity of the IFOV and the angular position of the satellite when the observation was made. Table 1 shows the total amount of data read from disk to resolve the sample queries, and Table 2 shows the query processing time for both Titan and the ADR implementation. Note that one of the SP-2 nodes, and its four disks, was not available at the time the experiments were conducted, so all results reported in this section were obtained using fourteen back-end processes.
The results show that the ADR performance is very close to that of Titan. Table 3 shows the time both implementations spent processing the data chunks the computation column, communicating and merging the accumulator elements the communication column, and the time spent for submitting and polling the disk reads plus other software overhead the others column. The table shows that both implementations spent most of their time processing the data chunks. ADR, however, incurs more overhead in the computation and the communication than Titan. The computation overhead is caused by the wrapper functions, which in turn invoke the Titan computation functions. The communication overhead is due to the fact that each Titan back-end process only handles one query at a time, and therefore can estimate the sizes of all incoming messages to be received, whereas an ADR back-end process may receive messages from multiple simultaneous queries so cannot accurately predict message sizes. As a result, each Titan processor can post a non-blocking receive as early as possible, while the current implementation of the ADR backend probes for the size of an incoming message before posting a corresponding receive. We are redesigning the communication subsystem of ADR to reduce the communication overhead.
The query processing time does not include the time for generating the query plan. Table 4 : Query processing times in sec. for VM and ADR.
implementations, generating a query plan after the index is read from disk takes less than a second. However, Titan uses the front-end to generate a query plan and distributes the plan to all the back-end nodes, whereas ADR has all back-end nodes generate their own query plans. Since there is only one index de ned in Titan and the index is shared by all Titan queries, the Titan front-end is able to load the index from disk once and keep it in memory. ADR, on the other hand, reads the index into memory for each query and discards it after locating all the data chunk of interest. This is because there might b e m ultiple indices in the ADR system, and caching multiple indices in memory may signi cantly reduce the amount of memory available on the back-end nodes for query processing. The index for the AVHRR dataset is about 11 MB, and takes about 3.5 seconds to load into memory for both implementations.
The Virtual Microscope
The Virtual Microscope VM system 2, 19 provides the ability to access high power, high resolution digital images of entire pathology slides, and sample the images for display via a local or remote client. Each data chunk consists of about 67500 pixels and is of size 202 KB. For this experiment, the data chunks are distributed across eight of the Maryland SP-2 nodes by the ADR default declustering clustering algorithm, using one disk per node. A VM query speci es a high-power digitized microscopy image, the region of interest and the desired magni cation for display. An output image is computed by subsampling the high-power input image. No interprocessor communication between server processes is required in the current implementation of the Virtual Microscope. A sample query that retrieves 374 data chunks in total 75 MB is used to evaluate the performance of the two implementations. As shown in Table 4 , the query processing time for ADR is about 85 slower than that of VM. Since the Virtual Microscope currently uses a very simple subsampling algorithm, little computation is performed on the data chunks. In fact, a large percentage of the query execution time for VM was spent w aiting for its blocking disk requests to complete. With so little computation actually taking place within the system's main loop, high overhead due to excess virtual function invocation is incurred by the ADR implementation.
To reduce the overhead for applications that require little computation on each data block, such as the current implementation of the Virtual Microscope, the ADR aggregation base class from the data aggregation service allows the domain engineer to overload its default data chunk processing function. The default data chunk processing function invokes the appropriate user-de ned functions from various services for every input element to properly aggregate the input elements with the accumulator. It is general enough to handle all datasets and functions registered with ADR, but the disadvantage is extra overhead for invoking the virtual functions. To a v oid the overhead for function invocation, the domain engineer can optionally provide a more e cient implementation of the data chunk processing function while customizing the ADR aggregation base class.
The Virtual Microscope implementation uses this optimized interface to ADR and it improved performance signi cantly. An early implementation in ADR that used the original interface was almost 3 times slower than the current implementation. We are still working on eliminating function call overhead in the implementation. If an application requires large amounts of computation in order to answer queries, the ADR function call overhead would be insigni cant. Since this is not the case for the Virtual Microscope, the overhead is becomes a performance bottleneck, when compared to a fully custom implementation. The experience with the Virtual Microscope shows that sophisticated compiler optimizations inter-procedural analysis may b e v ery useful in optimizing the performance of the customized processing functions required by ADR applications. The functionality of the Virtual Microscope will not be limited to simply serving microscopy images at various magni cation. Future projects that use the Virtual Microscope server infrastructure will involve image compression decompression, three dimensional image reconstruction, and other complex image processing operations, hence require more computation to be performed on the data chunks. This would o set the seemingly high cost observed by the current VM implementation with ADR.
Water contamination studies: Bays and Estuaries Simulation System
In this application, we h a v e used ADR to couple a hydrodynamics simulator to a chemical transport simulator. In our implementation of the coupled simulation system, we use a hydrodynamics simulator, called We h a v e customized ADR to store, retrieve and process the outputs of the hydrodynamics simulator as needed by the chemical transport simulator. The output from the hydrodynamics simulator was partitioned into chunks. A chunk contains velocity and elevation values over a set of time steps at a subset of the grid points. In the experiments, we used a grid that models Galveston bay with 2113 grid points. Each c h unk is 128KB, and contains 33 grid points and 323 time steps for the hydrodynamics simulator. The chunks were distributed across disks using an applicationspeci c algorithm. First, chunks were sorted with respect to the minimum time step values in each chunk in ascending order, then each c h unk was assigned to a disk in round-robin fashion so that each disk attached to a processor has an almost equal number of chunks covering almost the same set of time steps. A spatial index, containing a bounding box for each c h unk and the locations of the chunks on the disks, is created for each c h unk. The query from the chemical transport code Table 5 : Query processing times in seconds.
speci es the time period of interest, and the hydrodynamics dataset of interest. ADR performs the retrieval and averaging of velocity and elevation values from the dataset of interest over the time steps that fall into the time period of interest. Each processor retrieves the chunks stored on its local disks and creates partial results. The partial results are then exchanged between processors to create the nal values. Finally, the results are sent to the chemical transport simulator. Table 5 shows the query processing time for the ADR query execution service. The ADR backend was run on eight processors using two disks on each processor and on sixteen processors using one disk per processor. The chemical transport simulator is a sequential program and was run on the host processor of the IBM SP-2. The timing results do not include the time to send the results to the chemical transport code. Two queries were used for each con guration; one with a time period of interest of 360 seconds 24 time steps of the hydrodynamics simulator and the other over 7200 seconds 480 time steps. As is seen from the table, when the number of processes increases the total query processing time decreases. However, this decrease is small for small queries because of the following reasons. First, the computation time does not decrease linearly due to the overhead of initializing the accumulator array. In the current implementation the accumulator array is replicated across all processors. Each processor has to create the full accumulator array and initialize it. Second, the overheads from inter-processor communication the communication column, and the time spent for submitting and polling disk reads and other system overheads the others column take a larger percent of total execution time for small queries than they take for larger queries.
Related Work
Several runtime support libraries and le systems have been developed to support e cient I O in a parallel environment 6 , 14, 23, 28, 37, 42, 51, 52 . These systems are analogous to ADR in that: 1 they plan data movements in advance to minimize disk access and communication overheads, and 2 in some cases, they attempt to optimize I O performance by masking I O latency with computation and with interprocessor communication. Also, ADR schedules its operations based on the completion of disk I O requests, which is similar to the strategy used by disk-directed I O 28 and server-directed I O 42 . However, ADR di ers from these systems in several ways. First, ADR is able to carry out range queries directed at irregular spatially indexed datasets, such a s satellite data consisting of two-dimensional strips embedded in a three-dimensional attribute space, digitized microscopy data stored as heterogeneous collections of spatially registered meshes, and water contamination simulation data represented by unstructured meshes over simulated regions of bays and estuaries. Second, computation is an integral part of the ADR framework. Users provide ADR with procedures to carry out data preprocessing and analysis, and the required computations are performed in parallel with I O and interprocessor communication. With the collective I O interfaces provided by many parallel I O systems, data processing usually cannot begin until the entire collective I O operation completes. Third, data placement algorithms optimized for range queries are integrated as part of the ADR framework. Analytic and simulation studies 35 h a v e shown that these algorithms allow ADR to exploit the disk bandwidth of the entire system, and evenly partition the workload across all the processors and disks.
Several extensible database systems that can be tailored to support particular applications have also been proposed 3, 7, 22, 27, 49 . In addition to the functionality provided by a general-purpose relational database system, these systems also provide support for adding new storage methods, new data types, new access methods, and new operations. The incorporation of user-de ned access methods and operations into a computation model as general as the relational model allows these systems to support a large number of applications. However, it also makes query optimization very di cult. A number of researchers have begun to address this problem 43 . ADR on the other hand, implements a more restrictive processing structure that mirrors the processing of applications that process multi-dimensional datasets. Good performance in ADR is achieved through careful scheduling of the operations and good utilization of the system resources, not by rearranging the algebraic operators in a relational query tree, as is done in relational database systems.
Conclusions and Future Work
We h a v e presented ADR, a customizable parallel database that integrates storage, retrieval and processing of multi-dimensional datasets. We h a v e described the various services provided by ADR, and provided experimental performance results for three applications. Our results show that ADR provides good performance for several applications. We h a v e also discussed how ADR can be used as runtime support for multi-dimensional datasets in object-relational database systems. ADR provides much of the desired functionality, including optimized storage and retrieval of large datasets, use of parallel processing for expensive computations and managing resources for e cient query execution on a parallel machine, to provide e ective runtime support for OR-DBMSs to support complex queries into multi-dimensional scienti c datasets.
The current implementation of ADR provides a set of services, implemented as C++ classes, that can be customized for a wide range of applications, We h a v e initiated an e ort to develop techniques and tools to integrate the ADR services with services provided by existing OR-DBMSs. As we h a v e discussed, the goal is to de ne standard ways of integrating ADR services into existing database systems. This allows users and applications to specify ADR operations and datasets in the database using an object-relational language formulation, such as SQL-3, perhaps with additional directives to the runtime system.
In addition, we are in the process of optimizing the various ADR services, and are continuing to experiment with the planning algorithms and cost models for the query planning service. We are also investigating techniques for extending ADR to tertiary storage, to e ciently store and process datasets that are too large to t into secondary storage. We are also looking into methods for reducing the overhead incurred by some applications implemented with ADR, such as the Virtual Microscope, through more extensive and aggressive i n ter-procedural compiler analysis and compiler optimization techniques. This creates user de ned types pixel t, for storing pixel information, and image t as an array of pixels, using complex data type constructors row and array note that the data constructor array that creates an image as an array of pixels does not exist in 48 . The image t type could be created using SQL-3 set and list constructors. However, the illustrated tables and queries are more complicated than using the array constructor. We therefore use array type for the sake o f simplicity and clarity. A relational table of images is created by create table ImageDB.
Appendix The Virtual Microscope Application within an OR-DBMS

User De ned Functions
The user-de ned mapping and aggregation functions, clip and subsample respectively, to process the microscopy images stored in the database are described by: To retrieve a portion of the image named prostate1", and produce the output image at a magnication given by factor: select subsampleclipimage, lx, ly, hx, hy, factor from ImageDB where name = 'prostate1'; This query corresponds to a standard Virtual Microscope client browser query.
