Abstract. In this paper we are concerned with the problem of finding hypersurfaces of constant curvature and prescribed boundary in the Euclidean space, without assuming the convexity of the prescribed solution and using the theory of fully nonlinear elliptic equations. If the given data admits a suitable radial graph as a subsolution, then we prove that there exists a radial graph with constant curvature and realizing the prescribed boundary. As an application, it is proved that if Ω ⊂ S n is a mean convex domain whose closure is contained in an open hemisphere of S n then, for 0 < R < n(n − 1), there exists a radial graph of constant scalar curvature R and boundary ∂Ω.
Introduction
The aim of this work is to study the following Plateau type problem: given a smooth symmetric function f of n (n ≥ 2) variables and a (n − 1)-dimensional compact embedded submanifold Λ of R n+1 , decide whether there exists a hypersurface Σ of constant curvature These results have shown that the theory of nonlinear elliptic PDEs is a powerful tool in order to understand the solvability of the problem. In order to apply the PDE techniques a successful strategy is describe the hypersurface Σ as the graph of a solution of the Dirichlet problem associated to a certain PDE. After the works of Bernstein, Leray, Jenkins, Finn and others, Serrin applied this approach in [18] and proved the existence of hypersurfaces of constant mean curvature and prescribed boundary Λ in two geometric settings: Firstly, when the boundary Λ is a (vertical) graph over the boundary of a domain in a hyperplane and, secondly, when Λ is a radial graph over the boundary of a domain in a hypersphere. For more general curvature functions, the first breakthroughs about the solvability of the problem were due to Caffarelli, Nirenber and Spruck [6] . Applying the techniques developed in [3] and [4] , they proved the existence of solutions to (1.1)-(1.2) for a large class of curvature functions, which includes the scalar and Gaussian curvature. Importantly, however, they only treat the cases where the boundary date is constant, Λ is the boundary of a strictly convex domain in a hyperplane and the solution is a graph over this domain. ,For the specific case of high order mean curvature functions, Ivochkina [14] was able to extend the existence for general boundary values and nonconvex domains. Much subsequent work aimed to improve and extend they results, as we can see in [12] , [13] , [7] , [19] and [22] . Later, Guan and Spruck [10] established existence results for constant Gaussian curvature hypersurfaces which are radial graphs over a domain in a hypersphere and whose boundary is a radial graph over the boundary of the domain. Their results were extended in [11] and [21] to convex curvature functions. However, the existing results to date leave open the case of radial graphs with constant non-convex curvature functions. In particular, there is no result for the fundamental case of the scalar curvature in this context. The main purpose of this paper is to establish the existence of radial graphs with constant higher order curvature f = H r , when the prescribed hypersurface is not assumed convex. In particular, our results embrace the scalar curvature case.
Let us now explain more precisely the framework we are considering. Let Ω be a smooth domain in S n ⊂ R n+1 with boundary ∂Ω. In order to solve the problem (1.1)-(1.2) we seek for a smooth hypersurface Σ that can be represented as a radial graph
with prescribed curvature and boundary
where κ Σ [X] = (κ 1 , . . . , κ n ) denotes the principal curvatures of Σ at X(x) with respect to the inward unit normal, ψ ∈ C ∞ (Ω), φ ∈ C ∞ (∂Ω), ψ, φ > 0 and f is a high order curvature function
where 1 < r ≤ n and S r is the r−th order elementary symmetric function,
. . κ ir the sum being taken over all increasing k−tuples i 1 , i 2 , . . . , i k ⊂ {1, . . . , n}.
In this context, a function ρ ∈ C 2 (Ω) is called admissible if κ Σ [X] ∈ Γ r at each point X of its radial graph Σ, where Γ r is the open convex cone in R n with vertex at the origin and given by (1.7)
Γ r = {κ ∈ R n : S j (κ) > 0, j = 1, . . . , r}.
We shall assume the existence of a suitable admissible subsolution: there exists a smooth admissible radial graphΣ:X(x) =ρ(x)x overΩ that is locally strictly convex (up to the boundary) in a neighbourhood of ∂Ω and satisfies
Our main result may be state as follows:
Let Ω be a smooth domain whose closure is contained in an open hemisphere of S n . Suppose the mean curvature of ∂Ω as a submanifold of Ω, computed with respect to the unit normal pointing to the interior of Ω, is nonnegative. Then, under condition (1.8), there exists a smooth radial graph Σ satisfying (1.4).
In general, solutions to equation (1.4) are not unique. See for instance, Example 8.5.2 in [17] . It follows from the Gauss equation that the case of scalar curvature R of Σ is given by R = n(n − 1)H 2 , therefore the scalar curvature case is included in Theorem 1.1. Moreover, using the function ρ = 1 as a subsolution, we obtain the following result:
Let Ω ⊂ S n be as in Theorem 1.1. Then, for 0 < R < n(n − 1), there exists a radial graph Σ of constant scalar curvature R and boundary ∂Σ = ∂Ω.
A central issue in solving (1.4) is to derive a priori C 2 estimates for admissible solutions. The height and boundary gradient bounds follows from the existence of a subsolution and the assumption on the geometry of Ω. Hessian and gradient interior estimates are obtained applying the results of [5] to a suitable auxiliary equation. Our main contribution here is the establishment of the second derivatives estimates on the boundary without imposing any condition on the geometry of Ω. As this estimate is of independent we describe it separately:
be an admissible solution of (1.4). Suppose that there exists a smooth admissible subsolutionρ of (1.4), i.e., the radial graphΣ:
andΣ is locally strictly convex (up to the boundary) in a neighbourhood of ∂Ω. Then there exists a constant C depending on sup Ωρ , ρ C 2 (Ω) , the convexity ofΣ in a neighbourhood of ∂Ω and other known data, that satisfies
where ∇ 2 ρ denotes the Hessian of ρ.
An outline of the paper is as follows. In Section 2 we list some basic formulae which are needed later and define two elliptic operators to express (1.4) . In Section 3 we deal with the a priori estimates for prospective solutions and prove Theorem 1.3. Finally in Section 4 we complete the proof of Theorem 1.1 using the continuity method and a degree theory argument with the aid of the established estimates.
Preliminaries
In this section we recall the expressions of the second fundamental form and other relevant geometric quantities of a smooth radial graph Σ given by X(x) = ρ(x)x, where ρ is a smooth function defined in a domain Ω of the unit sphere S n ⊂ R n+1 .
Let e 1 , . . . , e n be a smooth local orthonormal frame field on S n and let ∇ denote the covariant differentiation on S n . The metric of Σ is then given in terms of ρ by
where ∇ i = ∇ e i and ·, · denotes the standard inner product in R n+1 . The interior unit normal to Σ is
where ∇ρ = gradρ, and the second fundamental form of Σ is
Setting u = 1/ρ we can rewrite the expressions of the metric, its inverse and second fundamental form of Σ at
respectively, where w = u 2 + |∇u| 2 . 
Geometrically, [γ ij ] is the square root of the metric, i.e., γ ik γ kj = g ij . Now we present a reformulation of equation (1.4) in the form
whereψ = ψ 1/r . Let S be the space of all symmetric matrices and S r the open subset of those symmetric matrices A ∈ S for which the eigenvalues are contained in Γ r . We define the function F by (2.9)
where λ(A) = (λ 1 , · · · , λ n ) are the eigenvalues of A. In the sequel we use f to denote both H r and H 1/r r . Thus equation (1.4) can be written in the form (2.10)
Therefore, the function G in (2.8) is defined by
and equation (1.4) can be rewritten as
where ϕ = 1/φ.
Next we will describe some properties of the functions F and G. We denote the first derivatives of F by
Since H r is positively monotonous on Γ r , the symmetric matrix [F ij (A)] is positive definite for any A ∈ S r and it follows from the concavity of H 1/r r that F is a concave function in S r . [F ij (A)] and A can be orthogonally diagonalized simultaneously. Thereafter, we have
where the last inequality follows from the concavity of f. Also we point out that
where Γ ψ = {λ ∈ Γ : ψ 0 ≤ f (λ) ≤ ψ 1 } and C 0 is a positive constant depending on ψ 0 and ψ 1 . This inequality was first proved by Ivochkina in [14] . Using the expression for A[u] we compute (2.15)
Then equation (2.12) is elliptic for A[u] ∈ S r . The concavity of F implies that G is concave with respect to ∇ ij u. By assumption (1.8), the function u = 1/ρ is a subsolution of equation (2.12), i.e.,
In order to establish the existence of solution for (1.4) we will apply the continuity method and a degree theory argument on two auxiliary forms of (2.12). Consider, for each fixed t ∈ [0, 1], the functions Ψ t and Ξ t defined in ∆ = {X ∈ R n+1 :
We shall work on the two corresponding auxiliary forms of (2.12). In sections 3 and 4 we will represent generically these equations by
where X(x) = 1 u(x) x and Υ denotes a general positive smooth function on ∆. We finalize this section observing that the concavity of f implies (2.20)
A priori estimates
In this section we obtain the a priori C 2 estimates for admissible solutions u of (2.19) satisfying u ≥ u.
In order to derive an upper bound for u, we note that as the closure of Ω is contained in an open hemisphere and the mean curvature of ∂Ω is nonnegative, there exist [18] a minimal radial graphΣ :X(x) = ρ(x)x over Ω with boundary value ρ = ϕ. On the other hand, as (2.20) implies that the mean curvature of Σ is positive, we can apply the comparison principle to obtain u ≤ u, where u = 1/ρ. Then u ≤ u ≤ u in Ω and u = u = u on ∂Ω, which yields the height and the boundary gradient bounds. For the interior gradient estimate we first observe that
Therefore, the interior gradient bounds can be established as in [5] (see also [2] ). Then we have the following result.
Theorem 3.1. Let u ≥ u an admissible solution of (2.19). Then we have the estimates
where L and C depend on inf Ω u, u C 1 (Ω) and other known data.
The only places we need assumptions on the geometry of Ω is in getting an upper bound for u and the gradient boundary estimate. In what follows, when we use L, it always means the same constant and we will denote
Now we shall to establish the second derivatives estimates. First we will obtain bounds for |∇ 2 u| on ∂Ω.
Consider an arbitrary point x 0 ∈ ∂Ω, let e 1 , . . . , e n be a local orthonormal frame field on S n around x 0 , obtained by parallel translation of a local orthonormal frame field on ∂Ω and the interior, unit, normal vector field to ∂Ω, along the geodesic perpendicular to ∂Ω on S n . We assume that e n is the parallel translation of the unit normal vector field on ∂Ω.
As u = ϕ on ∂Ω we have
where B ij = ∇ e i e j , e n is the second fundamental form of ∂Ω. It follows that
for a uniform constant C. We now proceed to estimate the mixed tangential-normal derivatives ∇ kn u(x 0 ), k < n. By a straightforward computation, we get 
for a uniform constant C depending on u C 1 (Ω) and sup ∆ L ψ t .
Now we present some key preliminary lemmas. Let ̺(x) denote the distance from x ∈ Ω to x 0 , ̺(x) = dist S n (x, x 0 ), and set
Since ∇ ij ̺ 2 (x 0 ) = 2δ ij , by choosing δ > 0 sufficiently small we can assume that ̺ is smooth in Ω δ ,
and the distance function d(x) = dist S n (x, ∂Ω) to the boundary ∂Ω is smooth in Ω δ .
Lemma 3.2. For some positive constants K and M sufficiently large de-
and other known data, the function
Proof. A straightforward computation yields
Then, using Theorem 3.1 we easily get the bound
for a uniform constant C depending on u C 1 (Ω) , ϕ C 3 (∂Ω) and K. Differentiating equation (2.19) we get
Hence, applying the standard formula for commuting the order of covariant derivatives on S n we obtain
Thus, as
we get
Therefore, replacing this expression into (3.11) and using (3.2) and (3.7) we find
(3.14)
Let P = [η ij ] be an orthogonal matrix that simultaneously diagonalizes [F ij ] and [a ij ], and let {τ 1 , . . . , τ n } be a basis of vectors that induce by the parametrization X a basis of principal vectors of Σ, that is, a basis of eigenvectors of the Weingarten operator of Σ. Henceforth, we will use the greek letters for derivatives in the basis τ 1 , . . . , τ n and latin letters for derivatives in the frame e 1 , . . . , e n . For instance, ∇ αβ u and ∇ sα u will denote respectively ∇ 2 u(τ α , τ β ) and ∇ 2 u(e s , τ α ). In particular, as γ αβ is the unique positive square root of g αβ , we have
Thus, inequality (3.10) can be written as
In the sequel, we will often denote by C a uniform constant under control. As ∇ ij u = uw k,l γ ik a kl γ jl − uδ ij , it follows from (3.2) and (3.7) that
for a positive uniform constant θ 0 . Similarly, applying Theorem 3.1 and inequality (3.5) we get the bound
Then we replace (3.16)-(3.17) into (3.14) to obtain
Now let us consider two cases. First we assume that, for all α ∈ {1, . . . , n}, it holds
The second case occurs when (3.19) does not hold. In the first case
Then (3.15) follows from (3.18) and the inequalities
for an appropriate constant ǫ > 0.
In the second case, there exists some 1 ≤ γ ≤ n such that
As in [13] , we can prove (see the appendix) that (3.22) implies for all α = γ, where ǫ 0 > 0 is a uniform positive constant that does not depends on K. For simplicity, let us assume that γ = 1. To proceed we consider two subcases: κ 1 ≤ 0 and κ 1 > 0. If κ 1 ≤ 0 then inequality (2.14) yields
and we can estimate
On the other hand, it follows from (3.23) that
Applying (3.25) and (3.26) into (3.18) we then obtain (3.15) by choosing K sufficiently large. Now suppose that κ 1 > 0. A straightforward computation and the expression ∇ αβ u = u(wκ α δ αβ − σ αβ ), where σ αβ = τ α , τ β , yield
Moreover,
Thus, applying (2.14) we get the bound
On the other hand, inequality (3.22) gives
for a uniform positive constant C 1 that does not depend on K. Therefore (3.28)
To control the term f 1 κ 1 we use (2.13) to obtain
and we get the bound
Finally, as κ 1 > 0 we can use (3.29) to get
Hence, using (3.26) and replacing (3.30) and (3.31) into (3.18), we obatin (3.15) by choosing K sufficiently large. 
Setting
Now we present the following improved version of Lemma 3.3 in [20] . In what follows, we denote by d(x) = dist(x, ∂Ω) the distance function to the boundary. Lemma 3.3. There exist some uniform positive constants t, δ, ε sufficiently small and N sufficiently large depending on infΩ u, u C 2 (Ω) , sup ∆ L Υ, the convexity ofΣ in a neighbourhood of ∂Ω and other known data, such that the function
Proof. As the surfaceX(x) = 1 u x is convex in a neighbourhood of ∂Ω, we can find β > 0 and δ > 0 such that
In particular, λ(uI + ∇ 2 u − 3βI) lies in a compact set of Γ + n ⊂ Γ r . Since |∇d| = 1 and −CI ≤ ∇ 2 d ≤ CI, for a constant C depending only on the geometry of Ω, we have
in Ω δ , when δ is sufficiently small (so that 2N δ < β/C). Using the concavity of f we get
Then, using (3.38), (3.39) and that u ≥ u, we get
By the choice of β and Theorem 3.1, there exists a uniform positive constant λ 0 satisfying
Then we can find a uniform positive constant µ 0 such that
where P is an orthogonal matrix that diagonalizes 2N uw γ kl ∇ l d∇ k dγ jl . Then, by the ellipticity and concavity of f we get
it follows from (3.40) that, for t small enough such that Ct ≤ β and N sufficient large, we have
where C is a uniform constant that satisfies |∇(u−u)| ≤ C. Finally, choosing δ even smaller, such that δN < t, we get |∇Θ| ≤ C + 3t and Θ ≥ 0 on ∂(Ω ∩ Ω δ ).
We are now in position to derive the mixed second derivatives boundary estimate. Consider the functions 
in Ω δ , for sufficiently small δ, β > 0. Then we conclude from (3.33) that
Hence, choosing b 0 sufficiently large we get
On the other hand, using Lemma 3.3 and inequality (3.8) we can estimate
As |∇Θ| ≤ 2δc 0 + d 0 |∇Θ|, choosing d 0 >> c 0 sufficiently large, we get
Now we compareΦ andΘ on ∂Ω δ . At this point we need to assume that the index k fixed in (3.9) where Φ is defined, is chosen so that 1 ≤ k ≤ n − 1. In particular, e k is tangent along ∂Ω and we haveΦ = 0 on ∂Ω δ ∩ ∂Ω. By (3.36) we haveΘ ≤ −c 0 ̺ 2 on ∂Ω δ , thenΦ = 0 ≥ −c 0 ̺ 2 ≥Θ on ∂Ω δ ∩ ∂Ω. For ∂Ω δ ∩ Ω, notice that |Φ| ≤ C on ∂Ω δ ∩ Ω for a uniform constant C. Hence, choosing c 0 sufficiently large we get
Finally, it follows from (3.45), (3.46) and the Comparison Principle (see e.g. [8] 
for 1 ≤ k ≤ n − 1. Then, as x 0 ∈ ∂Ω is arbitrary, we get (3.49) |∇ kn u| < C on ∂Ω.
The mixed second derivatives boundary estimate is established. Now we consider the pure normal second derivative bound. Since Σ has positive mean curvature, we only need to derive an upper bound (3.50) ∇ nn u < C on ∂Ω.
Let κ ′ = (κ ′ 1 . . . , κ ′ n−1 ) the roots of det(h αβ − tg αβ ) = 0 (1 ≤ α, β ≤ n − 1). Notice that κ ′ do not denotes the first n − 1 principal curvatures of Σ. For an arbitrary fixed x ∈ ∂Ω, let τ 1 , . . . , τ n−1 ∈ T x ∂Ω be a basis of vectors that diagonalize h αβ with respect to the inner product defined by g αβ . Then the function curvature S r of the hypersurface Σ at X(x) is given by (see, for instance, [1] )
where D depends only on u, ∇u and the tangential and mixed second derivatives of u. Therefore
by ellipticity. In particular, (κ ′ , 0) ∈ Γ r−1 ⊂ R n . Now we adapt the techniques used in [4] and [9] , which are based on a brilliant idea introduced by Trudinger in [23] . First we show that an upper bound on ∇ nn u on ∂Ω amounts to a lower bound on S r−1 (κ ′ ) on ∂Ω by a uniform positive quantity. Let Γ ′ r−1 be the projection of Γ r−1 into R n−1 and denote byd(x) the distance from κ ′ (x) to ∂Γ ′ r−1 . In what follows, we estimate ∇ nn u at a point x 0 of ∂Ω whered is minimum. So, let x 0 ∈ ∂Ω be a point whered attains its minimum. As above, choose a local frame field τ 1 , . . . , τ n−1 on ∂Ω around x 0 which is orthogonal with respect to the inner product given by g αβ and that diagonalizes h αβ at x 0 . Let τ 1 , . . . , τ n−1 , e n be the frame field on S n obtained by parallel translation of the local frame field τ 1 , . . . , τ n−1 along the geodesic perpendicular to ∂Ω and e n denotes the parallel translation of the unit normal field on ∂Ω. Choose the first n − 1 indices so that
, we can find a vector γ ′ = (γ 1 , . . . , γ n−1 ) ∈ R n−1 such that
where σ αβ = τ α , τ β and we have used that g αβ = δ αβ . Here we are also using that the distance of κ ′ and uwκ ′ to ∂Γ ′ r−1 is equal. Furthermore,
It follows by Lemma 6.2 of [4] , with γ n = 0, that for all x ∈ ∂Ω sufficiently near x 0 we have
where we have used (3.53) and |γ ′ | ≤ 1 in the second inequality. Then
where we have used (3.54) in the last inequality.
Since the matrix {uσ αβ + ∇ 2 αβ u} is positive definite in a neighbourhood of ∂Ω, it follows that κ ′ [u] := (uσ 11 +∇ 11 u, . . . , uσ (n−1)(n−1) +∇ (n−1)(n−1) u)(x 0 ) belongs to Γ ′ r−1 . We may assumẽ
otherwise we have a uniform positive lower bound for S r−1 (κ ′ )(x 0 ) and (3.50) follows directly from (3.51). Thus, we conclude from (3.52) and Lemma 6.2 of [4] that
As ∇ n (u − u) ≥ 0 on ∂Ω, then α<n γ α B αα (x 0 ) > 0 and we conclude that there exist uniform positive constants c, δ > 0, such that
for every x ∈ Ω satisfying dist S n (x, x 0 ) < δ. Hence we may define the function
for x ∈ Ω δ = {x ∈ Ω : dist S n (x, x 0 ) < δ}. It follows from (3.55) that ∇ n u ≤ µ on ∂Ω ∩ ∂Ω δ for a uniform constant δ > 0. On the other hand, (3.52) implies that ∇ n u(x 0 ) = µ(x 0 ). Then we may proceed as it was done for the mixed normal-tangential derivatives to get the estimate ∇ nn u(x 0 ) ≤ C, for a uniform constant C. In fact, redefining the function Φ given in (3.9) by replacing ∇ k (u − ϕ) for µ − ∇ n u, i.e., defining
we conclude from the uniform bound |∇ 2 µ| ≤ C that inequality (3.10) remain valid for this new function Φ. DefiningΘ as in (3.42), clearly inequality (3.46) remains true. Finally, as ∇ n u ≤ µ on ∂Ω∩∂Ω δ the functionΦ defined in (3.42) satisfiesΦ ≥ 0 on ∂Ω ∩ ∂Ω δ . Therefore, proceeding as above we get the uniform bound
Hence, it follows from the previous estimates that the principal curvatures
and H r = 0 on ∂Γ r , it follows that dist (κ 1 , . . . , κ n−1 )(x 0 ), ∂Γ ′ r−1 ≥c 0 > 0 for a uniform constantc 0 > 0. On the other hand, by Lemma 1.2 of [4] , the principal curvatures κ Σ = (κ 1 , . . . , κ n ) of Σ behave like
as |h nn | → ∞, where o(1) and O(1/h nn ) are uniform, depending only on κ ′ 1 , . . . , κ ′ n−1 and the bounds on |u|, |∇u| and |∇ αn u|, (1 ≤ α ≤ n − 1). Then there exists a uniform constant N 0 such that, if ∇ nn u(x 0 ) ≥ N 0 the distance of κ 1 , . . . , κ n−1 (x 0 ) to κ ′ (x 0 ) is less thenc 0 /2, wherec 0 is the constant given above. In particular, if ∇ nn u(x 0 ) ≥ N 0 thend(x 0 ) ≥ c 0 for a uniform constant c 0 > 0, which implies that S r−1 (κ ′ ) admits itself a uniform positive bound on ∂Ω and, in this case, (3.50) follows from (3.51). This establish (3.50) and completes the proof of Theorem 1.3.
In [5] it is also shown how to derive the global estimates for |∇ 2 u| onΩ from its bound on the boundary ∂Ω, if Υ satisfy (3.1). Then we have the following result. Theorem 3.4. Let u ≥ u be an admissible solution of (2.19) and suppose that Υ satisfy (3.1). Then we have the estimate
, the convexity ofΣ in a neighbourhood of ∂Ω and other known data.
Proof of Theorem 1.1
In this section we complete the proof of Theorem 1.1 by applying the method of continuity and a degree theory argument with the aid of the a priori estimates we have established. Our proof is inspired in [3] and [20] , where Monge-Ampre type equations are treated.
Here we will not deal with equation (2.19) because G u is positive and can not be bounded easily. Then we need to express (2.19) in a different form.
Hence, for Υ = Ψ t , (2.19) takes the form
Notice that v = − lnρ = ln u is a strictly subsolution of (4.3) fot t > 0 and it is a solution for t = 0. Moreover, as
Then we can apply the comparison principle to equation (4.3) to conclude that any solution v t of (4.3) for t > 0 satisfy v t > v. Hence Theorem 3.4 can be applied and we get the C 2 estimates for any solution v t of (4.3). Therefore the holder estimates follows from the Evans-Krylov Theorem and we can apply the continuity method to conclude that there exist a unique solution v 0 of (4.3) for t = 1. Now we consider the family of equations (s ∈ [0, 1]) In particular, the function v 1 = z 1 − v is then a solution of (4.3). Therefore ρ = e −v 1 is a solution of (1.4).
Appendix
For completeness, we present here the prove that inequality (3.22) implies inequality (3.23), i.e., the existence of some 1 ≤ γ ≤ n such that 
