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Abst rac t - -Cons ider  the second-order self-adjoint difference equation A(cnAx~)  + (a,~ + f,~) 
xn+l = 0 as a perturbat ion of the eventual ly disconjugate difference equat ion A(c,~Azn) + a,~ 
Zn+l = 0, where cn 7 ~ 0, Asymptot ic  approximation for the fundamenta l  system of solutions of 
the perturbed equation are expressed explicitly in terms of the coefficients and the principal (or 
recessive) solution of the unperturbed equation. In particular, the coefficient Cn is allowed to be os- 
cillatory, and we do not assume absolute summabi l i ty  conditions on f,~. Results obtained are applied 
to a second-order Poincar~ difference quation whose unperturbed equation has a double character-  
istic root. Nonl inear and nonhomogeneons perturbat ions are also considered. An example is given 
for i l lustration. @ 2001 Elsevier Science Ltd. All r ights reserved. 
Keywords - -Asymptot i c  expression, Self-adjoint difference quation. 
1. INTRODUCTION 
We consider the second-order self-adjoint difference quation 
A(CnAXn)  -~- (a n -~- fn )Xn+l  = O, Tt ~ O, (1.1) 
as a per turbat ion  of the equation 
A(cnAz~)  + anZn+l = O, ?t >_ O, (1.2) 
where A is the forward difference operator,  Ax~ = x,~+l -x~,  c~, a,~, fi~, n = 0, 1, 2 . . . .  , are 
sequences of real numbers with c~ ¢ 0. We will find smallness condit ions on f~ such that  solutions 
of (1.1) and (1.2) behave asymptot ica l ly  the same as n + oc. 
This is a discrete version of the Har tman-Wintner  problem of asymptot ic  equivalence between 
two differential equations 
(c(t)x') '  ÷ (a(t) + f(t))x = 0, t > 0, 
(c(t)z') '  + a( t )z  = 0, t > 0, 
(1.3) 
(1.4) 
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under tile assumption that c(t) > 0 and (1.4) is nonoscillatory. The idea of this problem is to 
establish connections between fundamental  systems of solutions of (1.3) and (1.4) of which the 
latte, r is supposed to be standard or simpler. Classical results on asymptot ic  integration of (1.3) 
ill terms of its coefficients and the f lmdamental  solutions of (1.4) were obtained hy Har tman and 
Wintner in the 1950s [1, p. 379], and later significantly improved by Trench [2], Simga [3], and 
Chen [4 6]. For more infbrmation in this direction, see [7]. 
However, for diff>rence equations (1.1) and (1.2) to be nonsingular, it is natural  to assume 
that  c,, ¢ 0 and discuss disconjugacy instead of' nonoscillation. 
If there exists a solution z {*~}~=0 of (1.2) such that ChZhZh+l < 0 and ckzkzk+l < 0 
with zl~+l 5 g 0, z~,+l ¢ 0, h 7 / k, and z,~ ~ 0 fbr n in the interior of the smallest interval con- 
t;aining [h, h -~- 1), [k, k: + 1), then the two intervals [h,, h, + 1) and [k, k + 1) are called conjugate 
iT~tervals of (1.2). For positive integers M and N with M < N, equation (1.2) is called discon- 
ju.qatc on tile real interval [M - 1, N], if tile interval [M - 1, N] contains no pair of conjugate 
iuterva.ls. Equation (1.2) is called eventually disconju.qate or disconju.qate at oo if (1•2) is discon- 
jugate in a neighl)orhood of .~, say, [M, oc). A discrete version of the Sturm separation theorem 
for (1.1) or (1.2) holds (eft [8, Theorem 3.1], where more general matr ix difference equations are 
considered). So, if' (1.2) is eventually disconjugate and z,  is any nontrivial solution, then there 
is an integer N > 0 such that c,,z,~z.,~+~ > 0 fbr 'n > N. Clearly, in the case c~ > 0, eventual 
discoi\}ugacy is equivalent o the usual concept of nonoscillation. For oscillation theory of linear 
or nonlinear difference equations, the reader is referred to [10,11]. 
A solution z~ of (1.2) is called principal or recessive at oc, if there is an N >_ 0 such that  
C~,Z,tZr,,4_ 1 > O, ft > N,  (1.5) 
~uld 
- oo .  (1 .6 )  
1 
n=N CnZnZn+l 
Otherwise, z,~ is called 'nonprincipal or dominant  if (1.5) holds and the series in (1.6) converges. 
For terminology, see [8,9]• It is shown that  if (1.2) is eventually disconjugate, then there exists 
a principal solution z,~ which is essentially Ulfique (tip to constant nmltiples) and any solution 
independent of z,, is nonprincipal. 
Throughout this 1)aper, we abvays assume that (1.2) is eventually disconjugate and z,~ is its 
principal solution satisf}qng (1.5) and (1.6). The purpose of this paper is to find conditions on f~, 
so that  (1.1) is eventually disconjugate and has a principal solution :r~ satis~qng 
= + o(1)) ,  as oo, (1.7) 
where o(1) is expressed explicitly in terms of tile coefficients and zn. The approximation for 
mmprincil)al solutions (:an also be obtained from (1.7). 
Clearly, a self-adjoint difference quation of form (1.2) can be written as a three term recurrence 
relation 
c,,+~z,,,+,e + (<~ - c~ c~,,+~ )z,,+l + c,~z,,, - o. (1.8) 
Conversely given a difference equation of the fornl 
(tnZn+2 -~ ,L:~nZn+l q- ynZn, = 0 (1.9) 
• Hk_O((Y, lc/~/h,+I), one redl lces (1.9) to  (1.2) with (~:,,% ~ 0, multiplying through by % (1/%) ,,,-1 
with c,, 11~=0 ((~k/%) and a ,  = Or,, C~+I. 
Recently, classical \h.:KB approaches have been applied to approximation for perturbat ions 
of linear difference equations (see, e.g., [12,13]). In [12], Geronimo and Smith obtain "WKB 
approxinmt, ion results for (1.9) where o:,. ~ 1, ~/~ = 1, and fl~, keeps away from the subset { -2 ,  2} 
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of the complex plane, under some absolute summabil ity conditions on the coefficients and their 
differences. Roughly speaking, we may regard (1.9) in [12] as a perturbation of a difference 
equation with constant coefficients whose characteristic polynonfial has two distinct roots. Spigler 
and Viannello [13] study the WKB-type approximation for (1.1) in the case where c,~ = 1, a,, = 0, 
and the second moment of If,~] is finite, i.e., ~o~ n2L/,,I < oc. 
In the case of (1.1), where a~ = 0 and c~ is positive and bounded, i.e., 0 < m. <_ (:~, _< M for 
two positive constants m < M,  Chen and Wu [14] apply Riccati techniques to approximation of 
solutions of (1.1) under some summabil ity (perhaps conditional) assumptions on f,~. However, in 
many important applications, c~ is not bounded above nor away from zero. Wei [15] studies the 
asymptot ic approximation of solutions of (1.1) where c~ is positive and sometimes bounded. In 
this paper, we will assume c~ ¢ 0 only. Our main tool is the second-level Riccati equation of (1.1) 
with respect to (1.2) (see definition in Section 2), established by Chen in [16]. The main results 
will be given in Section 2. An illustrative xample will be shown in Section 3. Section 4 will apply 
the main results to a second-order Poincar6 difference quation whose unperturbed equation has 
a double characteristic root, and Section 5 will be devoted to nonlinear or nonhomogeneous 
perturbations. 
2.  MAIN  RESULTS 
Throughout  his paper, a sequence, say, {f~}~°°= 0 will sometimes be denoted by a single letter f .  
ec ~ {fh},=0 by f2, etc. An empty sum Similarly, the sequence {f,~/g,~},~=o will be denoted bv f /g ,  2 oo 
will be treated as 0 and an empty product as 1. Landau's notations O(.) and o(-) will be referred 
to orders as n --~ oo. For simplicity, we will write f E C if the linfit of' ~-1  ~.=0 ,t'~ as  ~ -~ oc  
exists and is fnite. For convenience to the reader, we list two formulas involving the difference 
operator A, the latter of which is due to Abel 
A(a~b~) = b.,~Aa~ + a,,,+~Ab,~, (2.1) 
rn  - 1 m-  1 
?2 04:z~kt)t" =(l"'nbm-(l"nVn- ~ D/c--lZ~(z/'c' 'H, >~'L (2.2) 
Let z,~ be a principal solution of (1.2) such that (1.5) and (1.6) hold. Let x~ = z,~{,~ in (1.1). 
Making use of (2.1) twice, with some manipulation, we have 
and furthermore, muMplying through by z,,+l and using (2.1) again yields 
A(r, ,A{,,)  + P.,,{,,+I = 0, (2.3) 
~2 where Pn = ~rz+lG, 7"n = CrzZrzZn+l > 0 for 7, ~ ]~;" by (1.5), and E °° l / r , ,  = oo by (1.6). Since 
one easily sees that  eventual disconjugacy of (1.1) is equivalent o nonoscillation of (2.3) and x 
is a principal solution of (1.1) if and only if { = x /z  is a principal solution of (2.3). Thus, for 
existence of a principal solution z of (1.1) satisfying (1.7), all t.hat we need is to find conditions 
on p and 7" so that  (2.3) is nonoscillatory and has a principal solution 
{~ = 1 + o(1), as 'n -~ oc. (2.4) 
Without  loss of generality, in the rest of the paper, we will assume that r,~ > 0 for ~, >_ 0 and 
' n  - 1 
1 
R,, := ~ - -  -+ oc, as  ,~ , - - ,  oo. (2.5) 
k=0 I ' k  
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Suppose that p E C and denote 
O0 
P~ = Z pk. (2.6) 
]¢=rZ 
Suppose that (2.a) is nonoscillatory and { is a nonoscillatory solution such that  [r~{n+l > 0 
for n >N_>0.  Let 
,.,,~ - re,. (2.7) 
~rz 
Then, by (2.1), Av~ = r,~A{,,A(1/{,~) -(r,~A~,~)2/(r,~{,~{,~+l). Since, fl'om (2.7), 
we have  
Pn vn .l,, r~ + 1 p~2 
Av,,, + - -  (v,,  + v,~+~) + - -  + - -  = 0. (2 .8)  
'l'n ?'n I'n 
Motivated by the variation of constant method, we assume a solvability condition that there 
exists an N > 0 such that 
IP~,I < r,~, for n >_ iV, (2.9) 
which will be automatical ly flflfilled in our main results. Then the linear homogeneous part 
of (2.8) has a f imdamental solution 
t~-  1 
r k - -  p/,: 
q:x~ = 1, q~, = [ I  ~. + pa,  ,z _> N + 1, (2.10) 
k=N 
and the Green function is 
k l k' 
1 
j =n  j=n 
k > n > N, (2.11) 
where 
If .qp2 C C, we set 
1 [q lo~ gk 
qa.(,'a, Pk) >'*~J 
~c 
P" = E G(k, n)P~. 2. (2.13) 
~' = n, 
Suppose that p C C and (2.9) holds fbr some N > 0. It is shown [16, Theorem a.2] that (2.3) 
is nonoscil latory or (1.1) is eventually disconjugate, if and only if gP  2 c C and there exists a 
, oo, sequence v = {c',~ }~=:V, 'u~ _> 0, satisfying 
Oo 
",~ = Z G(k., ,~).,~.v~:+, h,~. (2.14) 
REMAa~( 1. In Theorem 3.2 of [16], tile coefficient p satisfies a weaker condition than p C C, 
X~n 1 x - ,n -  1 k-1  namely, ~a.=0 P~ may diverge as n -+ oo but its weighted average, say ,  R~ 1 Z-,k=0 (1/rk) ~ j=0 PJ 
~,n-  1 has a finite limit C as n ~ cc, and _P~ is defined by /2~ = C - z~k=0 Pk. Indeed, all the results 
below remain true whenever the convergence of ~oo P~ is replaced with the above-mentioned 
weaker condition. 
Equation (2.14) is called the second-level Riccati equatwn of (2.a) or the second-level Riccati 
equation of (1.1) with respect to (1.2). See [16] for terminology. \¥e will find conditions such 
that (2.14) has a solution ~: that is nonnegative and in some sense small, and then obtain the 
Approximat ion for Discrete Perturbat ions 659 
asymptotic approximation of the principal solution of (2.3) by solving (2.7) for ~n. To this end, 
we introduce some notations. 
Two solutions x and y of (1.1) are called a fundamental system of solutions of (1.1) if they are 
linearly independent and 
Cn(X,~yn+l -- Xn+lyn) = 1. (2.15) 
Let f be any sequence. Denote the weighted average of the first n terms of f by 
1 ~fk  n>l.  
Obviously, if fi~ --+ O, then fn --~ 0 as n --+ oo. If f 
fn- Suppose that p E C. If P/ r  E C, denote 
oo 
On = }--~. 
k=r~, 
THEOREM 2 .1 .  
(i) If  
Suppose that p E C, P / r  E C. 
is nonnegative and nonincreasing, then fn _< 
rk"  
' Z cx~ ~k+lFk  2 < OO, (A1)  ~9 n :~-- rk  
k=n 
then (1.1) is eventually disconjugate and has a fundamental system of a principal solution x 
satisfying 
( 1 Q~,(1 + o(1))+ O(~n)) , (2.16) xn=Zn 1 -Qn+~ 
= - (Qn))  + o , (2.17) 
and a nonprincipal solution y satisfying 
(ii) Conversely, if rn > c > 0 for some constant c and for all n > O, and if(1.1) has a solution x 
such that x~/z~ --~ 1 as n --~ oo, then (A1) holds. 
REMARK 2. Theorem 2.1 generalizes and improves [14, Theorem 2.1] (an = 0, cn is positive and 
bounded) and [15, Theorem 3.1] (cn is positive and bounded above). 
We note that for the principal solution x of (1.1), since x /z  is bounded, estimates (2.16) 
and (2.17) are reasonably satisfactory. But, since for the nonprincipal solution y, y/z  ~ R is 
unbounded, more detailed asymptotic properties of y/z should be specified as follows: 
Y--~ = R~(1 + o(1)), 
Zn 
(2.19) 
(2.20) 
(2.21) 
(2.20) 
Theo- 
which 
(yo  1+_o¢1/ 
\ zn / rn 
Yn R n ~ const . ,  as  n -~  (x). 
Zn 
Each of the above properties indicates y/z  ~ R, but they differ in degrees. Obviously, 
implies (2.19), and usually (2.21) is stronger than (2.20). The nonprincipal solution y in 
rein 2.1 satisfies (2.19). But, for y to have property (2.20), we need one more assumption 
turns out to be necessary as well 
RnPn ~ O, as n --* oo. (A2) 
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THEOREM 2.2. h~ Theorem 2.1, if in addition, (A2) holds, then the nonprincipal solution y 
of (1.1) satisfies 
\Z~l  ='r-~ 2Q'~(+°(1) )+O(~'~+R*~IP '~[ )  " (2.22) 
Conversely, if the nonprincipal solution y Satisfies r,~A(y~/z~) -~ 1 as n --4 ~c, then (A2) holds. 
REMARK 3. Theorem 2.2 reduces to [15, Theorem 3.2] if c~ is positive and bounded, and to [14, 
Theorem 2.2] if, in addition, a,~ = 0. 
For property (2.21) of the nonprincipal solution, we need more assumptions 
oo Qk 
S,~:= E - -  converges, (A3) 
?'k 
£RkPk  converges, (A4) CO n : ~ 
rk 
~c=n 
co 2 2 
E ~k+lPk  <~ (iX). (A5)  
rk 
Evidently, (A5) ~ (A1). It is easy to prove that  if (A4) holds, then R,~Q,~ --+ 0 as n -+ ec and 
Qk+l  T~ := - -  converges, (2.23) 
rk k=rt 
and cc~ = R~Q,~ + T~. If (A3) and (A4) hold, then S~ = T,~ + Ek°°=,~ Pk/r~, that  is, (A3) 
and (A4) imply that  P/r  '2 c C by (2.23). It should be mentioned here that  in many cases, e.g., 
in the case P,~ _> 0 or P,~ _< 0, (A4) alone implies P/r  2 ~ C and (A3). But, in general, since r is 
unbounded, (A3) and (A4) are different. 
THEOREM 2.3. Suppose that p C C, P / r  E C. If (A3)-(A5) hold, then (5.1) is eventually 
disconjugate and has a flmdamental system of a principal solution x satisfying (2.16), (2.17) and 
a nonprincipal solution y satisfying 
(2.24) 
where L is a constant and IIRQIl~ = supk>n IRkQkl . 
REMARK 4. Theorem 2.3 generalizes [14, Theorem 2.3] and [15, Theorem 3.3]. If c.,~ 5, a~ = 0, 
Spigler and Vianello [13, Theorem 2.2] assume 
oo 
/v21,f~l < ~ (2.25) 
and obtain two solutions of (5.1), x,~ = 1 + ~)  and Yr~ = n + ¢~2) with ]¢~)1 -~ Vv~ )/(5 - V~!i)), i = 
1, 2, where 
oo o42 
oo To compare condition (2.25) with ours, we note that, in this case, R,~ = n, P,~ = ~t~=,,~ fk, and 
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(2.25) implies rt2P, z ---+ O, and so, 
QTt  z 
~ = 
< 
oo  
- + 1)f  <_ v , ! ' ) ,  
k=rt 
+ (k + 1)(k + 2)(P~, + Pk+l) fa 
2 
oo 
E ]'~2(]Pk] _L_ Ip1`t+ll)lZh. I = O(Vr} l ' )  , 
k=r~ 
(NO 0<3 
E (k + 1)2P~ 2,< E /c3([P~'[ + [Ph.+l])hfh,[ = o (V;I%) - 
1`'=7t h'=r~. 
Thus, (2.25) ~ (AS) and (A2). It is also seen tha.t (A3) and (A4) hold and all the theorems in 
~his section are valid. In other words, we obtain stronger conclusions under weaker conditions. 
In this connection, we can also see the improvements in our results fl'om the example given in 
the next section. 
Since the proofs of Theorems 2.1 2.3 are technical and similar to those of [14, Theorems 2.1- 
2.3] and [15, Theorems 3.1-3.3], respectively, here we only sketch the ideas of proving and give a 
complete proof of Theorem 2.1(ii). 
First of all, conditions given in each of the above theorems ensure nonoscillation of (2.3). 
By [16, Theorem 3.2], the second-level Riccati equation (2.14) has a solution .~.,,,. Applying an 
iteration method to (2.14), we can show that v~ satisfies 
_< < 2k,. (2.26) 
Recall v~z is defined by (2.7) and ~ = z~,/z,~. From assumption (A1), we can show that P2/v2, 
/B/r, and/52/r2 E C, and hence, we may construct he following solution of (2.7): 
Fk 
~r~ z H 
k=n rk ÷/)1`. + va:' 
'~, > N, (2.27) 
which is clearly a principal solution of (2.3). A nonprincipal solution is defined by 
1 
'rl,~ = G~ E 'r1 ,`~1 .`~a,+1 ' '1~, > N. (2.28) 
k=N 
From (2.26), (2.27), and the given conditions, we can get the desired estimate %r the principal 
solution 
~ exp(-Q~z + O(cg,~)), (2.29) 
and then estimate the nonprincipal solution 'q by (2.28) and (2.29). 
PROOF OF TIIEOREIVl 2.1. (ii). Since ~,~ = :cr,./z,, is a nonoscillatory solution of (2.3), G~G~+l > 0 
for ~ > N >_ 0, (2.3) is nonoscillatory, and we may define 'u, = r,~AG~/G~, '~,~, > -'r.,,, for 'J~ > N. 
It is known [16, Lemm~t 2.2] that u,~ satisfies 
,) 
It-£. 
= + P , .  (2.30) 
k=n ltk q- I'k 
Obviously, u,,/r** = AG~/G~ + 0 because ~ ---* 1. It follows fi'om (2.30) that 
~A__~: _ 1 + < oo. 
h,=r~, rk -- 1`~=n I11,, 4- ~'k 1"1,. /
(2.31) 
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If we put 'w,~ = logG~, then w~ --~ 0 as n --+ oo and A&/& = e Aw ..... 1. So, 
__ = (Aw,d 2 
'ttn At / l r z  -r- - -  if- 0 ( (A~/ Jn )3)  . (2 .32)  
l'n 2 
From (2.31) and (2.32), we have r(Aw) 2 E C, which implies (Aw) 2 c C because r,~ is bounded 
away from zero. We then see that ~./r ~ C fi'om (Aw) 2 ~ C and (2.32). 
Since u,. = v',~ + Pn and P/r  ~ C, we get v / r  ~ C, and hence, v2/r ~ ~ C. Furthermore, 
fl'om (2.32) and (Aw,,) 2 ~ C, it follows that u2/r 2 ~ C, which in turn implies P2/r 2 ~ C. 
Since P/'r ~ C and p2/r2 ~ C, we can find two constants 0 < ct </3 such thaB 
c~< q,~ < fl, n > N, (2.33) 
c~ <_ r~:G(k, n) <_ fl, N <_ n <_ k. (2.34) 
On the other hand, v satisfies the second-level Riccati equation (2.14) and 0 _</3 <_ v,~. Thus, 
/5,/r ~ C since v/r ~ C. Denote H,~ : ~ .=n P~/r~,. Now, with the aid of (2.34), we arrive at 
£ H,~ £ 1 £ P/~2, <:_ £ 1 £ 1G(k,T~)p ~ 1 £ Pn 
. . . . .  = - -  - -  ( :X : ) .  
n,=N 7'r~ ' n=N I 'n h'=~ Ylc n=N I'r~ L'=n Oz Oz ~=N Fn 
Finally, by the definition of/B,~ and the boundedness of rkG(k, n), we obtain P~/r E C. Then 
we have 
R~+~P~? _ Hk + RNHN Rn+t 
k= N ?'k: Tlc 'Fk k=N k=$~,+ 1 
which implies (A1) and ends the proof of Theorem 2.1(ii). | 
3.  AN EXAMPLE 
In this section, we give an example illustrating the scope of improvement of our results. 
oo Let h be a positive sequence such that /M ~ 0 as n --+ oc. Then ~k=,~ (-1)~h',~ converges and 
we want to estimate it. Let b,~ = (-1)""-1/2. Then Ab,~ = ( -1 )  ~ = 2b,~+~. Since b,~h,~, b,~Ah,~, 
and b,~A'21M all tend to zero, by (2.2), we have 
(-1)#hA: = -b,JM- E bk+~Ahk -- (-1)nhn 
2 1 £ AbkAhk 2 
k=n 
2 4 +2 E b~'+lA2hk 
k=rt  
=(_ I )~, ( IM  Ah,~ A2h~)  1 °° 
2 T + - i E bk+]AShk" 
k n 
(3.1) 
In particular, if h,~, = 'n -~, /~ > O, then 
Ah~ - na+l 1 - - -  
A2h. ( -- n~+2 1 - - -  
A3hr~ = 
so that. from (3.1), 
A+I  )) 
2~z -t- O (ft -2 , 
)) + O (n -2 , 
+ 1)(A + 2) (1 + o 
71,A+ 3 
£( -17_  (-1) 
k), 2n ~, 
k ~ T~ 
(-1p  
- -  + 4n~+ ~ + O ( ~  ~-8) .  (3.2) 
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EXAMPLE. Consider the difference quations 
A ( ( -1 )nn~Ax~)  + (a~ + ( -1 )~n -n)  an+, = O, n >_ 1, 
A ( ( -1 )nnaAzn)  + anZn+l = O, n > 1, 
(3.3) 
(3.4) 
where an = ( - -1)n- l ( (  '/~ -[- 1) a -- n ~) -- (n + 1) a -- n a, ct < 1, /3 > 0. Since ZnZrt+l = ( -1 )  n, we 
easily see that (3.4) has a solution zn = ( -1 )  {~MI, where [u] is the greatest integer less than or 
equal to u. Since r~ = c,~znzn+l = n ~ and }-~oo 1/r~ = oc, z is a principal solution of (3.4). Now 
the transform xn = z~[,~ leads us to 
A (nctZ~n) ~- (--x)nt~-~3~n+l : 0, ?% > 1. (3.5) 
Ignoring the value of r0 and the contribution of r0 to R~, we have that  
Rn = n-lE rkl _ 1~?~1-~ (1 -F- 0 (7~a-1)) , if a < 1, 
k=l 
R,~: logn( l+O(~) ) ,  i fo~=l.  
(3.6) 
(3.7) 
We first assume ct < 1. It follows from (3.2) that 
00 (_1) k (_i) n 
P '~=E k~ - 2nil ( l+~n+O(n-a) ) .  (3.8) 
If a +/3 > 0, then P/ r  c C and, by (3.2) again, 
k=,~ rk - 4n ~+fi 2------n-- + O (n -2) . (3.9) 
From (3.6) and (3.8), we see that 
Rk+:P  _ (C + 
7" k 
so that  (A1) holds if a +/3 > 1, and if so, 
(DO 
~9n : E Jerk+liD: -- (C -~- O(1))?~ 2-2a-2~, (3.10) 
rk  k :n  
Q~ = O (n -2~-2n) : o(g,,), (3.11) 
where C is a positive constant, not necessarily the same at each appearance. Now by Theorem 2.1, 
from (3.9) and (3.11), we obtain that if c~ < 1, /3 > 0, and ct +/3 > 1, then (3.3) has a principal 
solution x satisfying 
(_1)~, (-1)n(~ + 2/3) )) 
xn =: ( -1 )  [n/2] 1 4n~+ z 8nc~+3+1 + O (n -~ , (3.12) 
where V = min{a +/3 + 2, 2ct + 2/3 - 2}, and from (2.17), (3.6) and (3.8)-(3.11), 
( -1 )  n 
/ k  I | _ 
\ 1  2na+~ - -  + 4n~+n+ ~ + O n2c~--~n_l . 
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On the other hand, we observe that U,~ = O(n-c~- /3 -1 )  = Qn+l from (3.9) and that  Q~ = o(~)  
fi'om (3.11). Moreover, from (3.10), ~Pn/rn = (C + o(1))rt ~-3a-~.  Therefore, there are three 
cases to deal with for the estimation of ~,~, that  is, 
~n = n~-~l°g n (C + o(1)), 
7~ = ~-~ (C + o(1)), 
~ = ~-~-~ (C + o(1)), 
if 3a + 2/3 - 2 = 1, (3.13a) 
if 3c~ + 2/3 - 2 > 1, (3.13b) 
if 3a + 2/3 - 2 < 1. (3.13c) 
We remark here that  2c~ + 2/3 - 2 < 1 - ct when 3a + 2/3 - 2 < 1 and R~ = O(~,z) in any case. 
Now from (2.18) and (3.9), we see (3.3) has a nonprincipal solution 
y,,~ = (-l)b/2]R,~ (i - (-1)r~4-1Tt -ct-/3 @ 0 (y~-ct-,3-1) 4- 0 (~z)) , 
where ~ has an order given by one of the relations (3.13) according to the values of a, and/3. 
Because RnP~ = O(7~1-~-9), (A2) is valid when a +/3  > 1. Hence, by Theorem 2.2, tak- 
ing Q,~ = o(n 1-~-~)  into account, we obtain 
/~ ((--i)['z/2]yr~) = ?% -ct (1 J- 0 (?~1--c~--;3)) . 
Finally, from (3.6) and (3.8) it is clear that (A3) and (A4) hold if 2c~ +/3 > 1 and that  (A5) 
holds if 3a + 2/3 > 3. If so, using (3.2), we get 
c + o(1) 
'On = / -  Rk+lPk -- E -- O (n 3-3~-2~) (3.14) 
Tt3(~+2~9_ 2 Yk 
k=n k=n 
i 
From (3.6) and (3.9), we have 
( -1 )  n (-1)'~(ct + 2/3) (n_2~_.~_1) 
R,~Q~ = 4(1 - a )~ 2~+,~-1 + 8(1 - c~)n 2~+9 + O . (3.15) 
Since (Qn 4-Qn+l)/~"r~ = 2~n/Tn  -- Pa /F7  2 = (--1)rz(a +/3)"z -2~-~-1(1 /4+ O(1/rt)),  we have Sn + 
Tr, = ~k~=n (Qk + Qk+l)/rk = O(r t -2a -~- l ) .  Note that the term o(IIRQII,J in (2.24) is a part 
of ~k~__~ (Qk+Qk+l)2/rt., and hence, it can be treated as O('~n) by (3.11). Thus, by Theorem 2.3, 
from (3.14), (3.15), and (2.24), we conclude that  if ct < 1, /3 > 0, 2a +/3 > 1, and 3a + 2/3 > 3, 
then the nonprincipal solution Y satisfies 
( ( -1 )  '~ ( - l ) r~(a  4- 2 /3 ) ( I ) )  
Y'n ---- ( - -1 )  ['~/2] Rr~ 4- L - 4(1 - o0n  2a+/:~- I  - 8(1 - a )n  2~+;3 + O 
where L is a constant and cr = min{2ct +/3 + 1, 3a + 2/3 - 3}. 
For comparison of condition (2.25) used in [13] with ours, let a = 0 and consider equation (3.5) 
only. Then for (2.25) to hold, we need /3 > 3, while for assumptions (A1)-(A5) we need only 
/3 > 3//2. 
The case a = 1 can be handled in a similar way and we omit the details. 
4. A POINCARI~ DIFFERENCE EQUATION 
The ruth-order difference equation [17] 
Xr~+m + 
where t{, 1 < i < m, are constants with tm 7 ~ O, has been studied by many authors (see [18,19]). 
Most authors suppose that the polynomial 
7( ,~)  ---- ,V ~ 4- t lA  m-1  4- ' ' '  4- tin. 
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has distinct zeros k t ,A2 , . . . ,Am.  Various smallness conditions on the coefficients p![i) i = 
1, . . . ,m,  are found so that the fundamental solutions of (4.1) behave in some sense like A~, 
i = 1 , . . . ,  m, as n --* oo. The case where 7(A) has multiple zeros has rarely been investigated. 
Chen and Wu [14] consider the second-order Poincar~ difference quation 
x~+2 - t(2 + b~)xn+~ + t2(1 + c,~)x~ = O, t ¢ O, 
where b~, c~, and x~ are all real numbers. The unperturbed equation of (4.2) is 
(4.2) 
Zn+2 - -  2tZn+l + t2Zn = O, (4.3) 
whose characteristic polynomial has a double root A = t. Note that (4.3) has two linearly 
independent solutions zn = t n and nt n, and zn = t n is principal when t > 0. 
Let xn = t~{,~. Then (4.2) is reduced to 
{n+2 -- (2 ÷ bn)¢n+l -k (1 q- cn){n = O. (4.4) 
We assume that  c~ ¢ -1  for n > 0, and set 
n-1  
H 1 + 1 for n _ > 1. (4.5) ro = i ,  r n = , 
Ck 
k=0 
Multiplying both sides of (4.3) by rn+l leads us to a self-adjoint difference quation 
A( r~A&)  + Pn{n+l = O, n > O, (4.6) 
where 
pn = r~+~(c,~ - bn), n >_ 0. (4.7) 
Now, all that is needed is to apply results in Section 2 to (4.6). 
In [14], Chen and Wu use a stronger assumption that b, c, and c 2 E C, and Ic~l < 1. This is 
mainly because the coefficient r is required to be bounded in [14]. 
oo We first assume that cn > -1 ,  n > 0. Then rn > 0. Recall that an infinite product l-[k=0 (l+c~.) 
n- I  
of positive factors is called convergent if Ilk=0(1 + ck) tends to a positive number  as n --+ oo. 
It is known that if c, c 2 E C, then l ike0 (1 + ck) is convergent. Moreover, fi'om logrn = 
_ ~-1 log(1 + ck), we see that if k=0 
n -  1 oo 
E E l iminf ck > -oc  and  % < oc, (4.8) 
k=O n=0 
then r~z is bounded above, and that if 
l imsup ~ ck < oc and c~ < co, (4.9) 
n ----~ O0 k=O 'n.=O 
then rn is bounded below, i.e., rn _> m > 0 with m a constant. We also see that  (4.8) 
}-~oo 1/r~ = oc and (,t.9) ~ Rn = O(n) as n --~ oc. 
Now we have the following results. 
THEOREM 4.1. Suppose that cn > -1  for n >_ O, }-~c 1/r~ = 0% p E C, and P / r  c C. 
I f  (A1) holds, then (4.2) has two linearly independent solutions x and y satisfying (2.16)-(2.18) 
with z ,  = t ~. Conversely, i f  (4.9) holds, or more generally, i f  r~ is bounded below, and i f  (4.2) 
has a solution x such that x . t  -~ -~ 1 as n ~ oc, then (A1) holds. 
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THEOREM 4.2. In Theorem 4.1, if in addition, (A2) holds, then the solution y of (4.2) sat- 
isfies (2.22) with zn = t n. Conversely, if (4.2) has a solution y such that rnA(ynt -n) --~ 1 
as n ~ oo, then (A2) holds. 
THEOREM 4.3. Suppose that cn > -1  for n >_ O, ~oo 1/rn = oo, p E C, and P / r  c d. I f  (A3) 
(Ah) hold, then (4.2) has two linearly independent solutions x and y, respectively, satisfying (2.16) 
and (2.24) with z~ = t ~. 
Theorems 4.1-4.3 follow from Theorems 2.1-2.3, respectively, and their proofs are omitted. 
In the case in which ~oo 1/r~ < oo, we have to make another transformation. Let s~ = 
~.oo=~ 1/r~. Since s~ is a principal solution of the nonoscillatory equation A( r~A~)  = 0, 
~oo 1/(r~s~,s~+l) = oo. Let ~n = snC~. Then we have 
A(PnA~n) + qn~n+l = 0, (4.10) 
2 where q~ = s~+lp,,  p,, = r~s~s,,+m with ~oo 1/pn = oo. Now we can study (4.10) instead 
of (4.6) to obtain results similar to the above theorems. We omit the details. 
Finally, we assume that c~ # -1 ,  and r~ oscillates. In order to apply the results in Section 2, 
we nmst find an eventually disconjugate quation, say, 
/k(rnA¢z) + qn~n+l = O, (4.11) 
so that p,~ - qr~ is in some sense small. Doing so is actually equivalent o properly transform- 
ing (4.6) into a self-adjoint equation with a positive coefficient in the leading term. But we do 
not pursue this here. 
5. NONL INEAR PERTURBATIONS 
Suppose that the eventually disconjugate quation (1.2) is perturbed both linearly and nonlin- 
early 
A(c~Ax~) + (a,~ + fn)xn+l = g(n,x~,x~+l). (5.1) 
Let z be the principal solution of (1.2). The transformation x~ = z~u~ leads us to 
Lnu :=  A(? 'nAUn)  + PnUn+l ~- q(n, UmUn+l), 
2 where r,~ = c,~z~z~+l, Pn = fi~z~+l, and 
(5.2) 
q(n, Un, t tn+l )  = Zn+lg(n  , Zn%n, Zn+12/,~-~+l). (5.3) 
We view (5.2) as a nonlinear perturbation of 
L~ = A(r~A~n) + P~,~+I = 0. (2.3) 
Approximation for solutions of (5.1) via solutions of (1.2) is equivalent to the question: asymp- 
totic to a given solution of (2.3), find a solution of (5.2). The idea we will introduce stems from 
the variation of constant method. Let ( and ~ be a fundamentM system of solutions of (2.3), 
namely, they are linearly independent and 
r ,~(¢~+1 - ~+lW)  = 1, n _> 0. (5.4) 
Froln (5.2) and (2.3), we have 
~n+lLnU - itn+lLn~ = A(rn~nUn+l -- rn~n+lttn) = ~n+lq(n, Un, ?In+l)- (5.5) 
Approximation for Discrete Perturbations 667 
If the right-hand side of (5.5) is summable, we then get 
oo 
gn~nUn+ 1-- Tn~n+lUn : B - E ~k+lq(k, uk, uk+l), 
k=n 
(5.6) 
where B is a constant. Similarly, 
r~nun+l - r~n+lu~ = -A  - ~ r]k+lq(k, uk, uk41) 
k=n 
(5.7) 
with A a constant. Multiplying (5.6) and (5.7) by r/~ and ~,  respectively, and subtracting the 
resulting equations, with the aid of (5.4), we then arrive at a formal "integral" equation 
u~ = A~,~ + Br], + L (~r]k+l - 71n~k+l)q(k, uk, Uk+l) .  
k=n 
(5.8) 
Now, given any solution wn = A~ + Br/~ of (2.3), consider the equation 
(;n = ~ (~nr]k+l -- ?Tn~k+l)q( k, Wk + ~k, Wk+l + ~k+l). 
k=n 
(5.9) 
It is easy to verify that if (5.9) has a solution ~n that is expressed by a convergent series, then Un = 
w,, + ~ is a solution of (5.2). 
For existence of a solution of (5.9), we need the following assumption. 
(A6) For any u, v, ?/.1, Vl, W = max{lul, by I}, Wl = max(w, lull, lyll}, there exist two nonnega- 
tive sequences/3 and "y such that for n > 0, 
]q(n,u,v)] </3~ +7~h(w), 
Iq(ft, u, v) - q(n, Ul,Vl)] < q'nh(Wl)(lu - Ul] + Iv - vii), 
(5.1o) 
(5.11) 
and co cK) 
sr~ := Z R~k < o~, r,~ := Z Rkh(R~+l)~k < ~,  (5.12) 
k=n k=n 
where h is a nonnegative and nondecreasing continuous function on [0, oc) satisfying 
h(au) < C~h(u) with Ca a constant depending only on a. 
THEOREM 5.1. If p ~=_ C, P/r  e C, (A1) and (A6) hold, then for any constants A and B, there 
exists a unique solution x = {Xn}nc~=N Of(5.1) for sut~ciently arge N such that, for n >_ N, 
x~ = Az'~ (1 -@~ +Q~ ( l+°(1) )  +0(~) )  (5.13) 
-t-BZn~n (1 -~n ~-Qn @Qn+l  @0 (~nQ-~n) )@ZnO(  Bn ~-~n)" 
PROOF. By Theorem 2.1, (2.3) is nonoscillatory and has a principal solution ~ and a nonprincipal 
solution r] satisfying t',5.4) and 
Tin "~- Rn (1 -Qn ~-Qn ~-Qn+l - ] -0  (-'~n-~--~n)) " 
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Let wn = A~ + Br].,~ and consider equation (5.9). We claim that  (5.9) has a unique solution ~ = 
{(~},~°°_N for sufficiently large N. 
Let X be the Banacfi space of all bounded sequences z = {*,, }r~=N equipped with the supremum 
norm Ilzll = sup,> x [z,~l, where N is an undetermined integer. Define an operator  T on X by 
n > N. (5.14) 
Since ~n = O(1), 'rb~ = O(R,,),  we know that  w,~ = O(R~) and 'w,~ + (r, = O(/{~) for any < ff X .  
Consequently, there is a constant K l  such that  ]~r/k+l -'l].n~k+l] < K11Fg, k for /v > '/Z. THus, 
from (5.10) and (5.12), 
I(T<),,I _< Ici ~ R~-(ZA. + ,~.h(O(R~,+l))) 
oo (5.15) 
where K2 is a constant. Therefore, :/'~ C X.  
Next, fbr any u, v E X,  from (5.11), we have 
I(~'U)n -- (Zv)n[  ~ I(1 ~ Rk[q(k, w~: + uk,wk+l ÷ uh,+t) 
-- q (k ,W k ~- Vk, Wk4_l -}- L'k+l)[ 
< ICa E Rh,%([u~: - v~:[ + ['uk+ 1 - -  "Uk+l[)h(Rk÷l) 
<_ 21CJNlI~ -v i i ,  ,, >_ N, 
(5.16) 
which implies that  T : X --+ X is continuous. 
Now we choose N large enough so that  2I(3Fx < 1, and hence, from (5.16), T : X ~ X is a 
contraction. Theretbre, T has a unique fixed point ~ E X which is a solution of (5.9) for n _> N, 
and, by (5.15), 
(,~ = O(B,~ + r,,). 
Since u = w + ( is a solution of (5.2), we obtain a solution x,~ 
for n _> N by (5.17). The proof of Theorem 5.1 is complete. 
(5.17) 
= ~, ,  of (5.1) satisfying (5.13) 
| 
THEOREM 5.2. Suppose that p C C, P / r  C C. lf" (A3) - (A6)  hold, then for any constant A and 
X oo B, there exists a unique solution z = {, -}~=N of (5.1) for su~cient ly large N such that 
:~.~ ~.,~(A + BR,~ + o(t)). (5.1S) 
Theorem 5.2 follows from Theorem 2.3, by a similar argument except that  we choose w = 
(A - BL ){  + Brl instead, where L is the constant in (2.24). The term o(1) in (5.18) (:an also be 
specified more precisely. We omit the details. 
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