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Abstract Flocking through leader following structures in mobile networks raises attractive control
problems. Due to limited sensing radii, leaders locally influence a network of agents. In this paper, we
consider the problem of real-time maximization of flocking velocity. By using local information and a
Particle-Swarm-Optimization (PSO) algorithm, a Leader Agent (LA) actively motivates flocking at high
speed. The LA manages topology of the network in its neighborhood and increases flocking velocity. PSO
output quality and calculation costs show that the proposed optimization algorithm is practically feasible.
A case-study is also presented.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Flocking for a group of autonomous agents has been con-
siderably addressed in literature. Assuming a common Virtual
Leader (VL), Olfati Saber [1] and Su and Wang [2] designed
flocking frames based on a distributed state feedback control
structure. By developing a balanced information graph, Lee and
Spong [3] presented a distributed coordination framework for
flocking of multiple agents with significant inertia. Artificial
Potential Fields (APFs) were first introduced for obstacle avoid-
ance by Khatib [4]. Using APFs and through simulations, Reif
and Wang [5] showed that quasi static modeling also leads to
acceptable social behavior. Based on APFs, Kim et al. [6] dis-
cussed collision and unreachable goal problems, and proposed
some frameworks for decentralized control of self-organizing
systems. Haddad andHuil [7] developedmethods for large scale
modeling of swarms, and Dimarogonas and Kyriakopoulos [8]
studied formation infeasibility for a group of non-holonomic
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doi:10.1016/j.scient.2012.06.029agents. Moshtagh and Jadbabaie [9] developed a geodesic
control law that minimizes a misalignment potential, and re-
sults in velocity alignment and flocking, in a group of kine-
matic nonholonomic agents. Jadbabaie et al. [10] and Gao and
Cheng [11] studied leader following and velocity consensus in
a network with switching topology. For a line of members,
Liu et al. [12] studied the role of the Leader-Agent (LA) veloc-
ity and members’ reaction time delay on cohesion. Designing
a structure of distributed observers, Hong et al. [13] and Su
et al. [14] discussed the velocity consensus based on position
measurements. Zavlanos et al. [15,16] and Schuresko andCortes
[17–19] studied connectivity maintenance and connectivity
control in a leader-following frame (a group of autonomous
agents where only one of them, named the LA, is aware of the
desired moving path, and other agents only react to their local
motivations). Etemadi et al. [20] proposed an active leading pro-
tocol for a group of agentswith bounded inputs. Formation con-
trol in leader-following structures and throughmultiple leaders
is discussed in the literature [21–24] as well.
In an undirected network, the effect of the leader-agent
is the main reason for flocking. Leader-Agents (LAs) usually
have more than one connection to the group. Depending on
the definition of Inter-Agent Action Functions (IAAFs), different
factors may influence flocking velocity from among which the
following may be mentioned:
1. Topology of the network near the LA,
evier B.V. Open access under CC BY-NC-ND license.
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3. The inter-agent sensing/influencing radius.
Many of the present IAAFs in literature [2,13–16] are based
on unlimited actions to preserve connections. Theoretically,
a Multi-Agent System (MAS) can always follow a leader if
unbounded actions are imposed. However, since unlimited
actuation is not practically feasible, these functions cannot
provide suitable models to study flocking velocity. In other
words, following the LA is not possible at any arbitrary speed.
The LA will be separated from the network if it moves too
fast, and flocking will be very slow if the LA moves too
slowly. Determination of an acceptable velocity depends on the
number and relative placement of agents, with respect to the
LA. In this paper, we have focused on the LA and have developed
an algorithm which helps the LA move the group as fast as
possible. This is a new aspect of the analysis of leader-following
problems with bounded inputs. Since determination of this
velocity value is analytically complicated, we have proposed an
evolutionary algorithm based on Particle Swarm Optimization
(PSO). The PSO algorithm determines the fastest acceptable
LA velocity, which maximizes the pulling effect of the LA on
the group, and subsequently leads to fast flocking. Hence, we
need an active leader to motivate fast flocking by managing
its connections. This is a necessity if inter-agent actions are
bounded. It must be noted that the PSO technique has strong
potential and has been previously used in problems of multi-
agents, which is totally different from the application described
in this paper.
Based on local information, a Particle-Swarm-Optimization
(PSO) algorithm is designed in this paper, which provides an
active leading strategy for the LA to manage both flocking
velocity and agent-LA connections. In order to maximize the
flocking velocity, and based on the network topology near the
LA, the PSO algorithm finds an optimum velocity for the LA.
By moving with this velocity, the LA motivates fast flocking.
Analysis of the calculation cost shows that the PSO algorithm
is practically feasible. Finally, a case-study is also presented.
2. Problem definition
A homogenous MAS with at least two agents is assumed
(M > 1). In an m-dimensional space, each agent moves
along a combination of vectors specified by relative positions
of neighboring agents and the LA. All agents have a limited
identical sensing/influencing radius, f . In a kinematic flocking
frame, Eq. (1) determines the velocity of the ith agent:
x˙i = σ i +
M
j=1
j∈Ni
Gij, (1)
where σ i = σ

xi, C, d
 = σ 1i , σ 2i , . . . , σmi T is anm×1 vector
function that expresses the effect of the LA located in C, and
Gij = G

xi, xj, dr
 = G1ij,G2ij, . . . ,Gmij T is an m × 1 vector
function that expresses the effect of a neighbor agent located
in xj =

xj1, x
j
2, . . . , x
j
m
T
. d and dr , respectively, represent the
radius of the private areas around the LA and agents of theMAS.
Ni < M is the number of agents that are connected to the ith
agent. Agents i and j(i, j ∈ [1,M]) are neighbors (or connected)
if, and only if, ∥xi−xj∥ < f , where ∥·∥ represents the Euclidian
norm.
Gij produces an undirected network between agents. nij is
defined as the unit vector along (xi − xj). Hence, Gij · nij is a
decreasing function over [0, f ] and Gij ·nij = 0 if ∥xi− xj∥ > f .
Also, we must have: if 0 < ∥xi − xj∥ < dr , then Gij · nij > 0, ifFigure 1: Illustration of X, Z and

while the MAS is close to the LA.
∥xi−xj∥ = dr , then Gij ·nij = 0, and if dr < ∥xi−xj∥ < f , then
Gij ·nij < 0. Several candidates for Gij are available in literature,
and there is no need to repeat them here.
σ i has the same trend as Gij over [0, f ]. It can be completely
similar to IAAF, where σ i = G(xi, C, d), or different. If ∥xi −
C∥ → 0, then σ i grows to prevent the agent-LA collision.
For ∥xi − C∥ > f , agents are not connected to the LA and
σ i = 0. Hence, the effect of the LA is local and restricted to
a surrounding circular area with radius f , which is named

(Figure 1).
Q = Q (t) is the number of agent-LA connections at time t .
Let N(t) be the set of labels of those agents that are neighbors
of (connected to) the LA at time t . Assume that X =Mi=1 xi/M
is the center of the MAS. As a very good indicator of flocking
velocity, X˙ can be obtained as the following:
X˙ = 1
M
M
i=1
x˙i = 1
M
M
i=1
σ i + 1M
M
i=1
M
j=1
Gij
= 1
M

Q
i=1
σ i +
M
i=1+Q
σ i

= 1
M
Q
i=1
σ i, (2)
where
M
i=1
M
i=1 Gij = 0 is the result of undirected construc-
tion of the network graph.
Eq. (2) shows that X˙ depends onN(t), which implies that the
flocking velocity can be predicted by the LA’s local information.
Additionally, this equation expresses that if σ is bounded, then
X˙ = ∥X˙∥ is bounded, whichmeans that theMAS has a bounded
velocity and cannot necessarily follow the LA. In other words,
if the LA velocity is large, then it may lose its connections to
the MAS. Figure 2 shows that if σ i(xi ∈ N(t)) is bounded and
LA moves with considerably large velocity, then the network
cannot remain connected to the LA.
Assuming the LA as a kinematic particle, LA velocity, C˙ =
∥C˙∥, is considered as the optimization variable. During every
sampling step, the optimization algorithm finds an optimum
value for C˙ , which is named Um. The optimum value of the
LA’s velocity maximizes X˙ (or, simply,

i∈N(t) σi), which is the
optimization objective function. From another point of view,
we conclude that Um is the maximum admissible LA velocity.
Hence, if the LAmoves with a velocitymore thanUm, then there
is no guarantee that the LA remains connected to the group.
3. Fast flocking
3.1. Particle swarm optimization
The PSO method is inspired by the observation of birds
flocking and fish schools. Kennedy and Eberhart [25] proposed
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Figure 2: Disconnection of the LA from the MAS. LA velocity is too high for the MAS to follow.this algorithm, which is based on the premise that social
sharing of information among members of a species offers an
evolutionary advantage. PSO is well-suited to handling non-
linear, non-convex design spaces with discontinuities, and it
is robust. It can easily handle continuous, discrete and integer
variable types. Comparison of robust optimization methods
reveals that PSO ismore efficient and requires fewer numbers of
function evaluations,while leading to better or the samequality
of results [26,27]. The PSO method is also easy to implement,
which makes it more attractive. It does not require specific
domain knowledge information, internal transformation of
variables or other manipulations to handle constraints.
Each particle in PSO has two main characteristics: its value
and its change rate. The value of each particle is updated based
on the social behavior of the population,which is named swarm.
Note that, here, the word swarm is a numerical term related to
the PSO method and does not refer to the agents of the MAS.
According to Kennedy, [25] the PSO algorithm can be de-
scribed as in Eq. (3):
Vk+1i = kc

w · Vki + c1 · r1 ·

Pki − Ski
+ c2 · r2 · Skg − Ski ,
Sk+1i = Ski + Vk+1i , (3)
where c1 (cognitive parameter) and c2 (social parameter) are
positive constants, and r1 and r2 are two scalar random func-
tions in [0, 1]. Si = (si1, si2, . . . , sid) represents the value of
the ith particle in the d-dimensional search space (in this pa-
per, d = 1); Pi = (pi1, pi2, . . . , pid) represents the best previ-
ous value of the ith particle (the value giving the best objective
function value). Sg corresponds to the global best particle value
in the swarm up to iteration k. Vi = (vi1, vi2, . . . , vid) repre-
sents the change rate of the ith particle. w is the inertia weight
and the constriction coefficient, kc , is introduced by Clerc and
Kennedy [28] to facilitate convergence of the PSO method,
where ∀k ≥ 1 : kc < 1. w and kc directly affect the current
change rate, and play major roles in convergence of the PSO al-
gorithm. They control the exploration abilities of the swarm.
A PSO algorithm with well-selected parameters can exhibit
good performance, but a much better performance could
be obtained if a dynamically changing parameter were well
designed. Intuitively, the PSO should favor global search
abilities at the beginning of its run, while it should show local
search abilities at its final running steps. Large inertia weights
allow for wide change rate updates, allowing the design space
to be globally explored, while small inertia values concentrate
the change rate updates to nearby regions of the design space.
Fourie and Groenwold [29] suggested a dynamic decrease of
the value of w that is based on a constant fraction multiplier,
kw , when no improvements had been made for a predefined
number of consecutive design iterations.
wk+1 = kw · wk, (4)
where, in Eq. (4),w1 < 1 and kw < 1.Contrary to previous methods, both inertia weight, w, and
constriction coefficient, kc , are simultaneously used in this
work, which is found useful for improving the convergence of
the PSO algorithm in this problem. To avoid local and noisy
responses in the algorithm output, a dynamic decrease of the
value of the constriction coefficient, kc , is introduced in Eq. (5),
which is new in the literature:
kk+1c = ke × k(k)c , k ≥ 1, (5)
where ke < 1 is constant for k ≥ 1.
3.2. Implementing the PSO method
The optimization variable is the LA velocity, C˙ , and its
optimum value (PSO output) is Um. The value of every PSO
particle in the search space represents a value of C˙ and is a
candidate solution for Um. Therefore, the search space in this
problem is one dimensional.
Within every simulation (sampling) step of flocking, the PSO
algorithm runs for several iterations to converge to a solution.
The value of every PSO particle in each iteration step, Ski , is a
candidate solution for Um. The objective function, F(Ski ), must
be evaluated for all PSO particles in all iterations. The following
five-stage recipe describes the proposed PSO algorithm:
Stage 1: Agents that are in the LA’s field of view are assumed
to move with the same velocity of their last sampling
(simulation) step. This imaginarymotion continues for
a period equal to sampling (simulation) interval,∆. So,
a set of agent imaginary positions, {x˜ki }, is calculated.
Stage 2: The value of every PSO particle, Si, is a candidate
solution for the Um. Assume that the LA moves with
velocity C˙ = Ski for a period equal to ∆. In every
iteration, for the set of PSO particles, {Ski }, a set of
positions of the LA, {C˜ki }, is obtained.
Stage 3: Once the position of the LA and nearby agents is
known, the objective function, F = X˙ , (or simply
i∈N(t) σi), can be calculated. By having {x˜ki } and
corresponding to {C˜ki } obtained from Stage 2, a set of
objective function values are obtained, {F(Ski )}. Hence,
in each iteration, we have a set of candidate solutions,
{Ski }, and a set of objective function values, {F(Ski )}.
Stage 4: Now, Sg and set {Pki } can be calculated. Pki is the best
value of the ith PSO particle (the value giving the best
objective function value) up to iteration k. In other
words, Pki = {∀ θ ∈ [1, k]|max{Sθi }}. Sg is the PSO
particle value with the best objective function up to
iteration number k, or Sg = max{Pki }. Using {Pki } and
Sg and through (3), a new set of PSO particle values,
{Sk+1i }, and change rates, {V k+1i }, are calculated.
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Ek = Ave{F(Ski )}. Satisfaction of Relation (6) is a sign
of convergence of the PSO algorithm:
Ek − Ek−1
Ek
< 10−3. (6)
The above condition should be checked at the end of
every PSO iteration step and if it is not satisfied, then
the optimization procedure goes back to Stage 2 and
a new iteration step (iteration number k + 1) starts
with {Sk+1i }. But, if it is satisfied, then the optimization
algorithm is converged and Sg , the best PSO particle
value up to the last iteration is used as the output
of the PSO algorithm, Um, at the current sampling
(simulation) step of flocking. Um is the maximum
admissible LA velocity. While the LA is moving with
Um, flocking velocity, X˙ , is maximized, and connection
of the LA with the MAS is preserved.
Since Um in each sampling (simulation) step does not vary
too much from the previous step, initial PSO particle values
can be chosen close to the Um of the previous sampling
(simulation) step time. This will accelerate convergence of the
PSO algorithm, and fast convergence of the algorithm is an
important factor in real time optimization.
To prevent the PSO algorithm from converging to unaccept-
able values, the search space is boundedwithin [0, C˙max]. C˙max is
the maximum possible LA velocity, which is determined by its
physical limitation. To apply this constraint, PSO particle values
that are out of this range are penalized with a very low mag-
nitude of objective function. So, these values are not chosen by
the PSO algorithm as the best values at next iterations.
3.3. PSO computational cost
The optimization of flocking velocity needs real time imple-
mentation and we have to make sure that the proposed algo-
rithm is feasible as a real time optimization algorithm. In other
words, if PSO calculations are toomany, then the processormay
fail to calculate Um in less than a sampling step time of flock-
ing, and therefore commanding delay happens, and fast flocking
cannot be accomplished.
Assume that NP is the number of PSO particles. By counting
the number of operations in the computer code, we know that
the proposed PSO algorithm needs 31×NP + 9 multiplications
and 20 × NP + 7 summations per iteration. We have checked
the simulation results and it is numerically verified that the
proposed PSO algorithm converges to an acceptable solution
in less than fifteen iterations (see the simulation results).
Considering NP = 20 and fifteen iterations per sampling step,
the PSO algorithm performs at most 15× (31×20+9) = 9435
multiplications and 15 × (20 × 20 + 7) = 6105 summations
per sampling step time of flocking.
Sixteen bits of memory are enough for handling a decimal
figurewith four significant digits and two digits passed the dec-
imal point, which is more than that needed for PSO operations.
Considering such two decimal figures, respectively, it takes six
and two clock-cycles for the processor to perform one multi-
plication and one summation. The processor needs an extra six
cycles to store and load the data for every operation. Therefore,
the processor needs {9435×(6+6)+6105×(2+6)} = 162 060
clock-cycles per sampling step time of flocking.
Let us assume that the sampling (simulation) step time of the
flocking is 0.01 s. A simple 32MHzmicrocontroller can produceFigure 3: Action functions [20].
320000 cycles per 0.01 s, which provides an estimation safety
factor of two to cover all other unconsidered PSO operations.
Hence, we can claim that the calculation cost of the proposed
PSO algorithm is low and its implementation is practically
feasible as a real-time optimization algorithm.
4. Case study
4.1. Case study
As a case study and to illustrate the performance of the pro-
posed optimization method, the PSO algorithm is implemented
on a leader following problemwhere the LA actively guides the
MAS towards a target point, Y = [−25,−8] m. IAAF G can be
arbitrarily chosen from the literature. Here, a bounded function,
similar to Figure 3, is selected. LA’s action function,σ i, is defined
as (Figure 3):
σ i = θini + β

C − xi , (7)
whereβ is a positive constant and θi is a positive scalar function.
For ∥xi − C∥ → d−, we have θi → 0, and for d ≤ ∥xi − C∥ < f ,
we must have θi = 0. If ∥xi− C∥ → 0, then θi grows to prevent
agent-LA collision. For ∥xi − C∥ > f , agents are not connected
to the LA and σ i = 0. Eq. (7) represents a linear definition of σ i,
but other choices of σ i are also possible.
Assume Z as the center of N(t), or Z = Qi=1 xi/Q . From
the LA’s point of view, Z is a local measure of the position of
the MAS. According to Etemadi [20], if the following Flocking
Coordination Protocol (FCP) determines the velocity of the LA,
and if the LA remains connected to the group, then the position
error, ∥Z − Y∥, is supposed to exponentially vanish, which
means that the LA can guide a MAS towards Y:
C˙ = 1
ξβ
(Y− Z)− 1
βQ
h˙
+

1− η
ξβ

β (C− Z)+ 1
Q
h

, (8)
where ξ and η are controller gains and are positive constant
coefficients. h = Qi=1Q+Q2j=1+Q
j∈Ni
Gij is an m × 1 vector defining
the sum of the effect of the agents of

2 on

.

2 is an area
that surrounds

and accommodates Q2 agents (Figure 3). It is
a doughnut-like area with an outer diameter equal to 2f . Note
that Ni is the set of labels of those agents connected to agent i.
It can be shown that if ∥Z − Y∥ is large, then the FCP in
Eq. (8)may produce large values thatmay lead to disconnection
of the LA from the MAS. To keep the LA connected to the MAS,
a combination of the PSO algorithm and the FCP is presented
here. Depending on the network topology near the LA, the
PSO output, Um, determines the saturation limit for the FCP
(Figure 4) at every sampling step.
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Table 1: Values of parameters used in simulation shown in Figure 5.
µ β f dr dar ξ η
2/s 1/s 2 m 1 m 0.3 m 15 s2 20 s
4.2. Simulation
As a simulation example, Figure 5 shows flocking towards Y.
The MAS includes 22 agents (M = 22). Values of parameters
used in simulations are shown in Table 1. The number of
PSO particles is 20 (NP = 20), and the optimum velocity is
less than C˙max. However, the PSO may produce instant high
velocity values and must be bounded. To avoid sharp velocity
fluctuations, maximum feasible velocity of the LA is C˙max =
0.35 m/s. Additionally, w(1) = 0.975, kw = 0.99, k(1)c =
ke = 0.95, and c1 = c2 = 2.1. Values of most of these
variables are selected via sensitivity analysis,which is described
in Section 4.3.
Variations of Q and X˙ (objective function) are shown in
Figure 6. These two figures show that, initially, N includes
two agents, Q (0) = 2. This number of LA connections does
not correspond to maximum X˙ . While moving towards the
destination, the PSO method changes Um to bring X˙ to its
maximum possible velocity, which happens at Q = 4 or 5.The quality of the control signal, C˙ , shows that the PSO output
is smooth and noiseless. If the LA moves faster than Um, then
the MAS does not necessarily follow the LA. When the MAS
comes near Y, the controller exits from the saturation state.
At these moments, the output of the FCP is smaller than the
PSO output, and there is no need to saturate the LA velocity.
According to Etemadi et al. [20], during thesemoments, position
error ∥Y − Z∥ exponentially vanishes (Figure 6) whose rate
depends on the parameters of the FCP in Eq. (8), such as ξ and
η. Simultaneously, the LA velocity (control signal) converges to
zero as well. Like any other regulation problem, as error states
converge to zero, the control signal is expected to vanish.
Note that when the LA constructs a new connection (or
loses a connection) with an agent, a sudden change of N(t) and
subsequently

i∈N(t) σi happens, which causes the fluctuations
of flocking velocity, X˙ , in Figure 6. But, fluctuations in LA
velocity, C˙ , are encouraged by the PSO algorithm. In order to
improve the flocking velocity, sometimes the LAmust construct
new connections. Hence, the LA has to wait to get closer to
new following agents, which is the main reason behind sudden
changes of LA velocity in Figure 6.
Sampling (simulation) step time in this simulation is 0.01 s.
Figure 7 shows variations of the objective function, F =
i∈N(t) σi, during five different sampling intervals. It takes less
than 15 iterations for the PSO algorithm to converge to its
optimum value, which is an acceptable convergence velocity.
Based on the convergence velocity, we have discussed the
computational cost of the PSO algorithm and shown that it is
practically feasible.
4.3. Sensitivity analysis
Acceptable behavior of the PSO algorithm depends on well
tuned parameters. Through a sensitivity analysis and by simu-
lation, the following values are obtained: w(1) = 0.975, kw =
0.99, k(1)c = ke = 0.95, and c1 = c2 = 2.1. The following rep-
resents three sets of simulations which show that these valuesFigure 5: Positions of the LA and other agents at four different moments. Z is finally located exactly on the destination point, Y .
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∥Y− Z∥ and control signal vs. time.
Figure 7: Convergence behavior of PSO algorithm during different sampling
times.
are optimum. All simulations are performed in t = 10 s, which
is an arbitrary moment. To explicitly demonstrate the effect of
every coefficient, in every set of simulations, just one coefficient
is changed.
At first, we investigate the influence of ke. In Eq. (5), ke is
designed to dynamically change the constriction coefficient, kc .
From Figure 8, we conclude that choosing ke = 0.95 yields the
fastest convergence of the PSO algorithm. Clearly, we can see
that for ke = 0.95 convergence happens in ten iterations, while
by larger or smaller values of ke, convergence speed is slower.
All graphs in Figure 8 belong to the iterations at t = 10 s, which
is an arbitrary moment. Similar graphs can be reported at other
moments.
Note that a constant constriction coefficient, kc , corresponds
to ke = 1, while a faster convergence can be obtained by
using a dynamically changing constriction coefficient, where
ke = 0.95.
Effects of social and cognitive parameters, c1 and c2, are
investigated in Figure 9. In every iteration of the PSO algorithm,
these two parameters determine the effect of the best results
of the previous iterations. Figure 9 shows that c1 = c2 = 2.1
is a good choice, where convergence takes only ten iterations.
By larger or smaller values, convergence happens in larger
numbers of iterations.Figure 8: Effect of the value of ke on optimization behavior.
Figure 9: Effect of the values of c1 and c2 on optimization behavior.
Figure 10: Effect of the value of kw on optimization behavior.
Fraction multiplier, kw , in Eq. (4) is another effective co-
efficient that dynamically changes the inertia weight factor.
Figure 10 shows that kw = 0.99 is a good choice, and compared
to smaller or larger values, results in faster convergence of the
PSO algorithm.
The above sensitivity investigation shows that the param-
eters are well tuned and the convergence behavior of the PSO
algorithm is rather optimized.
5. Conclusion
It is shown in this paper that in a leader following structure
with an undirected network, the topology of the network
in the LA’s neighborhood determines flocking velocity. By
managing its direct connections, the LA is able to influence
flocking velocity. It is discussed how flocking velocity and LA
connectivity management are only possible through bounded
actions. Based on local information, a PSO algorithm is designed,
which, by controlling LA velocity, maximizes flocking velocity.
As a case study, the PSO algorithm is implemented on a
nonlinear flocking coordination algorithm, where, in order to
keep the LA connected to the group, the saturation limit of LA
velocity is determined by the optimization algorithm at every
moment. Simulations show that this combination presents a
successful application for the PSO algorithm regarding both
output quality and computational cost, which are important
from a practical point of view. Similar to other evolutionary
S. Etemadi et al. / Scientia Iranica, Transactions B: Mechanical Engineering 19 (2012) 1251–1257 1257algorithms, it cannot be proved that the PSO finds the global
optimized solution. As a future plan, the authors hope to extend
the idea to dynamic networks.
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