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In this paper, series of the form 
cc (a.6) 
F(cos 6) - c % R’u.B’ 
R=2 nY(log n 
(cos fl) 
are considered, where R$B)(x) denotes the Jacobi polynomial normalized to 
be 1 at x = 1 and 
(or*E) 
w, = 
(2n + w + B + 1) r(n + a + B + 1) r(n + a: + 1) = o(nzo+‘) 
r(n + B + 1) r(n + 1) r(a + 1) r(a + 1) 
It turns out, that for 0 < 8 < r, the function F(cos 8) is continuous. As 
9 + O+, its behavior is given by 
qar + 1 - r/2) . e y--2o1--2 
F(cos e) N 
r(y/2) T(cd + 1) sm z ( ) 
(log 8-1)-s, 
if 0 < y < 2a + 2. If y = 0 the results are slightly different. Next, fractional 
integration and differentiation for Jacobi series are introduced and the above 
results are used to show that the classical theorems on fractional integration and 
differentiation can be carried over. As an application sufficient conditions are 
given for F(cos 0) to have a uniformly convergent or an absolutely convergent 
Fourier-Jacobi series. This paper will be followed by another one in which the 
results of this paper are used to deal with approximation theorems for Jacobi 
series. 
1. A CONVOLUTION STRUCTURE FOR JACOBI SERIES 
We shall consider some classes of complex-valued functions on the interval 
[0, T]. By C is denoted the Banach space of continuous functions on [0, 7r] 
with the norm 
Il.& = og;R If(cos 011 * 
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We write IP, I -<p < co, for the Banach space of functions f on [0, n], the 
p-th power of which is integrable with respect to the weight function 
p(tisB)(e) E (sin At)‘“-’ (~0s +)*‘+l, 
with the norm 
~~f~~, = [jl ~f(cos e)[Yp(n,8)(e)dS111P. 
We define L” to be the Banach space of functions f on [0, ~1 which are 
essentially bounded, with the norm 
We call M the space of all regular, finite Bore1 measures p on [0, QT] with the 
norm 
II CL /IA4 = j,” I 44cos 011 * 
We use the notation 
(f,g) = j,f(cos e)g(cos e) pye) de. 
The functions 
where P:*“‘(x) d enotes the Jacobi polynomial of order (01, ,3) and degree n, 
provide a complete orthogonal system on [0, n] with respect to the weight 
function p’“*“)(e) defined by (1.1). I f  OL >, /3 > - 3 , they satisfy the following 
relation [14, (7.32.2)]: 
sup 1 R~~~)(co~ e)l = R$~)(I) = 1. 
O<B<n 
(1.2) 
In the rest of this paper we shall always assume that 01 > fi 2 - 4 . 
The functions R~~B’(~os 0) are the eigenfunctions of the differential opera- 
tor 
with the boundary conditions 
~R$$~s e) = o 
de , 
e = 0, e = n. 
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The eigenvalues are X, = n(n + 01+ /I + 1). The differential operator 
P(d/dB) is self-adjoint with respect to the scalar product defined above, 
(VP d = CL pi?)* 
By A, = AoP we shall denote the corresponding realization of P in L’. The 
domain of Aop is denoted Dp = D(A,“). 
With a function f, belonging to one of the spaces L”, 1 < p < CO, or C, we 
associate the Fourier-Jacobi expansion 
f(COS e) - f fpz) w~‘~kp(Cos e), (1.5) 
lZ=O 
w$@) = (1, pt%.8)(cos e)y p(“-8)p) de)-l 
= (2n + c3z + B + 1) 0 + a+ B + 1) r(n + a+ 1) 
r(n+B+l)r(n+l>r(ol+l)r(ol+l) 
(l-6) 
= o(n2~+1), 
and 
fp2) = j:ycos e) R~~~)(c~~ e) ,(a-@(e) de, n = 0, 1, 2 )... . (1.7) 
For Jacobi series a generalized translation operator and a convolution 
structure have been developed by Askey and Wainger [4]. Recently, 
Gasper [9] has pointed out, that the important kernel that occurs in their work, 
is positive. In fact, he proves that for 0 < 8, +, # < n, n = 0, 1, 2 ,..., 
R?,@(,,, e) &-B)(cos 4) 
(1.8) 
with 
= s 
K(C~S 8, cos 4, cos +) g2 0. 
The generalized translate of a functionf(cos 0) E L1, which has a Fourier- 
Jacobi expansion (1.5), can be defined by 
ftcos 8, cos 4) = J-)qcos +) qcos 8, cos 4, cos +) p(=q+) d+ 
U.9) 
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We shall also use the notation 
T,f(cos e) =f(cos 8, cos 4). 
Using Holder’s inequality, it follows from (1.8), in the case 71 = 0 and (1.9), 
that 
II Tbfll, G Ml, 3 l<p<cO. (1.10) 
As 
lim Tdf =f in LP 
+-+0+ 
(1 <p-cm) 
holds for a dense set of functions, the polynomials, it follows from (1.10) and 
Helly’s theorem [14, Theorem I.61 that 
f+y+ II Tbf -f 112, = 0, l<p<oo. (1.11) 
T6 f (cos 19) is a generalized translate in the sense used by Liifstriim and 
Peetre [12]. In their paper they make the connection between a generalized 
translation operator and a differential operator of the form (1.3) with bound- 
ary conditions (1.4). They show that for functions f E @‘(A,), that is, for 
functions f such that 
A,f(cos e)+lfA(n)n(n + a + p + l)u~'%?~qcos e) 
is in L’, the following estimate holds: 
II T4f-fllv < CP II Aefllz, > l<p<oO. (1.12) 
C is a constant independent off. 
For fi , fi E Ll, the convolution fi * fi will be defined by 
(fi *f2) (cos e> 
=ss n "fi(cos~)fi(cos #) K(cos e, cos $, cos 4) p’“.B’(+) ,&B’(+) d+ dt,h 0 0 
= s Ofi(cOS 8, ~0s #)fz(cos 4) PW) @. (1.13) 
The convolution (1.13) satisfies the following properties: 
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LEMMA 1.1. Letf,,f,,f,ELl. Thenf,*f,EL1and 
(9 fi *fi =fi *fi y  
(4 fi * (fi *fJ = (fi *fJ *f3 y  
(iii> ( fi * fX (n) = fiA(n) f2W, 
(iv) IfgEL’, 1 <p,(oo, thenf,*gELPand 
llfi *g 112, G llfi 111 II g II9 * 
In the following we shall study a special class of Jacobi series, such as 
qcos e> - f  nY(log ?z)” w$%?~‘qcos S). 
n=2 
Series of this kind have shown to be useful in various branches of Fourier 
analysis. For trigonometric series they are investigated in Zygmund [17, 
Chap. v] and they furnish important counterexamples. In K dimensions 
trigonometric series of this form are treated by Wainger [15] and several 
applications are given. In our investigation we shall follow the line of Ref. [5], 
where Askey and Wainger deal with ultraspherical series of the same type. 
As they point out in the ultraspherical case, series of this kind supply counter- 
examples to the transplantation theorem for Jacobi series [2, Theorem 11 in 
the cases p = 1 and p = co. In the last section, we use this special class of 
Jacobi series to define fractional integration and differentiation. We shall 
prove that the usual properties of fractional integration and differentiation 
remain valid. 
Notation. We shall use 0 and o in the usual manner. We writeF(x) 3! G(x) 
as x tends to a, to mean 
lim F(x) 1 
3c-w G(x) = ’ 
2. SUMMATION BY PARTS AND A CRITERION FOR FOURIER-JACOBI SERIES 
In this section we develop a method of summation by parts, which depends 
strongly on the Christoffel-Darboux formula for Jacobi polynomials [14, 
(4.5.3)]. 
As an application we shall prove a simple sufficient condition for a series 
to be a Fourier-Jacobi series of some L1 function. 
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LEMMA 2.1. Let u(n) be a function defined on the nonnegative integers. Let 
Then 
H(N, cos e> = f a(n) w~‘R)R~~6ycos 0). 
n=O 
H(N, cos 8) = 5 d/a(n) (a + 1) 
(2n + 01 + B + 2) 
wc$l.P)R~.6)(cos e>, (2.1) 
?I=0 
where, if d(n) is a sequence of numbers, 
A’d(n) = Ad(n) = d(n) - d(n + l), 
A’d(N) = d(N). 
n = 0, l,..., N - 1, 
If, in particular, u(n) = O(exp - 02) (6 > 0), we have 
H(cos 0) = jf a(n) w$e)R~‘e)(cos 0) 
n=O 
= i. A44 
(a + 1) 
(2n + a + P + 2) wn 
ca+l.sqx+l.s~(cos 0). 
(2.2) 
Proof. The essence of the proof is the application of the Christoffel- 
Darboux formula for Jacobi polynomials [14, (4.5.3)] and summation by 
parts: 
fJ(N, cos ,9) = f  A’s(n) i o~$e)R$~)(coS 0) 
72=0 k=O 
= $ A’44 (at- 1) (2n+a+B+2) 
Wpl.6)&+l.6)(COS 0). 
(2.2) follows by taking the limit as N + 03, since c.u:*~) does not grow faster 
than a polynomial in n and 1 Rg*“) (cos 8)l is bounded by 1 (see (1.2)). 
We shall need a lemma, which deals with the repeated application of 
Lemma 2.1. We shall state the results in terms of derivatives rather than 
finite differences: 
LEMMA 2.2. Let v  be any positive integer and let u(t) be a function of a real 
variable t possessing v  continuous derivatives. Assume that 
dk(t) I I - = O(exp - et), dtj j = 0, I,..., v, 
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and any E > 0. Dejke 
H(cos 19) = f a(n) ~~*~)&‘~)(cos 0). 
7&=1 
Then we may write 
H(cos e) = (- 1y ‘(;(I;;)‘) 
where 
(2.3) 
41(t) = 
1 
d 4th 2t+or+/l+2dt 
Also, 
QkW = h b 2. 
v-1 
H(~~s e) = 1 c(j, V> f 
j=O 
n=l n-+ 1s a(t)l ten w~~6)Rjzu+v,B)(cos 0) 
+ B,(COS e). 
(2.4) 
Here c( j, v) are numbers. 
For i = 1,2, 
where di( j, v) are numbers and 
(2.5) 
a, is some integer depending only on v. 
Proof. We start with Eq. (2.2) and then apply Lemma 2.1 again. We 
repeat the process Y times in all and then we use the mean-value theorem to 
replace differences by derivatives. 
THEOREM 2.3. Let v be an integer > (Y + 8. Assume a(t) is continuous on 
[0, 00) and that a(t) approaches zero as t--f co. Furthermore, assume a(t) has 
v + 1 continuous derivatives on [0, co) and let yn,$ be deJined as in (2.5). Finally, 
suppose 
j = I,2 ,..., v. 
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Then there exists a function F(cos 0) E Ll with 
a(n) = l+(n). 
Proof. Let 
By Lemma 2.2, Eq. (2.4), (with e-‘“a(n) instead of a(n)), and (1.6), 
F,(cos 0) = c f  Ck,i.m.lae 
--snnv-~+zar+l~m 
k.j,m n=l I 
+ E,(cos e). 
The coefficients ck,j,nzSn are bounded for fixed Y and the summation is extend- 
ed over nonnegative integers k, j, and m, such that k + j + m = v, and, 
what is very important, at least one of m and k is >I. The remainder term 
E,(cos 0) has the same form, but here k + j + m > v. It can be handled in 
the same way as the main term. Let S,(cos 6) denote those terms with k > 1. 
We use the trivial estimate 
6” exp(- en) = O(n-l”). 
Hence, since k + j + m = v, 
1 s,(cos e)i = 0 
I 
C f  nk+2=+lyn,k ~~~~~~~~~~ e)j 
k,j,m n=l I 
with k > 1. 
We need the following estimate [14, (7.32.6)]: 
1 Ryycos q = o(e-e(, - ey-: n-t-y, o<e-b 
Using (1.2) and (2.7) we find [14, (7.34.1)] 
s 
n , @‘.6) ccos e)l $aB6)(e) de = 0(~-2a--2), v>ol++, 
0 
= O(n-f-“-Y log n), v=a+g, 
= O(n-?-a-v), v<cu-kQ. 
Thus, by hypothesis, 
s n 1 qcos e)l pye) de = 0 0 (k,i,,nk-l?hk) < K < OS* 
c 
(2.6) 
(2.7) 
w3) 
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K does not depend on C. Therefore, S,(cos 6) p(“J)(B) converges weakly to 
a measure EM [I 1, p. 1751. Moreover, using (2.7), we see that S,(cos 0) p(“*s(S) 
converges pointwise as E + Of for 0 < 0 < ?T and uniformly in any compact 
subinterval of (0, ~1. The term (V - 0)-s-* in (2.7) is compensated by the 
factor (cos e/2)26+1 of p(“.fl)(8). The factor (sin t9/2)2o1+1, however, cannot 
compensate the singularity at 0 completely because we have here 
&+-f due to the summation by parts. 
We put 
qcos e) = ~~~~~~ e) - qcos e) - qcos e). 
In this series expansion of T,(cos 0) the terms with k = 0 and m 
left. 
qcos e) = i cj 2 e-~nnv-i+2a+l~u-ju(n) ~~~~~~~~~ e). 
j=O n=1 
Using a slightly modified form of estimate (2.6), we obtain 
j T,(cos e)l = 0 f Ee--(r’2)nn2a+2 j u(n)1 1 Rff+“.‘) 
i n=1 
(~0s 01) . 
Since Q(B) is bounded and (2.8) holds, we have 
s 
~~r,(cose)~p~~~~~(e)de=o(~~le-~~i2~~)=o(~~. 
0 
Thus we may conclude, that F,(cos 0) p’“*s)(B) converges weakly to a 
a factor 
2 1 are 
measure 
p E M as E-P Of. Moreover, F,(cos t9) p (rr,6) 0 converges uniformly on any ( ) 
compact subinterval of (0, ~1. This implies that the singular part of p is 
concentrated at 0 and therefore is a 6 function at 0. We wish to show that 
p is actually absolutely continuous that is, that p has no singular part. Let 
TV = pa + ps , where pL, is absolutely continuous and ps is a 6 function at 0. 
We have 
II n &'")(COS e) dp, 1 < j: 1 R$6)(cOS e)i / dpa / 0 
+ ,I,. 1 R$$os O)l I dp, j = o(1). 
From (1.2), it follows that, if ps is not zero, 
s 
n (a.6) 
Rn (~0s 0) 4s isnoto(l)asn+co. 
0 
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On the other hand, 
s n (aA R, + 0 (cos 0) dp = ii~y s l7 R, * (cos O)F,(cos 8) p(“*6)(0) d0 63 8) 0 
= u(n) = o(l). 
This is a contradiction, unless pS is zero. 
Let H(cos 0) be the derivative of p and take 
F(cos e) = fqcos 8) (p’“*ye)}-‘. 
Then P(cos 0) is in L1. Also F,(cos 0) tends to F(cos 6) weakly (in Lr). There- 
fore 
+) = 1: 1pf+9)(cos e) qcos e) &a-@(e) de = F^(n). 
This finishes the proof. 
THEOREM 2.4. The Fourier- Jacobi expansion, (1.5) with (1.6) and (1.7), of a 
function f E L1 is Abel summuble to f in the L1 norm. 
Proof. The theorem is trivial for a dense set of functions in L1, the 
polynomials, because their expansion (1.5) has only a finite number of terms. 
On the other hand, the Abel-Poisson kernel 
~~~~~~ 8, cos $1 = f r12w$6)~~*B)(cos 8) R~,~)+os $1 
Vh=O 
has been calculated explicitly by Bailey [6, p. 1021 as an Fa . 
From this representation the nonnegativity is obvious. The theorem then 
follows from Helly’s theorem. 
3. ELEMENTARY PROPERTIES OF SLOWLY VARYING FUNCTIONS 
We begin with two definitions: 
DEFINITION 3.1. We shall say that a function b(t) is slowly varying if b(t) 
satisfies the following conditions: 
(i) b(t) is a C” function on (0, co); 
(ii) For any 6 > 0, there is a to > 0 such that ts / b(t)1 is increasing 
for t > to . 
(iii) For any S > 0, there is a t, > 0 such that t-6 1 b(t)1 is decreasing 
for t > tl . 
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In the following a more restricted class of functions is needed. We shall use 
the notation: 
ho(t) = b(t), 
h,(t) = t $ L(t), 12 = 1, 2,... . 
h,(t) is used in the next definition. 
DEFINITION 3.2. A slowly varying function b(t) is said to belong to the 
class S, if all its associated h,(t) are slowly varying. 
Common examples of functions of the class S are 
1ogqt + lo), log 1ogqt + loo) and 1ogyt + 10) log logC(t + loo) 
(a and c are arbitrary numbers). A large class of slowly varying functions 
using Hardy’s L-fu,nctions is given in the appendix to Wainger [15]. 
We shall need to use the following properties of slowly varying functions: 
LEMMA 3.3. Let b(t) be slowly varying. Then 
(i) b(t) is either nonpositive or nonnegative for su#kiently large t. 
(ii) 1 b’(t)1 = o(t-l [ b(t)l) as t--f 00. 
Proof. See Ref. [15, Lemma 11. 
LEMMA 3.4. Let b(t) be a slowly varying function. Let 5, and 5, be positive 
numbers with & < Ez . Then 
us R -+ O+. 
Proof. See Ref. [15, Lemma 21. 
LEMMA 3.5. Let b(t) be in the class S. Then for n > 1, 
@b(t) 
- = t-” 1 &hi(t). 
dt” j 
The pi are numbers. The h,(t) are the slowly varying functions associated with 
b(t). The sum is extended over aJinite range of summation, and the value j = 0 
does not occur. 
Proof. See Ref. [5, Lemma 91. 
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LEMMA 3.6. Let b(t) be in the class S and let b(t) + 0 as t---f co. Then 
fl I b’(n)1 < cc- 
Proof. See Ref. [5, p. 2141. 
LEMMA 3.7. Let b(t) be slowly varying. Then 
(i) 1 b(ht)J N 1 b(t)1 for every $xed h > 0 and uniformly in every interval 
y<kd, 
Y 
O<y<l. 
(ii) I f  we write 
B(t) = 1: 
It1 
7-l 1 b(r)1 dT, B*(t) = c n-l j b(n)1 , 
fl=l 
and B(t) + O(l), t + co, then 
I WI = o(W) 
Proof. See Ref. [17, p. 1881. 
and B(t) -N B*(t). 
4. BEHAVIOR OF A SPECIAL CLASS OF JACOBI SERIES 
The main goal in this section is to study the behavior near 13 = 0 of a 
Jacobi series of the form 
il b(n) n-“w~“%~‘4)(~os @, 
with y 3 0. b(n) is a slowly varying function of the class S (see Definition 
3.2). Theorem 4.5 treats the case 0 < y < 201 + 2. In Theorem 4.6 we shall 
investigate the case y = 0. Theorem 4.7 will deal with the case y > 201+ 2. 
Finally, a remark will be made concerning the case y < 0. 
We need the following lemmas: 
LEMMA4.1. Lety>ar++.FmO<t?<m, 
F(cos 0) = It;lm, 5 n-“~$“k~*~)(cos 0) 
+ ?Z=l 
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exists. Also, F(cos 6) is continuous for 0 < 0 < n. If y > 2a + 2, F(cos 6) is 
continuous for 0 < 0 < rr. As 0 + 0+, 
F(cos e) = y4u--2 + ~~~~~ e), 
E(COS e) = 0 /(sin t)‘““-‘/ , 01 + + < y  < 2a + 1. 
I f  y  > 20~ + 1, then E(cos 0) is continuous for 0 < f? < rr and can be written 
in the form 
E(COS 0) = C + 0 {(sin ;)“‘“-‘/ , 
where C is a constant. 
Proof. As is easily derived from the formula [7, (10.20.3)] 
+X+1-$) e y-2a-2 
( ) 
sin - 
r$r(a:+l) 2 
( ) 
(4.1) 
For any positive j there exists a set of numbers AK , k = 1,2,..., j, such that 
qn+B+l)r(n+a+l-$) 
=$.;i:h, 
r(n+p+l)r(n+a++l) 
+ O(n-y-j-1). 
k=l qn + 01 + 1) r (n + p + yq + 1) 
I f  we choose j sufficiently large, Lemma 4.1 follows immediately from (4.1) 
and the estimate (1.2). 
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LEMMA 4.2. Let w and Sz be fixed numbers. Then 
(i) I f  y  < 20~ + 2 and 0 tends to 0+, 
[;$;I n-‘&*fl’ / ~~.~)(cos e>j = o{(~--1w)eor+2-~}. 
(ii) If y > 01 + Q and 0 tends to 0+, 
i 
n-Ywp3' , &fJ)(cos q, = o{e--'"~+"-Y)~-Y+~+~}. 
n+Yl-11 
(4.2) 
(4.3) 
The O’s do not depend on w or Sz. 
Proof. (4.2) f  11 o ows from (1.2) by application of 
&P=o(Np+‘), p>-I. 
(4.3) follows from (2.7), using 
n$,np = O(Np+l), p < - 1. 
LEMMA 4.3. Let w and Sz be fixed numbers such that w < 1 < Q. Assume 
b(t) is slowly varying: 
(i) I f  y  < 201+ 2, choose 6 < 201 + 2 - y. Then, as 0 -+ O+, 
‘z; n-’ 1 b(n)] &*‘) 1 li~~8)(cos e)l = o{l b(e-l)l er2n-2W2M+2--v-*}. (4.4) 
(ii) Ify>a!+~,chooseS<y-----. Then,asB--+O+, 
2 6” / b(n)/ CJJ$*‘) 1 &*@(cos e)l = o{l b(e-‘)I ey-2~-252-~+@+*+6j. (4.5) 
n=[ns-l] 
Proof. (i) Choose 6 < 20( + 2 - y  and let m be an integer so large, 
that ts 1 b(t)1 is increasing for t 3 m. (Such m exists, see Section 3.) Let 8 be 
so close to 0 that [w&l] 3 m. Then, using (4.2), 
= O(1) + rUgll n-‘-*ns j b(n)1 ~$*e) 1 R$)(cos 0)/ 
n=1 
= O(1) + e-s 1 b(F)1 [w$jl’ n--v-*w~‘B) I &*~)(cos e)l 
n=m 
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(ii) Choose 6 < y - 01- $ and let m be an integer so large, that tP 1 b(t)1 
is decreasing for t > m. (Such m exists, see Section 3.) Let 6’ be so close to 0 
that [Q&l] 3 m. Then application of (4.3) leads to 
f nc / b(n)] cop) I Rp)(cos e)l n+ne-‘1 
= q b(p)1 e--zp-v+a+f+ej. 
LEMMA 4.4. Assume b(t) is slowly varying. Let 
with 
F(COS 0) = f nP’b(n) w~sB)R>B4)(~~~ e), 
Tt=l 
ar+g<y<2a+2. 
(4.6) 
The sum (4.6) converges absolutely and uniformly in any compact subinterval 
of (094. 
As e-to+, 
zqcos e) = 
++1-$) 
( 1 
sin - 
( 1 
e v-2e-2 b(e-1) + E(e), 
rp(a+l) 2 
(4.7) 
where 
23(e) = o{l b(e-l)l ey--201-2) + o(i). (4.8) 
Proof. The fact that the series (4.6) converges uniformly and absolutely 
in any compact subinterval of (0, n) follows from the estimate (2.7). Let w 
and Q be fixed (but arbitrary) numbers w < 1 < Q. Then 
F(COS e) = b(e-l) f n-Y~~‘4)R~‘6)(cos e) + E(e), 
?I=1 
~(8 = El(e) + E,(e) + 4(e) + Ed(e) + -w3 
El(e) = ‘QF’l {b(n) - b(P)} nP’w~Se)R~SB)(cos B), 
?z=[we--I] 
,73,(e) = - b(P) f nAYO&a)R~Bs)(cos e), 
n=[m-q 
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E&l) = - b(P) y1 n-YW~%?~‘~)(cos q, 
ll=l 
E*(O) = f b(n) n-yop)R~'8)(Cos e), 
n=[i20-'] 
E&q = ["fl' b(n) n-%J$ 8ky)(cos 0). 
n=1 
Now, by Lemma 4.1, it suffices to show that the terms El to E5 satisfy (4.8). 
Consider first El, if we choose E > 0, then by Lemma 3.4 and Lemma 4.2 
it follows that 
< E I b(e-l)l 0(0~--2~422~+2-~) 
= o{l b(F)1 W-2--2}. 
E, and E, may be estimated by Lemma 4.2, E4 and E5 by Lemma 4.3. We 
observe that each of these terms is 
O{l b(&l)/ ~Y-2a-y~-v+a+t+~ + W2a+2-Y--6) + 11, 
where 0 is independent of w, Sz, and 0 and 6 < min(y - 01- Q, 201+ 2 - y). 
The desired conclusion now follows by taking w sufficiently small and D 
sufficiently large. 
THEOREM 4.5. Let b(t) be in S and let 0 < y  < 2ar + 2. For E > 0 dejke 
F,(cos 8) = f  b(n) n-Ye-Enw~‘6’R~,B’(cos 0). (4.9) 
n=1 
Then, for tI # 0, 
F(cos 6’) = &y+ FC(cos 0) 
exists in the pointwise sense. Also, F(cos 0) is continuous on 0 < 0 < V. As 
O-Of, 
r a+1--’ 
F(cos e) = ( 1 
( 1 
2 b(&l) (sin +)‘-““-’ + E(B), 
r $ r(or+l) 
(4.10) 
E(0) = o(b(&I) ~IY-~~-~} + O(1). 
Finally, F(cos 8) E L1 and 
F(cos e) w g b(n) n-%J~‘“k~‘e)(Cos q. (4.11) 
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Proof. We are going to apply Lemma 2.2 with a(t) = 6(t) t-Ye-ft. We 
take the integer v so large that y + Y > 01+ Q . 
We obtain 
F,(cos 0) = W(@ + E&9 + -%.2(e) + J%(e). 
The terms M,(8), E,,,(B), and I&.(0) all come from the main term of 
Eq. (2.3), which in the present context is 
The main term M, arises from taking derivatives only on powers of t. E,,, 
consists of the remaining contribution of terms not involving derivatives of 
e-ct. E is made up by terms in which at least one derivative is taken on 
e-ct. ii.‘, corresponds to the remainder term E,(cos 0) in formula (2.3): 
= r(, + v + 1) 
r($-+v) m 
JTa+l) l-x 
i 1 
zl b(n) e-Enn-V-2VW~~~)~~~~)(cos 0). 
2 
Asy+v>a+Q, it follows immediately from (2.7) that the series M,(B) 
converges uniformly in E in any closed subinterval of (0, n). M,(B) with E = 0 
is a series of the type treated in Lemma 4.4. Hence, applying Lemma 4.4 
and using the regularity of Abel summability, we find that 
M(e) = hi kz,(e) 
exists and is continuous for 0 < 0 < r. Moreover, as tI -+ 0+, 
M(e) = r(a + v + l> r($+v) 
r(a+1-5) 
r(, + 1) r(S) q~+.)r(~+v+l) 
r 5 r(CX+l) 
( > 
S(e-1) (sin G)Y_2,-2 + Ed 
and 
E4 = o{b(8-1) e+--2) + O(1). 
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We now investigate Z&(L~), 
where cj are numbers, independent of n. 
As b(t) is assumed to belong to S, we may apply Lemma 3.5 and write 
djb(t) 
dti 
= n-j i p&,&z), 
t=n k=l 
where fllc are numbers and hk(t) are slowly varying. Thus, we obtain 
dj,k are numbers. 
It follows that Q1(0) consists of a finite linear combination of series, which 
converge uniformly in E in any closed subinterval of (0, v). Moreover, from 
Lemma 3.3 and Lemma 4.4 it is easily seen that 
exists and is continuous for 0 < 0 < ir. 
Also, as 8 + O+, 
E,(B) = o{b(&l) By--%=--l} + 0( 1). 
Next we consider E,,,(B), 
Here &,k.m are numbers. The first summation is over nonnegative values of 
j,k,mwithm>landj+k+m=v. 
Application of (2.6) and (2.7) yields 
E,,,(e) = &~t(~ _ e)-S-; 0 c f  n-~-u-j-m+l+m+v++ 1 b’k’(n)j 
j ,k,m n=l i 
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Thus E,,, converges uniformly in e in any closed subinterval of (0, r). 
Moreover, we see that for 0 < 8 < ?r, EE,2 -+ 0 as E + O+, since 
y + v > 01 + Q and 1 b(n)1 = O(n8) for any 8 > 0. 
Finally, we consider EC.,(e) which contains terms similar to those of 
ME , K1 , and EC,, , except that here m + j + K = v + 1 instead of v. Hence, 
if we apply to Ec,3 reasoning similar to that of the previous terms, we find 
that EE,3 is a series, which converges uniformly in E in any closed subinterval 
of (0, n). Also, we find 
exists and is continuous for 0 < t3 < rr. 
Furthermore, as t9 -+ O+, 
E2(e) = o{b(e-y er--2--2) + o(i). 
We examine the behavior of F(cos f3) near tJ = V. 
It suffices to show that F,(cos 0) converges uniformly to F(cos 0) as E --t 0+ 
for 6’ sufficiently close to n. For t9 = n the convergence follows from the well- 
known relation for Jacobi polynomials 
p(m.q*) = (- 1)” p(s*q - x) n 12 
and Theorem 7 of Wainger [15], with x = 7r/2. 
We use the Bateman integral [3, formula 3.41 
Pjy’(x) 
(1 + xl8 p;*y- 1) 
r(P+l) == J-(4> JyP+ 4) s P(a+8++*-qy) (,& _ y)&* (jr -1 (1 +Y)-* p+l+t+ 1) , 
or, writing 
x=2u2- 1, y =222- 1, 
r(n ;; + @?3)(2u2 - 1) 
2 
= w + 4) r(n + 4) s 
u pa+s+tq2.32 
n 
- 1) (u” - z2)o-t dx. 
0 
Thus, applying Szegii [14, (4.1.91, 
+942 - 1) = 224-“qz+~+l)r(n+ol+/3+~)r(2n+l) 11 r(~+3)r(n+~)r(2n+or+B+9)r(n+l) 
. u p;;+8+f.~+B+f)(~) ($ - +3--t & 
0 
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We investigate F,(cos 0) near x. I f  we put cos 0 = 2u2 - 1, we have to 
studyF,(2$ - 1) with u in the neighborhood of 0. After some calculations we 
obtain 
r(a + B + 3 
Fe2 - 1) = 22cY+2fJ+1qa + ])qp + $) u-28 J 
eu (*2 - .2)0-i 
o 
In the first part of this theorem we have shown, that the series in the 
integrand converges uniformly in E in any closed subinterval of (- 1, 1) and 
that its limit as E-O+ exists and is continuous. Indeed, if C @t+)(x) 
and C a,Rr+‘(- ) x are continuous functions of x near x = 0, then so is 
their sum C a2nRF;a)( x w ic 1s a series of the kind used in the integrand. ), h’ h . 
By the dominated convergence theorem, FC(2u2 - 1) converges pointwise 
to a limit as 6 - Of, at least if u is sufficiently small. 
Moreover, 
F(2u2 - 1) = 0 (c2@ j-1 c(z) (u” - x2)-+ dz) , 
where c(z) is continuous near x = 0. And the convergence is uniform, since 
near u = 0. 
1 u-= 1: (u” - x2)- dz 1 = O(1) 
To finish the proof we need to show that 
F(cos 0) - g1 b(n) nyw~‘%~‘~)(cos e). 
By Theorem 2.3, the sum at the right side is a Fourier-Jacobi series of a 
function G(cos 0) E L1 and from Theorem 2.4 it follows that 
G(cos 0) = lii~+F,(cos 8) = F(cos -9) a.e. 
THEOREM 4.6. Let 
F,(cos 19) = f  b(n) e-‘nw~sB)R,$E)(cos 6) 
n=1 
with b(t) in S and E > 0. 
Then, for t’ # 0, 
F(cos 0) = hF+ F,(cos 8) 
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exists in the pointwise sense. Moreover, F(cos 6) is continuous for 0 < 6’ < rr. 
As 6-O+, 
F(cos 13) N k (sin p)-““-” ZI’(&l), 
provided b’(t) is not zero for all large t. k is a number #O. Finally, F E L1 ;f and 
onlyzfb(t)-+Oas+co.Ifb(t)+Oast+co, then 
F(cos 0) N iI b(n) o~~*~)R~*e)(cos 0).
Proof. The proof of Theorem 4.6 is essentially the same as the proof of 
Theorem 4.5. As in Theorem 4.5, the proof of the first part is reduced to 
Lemma 4.4 by Lemma 2.2, where we take a(t) = e+b(t). The fact that a(t) 
contains no power of t accounts for the different conclusion of Theorems 4.5 
and 4.6. For the second part of the theorem we apply Theorem 2.3, which is 
possible in view of the Lemmas 3.5 and 3.6. 
THEOREM 4.7. Let b(t) be in S and let y > 2a + 2. For E > 0, define 
F,(COS e) = f b(n) n-Ye-‘nw~‘8’R~‘B’(cos 0). 
?Z=l 
Then, 
F(cos e) = ii?+ F,(cos e) 
exists in the pointwise sense and F(cos 0) is continuous for 0 < 0 < r. Further- 
more, FE L1 and 
Let 
F(COS 0) - zl b(n) n-“w>*e)R~*e)(cos 0). 
As e-+0+, 
B(x) = f b(t) t-l dt. 
1 
(i) if y = 201 + 2 and s: 1 b(t) j t-l dt = co, then 
F(COS 0) = tr(ol \ 1 jl2 w-1) + w w-w; 
(ii) if y  > 201 + 2 or if y  = 2ar + 2 and sr 1 b(t)1 t-l dt < co, then 
lim e+o+F(~~~ 0) exists and thus F(cos 8) is continuous on 0 < 0 < 7. 
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Proof. Everything except (i) and (ii) follows as in the proof of Theorem 
4.5. The proof of (ii) is trivial, since the hypothesis implies that 
converges uniformly in view of (1.2) and (1.6). 
So we only need to prove (i). By Lemma 4.3, Eq. (4.9, 
f  n-2-2 1 b(n)! cop) / R~‘~)(COS O)l = O{l b(P)j}. 
n=L8-‘] 
Now we put 
rc n-2”-%(n) w, (~%?~‘~)(COS 8) = Al(e) + A&?), 
where 
/g&j) = y n-2”-2+4 ,($a) = 
?l=l 
(r@ : 1))2 ‘!$I n-w9 + ou 1 
n1 
and 
/ A,(B)’ < [?I n-20r-2 j b(n)l w$o) [ 1 - R$fl)(cos f9)l . 
n=l 
Since 
and by Szego [14, (7.32.10)], we have 
it follows by the analysis of Lemma 4.3 that 
I A,(B)/ = 0 8" 'E' n [ b(n)/ = O{l ye-l)l}. 
i 7X=1 I 
Hence we have 
F(cos e, = (r(a “+ 1))s n=l n 
[Z’ -lb(n) + O{l b(e-I)/}. 
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Now, according to Lemma 3.7, 1 b(t)1 = o@(t)) as t + co and 
[tl 
B(t) N c b(n) n-l, 
n=l 
which gives us the proof of (i). 
Remurk.s. (a) Theorems 4.5 and 4.6 yield more information in the special 
case b(t) = 1. Let 
F(cos 0)~ f n-"~~'~)R~~')(cos 0) 
with y > 0. 
Then 
F(COS 0) = f. /$ (sin ;)y-zm-2+i + p log 1 8-l 1 + E(e). (4.12) 
E(8) is at least O(1) and has at least y - 2a - 2 + k continuous derivatives. 
The flj and p are numbers. p is zero unless y + j = 201f 2 for some integerj, 
Ofjbk. 
(b) An important part of Theorem 4.5 remains valid, when F,(cos 0) is 
defined by (4.9) with y < 0, E > 0 and b(t) in S. In fact, for 0 # 0, 
j;?+ ~~~~~~ e) = F(c~~ e) 
exists in the pointwise sense and F(cos 0) is continuous for 0 < 0 < rr. As 
6’3 0+, the asymptotic formula (4.10) still holds in the case y # - 2k, 
k = 0, 1, 2 ,... . For y = - 2k, a slightly different formula can be obtained, 
analogous to Theorem 4.6. In the case y < 0, the series (4.11) does not 
satisfy the conditions of Theorem 2.3 and therefore we can no longer con- 
clude, that it is the Fourier-Jacobi series associated with F(cos 0). F(cos d) is 
not an L1 function but a distribution. 
As application of the differential operator P(d/dB), defined by (1.3) 
on F(cos 0) results in multiplying the Fourier-Jacobi coefficients by 
n(n + 01 + @ + l), it becomes clear, that for 8 # 0, F(cos t9) is infinitely 
differentiable by means of the operator P. 
5. FRACTIONAL INTEGRATION AND DIFFERENTIATION 
Let f be an L1 function with Fourier-Jacobi expansion 
f tcos e) - f f A(n) wy)~yy~~~ e). 
?I=0 
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We consider the Jacobi series 
where u > 0. 
Noticing that 
[%X+2--o] 
[f2(f2 + a + p + I)]-“‘2 = ~-0 + C cjv-j + 0(5(2a+2)) 
j=l 
for certain numbers cj , Theorem 4.5 shows, that there exists an L1 function 
g,(cos 0), such that 
g,(cos e> - up) + f  [?z(?z + a! + /3 + ,)]-“‘a w:‘a)Ii:‘“)(cos e) (5.1) 
?t=l 
and 
~ g,(cos e)! = O(P--2), o<a<201+2. (5.2) 
We now define the fractional integral of order 6’ of the function f  by the 
convolution off(cos 0) with g,(cos 0), which is (see Section 1) 
ZJ(cos e) = 
s 
“f(cos e , cos 4) go(cos 4) p’q+) &. (5.3) 
0 
It follows that Z,f(cos 0) is in L1 and 
zofgos e) -y(o) ,p.fl) 
(5.4) 
It is clear that this fractional integration satisfies the semigroup property 
z,~~,~(cos f4) = L,+,,~(cos 8). (5.5) 
Let L,P be the class of functions h(cos e), which belong to Lp and have mean 
value zero. This is equivalent to the vanishing of the first Fourier-Jacobi 
coefficient h’(O) = 0. For each h EL *r’ the operator I, is the inverse operator 
of the differential operator P(d/de), defined by (1.3) and with realization A, 
in L*. 
This means that 
~~~~~~~~ e) = qcos e). 
Many of the classical theorems for fractional integration (see Ref. [17, 
Chap. XII] can be carried over. This will be done in this section. 
We first introduce Lipschitz classes. 
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DEFINITION 5.1. Let f be a function in LP, 1 <p < CO. If 0 < T < 2, 
we say that f is in Lip(T, p) if 
Here, T* f  denotes the generalized translate of f,  defined in Section 1. If  
7 > 2, we say that f  is in Lip(T, p) if the following two conditions are satis- 
fied: 
(i) f  is in the domain D&l,“) for 0 < m < [7/2]; 
(ii) ABkf is in Lip(T - 2[7/2], p) for k = [T/Z]. 
THEOREM 5.2. Let 0 < a < 2 and 0 < T < 2 and suppose f  E Lip(T,p), 
1 < p < co. Then, ;f  u + 7 < 2, 
I,f E Lip(o + 7, PI. 
Proof. We need the following estimates: 
1 g,(cos q = O(e--), u<201+2, o#-2k, k=O,1,2 ,.... 
(54 
For (T > 0, this is estimate (5.2). For 0 < 0, it is a consequence of remark (b) 
following Theorem 4.7. If  the fractional integration is of an order > 201 + 2, 
(r must be broken up into k parts 
a=al+++...+ak, aj<2cu+2, l<j<k 
and the semigroup property (5.5) can be applied. P(d/dB) g,,(cos 0) exists for 
6’ # 0 and the remainder term of the Taylor series can be estimated [12] by 
SUP 1 T&(COS 6) -gg,(COS e)l < c+s SUP 
o<e=zlr O<Kn I i 1 
p $ sc?I(cos 4 
= o(pe-2~-4). 
Suppose f  E Lip(T, p), then 
(5.7) 
IOf (cos e) = 
s 
rr T, f  (cos 0) g,(cos t) p’“*6’(t) dt 
0 
= 
s 
w (Ttf(cos e) -f (cos e)jg,(c0s t) p(yt) dt +f (cos e), 
0 
T&f(COS e) = /I T,f (cos 6) qg,,(cos t) p’“qt) dt 
= 
s 
1 {T, f  (cos e) - f  (cos e)) T,g,(cos t) p”lJyt) dt + f  (cos 0). 
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Thus, we have 
T&f(c0s f?) - I,f(cos e) 
(5.8) 
= 
J’ 
1 {T,f(cos 0) -f(cos 0)) {T,g,,(cos t) - g,(cos t)} p’“,6’(t) dt. 
Using the notation 
A,f(cos e) = T,f(cos e> -f(cos e>, 
we have 
t) p(@)(t) dt 11 
B (5.9) 
In the integral A we shall estimate d,g,(cos t) by means of (5.6). This can 
be done because of (1.10). In B, A,g,( cos t) is estimated by (5.7). We shall 
give the proof for 1 <p < co. Here we use HGlder’s inequality. The proof 
in the cases p = 1 and p = co is easier. We write p’ = p/(p - 1). For some 
h > 0, 
AP= r 
s Is *4f( cos e) A,g,(cos t) #iw’(t) dt ‘pye) de 0 0 
x U 
’ 
d 
1 A,f(cos L’)i” 1 A,g,,(cos t)i” t’2”+2’~-~(“-1)-1 dt] ,&~‘(O) de 
= 0 p-u j; 1 A&cos t)i” t(2a+2)f+‘(p--1)--1 jl A,fjjE dt 
1 
= 0 (#$P-1) j," to~-(zu+2)p+(2a+2)p-A(P-l)-l+rZ, & 
= 0 (p-1) jr toP+TB--A(~--lb-l& 
= O(@p+7P), if A < (u + T)P'. 
Also, for some p > 0, 
BP= ns Is “Ad ( COS 0 6 e) d,g,(cos t) ,&yt) dt I* ,&yf?) de 
X 
[I 
?T 
d 
1 A,f(cos O)l” / A,g,,(cos t)l” t(2a+2)p+fi(+1)-1 dt] p’“.fQ(B) de 
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m = 0 &u(P-l)+2P 
s 
top-(2a+4)P+(2a+2)P+u(p_l)-l+rpdt 
d 
= 0 
( 
4-u(P-l)+2P 
I 
'mt(L-1T-21P+irle-l)-l~t) 
= O(@P+rp), if" p < (2 - IJ - T)P’. 
This proves Theorem 5.2. 
Remark. Theorem 5.2 remains valid for all positive values of o and r, 
except in the cases where cr, 7 or o + 7 are even integers. Let (T = 2k + aI 
and~=2m+~1(k,minteger~O,O<~,<2,O<~1<2).Ifu,+~,<2, 
we apply the differential operator A, , k + m times in (5.8) and show that the 
result is O(@+rl). If o1 -/- 71 > 2, we apply the differential operator A,, 
k + m + 1 times in (5.9) and show that the result is 0(++T1-2). 
THEOREM 5.3. Suppose f E L”, 1 < p < co. Then 
(i) bf E Lip(a, P), if O<a<2; 
’ (ii) 1, f E Lip t 201+ 2 2cr 2 201+ 2 
a--,cO , 
+ 
P 
1 if 
-<a<2+-. 
P P 
Proof. The proof(i) is a word for word copy of the proof of Theorem 5.2, 
where in (5.9) instead of d,f(cos 8), we write T,f(cos e), which by (1.10) 
is bounded in LP. 
In the proof of (ii) we again use Holder’s inequality: 
II Wof(cos Wm = 11 j; Tef(cos t) 4go(cos t) p’“V) dt Ilm 
G II Tef l/D II4gcicos t)lld > 
where 
P 
P’=p-_l. 
By (1.10) it suffices to show that the last factor is 0(@-(2a+2)/D), 
jj d,g,(cos t)ll,, = [s,” I d,g,(cos t)/“’ p’“*B’(t) dt)“’ 
< (j:,“” + ([,,,. = A + B; 
(5.10) 
Ap’ < 2~’ 
s 
1 g,(cos t)l”’ #“*e’(t) dt n 
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=o * (i’ 
t(o--2x--a)y'+2a+l& 
0 
= O(4~o-2a-2m'+zn+2 ), if (o-22a:-2)p’+201+1>--1; 
BP’ = 0 jj,Zl” j; t(o-Za--4)y’+Pa+l dt) 
= 0(4b2or&1P'+2m+2 ), if (~-2a-4)p’+201+1 c-1. 
So the last factor in (5.10) is O(@ (2h+2)lP). The inequalities, used in 
estimating A and B are equivalent to the hypothesis 
201+ 2 2a: + 2 
p<u<2+------. 
P P 
THEOREM 5.4. Let f cz Lp, 1 < p < co, and let 0 < u < (2or + 2)/p. Then 
I,, f E LT, where 
1 1 -=- 
Y P 2a;2* 
Proof. This theorem is a consequence of our Theorem 4.5 and Theorem 
2.6 of O’Neil [13]. For the notation we refer to O’Neil’s paper. 
We first need to calculate g:*(cos 6). We define the set 
-6 = (0 : I g,(cos e)l > Y> 
and define g,*(cos 6) as the inverse function of 
m(g,(cos e), y) = meas( 
In view of (5.6) we essentially have 
E, = {(j’ : fj >yll'"-2*-z'} 
and 
meas = JI1,,O-,,-, p’*,B’(B) d0 = O(y(2a+2)/(o-2a--2)). 
So the inverse function 
and 
gc*(cos 0) = q@~-2~-wm+2)) 
&*(cos 0) = + j:gq*(cos 4) d+ = O(6Jc”-2D-2)‘czu+a)). 
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We use the norm 
II go(cos ~)11,,03 = sup Bl~*g**(cos 8) 
e>o 
and it follows that g,(cos 8) ~L((201 + 2)/(2cz + 2 - a), co). O’Neil’s Theo- 
rem 2.6 now states that, if 
fEL(P,P) =P and g, EL((2or + 2)/&4 + 2 - 4, co) 
with the condition l/p + (201 + 2 - a)/(2or + 2) > 1, then 1,f~ L(r, s), 
where l/r = l/p - 0/(2cu + 2) and an y  number s 3 p. If  we choose s = r, 
Theorem 5.4 is proved. 
We now define the fractional derivative of order (T by 
D,f(cos 0) = ABl~~of(cos e). 
THEOREM 5.5. Let 0 < CI < 7 < 2 and suppose f 6 Lip(r, p), 1 < p < co. 
Then D, f 6 Lip(r - u, p). 
Proof. The proof is an immediate consequence of remark to Theorem 
5.2 and Definition 5.1. Again, Theorem 5.5 can be extended to all positive 
values of (T and 7, which satisfy 0 < o < 7, CT’, 7 - 0 # even integer. 
A. An application 
As an application, we give sufficient conditions for f(cos 0) to have a 
uniformly convergent or an absolutely convergent Fourier- Jacobi series. 
The N-th partial sum S,(cos 0) of the series (1.5) can be written as the 
convolution of D,f (cos e), for some (J, with the kernel gGN(cos e), where 
goN(cos I!?) = cop) + t [n(n + cy + p + ,)I-“‘” &‘%$@)(COS 0). (5.11) 
?L=l 
I f  there exists a a, , such that D,lf(~~~ 0) EL” and 11 gE(cos B)lj, is uniformly 
bounded, it follows from Lemma 1 .l(iv) that 
which implies that f (cos 0) has a uniformly convergent Fourier-Jacobi 
series. Summing (5.11) by parts once by means of Lemma 2.1 and applying 
(2.8), we obtain that 
/IgoN(cos WI < M, if a>ol+&. 
From Theorem 5.5 we can conclude that for some u1 > 01 + 4 , DoI f e L”, 
if f E Lip(ar + 4 + E, co). 
796 BAVINCK 
Therefore, f(cos 19) has a uniformly convergent Fourier-Jacobi series if 
fc Lip(ol + 3 + E, co). 
Let g,,(cos 0) be defined by (5.1). I f  there exists a era , such that 
Do,f(cos 8) EL* and g,z(cos 0) E L2, it follows from the Cauchy-Schwarz 
inequality, that f(cos 0) has an absolutely convergent Fourier-Jacobi series. 
From (5.6) it is not hard to derive that g,% E L2, if o2 > 01 + 1. Theorem 5.5 
now implies that f(cos 8) has an absolutely convergent Fourier-Jacobi 
series, if f E Lip(ol + 1 + E, 2). This argument is due to Weyl [16]. 
We have to mention, that these results are not best possible, but almost 
best possible, whereas the proofs are very simple. Best possible results 
concerning uniform convergence are given by Agahanov and Natanson [I] 
(or by the much older results of Gronwall [lo] for Legendre polynomials). 
For slightly better results on absolute convergence we refer to the paper of 
Ganser [8]. 
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