Abstract. This paper is part of a general project of developing a systematic and algebraic proof theory for nonclassical logics. Generalizing our previous work on intuitionistic-substructural axioms and singleconclusion (hyper)sequent calculi, we define a hierarchy on Hilbert axioms in the language of classical linear logic without exponentials. We then give a systematic procedure to transform axioms up to the level P 3 of the hierarchy into inference rules in multiple-conclusion (hyper)sequent calculi, which enjoy cut-elimination under a certain condition. This allows a systematic treatment of logics which could not be dealt with in the previous approach. Our method also works as a heuristic principle for finding appropriate rules for axioms located at levels higher than P 3 . The case study of Abelian and Lukasiewicz logic is outlined.
Introduction
Since the axiomatisation of classical propositional logic by Hilbert in 1922, such axiomatic descriptions (nowadays called Hilbert-systems) have been successfully used to introduce and characterize logics. Ever since Gentzen's seminal work it has been an important task for proof theorists to design for these logics deductive systems that admit cut-elimination. The admissibility of cut is crucial to establish important properties of corresponding logics such as consistency, decidability, conservativity, interpolation, and is also the key to make a system suitable for proof search. As designers of deductive systems could never keep pace with the speed of logicians and practitioners coming up with new logics, general tools to automate this design process and extract suitable rules out of axioms would be very desirable. Work in this direction are e.g. [7, 20, 19] .
A general project of systematic and algebraic proof theory for nonclassical logics was recently launched in [3, 4] where Hilbert axioms in the language of full Lambek calculus FL (i.e., intuitionistic noncommutative linear logic without exponentials) have been classified into the substructural hierarchy (P n , N n ) n∈N , with the aim to conquest the whole hierarchy from bottom to top. The work in [3] successfully dealt with the axioms up to level N 2 . It gave a procedure to transform them into structural rules in the single-conclusion sequent calculus, and algebraically proved (a stronger form of) cut-elimination for FL extended with the generated rules which satisfy the syntactic condition of acyclicity. Then, [4] expanded the realm to the level P 3 , a subclass of P 3 in the commutative setting, by using the single-conclusion hypersequent calculus [2] . The aim to continue the conquer further faced a serious obstacle: As shown in [3] , "strong" cut-elimination for a logical system L implies that the class of algebras corresponding to L is closed under completions, whereas certain logics beyond P 3 do not admit closure under completions. Typical examples are Abelian logic AL [15, 16] -the logic corresponding to compact closed categories-and infinite-valued Lukasiewicz logic L, although possessing cut-free hypersequent calculi, see [14] .
In this paper, we circumvent the obstacle by shifting from the intuitionistic and single-conclusion setting to the classical and multiple-conclusion one. This causes a deconstruction of the hierarchy; certain axioms which resided at high levels are brought down to lower levels, to the reach of our systematic proof theory (Section 3). Generalizing the method in [3, 4] , Section 4 (resp. Section 5) describe a procedure to transform any N 2 axiom (resp. P 3 axiom) into structural rules in the multiple-conclusion sequent (resp. hypersequent) calculus. The procedure is also applied to obtain logical rules for connectives defined by certain Hilbert axioms. Section 6 outlines a uniform syntactic cut-elimination procedure that works for the generated rules satisfying the acyclicity condition. This allows the systematic introduction of cut-free calculi for logics which cannot be dealt with in the single-conclusion approach, such as 3-valued Lukasiewicz logic and Nelson's logic. Our method also works as a heuristic principle for finding appropriate rules for axioms located at levels higher than P 3 . As a case study, in Section 7 we show how to semi-automatically obtain the cut-free hypersequent calculi for AL and L, that have been discovered in [14] by trial and error.
Preliminaries: Sequents and Hypersequents
We consider formulas to be generated from a set V = {a, b, c, .
. .}, and the constants ⊥, 1, 0, and via the binary connectives , , , and :
We use A, B, C, . . . to denote formulas, and we define the negation on formulas via the usual DeMorgan equalities. It follows immediately that A ⊥⊥ = A for all A. We write A B for A ⊥ B, and A •− −• B for (A B) (B A). For reasons that will become clear later, we will write A 1 for A 1.
We will also speak about axiom (schemes) φ, ψ, . . ., which are generated by the same grammar as (1), but starting from formula variables instead of propositional variables. By some abuse of notation, we use A, B, C, . . . to denote formula variables. We call an axiom φ atomic if φ = A or φ = A ⊥ for some formula variable A. By some further abuse of notation, we will use A, B, C, . . . to denote atomic axioms (positive or negative). 1 Definition 2.1 A (single sided) sequent is a finite multiset of formulas, usually written as A 1 , . . . , A n . A (single sided) hypersequent H is a finite multiset of sequents written as
Henceforth we use Γ, ∆, Σ, . . . to denote multisets of formulas, and G , H , . . . to denote hypersequents. We denote by HMALL the hypersequent system shown in Figure 1 . With MALL we denote the corresponding sequent system, obtained from HMALL by removing the rules ec and ew, and by dropping the hypersequent context H everywhere. In inference rules we will refer to Γ, ∆, Σ, . . . as multiset variables (as opposed to the formula variables A, B, . . .).
The notation S A (respectively S Γ or S H ) will mean that a formula A (respectively a sequent Γ or a hypersequent H ) is provable in the system S. An axiom φ is a rule without premises. Thus, the definition above applies also to (sets of) axioms. involving sequents of the form Γ A). Indeed the latter can faithfully be embedded into the former by using left/right polarities, referring to the left and the right side of a two-sided sequent (see, e.g., [8, 9] for details). We can then call a MALL formula (or axiom) intuitionistic, if it has right polarity. A MALL sequent Γ is intuitionistic iff at most one formula in Γ has right polarity, and all other formulas in Γ have left polarity, and a proof in MALL is called intuitionistic if all its lines are intuitionistic sequents. We then have that a formula A belongs to intuitionistic logic iff its translation A c into the classical language is intuitionistic in our sense. Let IMALL denote the usual two-sided sequent calculus for intuitionistic MALL (also known as full Lambek calculus with exchange, FLe), then we have IMALL Γ A iff there is an intuitionistic proof of (Γ A) c in MALL.
c . The reason is that MALL is a conservative extension of IMALL without ⊥ and [21] .
Substructural Hierarchy
Following [3, 4] , we define a hierarchy (P n , N n ) on formulas of MALL. It is based on the polarities of the connectives [1] , which is also the basis for focusing and linear logic programming [17] . Recall that logical connectives of MALL can be classified into two groups: negative ( , , ⊥, and ) and positive ( , , 0, and 1), according to the fact that their sequent calculus rules are invertible and non-invertible, respectively.
Let A be the set of atomic axioms. The classes P n and N n of positive and negative axioms are defined via the following grammar:
We have the following immediate observations: Proposition 3.1 Every axiom belongs to some P n and some N n , and for all n, we have P n ⊆ P n+1 and
Hence we have a hierarchy, called the substructural hierarchy in [3, 4] , which can be depicted as in Figure 2 .
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Axiom (intuitionistic and classical version) Name Rule Class i: 
where A ranges over positive atomic axioms (without negation). It follows from Remark 2.4 that the two hierarchies coincide: φ ∈ P i n iff φ c ∈ P n , and φ ∈ N i n iff φ c ∈ N n . Figure 3 shows some examples of axioms and their class, and Figure 4 shows the corresponding structural rules. How they are obtained will be explained in the course of this paper. Observe we can have the following situation: For a certain intuitionistic axiom φ there is an axiom φ located in a lower class of the hierarchy such that φ is not intuitionistic and MALL φ •− −• φ . The use of the classical language also simplifies the following statement, established in [4] , which will be used to make syntactic transformations of axioms. Proposition 3.3 Every axiom φ ∈ P n+1 is equivalent to an axiom of the form i j ψ i,j where ψ i,j ∈ N n for each i, j. And every axiom φ ∈ N n+1 is equivalent to an axiom of the form i j ψ i,j where ψ i,j ∈ P n for each i, j. Definition 3.4 An axiom φ is called N 2 -normal if it is of the shape
where each A k,i,j is atomic.
It follows immediately from Proposition 3.3 that any N 2 -axiom can be transformed into a finite conjunction ( ) of N 2 -normal axioms. As in [4] , for dealing with systems having no weakening, we consider a subclass of P 3 that we call P 3 , which is generated by the grammar:
Rules generated from axioms in Figure 3 Lemma 3.5 The set {φ 1 ξ, ψ 1 ξ} is equivalent (in the sense of Definition 2.3) to (φ 1 ψ 1 ) ξ as well as to (φ ψ) 1 ξ, for any φ, ψ, and ξ.
Proof Follows from provability in MALL of (
for all formulas A, B, and C.
Proposition 3.6 Every axiom φ ∈ P 3 is equivalent to a finite set {ψ 1 , . . . , ψ n } of axioms such that
is N 2 -normal, so that we can apply Lemma 3.5.
From N 2 -axioms to Sequent Rules
In this section we provide an algorithm for transforming N 2 axioms into equivalent sequent calculus rules. Our algorithm extends and simplifies the one introduced in [4] (and in [3] , for the noncommutative case) for axioms in N i 2 and structural rules. A suitable modification of the procedure also enables us to extend the result to logical rules. Lemma 4.1 For any axiom ξ, the following two sequent rules are equivalent
where ∆ is fresh. If ξ ∈ P 1 , then the rules in (3) are equivalent to a rule
where each A i,j is atomic and m, k 1 , . . . , k m ≥ 0.
Proof The first equivalence is shown in one direction by letting ∆ = ξ and using the ax-rule and in the other direction by using cut. If ξ ∈ P 1 then ξ ⊥ ∈ N 1 , and hence ξ ⊥ is equivalent to i j A i,j . Then (4) follows by using the (invertible) rules , , and ⊥. Theorem 4.2 Every N 2 -axiom can be transformed into a finite set of equivalent structural sequent rules, whose conclusions consist only of multiset variables.
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Proof Let φ be any N 2 -axiom. By Proposition 3.3 φ is equivalent to a finite set {ψ 1 , . . . , ψ n } of N 2 -normal axioms, which means that each ψ i is equivalent to
where each ξ i,j ∈ P 1 . The claim follows by repeatedly applying Lemma 4.1.
Example 4.3 Applying the above procedure to excluded middle and Nelson axiom respectively (see Figure 3 ) yields the structural rules:
These rules will be further transformed in Section 6 into equivalent rules obeying the subformula property.
By suitably adapting the procedure above we show below how to generate logical rules for connectives which are defined via N 2 axioms.
Theorem 4.4 Let be a connective. Any axiom of the shape φ (A B), where A and B are formula variables and φ ∈ N 2 , is equivalent to a finite set of logical sequent rules for .
Proof By Proposition 3.3 φ (A B) is equivalent to a finite set {ψ 1 (A B), . . . , ψ n (A B)} where each ψ i is N 2 -normal. Hence each ψ i (A B) is equivalent to
where each ξ i,j ∈ P 1 . By repeatedly applying Lemma 4.1 we eliminate all ξ i,j thus obtaining a logical rule for A B.
Note that Theorem 4.4 also applies for n-ary connectives. In Section 7 we show two examples of the usage of this theorem for the binary case.
From P 3 -axioms to Hypersequent Rules
In this section we show how to obtain structural rules in hypersequent calculus which are equivalent to P 3 -axioms (P 3 , in presence of weakening). Our procedure generalizes the one in [4] .
First notice that Lemma 4.1 can be extended to hypersequent calculus, without having to change the proof (by using ew and ec), as follows:
Lemma 5.1 For any axiom ξ, the following hypersequent rules are equivalent
where ∆ is fresh. If ξ ∈ P 1 , then the rules in (7) are equivalent to a rule
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Definition 5.2 A hypersequent structural rule or hyperstructural rule is
where each Φ i and Ψ j contains only multiset variables and formula variables.
Theorem 5.3 Every P 3 -axiom is equivalent to a finite set of hyperstructural rules where Φ 1 , . . . , Φ n consist of mutually distinct multiset variables.
Proof Let φ be a P 3 -axiom. By Proposition 3.6, φ is equivalent to a finite set {ψ 1 , . . . , ψ n } of formulas such that ψ i = j (χ i,j ) 1 where χ i,j is N 2 -normal for all i, j. Thus, by Proposition 2.2 (see Def. 2.1 and 3.4), each ψ i is equivalent to
where each ξ i,j,l ∈ P 1 . By presence of the ew-rule, (10) is equivalent to
Thus, to each component of (11) we can apply the same procedure as in the proof of Theorem 4.2, by using Lemma 5.1 instead of Lemma 4.1.
Corollary 5.4 Every P 3 -axiom is equivalent to a finite set of hyperstructural rules in presence of weakening.
Proof This follows from Theorem 5.3 and the fact that MALL+w A •− −• A 1. Figure 3 (n-excluded middle) is equivalent to the following structural rule, in the presence of weakening
Remark 5.6 The step from Theorem 4.2 to Theorem 4.4 can also be done in the setting of hypersequents. Indeed, suppose that a connective appears in an axiom φ which is equivalent to a set of rules of the shape
We can apply the same procedure as in the proof of Theorem 5.3 to obtain a set of logical hypersequent rules for .
Rule Completion and Cut-elimination
Let us take stock of what we achieved so far. Sections 4 and 5 contain procedures to transform axioms up to the class P 3 (P 3 , in presence of w) into equivalent (hyper)structural rules. Here we show how they can, provided they are acyclic, be transformed into equivalent rules which preserve cut-elimination when added to HMALL. A uniform and constructive cut elimination proof for HMALL extended with these rules is presented.
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Definition 6.1 The cut-closure CUT(r) of a (hyper)structural rule r is the minimal set which contains the premises of r and it is closed under applications of the cut rule. A rule r is said to be cyclic if for some formula variable A, we have H | Γ , A, A ⊥ ∈ CUT(r). Otherwise r is acyclic. The conditions (NFV) and (LC) are crucial for the cut-elimination proof below (see, e.g., [24] for counterexamples when either of them is violated). Condition (SP) ensures that cut-elimination implies the subformula property. The rules generated by our procedures satisfy (NFV) for the conclusion, and (LC) and (SP) for multiset variables. Thus, for transforming them into equivalent completed rules it is enough to remove formula variables from the premises. This is done in the proof of the following theorem, by suitably modifying the "cutting step" of [4] . We show that r is equivalent to r. The direction r ⇒ r easily follows by using cut. For the other direction, we setÃ = m i=1 Υ i . Clearly HMALL H | Υ i ,Ã, for all i = 1, . . . , m, and for each k = 1, . . . , n, the hypersequent H | Φ k ,Ã ⊥ , . . . ,Ã ⊥ is derivable from G cut A using the -rule. By applying r we get the conclusion of r . Acyclicity is preserved, the number of formula variables decreased by one.
. that G
+ A = {H | Υ i , A : 1 ≤ i ≤ m} and G − A = {H | Φ k , A ⊥ , . . . , A ⊥ : 1 ≤ k ≤ n}. Let G cut A = {H | Φ k , Υ i1 , . . . , Υ i k : 1 ≤ k ≤ n and 1 ≤ i 1 , . . . , i k ≤ m}.
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Example 6.5 By applying the procedure in Theorem 6.4 to the rules in Examples 4.3 and 5.5 we obtain the equivalent completed rules em, nel and n-em of Figure 4 . MALL+nel is the cut-free calculus recently introduced in [12] for constructive logic with strong negation (also known as Nelson's logic). HMALL+w+n-em is instead a cut-free calculus for MALL extended with weakening and n-excluded middle (see Figure 3) . The latter logic coincides with 3-valued Lukasiewicz logic when n = 2 and with the logic IMT3 of [5] for n = 3. Proof Proceed similarly to that of Lemma 6.8. If the last inference rule applied is any rule other than a logical rule introducing a cut-formula A, the proof proceeds as in cases (a) and (c). Otherwise the claim follows by induction hypothesis, an application of r and Lemma 6.8. A. However, IMALL + inv without and 0 is consistent. Indeed, the logic AL = IMALL \ { , 0, ⊥} + inv has the lattice ordered Abelian groups as models (see, e.g., [18] ), and for this reason is called Abelian logic [15, 16] .
Observe that inv ∈ P 3 , but unfortunately inv / ∈ P 3 . Hence the method developed in [4] does not apply. What can we do?
Episode 1: The Power of Multiple Conclusion. First, we move to the classical setting. Let MALL − denote MALL without and 0. In MALL − , the axiom inv can be derived from two more basic axioms ⊥ 1 and A B A B. that we call mixax and mixinv, respectively. The interesting observation is that these two axioms are not only sufficient, but also necessary: There are two important observations to make: First, mixax and mixinv are both in N 2 and therefore Theorem 4.2 applies. Second, mixinv is not an intuitionistic axiom. Thus, the shift to the multiple conclusion setting is crucial.
Episode 2: The Structuralization of the Axioms. Let us now apply Theorem 4.2 to produce structural rules equivalent to mixax and mixinv:
The result for mixinv is a cyclic rule. One formula variable (e.g. B) can be removed using the procedure in the proof of Theorem 6.4 thus obtaining the cancel rule of Example 6.2. However, there is no way to proceed further to obtain any equivalent completed rule. The rule is then derivable from mix and , and can be removed. We now have a system in which only the cut rule does not have the subformula property. However, every attempt to eliminate cut will introduce the cancel rule, and every attempt to eliminate the cancel rule will introduce cut -a dead end.
Episode 4: A New Hope. By inspecting the failed attempts for cut/cancelelimination, we find a concrete counterexample, that is the excluded middle law A A ⊥ . It belongs to P 1 , so why not transforming it into a structural rule? By applying our procedure, we obtain the equivalent rule em in Figure 4 . Hence we can safely add em without changing the logical strength of the system. Do we now have cut and cancel elimination?
The General Pattern. Our development so far suggests the following heuristics to find a cut-free calculus for a given logic.
1. Convert axioms into structural/logical rules having the subformula property. 2. If we obtain a cut-free system, we are done. Otherwise, find a counterexample A by inspecting the failure of cut-elimination. 3. If A ∈ N 2 or A ∈ P 3 , apply Theorem 4.2 or 5.3 accordingly and go to 2.
(Otherwise, we get stuck.) One can think of it analogous to the Knuth-Bendix algorithm for obtaining a confluent rewriting system out of a set of equations. But the analogy is only shallow, since ours is neither complete nor gives rise to a semi-decision procedure. 
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Concluding Remarks
Relation to Algebraic Completions. Given a (hyper)sequent calculus H, we denote by H ∞ its extension with infinitary conjunction i∈I A i and disjunction i∈I A i , where I is an arbitrary index set, together with suitable logical rules generalizing and . We say that H ∞ is conservative over H if for any set S ∪ {A} of H-formulas, S H ∞ A implies S H A.
Since cut-elimination is a canonical way to show conservativity, one can expect that if all rules of H are "good", i.e. admit a suitably strong form of cutelimination, then H ∞ is conservative over H. The work in [3] proves that any N 2 -axiom φ can be transformed into equivalent acyclic structural rules if and only if IMALL ∞ + φ is conservative over IMALL + φ. We conjecture that the same holds for P 3 axioms, both in single and multiple-conclusion settings. Now the question is: do Abelian logic and Lukasiewicz logic admit such a strong form of cut-elimination which imply conservativity?
A negative answer arises from the following two facts: (i) H ∞ is conservative over H if and only if the class V(H) of algebras corresponding to H is closed under completions, in the sense that any V ∈ V(H) can be embedded into a complete algebra in V(H) [3, Prop. 5.9] .
(ii) Both the class of lattice ordered Abelian groups and the class of MValgebras (the algebraic semantics of L) are not closed under completions, see, e.g., [11] . Therefore, though the calculi of [14] admit cut-elimination, their rules, which we extracted out of P 3 and N 3 axioms, are not "good" enough to ensure conservativity. This contrasts with the result for N 2 axioms (and P 3 ones, if our conjecture is true, cf. Remark 6.11).
Relation to Categories. In the category theoretical setting, Abelian logic lives in compact closed categories, whose canonical instance is the category of finite dimensional vector spaces over a fixed field. Indeed, MALL − \ { , 1 , 2 } + mix + is the calculus given by [22] which aims to capture morphisms in a freely generated compact closed category via sequent proofs.
On the other hand, Abelian logic (and its hypersequent calculus HAL) also incorporates and , which in the the world of categories are usually interpreted as binary products and coproducts. Thus a natural question is whether there is a nicely behaved equivalence relation on proofs in HAL such that the equivalence classes are the morphisms in the free compact closed category with binary products and coproducts (as it is achieved by the rule permutations in the sequent calculus for multiplicative linear logic and star-autonomous categories [10] ).
Two observations: First, if we add initial and terminal objects, and therefore get all finite products and coproducts, we get a collapse: products and coproducts coincide [6] . In terms of logic we have A B ∼ = A B, and therefore an inconsistency. This is not a surprise: we have seen above that adding 0 and to AL makes the logic inconsistent. Second, sequents are category theoretically well studied in the form of polycategories [23] , but it has not yet been investigated what hyper sequents mean in terms of categories.
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