Abstract: E-government applications have to archive data or documents for long retention periods of 100 years or more. This requires to store digital data on stable media, and to ensure that the file formats can be read by available software. Both applications as well as media technology have only short life spans. Thus, data has to be migrated at frequent intervals onto new data carriers and to new file formats. However, original file versions usually need to be retained permanently. In terms of cost, stability and technology independence, microfilm storage offers a promising solution for off-line storage. This paper reports on a feasibility study analysing encoding techniques that allow digital data to be saved onto microfilm, testing data recovery as well as cost issues.
Introduction
The introduction of e-government services has radically transformed workflows and services being offered. With a delay of several years, a range of new challenges have been appearing stemming from this transformation. Among them is the need to provide suitable long-term preservation of digital data in archival institutions. This, in turn, has led to the implementation of specific digital preservation solutions as part of e-government initiatives in most national or state archives. Digital data is prone to decay on several levels, one being the storage of data (bit-level preservation), ensuring that the data is securely stored on data carriers that can be read with current technology.
A second layer is the logical preservation: digital objects require specific software to be opened and read, which in turn require specific operating systems, device drivers, and, ultimately, hardware to run. Finally, semantic preservation is essential to facilitate correct interpretation of objects, similar to conventional analogue pieces of information. These challenges are now being addressed in numerous research and development projects around the globe to ensure that the electronic objects created during e-government processes can be authentically preserved.
Several solution are being implemented, usually relying on regularly migrating data both from old storage technology to current one, as well as format migration to current versions of file formats. However, specifically the latter usually incurs changes to the objects, some of which may seem undesirable with respect to their future usage, especially since these changes accumulate over a series of migration steps. While careful planning procedures try to limit this effect (Strodl et al., 2007) , it cannot be avoided completely. Thus, most initiatives recommend to always maintain the original format version of an object to allow reconstruction and access e.g., via emulation if required. This, in turn, calls for a cost-effective strategy for bit-level preservation of digital data on a durable storage technology not requiring regular maintenance.
Additionally, most systems require a stable back-up copy to be maintained for all data (including migrated versions) in addition to online versions for continuous use. Unfortunately, most digital storage techniques do not offer themselves for these purposes: hard disc RAID arrays require regular operation and need to be replaced every few years. Tape drives as long-term storage of massive amounts of data require regular re-winding of tapes to maintain them readable. Further, with current development cycles the durability of the tapes has surpassed the support life-time for tape readers, rendering the respective tapes unreadable unless migrated to new types of tapes.
This has led to the revival of a rather unexpected storage technique for digital data, namely microfilming. Microfilm, especially black/white film, has proven a very durable medium, requiring no maintenance apart from appropriate storage conditions. Microfilm as storage medium has a life span of more then 100+ years (e.g., Voges et al., 2008) and has the advantage that a media migration has to be done less frequently. It is already used for long-term storage of scanned images of paper documents. It is also in widespread use in archival institution, ensuring that expertise in its handling as well as appropriate technology is in place. A recent AIIM Market Intelligence Quarterly mentioned that 43% of the organisations that participated in the poll still use microfilm/fiche (Frappaolo, 2008) .
Provided correct encoding schemas are used, microfilm can store both analogue representations (i.e., images) of objects as well as the digital data stream, offering the additional benefit of easy inspection and redundancy of representation forms, as it basically already includes a kind of 'migrated' analogue representation in addition to the digital object. Furthermore, the technology required to read data from a microfilm is rather simple and stable, promising readability and decodability for very long-time periods. Given the correct encoding scheme, even manual reconstruction of digital data is in principle possible.
In a nutshell, binary data is encoded in a printable form, either using a textual encoding such as UUencode, or a barcode image representation. This data is then transformed into an image and stored (exposed) onto microfilm. To recover the binary data, the images one the microfilm are scanned and passed through a de-coding process, e.g., applying Optical Character Recognition (OCR) software and subsequent UUdecode, or by decoding the scanned barcode image. This results in the original binary data stream that can be used for further processing.
This paper reviews issues involved in utilising microfilm as storage medium. It focusses specifically on different encoding schemas that allow the storage of digital data on an analogue carrier. Due to space limitation we exclude discussions of migration and emulation strategies, which are addressed in specific preservation planning reports (Strodl et al., 2007) . It also provides estimates for storage capacity, and subsequently costs, of storing digital data on microfilm.
We particularly emphasise and analyse the use of standard technologies, i.e., conventional microfilm read/write equipment rather than purpose-built research prototypes. This trades higher performance potentials for easier deployability now. Results show the potential of this approach, specifically as off-line back-up storage of digital data to complement the working copy, which obviously needs to be stored in easily accessible and continuously maintained online storage media. While microfilm does not offer itself in any way as a copy for continuous use, it offers a very stable medium not requiring any continuous maintenance of the storage system. However, several problems surface when it comes to the evaluation of the encoding schemes available. While text-based encodings such as UUencode offer the possibility for visual error correction based on human inspection, the data recovery based on OCR does not provide sufficient quality requiring tremendous manual intervention to obtain the correct digital encoding. Specifically, the UUencoded data has to be written in rather large font sizes, leading to a very low storage density. The bar code based encoding offers significantly higher storage density combined with efficient error correction codes, allowing perfect data recovery. Yet, as the encoding is not human-readable, any errors on the microfilm that might occur cannot be corrected by human intervention. Still, this seems to offer the best option for off-line maintenance-free back-up data storage of digital objects in their original form as accepted into a long-term digital archive for potential disaster recovery after a failure of the online system with storage costs around 0.22EUR per MB.
The remainder of this paper is structured as follows: Section 2 provides an overview of current research initiatives on utilising microfilm and paper for storage of digital information. Section 3 describes the set-up of the study presented in this paper, with results being summarised in Section 4. Finally, Section 5 summarises the findings, providing recommendations on how to implement microfilm back-up storage for the archiving of e-government data, and lists open issues in improving efficiency of this storage technique.
Related work
Different approaches can be taken to store digital data on microfilm as analysed e.g., by the Arche project (Wendel and Schwitin, 2007) . The basic principle is to encode binary data in the form of either a sequence of textual characters or barcode like images. These are 'printed' onto microfilm. By scanning and de-coding the microfilm images the original binary data can be recovered.
The proposed methods are studied in detail in the Millennium project 'Bits on Film' VDI VDE IT -InnoNet (2006) and shall be implemented by using specialised hardware. The plan is to use a colour microfilm laser writer. This requires a special microfilm scanner in order to re-digitise the data. A similar project is Persistent Visual Archive (PEVIAR) (Amir et al., 2008; Müller et al., 2008) . PEVIAR uses hybrid storage, i.e., simultaneously storing an analogue image and the digital representation as a colour 2D-barcode.
The study presented in this paper does not include hybrid storage, as the focus is entirely on the encoding and subsequent de-coding of the digital information. Obviously, hybrid storage having an analogue representation of data next to the encoded digital form, is possible as well. Only analogue storage as performed in many archival institutions is not sufficient even for static documents such as paper surrogates in the form of PDF documents. In many cases the digital content of such a document cannot be entirely recovered from the image representation by OCR scanning. The AIIM poll (Frappaolo, 2008) showed, that on less than 10% of all scanned image content OCR can be used by 67% of all participants. However, if the image representation is archived alongside with a digital representation of the document or data on microfilm, it is still possible to recover the actual digital file while having an analogue images as stable preview. The technology used in the experiments reported in this paper is similar to the Computer Output on Microfilm/Microfiche (COM) technique (Gavitt, 2002) . Most projects, however, so far used this technique solely to create visual representations of digital information, i.e., a print-out to microfilm, such as e.g., in the Digital to Microfilm Project, where scanned images of brittle books were transferred to 35 mm microfilm using COM technology (Kenney, 2002) .
The need to use error correction on barcode based data storage is know since many years and was used as early as [1966] [1967] [1968] in the IBM 1360 Photo-Digital Storage System (Griffith, 1969; Oldham et al., 1968) . In order to achieve a 'fail safe' implementation a new method has to be designed in order to have multiple levels of error correction, redundancy and to increase the systems tolerance of disturbances. Nowadays approaches which work with every micro metre on the microfilm can lead to problems recovering the data due to imperfect scanning from the microfilm (Amir et al., 2008; Hofmann, 2008; Voges et al., 2008) . Additionally, the use of colour in such a system can add complexity as film material tends to change the colour when stored over a long time.
Film-based archiving set-up
This study uses standard microfilm technologies for long-term archiving of digital data on microfilm. The devices used are a Kodak Digital Archive Writer (DAW) i9610 and a microfilm scanner Kodak 3000 DSV (a.k.a. Minolta ES-7000). The systems use standard software (PowerFilm and AWIS/KIWI). The microfilm used is a 16 mm black and white microfilm, which is 30.5 m long. It is developed by the Kodak Prostar development unit. This technology is successfully deployed in the long-term archiving market since many years.
The standard 16 mm, high-quality microfilm used is the Kodak Reference Archive Media which is based on polyester (PET) and meets ISO requirements for safety film (ISO 18906:2000 (ISO 18906: , 2000 . The material has a life expectancy rating of LE-500 and is certified to remain readable for 500 years when properly processed and stored under controlled conditions (ISO 18911:2000 (ISO 18911: , 2000 . In addition the microfilm meets (ISO 18901:2002 (ISO 18901: , 2002 ) specifications for stability. COM equipment has not been available for the experiment and to ease the scanning of the microfilm an automated microfilm scanner has been favoured. This is widely available equipment which allows an automated scanning of a microfilm, delivering the input for the system which decodes the images back to the preserved format.
The content of the digital file is not relevant as the entire file (e.g., audio, video, images, text, raw data, source code, byte code/programs, colour, black and white) will be encoded and recorded to microfilm. When the data has to be read, i.e., converted back to a digital file, the images which contain the data in encoded format will be scanned from the microfilm and decoded in order to create the original digital file.
The method can be used as one long-term archiving component for the Archival Storage part of the ISO 14721:2003 ISO 14721: (2003 reference model. The Manage Storage Hierarchy and the Disaster Recovery parts of this section can use this type of archiving of digital data (as backup media or as part of the storage hierarchy). Using such an approach, the need to migrate data from one media to another is reduced or not necessary at all, especially when the media is stored properly. In such cases bit rot of the media is not an issue.
In the study we use files in a range of different formats, specifically Text (TXT or CSV), TIFF, PDF and PDF/A (ISO 19005-1:2005 (ISO 19005-1: , 2005 . Two running examples will be used throughout this paper: The book.tif sample file is a DIN A4 scan (ISO 216:2007 (ISO 216: , 2007 .0 cm × 21.6 cm, landscape) of two pages of a book. The size is 168 KB. The image has 2 bits per pixel (two colours) and a resolution of 6.600 × 5.100 pixel. Another sample file is a PDF file called TIFFPM6.pdf with 17 pages (1995, TIFF Technical Notes) in DIN A4 (ISO 216:2007 (ISO 216: , 2007 .6 cm × 28.0 cm) and a size of 47 KB. Figure 1 (top) shows an excerpt of the TIFF image. Note, that the actual type of file does not have any impact on the study. They are merely chosen as a representative sample of the type of content present specifically in e-Government settings with its strong requirements on the long-term retention of the original, unmodified objects. Any type of digital data, be it documents, measurement data, or any kind of software application can be archived using the methods analysed below. The main principle is to take binary data and to transform it into a representation that can be stored on an analogue carrier such as microfilm. This could be simply the sequence of 0's and 1's underlying all kind of traditional data storage. However, the encodings detailed below have shown to be more efficient for storing data on carriers such as microfilm or even paper. For each of the source sample files HASH values (SHA-256) are calculated to check if the de-coded data is identical to the original files. The files are then converted into text-based formats and barcode formats (2D barcode Images) as described below. To write these files on microfilm the encoded representations are converted to TIFF images. The resulting images are written on the microfilm which is then developed. For the tests about 2.700 images in DIN/ISO A3 (ISO 216:2007 (ISO 216: , 2007 ) landscape or Tabloid landscape (ANSI/ASME Y14. 2006) were written, resulting in approximately 1.5 microfilms. The next step is to use the microfilm scanner to digitise the images from the microfilm into a digital image. These images where transformed back into a digital form by de-coding the textual or barcode representations using Open Source software. The resulting files were checked for identity with the original objects using the Hash code. It is important to keep in mind that writing the images on microfilm always involves a scaling factor in order to project, i.e., write, the larger images on the microfilm. By scanning the images from the film, a magnification takes place by the optical system. This has negative effects on the quality of the resulting images, which is the main reason for the loss in data quality, leading to errors in the de-coded files.
Text-based encodings
Since the dawn of the internet, text-based formats have been used to transport digital data, e.g., in e-mails or web services. Using these encodings, binary data is transformed into the subset of printable ASCII characters. In this study, the formats Base64 (Josefsson, 2006) , BinHex and UUencode are used. The sample files can be converted using any of the many available open source converters. An excerpt of the UUencoded representation of the TIFF image is given in Figure 1 (middle).
The advantage of text-based encodings lies with the fact that these can in principle be read without additional software, allowing for manual error correction in the scanning/OCR process. While in principle binary numbers (e.g., octets of 0/1) could be written onto the film, these encodings offer a higher compression by using e.g., 4 characters to encode 3 bytes of information, rather than 24 characters. However, not all character encodings are suitable for the purpose of reading and de-coding via OCR. Specifically, BinHex uses a large alphabet of characters to represent the binary data, including all kind of special characters, apostrophes, quotes, commas etc., which cannot reliably be read using standard OCR software. We thus focus for the subsequent experiments on UUencoded representation of binary data. These files are then printed using a TIFF printer driver (Microsoft Office Document Imaging Writer) as TIFF images. Different fonts (Arial, OCR-A, Courier) and font sizes (22pt, 26pt) and different resolutions (100, 200 and 300 DPI) were used for the print out to evaluate the impact of these parameters. The text-based formats where formatted with different fonts and font sizes in order to best utilise the available space on the page, e.g., DIN A4 (ISO 216:2007 (ISO 216: , 2007 landscape. The page numbers required for encoding the two sample files in different forms are given in Table 1 . 
Barcode encodings
Barcode representations transform the digital data into large 2D barcodes.
We evaluate the open source tool Paperback (Yuschuk, 2007) that was initially created to store digital data on paper. In the context of this feasibility study such a format is evaluated for the first time for its usability for microfilm-based storage of digital data. The Paperback software (Yuschuk, 2007) is designed to print the 2D barcode via a printer on paper. In addition the output can be saved as BMP image file. This BMP image is converted into a TIFF image using a printer driver (Microsoft Office Document Imaging Writer, at 100, 200 and 300 DPI), which can then be written by the DAW on microfilm. Paperback is using a Reed-Solomon Error Correction, c.f. Reed and Solomon (1960) . In addition, a factor for a redundancy can be chosen. During the evaluation, the redundancy factors of 1 : 5 and 1 : 7 have been used. A redundancy of 1 : 5 represents a redundancy for five blocks of data. This allows to recover the lost data (e.g., because it is unreadable) if one out of five blocks cannot be decoded. Other parameters of Paperback, which can be adjusted, are the dot size, white space and compression.
The book.tif file is converted into 13 pages of barcode images when using a 1 : 5 redundancy (with 200 DPI, 70% Dot Size) and into 12 pages when using a 1 : 7 redundancy (with 200 DPI, 70% Dot Size). The first page of the barcode representation of the TIFF image is shown in Figure 1 (bottom).
Writing on microfilm
The images created from Paperback or the TIFF print output of the text-based formats are DIN/ISO A3 landscape (ISO 216:2007 (ISO 216: , 2007 , 297 mm × 420 mm) and Tabloid landscape (ANSI/ASME Y14. 2006 , 11 × 17 ) 'prints'. These formats have been chosen to use the most available space on the 16 mm microfilm, taking the scanning capabilities of the microfilm scanner into account. The maximum page size the microfilm scanner can read is a little bit larger than tabloid landscape. As the DAW can write a maximum of 3888 pixel horizontally (for the 17 inch of the tabloid landscape page) an image can be vertically about 2700 pixels (the 11 inch dimension of the paper).
The images are written using the standard DAW software, which automatically chooses the best reduction to utilise most of the available space on the 16 mm microfilm resulting in a scaling factor of around 40. The resulting images were written in sequentially order. The DAW uses a LED line that writes 3888 points per line on the 16 mm microfilm. It writes black and white pictures on the microfilm which are inverted before writing.
Reading from microfilm
The digitisation of the images from microfilm is done using the Kodak microfilm scanner 3000 DSV. The magnification of the images and the focus is adjusted before scanning. As the magnification is adjusted mechanically, it is not possible to know the exact magnification factor of the optical system. The Powerfilm software controls the microfilm scanner and scans the images from the optical system and stores the images as TIFF. The images are inverted during the scan to get the original image. The microfilm scanner was set to 600 DPI and grey scale. This reflects the recommendation of the authors of the Paperback software (Yuschuk, 2007) . Subsequently, the images are converted into bitmap (BMP) format for subsequent de-coding by the Paperback software.
For the text-based encodings, the images were converted using OCR software bundled with Microsoft Office which is based on the OmniPage engine, and subsequently de-coded using UUdecode, BinHex and Base64 decoders.
Evaluation of storage/recovery quality

Recovering text-encoded data
The different DPI resolutions and font sizes (e.g., Arial 22pt or 26pt) used show, that the results improve when using larger fonts so that the characters are easier to differentiate for the OCR engine. For paper based scans a test showed that the OCR accuracy does not improve beyond a scanning resolution of 300-400 DPI, cf. Rice et al. (1996) . Studies show that a higher resolution is necessary for scanning images from microfilm because of the downscaling/magnification process, cf. Hofmann (2008) .
If the images have a sharper or 'larger' look, the OCR results are better. With small fonts and low resolution more than 10 OCR errors per line of text have been experienced. Images with high resolution and larger fonts resulted in only 1-2 errors per line of text. Nagy et al. (1999) has mentioned similar results on OCR of text on paper. Analysing the type of errors encountered may help with devising suitable error correction techniques for each type of encoding. We thus provide a detailed review of errors found within the OCR result of a sample UUencoded page with 21 lines with 61 characters each in Table 2 . Each line has one character for the length and 60 characters for the 45 byte data. In the setting used for this experiment one page can store 945 bytes of data.
The scan from the microfilm shows some grey-ish colour and scratch lines which harmed the recognition of characters by the OCR software. On a few lines the OCR engine recognised some characters which have nor been on the image. The error for line 2 which accounts for 56 missing or not recognised characters can be avoided by using a better OCR engine and special OCR fonts. The main OCR errors are a confusion of the capital character O or lower-case character o instead of the number 0 or vice versa (35 times) and the number 1 instead of lower case character l or vice versa (8 times). Other common recognition errors for UUencode have been similar looking characters like: I, i, 1, ], j, J, etc. Xxencode for example does not use such special characters so that these OCR recognition errors could be avoided.
Extra spaces are recognised but can be easily filtered because they are not used by UUencode. A mis-recognised or missing linefeed can be repaired by inserting it if there are more then 61 characters in a line. The number of wrong characters account for approximately 6.25% of all characters. These results were further validated by OCR-ing directly from the created TIFF images, i.e., without writing to and scanning from the microfilm, to evaluate the impact of the optical distortion (see Table 3 ). None of the files could be correctly recovered from the OCRed encoding. Also here the main OCR errors are a confusion of the capital character O or lower-case character o instead of the number 0 or vice versa (26 times) and the number 1 instead of lower-case character l or vice versa (3 times). Other common recognition errors for UUencode have been similar looking characters like: I, i, 1, j, J, etc. The number of wrong characters account in this example for approximately 4.84% of all characters.
As these text-based formats do not include error correction and redundancy, they do not deliver a result that can be used for long-term archiving of digital data. Different errors of the OCR engine like character confusion, substitution, split or misinterpretation are the main reasons for such problems, cf. Alkula and Pieskä (1994) , Nagy et al. (1999) and Rice (1996) (Note, that the commonly reported high quality OCR results of 99.9% correctness are achieved for standard texts using dictionaries to correct for the most likely mis-recognitions. Such a correction approach is not possible for ASCII-based encodings of binary data with virtually random/unlimited character sequences.).
These problems could be reduced by using a limited character set and designing a special text-based format, which includes mechanisms for error correction and provides redundancy on the line and page level. The character set selected should, for example, avoid characters that are easily confused, substituted or misinterpreted. Still, a clear advantage of text-based formats is the possibility to let humans read and type the characters. Thus, further investigations are required to develop encoding schemas that are suitable for high-quality OCR recovery in order for this approach to be feasible for long-term data storage.
Recovering barcode encoded data
Depending on the parameters used for Paperback (redundancy and DPI resolution) for the barcode encoding, the data could be perfectly decoded without any remaining errors after the error correction and redundancy information had been used to cope with errors. This dramatically changed once the small range for redundancy and DPI resolution for the feasible parameters was left, leading to complete loss of decodability of data. The decoding of the sample file book.tif results in a 100% decoded and error free file after applying the built-in error correction. By using the error correction the Paperback software could correct 1.100 bytes which showed an error in the 2.293 good blocks of the 2D barcode (1 : 5 redundancy). When using the 1 : 7 redundancy the number of bytes which had to be corrected was 720 out of 2.209 blocks of the 2D barcode (see Table 4 ). Paperback 2D barcodes created with higher resolutions resulted in higher error rates so that the software could not recover the file by using the error correction and the redundancy. Reasons are the loss of quality and resolution due to the re-scaling of the image when writing it on the microfilm. This loss of data did not leave enough data for a recognition of the barcode once magnified during scanning. The column % Error show the percentage of bytes from the whole file which have been corrupted and corrected by theredundancy and the error correction functionality of Paperback. The scanning of the Paperback barcode pages works only properly when a low DPI resolution (e.g., 40/80 DPI) was chosen for the creation for the output of Paperback. Using higher DPI setting (e.g., >100 DPI) the 2D barcode images suffered a big loss in quality. The system could either not identify the frames or recognise the barcode data in a recognised frame properly which led to an abortion of the operation. This is because more information is being compressed into a more fine-granular image, which is distorted by the reduction and magnification when writing and scanning the microfilm. Even when using higher resolutions of the microfilm scanner the results could not be decoded. Even the redundancy and the error correction could not help to improve the decoding of the barcode into the digital form. In addition the gray-ish look and the scratch marks or lint on the microfilm or lens resulted in poor quality of the scan.
Cost issues
With the DAW usually two DIN A4 pages are written side by side on a microfilm (LE 500 -life expectation of 500 years, produced according to ISO 18901:2002 ISO 18901: , 2002 . This results in a capacity of a 30.5 m microfilm (deducting the necessary lead in and lead out of the microfilm) of approximately 7.200 DIN A4 images. Given the cost of microfilm of approximately 10 Euro the price per image stored is 0.14 cent. For the storage of text-encoded or barcode encoded data in DIN A3/Tabloid landscape, 3.600 images fit on a 30.5 m microfilm. For the 168 KB file book.tif 92 pages with OCR A/Base64, 117 pages with OCR A/UUencode and 13 pages of Paperback 2D barcode were generated. The Base64 representation thus can hold approximately 1.8 KB per page, the UUencode representation can hold 1.4 KB per page and the Paperback 2D barcode can hold approximately 12.9 KB. By using these numbers a single microfilm can store 6.32 MB coded in Base64, 4.92 MB coded in UUencode, and 45.32 MB coded as Paperback 2D barcode. This would result in a cost per MB for Base64 of 1.58 Euro, for UUencode of 2.03 Euro and for the Paperback 2D barcode of 0.22 Euro (all above see Table 5 ). Considering the long-term perspective of the medium this cost seems to be more efficient than other storage systems, especially when considering the cost for regular media migration every 5-7 years required with other storage forms, as well as higher maintenance cost for these. The numbers above represent the costs for the plain storage media. These do not seem to compare favourably with the costs per MB for other storage media. Current hard discs cost around 100-300 EUR per TB, or 10-30 cents per GB. However, these technologies usually carry a huge burden in terms of operational costs, as massive amounts of discs need to be kept operational (i.e., actively spinning) in order to ensure that they remain operational. This adds a significant amount of cost in terms of power supply, infrastructure and maintenance over the relatively short lifetime of such a storage system, cf. Linden et al. (2005) . Solid State Discs (SSDs), though significantly more expensive, are already available at costs of 2-3 EUR per GB. Similar to microfilm based storage, these do not require constant power supply and operation in order to maintain their data and are thus seen as a suitable alternative long-term storage medium. Thus, in terms of access speed and convenience SSDs outperform storage on microfilm technology. One advantage of the latter, though, is the independence from complex technology and control logic, as briefly reviewed in the recovery scenario below.
Recovery scenario
Contrary to other storage media such as hard discs, flash memory or SSDs, tapes, CDs or DVDs, the technology to read microfilm is first of all rather simple, and secondly very generic. While specific interfaces and rather sophisticated technology is required to recover data from any of the complex storage technologies in use today (optical drives with laser technology, high-precision placement of reading devices on magnetic carriers, controller software and hardware to select the appropriate locations, etc.) only simple optical devices are needed to actually read data from a microfilm. This effectively de-couples the storage media from the IT systems in use to read them. While it may be rather complex to get both a by then outdated tape drive, DVD drive or USB port connected to a future computer system, for microfilm it will be sufficient to connect any then contemporary optical imaging device, be it a scanner, a camera or other device. In the case of textual encoding, even mere human reading and re-entering of the encoded data stream into a contemporary IT system would be possible (although only from a theoretical point of view, as it obviously does not scale to allow large-scale recovery in a purely manual way) as long as our current character system is still in use.
Once the encoded data has been read into a contemporary IT system, it needs to be decoded to recover the original binary data stream. In the case of textual encodings, which have a long tradition and are widely documented (Base64 is for example documented as RFC 4648, cf. Josefsson (2006) , this can be achieved via a simple translation table that these encodings are made up of. Programs to perform these are rather simple to write, as the only input (that needs to be archived along with the encoded microfilms) is the visual representation of the translation tables. Again, even this step could -theoretically -be handled entirely manually. For barcode data, the decoding routine is somewhat more complex, but again rather simple to document and re-implement on any future computing system. This applies for barcodes which are defined as a standard (e.g., PDF 417, ISO 15438:2006 .
It should be noted, that the resulting data formats may not be readable by that time as the software to read the specific file formats may not be available, or -in case the software has been archived along with the data as well -the hardware to run it may not be available. This aspect of digital preservation has to be and is being dealt with in another stream of DP research focusing on logical preservation of data, which builds on top o the physical preservation. This is commonly achieved by performing either regular migration of data to recent file formats or by offering emulation services, to name the two most common strategies currently deployed. The long-term storage of files as described above is motivated primarily by the desire of many institutions to always archive a copy of the very original digital object received in addition to the archival copy kept for continuous use. A complete recovery would, at least with current technology, not be a viable options in terms of scale. If using a microfilm based digital archive as backup media it has to be clear that this archive is not a fast random access storage but it is rather maintenance free for a long time so saving media migration tasks and costs. In case of a disaster recovery case for a digital archive a scan on demand approach should be chosen to recover only the necessary and needed data from the microfilms.
Conclusions and future work
This study shows that it is possible to store digital data (i.e., files or documents) on microfilm and to convert them back to a digital format. This offers a viable solution for the permanent storage of the original data streams as defined in most archival regimes in e-Government settings and long-term archives. Advantages of long-term archiving on microfilm include specifically the lack of maintenance required for maintaining the data, as opposed to most other digital storage alternatives which require regular media replacement or handling. A further advantage is the simplicity in terms of technological requirements for reading and decoding the data, as standard scanning/imaging devices coupled with OCR software are sufficient to decode the data, as opposed to more complex systems required for spinning disc type storage media or specific tape drives. Last, but not least, due to the analogue storage medium hybrid storage of dual analogue and digital views of the data side-by-side are possible, allowing easy inspection of data prior to reading and decoding into its original form.
Two encodings were evaluated for the analogue storage of digital data. The experiment using text-based formats like Base64, BinHex, and UUencode fails because of the poor quality of the OCR results of the digitised images from the microfilm. The lower quality of microfilm scans compared to a scan from paper is a result of the downscaling and magnification process. This was evaluated to be about a 10% difference comparing the source materials paper and microfilm, cf. Arlitsch and Herbert (2004) , stemming primarily from the difference in the scanning quality. For the storage of digital data on microfilm in order to compensate this recognition difference precautionary measures have to be taken. For textual encodings to become a viable alternative, several improvements such as embedded error detection and correction codes are required. By adding checksums to the grid of text-encoded data error correction could sufficiently improve the results. Furthermore, specifically designed encoding schemas avoiding likely OCR mismatches need to be devised. Additionally the use of special fonts like OCR fonts could increase the recognition quality of the scanned microfilm images.
Still, textual encodings offer an interesting alternative due to the fact that the encoded data is human readable, holding potential for better error recovery. With error-correcting codes added, correct de-coding seems feasible, which in turn may also enable higher compression rates by using smaller font sizes to increase the storage capacity of a single microfilm. Thus, one of the major downsides of textual encodings, namely the relatively low storage density, may be resolved (see Table 6 ). With the tested text-based formats, a 170 KB file was transformed to 191 pages, whereas the 2D-barcode needed only 12/13 pages depending on the chosen redundancy. Barcode based representations allow almost perfect recovery of digital data from the scanned microfilm images even with current standard state-of-the-art techniques. Thus, this representation offers itself for a stable storage representation of digital data on microfilm. Yet, the downside of the barcode representation is the need to rely on more complex decoding algorithms to re-create the original file, while for text-based encodings, manual correction and inspection may be applied. A specialised 2D-barcode with an optimised usage of redundancy and error correction can further improve its viability for a long-term archiving system based on microfilm. The clear advantage is that a microfilm based solution in combination with long-term archiving data formats reduces the need for media migration and is thus very cost efficient also in terms of maintenance and media handling. No spinning discs are needed and the only precautions necessary for the storage of the microfilm is a dry, temperature controlled and locked closet. In addition, the standard DAW can write two microfilms at once so that one microfilm can be stored off-site. The advantage of such a method is clearly the 'don't care' factor for the media migration. With a life time of more than 100 years a lot of media migration projects (usually necessary every 3-7 years) can be saved.
Thus, microfilm-based storage using state-of-the-art technology offers itself as a feasible alternative for permanent storage of the original data objects, as well as for permanent back-up storage of format migrated versions of digital objects when desired.
