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1. INTRODUCTION 
In recent times there have existed, among others, two general methods 
for off-line parameter identification in dynamic systems. These are, re- 
spectively, the method of quasilinearization [I, 2, 3, 41 and the method of 
parameter influence coeflicients [5, 6, 7, 81. In a modified form the method 
of parameter inf uence coefficients has been used for continuous-time param- 
eter identification [9, lo]. 
In essence the problem of off-line parameter identification is as follows: 
given the functional form of the equations describing a physical system along 
with records of the system’s input(s) and output(s) as functions of time, to 
estimate the parameters of the functional form. 
For each method the procedure is to force the mathematical model of 
the system with the measured input and compare the model output so gener- 
ated with the measured equivalent to obtain an error. The required parameter 
values are then taken as those which minimize some positive definite function 
of the error, averaged over the interval of observation. In both cases these 
are determined as the limiting values of an iterative process which generates 
successively improved parameter estimates by linearizing the model equations 
about the existing parameter values. 
Examination of the linearization processes shows that the two methods 
are equivalent, although there exists a number of superficial differences in 
method of application which often makes them seem distinct. In particular, 
the form in which the system equations are written usually differs for the two 
techniques, with the result that the same operation applied to both forms 
often appears to yield different results. 
The purpose of this note is to show that the two methods are equivalent, 
and to determine what procedural differences, if any, exist. This is done by 
comparing both methods in their application to the solution of a specified 
problem in which the form of the system equations is the same for both. The 
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problem to be considered is defined in Section 2, and in Section 3 the method 
of solution for each case is outlined. Following this, comparisons are made 
between the solution methods in Section 4. 
2. FORMULATION OF THE PROBLEM 
Consider a dynamic system with input, 5(t), and output, j(t), which have 
been measured as functions of time over some interval 0 < t < T,, . Let 
the measured quantities be represented by zM(t), and yM(t), respectively. 
Suppose further that the operation of the system is governed by the set of 
equations 
54 =f(n, 5, X) (1) 
y=Af (2) 
S(O) = 5, (3) 
where f, f, (II are vectors of order M, A is a k x M matrix, and 1 is a vector 
of order N whose components form the set of system parameters. The order 
of z is not specified. 
The problem is to determine, from the above information, the values of 1 
and 5 which minimize 
s = f ITO(J - &)T(B -Y&j) cit. 
0 0 
Note that relative weightings between components of 7 - jjM may be intro- 
duced through appropriate choice of A. 
It has been assumed here that the data have been observed either continu- 
ously or in discrete form at a sufficient rate to allow accurate computation 
of % from Eq. (1). If 
z=o 
this restriction may be relaxed, and if y&t) is obtained at K discrete instants 
4, i = I,... K, the desired values of 2 and G are those which minimize 
s = f (m - Y&)=(m - %.fw 
i-1 
3. OUTLINE OF SOLUTION 
In this section an outline of the method of solution for each technique is 
given. 
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Taking 
3.1 The Method of Quasilinearization 
B = co1 (X1 ,..., x, , A, )..., A,) (6) 
L? = co1 (fl ,...,fm , o,..., (9, (7) 
it is seen that Eq. (1) may be replaced by 
6 = gp, 5) (8) 
and, by redefining A, the output is 
y=AE (9) 
Suppose now that C,,(t), 0 < t < TO , is the solution of (8) such that 
j& = AEO (10) 
minimizes (4). Further, let G(t), 0 ,< t < TO , satisfying (8) with 
G(0) = co1 (a?, A) (11) 
represent an initial approximation for C,,(t). .Then a better approximation 
may be obtained by linearizing in the usual way to get 
60 =gpJ, 2) + J(iJ, a> (+J(l - 97) (12) 
where it is assumed that 
exists. 
Since C(t) is computationally known, Eq. (12) describes a linear differential 
equation for i&(t) which can therefore be written in the form 
q)(t) =I(t) + c G&(t) 
i=l 
where 
fi = J(B, 5) ji + g(B, 2) - J(B, 2) G (15) 
P(O) = 0, (16) 
and the &(t) are N + M linearly independent solutions of 
h = J(5, 5) 6 (17) 
(14) 
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with 
&i(O) = 8, , (18) 
& being a vector of order N + M with all components zero except for the ith, 
which is unity. Thus j and &, , i = 1 ,..., N + M, can be regarded as com- 
putationally known so that it only remains to determine the Ci for G,,(t) 
to be specified. These are found by using the result that 
To = AtTo (10) 
minimizes (4). Thus one may set to zero the partial derivatives of S with 
respect to the Ci . Doing this and writing 
& = A& (19) 
7=Aj-yM (20) 
(21) 
it may be shown that the Ci satisfy the set of linear algebraic equations 
N+M 
(23) 
Then the estimates of 6 and x are updated by taking 
a$ = ci i = l,..., M 
xi = ci i = M + I,..., N + M. (24) 
The entire procedure is then repeated using the updated values as a new 
starting point. 
3.2 The Method of Parameter Injluence Coeficients 
Suppose that ~~ , &, correspond to the function, jjo(t), which minimizes (4), 
and that initial approximations to these are given by Or, A, to which corresponds 
y(t). Writing 
Isor = oIo - (II (25) 
sx = x0 - x (26) 
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it is attempted to approximate X(t) by 
(27) 
where 
and 
are respectively the parameter influence, or sensitivity, coefficients [5, II] 
of 9((t) with respect to ffi( and h, . It is assumed for the time being that these 
functions are computationally known. Let 
ci = 
sq i = I,..., M 
ShTM i = M + l,..., N + M w 
I 
a3 
a(lli 
i = l,..., M 
qi = (29) 
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i = M + l,..., iV + M 
r=j$-yM. (30) 
Then the C, satisfy the system of Eqs. (23) where flii and yi are defined as 
in (21) and (22). Thus estimates for the errors in parameter and initial 
condition values are obtained and used to update ol and A. 
It remains to show how 8y/&xyi , 87/a& may be determined for the problem 
of Section 2. Let 9,-,(t) be the solution of (1) corresponding to Z,, , &, . Then 
the problem is solved if Z,,(t) can be approximated by an expansion of the 
form 
(31) 
If the elements of Jii are continuous functions of their variables the existence 
of the expansion (31) is assured. At this stage it becomes clear that both 
methods must be equivalent under this assumption. 
Now take 
so that 
~=~o-je (32) 
C(O) = &. (33) 
234 ALLISON 
Then to first order in zi, Sx, 
f&l, 5, &J = Jl@, 2) 22 +#(a, 2, A) + *tl g SAi, (34) z 
where 
Jjj = g. (35) 
3 
From (32) and (34) arises the following linear differential equation for C(t): 
N af 
fi = JV, 4 zi + *Tl Y& 64 * (36) 
The solution of (36) may be expressed as 
i=l i=l 
where &f,(t), &(t) are determined from 
ii = J’@, a) CI, i = I,..., M 
hi = Jyn, 5) & + g i = l,..., N 
I 
with 
Thus 
q(o) = sit &(O) =0. 
i-l i-l 
so that the &i(t), si(t) are the required coefficients. 
(37) 
(38) 
(39) 
(40) 
(41) 
4. COMPARISON OF THE Two METHODS 
It can be seen by inspection that the system of equations (12) is identical 
with the system defined by (32) and (36), each using the same method of 
linearization. Since both techniques are concerned essentially with the 
solution of these equations it follows that differences between the two are 
purely procedural. 
By using the result that 
Jii = 0 ~+l<i<N+it& (42) 
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it is found that the solution of (12) by the method specified involves 
M(N + M + 2) integrations at each step (being comprised of M integrations 
each for B and # and a further M(N + M) for the &). On the other hand the 
solution of (36) q re uires M(N + M + 1) integrations per step. The reason 
for this difference can be seen by observing that V’(t) is a particular solution 
of (12) and hence in (14) one can take 
(43) 
Consequently Eqs. (15) and (16) could be considered superfluous. If (43) 
is taken in place of (14), (15), (16), and thereafter the Ci are determined as 
before, it is found that the updated estimates of ol and x are now given by 
ad = q(O) + c* 1 <i<M 
hi = Vi(O) + Ci M+l<i<N+M. (44 
Further, observing that 
1 <i<M 
M+l<i<N+M, (45) 
it can be seen that in its above form the method of quasilinearization is 
identical in every respect with the method of parameter influence coefficients. 
It can be argued, with some justification, that this is a trivial result. However, 
in many applications the forms of the equations used in applying the two 
methods are so different that one does not always appreciate this identity. 
In particular, it is not always appreciated that the solutions of the set of 
equations (17) and (18) are in fact the parameter influence coefficients of 
the system. 
In many cases, the author has found the method of parameter influence 
coefficients to be simpler in execution, e.g., consider the Van der Pol equation 
Let 
a+/!,(1 -Xa)*+&X=x (46) 
y = x. (47) 
a = co1 (A, , A, ) (X(O), a(0)) (48) 
u&) = g i = I,..., 4. 
Then one writes 
Ydt) =Ylt) + i %t2) s”i 9 
i=l 
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where the ui satisfy the following linear differential equations, obtained by 
differentiation of both sides of (46) with respect to the ui: 
iii+q(l -x2)ti~+(u2-2u1x3i)ui=p)i 
where 
y1 = + (x2 - 1)3i 
9)2=-x 
9)x =q.Q =o. 
Appropriate initial conditions are, by inspection, 
(51) 
(52) 
u,(O) = IqO) = u2(0) = C,(O) = go) = u,(O) = 0 
%(O) = tip(O) = 1. 
Applying now the method of quasilinearization we write 
G = co1 (x, R, x, , X,) 
so that the system equations are 
(53) 
d, = - [v,(l - VI) 0, + vpvr] 
d, = 0 
ti, = 0. (54) 
After some manipulation, the quasilinear equations corresponding to 
Eq. (12) are found to be 
tiir, = w, 
4 = - [v&l - V12) va + VrVJ + (2V*Va - %) (WI - 01) 
- va(1 - V12) (Wa - v2) - (1 - vr2) ‘u&a - 0s) - v&4 - v4) (55) 
25, = 0 
ti, = 0. 
This is then solved for C with 
E(0) = 0. (56) 
After this the system of equations 
Ii, = h, 
i, = (2v,v*v, - v4) h, - v,(l - vr2) h, - (1 - 012) v&* - v,h, 
l&o 
Ii, = 0 (57) 
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is solved to give four linearly independent solutions, 9, satisfying 
where & is the Kronecker delta. 
Then it is possible to write 
y&) = 4) + i GW~), 
i=l 
(58) 
(59) 
which is equivalent to (50). 
Conversely, if the system equations were in state variable form it would 
be simpler to use the procedure associated with the method of quasilineariza- 
tion. 
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