Testing for stochastic dominance among distributions is an important issue in the study of asset management, income inequality, and market efficiency. This paper conducts Monte Carlo simulations to examine the sizes and powers of several commonly used stochastic dominance tests when the underlying distributions are correlated or heteroskedastic. Our Monte Carlo study shows that the test developed by Davidson and Duclos [9] has better size and power performances than two alternative tests developed by Kaur et al. [18] and Anderson [1] . In addition, we find that when the underlying distributions are heteroskedastic, both the size and power of the test developed by Davidson and Duclos [9] are superior to those of the two alternative tests.
Introduction
Investors make choices from among different investment opportunities to maximize their expected utilities or wealth. One of the necessary conditions for optimizing behavior in economic analysis is that an optimal portfolio cannot be inferior to another feasible portfolio. This can be characterized in terms of stochastic dominance (SD) preference, which in turn provides a framework for analyzing investors' behaviors under uncertainty. Although the SD methodology has been developed for more than four decades, powerful SD tests have been available only recently. In the literature, Levy and Sarnat [21, 22] , Joy and Porter [17] , Wingender and Groff [35] , and Seyhun [27] discuss the use of SD rules empirically, but they have not provided any testing procedure for SD.
There are two broad classes of SD tests. One is based on the minimum/maximum values, and the other is based on a set of grid points on the distributions. Varian [34] first establishes statistical tests for the hypothesis of utility maximization when distributions of variables are known, while McFadden [25] is the first paper to develop an SD test using the minimum/maximum statistic, followed by Klecan et al. (KMM) [19] , and Kaur et al. (KRS) [18] .
On the other hand, Anderson [1] , Dardanoni and Forcina [7, 8] , and Davidson and Duclos (DD) [9] 1 are the commonly used SD tests that compare the underlying distributions at a finite number of grid points. Nonetheless, the literature is rather silent on the performance of SD tests. Recently, Tse and Zhang [33] present Monte Carlo studies to examine the sizes and powers of some SD tests when the underlying distributions are independent and homoskedastic. However, the size and power performances of SD tests have not been explored when the underlying distributions are correlated or heteroskedastic. 1 Chow [5] has done some earlier work similar to DD's in his unpublished thesis.
Zheng and Cushing [41] show that the conventional inference procedure usually requires samples to be independently drawn. Nevertheless, most economic or finance issues involve studies of dependent data. 2 This paper examines the size and power performances of three commonly used SD tests, namely, the DD, Anderson, and KRS tests, when the underlying distributions are correlated. In addition, we study the influence of heteroskedasticity on the sizes and powers of the SD tests, as well as the issue of choosing the number of grids being used for the SD tests. Tse and Zhang [33] show that the DD test has superior size and power performances compared to both the Anderson and KRS tests when the underlying distributions are independent. In this paper, we find that the DD test also demonstrates better performance than both the Anderson and KRS tests in terms of both size and power when the underlying distributions are correlated. In addition, we find that heteroskedasticity significantly reduces the powers of all the SD tests, but in this situation, the DD test still performs well for any large sample as it obtains higher power for any large sample.
In addition, as most of the SD tests involve a choice of the number of grids in the testing procedure, we follow the suggestion of Tse and Zhang [33] to use 10-15 equally distanced major grids. However, we suggest employing at least 10 equally distanced minor grids between any two consecutive major grids but using critical values with only the number of major grids to be their degrees of freedom. This will ensure that important information between any two major grids is not omitted without violating the independence assumption of the grids for the test statistic. The simulation study confirms that our suggestion is better.
The rest of the paper is organized as follows. Section 2 describes briefly both the SD theory and some commonly used SD tests, which will be examined in this paper. Section 3 explains the procedure of Monte Carlo simulations, and we show the results and discuss our findings in Section 4. Section 5 concludes. , F x G x F x G x ≤ ≤ for all possible returns x and G F μ μ ≥ . 4 
Stochastic Dominance Tests
McFadden [25] introduces a statistical test on empirical distributions using SD statistical methodology by assuming that the paired observations are drawn from two independent distributions and that the observations are independent over time. KMM extend the McFadden 3 We also call them th i order integrals. Refer to Wong [36] , Wong and Chan [37] , and Wong and Ma [39] for discussions of the definitions. 4 Refer to Li and Wong [23] , Wong and Li [38] , Anderson [1, 2] , and Wong [36] in max , max ,
in max , max 
for s = 1, 2 and 3; and N is the sample size.
They point out that the test based on comparisons at a fixed number of grid points is potentially inconsistent, since only a subset of the restrictions implied by SD is considered.
Nevertheless, Barrett and Donald [3] claim that their test is consistent, since it compares the objects at all points. However, Anderson [2] points out that under smoothness assumptions, the inconsistency problem is not substantive. Owing to the computation complexity of these methods, we do not include it in our Monte Carlo experiment.
In this paper, we shall investigate the sizes and powers of several well-known SD 
for s = 1, 2 or 3. 
, and
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where 2 F and 2 G are defined in (2) , and n is the sample size. KRS define
when x is less than the minimum value of the observations from the combined sample. The null hypothesis, The KRS test is consistent and has an upper bound α on the asymptotic size. Allowing sample sizes to be unequal, it is evaluated over the full support of the population rather than at certain grid points. KRS develop the test only for s = 2. Tse and Zhang [33] extend the test to the situations when s = 1 and 3. We follow KRS for s = 2 and follow Tse and Zhang [33] for s = 1 and 3 in our study. 
Anderson (1996)
Anderson applies a trapezoidal rule to approximate the required integrals to estimate i H in (1) for H F = or G . He proposes a non-parametric test 7 
where d j is the length of the j th interval. The Anderson test is used to examine the hypotheses in 
Davidson and Duclos (2000)
DD derive the asymptotic sampling distribution of various estimators to test any order of SD for any two random variables, X and Y , with CDFs, F and G , based on conditional moments of distributions, in which the size is well controlled by a studentized maximum modulus (SMM 
To test for SD, the distributions should be examined for the full support, but this is empirically impossible. Thus, 0 H is tested only on a selected finite number of values for z in the distribution. Bishop et al. [4] suggest applying a union-intersection test for multiple comparisons.
One advantage of using the multiple comparison approach is that it is easier to deal with dependent samples (Barrett and Donald, [3] ). The significance of the test is determined asymptotically by the critical value of the SMM distribution with k and ∞ degrees of freedom and the following decision rules will be adopted:
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3 Monte Carlo Simulation
In this section, we employ the Monte Carlo simulation to study the sizes and powers of the DD, e and j e , are independent. Since the independent case with a homoskedastic process has been studied by Tse and Zhang [33] , in this paper, we report only the situations in which the returns, i r and j r , are dependent and either homoskedastic or heteroskedastic. 9 It is well-known that
f . 10 In this paper, we test for the SD relationship between the series with different values of α and β to cover the first two orders of SD. With the hierarchical relationship of SD, the existence of the second-order SD implies the existence of the third-order SD. Thus, we note that the third-order SD relationship could be obtained by using (ii) in (10) and therefore it is not necessary to include another parameter for constructing the third-order SD relationship. 
ρ =
Since there is no definite solution theoretically for the optimal number of grid points to maximize the power of an SD test, the number of grid points used in empirical studies is often decided by a rule of thumb. Zheng et al. [42] recommend using 10 to 15 ordinates in empirical applications for the SD tests. More information on the distributions would be revealed by using more ordinates, but the independence assumption of the grid statistics would then be violated by using excessive grid points (Stoline and Ury, [31] ). Moreover, as pointed out by Sidak [30] and
Hochberg [14] , the SMM test is conservative if these statistics are not independent. On the other hand, too sparse a number of grid points would miss the detection of SD behavior for the distributions between any two consecutive grids. Ideally, we would choose a sufficiently large number of grids to reveal more information without compromising the grid points' independence 13 property. In view of this, we follow Tse and Zhang's [33] recommendation to use k major intervals, where k = 6, 10, and 15, but we suggest that each major interval be further partitioned into 10 (or more) equally distanced minor intervals to be examined. 11 Examining these 10 equally distanced minor intervals between any two consecutive major grids ensures nonomission of important information between any consecutive major grid points. 12 Based on our computing experience, distributions with minor intervals possess better sizes and powers than distributions without minor intervals. 13 Hence, without the imposition of minor grids, information within the minor intervals could be omitted, which may, in turn, alter the decision.
Nevertheless, we cannot use the critical values with their degrees of freedom based on 10k grids (total grid points include the end points of both major and minor intervals), since this will violate the independence assumption of different grids. 14 Thus, we suggest using the critical values in Stoline and Ury [31] with degrees of freedom based only on k (instead of 10k) major grids for all the major and minor grids to satisfy the independence assumption of the grids.
Results and Discussions
We conduct 10,000 iterations for each simulation scheme, where the sample sizes are, respectively, 50, 100, 500, and 1000. The Monte Carlo simulation is conducted on dependent 11 Here, we construct a simple example to show that checking minor grids is necessary. Let X=i for i=2, 4, …, 20 with equal probability 1/10 on each point and Y=i for i=1, 3, …, 19 with equal probability 1/10. A choice of 10 major grids on {2, 4, …, 20} will never distinguish X from Y, whereas one will always be able to distinguish X from Y if any other minor grid is being examined. 12 In the simulation, the two generated series are combined and sorted in ascending order. This combined sample is used to determine the grid points. The range of the combined sample is divided into k major intervals, and each major interval is then further partitioned into 10 minor equally distanced intervals. 13 The results are available on request.
14 Let's say k=10, then 10k becomes 100. If we choose 100 grids, we cannot use 100 , M α ∞ (see (7)) as a critical value because this will violate the independence assumption of the grids for the test statistic, since any two consecutive grids are then too close to be independent (Stoline and Ury [31] ; Richmond [26] ). One may refer to Fong et al. [11] , Lean et al. [20] , Gasbarro et al. [12] , and Wong et al. [40] for the empirical studies using both major and minor grids in their analyses. [33] for independent returns generated by a homoskedastic process.
Homoskedastic Errors
In addition, from the table, we find that the size of the DD test decreases as k increases from 6 to 15, and the size of the DD test decreases from the first order to the third order (except 15 We report only the results with ρ = 0.8 in this paper, since we find that the simulated results are not sensitive to different values of ρ . The results for different values of ρ are available on request. 16 The empirical size is estimated by calculating the percentage of rejections of the null hypothesis when the null hypothesis is true. The DD test follows the SMM distribution, while both the Anderson and KRS tests follow the standardized normal distribution. At the nominal size of 0.05, the SMM critical values of k for 6, 10, and 15 are 2.928, 3.254 and 3.48,7 respectively, while the Z 0.025 is 1.96 for the KRS test. 17 Except the cases for the DD test with s = 1, k = 6, and N = 100, 500 and 1000.
for sample size 50 at k = 15). Overall, the DD test's biggest (smallest) size is 0.1021 (0.0009) in our simulation. Comparing the DD test with the Anderson and KRS tests, the size of the DD test is, in general, the closest to the nominal size of 0.05, especially when N = 1000, k = 10, and s = 1.
The effect of sample size on the DD test's size performance is inconsistent. For example, the size performance increases when sample size becomes larger for the first-order SD. However, the size performance decreases and then increases as samples become larger for the second-order SD.
For the KRS test, its biggest (smallest) size is 0.0059 (0.0000) when the sample size is 1000 (50).
In contrast to the DD test, the KRS test's size increases from the first order to the third order. Table 3 for the homoskedastic process. In this situation, the DD test attains the highest power among all the three SD tests being studied. As expected, the power is smaller for small sample size like 50 and 100, but it increases as the sample size increases for all the tests.
However, as the sample size increases, the power of the DD test increases faster than those of the We then examine the case in which the two return series, it r and jt r , are generated by Table   2b and display the corresponding empirical power of the KRS test in Panel B of Table 3 for the homoskedastic process. 20 We first examine the power for s = 1 in which the first-order SD does not exist. Table 2b shows that the empirical powers for all the SD tests being studied in our paper are very high with nearly all having values of one, especially the large sample. This strongly rejects the hypothesis that the cumulative distribution functions of i r and j r are equal. Panel B of 19 We would like to show our appreciation to an anonymous referee for pointing out this issue. 20 In Table 2b , we compute the empirical power for s=1 to be the estimated probability of failing to reject the alternative hypothesis H A , since FSD does not exist. For s=2 and s=3, we compute their empirical powers to be the estimated probability of failing to reject the alternative hypothesis H A1 , since both second-and third-order SD exist. We then examine the empirical powers of the SD tests for s = 2 and 3 in which both second-and third-order SD exist. From Table 2b and Panel B of Table 3 , we find that the DD test has higher power compared to both the Anderson and KRS tests in small sample sizes of 50
and 100. The powers of all the tests attain one in sample sizes of 500 and 1000. In both situations, as expected, the power increases significantly as the sample size increases. Nonetheless, it is interesting to note from Table 2b that the powers of both the DD and Anderson tests decrease as k increases, i.e., the power is actually higher for smaller k. These results could possibly be due to the violation of the independence assumption of grids for larger k. In addition, our simulation
shows that smaller order yields bigger power.
Overall, our simulation results conclude that for the homoskedastic process, the DD test is superior to both the KRS and Anderson tests because (1) the size of the DD test is closer to the nominal one and (2) the DD test possesses a higher power.
Heteroskedastic Errors
In order to understand the size and power performances of the SD tests when the series being examined are heteroskedastic, we conduct simulation schemes by allowing the errors in (8) to be heteroskedastic. Our purpose is to check whether the size and the power have changed when the assumption of homoskedasticity is violated. 21 We note that, for s=1, in for the second-and third-order and close to zero for the first-order SD, while the size of the KRS test is zero for the first-order and is close to zero for the second-and third-order SD. The DD test is not conservative for the first-order SD, since its empirical size is greater than the nominal size of 0.05 in seven out of twelve situations, and the average size for the first-order SD is 0.0786.
The size of the DD test decreases as k increases and as the order ascends from the first to the third.
Compared with the results for the homoskedastic process in Table 1 , the simulation results in Table 4 show that heteroskedasticity has no impact on the size of the Anderson test for all orders and no impact on the size of the KRS test for the first-order SD, since its size is zero or close to zero. 22 Nevertheless, we find that heteroskedasticity causes the empirical size to be larger for the DD test in all orders, and similarly for the KRS test in the second and third orders, especially for large sample sizes of 500 and 1000. Nonetheless, this effect is not serious and does not affect the performance of the tests, since their sizes are still much smaller than the nominated significance level. Heteroskedasticity creates the problem of under-rejection of 0 H in the firstorder SD of the DD test, especially for the case with 6 or 10 grids in the large sample, since the empirical size becomes as large as 0.2376 for N = 1000 and k = 6. Table 4 shows that a choice of grids of either 10 or 15 yields better size in the simulation. Table 4 shows that the best simulated 22 In fact, we cannot conclude that heteroskedasticity has no impact on the sizes of the Anderson and KRS tests because their sizes are zero. If these tests could be improved so that their sizes are close to the nominated one, the impact of the heteroskedastic effect on them could then become meaningful.
size is 0.0551 for the DD test when N = 500 and k = 15 in which its simulated size is the closest to the nominated size of 0.05. 23 Tables 5a and b summarize the empirical powers of the DD and Anderson tests, while Table 6 exhibits the power of the KRS test for the heteroskedastic process. Our simulation results
show that the DD test obtains the highest power among the three SD tests under all situations. As a result, we claim that the DD test is superior to both the Anderson and KRS tests in the power performance for the heteroskedastic process. When the first-, second-and third-order SD exists (Table 5a and Panel A of Table 6 ), the Anderson test has the lowest power, which can be ignored in small sample sizes like 50 and 100. On the other hand, when the second-and third-order SD exists in the absence of the first-order SD 24 (Table 5b and Panel B of Table 6 ), the KRS test has the lowest power. Hence, the Anderson and KRS tests do not dominate each other in terms of power performance. In contrast, the DD test performs very well for all orders for the sample size above 100, especially when the sample size increases to 500 or 1000, with its power approaching one. As expected, the power for the three SD tests increases significantly as the sample size increases. The power of both the DD and Anderson tests decreases as k increases. A possible explanation of this phenomenon is that it could be due to the violation of the independence assumption of grids for large k. In addition, their powers are bigger for smaller orders.
Compared with the results in the homoskedastic situations shown in Table 2 , the simulation results for the heteroskedastic series in Table 5 show that the power of the DD test 23 We note that it could be a drawback for the DD test that some of its simulated sizes are greater than the nominated size of 0.05. However, unlike the situations in both the Anderson and KRS tests, in which their sizes are always far below the nominal significance level (actually they are zero or close to zero), for each N, one could still be able to find some values of k such that the simulated size of the DD test is closer to the nominated size. Thus, one could still claim that the DD test performs relatively better, though there are rooms for the DD test to be improved. 24 Since the conclusion drawn for s = 1 under the heteroskedastic process is the same as that drawn under the homoskedastic process as discussed in Section 4.1, we skip the discussion for the situation of s = 1 under the heteroskedastic process.
decreases significantly under heteroskedasticity when the first three orders of SD exist, as well as when the first-order SD is absent but the second-and third-order SD exists. to draw the same conclusion for the Anderson and KRS tests. 25 Nevertheless, the DD test still attains good power to detect the dominance alternative for sample sizes larger than 500. On the other hand, the power for the Anderson test is inconsistent, especially for small sample sizes when SD exists in all three orders. If we compare the results in Table 3 with those in Table 6 , the power of the KRS test reduces significantly under the heteroskedastic process. Thus, we conclude that heteroskedasticity also reduces the power of the KRS test. β and j β will alter the second-order SD (hence, altering the third-order SD) 25 As the shapes of the figures are similar to those of Figures 3 and 4 , we skip reporting the figures, which are available on request. 26 The plots of the Anderson and KRS tests are available on request. 27 We skip reporting the plots of other values of i α , i β and j β , since all the plots will lead us to draw the same conclusion. 28 We skip reporting the plots of other values of i α , j α , and i β , since all the plots will lead us to draw the same conclusion.
relationship between the distributions. We find that the wider the difference between i β and j β , the bigger the respective gap of the second-order SD (and the third-order SD), with its power first increasing slightly, then decreasing, then increasing again as i β goes from 0 to 2. Figure 6 clearly shows that the DD test obtains the best power for all the values of i β .
Conclusion
This paper investigates the sizes and powers of three commonly used SD tests, namely, the DD, Anderson, and KRS tests, when the underlying distributions are correlated or heteroskedastic.
Our findings add to the literature by offering a better understanding of the sizes and powers of several SD tests. Although all three tests are conservative, the DD test is found to be the best among the three in our simulation in terms of both size and power performances for correlated distributions. While heteroskedasticity significantly reduces the powers of all the SD tests in our studies, the power of the DD test is still reasonably good for large samples.
Our Monte Carlo study shows that when the sample size is at least 500 and the number of major grid points is around 10 to 15, all three SD tests have reasonably good power performance, with the DD test being the best compared to the other two. To ensure that important information is not omitted in the underlying distributions, we suggest partitioning 10 equally distanced grids for each major interval and applying the DD test on all the grids but using the critical values with the number of major grids to be their degrees of freedom. This will ensure that important information between any two major grids is not omitted without violating the independence assumption of the grids for the test statistic. Our simulation study supports our suggestion.
Finally, we note that the poor performance of the KRS test could be due to the fact that sample points are rare in the tails of the distribution. Therefore, there is not enough information to get a significant test statistic. If the infimum is computed over the whole pooled empirical distribution, the infimum is necessarily small, with the result that rejections are very unlikely. To circumvent this problem, one may consider modifying the KRS test by adopting the approach in
Davidson and Duclos [10] , who suggest testing for restricted stochastic dominance, for instance, by computing the infimum for the modified KRS test over an interval strictly inside the support of the pooled empirical distribution. 29 The performance of the modified KRS test could then be improved in the simulations. 30 We also note that the results of our simulation have been widely used to compare different assets' performance or to explain some financial anomalies.
31 29 We would like to show our appreciation to an anonymous referee for pointing out this issue. 30 Since developing a modified KRS test is beyond the scope of this paper, the significance of its performance should clearly be scrutinized carefully in a separate paper when the modified KRS test is available. 31 See, for example, Fong et al. [11] , Lean et al. [20] , Gasbarro et al. [12] , and Wong et al. [40] for more information. H is defined in (3) , N is the sample size, k is the number of major grid points, and s is the order of SD. (8) H are defined in (3) , N is the sample size, k is the number of major grid points, and s is the order of SD. H , of no dominance is false or, equivalently, estimated by the probability of failing to reject the alternative hypothesis when the alternative hypothesis is true. Since SD exists between X and Y for s = 2 and 3 but there is no first-order SD between X and Y, we compute the empirical power for s=1 to be the estimated probability of failing to reject the alternative hypothesis, A H , for s=1 and compute their empirical power to be the estimated probability of failing to reject the alternative hypothesis, (3), N is the sample size, k is the number of major grid points, and s is the order of SD. (3) and (3a) respectively, N is the sample size, and s is the order of SD. H is defined in (3) , N is the sample size, k is the number of major grid points, and s is the order of SD. H , of no dominance is false or, equivalently, estimated by the probability of failing to reject the alternative hypothesis when the alternative hypothesis is true. Since SD exists between X and Y for s = 2 and 3 but there is no first-order SD between X and Y, we compute the empirical power to be the estimated probability of failing to reject the alternative hypothesis, A H , for s=1 and compute their empirical power to be the estimated probability of failing to reject the alternative hypothesis, processes. 32 Refer to (8) for the definitions of r and α and refer to (9) and (10) for the definitions of the homoskedastic and heteroskedastic processes. α , i β and j β , since all the plots will lead us to draw the same conclusion. The terms i α , j α , i β , and j β are defined in (8) ; N is the sample size; k is the number of major grid points; and s is the order of SD. 33 Refer to (8) for the definitions of r and β and refer to (9) and (10) for the definitions of the homoskedastic and heteroskedastic processes. 33 We heteroskedastic process. 34 Refer to (8) for the definitions of r and α and refer to (9) and (10) for the definitions of the homoskedastic and heteroskedastic processes. 34 We α , i β , and j β , since all the plots will lead us to the same conclusion. The terms i α , j α , i β , and j β are defined in (8) ; N is the sample size; k is the number of major grid points; and s is the order of SD. heteroskedastic process. 35 Refer to (8) for the definitions of r and β and refer to (9) and (10) for the definitions of the homoskedastic and heteroskedastic processes. 35 We We skip reporting the plots of other values of n, k, s, i α , j α , and i β , since all the plots will lead us to the same conclusion. The terms i α , j α , i β , and j β are defined in (8) ; N is the sample size; k is the number of major grid points; and s is the order of SD.
