Under the linear mapping efficient extreme points in decision space of multiple objectives linear programming (MOLP) may not map to non dominated extreme points in objective space, condition that two or even more multiple objective linear programming (MOLP) problems to have the same objective space is given, the important of this study is that the Decision-Maker may depends on extreme points of the set of the objective space than that of the decision space since in most practical problems the number of objective is small compared to the number of the decision variables and so they have fewer extreme points. A simple production example is given to clarify this analysis.
INTRODUCTION:
The problem of multiple objectives linear programming (MOLP) arises when several linear objective functions has to be maximized (or minimized) on a convex polytope. Different approaches have been suggested for solving this problem, among which are the ones suggested by Evans and Steuer (1973) , Tamura and Mura (1977) . Gal (1977) , Isermann (1977) , Ecker and Kauda (1978) and Ecker, Hegren and Kauda (1980) . Recent work concerning (MOLP) has been made by Schechter and Steuer (2005) , Steuer and Pircy (2005) . More researches involve the objective space analysis of multiple objective linear programming has been studied by Dauer and liu (1990) , also Dauer and Saleh (1990) in their article gave an algebraic representation of the objective space for (MOLP) . Relation between faces of the decision space and those of the objective space was early investigated by Dauer (1987) and the reason for his investigation is to show that the objective space may have fewer dimensions than those of the decision space under the linear mapping.
In this article we give through some theoretical aspects more details about the objective space point of view for (MOLP), so it can be seen in a different light, along with the new theory that increase better understanding for the condition of two or even more multiple objective linear programming problems to have the same objective space.
In section 2 some notations and theory for (MOLP) are presented. Our main result is given in section 3 with an illustrative example and finally a conclusion problem under consideration is made in section 4.
NOTATIONS AND THEORY
Multiple objective linear programming (MOLP) problems arise when several linear objective functions have to be maximized (or minimized) on a convex polytope X= {x ∈ R n / Ax ≤ b} Where A is an (m+n) x n matrix and b ∈ R m+n .We point out that the non negativity condition is added to the set of constraints. If C is a k x n matrix with rank k, then the (MOLP) can be formulated as:
Maximize y = C x Subject to ; x ∈ X (2.1) Solving (MOLP) problem is seeking to find the set of efficient solution
Consider the set Y={y ∈ R k | y= Cx, x ∈ X} (2.3)
Then we say that y is non dominated point if y ∈ Y and there is no y -such that y ≤ y -.
It is well known theorem for (MOLP) [7, 13 ] that a feasible point x is efficient for multiple objective linear program if and only if there is a k vector λ>0 (weights) such that x is an optimal solution for the linear program 574 Multiple objective linear programming (MOLP) problems with the same objective space
The idea of using weights seems to be an attractive method to solve this kind of problems since it involves averaging the objectives into a composite objective and then maximizing the result but the difficulty of this method is in specifying these weights for solving the above linear program (2.4)
Consider the dual linear program of (2.4) in the form
On multiply the set of constraints of this dual problem by a matrix T = (T 1 | T 2 ), where In the case when k=n, we have AT 2 = 0, and the dual of (2.5) after multiplying the set of constraints by a matrix T = (T 1 | T 2 ), takes the form
Where T 1 is the inverse matrix of the given matrix C. on the other hand if AT 2 ≠ 0, an r × (m+n) matrix P of non-negative entries is defined such that PAT 2 = 0, this matrix will play an important role for the construction of the set of objective space Y to be in the form Y={y ∈ R k | PAT 1 y ≤ P b} or simply can be written as Y={y ∈ R k | Gy ≤ g}, where G= PAT 1 and g= P b , since in our case the dual of (2.5) will take the form Maximize z= λ T y Subject to; Gy ≤ g (2.8)
The above results guarantee the algebraic construction of the set of objective space given in [2] . According to objective space point of view we have the following proposition Proposition 2-1 A point y 0 is non dominated point of (2.8) if there exist a solution u ≥ 0, λ > 0 satisfying u T G -= λ T where G -represents the set of active constraint at the given point y 0
Proof: The point y 0 is the image of an efficient point x 0 ∈ X, and since x 0 is efficient then there must exist a solution u ≥ 0, λ > 0 , satisfying u T A -= λ T where A -represents the set of active constraint at the given point x 0 consequently the point y 0 is non dominated point of (2.
Corollary: If G؆ represents the set of non active constraints at the given point y 0 then u T G؆ = 0 has only the zero solution.
Remark :
The matrix P of non-negative entries such that PAT 2 = 0, this matrix can be defined through the ordinary phase one of linear programming problem with objective function zero and with constraints takes the form u T AT 2 = 0, e T u = 1 and u ≥ 0. 1 Maximize y = C 1 x 1 Subject to:
CONDITION FOR TWO MULTIPLE OBJECTIVE LINEAR PROGRAMMING (MOLP) PROBLEMS TO HAVE THE SAME OBJECTIVE SPACE
x 1 ∈ X Where C 1 is a k × n 1 matrix and x 1 ∈ R n1 (MOLP) 2 Maximize y = C 2 x 2 Subject to:
x 2 ∈ X Where C 2 is a k × n 2 matrix and x 2 ∈ R n2
The above set of feasible constraints of problem (2.8) in the objective space leads us to the following proposition Proposition 3-2: Two multiple objective linear programming problems have the same objective space if there exist non negative matrices P 1 and P 2 such that P 1 A 1 T ≈ P 2 A 2 T 2 1 and P 1 b 1 ≈ P 2 b 2 , where A 1 , T 1 1 ,b 1 , A 2 , T 2 1 and b 2 represents the given matrices of the above (MOLP) problems respectively ( i.e. G 1 ≈ G 2 and g 1 ≈ g 2 )
Proof: For the above two multiple objective linear programming problems (MOLP) 1 and (MOLP) 2 to have the same objective space representation defined by the set of constraints of (2.8), the given matrix P 1 A 1 T 1 1 must reduces to P 2 A 2 T 2 1 and P 1 b 1 must reduces to P 2 b 2 , or can be written simply as G 1 ≈ G 2 and g 1 ≈ g 2 . Subject to:
Maximize y 1 (x) = x 1 +x 3 (MOLP) 2 Maximize y 2 (x) = x 2 + x 3
Subject to: 3 Maximize y 1 (x) = x 1 +3x 3 Maximize y 2 (x) = x 2 Subject to :
(MOLP) 4 Maximize y 1 (x) = x 1 Maximize y 2 (x) = x 2 + 3 -2 x 3 Subject to:
These four (MOLP) problems share the same objective space with the four representations material and suppose the material needed per pounds for above products is 2, 3 and 2 pounds for each product respectively with supply of this material restricted to 600 pounds . If x 1, x 2 and x 3 will represent the units of A 1 , A 2 and A 3 to be produced then the above problem can be formulation as Maximize y 1 = 3 x 1 + 4 x 2 + x 3 Maximize y 2 = x 1 + 2 x 2 + x 3 Subject to; 2 x 1 + 3x 2 + 2 x 3 ≤ 600
The second company L 2 produces two kinds of products A 1 , A 2 with a profit of 3, 1 dollar per unit respectively. However the company needs one hour as an employment hours for each one unit of the above products. If the objectives of this company is to maximize the profit and also to maximize the employment hours needed .This company has two raw materials for manufacturing and suppose the material needed per pounds for the first raw material per pound are 1, 2 and the supply for this raw material is restricted to 600 pounds and for the second raw the material needed per pounds are 2 ,1 with supply for this raw material restricted to 600 pounds.
In this case x 1 and x 2 will represent the units of A 1 , A 2 to be produced and the above problem can be formulation as Maximize y 1 = 3 x 1 + x 2 Maximize y 2 = x 1 + x 2 Subject to; x 1 +2 x 2 ≤ 600 2 x 1 + x 2 ≤ 600 x i ≥ 0, i =1,2
Then our analysis shows that although the two companies have different resources and objectives in the decision space, they share together the same objective space as a constraint polytope in R 2 have the following representation Y = {(y 1 , y 2 ); -y 1 +5 y 2 ≤ 1200, y 1 +y 2 ≤ 1200, -y 1 +y 2 ≤0, y 1 -3 y 2 ≤ 0 }
