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Abstract
The distance function ̺(p, q) (or d(p, q)) of a distance space (general metric space) is
not differentiable in general. We investigate such distance spaces over Rn, whose distance
functions are differentiable like in case of Finsler spaces. These spaces have several good
properties, yet they are no Finsler spaces (which are special distance spaces). They are situ-
ated between general metric spaces (distance spaces) and Finsler spaces. We will investigate
such curves of differentiable distance spaces, which possess the same properties as geodesics
do in Finsler spaces. So these curves can be considered as forerunners of Finsler geodesics.
They are in greater plenitude than Finsler geodesics, but they become geodesics in a Finsler
space. We show some properties of these curves, as well as some relations between differen-
tiable distance spaces and Finsler spaces. We arrive to these curves and to our results by
using distance spheres, and using no variational calculus. We often apply direct geometric
considerations.
Keywords: distance spaces Finsler spaces
MSC class: 53B40, 51K05, 51K99, 54E35.
1 Introduction
Distance spaces (general metric spaces) were widely investigated from different point of views, but
not with differentiable distance functions ̺. In this paper we investigate distance spaces with dif-
ferentiable distance functions ̺. These differentiable distance spaces Dn lie between general metric
spaces (distance spaces) and Finsler spaces F n, which are special distance spaces. However, these
Dn are still far from Finsler spaces. We construct geodesic curves of an F n as osculation points
of geodesic spheres. This construction can be performed also in our Dn. The resulting curves
are called osculation curves. If our Dn reduces to an F n, then osculation curves become Finsler
geodesics. So osculation curves of our Dn can be considered as forerunners of Finsler geodesics.
Actually a number of osculation curves become a single geodesic. Under certain conditions oscula-
tion curves become quasigeodesics, which are already near to, but not completely same as Finsler
geodesics. We show some properties of these curves. Under certain differentiability conditions,
every Dn determines an F n, but this relation is not 1:1. Many Dn determine the same F n. We
show some relations between differentiable distance spaces and Finsler spaces. Finally, we obtain a
theorem on projectively flat Finsler spaces. We often apply distance spheres, convexity and direct
geometric considerations, but we do not use variational calculus.
∗The second author was supported by the Hungarian Scientific Research Fund (OTKA) Grant K-111651
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2 Preliminaries
We recall some simple facts on Finsler geometry. The basic notion of a Finsler space F n = (M,F)
over the base manifold M and with the Finsler metric F is the arc length sF (x(t)) of a curve x(t),
t ∈ I = [α, β]:
(1) sF (x(t)) :=
∫ β
α
F(x(t), x˙(t))dt.
F is a function on TM :
F : TM → R+, (p, y) 7−→ F(p, y), p ∈M, y ∈ TpM,
with the defining properties
(F1) F is C0 on TM and C∞ on TM \ {0};
(F2a) F(p, λy) = |λ|F (p, y) if λ ∈ R (absolute homogeneity); or
(F2b) F(p, λy) = λF (p, y) if λ ∈ R+ (positive homogeneity);
(F3) ∂
2F2
∂yi∂yj
(p, y) are the coefficients of a positive definite quadratic form.
The indicatrix
I(p0) := {y | F(p0, y) = 1}
of F n at p0 is a hypersurface (level surface) of z = F(p0, y) in Tp0M . It is strictly convex in the
sense that it bounds a strictly convex open set. (F2a) means that the indicatrices are symmetric,
while from (F2b) this does not follow. The Finsler norm of y ∈ Tp0M is
|y|F := F(p0, y).
In case of (F2a) by this norm Tp0M becomes a Banach space. Dividing x(t) into N small parts
dx, the arc length sF intuitively can be obtained in the following way
(1’) sF (x(t)) ≈
∑
|dx|F =
∑
F(x, dx) =
∑
F(x,
dx
dt
)dt −→
∫ β
α
F(x(t), x˙(t))dt.
The decisive important (F2a) is equivalent to the property that the arc length sF (x(t)) is inde-
pendent of the reparametrization of the curve x(t) including the change of the orientation. In this
case the metric is called reversible, while in the more general case of (F2b) it is irreversible. The
Finsler distance of two points a, b ∈M is given by
(2) ̺F (a, b) = inf
x∈Γ
∫ β
α
F(x(t), x˙(t))dt
where Γ means the collection of the curves x(t) connecting a and b. If in (2) inf is attained by a
curve, then this curve is an extremal, a minimizing geodesic.
In contrary to Finsler spaces, in a distance space Dn = (M, ̺) the basic notion is the distance
̺(a, b) given by the distance function
̺ : M ×M → R+, (a, b) 7−→ ̺(a, b).
[In a way similar to (1’) one can define also “distance arc length” sD(x(t))]. ̺ has to obey to the
rules
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(D1) ̺(a, b) ≥ 0, and ̺(a, b) = 0 ⇐⇒ a = b.
(D2) ̺(a, b) = ̺(b, a).
(D3) ̺(a, c) + ̺(c, b) ≥ ̺(a, b).
Both Finsler and distance spaces were widely investigated. We refer here on the books [1], [3],
[4] and [8] only. These books contain a vast old and up-to-date bibliography of works on different
aspects of the geometry of distance and Finsler spaces. Also Busemann’s G-spaces [5] represents
an important class of distance spaces; in his dissertation M. G. Knecht [6] found a quite weak
curvature condition, which guarantees that a length metric space carries a differential structure
and a Finsler metric. The Finsler distance of a reversible Finsler space satisfies (D1)–(D3). So
every reversible Finsler space is a distance space, but not conversely. One of the main difference
between Finsler and distance spaces is the lack of the differentiability at distance spaces. We
suppose the differentiability of the distance function ̺. Such distance spaces are nearer to Finsler
spaces, yet they still considerably differ from them.
Our investigations will be local. So we can assume that the base manifold is Rn. In the most
cases we will suppose that the distance spheres and the geodesic spheres are strictly convex in Rn.
In the most cases also the Finsler spaces are supposed to be reversible.
In section 3 we show that in a Finsler space F n = (Rn,F) the strict convexity of the geodesic
spheres implies that geodesics between two points are unique (Theorem 1). Also we construct
Finsler geodesics by geodesic spheres in two different ways. In section 4 we consider osculation
points of two distance spheres with fix centers and varying radii. These points form an osculation
curve o(r). If ̺ = ̺F (i.e. Dn = F n), then these curves are Finsler geodesics. Osculation
curves have some properties common with Finsler geodesics, but they have not only such ones. In
contrary to Finsler geodesics, a segment of an osculation curve need not to be an osculation curve.
An osculation curve whose segments are again osculation curves will be called quasigeodesic. We
find their properties, which are very similar to that of Finsler geodesics (Theorems 2 and 3). In
the last section 5 we investigate the relation of distance spaces to Finsler spaces. We show that
a distance space determines a ‘weak’ Finsler space (whose indicatrices may be only convex and
not necessarily strictly convex). (Theorem 4). But this relation is not 1:1, since different distance
spaces may determine the same Finsler space. The distance arc length and the Finsler arc length
of a curve equal (Theorem 5), but this does not yield Dn = F n. For this a necessary and sufficient
condition is given in Theorem 6. Finally we show that a projectively flat F n = (Rn,F) with
geodesic spheres, which are symmetric in Rn, is a Minkowski space (Theorem 7).
3 Finsler geodesics and geodesic spheres
We show some relations between Finsler geodesics and geodesic spheres including the definition of
the Finsler geodesic by geodesic spheres. First we recall a classical definition of shortest geodesics
in a metric space, especially in a Finsler space.
3.1. Let g(t), t ∈ I = [α, β] be a shortest geodesic of a Finsler space, and g[a, b] an arc of it. Then
(3a) ̺F (a, x) + ̺F (x, b) = ̺F (a, b), ∀ x ∈ g[a, b].
This is the additivity property of the geodesics. Nevertheless, (3a) alone does not assure that g(t)
is a geodesic arc. To this it is necessary that (3a) be satisfied for any segment of g(t), that is
(3b) ̺F (g(t1), g(t)) + ̺
F (g(t), g(t2)) = ̺
F (g(t1), g(t2)), ∀ t1 ≤ t ≤ t2 in I,
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which contains (3a) as a special case. (3b) is a characteristic property of the shortest Finsler
geodesics.
3.2. A geodesic sphere of a Finsler space F n = (Rn,F) centered at the point a ∈ Rn with radius
r is defined by
Sa(r) := {q ∈ R
n | ̺F (a, q) = r}.
Sa(r) is a smooth hypersurface of R
n, and diffeomorphic to the Euclidean unit sphere Sn−1 ⊂ En.
We show that the strict convexity of the geodesic spheres implies that between two points exists
at most one geodesic.
Theorem 1. (a) If the geodesic spheres of a Finsler space F n = (Rn,F) are strictly convex, then
between any pair of points a, b, there exists at most one geodesic.
(b) If between a and b there exist two geodesics g1(s) and g2(s), then among the geodesic spheres
centered at a or b there exist infinitely many not strictly convex ones.
Proof. (a) We suppose that the geodesic spheres are strictly convex in Rn, and that between a
and b there exists a geodesic arc g[a, b]. Let r be smaller than the Finsler distance between a and
b: r < ̺F (a, b) = ∆. Denote by r¯ the smallest value, for which Sa(r) (with a fix r) and Sb(r¯) still
have a common point p0. Because of the strict convexity of Sa(r) and Sb(r¯), p0 is unique. These
two geodesic spheres can not be intersecting, for then r¯ would not be minimal. So these geodesic
spheres are osculating from outside at p0.
We know that for the points q ∈ Rn,
(4) ̺F (a, q) + ̺F (q, b) ≥ ̺F (a, b),
and we obtain equality in (4) exactly for the points p ∈ g[a, b]. Then
(5) ̺F (a, p) + ̺F (p, b) = min
q∈Rn
{
̺F (a, q) + ̺F (q, b)
}
.
If we confine q to Sa(r), then
(6) min
q∈Sa(r)
{
̺F (a, q) + ̺F (q, b)
}
occurs at the unique osculation point p0 of Sa(r) and Sb(r¯). Hence q[a, b] ∩ Sa(r) is the unique p0.
This is true for any r ∈ [0,∆]. This shows the unicity of g[a, b].
(b) Suppose that between a and b there exist two different geodesics g1[a, b] and g2[a, b]. Then
there exist r ∈ (0,∆) such that
Sa(r) ∩ g1[a, b] = p1 6= p2 = Sa(r) ∩ g2[a, b].
p1 is a point of Sa(r), r = ̺
F (a, p1), and also of Sb(r¯), r¯ = ∆ − ̺
F (a, p1). These two geodesic
spheres have no common inner point p, namely in this case we would have ̺F (a, p)+ ̺F (p, b) < ∆,
which contradicts (4). Therefore Sa(r) and Sb(r¯) are geodesic spheres osculating at p1. The same
holds at the point p2. Sa(r) can be strictly convex only if the straight line segment ℓ(p1, p2) between
p1 and p2 lies in the inside of Sa(r) (except p1 and p2). In this case ℓ(p1, p2) can not be in Sb(r¯)
since Sa(r) and Sb(r¯) have no common inner point (they are osculating from outside). In this case
Sb(r¯) can not be convex. We obtain a similar result if we suppose ℓ(p1, p2) to be in Sb(r¯). So if
there exist two geodesics g1[a, b] and g2[a, b], then either Sa(r) or Sb(r¯) is not strictly convex. This
is true for every r ∈ (0,∆). Thus there exist infinitely many not strictly convex geodesics spheres
centered at a and b.
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In part (a) we have shown that convexity yields the unicity. We give a simple example, which
shows that the lack of convexity may cause the lack of unicity. Let a∗ and b∗ be antipodal points of
Sn ⊂ En+1. Then the (geodesic) spheres Sa∗(r
∗) and Sb∗(r¯
∗) with radii r∗+ r¯∗ = π coincide. Then
also their stereographic images Sa(r) and Sb(r¯) are coinciding geodesic spheres in the inherited
metric. However the centers a and b are on different sides of the coinciding geodesic spheres Sa(r)
and Sb(r¯). So if Sa(r) is convex in R
n, then Sb(r¯) is not so, or conversely, and in the same time the
images of the numerous great circles (i.e., geodesics of Sn) between a∗ and b∗ become geodesics
between a and b in the inherited metric.
3.3. We show that points of a geodesic curve of a Finsler space F n = (Rn,F) with strictly convex
geodesic spheres can be characterized (defined) as osculation points of geodesic spheres centered
at its two arbitrarily chosen points.
Let g(s) with arc length parameter s ∈ (−∞,∞) be a geodesic curve of F n with g(0) = a,
g(∆) = b, and g(r) with 0 < r < ∆ a third point of g(s) between a and b. Denoting r¯ =
̺F (g(r), b) = ∆ − r we obtain that g(r) is a common point of Sa(r) and Sb(r¯). These geodesic
spheres again must be osculating and cannot be intersecting (see the proof of Theorem 1). Then
g(r) is an osculation point of Sa(r) and Sb(r¯). Because of the strict convexity of the geodesic
spheres, to Sa(r) there exists a unique Sb(r¯) osculating from outside, and for the same reason also
the osculation point c(r) is unique. So the osculation point c(r) is exactly g(r). This is true for
any r ∈ [0,∆].
Now let r > ∆. Then a = g(0), g = b(∆) and g(r) = c are three points on g(s) in this
arrangement. c is again a common point of Sa(r) and Sb(r¯), r¯ = r − ∆. Sa(r) and Sb(r¯) must
osculate at c, that is, they can not have more common points. Namely suppose that they have
still another common point p. Then the triangle (a, b, p) yields the inequality
(7) ̺(a, b) + ̺(b, p) > ̺(a, p) = r,
while on the geodesic g(s) we have
(8) ̺(a, b) + ̺(b, c) = ̺(a, c) = r.
But ̺(b, p) = ̺(b, c), for p, c ∈ Sb(r¯). Thus (7) and (8) are contradicting, and hence c is the unique
common point of Sa(r) and Sb(r¯).
This is true for any r ∈ (∆,∞). So any g(r), r > 0 is an osculation point of two geodesic
spheres centered at a and b respectively, and any osculation point p is a point of g(s). Interchanging
the role of a and b we obtain that the above statements are true for the whole g(s), s ∈ (−∞,∞).
Thus this property characterizes the points of g(s). So for the geodesics of our F n we obtain the
following alternative
Definition 1. In a Finsler space F n = (Rn,F) with strictly convex geodesic spheres a geodesic
consists of the osculation points of geodesic spheres with different radii centered at its two arbitrary
points a and b.
3.4. In the above definition a and b were two arbitrary points of g(s). So if we choose another
point a∗ ∈ g(s) in place of a ∈ g(s), then also Sa∗(r
∗), r∗ = ̺F (a∗, c) and Sb(r¯), r¯ = ̺
F (c, b)
osculate each other at a point c = g(r), and the three geodesic spheres Sa(r), Sb(r) and Sa∗(r
∗)
have a common tangent plane Σc at c. This leads to a further definition of the Finsler geodesics.
We show that at an arbitrary point p0 of a Finsler geodesic g(s) of our F
n there exists a hyper-
plane Σp0 , such that the points of g(s), and only these are centers of geodesic spheres osculating
Σp0 at p0. Indeed, let a be a point of g(s), and Σp0 the tangent plane of Sa(r), r = ̺
F (a, p0) at p0:
Tp0Sa(r) = Σp0 . Let p be an arbitrary point of g(s). Then, as we have showed in the proof of The-
orem 1(a), Sa(r), r = ̺
F (a, p0) and Sp(r¯), r¯ = ̺
F (p, p0) osculate at p0, and Tp0Sa(r) = Tp0Sp(r¯).
Thus any p ∈ g(s) is a center of a geodesic sphere osculating Σp0 at p0.
Conversely, we show that if a point q ∈ Rn is the center of a geodesic sphere Sq(r
∗), r∗ =
̺F (q, p0) osculating Σp0 at p0, then it belongs to g(s). We supposed that Tp0Sq(r
∗) = Σp0 . Let
g∗(s) be the geodesic through q and p0. Its tangent at p0 is g˙
∗(0). We know that a geodesic
sphere is perpendicular (in the sense of F n) to any geodesic emanating from its center. Then
g˙(0)⊥Tp0Sa(r) = Σp0, and also g˙
∗(0)⊥Tp0Sq(r
∗) = Σp0 . Thus (with an appropriate orientation of
g∗(s)) g˙(0) = g˙∗(0). But from a point p0 in a direction emanates a single geodesic. So g(s) = g
∗(s),
and thus q ∈ g(s). This yields the following equivalent
Definition 2. In a Finsler space F n = (Rn,F) with strictly convex geodesic spheres a geodesic
consists exactly of the centers of those geodesic spheres, which osculate a hyperplane Σp0 at its
point p0.
4 Osculation curves and quasigeodesics of differentiable
distance spaces
4.1 Differentiability conditions
We investigate distance spaces Dn = (Rn, ̺) over the linear space Rn. Beyond (D1)–(D3) we
suppose that the distance function ̺(x, y) is smooth
(D4) ̺ : Rn × Rn → R+, (x, y) 7→ ̺(x, y) is C
∞ excluding x = y, where ̺ is C0.
(D4) is an important property also of the Finsler distance function. In this paper distance
spheres play an important role. We do not know of their earlier applications in such investigations.
In order to avoid heaping of notations we use the same sign for geodesic- and distance-spheres.
The context clearly shows, which one we speak of. A distance sphere centered at a point a and
having radius r is defined and denoted by
Sa(r) := {q ∈ R
n | ̺(a, q) = r}.
This is a counterpart of geodesic- and Euclidean spheres. We also suppose that
(D5) (a) distance spheres are strictly convex in Rn;
(b) they have everywhere positive Gauss curvature;
(c) for any point p ∈ R, the 1-parameter family Sp(r) (r > 0) is diffeomorphic to that of
Euclidean spheres in Rn centered at 0;
(d) if a distance ball contains another one, their spheres Sa(r) and Sb(r¯) can osculate at
most in one point p, and in any direction v ∈ TpSa(r) = TpSb(r¯), the normal curvature
of Sa(r) is smaller than that of Sb(r¯);
From this it also follows that distance spheres osculate their tangent planes exactly in the first
order. (D1)–(D4) and (D5d) are satisfied by any reversible F n. We suppose that our F n = (Rn,F)
are reversible, and satisfy still (D5a). [We remark that (D5a) often can be replaced by the property
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(D5a∗) if two distance spheres have no common inner point, then their boundaries have at most
one common (osculation) point.
In this case the base manifold of Dn need not be the Rn but it can be any connected differentiable
manifold Mn.]
4.2 Construction of osculation curves
We construct in a distance space through any arbitrary pair of points a, b ∈ Rn a 1-parameter set
of osculation points o(r), r ∈ (−∞,∞). We perform basically the same construction as in section
3.3, but we replace geodesic spheres by distance spheres. Since Sa(r) is a compact set, there are
points o1(r) of Sa(r), which are nearest to b, and points o2(r) ∈ Sa(r), which are furthest from b.
Sa(r) and Sb(r1), r1 = ̺(o1(r), b) must be osculating and cannot be intersecting, for then would
exist a p ∈ Sa(r) which is nearer to b, than o1(r). Also o1(r) is unique because Sa(r) and Sb(r1)
are strictly convex. So Sa(r) and Sb(r1) are osculating. So
(9) o1(r) = (p ∈ Sa(r) | ̺(p, b) is minimal), r ∈ [0,∞) , and o1(0) = a.
For similar reasons also Sa(r) and Sb(r2), r2 = ̺(o2(r), b) must be osculating. Then Sa(r) is in the
inside of Sb(r2), and also o2(r) is unique by (D5d). In this case
(10) o2(r) = (p ∈ Sa(r) | ̺(p, b) is maximal),
Let us denote the parameter of o2 by −r(≤ 0). Thus
(11) o(r) :=
{
o1(r), r ≥ 0
o2(r), r ≤ 0
r ∈ (−∞,∞)
is a 1-parameter point set consisting exactly from the osculation points (from outside or inside)
of distance spheres of different radii centered at a and b, which are called the generator points of
o(r).
4.3 Differentiability of o(r)
Proposition 1. The point set o(r), r ∈ (−∞,∞) is a C∞ curve except at the generator points.
Proof. Consider a polar coordinate system (ϕα, r), α = 1, . . . , n − 1 on Rn(x) centered at a, so
that r(p) = ̺(a, p). Then (ϕα, r0) gives a coordinate system (ϕ
α) on Sa(r0) for each r0 > 0. The
osculation point o(r0) with coordinates (ϕ0, r0) is a minimum point of ̺b := ̺(·, b) on Sa(r0). Then
(12)
(
∂̺b
∂ϕα
(ϕ, r0)
)
ϕ0
=
∂̺b
∂ϕα
(o(r0)) = 0.
We show that
(13) rank
∂2̺b
∂ϕα∂ϕβ
(o(r0)) = n− 1.
Since ̺b(ϕ, r) is C
∞ also in r, from the implicit function theorem we obtain that ϕα(o(r)) = ϕα(r)
are C∞ solutions of (12), and thus o(r) = (ϕα(r), r) is a C∞ curve. Indeed, on the one hand we
have
(14)
∂2̺b
∂ϕα∂ϕβ
=
∂2̺b
∂xi∂xj
∂xi
∂ϕα
∂xj
∂ϕβ
+
∂̺b
∂xi
∂2xi
∂ϕα∂ϕβ
,
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where (xi) are coordinates on Rn. On the other hand (denoting r by ϕn), ∂̺a
∂ϕα
= ∂ϕ
n
∂ϕα
= 0, and
hence
(15) 0 =
∂2̺a
∂xi∂xj
∂xi
∂ϕα
∂xj
∂ϕβ
+
∂̺a
∂xi
∂2xi
∂ϕα∂ϕβ
.
Since o(r0) is an osculation point we have
(16)
∂̺a
∂xi
(o(r0)) = λ
∂̺b
∂xi
(o(r0))
for some nonzero λ ∈ R. In fact, from (16) we can express λ as
λ = sgn(λ)
‖∇̺a‖
‖∇̺b‖
(o(r0)),
which is negative if o(r0) is between a and b, and positive if it is outside. So substituting (15) and
(16) into (14) yields
∂2̺b
∂ϕα∂ϕβ
(o(r0)) = ‖∇̺b‖
(
1
‖∇̺b‖
∂2̺b
∂xi∂xj
−
sgn(λ)
‖∇̺a‖
∂2̺a
∂xi∂xj
)
∂xi
∂ϕα
∂xj
∂ϕβ
(o(r0))
From this we get
vαvβ
∂2̺b
∂ϕα∂ϕβ
(o(r0)) = ‖∇̺b‖(κb(v)− sgn(λ)κa(v)), ∀v ∈ To(r0)Sa(r0),
where κb(v) and κa(v) denote the normal curvatures of Sb(r1) and Sa(r0) resp. at o(r0) in the
direction v. If r0 ∈ (0, ̺(a, b)), then λ must be negative, and we obtain immediately that
vαvβ ∂
2̺b
∂ϕα∂ϕβ
(o(r0)) > 0. If r0 < 0 or r0 > ̺(a, b), then λ is positive, but D5(d) implies that
κb(v) > sgn(λ)κa(v), so again we have v
αvβ ∂
2̺b
∂ϕα∂ϕβ
(o(r0)) > 0.
One can see from section 2 and Definition 1 that in a Finsler space F n = (Rn,F) with strictly
convex geodesic spheres osculation curves are Finsler geodesics. So in these F n the differentiability
of the osculation curves is immediate.
4.4 Quasigeodesics
Two arbitrary points a¯, b¯ of an osculation curve o(r; a, b) determine again an osculation curve
o(r; a¯, b¯). But o(r; a¯, b¯) 6= o(r; a, b) in general. Namely o(r; a, b) is defined by the osculating Sa(r)
and Sb(r
∗(r)), while o[r; a¯, b¯] is defined by Sa¯(r) and Sb¯(r
∗∗(r)), which are independent of Sa(r)
and Sb(r
∗(r)). In the following we mostly will investigate distance spaces with the good property
(D6) Any pair of points of an osculation curve as generator points determines the same osculation
curve: a¯, b¯ ∈ o(r; a, b)⇒ o(r; a, b) = o(r; a¯, b¯).
Definition 3. A quasigeodesic q(r; a, b) is an osculation curve o(r; a, b) such that o(r; a, b) =
o(r; a¯, b¯) for any a¯, b¯ ∈ o(r; a, b).
In other words: an osculation curve o(r; a, b) is a quasigeodesic q(r; a, b) if and only if its points
are generators of the same osculation curve. This condition is satisfied in any F n = (Rn,F) with
strictly convex geodesic spheres. In a distance space satisfying (D1)–(D6), every osculation curve
is a quasigeodesic, so we obtain
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Theorem 2. In a distance space Dn = (Rn, ̺) having properties (D1)–(D6) through any pair of
points a, b ∈ Rn there exists a unique C∞ quasigeodesic q(r; a, b).
The existence and uniqueness of q(r; a, b) follows from section 4.2 and (D6). Proposition 1
assures the differentiability of q(r; a, b) except a and b. However, we can choose any other two
points a¯ and b¯ of q(r; a, b), and they will generate the same quasigeodesic. Then Proposition 1
tells us that q(r; a, b) is differentiable everywhere but a¯ and b¯. So q(r; a, b) is differentiable also at
a and b. Also it follows from section 4.2 that two quasigeodesics emanating from a point can not
have other common points. The quasigeodesics emanating from a point cover Rn one folded.
We show some properties of the quasigeodesics. Denote by b the points of Sa(r). q(r; a, b) =
q(r, b) are smooth quasigeodesics between a and b with q(0, b) = a, q(1, b) = b. Then ∂
∂r
q(a, b) =
q˙(r, b) is the tangent vector field of the quasigeodesics q(r, b). We know that q(r0, b) ∈ Sa(r0),
∀r0 ∈ (0, 1]. Hence there exists also
∂
∂b
q(r, b). However we do not know whether the partial
derivatives ∂
∂r
q(r, b) and ∂
∂b
q(r, b) are continuous both in r and b. [We suppose C1: the vector field
q˙(r, b) is continuous on [0, 1] × Sa(r), and C2: from a point in a direction emanates at most one
quasigeodesic. (This is satisfied by any Finsler space.)]
Theorem 3. Under condition C1 and C2 in a distance space D
n = (Rn, ̺) with properties (D1)–
(D6)
(a) from any point p0 in any direction y emanates exactly one quasigeodesic
(b) the set of all quasigeodesics emanating from a point p0 is diffeomorphic to the set of the rays
out of the origin of a Euclidean space En
Proof. (a) Let us denote q˙(0, b) = q˙b, and consider the map
µ∗ : {q˙b | b ∈ Sa(r)} =: Q −→ Sa(r), q˙b 7→ b.
Let us endow TaR
n with a Euclidean metric, and let yb be a Euclidean unit tangent vector of q(r, b)
at a. Then
{yb | b ∈ Sa(r)} =: Y ⊂ S
n−1 ⊂ En,
where Sn−1 is the Euclidean unit sphere. The map
µ : Y → Sa(1), yb 7→ b
is univalent by C2, and it is 1:1, for it is defined on the whole Y , and from yb1 6= yb2 follows b1 6= b2,
namely otherwise the two quasigeodesics emanating from a in the directions of yb1 and yb2 would
intersect each other at b1 = b2, what contradicts to Theorem 2. Then there exists
µ−1 : Sa(r) −→ Y, b 7→ yb,
which is also 1:1 and by C1 it is continuous. Then also µ is continuous, for it is the inverse of the
1:1 and continuous map µ−1 on the compact Sa(1). Then Y and Sa(1) are homeomorphic. We
know that every yb is a Euclidean unit vector. Thus Y ⊂ S
n−1. If Y is a proper part of Sn−1, then
it has a non empty boundary, while µY = Sa(r) has not. In case of a homeomorphism this is not
possible. Therefore Y = Sn−1. This yields the statement of (a).
(b) Let q be a quasigeodesic of Dn = (Rn, ̺) emanating from p0 and having a tangent q˙ at
p0. Since a quasigeodesic emanating from p0 has a single common point with each distance sphere
Sp0(r), r ∈ R+, r can be a parameter of q: q = q(r). Then the points of q = q(r) ⊂ R
n can
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be represented by the triples (r; p0, q˙). Let us equip Tp0R
n again with a Euclidean metric having
a polar coordinate system (r, ϕ) : Tp0R
n ∼= En(r, ϕ). Since from p0 in every direction emanates
exactly one quasigeodesic, q˙ can be replaced by ϕ. Thus q(r) = (r; p0, q˙) = (r; p0, ϕ0). Then the
1:1 and differentiable mapping
R
n ⊃ q(r) = (r; p0, ϕ0)→ (r, ϕ0) ⊂ E
n
is a diffeomorphism between Rn and En, and it takes every quasigeodesic q(r) = q(r; p0, ϕ0)
emanating from p0 into a ray of E
n, and conversely.
4.5 Another defining property of the quasigeodesics; perpendicularity
We give still another equivalent definition of the quasigeodesics. In section 3.4 we have proved
that a Finsler geodesic consists of the centers of those geodesic spheres, which tangent a plane Σp0
at its point p0. Replacing geodesic spheres by distance spheres of our D
n, and Finsler geodesics
by quasigeodesics of Dn, we can proceed just in the same way as we did it in section 3.4. This
rectifies the statement that the points of a quasigeodesic q(r), q(0) = p0 are centers of distance
spheres osculating a hyperplane Σp0 through p0.
We claim that points not belonging to q(r) do not have this property, and hence the above
statement characterizes the quasigeodesics of a Dn = (Rn, ̺). In order to prove this, consider a
point c outside of q(r): c /∈ q(r), and suppose that yet Sc(r1), r1 = ̺(c, p0) tangents Σp0 at p0:
Tp0Sc(r1) = Σp0. Let qˆ(r), qˆ(0) = p0 be the quasigeodesic through c and p0. The distance spheres
Sp0(r), r > 0 intersect the two quasigeodesics at q(r) and qˆ(r) resp. Their tangent planes at these
points are Tq(r)Sp0(r) and Tqˆ(r)Sp0(r) resp. with the property
lim
r→0
Tq(r) = lim
t→0
Tqˆ(r)Sp0(r) = Σp0.
Let us perform the diffeomorphism Rn → En applied in the proof of Theorem 3(b). Then the
distance spheres Sp0(r) will be taken into Euclidean spheres S
n−1(r) ⊂ En, and the quasigeodesics
q(r) and qˆ(r) go over into rays λ(r) and λˆ(r) resp. of En. The images of Tq(r)Sp0(r) and Tqˆ(r)Sp0(r)
will be hyperplanes ψλ(r) and ψˆλˆ(r) perpendicular to λ(r) and λˆ(r) resp. They have the same
position ψ and ψˆ along λ(r) and λˆ(r) resp. Then, because of the diffeomorphism Rn → En we
would obtain
lim
r→0
ψλ(r) = ψ = lim
r→0
ψˆλˆ(r) = ψˆ.
But ψ 6= ψˆ, for they are perpendicular to two different rays λ(r) and λˆ(r) resp. So our suppo-
sition cannot be true, that is the centers of the distance spheres osculating Σp0 at p0 lie on the
quasigeodesic q(r). Thus we obtain for the quasigeodesics another equivalent
Definition 4. A quasigeodesic q(r) of a Dn = (Rn, ̺) with properties (D1) − −(D6) consists
exactly of the centers of those distance spheres, which tangent a hyperplane Σp0 at its point p0.
Definition 4 also yields that to the tangent q˙(0) of a quasigeodesic q(r) with q(0) = p0 there
exists a hyperplane Σp0 . We call Σp0 perpendicular (in the sense of D
n = (Rn, ̺)) to q˙(0). This
perpendicularity holds in Finsler spaces F n = (Rn,F), but it lacks more good properties of the
perpendicularity in Euclidean space.
In a D2 = (R2, ̺) two not intersecting quasigeodesics can be said parallel (in the sense of
D2). We show that to any quasigeodesic q(t) through any point p /∈ q(t) there exists at least one
quasigeodesic parallel to q(t).
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Let us apply the diffeomorphism used in the proof of Theorem 3(b). Then the half quasi-
geodesics emanating from p and passing through q(t) are rays r(τ, t) with parameter τ , such that
r(0, t) = p. Let us denote
lim
t→−∞
r(τ, t) = r−(τ) and lim
t→+∞
r(τ, t) = r+(τ).
If the Euclidean angle
α = ∢(r˙+(0), r˙−(0)) ≥ π,
then there exists an r(τ, t0), such that also its extension in the opposite direction r
∗(τ, t0) meets
q(t), and thus the full quasigeodesic r(τ, t0) ∪ r
∗(τ, t0), which is a straight line, meets q(t) twice,
which contradicts to Theorem 2. So we obtain that α ≤ π. But in this case there exists a straight
line, i.e., a quasigeodesic through p, which does not meet q(t).
5 Relation to Finsler spaces
5.1 F n determined by Dn
Condition (F3) implies the strict convexity of the indicatrices. In the following theorem we will
call an F n = (Rn,F) a weak Finsler space if instead of (F3) the indicatrix balls are only convex.
We formulate a condition for a distance space Dn = (Rn, ̺) under which we can construct a weak
Finsler space F n = (Rn,F) from Dn.
Consider a polar coordinate system (ϕα, r) on Rn, such that r is the Euclidean distance from
the origin. Since all the points of Rn×Rn \D (where D is the diagonal {(x, y) ∈ Rn×Rn | x = y})
can be written uniquely in the form (x, x+ ry), x ∈ Rn, y ∈ Sn−1, r > 0, we obtain a coordinate
system on Rn × Rn \ D by setting
(17) (x, x+ ry) 7−→ (xi, ϕα(y), r).
So we may use (xi, ϕα, r) as a coordinate system on Rn × Rn \ D. In this setting, r becomes the
Euclidean distance (p, q) 7→ ‖p− q‖.
Our further condition on Dn = (Rn, ̺) is that
(D7) in all coordinate systems of the form (17), all the partial derivatives of ̺
r
with respect to xi,
ϕα and r are bounded on a neighbourhood of D.
Theorem 4. A distance space Dn = (Rn, ̺) with properties (D1)–(D7) determines a weak Finsler
space F n = (Rn,F) by
(18) F(x, y) = lim
r→0+
1
r
̺(x, x+ ry).
Proof. The positive homogeneity of F is clear, because it is a directional derivative. To prove that
it is C∞, define a function h by
h(x, y, r) :=
1
r
̺(x, x+ ry).
where x ∈ Rn, y ∈ Sn−1 and r > 0. Then h is smooth, and if we consider (ϕα) as coordinates
on Sn−1, (D7) implies that h has bounded partial derivatives as r approaches 0. Thus its partial
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derivatives have continuous extensions to Rn × Sn−1 × {r ∈ R | r ≥ 0}. This implies that h has a
smooth extension h¯ to Rn × Sn−1 × R (see [9]). Therefore the limit
lim
r→0
h(x, ϕα(y), r) = lim
r→0+
1
r
̺(x, x+ ry) =: F(x, y)
exists and depends smoothly on x ∈ Rn and y ∈ Sn−1. Thus F is smooth on Rn × Sn−1. It is also
positive homogeneous so it is smooth on TRn \ {0} ∼= Rn × Rn \ D.
Finally we show that the indicatrix balls of F are convex. For each x0 and r > 0, there exists on
R
n a unique nonnegative and positive homogeneous function fr(x0; y) such that its indicatrix {y ∈
R
n | fr(x0, y) = r} is Sx0(r) From the homogeneity of fr we have limr→0+
1
r
fr(x0; y) = F(x0, y).
1
r
fr(x0, y) is convex, hence so is F(x0, y). This is true for any x0 ∈ R
n.
Remark 1. All partial derivatives of F can be obtained as limits of partial derivatives of ̺. First,
notice that we may define F also by
(19) F(x, y) = lim
t→0+
∂̺
∂r
(x, x+ ty).
Indeed, using Taylor’s formula one can show that if f is a smooth real function with f(0) = 0, and
g(t) = f(t)/t, then
(20) lim
t→0+
g(k)(t) = lim
t→0+
1
k + 1
f (k+1)(t).
Setting f(t) := ̺(x, x+ ty) the relation (19) follows.
Similar relations can be obtained for the further derivatives of F . First, we have
1
r
∂l̺
∂ϕα1 . . . ∂ϕαl
=
∂l̺/r
∂ϕα1 . . . ∂ϕαl
, l ∈ {0, 1, 2, . . . }.
(D7) provides that the right-hand side is bounded, hence ∂
l̺
∂ϕα1 ...∂αl
tends to zero along any series
(xn, yn)→ (x, x) ∈ D. Using (20) again, we get
lim
t→0+
∂k+l̺
∂ϕα1 . . . ∂ϕαl∂rk
(x, x+ ty) = k lim
t→0+
∂k+l−1̺/r
∂ϕα1 . . . ∂ϕαl∂rk−1
(x, x+ ty)
= k
∂k+l−1F
∂ϕα1 . . . ∂ϕαl∂rk−1
(x, y)
for all (x, y) ∈ Rn×Sn−1. Due to the smoothness of h¯ used in the proof of Theorem 4, these limits
remain true along any series (xn, yn, tn) ∈ R
n × Sn−1 × R∗+ tending to (x, y, 0):
lim
n→∞
∂k+l̺
∂ϕα1 . . . ∂ϕαl∂rk
(xn, xn + tnyn) = k
∂k+l−1F
∂ϕα1 . . . ∂ϕαl∂rk−1
(x, y).
Remark 2. The Finsler space F n = (Rn,F) given by (18) was derived from a Dn = (Rn, ̺). By
(2), this F n determines again a distance function ̺F , whose value along the Finsler geodesic g(t)
is the Finsler arc length:
(21) sF (g(t)) = ̺
F (g(t0), g(t)) :=
∫ t
t0
F(g(τ), g˙(τ))dτ.
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From this we obtain
d
dt
∣∣∣∣
t0
̺F (g(t0), g(t)) = F(g(t0), g˙(t0)).
Thus
̺⇒ F ⇒ ̺F ⇒ F ⇒ . . .
However the distance function ̺ of the Dn = (Rn, ̺), from which F was derived by (18) differs
in general from ̺F obtained from F by (2), i.e., ̺ 6= ̺F in general (see [10]). The reason for this
is that in the construction of F(x, y) we used ̺(x0, x) in an arbitrary small neighbourhood of x0,
in a germ Gx0 (see [10]). So for two D
n = (Rn, ̺) and D¯n = (Rn, ¯̺), F(x0, y) = F¯(x0, y) holds if
̺(x0, x) and ¯̺(x0, x) equal in Gx0, but ̺(x0, x) and ¯̺(x0, x) may differ outside Gx0 . So in this case
F(x0, y) = F¯(x0, y) ∀x0 ∈ R
n but Dn 6= D¯n (see also [7]).
5.2 Arc length in Dn
In a distance space one can define arc length sD(x(t)) in the same way as in a Finsler space:
(22) sD(x(t)) := lim
max dit→0
∑
̺(x(ti), x(ti+1)), dit = ti+1 − ti.
(see also (1’)). Then we have the following
Theorem 5. In a distance space Dn = (Rn, ̺) with properties (D1)–(D7) the arc length sD(x(t)) of
a curve x(t) equals the Finsler arc length sF (x(t)) of x(t) in the weak Finsler space F
n = (Rn,F),
where F is given by (18).
Proof. For simplicity we assume that t ∈ [0, 1]. We estimate the arc length with the subdivision
ti =
i
N
, i ∈ {0, . . . , N} of [0, 1]. Let ̺i(t) := ̺(x(ti), x(t)). Using Taylor’s formula:
̺(x(ti), x(ti+1)) = ̺i(ti+1) = ̺i(ti) +
1
N
̺′i(ti) +
1
2
1
N2
̺′′i (t
∗
i ), t
∗
i ∈ [ti, ti+1].
Then, since ̺i(ti) = 0,
sD(x) = lim
N→∞
N∑
i=1
̺(x(ti), x(ti+1)) = lim
N→∞
N∑
i=1
( 1
N
̺′i(ti) +
1
2
1
N2
̺′′i (t
∗
i )
)
.
We show that ̺′i(ti) = F(x(ti), x
′(ti)) and that ̺
′′
i (t
∗
i ) have a uniform bound as t
∗
i → ti. Consider
a coordinate system given by (17) and set xα = ϕα(x), xn = r(x). Then
(̺x(ti) ◦ x)
′ =
∂̺
∂ϕα
(x(ti), x)
∂xα
∂t
+
∂̺
∂r
(x(ti), x)
∂xn
∂t
,(23)
(̺x(ti) ◦ x)
′′ =
∂2̺
∂ϕβ∂ϕα
(x(ti), x)
∂xα
∂t
∂xβ
∂t
+
∂2̺
∂r∂ϕα
(x(ti), x)
∂xα
∂t
∂xn
∂t
+
∂2̺
∂ϕα∂r
(x(ti), x)
∂xα
∂t
∂xn
∂t
+
∂2̺
∂r∂r
(x(ti), x)
∂xn
∂t
∂xn
∂t
+
∂̺
∂ϕα
(x(ti), x)
∂2xα
∂t2
+
∂̺
∂r
(x(ti), x)
∂2xn
∂t2
.
(24)
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According to Remark 1,
∂̺
∂ϕα
(x(ti), x(t))→ 0 and
∂̺
∂r
(x(ti), x(t))→ F
(
x(ti),
1
‖x˙(ti)‖
x˙(ti)
)
as t→ ti. Substituting these into (23) we obtain ̺
′
i(ti) = F(x(ti), x
′(ti)). Furthermore, also from
Remark 1, we know that
∂2̺
∂ϕβ∂ϕα
(x(ti), x(t)),
∂2̺
∂ϕα∂r
(x(ti), x(t)),
∂2̺
∂r∂r
(x(ti), x(t))
are all bounded as t→ ti. So we only need to check that
∂xα
∂t
, ∂x
n
∂t
, ∂
2xα
∂t2
and ∂
2xn
∂t2
are also bounded.
For simplicity we assume ti = 0, x(0) = 0. Since x
′(0) 6= 0, on a small open interval containing 0,
we can reparametrize x(t) so that r(x(0), x(t)) = t, t > 0. From this it is clear that ∂x
n
∂t
and ∂
2xn
∂t2
are bounded as t→ 0+.
To prove that ∂x
α
∂t
and ∂
2xα
∂t2
are also bounded, set h = ϕα(x(0), ·) and consider the ‘projection’
u(t) := 1
t
x(t) of x(t) to the sphere Sn−1. The function h is positive homogeneous of degree 0, so
h◦x = h◦u. Using (20) again we obtain that u, u′ and u′′ can be extended to 0. Since h is smooth
on U ⊂ Sn−1, (h ◦ u)′(t) and (h ◦ u)′′(t) have to be bounded as t→ 0+.
So we can conclude the proof:
sD(x) = lim
N→∞
N∑
i=1
( 1
N
F(x(ti), x
′(ti)) +
1
2
1
N2
̺′′i (t
∗
i )
)
=
∫
F(x(t), x′(t))dt+ lim
N→∞
1
N
N∑
i=1
1
N
̺′′i (t
∗
i ) =
∫
F(x(t), x′(t))dt.
Theorem 6. (a) The arc length sD(x(t)) of a curve x(t) connecting the points a and b is in general
greater than ̺(a, b).
(b) Let Dn = (Rn, ̺) be a distance space satisfying (D1)–(D7) and F n = (Rn,F) the weak
Finsler space determined by (18) having a geodesic between any pair of points a, b. Then ̺ = ̺F ,
i.e., Dn = F n if and only if sD(q[a, b]) = ̺(a, b) for every quasigeodesic q[a, b] of D
n.
Proof. (a) In the definition (22) of the arc length sD the distance function ̺ is used only for nearby
points xi−1, xi. So sD is independent of the value of ̺ for two distant points a, b.
Furthermore, by condition (D3) we have ̺(x0, x1) + ̺(x1, x2) ≥ ̺(x0, x2). Also ̺(x0, x2) +
̺(x2, x3) ≥ ̺(x0, x3), etc. and the sign > can effectively occur. From these follows that sD(x(t)) ≥
̺(a, b).
(b) Suppose that for all quasigeodesic q[a, b] we have sD(q[a, b])) = ̺(a, b). By part (a) and
Theorem 5, for any other curve x[a, b] connecting a and b we have sF (x[a, b]) = sD(x[a, b]) ≥ ̺(a, b).
This means that q[a, b] has the smallest arc length also in F n = (Rn,F). Thus q[a, b] is a geodesic
arc g[a, b] of F n, and ̺F (a, b) = sF (g[a, b]) = sD(q[a, b]) = ̺(a, b).
Conversely, suppose that ̺ = ̺F . Then the distance spheres of Dn coincide with the geodesic
spheres of the Finsler space F n induced by the Dn. Let g(t) be a geodesic curve of the induced
Finsler space through a and b, and g(t0) ∈ g[a, b] ⊂ g(t). Then
(25) sD(g(t))
Th.5
= sF (g(t)) = ̺
F (a, b) = ̺(a, b),
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and the geodesic spheres Sa(r) and Sb(r¯) through g(t0) [where r = ̺
F (a, g(t0) and r¯ = ̺
F (b, g(t0))]
osculate each other at g(t0). But Sa(r) and Sb(r¯) are at the same time distance spheres of D
n
too. So g(t0) is a point of the osculation curve o(ti; a, b). This is true for any g(t0) ∈ g(t). Thus
g(t) = o(t; a, b). Also this is true in case of any a¯, b¯ ∈ g(t): g(t) ∈ o(t; a¯, b¯). That is the points
of g(t) are the generators of the same osculation curve. Then g(t) is a quasigeodesic q(t) (see
Definition 3, and the paragraph after it). Then (25) yields that sD(q[a, b]) = ̺(a, b).
5.3 Projectively flat F n = (Rn,F)
The indicatrices of a reversible Finsler space lie in the tangent spaces, which are linear spaces
equipped with a Minkowski metric. These indicatrices are symmetric in the sense of the linear
(affine) tangent space. A geodesic sphere of F n on the base manifold is geodesically symmetric.
This means that a metrical reflection through its center takes the geodesic sphere into itself.
However in our F n = (Rn,F) we can speak of the symmetry of a geodesic sphere also in the sense
of the affine space Rn, or – if we endow Rn with a Euclidean metric – we can speak of symmetry
in the Euclidean sense. We will use the symmetry of a geodesic sphere in this last sense.
In an F n = (Rn,F) from the symmetry of the indicatrices (from the reversibility of the metric)
does not follow the symmetry of the geodesic spheres. The symmetry of the geodesic spheres is a
more restrictive condition.
Theorem 7. A projectively flat reversible Finsler space F n = (Rn,F) with symmetric geodesic
spheres is a Minkowski space.
Proof. If F n = (Rn,F) is projectively flat, a geodesic g(t) parametrized by arc-length is of the
form g(t) = g(0)+f(t)g˙(0), where f(t) is a continuous strictly increasing function. We say that F n
is projectively flat in a parameter preserving manner, if all such geodesics have constant Euclidean
speed, that is, f(t) is an affine function. In this case F n is a Minkowski space (see [2] Th. 5). So
we have to show only that from the symmetry of the geodesic spheres follows that f(t) is affine
for any geodesic.
Let g(t) be a geodesic of a projectively flat F n = (Rn,F). Then g(t) = g(0) + f(t)g˙(0). We
can suppose that the Euclidean norm of g˙(0) is 1: ‖g˙(0)‖ = 1.
The Euclidean distance between two points g(t2) and g(t1), t2 > t1, of a geodesic g(t) is
(26) ̺E(g(t2), g(t1)) = ‖(g(0) + f(t2)g˙(0))− (g(0) + f(t1)g˙(0))‖ = (f(t2)− f(t1)).
Geodesics minimize distance locally, so if the interval I is small enough, we have ̺F (g(t2), g(t1)) =
|t2 − t1| for all t1, t2 ∈ I. Let α, β ∈ I, β > α, and set a = g(α), b = g(β) and m := g(
β−α
2
). Since
F is reversible, a and b both are on the distance sphere Sm(
β−α
2
). However, Sm(
β−α
2
) is symmetric
in Rn by our assumption, so we have ̺E(a,m) = ̺E(b,m). Then (26) gives
f
(
β − α
2
)
− f(α) = f(β)− f
(
β − α
2
)
,
and hence
f(β) + f(α)
2
= f
(
β − α
2
)
.
Since f is continuous and α, β ∈ I are arbitrary, f must be affine on I.
Corollary 1. A Riemannian space over Rn with constant curvature having in Rn symmetric
geodesic spheres is Euclidean.
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Proof. A Riemannian space of constant curvature is projectively flat. If it has symmetric geodesic
spheres, then it is Minkowskian by Theorem 7. But a Minkowskian Riemannian space is Euclidean.
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