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Das Wichtigste in Ku¨rze
Empirische Forschung in den Sozial- und Wirtschaftswissenschaften erfordert einen re-
gelma¨ßigen Zugang zu Einzelangaben u¨ber Personen, Haushalte und Unternehmen. Die
vom Bundesministerium fu¨r Bildung und Forschung eingesetzte Kommission zur Verbes-
serung der informationellen Infrastruktur zwischen Wissenschaft und Statistik empfiehlt
daher unter Anderem die Entwicklung von faktisch anonymisierten Datensa¨tzen (Scientific-
Use-Files) und deren Weitergabe an wissenschaftliche Datennutzer.
Im Gegensatz zu personenbezogenen Daten existieren fu¨r Firmendaten keine einheit-
lichen Anonymisierungsregeln. Das Risiko einer Reidentifikation eines Merkmalstra¨gers
ist wesentlich ho¨her bei Unternehmens- bzw. Betriebsdaten als bei Personendaten. Daher
sind weiterreichende Schutzmaßnahmen erforderlich. Die Anonymisierung steht dabei im
Konflikt zu dem Nutzen, den Daten fu¨r wissenschaftliche Zwecke stiften sollen. Durch die
Anwendung geeigneter o¨konometrischer Methoden ko¨nnen die eingebrachten Fehler jedoch
bis zu einem gewissen Grad korrigiert werden.
Ziel dieses Papiers ist es, einen U¨berblick u¨ber ga¨ngige Anonymisierungsmaßnahmen
zu geben und beispielhaft eine Korrekturmo¨glichkeit bei o¨konometrischen Scha¨tzungen
vorzustellen: Anhand von Simulationen und Scha¨tzungen mit dem Mannheimer Innova-
tionspanel wird gezeigt, wie Verzerrungen von Regressionskoeffizienten, die durch eine
multiplikative Fehleru¨berlagerung entstehen, behoben werden ko¨nnen.
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Zusammenfassung: Fu¨r Unternehmensdaten existieren im Gegensatz zu Personen-
daten keine einheitlichen Regeln zur Erstellung von Scientific-Use-Files, d.h. eines an-
onymisierten Datenfiles zur wissenschaftlichen Nutzung. Verschiedene Anonymisierungs-
methoden werden hier vorgestellt. Um Mikrodaten einer breiten wissenschaftlichen For-
schung zuga¨nglich zu machen, soll deren Analysefa¨higkeit weitgehend erhalten bleiben. Es
muss demnach ein Kompromiss zwischen den Anforderungen, der durch die den Merk-
malstra¨gern - hier Unternehmen - gegebenen Zusage des Vertrauensschutzes entsteht, und
dem Erhalt von wesentlichen Informationen fu¨r wissenschaftliche Untersuchungen gefun-
den werden. Ferner kann der Datennutzer selbst die Qualita¨t seiner empirischen Analysen
mit anonymisierten Mikrodaten verbessern. Zur Demonstration wird hier beispielhaft eine
Korrekturmo¨glichkeit durch die Anononymisierung verzerrter Daten bei o¨konometrischen
Scha¨tzungen vorgestellt.
Keywords:Unternehmensdaten, Anonymisierungsmaßnahmen, Analysefa¨higkeit, Kor-
rekturmo¨glichkeit verzerrter Daten
JEL Klassifikation: C13, C15, C81
1 Einleitung
Empirische Forschung in den Sozial- und Wirtschaftswissenschaften beruht vielfach auf In-
formationen u¨ber Haushalte und Unternehmen. Diese Informationen liegen als so genann-
te Mikrodaten, d.h. Einzelangaben von Personen, Haushalten und Unternehmen, vor, die
durch Befragungen, durch systematische Beobachtung oder durch die Aufzeichnung der
Gescha¨ftsta¨tigkeit von Beho¨rden oder privaten Einrichtungen gewonnen werden. In den
letzten Jahren hat die empirische Forschung und damit auch der Wunsch nach Freiga-
be von Mikrodaten stark zugenommen, was zum einen auf die gestiegene Verfu¨gbarkeit
leistungsstarker Hard- und Softwaresysteme zuru¨ckzufu¨hren ist. Die Untersuchung wirt-
schaftlichen und sozialen Wandels erfordert zum anderen die Verfu¨gbarkeit von Infor-
mationen auf der Mikroebene von Beobachtungseinheiten zu verschiedenen Zeitpunkten.
Die Anwendung statistischer Methoden zur Messung von Verhaltensregelma¨ßigkeiten und
-zusammenha¨ngen erfordert den Zugang zu Mikrodaten.
Um die Zusammenarbeit zwischen Wissenschaft und Statistik zu verbessern und da-
mit Daten einem gro¨ßeren Kreis wissenschaftlicher Nutzer verfu¨gbar zu machen, hat das
Bundesministerium fu¨r Bildung und Forschung (bmb+f) eine Kommission zu Verbesse-
rung der informationellen Infrastruktur zwischen Wissenschaft und Statistik eingesetzt.
Die Aufgaben der Kommission bestanden darin zu u¨berpru¨fen, ob die informationelle In-
frastruktur in Deutschland den Anspru¨chen der modernen Informationsgesellschaft noch
gerecht werden kann und Vorschla¨ge zu deren Verbesserung zu erarbeiten. Es wurden alle
in Deutschland vorhandenen Datenquellen miteinbezogen und internationale Erfahrungen
im Umgang mit Daten genutzt. Die Kommission empfiehlt die Koordination zwischen Wis-
senschaft und Statistik durch institutionelle Regelungen zu verbessern. Die Wissenschaft
solle systematisch an der Aufstellung von Erhebungs- und Aufbereitungsprogrammen der
amtlichen Statistik mitwirken. Ferner sei die Entwicklung von faktisch anonymisierten Da-
tensa¨tzen (Scientific-Use-Files) als wichtigstes Instrument des Mikrodatenzugangs weiter
voranzutreiben. Um auch die Nutzung nicht anonymisierter Daten fu¨r Wissenschaftler
ermo¨glichen zu ko¨nnen, wird die Einrichtung von Forschungsdatenzentren empfohlen.
Im Allgemeinen sind Mikrodaten nicht frei zuga¨nglich. Amtliche Statistiken unterlie-
gen den Regelungen des Bundesdatenschutzgesetzes (BDSG), des Bundesstatistikgesetzes
(BStatG) oder des Sozialgesetzbuches (SGB). Die gesetzlichen Bestimmungen beziehen
zwar Befragungen von Forschungseinrichtungen und privaten Meinungsforschungsinstitu-
ten nicht mit ein. Jedoch du¨rfen auch derartig gewonnene Informationen nicht frei zuga¨ng-
lich gemacht werden, wenn den Befragten eine Vertraulichkeitszusage gegeben wurde. Bei
Firmenbefragungen werden Vertraulichkeitszusagen erteilt, um die Bereitschaft der Be-
fragten zu erho¨hen, potenziell sensible Ausku¨nfte zu erteilen. Nur so kann die Qualita¨t
einer Datenerhebung sichergestellt werden. Diese Zusicherung impliziert, dass die erhobe-
nen Informationen in Form des Mikrodatenfiles nur an Dritte weitergegeben du¨rfen, wenn
keine Ru¨ckschlu¨sse auf die Angaben der Befragten mo¨glich sind. Daher mu¨ssen die Daten
vor der Weitergabe vom Daten erhebenden Institut anonymisiert werden.
Fu¨r Firmendaten existieren keine einheitlichen Regeln zur Anonymisierung von Mi-
krodaten. Die Methoden, die dabei verwendet werden, werden hier kurz vorgestellt. Es
kann zwischen Maßnahmen unterschieden werden, die keine direkte Datenmodifikation
vorsehen, wie die Unterdru¨ckung von Angaben, einer Vergro¨berung von Informationen
und zuletzt einer Verfa¨lschung des Datenbestandes. Die Art des Eingriffs bzw. die Wahl
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einer dieser Methoden zur Anonymisierung ha¨ngt dabei in erster Linie von der Gefahr
einer Reidentifikation eines Mikrodatensatzes ab. Eine Reidentifikation hat stattgefunden,
wenn eine Beobachtung des anonymisierten Mikrodatenfiles eindeutig einem Datensatz
aus dem Bestand des Zusatzwissens, einem so genannten Identifikationsfile, zugeordnet
werden kann.
Die Auswahl einer Anonymisierungsmaßnahme sollte in erster Linie den an die Befrag-
ten erteilten Vertrauensschutz beru¨cksichtigen. Um die Mikrodaten einer breiten wissen-
schaftlichen Forschung zuga¨nglich zu machen, sollte die Analysefa¨higkeit der Mikrodaten
allerdings weitgehend erhalten bleiben. Es muss demnach ein Kompromiss zwischen den
Anforderungen, der durch die Zusage des Vertrauensschutzes entsteht, und dem Erhalt
von wesentlichen Informationen fu¨r die wissenschaftliche Untersuchungen gefunden wer-
den. Ein sinnvoller Einsatz von Anonymisierungsmethoden, auch Maskierungsmethoden
genannt, nimmt auf diese Maßgaben Bezug.
Ziel dieses Papers ist es, einen U¨berblick u¨ber ga¨ngige Anonymisierungsmaßnahmen
zu geben und beispielhaft Korrekturmo¨glichkeiten bei o¨konometrischen Scha¨tzungen vor-
zustellen.
In dieser Arbeit werden im folgenden Kapitel zuna¨chst die datenschutzrechtlichen Be-
dingungen einer Weitergabe von Mikrodaten erla¨utert. In Abschnitt 3 wird auf die Gefahr
einer Reidentifikation von Merkmalstra¨gern hingewiesen und zusammenfassend Reiden-
tifikationstechniken vorgestellt. Ein U¨berblick der ga¨ngigen Anonymisierungsmaßnahmen
wird im anschließenden Kapitel gegeben. Die Methoden, die zur Anonymisierung der Da-
ten des Mannheimer Innovationspanels verwendet werden, werden darauffolgend genannt.
Mit Hilfe einer Simulation wird am Beispiel einer U¨berlagerung mit einem Zufallsfehler
eine Korrekturmo¨glichkeit des OLS-Scha¨tzers demonstriert.
2 Anonymisierung von Mikrodaten als Beitrag zum Daten-
schutz
Fu¨r Betriebsdaten besteht im Vergleich zu Personendaten ein wesentlich ho¨heres Rei-
dentifikationsrisiko (vgl. z.B. Brand, 2000). Eine Reidentifikation ist dann erfolgt, wenn
einem Element eines anonymisierten Mikrodatenfiles genau eine Beobachtung aus ande-
ren zuga¨nglichen Datensa¨tzen, so genanntes Zusatzwissen, zugeordnet werden kann. Zum
Abgleich der beiden vorliegenden Datensa¨tze ist das Vorhandensein von U¨berschneidungs-
merkmalen (Schlu¨sselvariablen) zwingend erforderlich, d.h. Informationen, die sowohl im
Zusatzwissen als auch in dem anzugreifenden Mikrodatenfile zu finden sind. Das Reidenti-
fikationsrisiko steigt, wenn dem Datenangreifer mit Sicherheit bekannt ist, dass eine Person
bzw. ein Unternehmen/Betrieb an der Erhebung, die dem Mirkrodatenfile zu Grunde liegt,
teilgenommen hat.
Das Vorliegen von Zusatzwissen mit U¨berschneidungsmerkmalen ist im Fall von Fir-
mendaten im Gegensatz zu Personendaten wahrscheinlicher. Informationen u¨ber Umsa¨tze,
Bescha¨ftigte, Firmensitz etc. (z.B. durch CREDITREFORM1, Hoppenstedt-Datenbank)
1CREDITREFORM ist die gro¨ßte deutsche Kreditauskunftei, die u¨ber eine umfassende Datenbank zu
deutschen Unternehmen verfu¨gt.
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sind im Allgemeinen o¨ffentlich zuga¨nglich. Daher besteht eine erho¨hte Gefahr der Reidenti-
fikation bei Unternehmensdaten. Maßnahmen, die den Schutzanforderungen bei Personen-
daten genu¨gen, sind hier unzureichend. Die fu¨r personenbezogene Umfragedaten allgemein
anerkannten Richtlinien bei der faktischen Anonymisierung ko¨nnen demnach nicht direkt
auf das Maskierungsproblem bei Unternehmensdaten u¨bertragen werden. Weiterreichende
Schutzmaßnahmen sind erforderlich.
Der Vertrauensschutz, der den Unternehmen zugesichert wird, steht offensichtlich im
Konflikt zu dem Nutzen, den die Daten fu¨r wissenschaftliche Zwecke stiften sollen. Bei
der Datenanonymisierung wird ein Datensatz zwangsla¨ufig verfa¨lscht. Diese Verzerrungen
fu¨hren dabei zu einer mehr oder weniger starken Beeeinflussung des Analysepotenzials.
So muss die Daten erhebende Einrichtung bzw. Anonymisierungsstelle einen Weg finden,
sowohl die notwendigen Schutzvorkehrungen vor potenziellen Datenangreifern zu gewa¨hr-
leisten, als auch die wissenschaftliche Verwertbarkeit der Daten zu bewahren.
Dabei ha¨ngt der Grad der Beeintra¨chtigung der Analysemo¨glichkeiten eines Datensat-
zes erheblich von der Art der vorgesehenen Untersuchungen und den Themengebieten ab.
Um ein Beispiel zu nennen, sei hier der Vergleich von Analysen genannt, die zum einen
auf die Betrachtung gesamtwirtschaftlicher Entwicklungen von Aggregaten abzielen und
zum anderen betriebliche Prozesse abbilden wollen. Es wurde vielfach gezeigt (z.B. Brand,
2000), dass fu¨r kleine und mittlere Betriebe eine sinnvolle Anonymisierung mo¨glich ist,
d.h., die Maskierung der Daten beeinflusst nur unwesentlich das Analysepotenzial. Damit
ist eine Darstellung von Prozessen von Betrieben mit anonymisierten Daten sehr gut vor-
stellbar, da hier ”extreme“ Gruppen, beispielsweise Großunternehmen, keine Rolle spielen.
Bei der Betrachtung von gesamtwirtschaftlichen Aggregaten aber muss eine repra¨sentative
Stichprobe vorliegen.
Die Nutzungsmo¨glichkeiten von maskierten Datensa¨tzen ha¨ngt folglich sehr stark von
dem Forschungsthema und den Analysetechniken ab. Daher konnten bisher keine allge-
meinen Regeln fu¨r ein optimales Anonymisierungsverfahren aufgestellt werden. Es ist dem
Daten erfassenden und -weitergebenden Institut im Weiteren aus Kostengru¨nden i.d.R.
nicht mo¨glich, Datensa¨tze speziell fu¨r bestimmte Forschungsvorhaben aufzubereiten. Es
muss einen Kompromiss eingehen, der dem Großteil der Datennutzer ein bestmo¨gliches
Analysepotenzial gewa¨hrleistet, ohne dabei den zugesicherten Vertrauensschutz fu¨r die
Unternehmen zu gefa¨hrden.
2.1 Rechtliche Vorschriften
Einzelangaben (Mikrodaten), die durch Befragungen im Rahmen der amtlichen Statistik,
d.h. vom Statistischen Bundesamt und den statistischen Landesa¨mtern, erhoben werden,
sind in der Regel nicht frei zuga¨nglich. Die Erhebungen unterliegen dem Bundesstati-
stikgesetz. Dieses schreibt die Nichtweitergabe von Mikrodaten vor, wenn dadurch eine
Identifizierung eines Befragten mo¨glich wird. Wenn der Datensatz an jedermann weiter-
gegeben werden soll, mu¨ssen die Angaben ”absolut anonym“ sein (Public-Use-File). Soll
der Datensatz ausschließlich fu¨r wissenschaftliche Zwecke genutzt werden, genu¨gt die ”fak-
tische Anonymita¨t“ (§16(6) BStatG) (Scientific-Use-File). Im deutschen Recht existieren
drei verschiedene Formen von Anonymita¨t: die formale, die faktische und die absolute
Anonymita¨t. Entha¨lt ein Datensatz weder Name noch Adresse der Befragten, spricht man
von formaler Anonymita¨t. Faktische Anonymita¨t liegt vor, wenn ein Datensatz derart
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vera¨ndert wurde, dass eine Reidentifizierung von Befragten auf Grund der herausgege-
benen Informationen nur mit einem unverha¨ltnisma¨ßig großem Aufwand an Zeit, Kosten
und Arbeitskraft mo¨glich wird (§3(7) BDSG). Eine Enthu¨llung der Identita¨t kann also
mit diesem Konzept nicht mit absoluter Sicherheit ausgeschlossen werden. Wenn absolut
ausgeschlossen werden kann, dass Einzelangaben auf bestimmte Personen bzw. Unterneh-
men/Betriebe zuru¨ckgefu¨hrt werden ko¨nnen, wird von ”absoluter Anonymita¨t“ gespro-
chen.
Von privaten Forschungsinstituten durchgefu¨hrte Befragungen unterliegen nicht den
Regeln des Bundesstatistikgesetzes. Bei der Weitergabe von Mikrodaten ist allerdings
das Bundesdatenschutzgesetz (BDSG) zu beachten. In §3 BDSG wird die vertrauliche
Behandlung von personengebundenen Daten festgelegt. Unternehmensbefragungen unter-
liegen diesen Regeln nicht direkt. Wenn den befragten Firmen Vertraulichkeitszusagen
gegeben werden, sind die Daten aber ebenfalls nicht frei zuga¨nglich. Denn die Zusicherung
einer vertraulichen Behandlung der Angaben stellt eine Selbstverpflichtung dar und eine
Weitergabe der Einzelangaben darf lediglich in anonymisierter Form erfolgen.
2.2 Vertrauensschutz
Um die Bereitschaft des befragten Unternehmens unter Umsta¨nden sensible Informatio-
nen weiterzugeben zu erho¨hen, ist eine Vertraulichkeitszusicherung dringend erforderlich.
Nur so ist eine hohe Qualita¨t der Erhebung zu gewa¨hrleisten. Am ZEW werden die
Angaben von Unternehmen im Rahmen von Unternehmensbefragungen nur fu¨r wissen-
schaftliche Zwecke an externe Datennutzer weitergeleitet. Die Wissenschaftler verpflichten
sich im Rahmen eines Datenu¨berlassungsvertrages, die anonymisierten Daten ausschließ-
lich im Rahmen von wissenschaftlichen, nicht gewerblichen und sonstigen wirtschaftlichen
Zwecken zu nutzen.
Es wird als ethische Verpflichtung der Statistik betrachtet, dass Daten vertraulich
zu behandeln seien (American Statistical Association, 1983). Aus diesem Grund wurde
im ICC/ESOMAR-Internationaler Kodex fu¨r die Praxis der Markt- und Sozialforschung2
verbindlich vorgeschrieben, dass Daten jeglicher Informanten, d.h. auch juristischer Per-
sonen, dem Vertrauensschutz unterliegen. In dieser Regelung wird eine Anonymisierung
von Einzelangaben vor der Weitergabe an Dritte verbindlich vorgesehen: ”Informationen
u¨ber natu¨rliche und juristische Personen sowie Personengruppen du¨rfen in der Markt- und
Sozialforschung nur in anonymisierter Form u¨bermittelt werden. Dementsprechend du¨rfen
insbesondere Markt- und Sozialforschungsinstitute Daten nur in anonymisierter Form an
ihre Auftraggeber (Forschungsinstitute eingeschlossen) weitergeben.“(Koschnick, 1995, S.
452).
3 Reidentifikationsversuche
Zur Reidentifikation anonymisierter Datensa¨tze eines Mikrodatenfiles beno¨tigt ein so ge-
nannter Datenangreifer ein Identifikationsfile als Zusatzwissen, wobei die Identita¨t der
2Ein in enger Zusammenarbeit zwischen der European Society for Marketing and Opinion Research
(ESOMAR) und der Internationalen Handelskammer (ICC) erarbeiteter Code fu¨r ethische Grundsa¨tze
und Normen im Bereich der Marketing- und Sozialforschung (Koschnick, 1995, S. 451 ff.).
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Merkmalstra¨ger dieses Identifikationsfiles dem Datenangreifer bekannt sein muss. Der Mi-
krodatensatz und das Identifikationsfile mu¨ssen gemeinsame Merkmale, sogenannte U¨ber-
schneidungsmerkmale, besitzen. Ein Reidentifikationsversuch besteht nun darin, die Aus-
pra¨gungen der einzelnen Datensa¨tze beider Files zu vergleichen und auf Grund der U¨ber-
einstimmungen der Werte der U¨berschneidungsmerkmale die Datensa¨tze einander zuzu-
ordnen. Ein Datensatz gilt als identifiziert, wenn eine eindeutige Zuordnung gefunden
werden kann. Das Motiv eines Reidentifikationsversuchs ko¨nnte darin bestehen, das resul-
tierende Zusatzwissen fu¨r wissenschaftliche oder andere Zwecke zu nutzen.
Fu¨r Personendaten wurden Verfahren zur Scha¨tzung des Reidentifikationsrisikos, d.h.
der Zuordnungswahrscheinlichkeit, von Datensa¨tzen in Mikrodatenfiles entwickelt. Zu un-
terscheiden sind der bayesianische Ansatz (z.B. Paaß und Wauschkuhn, 1984, Paaß, 1986,
1987, 1988) und ein vereinfachtes Konzept zur Evaluation von Reidentifikationsrisiken,
der Uniqueness-Ansatz (z.B. Willenborg und de Waal, 1996). Auf der Grundlage der Be-
stimmung von Reidentifikationsrisiken wurden Anonymisierungsregeln fu¨r Personendaten
entwickelt. Fu¨r Firmendaten liegen nur wenige Studien zur Bestimmung des Reidentifika-
tionsrisikos und zur Entwicklung von Anonymisierungsregeln vor (z.B. Brand, 2000).
Auch ohne eine eindeutige Zuordnung kann eine Enthu¨llung von Informationen vorlie-
gen. Wenn z.B. alle Befragten in einer Umfrage fu¨r eine bestimmte sensible Information
die gleichen Angaben machen, ist allein aus dem Wissen, dass ein Merkmalstra¨ger an der
Erhebung teilgenommen hat, die sensible Information ableitbar. Eine a¨hnliche Situation
liegt vor, wenn einem Datenangreifer bekannt ist, dass eine Beobachtung zu einer Gruppe
geho¨rt, die durch bestimmte Variablenauspra¨gungen gekennzeichnet ist und alle Befragten
in dieser Gruppe dieselbe sensible Information aufweisen.
4 Anonymisierungsmaßnahmen
Bei der Auswahl von Anonymisierungsmaßnahmen ist insbesondere darauf zu achten, dass
einfache Abgleichtechniken durch die gewa¨hlte Methode gesto¨rt werden (Mu¨ller et al.,
1991, S. 388-390). Hierbei handelt es sich um Techniken, die unterhalb der Schwelle des
Kriteriums der Unverha¨ltnisma¨ßigkeit fu¨r die faktische Anonymita¨t liegen. Unter Voraus-
setzung dieser Bedingung soll der statistische Gehalt der Daten durch die Maßnahme so
wenig wie mo¨glich beeintra¨chtigt werden. Dies bedeutet zum einen, den Verlust an Indivi-
dualinformationen mo¨glichst gering zu halten und zum anderen, die Beziehungen zwischen
den Variablen in Form von Korrelationen, Kovarianzen u.a., unvera¨ndert zu erhalten. An-
onymisierungsmaßnahmen lassen sich grob in folgende Gruppen unterteilen:
• Methoden, bei denen die Daten vera¨ndert aber nicht verfa¨lscht werden. Die Merk-
malsauspra¨gungen werden vergro¨bert und dadurch entsteht ein mehr oder weniger
hoher Informationsverlust.
• Maßnahmen, die keine direkte Modifikation der Daten erfordern, wie die Weitergabe
von ”veralteten“ Daten und Ziehung von zufa¨lligen Substichproben.
• Methoden, die auf dem bewussten Einbringen von falschen Angaben beruhen.
Bei der Auswahl einer dieser Methoden sollten die anzuwendenden Analysemethoden
bzw. Forschungsinhalte der Datennutzer mo¨glichst beru¨cksichtigt werden, da die Maßnah-
men in unterschiedlicher Art und Weise den Informationsgehalt der Daten beeinflussen.
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4.1 Vergro¨berung von Merkmalen
Die Vergro¨berung von Merkmalsauspra¨gungen kann wesentlich zur Verringerung des Rei-
dentifikationsrisikos beitragen, ohne die Daten zu verfa¨lschen. Bei regionaler und/oder
sachlicher Tiefengliederung (z.B. Brancheneinteilung) eines Mikrodatenfiles oder schwach
besetzten Auspra¨gungen eines Merkmals ist das Risiko einer Reidentifikation eines Merk-
malstra¨gers besonders groß. Durch schwach besetzte Zellen ist es mo¨glich Einzelfa¨lle aus-
zugrenzen und gezielt Zusatzwissen, z.B. bei starker regionaler Untergliederung, zu be-
schaffen, so dass ein einfacher Abgleich der Informationen mo¨glich wird. Zur Verringerung
des Reidentifikationsrisikos kann eine Vergro¨berung der Merkmalsauspra¨gungen dienen,
die gleichzeitig die Daten nicht verfa¨lscht (Mu¨ller et al., 1991, S. 394-397). Differenziert
ausgewiesene Merkmale ko¨nnen in Kategorien bzw. Intervallen zusammengefasst werden,
so dass sich eine gleichbleibende Anzahl von Fa¨llen auf weniger Auspra¨gungen beziehen.
Die Wahrscheinlichkeit von einzigartigen Auspra¨gungskombinationen sinkt, wa¨hrend die
Zahl von statistischen Doppelga¨ngern steigt.
Der Verlust an Informationen ist umso gro¨ßer, je gro¨ber die Einteilung der Kategorien
vorgenommen wird. Die Vergro¨berung der erhobenen Merkmale durch die Zusammenfas-
sung zu Intervallen bzw. Gruppen beeinflusst deskriptive Statistiken erheblich. Mittelwerte
und Varianzen sowie Kovarianzen bleiben i.d.R. nicht erhalten. Im Grenzfall kann die ge-
ringere Differenzierung der Merkmalsauspra¨gungen zu einer essentiellen Vera¨nderung der
Beziehung zweier Variablen fu¨hren und damit die Analysefa¨higkeit des Datensatzes stark
beeinflussen. Bei kausalanalytischen Ansa¨tzen ko¨nnen aber durch die Verwendung von
Modellen zur Analyse von gruppierten Daten konsistente Scha¨tzergebnisse der Modellpa-
rameter erzielt werden (Grouped data-Modelle) (z.B. Ronning, 1983).
Eine zu grobe Klassenbildung wirkt sich besonders negativ auf La¨ngsschnittsanalysen
aus, wenn minimale aber bedeutsame Vera¨nderungen nicht zu einem Wechsel der Klassen
fu¨hren (Krupp und Preißl, 1989, S. 125).
Die Beeintra¨chtigung des Analysepotenzials von Datensa¨tzen la¨sst sich begrenzen,
wenn die Klassenbildung unter Beru¨cksichtigung von forschungsrelevanten Aspekten, falls
diese bekannt sind, vorgenommen wird.
Statt der Bildung von Auspra¨gungskategorien reicht oft auch eine Stutzung der Ex-
tremwerte eines Merkmals (Censoring-Verfahren), anhand derer ein Merkmalstra¨ger u.U.
identifiziert werden kann. Die Merkmalsauspra¨gungen werden bei U¨berschreitung einer
vorher festgesetzten Schwelle, die eine Gefahr der Reidentifikation darstellt, zu diesem
Schwellenwert zusammengefasst, gestutzt. Zu denken ist hier z.B. an extrem hohe FuE-
Intensita¨ten von Unternehmen in Unternehmensdatensa¨tzen wie dem Mannheimer Inno-
vationspanel3, anhand derer Firmen von Konkurrenzunternehmen erkannt werden.
Auch bei der Verwendung von Censoring-Verfahren ko¨nnen Mittelwerte und Varianzen
nicht mehr erwartungstreu mit den anonymisierten Daten gescha¨tzt werden (z.B. Stange,
1970, S. 81 f.). Da sich das wissenschaftliche Interesse in der Regel aber nicht auf seltene
Fa¨lle richtet, wirkt sich diese Maßnahme nicht besonders scha¨dlich aus. Bei der Angabe der
Ober- bzw. Untergrenze einer Stutzung kann der Informationsverlust gemindert werden.
Im Weiteren eignen sich zur konsistenten Scha¨tzung von Modellparametern Modelle fu¨r
zensierte Daten (Tobit-Modelle) (z.B. Maddala, 1983). Die Censoring-Technik beinhaltet
3Vgl. Anhang A.1.
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einen geringeren Eingriff in die Aussagekraft eines Datensatzes als die Klassenbildung von
Informationen.
4.2 Maßnahmen, die keine direkte Datenmodifikation vorsehen
Bei diesen Maßnahmen handelt es sich um eine Unterdru¨ckung von Informationen, mit
denen ein besonders hohes Deanonymisierungsrisiko verbunden ist (Mu¨ller et al., 1991, S.
398-402). Eine einfache Methode ist das Entfernen von Variablen. Hierunter fallen vor al-
lem personen- bzw. unternehmensbezogene Angaben, wie Name und Anschrift. Aber auch
Merkmale mit stark differenzierten Auspra¨gungen oder extremer Verteilung der Ha¨ufig-
keiten oder Merkmale, fu¨r die Zusatzwissen besonders leicht zu beschaffen ist, kommen in
Frage.
Der Informationsverlust kann durch die Unterdru¨ckung von Merkmalen unter Um-
sta¨nden erheblich sein. Bei der Parameterscha¨tzung von Regressionsmodellen tritt eine
Fehlspezifikation auf, wenn erkla¨rende Variablen fehlen (vgl z.B. Frohn, 1980, S. 71 ff.) .
Diese Methode stellt demnach eine gravierende Einschra¨nkung des Analysepotentials dar
und sollte deshalb auf wenige Variablen beschra¨nkt bleiben.
Eine Abwandlung der Entfernung von Merkmalen stellt die Neukonstruktion von Va-
riablen dar. Statt der Originalvariablen tauchen deren Linearkombinationen im anonymi-
sierten Datensatz auf. Ist die Verwendung der neuen Variablen fu¨r o¨konomische Analysen
hinreichend, ergeben sich durch diesen Eingriff keine Probleme. Wenn die disaggregierten
Informationen notwendig sind fu¨r die angestrebte Untersuchung, sind die Regressionsmo-
delle wie bei der Entfernung von Informationen fehlspezifiziert.
Eine weitere Methode zur Unterdru¨ckung von Informationen besteht in der Entfer-
nung einzelner diskreter Werte (local suppression) aus dem Datensatz. Dabei werden bei
Beobachtungen mit in der Stichprobe sehr seltenen oder einzigartigen Auspra¨gungskom-
binationen der Variablen die Auspra¨gungen einer oder mehrerer Variablen durch einen
fehlenden Wert ersetzt. Bei diesem Verfahren ist ebenfalls mit Vera¨nderungen der infe-
renzstatistischen Eigenschaften und verzerrten Koeffizientenscha¨tzungen in Regressionen
zu rechnen (Willenborg und de Waal, 1998).
Eine andere Schutzmaßnahme besteht in der Weitergabe von veralteten Daten. Dies ist
zwar keine Anonymisierungsmaßnahme im eigentlichen Sinne, schu¨tzt aber die Merkmal-
stra¨ger insofern, dass potenzielle Angreifer nur an aktuellen Informationen interessiert sind
bzw. die Reidentifizierung mit alten Angaben nicht mehr mo¨glich ist. Wenn der Abstand
zwischen Erhebung und Freigabe der Daten groß genug ist, ist das aktuelle Zusatzwissen
u.U. nicht mehr kompatibel mit dem Datensatz (Su¨dfeld, 1987). Dies stellt allerdings auch
eine entscheidenden Nachteil fu¨r die Wissenschaft dar, wenn wissenschaftliche Analysen
den aktuellen gesellschaftlichen bzw. wirtschaftlichen Wandel abbilden wollen. Eine Poli-
tikberatung kann auf der Basis von veralteten Informationen nicht stattfinden, geschweige
denn Prognosen angestellt werden.
Eine weitere Methode zur Verringerung des Deanonymisierungsrisikos besteht in der
Ziehung und Weitergabe von Substichproben des vorliegenden Mikrodatenfiles. Fu¨r ei-
ne Reidentifikation eines Merkmalstra¨gers in einer Substichprobe muss dieser sowohl im
Mikrodatenfile als auch im Identifikationsfile enthalten sein. Die Erfolgswahrscheinlich-
keit entspricht dem Auswahlsatz der Stichprobe. Diese Schutzwirkung besteht nicht mehr,
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wenn dem Angreifer bekannt ist, dass eine Person an der Stichprobenerhebung teilgenom-
men hat bzw. wenn er weiß, dass sie in der Substichprobe enthalten ist. Im Allgemeinen ist
davon auszugehen, dass derartige Informationen nicht zur Verfu¨gung stehen. Dann besteht
aber noch die Mo¨glichkeit bei Vorlage der Grundgesamtheit statistische Doppelga¨nger zu
identifizieren und somit die Wahrscheinlichkeit eines Treffers in der Stichprobe abscha¨tzen
zu ko¨nnen.
Der sich aus dem potenziellen Wissen eines Angreifers u¨ber das Antwortverhalten
ergebende Risikofaktor kann durch das zufa¨llige Ziehen von Stichproben eingeschra¨nkt
werden. Diese Maßnahme bildet einen wichtigen Schutz vor Reidentifikationsversuchen.
Das Analysepotenzial der Daten bei Stichprobenziehungen bleibt insofern gewahrt, als
dass keine Datenmodifikation vorgenommen wird. Duch die Reduzierung der Stichprobe
erho¨hen sich allerdings die Scha¨tzfehler (z.B. Greene, 1997). Beim Vorhandensein ohnehin
schwach besetzter Zellen kann eine Stichprobenziehung zu deutlichen Verzerrungen fu¨hren.
Problematisch wird es, wenn zur empirischen Beurteilung der o¨konomischen Frage-
stellung die ausgeschlossenen Datenmengen bei nicht zufa¨lliger Stichprobenziehung einen
wesentlichen Beitrag liefern. Bei der Anwendung auf Betriebsdaten spielt dieses Verfahren
eine entscheidende Rolle, da Großbetriebe einem hohen Identifikationsrisiko unterliegen.
Werden Informationen u¨ber große Unternehmen vor der Weitergabe der Daten gestrichen,
fu¨hrt das zur Vera¨nderung der Ergebnisse inferenzstatistischer Analysen (Pursey, 1999,
Barnett und Lewis, 1994). Werden jedoch bei Untersuchungen Extremwerte, sogenannte
”Ausreißer“, durch den Datennutzer aus statistischen Erwa¨gungen ohnehin entfernt, spielt
eine derartige Manipulation praktisch keine Rolle fu¨r die Analysefa¨higkeit der Daten.
4.3 Einbringen von falschen Angaben in das Datenmaterial
Eine Mo¨glichkeit die Kompatibilita¨t zwischen Mikrodatenfile und potenziellem Zusatz-
wissen zu reduzieren besteht darin, das originale Datenmaterial des Mikrodatenfiles mit
”falschen“ Angaben zu u¨berlagern. Die Einfu¨hrung von Zufallsfehlern (Zufallsrauschen) in
das Datenmaterial stellt eine Variante dieser auch als ”perturbation“ bzw. ”contaminati-
on“ bezeichneten Anonymisierungstechniken dar (Blien et al., 1991, Skinner et al., 1990,
Marsh et al., 1991). Folgende Ansa¨tze sind zu nennen:
• Das Einscha¨tzen einzelner Werte (Blanking und Imputation).
• Das zufa¨llige Vertauschen von benachbarten Merkmalsauspra¨gungen bei kontinuier-
lichen Merkmalen (Data-Swapping).
• Die Addition von oder Multiplikation mit Zufallsvariablen bei kontinuierlichen Merk-
malen.4
• Das Ersetzen von Variablenauspra¨gungen durch vorher ermittelte Mittelwerte von
jeweils a¨hnlichen Datensa¨tzen (Mikroaggregation).
• Die Erzeugung von synthetischen Datensa¨tzen, deren Elemente nicht mehr auf die
Auspra¨gungen der Merkmale des Ausgangsdatensatzes zuru¨ckgefu¨hrt werden ko¨nnen
(Resampling).
4Bei der Anonymisierung der Daten des Mannheimer Innovationspanels wird eine gleichverteilte Zu-
fallsvariable verwendet.
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Eine Reidentifikation eines Merkmalstra¨gers durch einfache Abgleichtechniken ist bei
derartig modifizierten Daten kaum mehr mo¨glich.
Imputationsverfahren beruhen auf dem Austausch von Originalangaben durch gescha¨tz-
te Werte (z.B. Rubin, 1993). Sie werden auch im Rahmen von Nonresponse-Analysen zur
Ersetzung von fehlenden Werten verwendet (z.B. Rubin, 1987). Die Gu¨te dieser Verfahren
ist abha¨ngig von den Korrelationen zwischen den Variablen (Kovar, Withridge, 1995). Bei
schwachen Abha¨ngigkeiten zwischen den Merkmalen ist die Anwendung nicht sinnvoll.
Bei der Durchfu¨hrung von Data-Swaps werden eine Reihe von zufa¨lligen Vertauschun-
gen von Werten vorgenommen. Dies geschieht in der Regel innerhalb von Gruppen mit be-
stimmten Auspra¨gungskombinationen fu¨r einige besonders bedeutsame Variablen (Reiss,
1980). Die univariaten Verteilungen bleiben erhalten, wa¨hrend multivariate Verteilungen
und Korrelationen zwischen den Variablen nicht konsistent mit dem anonymisierten Daten-
satz gescha¨tzt werden ko¨nnen. Die Beeintra¨chtigung der Analysemo¨glichkeiten la¨sst sich
verringern, wenn die Vertauschungen unter Nebenbedingungen stattfinden, die den Erhalt
von Varianz-Kovarianzmatrizen zwischen Variablen sicherstellen (Kim und Winkler, 1995,
1997). Ein solches Vorgehen ist allerdings sehr rechenintensiv.
Zur U¨berlagerung von zu maskierenden Variablen mit Zufallsfehlern sind verschiedene
Methoden zu unterscheiden. Die einfache oder naive U¨berlagerung beruht auf der Addi-
tion einer normalverteilten Sto¨rgro¨ße mit einem Erwartungswert von null zu den Werten
stetiger Variablen (z.B. Spruill, 1983). Die Varianzen der Sto¨rgro¨ßen sollen proportional
zu den Varianzen der Merkmale sein. Im Weiteren sollten die U¨berlagerungen der unter-
schiedlichen Variablen unabha¨ngig voneinander sein. Fu¨r Betriebsdaten kann schon mit
”kleinen“ U¨berlagerungen eine recht gute Schutzwirkung erzielt werden, so dass o¨konomi-
sche Analysen weiterhin mo¨glich sind. Wenn die Anzahl der Schlu¨sselvariablen allerdings
eine kritische Zahl u¨berschreitet (mehr als vier bis sechs), mu¨ssen gro¨ßere U¨berlagerun-
gen vorgenommen werden. Dadurch wird die Analysefa¨higkeit unter Umsta¨nden erheblich
eingeschra¨nkt (Spruill, 1983).
Diese Methode erha¨lt zwar die Erwartungswerte der maskierten Variablen nicht aber
deren Varianzen und die Korrelationen mit anderen Merkmalen. Dies hat natu¨rlich auch
Auswirkungen auf die Scha¨tzung von Parametern in Regressionsmodellen. Ist das Ausmaß
der Verzerrung der Varianzen allerdings bekannt, ko¨nnen Scha¨tzungen von Korrelationen
und Modellparametern entsprechend korrigiert werden. Nicht korrigierbar ist allerdings,
dass die Verteilungen der maskierten Variablen nicht mit denen der Originalvariablen
u¨bereinstimmen, sofern es sich nicht um eine normalverteilte Gro¨ße handelt (Brand, 2000,
183 ff.).
Beim Ansatz von Kim (1986) kann im Gegensatz zur naiven U¨berlagerung durch
zusa¨tzliche Transformation erreicht werden, dass die Stichproben-Kovarianzmatrix der
Originalvariablen konsistent mit den anonymisierten Daten gescha¨tzt werden kann. Die
univariaten Verteilungen der Originalvariablen bleiben aber im Allgemeinen (s.o.) auch
bei dieser Methode nicht erhalten. Aufgrund der Struktur der Transformation ko¨nnen
nur stetige Variablen mit diesem Ansatz maskiert werden. Die Schutzwirkung nimmt mit
zunehmendem U¨berlagerungsfaktor bis zu einem kritischen Wert zu. Danach kann keine
zusa¨tzliche Schutzwirkung mehr erzielt werden (Moore, 1996).
Ausgehend von dem Ansatz von Kim schla¨gt Sullivan (1989) ein Maskierungsverfahren
vor, das zusa¨tzlich auf diskrete Variablen angewendet werden kann. Diese Methode la¨sst
9
zu, dass auch die univariaten Verteilungen der zu maskierenden Variablen erhalten bleiben.
Der Ansatz besteht aus einem mehrstufigen, aufwendigen Verfahren, einer Kombination
von Transformationen mit einer additiven U¨berlagerung. Wa¨hrend der Durchfu¨hrung wird
u¨berpru¨ft, ob die Schutzwirkung der Anonymisierung ausreichend ist.
Hwang (1986) betrachtet den Fall, dass Variablen mit multiplikativen Zufallsfehlern
u¨berlagert werden. Dabei wird angenommen, dass die Sto¨rgro¨ßen mit einem Erwartungs-
wert von eins unabha¨ngig identisch verteilt sind. Die maskierten Variablen sind somit wei-
terhin erwartungstreu, aber deren Varianzen ko¨nnen nicht mehr konsistent gescha¨tzt wer-
den. Parameterscha¨tzungen von Regressionsmodellen sind verzerrt. Hwang (1986) zeigt,
wie eine konsistente Scha¨tzung von Koeffizienten eines linearen Regressionsmodells mit
anonymisierten Daten durch eine Korrektur erzielt werden kann.
Die Methode der Mikroaggregation beruht auf der Ermittlung von Mittelwerten von
jeweils a¨hnlichen Datensa¨tzen und die Ersetzung der Variablen durch eben diese Werte
(Cox et al., 1985, Paaß, Wauschkuhn, 1985). Die Gesamtmittelwerte des Original- und
des anonymisierten Datensatzes sind weitestgehend identisch, wa¨hrend die Standardab-
weichungen der Merkmalsauspra¨gungen verringert werden. Auch die Korrelationen und
Scha¨tzungen von Modellparametern werden systematisch verzerrt. Das Ausmaß des Bias
ha¨ngt dabei davon ab, wie hoch die Korrelationen der Variablen des Ausgangsdatensatzes
sind. Bei Betriebsdaten sind zwischen den Variablen in vielen Fa¨llen geringe Korrelationen
zu beobachten. Daher sollte die Mikroaggregation zur Anonymisierung von Firmendaten
nur eingeschra¨nkt verwendet werden.
Beim Resampling wird ein synthetischer Datensatz generiert, so dass dessen Elemente
nicht mehr auf die Auspra¨gungen der Merkmale des Ausgangsdatensatzes zuru¨ckgefu¨hrt
werden ko¨nnen. Dazu wird die multivariate Dichte des gesamten Datensatzes mittels
nichtparametrischer Verfahren konsistent gescha¨tzt (z.B. Fienberg et al., 1998). Daran
anschließend wird eine Stichprobe generiert, die der gescha¨tzten Dichte folgt. Ergebnisse
inferenzstatistischer Analysen und Koeffizientenscha¨tzungen von Regressionsmodellen mit
den anonymisierten Daten weichen daher nicht systematisch von gleichen Analysen mit
dem Originaldatensatz ab. Nur die Standardabweichungen gescha¨tzter Regressionskoeffizi-
enten sollten korregiert werden5. Eine praktische Anwendung ist nur dann mo¨glich, wenn
eine ausreichende Zahl an Beobachtungen vorliegt, um die multivariate Dichte hinreichend
genau scha¨tzen zu ko¨nnen.
5 ZEW-Methoden
5.1 U¨berblick
Zur Erhaltung des den Unternehmen zugesagten Vertrauensschutzes bezu¨glich ihrer An-
gaben, werden zur externen Nutzung der Daten der Mannheimer Innovationspanels im
verarbeitenden Gewerbe und Bergbau sowie im Dienstleistungssektor fu¨r wissenschaftli-
che Zwecke die Mikrodaten anonymisiert. Dazu werden abha¨ngig vom Variablentyp un-
terschiedliche Verfahren eingesetzt. Diese Verfahren verhindern, dass ein Unternehmen
anhand seiner Angaben identifiziert werden kann. Dies impliziert eine ”Vernichtung“ von
Informationen im Datensatz. Diese Verfahren wurden nach den Kriterien ausgewa¨hlt, dass
5Geeignet erweisen sich Bootstrap-Verfahren (z.B. Fienberg, 1997).
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im Datensatz ein Maximum an Informationen verbleibt, gleichzeitig aber eine eindeutige
Zuordnung eines bestimmten Wertes zur Originalangabe der Unternehmen nicht mehr
durchgefu¨hrt werden kann.
Streichung von Beobachtungen
Aus dem Datensatz werden alle Unternehmen entfernt, die nicht fu¨r das Unternehmen
sondern fu¨r ihre gesamte Unternehmensgruppe, den Konzern, geantwortet haben. Infor-
mationen von leicht zu identifizierenden Unternehmen werden dadurch zuru¨ckgehalten.
Streichung von Merkmalen
Einige Angaben sind im Datensatz nicht enthalten. Dazu geho¨ren z.B. Angaben u¨ber
Anzahl der Teilzeit- und Auslandsbescha¨ftigten sowie Ortsangaben.
Konstruktion neuer Variablen
In einigen Erhebungen der Mannheimer Innovationspanels wurden Informationen zusam-
mengefasst. In der Erhebung 1993 wurden z.B. bei den Fragen nach dem Technologieer-
werb und Technologietransfer in der Fragebogenversion der Produktionsunternehmen mit
mindestens 50 Bescha¨ftigten nach der geographischen Zuordnung des Erwerbs/Transfers
entsprechend der Einteilung - BRD, EG, Nicht EG, USA, Japan und sonstige La¨nder au-
ßerhalb Europas - gefragt. Im anonymisierten Datensatz wird jedoch lediglich die Eintei-
lung - BRD und Ausland - ausgewiesen. A¨hnlich wurde bei der geographischen Zuordnung
der FuE-Kooperationspartner vorgegangen: Im anonymisierten Datensatz wird ausgewie-
sen, ob der Kooperationspartner aus der Region, aus der BRD oder aus dem Ausland
stammt.
U¨berlagerung mit einem multiplikativen Zufallsfehler
Dieses Verfahren besteht darin, dass der von einem Unternehmen angegebene Wert mit
einer gleichverteilten Zufallszahl multipliziert wird, die in einem Intervall zwischen 0,5
und 1,5 liegt. Ihr Erwartungswert betra¨gt somit 1. Diese Zufallszahl stellt eine unterneh-
mensspezifische Konstante dar, d.h., jede so randomisierte Variable wird mit der gleichen
Zahl multipliziert. Dies garantiert, dass das Unternehmen nicht mehr an den von ihm
angegebenen absoluten Zahlenwerten erkannt werden kann. Die Methode wird fu¨r die
Umsatzangaben und die Anzahl der Bescha¨ftigten verwendet. Der Quotient dieser beiden
Variablen (Umsatz pro Vollzeitbescha¨ftigten) bleibt aber unvera¨ndert.
Ausweis von Intensita¨ten und Quoten
Anstatt alle absoluten Gro¨ßen der Originaldaten mit einer konstanten Zufallszahl zu mul-
tiplizieren, werden die Gro¨ßen in Relation zum Umsatz oder den Bescha¨ftigten ausgewie-
sen. Diese Intensita¨ten oder Quoten sind dann im anonymisierten Datensatz aufgefu¨hrt.
So werden beispielsweise die gesamten Innovationsaufwendungen, die FuE-Aufwendungen,
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der Auslandsumsatz, die Personalkosten und der Materialaufwand in Relation zum Um-
satz, die Anzahl der FuE-Bescha¨ftigten und der Bescha¨ftigten insgesamt nach Qualifikati-
onsstruktur in Relation zu den Bescha¨ftigten ausgewiesen. Die Nutzer ko¨nnen bei Bedarf
durch Umrechnung wieder (randomisierte) absolute Gro¨ßen bzw. weitere Intensita¨ten wie
z.B. FuE-Aufwendungen pro Bescha¨ftigten berechnen.
Stutzung von Intensita¨ten
In Einzelfa¨llen kann es vorkommen, dass Unternehmen ”extreme“ Intensita¨ten aufweisen,
z.B. eine FuE-Intensita¨t von 25%. Um zu verhindern, dass Firmen an diesen Intensita¨ten
erkannt werden ko¨nnen, werden diese Extremfa¨lle, die in der Population und in der Stich-
probe nur selten anzutreffen sind, gestutzt. Abha¨ngig von der Verteilung der jeweiligen
Intensita¨ten wurde dabei mit unterschiedlichen Obergrenzen gearbeitet. Zum Beispiel liegt
die Obergrenze bei der FuE-Intensita¨t (FuE-Aufwendungen/Umsatz) bei 0,15. Weist ein
Unternehmen eine FuE-Intensita¨t von 0,25 auf, so wird die FuE-Intensita¨t auf 0,15 ge-
stutzt. Um den Benutzer erkennen zu lassen, ob die jeweilige Variable gestutzt ist, wird
eine zusa¨tzliche Variable in den Datensatz aufgenommen, die eine Stutzung anzeigt. Mit
Hilfe entsprechender o¨konometrischer Verfahren kann damit der Benutzer die Auswirkun-
gen dieser Zensierung in Grenzen halten. Eine Stutzung erfolgt z.B. bei der FuE-Intensita¨t,
der Innovationsintensita¨t (Innovationsaufwendungen/Umsatz), der Investitionsintensita¨t
(Investitionen/Umsatz) und der Exportquote (Exporte/Umsatz).
Gruppierung
Bei einigen Variablen, z.B. bei Umsatzanteilen mit neuen Produkten, wird in den anonymi-
sierten Datensa¨tzen lediglich angegeben, in welchem Intervall die Merkmalsauspra¨gungen
liegen.
5.2 Simulation einer Regressionskorrektur
Im folgenden Abschnitt soll anhand einer Simulation demonstriert werden, wie die U¨ber-
lagerung mit einem multiplikativen Zufallsfehler innnerhalb eines Regressionsmodells kor-
rigiert werden kann. Die Zufallszahl ist genau wie bei der Anonymisierung der Daten des
MIP eine gleichverteilte Zufallsvariable (ZV ) in dem Intervall von 0,5 bis 1,5 und wird
einem Set von vier generierten Variablen (x1, x2, y, u) von jeweils 100 Beobachtungen hin-
zugefu¨gt.
Die Variablen sind folgendermaßen definiert:
x1 ∼ N(1, 1), x2 ∼ χ2(1), u ∼ N(0, 1), ZV ∼ Uni[0, 5; 1, 5]
x∗1 = x1 ∗ ZV
y = 2 + 2x1 + 0, 5x2 + u
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x∗1 ist die durch den Zufallsfehler ZV u¨berlagerte Variable x1, d.h. die urspru¨ngliche
Information x1 ist maskiert. Die Verteilung von x1 bleibt nicht erhalten, obgleich x∗1 weiter-
hin erwartungstreu ist. Um die Wirkung einer Regressionskorrektur zu veranschaulichen,
werden jeweils drei lineare Modelle konstruiert:
1. OLS-Scha¨tzung mit den unverfa¨lschten Variablen:
y = β0 + β1x1 + β2x2
βˆ = (X ′X)−1X ′y, X ′ = (1, x1, x2)
Der OLS-Scha¨tzer βˆ ist konsistent.
2. OLS-Scha¨tzung mit der verfa¨lschten Variablen x∗1:
y = β0 + β1x∗1 + β2x2
β∗ = (X∗
′
X∗)−1X∗
′
y, X∗
′
= (1, x∗1, x2)
Der OLS-Scha¨tzer β∗ ist inkonsistent.
3. OLS-Scha¨tzung des Modells mit Korrekturterm M (Hwang, 1986):
β˜ = [(X∗
′
X∗)÷M ]−1X∗′y
A÷B bezeichnet den Hadamard Quotienten (jedes Element (i, j) der Matrix A wird
durch das entsprechende Element (i, j) der Matrix B dividiert). Der Korrekturterm
M kann leicht berechnet werden, wenn die Verteilung des Zufallsfehlers bekannt
ist. In diesem Beispiel ist er gleichverteilt mit E(ZV ) = 1, V ar(ZV ) = 112 und
E(ZV ′ZV ) = 1 112 . Damit ergibt sich:
M =
 1 1 11 E(ZV ′ZV ) 1
1 1 1

Der Scha¨tzer β˜ ist konsistent.
Um die Wirkungsweise der Korrektur erfassen zu ko¨nnen, werden Monte-Carlo Simula-
tionen (100 Replikationen) der drei Scha¨tzgleichungen durchgefu¨hrt. Tabelle 1 stellt die
Mittelwerte der OLS-Scha¨tzer, deren Varianzen und die Bestimmtheitsmaße der drei ver-
schiedenen Scha¨tzungen dar. Die mit * gekennzeichneten Werte zeigen signifikante Unter-
schiede zu den Ergebnissen mit den Originaldaten an.
Beim Vergleich der Regressionskoeffizienten zeigt sich deutlich die Verzerrung der
Scha¨tzung mit der maskierten Variablen x∗1, wa¨hrend t-Tests auf Gleichheit der Mittelwerte
der Koeffizienten der Regressionen mit den Originalwerten und der korrigierten Scha¨tzung
keine signifikanten Unterschiede feststellen. Fu¨r die gescha¨tzten Varianzen lassen sich je-
doch keine eindeutigen Schlu¨sse aus den Testergebnissen ableiten.
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Tabelle 1: Monte-Carlo Simulation
Scha¨tzer Mittelwert Std.Abw. Min Max
β0 Original 2,002 0,158 1,540 2,469
β0 Verzerrt* 2,276 0,187 1,744 2,827
β0 Korrigiert* 1,964 0,196 1,455 2,584
V ar(β0) Original 0,026 0,005 0,016 0,037
V ar(β0) Verzerrt* 0,039 0,008 0,022 0,058
V ar(β0) Korrigiert* 0,044 0,009 0,024 0,069
β1 Original 1,998 0,109 1,659 2,264
β1 Verzerrt* 1,733 0,141 1,292 2,110
β1 Korrigiert* 2,037 0,163 1,570 2,486
V ar(β1) Original 0,010 0,002 0,006 0,016
V ar(β1) Verzerrt* 0,014 0,003 0,009 0,021
V ar(β1) Korrigiert* 0,017 0,004 0,011 0,027
β2 Original 0,492 0,069 0,338 0,656
β2 Verzerrt 0,490 0,088 0,253 0,662
β2 Korrigiert 0,491 0,094 0,216 0,672
V ar(β2) Original 0,006 0,002 0,002 0,014
V ar(β2) Verzerrt* 0,009 0,003 0,004 0,020
V ar(β2) Korrigiert* 0,010 0,004 0,004 0,021
R2 Original 0,819 0,035 0,707 0,888
R2 Verzerrt* 0,718 0,047 0,582 0,804
R2 Korrigiert* 0,829 0,050 0,690 0,930
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5.3 Simulation einer Regressionskorrektur am Beispiel des MIP
Die Korrektur der Parameterscha¨tzer im OLS-Modell soll hier anhand eines realen Daten-
satzes, des MIP des verarbeitenden Gewerbes 1997, demonstriert werden. Zur beispielhaf-
ten Darstellung wurde eine Produktionsfunktion sowohl mit den Originaldaten als auch
mit einer verzerrten Variablen mit und ohne Korrektur des multiplikativen Zufallsfehlers
(siehe Abschnitt 5.2) gescha¨tzt:
y = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + β6x6
mit:
y - Arbeitsproduktivita¨t
x1 - FuE-Intensita¨t
x2 - Bescha¨ftigtengro¨ßenklassen
x3 - Investitionsintensita¨t
x4 - Indikator: Chemieindustrie
x5 - Indikator: Medizin-, Mess-, Steuer- und Regelungstechnik (MMSR)
x6 - Indikator: Metallverarbeitende Industrie
Die Parameter des Modells werden im ersten Schritt mit den Originaldaten durch die
OLS-Methode gescha¨tzt. Im zweiten Schritt wird x1, die FuE-Intensita¨t, mit der Zufalls-
variablen multipliziert und eine erneute Scha¨tzung durchgefu¨hrt. Zuletzt wird die duch die
Fehleru¨berlagerung verzerrte Scha¨tzung durch die Methode von Hwang (1986) korrigiert.
In der Monte-Carlo Simulation wird der Zufallsfehler 100 Mal variiert.
In Tabelle 2 sind die durchschnittlichen Parameterscha¨tzer der Simulation zusammen-
gefasst. Die Ergebnisse der Scha¨tzung mit den verfa¨lschten Daten weichen bei einigen
Variablen signifikant von den Resultaten der Scha¨tzung mit den urspru¨nglichen Daten ab.
Die korrigierten Werte stimmen dagegen im Mittel signifikant mit den Koeffizienten der
Scha¨tzung mit den unverzerrten Daten u¨berein.
Durch die Simulation wird deutlich, wie ein Datennutzer selbst das Analysepotenzi-
al anonymisierter Daten verbesseren kann. Wenn ihm das Ausmaß der Verzerrung durch
einen multiplikativen Fehler bekannt ist, kann er mit Hilfe dieser Korrekturmethode kon-
sistente Regressionsergebnisse erzeugen.
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Tabelle 2: Ergebnis der Monte-Carlo Simulation mit dem MIP
Scha¨tzer Mittelwert Std.Abw. Min Max
FuE-Intensita¨t
β1 Original -0,743 - - -
β1 Verzerrt* -0,685 0,071 -0,864 -0,536
β1 Korrigiert -0,756 0,079 -0,956 -0,591
V ar(β1) Original 0,053 - - -
V ar(β1) Verzerrt* 0,046 0,005 0,037 0,060
V ar(β1) Korrigiert 0,051 0,006 0,041 0,067
Gro¨ßenklassen
β2 Original 0,044 - - -
β2 Verzerrt 0,043 0,000 0,043 0,044
β2 Korrigiert 0,044 0,000 0,043 0,044
V ar(β2) Original 0,000 - - -
V ar(β2) Verzerrt* 0,000 0,000 0,000 0,000
V ar(β2) Korrigiert* 0,000 0,000 0,000 0,000
Investitionsintensita¨t
β3 Original -0,086 - - -
β3 Verzerrt -0,087 0,001 -0,089 -0,084
β3 Korrigiert -0,086 0,001 -0,089 -0,083
V ar(β3) Original 0,002 - - -
V ar(β3) Verzerrt* 0,002 0,000 0,002 0,002
V ar(β3) Korrigiert* 0,002 0,000 0,002 0,002
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Scha¨tzer Mittelwert Std.Abw. Min Max
Indikator: Chemieindustrie
β4 Original 0,239 - - -
β4 Verzerrt* 0,238 0,001 0,235 0,241
β4 Korrigiert 0,239 0,001 0,236 0,242
V ar(β4) Original 0,001 - - -
V ar(β4) Verzerrt 0,001 0,000 0,001 0,001
V ar(β4) Korrigiert* 0,001 0,000 0,001 0,001
Indikator: MMSR
β5 Original -0,051 - - -
β5 Verzerrt* -0,053 0,002 -0,059 -0,047
β5 Korrigiert -0,050 0,003 -0,057 -0,044
V ar(β5) Original 0,001 - - -
V ar(β5) Verzerrt* 0,001 0,000 0,001 0,001
V ar(β5) Korrigiert 0,001 0,000 0,001 0,001
Indikator: Metallindustrie
β6 Original -0,075 - - -
β6 Verzerrt* -0,075 0,000 -0,076 -0,074
β6 Korrigiert -0,076 0,000 -0,077 -0,074
V ar(β6) Original 0,001 - - -
V ar(β6) Verzerrt* 0,001 0,000 0,001 0,001
V ar(β6) Korrigiert* 0,001 0,000 0,001 0,001
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Scha¨tzer Mittelwert Std.Abw. Min Max
Konstante
β0 Original 0,217 - - -
β0 Verzerrt* 0,216 0,001 0,214 0,218
β0 Korrigiert 0,217 0,001 0,215 0,219
V ar(β0) Original 0,001 - - -
V ar(β0) Verzerrt* 0,001 0,000 0,001 0,001
V ar(β0) Korrigiert* 0,001 0,000 0,001 0,001
R2 Original 0,054 - - -
R2 Verzerrt* 0,053 0,001 0,052 0,055
R2 Korrigiert* 0,059 0,001 0,057 0,060
6 Zusammenfassung
Dieser Aufsatz stellt in einem kurzen U¨berblick die ga¨ngigen Anonymierungsmaßnahmen
fu¨r Mikrodaten dar und beleuchtet sie im Hinblick auf ihren Beitrag zum Datenschutz und
den Erhalt der Analysefa¨higkeit der Daten. Anschließend werden die Maskierungsmetho-
den beschrieben, die das ZEW vor der Weitergabe der Daten des Mannheimer Innovati-
onspanels an externe wissenschaftliche Datennutzer anwendet.
Die Problematik, der sich ein Daten erhebendes Institut gegenu¨ber sieht, besteht darin,
zum einen den Vertrauensschutz gegenu¨ber den befragten Unternehmen zu wahren und
zum anderen die Analysefa¨higkeit der Daten zu erhalten. Fu¨r Betriebsdaten wurden im
Gegensatz zu Personendaten keine allgemeinen Anonymisierungsregeln aufgestellt. Dies
erscheint auch nicht sinnvoll, da an einen Datensatz in Abha¨ngigkeit vom Forschungsauf-
trag jeweils unterschiedliche Anforderungen gestellt werden. Die Herleitung eines optima-
len Anonymisierungsansatzes und der daraus resultierenden Maskierungsregeln wa¨re nur
unter Nebenbedingungen denkbar und setzt daher die Kenntnis des Untersuchungsgegen-
standes fu¨r das anonymisierende Institut voraus. Auf Grund des zeitlichen Aufwandes ist
ein derartiges Vorgehen nicht praktikabel. Fu¨r die Weitergabe von Mikrodatenfiles bedeu-
tet dies, einen Kompromiss zu finden, der die Mo¨glichkeiten zur Datennutzung nicht zu
sehr einschra¨nkt.
Durch die Anwendung geeigneter o¨konometrischer Methoden ko¨nnen die eingebrachten
Fehler, wie oben beispielhaft gezeigt, bis zu einem gewissen Grad korrigiert werden. Die
Analysefa¨higkeit der anonymisierten Daten la¨sst sich also durch den Datennutzer selbst
optimieren. Die Korrektur von Informationsverlusten und Verfa¨lschungen wird in der Regel
durch komplexere Analysemethoden erschwert. Ziel zuku¨nftiger Forschung ist demnach,
eine Vielzahl an Korrekturmo¨glichkeiten zur Verfu¨gung zu stellen.
18
A Anhang
A.1 Die Mannheimer Innovationspanels MIP und MIP-DL
Seit 1993 bzw. 1995 fu¨hrt das Zentrum fu¨r Europa¨ische Wirtschaftsforschung (ZEW) ja¨hr-
lich systematische Erhebungen zum Innovationsverhalten im verarbeitenden Gewerbe und
Bergbau und im Dienstleistungssektor durch.
Das MIP und MIP-DL umfassen folgende Themengebiete:
• Allgemeine Angaben,
• Entwicklung und Verbreitung von Innovationsaktivita¨ten,
• Entwicklung des Innovationserfolgs (Innovationsoutput),
• Bedeutung und Struktur von Innovationshemmnissen,
• Verbreitung und Ergebnisse o¨ffentlicher Fo¨rderung,
• Kostenstruktur und Sachanlagen und
• Qualifikation und Weiterbildung.
Im MIP-DL gibt es zusa¨tzlich Angaben zu Informationstechnologien und Kundenbezie-
hungen.
Das Konzept der Erhebung besteht dabei zum einen aus ja¨hrlich wiederkehrenden
Fragen, z.B. nach der Durchfu¨hrung von Produkt- und Prozessinnovationen, den wirt-
schaftlichen Effekten von Innovationen sowie der Ho¨he von FuE- und Innovationsaufwen-
dungen. Zum anderen werden im zweija¨hrigen Turnus zusa¨tzliche Schwerpunktthemen un-
tersucht, wie z.B. Formen des Technologietransfers, Informationsquellen, Kooperationen
und Hemmnisfaktoren.
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