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Abstract
We prove that, for q odd and n ≥ 3, the group G = On(q2) · 2 is max-
imal in either the orthogonal group O2n(q) or the special orthogonal
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are secant to the quadric and others are external to the quadric.
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1 Introduction
Aschbacher’s theorem plays a major role in the study of classical groups over
a finite field ([1], [34]). Any subgroup of a classical group either lies inside
a maximal subgroup belonging to one of eight classes labelled C1 − C8 or it
is almost simple (with additional properties). With one exception, C6, the
classes each have a natural geometrical setting as stabilizers of configurations
in projective space. It is to be hoped that the maximal subgroups in the
remaining classes can be established purely in geometrical terms. The classes
C1 (stabilizers of subspaces, [24], [25], [26]), C2 (stabilizers of a direct sum
decomposition, [19], [27], [28], [29], [32]) and C8 (other classical groups, [17],
[18], [30], [31]) have been almost entirely resolved. Significant progress has
been made for C3 (stabilizers of spreads of subspaces, [11], [12], [13], [14],
[15], [16], [3]) and C5 (stabilizers of subgeometries, [4], [6]). The classes C4
and C7 arise as stabilizers of Segre varieties and have yet to be addressed
geometrically, although Shangzhi Li has dealt with some of these groups
using matrix methods in [35].
This paper is concerned with the class C3. In terms of Aschbacher’s
Theorem, the class is defined in terms of stabilizers of overfields of GF (q); in
projective terms they stabilize spreads of subspaces. A number of papers by
Dye and one by the current authors deal with this class. In particular there
are papers concerned with stabilizers of spreads of lines; in [15], the stabilizer
is a unitary group embedded in an orthogonal group; in [3], the stabilizer is
a unitary group embedded in a symplectic group. In the current work, the
stabilizer is an orthogonal group embedded in another an orthogonal group;
to be precise, the group On(q
2).2 as a subgroup of O2n(q) where q is odd.
We prove that the group On(q
2).2 is maximal in either the orthogonal group
O2n(q) or the special orthogonal group SO2n(q). The line–spread of the
projective space PG(2n − 1, q) is mixed in the sense that some lines lie on
a quadric Q, some are secant to the quadric and others are external to the
quadric. An important factor in the proof is that, when n = 3, there are
connections with subgroups from other classes (in different dimension). In
one case PΩ−6 (q) is isomorphic to PSU4(q
2) and our subgroup corresponds to
a subgroup PSO−4 (q).2 in the class C5. In the other case PΩ+6 (q) is isomorphic
to PSL4(q) and our subgroup corresponds again to a subgroup PSO
−
4 (q).2
but this time in the class C8. When n = 3 and 4, there are also connections
between the spreads and combinatorial configurations in PG(2n−1, q) known
as BLT–sets and 1–systems (the terms are defined in Section 5).
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The maximality of On(q
2).2 in O2n(q) or SO2n(q) (for n ≥ 6) was demon-
strated in [34] using the full weight of Aschbacher’s Theorem and the Clas-
sification of Finite Simple Groups. The approach in this paper is purely
geometric, without reliance on the Classification, and is designed to comple-
ment Dye’s approach in [11], [12], [13], [14], [15], [16] and also our approach
in [3], [4]. We note that the study of On(q
2).2 as a subgroup of O2n(q) makes
sense when q is even, and a similar approach could work, but there are several
significant differences: n must be even so that no appeal could be made to
the case n = 3 as an initial case, the spread of PG(2n−1, q) contains tangent
lines to the quadric rather than secants and external lines, and reflections of
On(q
2) have a different structure.
The authors would like to thank the referee for suggesting a number of
improvements to the paper.
2 Spreads of lines and their stabilizers
Let L = GF (q2) and K = GF (q), q odd. Let ξ be a generator for L∗ (the
multiplicative group of L), let ω = ξ(q+1)/2 and let  = ξ(q−1)/2. Then ω2 is
a generator for K∗, ωq = −ω, ξ = ω, and 1 and ω form a basis for L over
K. If θ ∈ L, then θ = α + βω, with α, β ∈ K. Let {e1, . . . , en} be a basis
of Ln as a vector space over L. One can define a bijective K-linear map Φ
from Ln to K2n by the rule
(θ1, . . . , θn) 7→ (α1, β1, . . . , αn, βn),
where θi = αi + βiω, for each i = 1, . . . , n. We denote a vector of L
n by z
and the vector Φ(z) of K2n by z. There is then a natural action of L on
K2n given by θv = Φ(θv). The vectors of the 1-dimensional subspace 〈z〉 of
Ln are K–linear combinations of the vectors z and ωz, so Φ(〈z〉) = 〈z, ωz〉,
a 2–dimensional subspace of K2n we call Uz. Since Φ is a bijection, each
1-dimensional subspace of K2n is contained in exactly one Uz. Passing to
the projective space PG(2n−1, q) whose underlying vector space is K2n, the
subspace Uz corresponds to a line, denoted lz. The following is established:
Proposition 2.1. Let S be the set of lines of PG(2n−1, q) given by {lz : z ∈
K2n \ {0}}. Then S is a spread of lines of PG(2n− 1, q).
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Let Q be a non–degenerate quadratic form on Ln with associated non–
degenerate symmetric bilinear form B and isometry group On(q
2). We can
take {e1, e2, . . . , en} to be an orthogonal basis for Ln with respect to B.
Starting from Q we can define a non–degenerate quadratic form Q on K2n
by
Q(x) = Tr(Q(x)) = Q(x) +Q(x)q,
for any x ∈ K2n. In this setting isotropic 1–dimensional subspaces of Ln map
onto totally isotropic 2–dimensional subspaces of K2n, and non-degenerate
1–dimensional subspaces of Ln map onto non-degenerate 2–dimensional sub-
spaces of K2n. Any linear map on Ln preserving Q gives rise to a linear
map on K2n preserving Q so we obtain an embedding of On(q
2) in O2n(q)
that preserves S. We write Q(n− 1, q2) and Q(2n− 1, q) for the quadrics in
PG(n− 1, q2) and PG(2n− 1, q) corresponding to Q and Q respectively.
Non-singular vectors z in Ln have the property that Q(z) is either square
or non-square in L and this property is not affected by taking scalar multiples.
We use the term type to distinguish between the two classes, the notion
carrying over to subspaces Uz of K
2n and lines lz of PG(2n− 1, q).
Definition 2.2. Suppose that z ∈ Ln is non-zero. The type of 〈z〉, Uz and
lz is 0 if z is isotropic, 1 if Q(z) is a non-zero square in L and ξ if Q(z) is
a non-square.
Proposition 2.3. (a) The orthogonal basis {e1, e2, . . . , en} for Ln may be
chosen so that Q(ei) = ξ for each i < n and Q(en) = 1 or ξ. We say
that Q(en) is the type of Q.
(b) Given any orthogonal basis {x1,x2, . . . ,xn} for Ln such that for each
i, Q(xi) = 1 or ξ, the number of xi with Q(xi) = 1 is even or odd as
the type of Q is ξ or 1.
(c) Suppose that z is non-singular with Q(z) = 1 or ξ. If Q(z) = 1, then
z, ωz is an orthogonal basis for Uz with Q(z) = 2, Q(ωz) = 2ω
2. If
Q(z) = ξ, then z, z is an orthogonal basis for Uz with Q(z) = Q(z) =
ξ + ξq.
(d) Let S0, S1 and Sξ be the sets of lines in S of types 0, 1 and ξ respectively.
Then each of S0, S1, Sξ is invariant under On(q2) and S is their disjoint
union. If n ≥ 2, then S1 and Sξ are non-empty. If n ≥ 3, then S0 is
non-empty.
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Proof.
(a) A non-degenerate subspace of Ln of dimension at least 2 always contains
non-singular vectors with Q non-square. If Q(z) is square, then there
is a 0 6= θ ∈ L such that Q(θz) = 1; if Q(z) is non-square, then there
is a 0 6= θ ∈ L such that Q(θz) = ξ. Choosing initially e1 such that
Q(e1) = ξ and then ei+1 ∈ 〈e1, e2, . . . , ei〉⊥ such that Q(ei+1) = ξ for
1 ≤ i < n − 1, we are left with en ∈ 〈e1, e2, . . . , en−1〉⊥ that can be
chosen so that Q(en) is either 1 or ξ.
(b) Suppose that there are i 6= j such that Q(xi) = Q(xj) = 1. Then there
exists a yi ∈ 〈xi,xj〉 with Q(yi) = ξ. Any 0 6= yj ∈ 〈yi〉⊥ ∩ 〈xi,xj〉
has Q(yj) non-square, so we may choose a yj with Q(yj) = ξ. In
this way we may replace vectors in {x1,x2, . . . ,xn} in pairs until we
have an orthogonal basis {y1,y2, . . . ,yn} with Q(y1) = Q(y2) = · · · =
Q(yn−1) = ξ. By Witt’s Theorem ([43]), there is an element of On(q2)
taking 〈e1, e2, . . . , en−1〉 to 〈y1,y2, . . . ,yn−1〉 that must also take 〈en〉
to 〈yn〉. Thus Q(yn) = Q(en). Hence the parity of the number of xi’s
with Q(xi) = 1 is uniqely determined by Q(en).
(c) If Q(z) = 1, then Q(z) = 2, Q(ωz) = 2ω2 and B(z, ωz) = 0. If
Q(z) = ξ, then Q(z) = Q(z) = ξ + ξq and B(z, z) = 0.
(d) The first two statements follow immediately from the fact that lines in
S arise from 1-dimensional subspaces of Ln and that On(q2) preserves
Q. The others follow from [43, Lemmas 11.1, 11.2].
Although On(q
2) preserves S, it is not the full stabilizer of S in O2n(q).
Consider the Frobenius automorphism of L: θ 7→ θq, for each θ in L. There is
a semi–linear involutory map ρ on Ln determined by θiei 7→ θqi ei (if Q(ei) =
1) and θiei 7→ θqi ei (if Q(ei) = ξ) which corresponds to a linear map on
K2n. It can be seen that Q(ρ(x)) = Q(x)q and Q(ρ(x)) = Q(x), and that ρ
preserves each of S0, S1 and Sξ. Further, ρ normalizes On(q2). Hence:
Proposition 2.4. The group O2n(q) has a subgroup 〈On(q2), ρ〉 with struc-
ture On(q
2).2 preserving S and each of S0, S1, Sξ .
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We denote by H2, H1 and H0 the groups O2n(q), SO2n(q) and Ω2n(q)
respectively, by G2 the subgroup On(q
2).2 of H2, and by G1 and G0 the
subgroups G2 ∩H1 and G2 ∩H0 respectively.
By Proposition 2.4, it follows that G2 is contained in the stabilizer in
H2 of S and also stabilizes each of S0, S1 and Sξ. We shall prove that G0
is maximal in H0 from which it follows that G0 is the stabilizer of S, and
indeed the stabilizer of S0. The Main Theorem is as follows. Notice that
the centre of H2 consists of the scalar matrices ±I2n, both of which stabilize
S. Hence, by the standard isomorphism theorem for subgroups of quotient
groups, part (b) follows immediately from part (a).
Main Theorem
(a) If n ≥ 3, then G0 is maximal in H0 and G1 is maximal in H1. Moreover,
if Q has type 1, then G2 is maximal in H2. If Q has type ξ, then
G2 ≤ SO2n(q). The groups G0, G1 and G2 are the stabilizers of S in
H0, H1 and H2.
(b) If n ≥ 3, then the stabilizer of the line spread S of PG(2n − 1, q)
in PΩ2n(q) is the stabilizer of the partial spread S0 and is a maximal
subgroup of PΩ2n(q). The stabilizer of S in PSO2n(q) is the stabilizer
of S0 and is a maximal subgroup of PSO2n(q). If Q has type 1, then
the stabilizer of S in PO2n(q) is the stabilizer of S0 and is a maxi-
mal subgroup of PO2n(q); if Q has type ξ, then the stabilizer lies in
PSO2n(q).
(c) If n = 2, q > 3 and Q is elliptic, then G0 is maximal in H0, G1 is
maximal in H1 and G2 is maximal in H2. The groups G0, G1 and G2
are the stabilizers of S in H0, H1 and H2 respectively and are also the
stabilizers of S0. If n = 2, q = 3 and Q is elliptic, then G0, G1 and G2
are the stabilizers of S in H0, H1 and H2 respectively and are also the
stabilizers of S1 and Sξ.
2.1 Reflections of On(q
2) and line reflections of O2n(q)
Recall (e.g., from [43]) that a reflection of On(q
2) centred on a non-singular
vector x of Ln is a map given by
σx : v→ v − B(v,x)
Q(x)
.
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Thus σx takes x to −x, fixes every vector in 〈x〉⊥ and has determinant −1.
The group On(q
2) is generated by reflections (c.f., [43]). Given that σθx = σx,
that gσxg
−1 = σg(x) for any g ∈ On(q2), and that On(q2) acts transtively on
vectors taking a particular value under Q (by Witt’s Theorem, c.f., [43]), it
follows that there are two conjugacy classes of reflections, C1 andCξ, the first
corresponding to Q(x) square and the other to Q(x) non-square. It further
follows that G2 acts transitively on each of S1 and Sξ and transitively on the
non–zero vectors lying in members of S0. Moreover, Witt’s Theorem implies
the following:
Proposition 2.5. (a) Given two linearly independent and pairwise orthog-
onal sets of 1-dimensional subspaces, 〈a1〉, 〈a2〉, . . . , 〈ak〉 and 〈b1〉,
〈b2〉, ..., 〈bk〉 of Ln such that 〈ai〉 and 〈bi〉 have the same type for each
i, then there exists g ∈ On(q2) such that g〈ai〉 = 〈bi〉 for each i.
(b) If l1⊕l2⊕· · ·⊕lk and m1⊕m2⊕· · ·⊕mk are orthogonal decompositions of
subspaces of PG(2n− 1, q) such that for each i, li and mi are members
of S1 ∪ Sξ of the same type, then there exists g ∈ On(q2) such that
gli = mi for each i.
Observe that Ωn(q
2) has index 2 in SOn(q
2) which has index 2 in On(q
2),
that SOn(q
2) is generated by products of pairs of reflections and that Ωn(q
2) is
generated by products of pairs of conjugate reflections (c.f., [43]). We denote
by RξOn(q
2) the subgroup of On(q
2) generated by Cξ. Given a particular
x ∈ Ln with Q(x) = ξ, for any element h ∈ RξOn(q2), one of h, σxh lies in
Ωn(q
2), while σx does not itself lie in Ωn(q
2) or in SOn(q
2). Hence:
Proposition 2.6. The group Ωn(q
2) has index 2 in RξOn(q
2) which has index
2 in On(q
2). Moreover RξOn(q
2) is distinct from SOn(q
2).
We see shortly that RξOn(q
2) is a subgroup of H0 so lies inside G0 but
that reflections in C1 lie in H1 \H0. In Section 2.2 we shall see that On(q2).2
lies in H1 if Q has type ξ but not if Q has type 1.
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Definition 2.7. Suppose that U is a non-degenerate 2-dimensional subspace
of K2n. The element of SO2n(q) taking v to −v for every v ∈ U and v to v
for every v ∈ U⊥ is termed a line reflection of O2n(q). We write σU for
this line reflection, or σl where l is the line of PG(2n − 1, q) corresponding
to U .
A reflection of O2n(q) centred on a non-singular vector x of K
2n is a map
given by
σx : v → v − B(v, x)
Q(x)
.
Thus σx takes x to −x, fixes every vector in 〈x〉⊥ and has determinant −1.
As for On(q
2), there are two conjugacy classes of reflections in O2n(q), cor-
responding to square and non-square values of Q(x) in K. Given a non-
degenerate 2-dimensional subspace U of K2n and any orthogonal basis x, y
for U , it may be seen that σU = σxσy. Thus σU lies in Ω2n(q) precisely when
Q(x) and Q(y) are either both square or both non-square. If l ∈ S1 ∪ Sξ,
then σl is simply a reflection of On(q
2) embedded in O2n(q). By Proposi-
tion 2.3, when l = lz with Q(z) = 1, Uz has an orthogonal basis z, ωz with
Q(z) = 2, Q(ωz) = 2ω2; when l = lz with Q(z) = ξ, Uz has an orthogonal
basis z, z with Q(z) = Q(z) = ξ + ξq. Noting that ω2 is a non-square in
GF (q), and that when RξOn(q
2) is embedded in On(q
2) it is generated by
line-reflections σl with l ∈ Sξ, we deduce:
Proposition 2.8. If l ∈ S1, then σl ∈ H1 \ H0. If l ∈ Sξ, then σl ∈
H0. When embedded in O2n(q), On(q
2) is a subgroup of H1, R
ξOn(q
2) is a
subgroup of H0, but SOn(q
2) is not a subgroup of H0.
Corollary 2.9. The centre of O2n(q) lies in H0 if Q has type ξ but not if Q
has type 1.
Proof. Given the orthogonal basis e1, e2, . . . , en for L
n given in Proposition
2.3, with corresponding line-reflections σ1, σ2, . . . , σn ∈ O2n(q), the centre of
O2n(q) consists of the identity together with −I2n = σ1σ2 . . . σn. By Propo-
sition 2.8, this latter element lies in H0 if and only if Q(en) = ξ.
We now determine which line-reflections stabilize S.
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Lemma 2.10. Suppose that σl is a line reflection in SO2n(q) with n ≥ 3.
Then σl stabilizes S if and only if l ∈ S.
Proof. We have already observed that On(q
2) stabilizes S so σl stabilizes
S whenever l ∈ S.
Suppose that σl stabilizes S and that U is the non-degenerate 2-dimensional
subspace of K2n corresponding to l. We claim that there is a non-degenerate
3-dimensional subspace W of Ln such that U ⊆ W = ΦW. To see this,
observe that one possibility is that l = lz for some non-singular z ∈ Ln, in
which case, there are many choices for W. Otherwise let {a, b} be a ba-
sis for U . Then Φ〈a,b〉 is a 4-dimensional subspace of K2n containing U ,
that therefore cannot be totally isotropic, so 〈a,b〉 is either non-degenerate,
or degenerate but not totally isotropic, and hence lies in a non-degenerate
3-dimensional subspace W of Ln as required.
Let Σ be the PG(5, q) corresponding to W and ∆ the projective 3-
subspace of Σ corresponding to U⊥ ∩W , and let S ′ = {lw : 0 6= w ∈ W}.
Then σl stabilizes S ′ and fixes every point in l ∪ ∆. A line m ∈ Σ is fixed
by σl if and only if one of the following occurs: m = l; m ⊆ ∆; or m meets
each of l,∆ in a point. Further, if m ∈ S ′ meets either l or ∆ in at least a
point, then σl fixes m. At most q + 1 lines of S ′ can meet l in a point, so at
most q + 1 points of ∆ lie on lines of S ′ meeting ∆ in a point. Thus there
remain at least q3+ q2 points of ∆, each lying on a line of S ′ contained in ∆.
If lw, lz are two such lines (and there must be at least two), then ∆ = lw ⊕ lz
and U = Φ(〈w, z〉⊥ ∩W). Hence l ∈ S.
2.2 Semi-linear transformations of Ln
Recall from Proposition 2.4, the involutory semi-linear map ρ. In this section
we consider some other semi-linear transformations of Ln that are linear on
K2n and stabilize S. This enables us to pin down the structure of the groups
G2, G1 and G0.
Proposition 2.11. (a) Suppose that l1 ⊕ l2 ⊕ · · · ⊕ ln is an orthogonal
decomposition of PG(2n − 1, q) with each line li ∈ S1 ∪ Sξ. For
each li, choose xi ∈ Ln such that li = lxi and Q(xi) = 1 or ξ. Let
B = {x1,x2, . . . ,xn}, let σi = σxi for each i and let ρB be the semi-
linear involutory map of Ln determined by θixi 7→ θqixi if Q(xi) = 1,
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and θixi 7→ θqi xi if Q(xi) = ξ. Then an element g of G2 = 〈On(q2), ρ〉
preserves the decomposition l1⊕ l2⊕· · ·⊕ ln of PG(2n−1, q) if and only
if g ∈ 〈ρB, σ1, σ2, . . . , σn〉. Furthermore g has determinant −1 as an el-
ement of O2n(q) precisely when Q has type 1 and g ∈ ρB〈σ1, σ2, . . . , σn〉.
(b) If Q has type 1, then G1 = On(q
2) and G0 = R
ξOn(q
2), while if Q has
type ξ, then G1 = G2 and G0 has structure R
ξOn(q
2).2 but is distinct
from On(q
2).
Proof.
(a) We first note that, regarded as a mapping of K2n, ρB is linear. We note
also that: ρρB is linear on Ln, Q(ρB(x)) = Q(x)q and Q(ρρBx) = Q(x)
so ρρB ∈ On(q2); and Q(ρB(x)) = Q(x), so ρB ∈ G2. Clearly, any
g ∈ ρB〈σ1, σ2, . . . , σn〉 preserves the given decomposition.
Suppose now that g ∈ G2 and that g preserves the given decompo-
sition. If g ∈ On(q2), then g must lie in the subgroup generated
by σ1, σ2, . . . , σn. If g ∈ G2 \ On(q2), then ρBg ∈ On(q2) so g ∈
ρB〈σ1, σ2, . . . , σn〉.
Regarded as elements of O2n(q), each σi is a line reflection so lies in
SO2n(q). If Q(xi) = 1, then by Proposition 2.3, Uxi has an orthogonal
basis xi, yi = ωxi with ρB(xi) = xi, ρB(yi) = −yi so that the restriction
of ρB to Uxi has determinant −1. If Q(xi) = ξ, then Uxi has an
orthogonal basis xi, yi = xi with ρB(xi) = yi, ρB(yi) = −xi so that
the restriction of ρB to Uxi here has determinant +1. By Proposition
2.3, the number of xi with Q(xi) = 1 is even or odd as the type of Q
is ξ or 1. Thus ρB has determinant −1 precisely when Q has type 1. It
follows that g ∈ 〈ρB, σ1, σ2, . . . , σn〉 has determinant −1 precisely when
Q has type 1 and g ∈ ρB〈σ1, σ2, . . . , σn〉.
(b) Recall from Proposition 2.8 that G2 has an index 2 subgroup On(q
2)
that is contained in H1 but not in H0. Thus G0 is a proper subgroup of
G2. Moreover |H2 : H1| = |H1 : H0| = 2, so each of |G2 : G1|, |G1 : G0|
are at most 2 and at least one of them is 2. On the other hand, G1
certainly contains On(q
2) and G0 certainly contains R
ξOn(q
2).
Suppose that Q has type 1. Part (a) shows that G2 is not contained
in H1, so G1 = On(q
2), and G0 is a proper subgroup of G1 so must be
RξOn(q
2).
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Suppose that Q has type ξ. By Part (a), G2 is contained in H1 so
G2 = G1. Hence G0 contains R
ξOn(q
2) as an index 2 subgroup, but
cannot be On(q
2).
Note that for each i, the choice of xi is unique up to a factor ±1; such
factors do not affect ρB so orthogonal decompositions of PG(2n − 1, q) into
lines of S1 ∪ Sξ correspond to uniquely defined semi-linear maps ρB.
2.3 The Klein quadric
We recall the representation of lines of PG(3, q) as points of the Klein quadric
K = Q+(5, q) (c.f., [21]), with a view to identifying sets of lines on K with
sets of points in PG(3, q). The Klein correspondence is a bijective map from
the set of lines of PG(3, q) to the set of points of K such that intersecting
lines are mapped to orthogonal points. There are two families of planes on K
(sometimes referred to as Latin and Greek) having the property that distinct
planes of the same family meet in a point while planes from different families
are either disjoint or meet in a line. The group PSO+6 (q) fixes each family,
while elements of PO+6 (q)\PSO+6 (q) switch the two families. For one family
(Greek), a plane corresponds to the set of lines in a plane of PG(3, q), while
for the other family (Latin), a plane corresponds to the set of lines through a
point of PG(3, q). A line on K lies on two planes, one from each family, and
therefore corresponds to the set of lines of PG(3, q) passing through a given
point and lying in a given plane. Thus lines of K correspond to incident point-
plane pairs of PG(3, q). Note that disjoint lines l1 and l2 on K cannot be
orthogonal so correspond to incident point-plane pairs (P1,Π1) and (P1,Π2)
in PG(3, q) for which at least one line in Π1 through P1 is disjoint from a
line in Π2 through P2; from this it follows that P1 and P2 are distinct and
also that Π1 and Π2 are distinct. Since l1, l2 are distinct, there can be no
line in Π1 through P1 that is also in Π2 through P2, so P1 does not lie in Π2
nor P2 in Π1. The Klein correspondence leads to an isomorphism between
PSL4(q) and PΩ
+
6 (q). Recall that a partial spread of PG(5, q) is a set of
pairwise disjoint lines, a partial ovoid of PG(3, q) is a set of points with no
three on a line, and an ovoid is a partial ovoid of size q2 + 1.
Lemma 2.12. Suppose T is a partial spread of at least 3 lines on K =
Q+(5, q), with the property that any three lines in T span PG(5, q). Then T
is the image under the Klein correspondence of a set of incident point-plane
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pairs, the points of which form partial ovoid in PG(3, q). If |T | = q2 + 1,
then the partial ovoid is an elliptic quadric.
Proof. For each line in T there is an incident point-plane pair of PG(3, q).
Let O be the set of points of PG(3, q) that arise from such point-plane
pairs. Suppose that a lineM of PG(3, q) contains points P1, P2, P3 of O with
Π1,Π2,Π3 being the corresponding planes, for each i let li be the line on K
corresponding to the pair (Pi,Πi) and let p be the point on K corresponding
to M . As M meets each line of Πi through Pi, it follows that p is orthogonal
to each li. But l1, l2, l3 span PG(5, q) so p is orthogonal to K, a contradiction.
Hence M meets O in at most two points and this means that O is a partial
ovoid. Now suppose that |T | = q2 + 1. Two lines l1, l2 of T cannot give rise
to the same point of PG(3, q), so |O| = q2 + 1 and hence O is an ovoid. It
is well known that any ovoid in PG(3, q) (q odd) is an elliptic quadric [21,
Theorem 16.1.7].
Corollary 2.13. If n = 3 and if Q(5, q) is a hyperbolic quadric, then the
lines in S0 correspond under the Klein correspondence to an elliptic quadric
of PG(3, q).
Proof. It is only necessary to show that any three lines of S0 span PG(5, q),
but this follows from the fact any three distinct 1-dimensional isotropic sub-
spaces of L3 span L3.
Let us discuss the geometry of the Klein quadric in a little more depth,
this time in the context of PG(3, q2) (so K is now the quadric Q+(5, q2)). A
collineation of PG(3, q2) corresponds to a collineation of PG(5, q2) preserving
K (and each family of planes). If a collineation of PG(5, q2) preserving K
fixes each family of planes, then it corresponds to a collineation of PG(3, q2).
Otherwise, a collineation of PG(5, q2) preserving K switches the two families
of planes. The corresponding transformation of PG(3, q2) fixes the set of
lines but switches the set of points and the set of planes whilst preserving
incidence; such a transformation is in general called a correlation, and when
it is an involution it is called a polarity. There are just four types of polarity
of PG(3, q2): a symplectic polarity, a hyperbolic orthogonal polarity, an
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elliptic orthogonal polarity and a unitary polarity. These correspond to non-
degenerate forms that are alternating, symmetric bilinear of two types and
hermitian respectively. The fixed lines of these polarities are precisely the
totally isotropic lines. The number of fixed lines of PG(3, q2) in each case is
given (c.f., [22]) by:
• Symplectic polarity: q6 + q4 + q2 + 1 lines;
• Hyperbolic orthogonal polarity: 2(q2 + 1) lines;
• Elliptic orthogonal polarity; no lines;
• Unitary polarity: (q3 + 1)(q + 1) lines.
Note that a symplectic polarity of PG(3, q2) corresponds to a reflection
in PO+6 (q) (c.f., [43]). We consider two particular involutory collineations of
PG(5, q2) preserving K (i.e., elements of PΓO+6 (q)) that swich the families of
planes on K. We shall examine the corresponding polarities of PG(3, q2) and
show that the collineation formed by their product has a set of fixed points
that form an elliptic quadric Q−(3, q).
Let us write Q for a quadratic form on L6 associated with K and also
for its restriction subspaces of L6, and consider an orthogonal basis e1, e2, e3,
e′1, e
′
2, e
′
3 for L
6 such that Q(ei) = Q(e
′
i)
q = ξ for i = 1, 2 and Q(e3) =
Q(e′3)
q = 1 or ξ when −1 is square or non-square respectively in GF (q). The
subspace spanned by e1, e2, e3 is written L
3.
Proposition 2.14. Let τ1 and τ2 be respectively the involutory linear and
involutory semi-linear transformations of L6 given by τ1(ei) = ei, τ1(e
′
i) =
−e′i for each i, and τ2(
∑3
i=1 αiei + α
′
ie
′
i) =
∑3
i=1 α
′q
i ei + α
q
ie
′
i (and also write
τ1, τ2 for the corresponding collineations of PG(5, q
2)). Then τ1 corresponds
to a hyperbolic orthogonal polarity and τ2 to a unitary polarity of PG(3, q
2).
Proof. First note that τ1 has determinant −1 (in O+6 (q2)) so does indeed
correspond to a polarity of PG(3, q2). Let pi be the plane of PG(5, q2)
spanned by points corresponding to e1, e2, e3. Then the points of K fixed
by τ1 are precisely the points of K lying in pi∪pi⊥. There are q2+1 points in
each of pi, pi⊥ so the polarity of PG(3, q2) corresponding to τ1 fixes 2(q2 + 1)
lines and can then only be a hyperbolic orthogonal polarity.
Amongst the fixed points of τ2 on K are those arising from vectors x +
τ2(x), where x is a non-zero singular vector in L
3. Two such vectors, x +
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τ2(x),y+ τ2(y) give the same point on K precisely when y is a GF (q)-scalar
multiple of x. Hence there are at least (q2+1)(q+1) fixed points of τ2 on K.
We show that τ2 switches the two families of planes on K. Consider the non-
degenerate line corresponding to 〈e1, τ2(e1)〉: this line contains two points
of K, corresponding to e1 ± γτ2(e1) where γ = ξ(q−1)2/4. These points are
both fixed by τ2 if −1 is a square in GF (q) and interchanged otherwise. The
same argument applies to 〈e2, τ2(e2)〉, and also (when −1 is a non-square in
GF (q)) to 〈e3, τ2(e3)〉. If −1 is a square in GF (q), then consider instead in
the line given by 〈e3, τ2(e3)〉: this line contains two points of K, correspond-
ing to e3 ± δτ2(e3) where δ = ξ(q2−1)/4 ∈ GF (q), and they are interchanged
by τ2. In all cases, taking a point of K from each line we generate a plane on
K that is either disjoint from, or meets in a line, its image under τ2. Hence
τ2 switches the two families of planes on K and therefore corresponds to a
polarity of PG(3, q2). Clearly τ2 is not a reflection, so it cannot correspond
to a symplectic polarity of PG(3, q2) and must therefore correspond to a
unitary polarity.
Lemma 2.15. The collineations τ1 and τ2 commute. Let T0 be the set of
q2 + 1 pairwise disjoint lines of K determined by 〈x, τ2(x)〉 as x ranges over
the non-zero singular vectors of L3. Then each line of T0 is fixed by τ1τ2 and is
(the extension to GF (q2) of) a line in a Baer subspace PG(5, q) of PG(5, q2)
lying on an elliptic quadric Q−(5, q). The image of T0 in PG(3, q2) is a set of
q2+1 incident point-plane pairs, the points of which form an elliptic quadric
in a Baer subspace PG(3, q) of PG(3, q2). The lines of S0 are projectively
equivalent to those of T0 on Q−(5, q).
Proof. For any vector v ∈ L6 we see that τ2τ1(v) = −τ1τ2(v), so τ2τ1 = τ1τ2
as collineations. Observe that τ1 and τ2 both fix each line of T0, so their
product does also. Let Pi,Πi (i = 1, 2, . . . , q
2+1) be the incident point-plane
pairs in PG(3, q2) corresponding to the lines of T0. Since the lines in T0 are
pair-wise disjoint, the points Pi are distinct. Let θ1 and θ2 be respectively
the hyperbolic orthogonal and unitary polarities of PG(3, q2) corresponding
to τ1 and τ2. Then θ1 and θ2 commute, θj(Pi,Πi) = (Πi, Pi) for each j and
each i, and θ1θ2 is a collineation fixing each Pi and each Πi. The geometry of
commuting polarities was discussed at length in [39] (see also [4]). The points
of PG(3, q2) fixed by θ1θ2 form a Baer subspace PG(3, q) and the isotropic
points of the unitary polarity that are fixed by θ1θ2 form a non-degenerate
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quadric in PG(3, q). Each of the points Pi is isotropic with respect to θ2
since Pi lies in θ2(Pi) = Πi, so the points Pi lie on a quadric in PG(3, q). By
Lemma 2.12 (applied to PG(3, q2) and noting that any three lines of T0 span
PG(5, q2)), the points Pi form a partial ovoid of PG(3, q
2), i.e., no three lie
on a line of PG(3, q2). Certainly then, no three lie on a line of PG(3, q).
The (q + 1)2 points of a hyperbolic quadric in PG(3, q) lie on q + 1 pairwise
disjoint lines (c.f., [21]), so no 2q+3 points on a hyperbolic quadric can form
a partial ovoid. Thus the Pi comprise all the points of an elliptic quadric in
PG(3, q).
For each i, there are q + 1 absolute (i.e., totally isotropic) lines of θ2
through Pi, all lying in the plane θ2(Pi) and all fixed by θ2; these lines of
PG(3, q2) correspond to points on a line li ∈ T0 fixed by τ2. It is known
(c.f., [21]) that the lines of PG(3, q2) fixed by θ2 correspond to the points on
an elliptic quadric Q−(5, q) in a Baer subspace PG(5, q) of PG(5, q2). Thus
Q−(5, q) is the intersection of K with PG(5, q) and li is (the extension to
GF (q2) of) a line of Q−(5, q).
We can see the Baer subspace PG(5, q) as follows: The set V of vectors
in L6 fixed by τ2 is given by {u+ τ2(u) : u ∈ L3} and is spanned over K by
the vectors vi = ei + e
′
i and v
′
i = ω(ei − e′i) (i = 1, 2, 3), these being linearly
independent over K; vectors of L6 fixed up to a scalar by τ2 are just scalar
multiples of vectors in V , so the points of PG(5, q2) fixed by τ2 form the Baer
subspace. Recall the K-linear map Φ : L3 → K6 taking z to z and satisfying
Q(z) = Q(z) +Q(z)q. Now consider a bijective K-linear map Ψ : L3 → V
given by Ψ(z) = z + τ2(z). Observe that Q(Ψ(z)) = Q(z) +Q(z)
q. Hence
ΨΦ−1 is a K-linear isomorphism from K6 to V preserving a quadratic form
and mapping Uz to 〈z, τ2(z)〉 ∩ V . The corresponding collineation maps S0
to T0 (when T0 is regarded as a set of lines in PG(5, q)), and therefore S0
and T0 are projectively equivalent.
Note that the Klein correspondence leads to an isorphism between PSU4(q
2)
and PΩ−6 (q).
Remark 2.16. The identification of S0 with T0 amounts to a construction
for S known as a trace-trick construction (c.f., [36]). This alternative con-
struction works more generally. Consider an orthogonal basis e1, e2, ..., en,
e′1, e
′
2, ..., e
′
n for L
2n, where Q(e′i) = (Q(ei))
q for each i and let τ be the semi-
linear involution taking
∑n
i=1 αiei to
∑n
i=1 α
q
ie
′
i. Then the set V of vectors
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fixed by τ is spanned over K by the vectors vi = ei+ e
′
i and v
′
i = ω(ei− e′i).
Moreover the restriction of Q to V takes values in K and is non-degenerate.
A collineation of Ln preserving Q extends naturally via τ to a collineation of
L2n preserving Q and thereby to a collineation of V . Hence V may be iden-
tified with K2n. For any non-zero vector x ∈ Ln, the 2-dimensional subspace
〈x,xτ 〉 of L2n is fixed by τ and intersects V in a 2-dimensional K-subspace of
V . The spread S may be realised as the set of lines of PG(2n− 1, q) arising
in this way.
3 Low dimension cases
3.1 The case n = 2
Here we prove part (c) of the Main Theorem. In part the case n = 2 is
interesting for the sake of completeness. However we also use it in proving
Theorem 3.5.
If n = 2 and Q is elliptic, then Q has type 1 and Q is elliptic. As given
in [43], O−2 (q
2).2 is dihedral of order 2(q2 + 1) and PΩ−4 (q) is isomorphic to
PSL2(q
2). By Proposition 2.10, −I4 /∈ H0 and therefore H0 is isomorphic to
PΩ−4 (q). By Propositions 2.6 and 2.11, G2 = O
−
2 (q
2).2, G1 = O
−
2 (q
2) and G0
is a subgroup of G1 of index 2; since G0 contains more than one line-reflection
it cannot be cyclic and is therefore dihedral. If q 6= 3, then from the list of
subgroups of PSL2(q
2) (c.f., [8], [23] or [33]) G0 is a maximal subgroup of
H0 and it is straightforward to show that G1 and G2 are maximal subgroups
of H1 and H2 (using the approach in the proof of Theorem 3.4, for example).
If q = 3, then G0 is not maximal, but any proper overgroup that is a proper
subgroup of H0 is isomorphic to A5. However the stabilizer of S1 in H2 is
the same as the stabilizer of Sξ; the stabilizer in O−4 (3) of a line in S1 has
structure O−2 (3)×O+2 (3), so the stabilizer in H0 has order 8; there are 5 lines
in S1 so the stabilizer in H0 of S1 has order at most 40. Hence G0 is the
stabilizer in H0 of S1 and of Sξ. The stabilizer of S contains G0 and stabilizes
S1 so G0 is also the stabilizer of S. The corresponding statements for G1 and
G2 follow easily.
If n = 2 and Q is hyperbolic, then G0 is again a dihedral subgroup. How-
ever in this case G0 lies in the stabilizer of S0 and this is the stabilizer of a
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pair of lines on Q+(3, q). This latter group (the stabilizer in SO+4 (q) to be
precise) is isomorphic to GL2(q).2. Hence G0 is not maximal in H0 in this
case.
We have established part (c) of the Main Theorem.
3.2 The case n = 3
The proof of the main theorem for n ≥ 3 rests on an induction argument
with n = 3 the initial case. Here we can use known results from a C5 case in
[4] and a C8 case in [30]. As is well known ([2], [10]), PΩ−6 (q) is isomorphic to
PSU4(q
2) and PΩ+6 (q) is isomorphic to PSL4(q). Under these isomorphisms
we use the geometry discussed in Section 2.3 to show that the group G0
corresponds to PSO−4 (q).2 and in each case this subgroup is known to be
maximal. In fact it is useful to have slightly stronger statements regarding
PSO−4 (q):
Result 3.1. [4] A subgroup of PSU4(q
2) containing PSO−4 (q) either lies
inside PSO−4 (q).2 or is the whole of PSU4(q
2), except when q = 3. If q = 3,
then PSO−4 (q).2 is maximal in PSU4(q
2) but PSO−4 (q) lies in a subgroup of
PSU4(q
2) isomorphic to PSL3(4).
Result 3.2. [30] A subgroup of PSL4(q) containing PSO
−
4 (q) either lies
inside PSO−4 (q).2 or is the whole of PSL4(q).
We begin by identifying the image of G0 in PΩ6(q).
Lemma 3.3. Let G˜0 be the image of G0 in PΩ6(q). Then G˜0 is isomorphic
to PSO−4 (q).2.
Proof. If Q has type 1, then by Propositions 2.6 and 2.11, G0 = R
ξO3(q
2)
and contains Ω3(q
2) as a subgroup of index 2. By Corollary 2.9, the centre of
H0 is trivial so G˜0 is isomorphic to G0. It is known that Ω3(q
2) is isomorphic
to PSO−4 (q) (sometimes expressed via an isomorphism between each group
and PSL2(q
2), c.f., [43]), so G˜0 is isomorphic to PSO
−
4 (q).2.
If Q has type ξ, then by Propositions 2.6 and 2.11, G0 has structure
RξO3(q
2).2, contains Ω3(q
2) as a subgroup of index 4 and contains the centre
Z(H0) (of order 2) of H0. Since Ω3(q
2) itself has a trivial centre, the image
of Ω3(q
2) in G˜0 = G0/Z(H0) is still isomorphic to Ω3(q
2) but has index 2 in
G˜0. As above, it now follows that G˜0 is isomorphic to PSO
−
4 (q).2.
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Theorem 3.4. Suppose that n = 3.
(a) G0 is maximal in H0 and G1 is maximal in H1. Moreover, if Q has
type 1, then G2 is maximal in H2.
(b) Any subgroup of H0 containing R
ξO3(q
2) is either contained in G0 or
is equal to H0, except when Q has type ξ and q = 3.
(c) If q = 3 and Q has type ξ, then RξO3(q
2) is contained in a subgroup
M such that M/Z(H0) is isomorphic to PSL3(4) (where Z(H0) is the
centre of H0).
Proof. Suppose first thatQ is elliptic. Recall from Section 2.3 that PSU4(q
2)
is isomorphic to PΩ−6 (q) via the Klein correspondence between the lines of
PG(3, q2) and the points of Q+(5, q2) and that under this correspondence,
the totally isotropic lines of PG(3, q2) with respect to τ2 are mapped to the
points of Q−(5, q). By Lemma 2.15, S0 is projectively equivalent to a set T0
of lines onQ−(5, q) that is mapped under the Klein correspondence to a set of
incident point-plane pairs of PG(3, q2), the points of which lie on an elliptic
quadric Q−(3, q) in a Baer subspace PG(3, q) of PG(3, q2). Hence G˜0 (which
stabilizes S0 in PΩ−6 (q)) is isomorphic to a subgroup of PSU4(q2) stabilizing
Q−(3, q). The stabilizer of Q−(3, q) in PSU4(q2) is isomorphic to PSO−4 (q).2
and, by Result 3.1, is a maximal subgroup of PSU4(q
2). Hence G˜0 lies in a
maximal subgroup of PΩ−6 (q) isomorphic to PSO
−
4 (q).2. By Lemma 3.3, G˜0
is isomorphic to PSO−4 (q).2 and therefore is maximal in PΩ
−
6 (q). Hence G0
is the stabilizer of S0 in, and is maximal subgroup of, Ω−6 (q).
Suppose now that Q is hyperbolic. As we saw in Section 2.3, PSL4(q)
is isomorphic to PΩ+6 (q) via the Klein correspondence and S0 corresponds
to a set of incident point-plane pairs of PG(3, q), the points of which from
an ellipric quadric Q−(3, q). Hence G˜0 (which stabilizes S0 in PΩ+6 (q)) is
isomorphic to a subgroup of PSL4(q) stabilizing Q−(3, q). The stabilizer
of Q−(3, q) in PSL4(q) is isomorphic to PSO−4 (q).2 and, by Result 3.2, is
a maximal subgroup of PSL4(q). Hence G˜0 lies in a maximal subgroup
of PΩ+6 (q) isomorphic to PSO
−
4 (q).2. By Lemma 3.3, G˜0 is isomorphic to
PSO−4 (q).2 and therefore is maximal in PΩ
+
6 (q). Hence G0 is the stabilizer
of S0 in, and is maximal subgroup of, Ω+6 (q).
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For Q of either type, the group G1 contains elements not in G0, namely
line reflections of lines in S1. If G1 < F1 ≤ H1, then G0 < F1 ∩ H0 so
F1 ∩ H0 = H0 and therefore F1 = H1. Thus G1 is a maximal subgroup of
H1. A similar argument applies to G2 in H2 in the case where G2 6⊆ H1, i.e.,
when Q has type 1, with ρ being an element of G2 \G1.
If Q has type 1, then G0 = R
ξO3(q
2) so the statement in (b) follows
straight away. If Q has type ξ, then we note that PSO−4 (q).2 has the simple
group PSO−4 (q) as a normal subgroup and this must be the unique subgroup
of index 2. Hence the statements in (b) and (c) are corollaries to Results 3.1
and 3.2.
Although it follows from the theorem above that G0 and G1 are the
stabilizers of S in H0 and H1 respectively, that further they are the stabilizers
of Si (for i = 0, 1, ξ), and that similar statements apply to G2 in H2 when
Q has type 1, it is not immediately clear that G2 is the stabilizer of S in H2
when Q has type ξ and nor is it clear that it coincides with the stabilizers of
each Si.
Theorem 3.5. Suppose that n = 3 and that Q has type ξ. Then G2 is the
stabilizer of S in H2, is also the stabilizer of Si (for i = 0, 1, ξ) and coincides
with G1.
Proof. Consider the stabilizer Ji in O6(q) of Si (i = 0, 1, ξ). Then, by
Theorem 3.4, Ji ∩ SO6(q) = G1 and G1 has index 1 or 2 in Ji so is a normal
subgroup. For each line reflection σl for l ∈ S1 ∪ Sξ and for each f ∈ Ji
the line reflection fσlf
−1 = σfl lies in G1 so, by Lemma 2.10, fl ∈ S1 ∪ Sξ.
Hence f stabilizes S1 and Sξ and we deduce that J0 ≤ J1 = Jξ.
Suppose that 0 6= x ∈ L3 is singular and consider the transformations
ρx,u : v 7→ v+B(v,u)x−B(v,x)u−Q(u)B(v,x)x of L3, where u ∈ 〈x〉⊥.
These are known as Siegel transformations and the set S = {ρx,u : u ∈ 〈x〉⊥}
is an abelian subgroup of Ω3(q
2) of order q2 (c.f., [43]). Further, S is a Sylow
p-subgroup of Ω3(q
2) (where q is a power of the prime p), every Sylow p-
subgroup of O3(q
2).2 lies inside Ω3(q
2) and the set of vectors in L3 fixed by
each element in S is precisely 〈x〉. Suppose that l ∈ S0 with x a corresponding
singular vector in L3 and S the corresponding Sylow p-subgroup of Ω3(q
2),
and suppose that f ∈ J1. Since G1 = O3(q2).2 is normal in J1, the subgroup
fSf−1 is a Sylow p-subgroup of Ω3(q2), with fixed vectors in K6 given by
Uy for some singular y ∈ L3. But the vectors in K6 fixed by fSf−1 are
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fUx. Hence fUx = Uy and fl ∈ S0. We conclude that J1 stabilizes S0 and
therefore the stabilizer J of S in H2 is precisely J0 = J1 = Jξ.
Now suppose that f ∈ J and consider an orthogonal decomposition of
PG(5, q) = l1⊕ l2⊕ l3 with l1, l2 ∈ S1 and l3 ∈ Sξ. Then fl1⊕fl2⊕fl3 is also
an orthogonal decomposition with fl1, f l2 ∈ S1 and fl3 ∈ Sξ and so there ex-
ists g ∈ G1 such that gfli = li for each i. Thus it is reasonable to assume that
f fixes each li. Let ρB = (ρ1, ρ2, ρ3) be the semi-linear involution in G2 cor-
responding to the given decomposition of PG(5, q). At the same time write
f = (f1, f2, f3) with respect to the same decomposition and write σi for σli .
The stabilizer of l1 in J stabilizes l2⊕ l3 and also the set of lines (l2⊕ l3)∩S.
By part (c) of the Main Theorem (proved in Section 3.1), the restriction of
this stabilizer to l2 ⊕ l3 lies in O−2 (q2).2. Thus (f2, f3) ∈ 〈(ρ2, ρ3), σ2, σ3〉. A
similar argument applies to l1 ⊕ l3 so that (f1, f3) ∈ 〈(ρ1, ρ3), σ1, σ3〉. Hence
(f1, f2, f3) ∈ 〈ρB, σ1, σ2, σ3〉 and it follows that f ∈ G1.
We now address the exceptional case where Q has type ξ and q = 3. The
reduction we have in mind does not work perfectly because of the existence
of the subgroup we have denoted M . However the following proposition
provides further details that enable us to overcome the difficulty.
Lemma 3.6. Let M be a subgroup of H0 = Ω
−
6 (3) containing R
ξO3(9) such
that M/Z(H0) is isomorphic to PSL3(4). Let l ∈ Sξ and let N be the point-
wise stabilizer of l in M . Then N ∩RξO3(9)  N .
Proof. The order of M is 40320. The positive points of PG(5, q) (points
where Q takes the value 1) form a set P+ of size 126 and all such points lie
on lines of S1 ∪ Sξ. We observe that RξO3(9) acts transtively on each of S1
and Sξ, that a line in S1 has one positive point while a line in Sξ has two
positive points, and that |S1| = 36, |Sξ| = 45. Hence RξO3(9) has orbits
of positive points of lengths 36, 45 and 45 or of 36 and 90. From [2] we see
that PSL3(4) has no subgroup of index 36, 45, 81 or 90 and the same must
apply to M . Thus M is transitive on the positive points and the stabilizer
MX of a positive point X ∈ l has order 320. Then |P+ \ {X}| = 125 and
hence a Sylow 2-subgroup S of MX fixes some other positive point Y . Let
l ∩ P+ = {X,X ′} and set N0 = RξO3(9)X . Then N0 fixes X ′ too and leaves
no point of P+ \{X,X ′} fixed. Since |N0| = 24 we may assume that N0 < S,
i.e., X ′ = Y ; it follows that N0 ≤ N . The intersection N ∩ S has index 1 or
2 in S so N0  N .
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Remark 3.7. In [21, Theorem 19.3.18], the group PSL3(4) is identified as
the subgroup of PGU4(9) fixing a hemisystem (i.e., a set of lines on the
hermitian surface corresponding to PGU4(q
2) such that each point of the
surface lies on exactly (q + 1)/2 lines of the set); it is noted in a corollary
that the corresponding structure in PG(5, 3) is a 56-cap lying on Q−(5, 3).
This is precisely Hill’s cap, studied in [20]; in [5], the stabilizer in Ω−6 (3) of
Hill’s cap is shown to be maximal. Thus RξO3(9) stabilizes Hill’s cap.
4 The Main Theorem
In this section we prove parts (a) and (b) of the main theorem. The following
lemma shows that a larger subgroup than G2 does not stabilize Sξ or S1.
Lemma 4.1. If n ≥ 4, then G2 is the stabilizer in O2n(q) of S and also of
each of Sξ and S1.
Proof. To begin with, G2 stabilizes S and the stabilizer of S stabilizes each
Si. Let Ji be the stabilizer of Si in O2n(q) (where i = 1 or ξ), let f ∈ Ji and
consider an orthogonal decomposition l1 ⊕ l2 ⊕ ... ⊕ ln of PG(2n − 1, q) in
which l1, l2, . . . , ln−1 ∈ Si, ln ∈ S1∪Sξ (with the precise type of ln determined
by the type of Q). Then flj ∈ Si for j < n and fln must lie in S1 ∪ Sξ and
have the same type as ln. Thus there exists g ∈ G2 such that gflj = lj for
each j; this means that we may assume that flj = lj for each j. We can
write f = (f1, f2, ..., fn) with respect to the given decomposition; we also
write ρB = (ρ1, ρ2, . . . , ρn) for the semi-linear involution in G2 corresponding
to this decomposition and σj for σlj . For any 3 ≤ j ≤ n, the subspace
Π = l1 ⊕ l2 ⊕ lj is non-degenerate and preserved by f . Moreover f preserves
Π ∩ Si. By Theorems 3.4 and 3.5, the restriction of f to Π lies in O3(q2).2,
i.e., (f1, f2, fj) ∈ 〈(ρ1, ρ2, ρj), σ1, σ2, σj〉; either (f1, f2, fj) ∈ 〈σ1, σ2, σj〉 or
(f1, f2, fj) ∈ (ρ1, ρ2, ρj)〈σ1, σ2, σj〉. It follows that f ∈ 〈ρB, σ1, σ2, σ3, ..., σn〉,
i.e., f ∈ G2 by Proposition 2.11. Therefore Ji ≤ G2. Hence Ji = G2 =
StabH2(S).
Proof of the Main Theorem.
We proceed by induction on n. The case n = 2 is dealt with in Section 3.1
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and the case n = 3 is dealt with in Theorems 3.4 and 3.5. Assume that n ≥ 4
and that the theorem holds for n− 1.
Suppose that G0 < F0 ≤ H0 and f ∈ F0 \G0. By Lemma 4.1 f does not
stabilize S and by 4.1 again f does not stabilize S1 or Sξ. Thus fl /∈ Sξ for
some l ∈ Sξ. Now σl ∈ G0 but, by Lemma 2.10, fσlf−1 ∈ F0 \ G0. Let a, b
form a basis of non-singular vectors for the 2-dimensional subspace U of in
K2n corresponding to fl. Then a,b span a 2-dimensional subspace W of Ln
that is not totally isotropic. It follows that W ∩W⊥ has dimension 0 or 1
and a complement Z of this subspace in W⊥ is non-degenerate of dimension
n− 2 or n− 3. Given that n ≥ 4, there must be a non-singular vector z ∈ Z;
moreover, if n ≥ 5 or if n = 4 and Z has dimension 2, then there is a choice
for the type of 〈z〉 and thus a choice for the type of Q restricted to 〈z〉⊥.
Note that Uz ⊆ U⊥ so that each vector in Uz is fixed by fσlf−1.
Suppose that z is chosen such that the type of Q restricted to 〈z〉⊥ is
1 if possible. We write fσlf
−1 in the form (1, f ′) ∈ 1 × SO2n−2(q) with
respect to the decomposition lz ⊕ l⊥z of PG(2n − 1, q). We note that, by
application of Proposition 2.10 to l⊥z , f
′ does not fix S ∩ l⊥z . Let Fz and Gz
be the subgroups of Ω2n−2(q) such that 1 × Fz = F0 ∩ (1 × Ω2n−2(q)) and
1 × Gz = G0 ∩ (1 × Ω2n−2(q)). Then by Proposition 2.11, Gz is isomorphic
to RξOn−1(q2).
If the type of Q restricted to 〈z〉⊥ is 1, then the stabilizer in Ω2n−2(q)
of S ∩ l⊥z is Gz. By induction this stabilizer is maximal in Ω2n−2(q). Now
Fz contains Gz and also f
′ /∈ Gz so Fz = Ω2n−2(q). Suppose that n = 4,
Z has dimension 1 and the type of Q restricted to 〈z〉⊥ is ξ. It is not true
in this case that Gz is maximal in Ω2n−2(q) nor that Gz is the stabilizer in
Ω2n−2(q) of S∩ l⊥z , but it is true, by Theorem 3.4, that any subgroup of Ω6(q)
containing Gz but not stabilizing S ∩ l⊥z is Ω6(q), except when q = 3. Hence,
in this case too (except when q = 3), Fz = Ω2n−2(q).
Now suppose that n = 4 and q = 3, with Z having dimension 1 and the
type of Q restricted to 〈z〉⊥ being ξ. The argument above applies unless Fz
is the subgroup M of Ω−6 (3) such that M/Z(H0) is isomorphic to PSL3(4)
considered in Lemma 3.6. Here there is a line k of Sξ∩l⊥z such that Fz contains
an element written (1, f ′′) with respect to the orthogonal decomposition k⊕
k⊥ and with f ′′ /∈ RξO+2 (9). In other words F contains the element written
(1, 1, f ′′) with respect to the orthogonal decomposition lz⊕k⊕ (lz⊕k)⊥. We
can choose a line k′ ∈ (lz ⊕ k)∩ (S1 ∪Sξ) such that the type of k′ is not that
of lz. Hence the restriction of Q to k
′⊥ is 1 and F contains (1, (1, f ′′)), this
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written with respect to a decomposition k′ ⊕ k′⊥, and (1, f ′′) /∈ RξO3(q2).
Therefore we can replace lz by k
′ and argue as before that Fz = Ω2n−2(q).
Let m ∈ S ∩ l⊥z be of the same type as lz. If we decompose PG(2n− 1, q)
as lz ⊕ m ⊕ (lz + m)⊥, then F0 contains (1 × O2(q) × O2n−4(q)) ∩ Ω2n(q).
There exists g ∈ G0 such that m = glz and, conjugating by this element, we
conclude that F0 contains (O2(q)×1×O2n−4(q))∩Ω2n(q). Hence F0 contains
(O2(q)×O2n−2(q))∩Ω2n(q) and this is the stabilizer of lz in Ω2n(q); clearly G0
and thus F0 does not stabilize lz. This stabilizer is known to be a maximal
subgroup (c.f., [25]) so F0 = Ω2n(q). We have shown that G0 is maximal in
H0.
The maximality of G1 in H1 and, if Q has type 1, of G2 in H2 follows in
exactly the same way as for the case n = 3. The statement regarding the
situation when Q has type ξ follows from Lemma 4.1.
5 BLT-sets and 1-systems
In this Section, we show that, if n = 3 or 4, there are connections between the
partial spread S0 and certain combinatorial configurations in PG(2n− 1, q).
A BLT–set of Q−(5, q) is a set of q2+1 mutually disjoint lines of Q−(5, q)
with the property that every line that is not a member of the set meets non–
trivially either two or none of the lines in the set. When n = 3 and Q
is elliptic, the trace-trick construction (see Remark 2.16) is precisely that
used to construct the classical BLT–set. Thus the set of lines of the partial
spread S0 is the classical BLT–set and therefore, by the Main Theorem,
the stabilizer in PΩ−6 (q) of the classical BLT-set is a maximal subgroup.
It is worth noting that a generalized quadrangle of order (q2, q2) can be
constructed from a BLT–set of Q−(5, q); as observed in [42] one suspects
that such a generalized quadrangle is classical. There is also an interesting
connection between BLT–sets of Q−(5, q) and the so–called special sets
([42]) of the Hermitian surface H(3, q2): a set S of q2 + 1 points such that
any point of H(3, q2) \ S is orthogonal to 0 or 2 points of S. The lines of a
BLT–set of Q−(5, q) correspond to points of H(3, q2) that form a special set.
In the case of S0, as we have seen in proving Theorem 3.4, the set of points
of H(3, q2) corresponding to S0 form an elliptic quadric Q−(3, q); indeed this
is the only known special set of H(3, q2).
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A 1–systemM of Q−(7, q) is a set of q4+1 lines `0, `1, . . . , `q4 of Q−(7, q)
such that every plane of Q−(7, q) containing a line `i ∈ M has an empty
intersection with (`0, `1, . . . , `q4) \ `i, see [40] for more details. There is just
one 1–system of Q−(7, q) known, both for q even and for q odd, [37], [38]
and this is called the classical 1–system, which arises from the trace-trick
applied to Q−(3, q2) considered as an ovoid of itself. In Section 2 we gave
an algebraic formulation of this construction in describing S. Here we recall
it in a more geometric form in order to describe the classical 1–system of
Q−(7, q) as given in [36]. There exist two disjoint 3–subspaces Σ and Σ
in the extension PG(7, q2) of PG(7, q), that are conjugate with respect to
GF (q2) and polar with respect to the polarity of the extension Q+(7, q2) of
Q−(7, q). Moreover Σ ∩ Q+(7, q2) is an elliptic quadric Q−(3, q2) and M
consists of all lines XX¯ ∩ PG(7, q), where X varies on Q−(3, q2) and X¯ is
its conjugate, so it is a point of Σ ∩ Q+(7, q2). From [40],[37], [38], the set
of lines M = {XX¯ ∩ PG(7, q)|X ∈ Q−(3, q2)} is the classical 1–system of
Q−(7, q). By the Main Theorem, the stabilizer in PΩ−8 (q) of this 1-system is
a maximal subgroup.
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