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We study the sensitivity of future xenon- and argon-based dark matter and neutrino detection
experiments to low-energy atmospheric neutrinos. Not accounting for experimental backgrounds,
the primary obstacle for identifying nuclear recoils induced by atmospheric neutrinos is the tail of
the electron recoil distribution due to pp solar neutrinos. We use the NEST code to model the solar
and atmospheric neutrino signals in a xenon detector and find that an exposure of 700 tonne-years
will produce a 5σ detection of atmospheric neutrinos. We explore the effect of different detector
properties and find that a sufficiently long electron lifetime is essential to the success of such a
measurement.
I. INTRODUCTION
Multi-ton liquid noble dark matter direct detection ex-
periments will soon be sensitive to coherent neutrino-
nucleus elastic scattering (CEνNS) from astrophysical
neutrinos, specifically from the Sun, the atmosphere [1,
2], and possibly from Galactic [3] and diffuse super-
novae [4]. Identifying these neutrinos is an impor-
tant goal for neutrino physics [5], and is an important
milestone for future multi-purpose dark matter detec-
tors [6, 7].
For spin-independent dark matter-nucleus interac-
tions, the nuclear recoil spectrum from a ∼ 6 GeV dark
matter particle with cross section . 10−45 cm2 mimics
the spectrum from the 8B component of the solar neu-
trino flux. The detailed sensitivity to solar neutrinos has
been the subject of several studies, from the perspec-
tive of both a neutrino signal and a background to dark
matter detection [1, 2, 8–11]. For atmospheric neutri-
nos, a ∼ 100 GeV dark matter particle with cross section
. 10−48 cm2 will mimic the recoil spectrum from atmo-
spheric neutrinos. However, because of the larger expo-
sures required to gain sensitivity to atmospheric neutri-
nos, understanding this component as either a neutrino
signal or a dark matter background has been subject to
less scrutiny in the literature.
In this paper, we undertake the first experimental-
based study of multi-ton scale dark matter and neutrino
experiments based on liquid xenon or argon to atmo-
spheric neutrinos. We focus on identifying the neutrino-
induced nuclear recoil signal in the presence of back-
grounds, with the main one arising from electron recoils
from the pp component of the solar neutrino flux. Pre-
vious studies have estimated the atmospheric neutrino
event rate to be order unity for ∼ 20 tonne-year scale
exposures [1, 4]. Here, we extend upon these results and
perform simulations of the nuclear recoil signal induced
by atmospheric neutrinos in a realistic detection config-
uration using the Noble Element Simulation Technique
(NEST) package [12, 13].
This paper is organized as follows. In Section II we
discuss the characteristics of the atmospheric neutrino
signal in future xenon experiments. In Section III we
discuss the NEST simulation and present our statistical
method for determining the significance of the neutrino
signal as a function of exposure. In Section IV we present
our primary results, and conclude in Section V.
II. ATMOSPHERIC NEUTRINO SIGNAL
The atmospheric neutrino flux has been calculated
down to energies of 10 MeV using the FLUKA code [14].
At these energies, the flux originates mostly from pion de-
cay, so that the flavor composition is ∼ 2/3 muon flavor
and ∼ 1/3 electron flavor. The sub-GeV normalization of
the atmospheric neutrino flux has not been directly mea-
sured, and there are theoretical uncertainties that arise
from several physical processes. One such uncertainty
arises from the fact that the cosmic ray flux at the top of
the Earth’s atmosphere differs from the cosmic ray flux
in the interstellar medium. A second uncertainty is from
the geomagnetic field, which induces a cut-off in the low-
energy cosmic ray spectrum. Detailed modeling of both
of these effects implies that for energies . 100 MeV, the
uncertainty on the predicted atmospheric neutrino flux
is approximately 20% [15]. Due in particular to the cut-
off in the rigidity of cosmic rays induced by the Earth’s
geomagnetic field at low energies, the atmospheric neu-
trino flux is larger for detectors that are nearer to the
poles [15].
In Fig. 1, we show the total atmospheric neutrino flux,
summing over flavor and matter/anti-matter, at average
solar activity, for the latitude of the Gran Sasso under-
ground laboratory (LNGS). Since LNGS is a possible
location for future Generation-3 xenon or argon exper-
iments, and since such experiments are expected to run
for more than a decade, we use this flux as shown in
Fig. 1 for all following calculations.
Atmospheric neutrinos interact via CEνNS in a xenon
or argon dark matter detector. CEνNS is a standard
model neutral-current process whose differential cross
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FIG. 1: The solar and atmospheric neutrino flux in the
Eν=10–100 MeV range. The vertical dashed lines show the
corresponding neutrino energies above which xenon and ar-
gon detectors are sensitive to, given their nuclear recoil en-
ergy thresholds (ER = 3 keV for xenon, ER = 25 keV for
argon). Also shown is the neutrino energy range above which
Super-K is sensitive to [16].
section can be calculated as:
dσ
dER
=
G2FmT
pi
Q2w
(
1− mTER
2E2ν
)
F 2(ER), (1)
where GF is Fermi constant, mT and Qw are the mass
and weak charge of the target nuclei, ER is the nuclear re-
coil energy and Eν is the incoming neutrino energy. The
form factor, F (ER), accounts for the loss of coherence at
larger momentum transfers and is the dominant source
of uncertainty in this cross section, contributing around
5% to the rate normalization for neutrinos in this energy
range. Here, we take the form factor to be the one pro-
posed by Helm [17]. The coherent nature of the interac-
tion implies a scaling of the cross section with the number
of nucleons squared, but the relatively small weak charge
of the proton means that the scaling is closer to the num-
ber of neutrons squared. This implies that large atomic
mass targets are favored for their neutron-rich nuclei.
The differential event rate per unit detector mass can
be calculated from
d2R
dEν dER
=
1
mT
dσ
dER
dφν,i
dEν
Θ (ER,max(Eν)− ER) (2)
where φν,i is the ith neutrino flux, and Θ is the Heaviside
step function which restricts ER to be less than the max-
imum value, corresponding to back-to-back scattering:
ER,max =
2E2ν
mT + 2E2ν
. (3)
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FIG. 2: The integrated event rate of atmospheric neutrino
CEνNS above a given threshold in xenon (blue) and argon
(green) detector targets. The vertical dashed lines correspond
to illustrative thresholds of 3 keV and 25 keV for xenon and
argon, respectively.
The total event rate in an energy bin can then be ob-
tained by integrating Eq. 2 over the relevant ER and Eν .
The dependence on neutron number is exhibited by com-
paring the CEνNS rate for xenon and argon targets, as
shown in Fig. 2, where we have calculated the total rate
above a given threshold. The CEνNS rate falls sharply
with increasing recoil energy due to both loss of coherence
and kinematic phase space, highlighting the necessity of
a low detector threshold.
From the kinematic limits we can find that a de-
tector sensitive to nuclear recoils in the energy range
∼ 1 − 50 keV will be sensitive to neutrinos in the en-
ergy range ∼ 40− 60 MeV. More precisely, we can asses
the range of energies of atmospheric neutrinos a given
detector is sensitive to by integrating Eq. 2 over ER
above a specified threshold. The result of this integra-
tion as a function of Eν is given in Fig 3, indicating
the neutrino energy range that a xenon and argon detec-
tor with ER > 3 keV and ER > 25 keV (respectively)
would be sensitive to. For comparison we also show the
lowest energy channel (sub-GeV single-ring electron-like
events) that Super-Kamiokande was sensitive to in their
atmospheric neutrino analysis [16]. As indicated, Super-
Kamiokande is sensitive to neutrinos & 100 MeV for their
fully-contained electron-like events. We note that JUNO
would be sensitive to low-energy atmospheric neutrinos
through the charged current channel [18].
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FIG. 3: The differential fluxes of atmospheric neutrinos that
are accessible by various experiments, normalized to unity.
The electron and muon-flavored fluxes are indicated with the
dashed curves, and the solid black curve is the total atmo-
spheric neutrino flux, summed over all flavors. The features
in the neutrino fluxes result from pion and muon decay at
rest [19]. Future dark matter experiments will access an atmo-
spheric neutrino energy range that is not accessible to Super-
K.
III. METHOD
A. Detector properties
Dual-phase noble time-projection chambers (TPCs)
have proven to be a robust and scalable detector design
for direct dark matter searches [20–22]. Detectors of this
design are sensitive to O(1 keV) nuclear recoils and pro-
vide 3D position reconstruction of events. The position
reconstruction allows for detector fiducialization, where
one takes advantage in particular of xenon detectors to
self-shield, to achieve very low background in the central
target volume. This is achieved through the detection
of both the scintillation photons and ionization electrons
that are produced by interactions in the detector bulk.
The prompt scintillation light signal, S1, is measured di-
rectly by an array of PMTs on the top and bottom of the
detector. The liberated electrons are drifted to the sur-
face of the liquid phase and extracted into the gas phase
where, through an avalanche process, they produce the
delayed scintillation signal, S2.
We model a future Generation-3 xenon detector as a
scaled-up version of the LZ detector, with dimensions
scaled to obtain a fiducial region of 100 tonnes. The de-
tector is modeled using the NESTv2 code which simulates
the detailed micro-physics of the quanta production, re-
combination and final signal detection for electronic and
nuclear recoil events in xenon [13]. We use a series of
different detector configurations to investigate the effect
of the different detector parameters on the results of the
analysis. The values for the parameters are chosen be-
tween two values: a baseline value, where the parameter
is similar to that already achieved in XENON1T [23, 24],
and an enhanced value that we deem achievable based
on ongoing work in the community. A summary of these
configurations is given in Table I. In all configurations, we
take the double-photoelectron detection probability to be
22%, the number of PMTs to be 1200, and we require a
3-fold PMT coincidence for detection. Further details of
the detector parameters, including the PMT properties
and geometry, are taken from Refs. [25, 26]. All analysis
code, configuration files and results are publicly available
for download [27].
For comparison we also model a future Generation-3
argon detector. As argon detectors are able to achieve
excellent electronic/nuclear recoil discrimination, no de-
tailed detector simulation is required. We instead as-
sume perfect discrimination above nuclear recoil energies
of 25 keV, i.e. zero electronic recoil background in the re-
gion of interest. Proper modelling of the detector would
be able to account for the roll-off of discrimination ability
at low energies, allowing one to lower the threshold at a
cost of efficiency. However, since the atmospheric rate is
not strongly dependent on threshold, the small increase
in signal would only have a correspondingly small effect
on the present analysis.
B. Background components
In this analysis we only include intrinsic backgrounds
to an atmospheric neutrino search in xenon, assuming
all other backgrounds are subdominant. This seems re-
alistic in light of the current state of the art, with only
mild extrapolation needed to a Generation-3 detector.
The irreducible background consist of: electronic recoils
from solar pp and 7Be neutrinos, nuclear recoils from so-
lar 8B and hep neutrinos, the diffuse supernova neutrino
background (dsnb), and the ννββ decay of 136Xe. The
ννββ background could be suppressed through depletion
of 136Xe, as explored in [11]. Here however we assume no
depletion, as 136Xe is not the dominant background and
will likely be desirable for a 0νββ search.
In this work, we use calculations of the solar neutrino
electronic recoil rate from Ref. [28], which account for
a ∼ 23% suppression of the rate due to atomic binding
effects. Additionally, we account for a ∼ 9% reduction
of the charge yield for L-shell electron recoils, as recently
observed in electron-capture calibrations of the XELDA
detector [29]. This has the effect of widening the solar
neutrino electronic recoil band and thus slightly increases
the number of electronic recoil background events in the
nuclear recoil signal band.
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FIG. 4: Left: Regions which contain 90% of the events due to the specified source. The dashed (dotted) line shows the median
of the nuclear (electronic) recoil band. Right: Same as right panel, except now assuming an exposure of 0.2 kilotonne-years,
and zooming in on the vertical axis. Points represent simulated events from the indicated flux components.
TABLE I: List of detector configurations and their corresponding parameters modelled in NEST. Note that g2 is a derived
parameter calculated from more fundamental detector parameters, see [27] for the full detector files used for this analysis.
Configuration g1 (phd/γ) g2 (phd/e) drift field (V/cm) electron lifetime (µs)
baseline 0.12 44 100 650
enhanced g1 0.3 44 100 650
enhanced g2 0.12 100 100 650
enhanced V 0.12 44 1000 650
enhanced e-lifetime 0.12 44 100 5000
all enhanced 0.3 100 1000 5000
C. Likelihood analysis
To evaluate the future potential for discovery and mea-
surement of the atmospheric neutrino flux, we perform
a binned likelihood analysis on representative (Asimov)
data sets [30], simulated with various detector exposures.
To generate these data sets, we first perform a Monte
Carlo simulation for each detector configuration, with 108
events for each source of neutrinos. To investigate the ef-
fect of retaining position information in our likelihood, we
obtained simulated distributions of events in two spaces:
{cS1, cS2} and {S1,S2,r,z}, where c in cS1 refers to the
S1 signal after correcting for position-dependent effects
(as performed by NEST), and r and z refer to the radius
and depth of the event in the detector.
The distributions obtained for the ‘all enhanced’ detec-
tor configuration are shown in the left panel of Figure 4
at the 90% confidence level. The separation of signal and
background regions can be deceiving since the expected
rate for the solar components are orders of magnitude
greater than for the atmospheric rate. To visualize the
leakage of background events into the expected atmo-
spheric background region, we therefore show a sample
exposure of 0.2 kilotonne-years (kty) in the right panel
of Figure 4. This sample exposure highlights the futil-
ity of trying to define a background free region for an
atmospheric neutrino search and why we must rely on
statistical discrimination in the {cS1, cS2} plane.
The analysis is performed in a region-of-interest de-
fined by: 2 ≤ cS1 ≤ 120 and 2 ≤ log10(cS2) ≤ 4.56.
Extending this range does not improve our results sta-
tistically, so this range is chosen to reduce the compu-
tational burden of the analysis by allowing us to focus
our simulation on the regions where our signal events are
expected. These regions are divided into NS1 = 120 and
NS2 = 120 bins, and the event positions are divided into
Nr = 3 and Nz = 5 bins. The Poisson likelihood function
is thus,
L(n|λ(µ′)) =
NS1∑
i=1
NS2∑
j=1
Nr∑
k=1
Nz∑
l=1
Poisson(ni,j,k,l|λi,j,k,l(µ′))
(4)
where Poisson(ni,j,k,l|λi,j,k,l(µ′)) is the Poisson probabil-
ity of observing ni,j,k,l events in the i, j, k, l bin, given an
expected (mean) number of events,
λi,j,k,l(µ
′) = bi,j,k,l + µ′si,j,k,l, (5)
for a given signal strength, µ′, expected background, b,
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FIG. 5: The median significance (dashed) and 1-σ confidence interval, CI, band (green) obtained for xenon (left) and argon
(right) detectors as a function of the exposure. The effect of variations in the flux normalization by ±20% on the median
significance is also shown (dotted).
and signal, s.
To calculate the expected statistical significance of dis-
covery for a given exposure and assumed signal strength
we use the test statistic
q0,A(µ
′) = −2lnL(µ = 0|λ(µ
′))
L(µˆ = 1|λ(µ′)) , (6)
where the expected significance is given by
√
q0,A. We
additionally calculate the 90% confidence interval on the
signal strength parameter using the test statistic,
tµ(µ
′) = −2ln L(µ = 0|λ(µ
′)
L(µˆ = 1|λ(µ′)) . (7)
IV. RESULTS
To explore the effect of using different detector param-
eters (as given in Table I) we perform our analysis six
times with different configurations. First using the base-
line values and then the enhanced values one at a time,
and then all together. The expected significance of the
atmospheric neutrino signal after 1 kty is given for each
of the configurations in Table II. While there may be
significant correlations between pairs of the parameters,
these results clearly show that the parameter with the
single largest effect is the mean electron lifetime. This
is because most of the parameters are independent of, or
scale with, the detector size. This is not the case for the
electron lifetime which, if left at 650 µs, results in far
fewer electrons making it to the liquid surface. Electron
lifetimes longer than 5 seconds where tested and found
to not further improve the detector performance.
The detector configuration with all parameters en-
hanced experienced an improvement beyond the sum
of the individual improvements, indicating that the en-
TABLE II: The expected significance (Z) of the atmospheric
neutrino signal for each of the detector configurations with a
1 kty exposure, with and without position information.
Enhanced significance Z significance Z
parameter (corrected S1 & S2) (position bins)
N/A 1.2 1.5
g1 1.6 2.0
g2 1.3 1.5
drift field 1.2 1.6
electron lifetime 5.7 6.0
all 7.0 7.2
hancements are acting synergistically. This can be ex-
plained by the observation that increasing g2 alone has
a negligible improvement on the sensitivity. One would
expect that an increase in the gain of the S2 signal would
improve electronic/nuclear recoil discrimination by re-
ducing statistical fluctuations in the S2 signal (and also
improve position reconstruction). However, if the elec-
tron lifetime is small, then there is no signal for g2 to
amplify, and no improvement is observed. We find that
including position information in the likelihood increases
the significance for all detector configurations, with the
worse performing configurations seeing the most improve-
ment.
To show the effect of the systematic uncertainty on
the projected significance, we perform our significance
calculation varying the flux normalization by ±20%, i.e.
using Eq. 6 with values of µ′ = 0.8, 1, 1.2. The results
of these calculations for both xenon and argon detectors
are shown in Fig. 5. At an exposure of 1 kty, the system-
atic uncertainty is approximately ±1σ, which is of the
same magnitude as the statistical uncertainty. Figure 6
shows the corresponding confidence interval obtained for
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FIG. 6: The 90% confidence interval of the measured atmo-
spheric flux normalization for xenon (blue). The 20% system-
atic uncertainty in the atmospheric flux is shown for compar-
ison (dotted).
a measurement of the atmospheric flux normalization
with xenon.
V. DISCUSSION AND CONCLUSION
The standard paradigm of dark matter direct detection
experiments is to operate as close to the no-background
regime as possible. It has long been known that this
paradigm would come to an end when the irreducible
nuclear recoil backgrounds from neutrinos dominate and
sensitivities reach the so called ‘neutrino floor’. For such
nuclear recoil searches, the ability to discriminate and
reject the electron recoil background is crucial. In this
paper we find that even before reaching the atmospheric
background, realistic detectors will observe many solar
neutrinos events leaking into the nuclear recoil band (as
can be clearly seen in Fig. 4). We have shown that the
standard practice of using a 2D likelihood in S1 and S2
provides enough discrimination power to make the first
measurement of atmospheric neutrinos. Critically, we
have identified that a good electron lifetime is necessary
for such a measurement.
We have discussed the prospects for extracting the
atmospheric neutrino flux at multi-ton scale xenon ex-
periments. Using the best estimates for the low-energy
atmospheric neutrino flux, and assuming pure Standard
Model physics, we find that an exposure of at least 0.5 kty
(0.7 kty) is required to obtain a 5σ detection in xenon (ar-
gon). This is well within reach of a future Generation-3
detector technology.
The detectors discussed will not only be important for
atmospheric neutrinos, but they will provide a new win-
dow into solar and supernova neutrinos as well. In addi-
tion to focusing on detector specifications, we highlight
the need to better understand the systematic uncertainty
of the low-energy atmospheric neutrino flux. While a
Generation-3 xenon detector could be used to make the
first measurement of this flux, with the current technol-
ogy and exposure of less than 2 kty, such a measurement
would not be able to measure the flux to better than 20%
precision. This does not account for non-standard neu-
trino interactions, which may alter the flux relative to
the predictions presented in this paper [31, 32], and may
be studied with Generation-3 experiments [33].
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