Weak expansion properties and large deviation principles for expanding
  Thurston maps by Li, Zhiqiang
ar
X
iv
:1
50
2.
00
15
3v
1 
 [m
ath
.D
S]
  3
1 J
an
 20
15
WEAK EXPANSION PROPERTIES AND LARGE
DEVIATION PRINCIPLES FOR EXPANDING
THURSTON MAPS
ZHIQIANG LI
Abstract. In this paper, we prove that an expanding Thurston
map f : S2 → S2 is asymptotically h-expansive if and only if it has
no periodic critical points, and that no expanding Thurston map
is h-expansive. As a consequence, for each expanding Thurston
map without periodic critical points and each real-valued continu-
ous potential on S2, there exists at least one equilibrium state. For
such maps, we also establish large deviation principles for iterated
preimages and periodic points. It follows that iterated preimages
and periodic points are equidistributed with respect to the unique
equilibrium state for an expanding Thurston map without peri-
odic critical points and a potential that is Ho¨lder continuous with
respect to a visual metric on S2.
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1. Introduction
The theory of discrete-time dynamical systems studies qualitative
and quantitative properties of orbits of points in a space under itera-
tions of a given map. Various conditions can be imposed upon the map
to simplify the orbit structures, which in turn lead to results about the
dynamical system under consideration. One such well-known condi-
tion is expansiveness. Roughly speaking, a map is expansive if no two
distinct orbits stay close forever. Expansiveness plays an important
role in the exploitation of hyperbolicity in smooth dynamical systems,
and in complex dynamics in particular (see for example, [Ma87] and
[PU10]).
In the context of continuous maps on compact metric spaces, there
are two weaker notions of expansion, called h-expansiveness and as-
ymptotic h-expansiveness, introduced by R. Bowen [Bow72] and M. Mi-
siurewicz [Mi73], respectively. Forward-expansiveness implies h-expan-
siveness, which in turn implies asymptotic h-expansiveness [Mi76]. Both
of these weak notions of expansion play important roles in the study of
smooth dynamical systems (see [Bu11, DFPV12, DM09, DN05, LVY13]).
Moreover, any smooth map on a compact Riemannian manifold is as-
ymptotically h-expansive [Bu97]. Recently, N.-P. Chung and G. Zhang
extended these concepts to the context of a continuous action of a
countable discrete sofic group on a compact metric space [CZ14].
The dynamical systems that we study in this paper are induced by ex-
panding Thurston maps, which are a priori not differentiable. Thurston
maps are branched covering maps on the sphere S2 that generalize
rational maps with finitely many postcritical points on the Riemann
sphere. More precisely, a (non-homeomorphic) branched covering map
f : S2 → S2 is a Thurston map if it has finitely many critical points
each of which is preperiodic. These maps arose in W. P. Thurston’s
characterization of postcritically-finite rational maps (see [DH93]). See
Section 3 for a more detailed introduction to Thurston maps.
Inspired by the analogy to Cannon’s conjecture in geometric group
theory (see for example, [Bon06, Section 5 and Section 6]), M. Bonk and
D. Meyer investigated extensively properties of expanding Thurston
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maps [BM10]. (For a precise formulation of these analogies via the so-
called Sullivan’s dictionary, see [HP09, Section 1].) Such maps share
many common features of rational maps. For example, for each such
map f , there are exactly 1 + deg f fixed points, counted with a natu-
ral weight induced by the local degree at each point, where deg f de-
notes the topological degree of the map f [Li13]; there exists a unique
measure of maximal entropy (see for example, [BM10]), with respect
to which iterated preimages and periodic points are equidistributed
in some appropriate sense (see for example, [Li13]). More generally,
for each potential φ : S2 → R that is Ho¨lder continuous with respect
to some natural metric induced by f , there exists a unique equilib-
rium state, with respect to which iterated preimages are equidistributed
[Li14].
P. Ha¨ıssinsky and K. Pilgrim investigated branched covering maps in
a more general context [HP09]. We will focus on expanding Thurston
maps in this paper.
Let (X, d) be a compact metric space, and g : X → X a continuous
map on X . Denote, for ǫ > 0 and x ∈ X ,
Φǫ(x) = {y ∈ X | d(g
n(x), gn(y)) ≤ ǫ for all n ≥ 0}.
The map g is called forward expansive if there exists ǫ > 0 such that
Φǫ(x) = {x} for all x ∈ X . By R. Bowen’s definition in [Bow72], the
map g is h-expansive if there exists ǫ > 0 such that the topological
entropy htop(g|Φǫ(x)) = htop(g,Φǫ(x)) of g restricted to Φǫ(x) is 0 for all
x ∈ X . One can also formulate asymptotic h-expansiveness in a similar
spirit, see for example, [Mi76, Section 2]. However, in this paper, we
will adopt equivalent formulations from [Do11]. See Section 5.1 for
details.
Another way to formulate forward expansiveness is via distance ex-
pansion. We say that g : X → X is distance-expanding (with respect to
the metric d) if there exist constants λ > 1, η > 0, and n ∈ N such that
for all x, y ∈ X with d(x, y) ≤ η, we have d(gn(x), gn(y)) ≥ λd(x, y).
If g is forward expansive, then there exists a metric ρ on X such that
the metrics d and ρ induce the same topology on X and g is distance-
expanding with respect to ρ (see for example, [PU10, Theorem 4.6.1]).
Conversely, if g is distance-expanding, then it is forward expansive (see
for example, [PU10, Theorem 4.1.1]). So roughly speaking, if g is for-
ward expansive, then the distance between two points that are close
enough grows exponentially under forward iterations of g.
Since a Thurston map, by definition, has to be a branched covering
map, we can always find two distinct points that are arbitrarily close
to a critical point (thus arbitrarily close to each other) and that are
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mapped to the same point. Thus a Thurston map cannot be forward
expansive. In order to impose some expansion condition, it is then
natural to consider backward orbits. We say that a Thurston map
is expanding if for any two points x, y ∈ S2, their preimages under
iterations of the map gets closer and closer. See Definition 3.4 for a
precise formulation.
The expansion property of expanding Thurston maps seems to be
rather strong. However, as a part of our first main theorem below, we
will show that no expanding Thurston map is h-expansive.
Theorem 1.1. Let f : S2 → S2 be an expanding Thurston map. Then
f is asymptotically h-expansive if and only if f has no periodic critical
points. Moreover, f is not h-expansive.
When R. Bowen introduced h-expansiveness in [Bow72], he men-
tioned that no diffeomorphism of a compact manifold was known to be
not h-expansive. M. Misiurewicz then produced an example of a diffeo-
morphism that is not asymptotically h-expansive [Mi73]. M. Lyubich
showed that any rational map is asymptotically h-expansive [Ly83].
J. Buzzi established asymptotic h-expansiveness of any C∞-map on a
compact Riemannian manifold [Bu97]. Examples of C∞-maps that are
not h-expansive were given by M. J. Pacifico and J. L. Vieitez [PV08].
Our Theorem 1.1 implies that any rational expanding Thurston map
(i.e., any postcritically-finite rational map whose Julia set is the whole
sphere (see [BM10, Proposition 19.1])) is not h-expansive.
Expanding Thurston maps may be the first example of a class of
a priori non-differentiable maps that are not h-expansive but may be
asymptotically h-expansive depending on the property of orbits of crit-
ical points.
As an immediate consequence of Theorem 1.1 and the result of
J. Buzzi [Bu97] mentioned above, we get the following corollary, which
partially answers a question of K. Pilgrim (see Problem 2 in [BM10,
Section 21]).
Corollary 1.2. An expanding Thurston map with at least one periodic
critical point cannot be conjugate to a C∞-map on the Euclidean 2-
sphere.
Our real motivation to investigate Theorem 1.1 comes from another
basic theme in the study of dynamical systems, namely, the investiga-
tion of the measure-theoretic entropy and measure-theoretic pressure,
and their maximizing measures known as the measures of maximal
entropy and equilibrium states, respectively.
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For a continuous map on a compact metric space, we can consider
the topological pressure as a weighted version of the topological en-
tropy, with the weight induced by a real-valued continuous function,
called potential. The Variational Principle identifies the topological
pressure with the supremum of its measure-theoretic counterpart, the
measure-theoretic pressure, over all invariant Borel probability mea-
sures [Bow75, Wa76]. Under additional regularity assumptions on the
map and the potential, one gets existence and uniqueness of an invari-
ant Borel probability measure maximizing measure-theoretic pressure,
called the equilibrium state for the given map and the potential. When
the potential is 0, the corresponding equilibrium state is known as the
measure of maximal entropy. Often periodic points and iterated preim-
ages are equidistributed in some appropriate sense with respect to such
measures. See Section 6.1 for concepts mentioned here.
The existence, uniqueness, and various properties of equilibrium
states have been studied in many different contexts (see for example,
[Bow75, Ru89, Pr90, KH95, Zi96, MauU03, BS03, Ol03, Yu03, PU10,
MayU10]).
M. Misiurewicz showed that asymptotic h-expansiveness guarantees
that the measure-theoretic entropy µ 7→ hµ(f) is upper semi-continuous
[Mi76]. We then get the following corollary from Theorem 1.1.
Corollary 1.3. Let f : S2 → S2 be an expanding Thurston map with-
out periodic critical points. Then the measure-theoretic entropy hµ(f)
considered as a function of µ on the space M(S2, f) of f -invariant
Borel probability measures is upper semi-continuous. Here M(S2, f) is
equipped with the weak∗ topology.
Recall that if X is a metric space, a function h : X → [−∞,+∞] is
upper semi-continuous if lim supy→x h(y) ≤ h(x) for all x ∈ X.
In [Li14], we established the existence and uniqueness of the equi-
librium state for an expanding Thurston map and a given real-valued
Ho¨lder continuous potential. Here the sphere S2 is equipped with a nat-
ural metric induced by f , called a visual metric. (See Theorem 6.1.)
The tools we used in [Li14] are from the thermodynamical formalism.
Neither Theorem 1.1 nor Corollary 1.3 was used there. Note that Corol-
lary 1.3 implies a partially stronger existence result than the one ob-
tained in [Li14].
Theorem 1.4. Let f : S2 → S2 be an expanding Thurston map without
periodic critical points and ψ ∈ C(S2) be a real-valued continuous func-
tion on S2 (with respect to the standard topology). Then there exists at
least one equilibrium state for the map f and the potential ψ.
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See Section 6.1 for a quick proof after necessary definitions are given
precisely.
Once we know the existence and uniqueness of the equilibrium states,
one natural question to ask is how periodic points and iterated preim-
ages are distributed with respect to such measures. We know that for
an expanding Thurston map, iterated preimages and preperiodic points
(and in particular, periodic points) are equidistributated with respect
to the unique measure of maximal entropy (see [Li13] and [HP09]).
Some versions of equidistribution of iterated preimages with respect
to the unique equilibrium state for an expanding Thurston map and a
Ho¨lder continuous potential were obtained in [Li14]. We record them
in Proposition 6.6. However, similar results for periodic points were
inaccessible by the methods used in [Li14] due to technical difficulties
arising from the existence of critical points.
In this paper, thanks to Theorem 1.1 and Corollary 1.3, rather
than trying to establish the equidistribution of periodic points directly,
we derive some stronger results using a general framework devised
by Y. Kifer [Ki90]. More precisely, we obtain level-2 large deviation
principles for periodic points with respect to equilibrium states in the
context of expanding Thurston maps without periodic critical points
and Ho¨lder continuous potentials. We use a variant of Y. Kifer’s re-
sult formulated by H. Comman and J. Rivera-Letelier [CRL11], which
is recorded in Theorem 6.2 for the convenience of the reader. For
related results on large deviation principles in the context of ratio-
nal maps on the Riemann sphere under additional assumptions, see
[PSh96, PSr07, XF07, PRL11, Com09, CRL11].
Denote the space of Borel probability measures on a compact metric
space X equipped with the weak∗ topology by P(X). A sequence
{Ωn}n∈N of Borel probability measures on P(X) is said to satisfy a
level-2 large deviation principle with rate function I if for each closed
subset F of P(X) and each open subset G of P(X) we have
lim sup
n→+∞
1
n
log Ωn(F) ≤ − inf{I(x) | x ∈ F},
and
lim inf
n→+∞
1
n
log Ωn(G) ≥ − inf{I(x) | x ∈ G}.
We refer the reader to [CRL11, Section 2.5] and the references therein
for a more systematic introduction to the theory of large deviation
principles.
In order to apply Theorem 6.2, we just need to verify three condi-
tions:
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(1) The existence and uniqueness of the equilibrium state.
(2) Some characterization of the topological pressure (see Proposi-
tion 6.8 and Proposition 6.7).
(3) The upper semi-continuity of the measure-theoretic entropy.
The first condition is established in [Li14]. The second condition
is weaker than the equidistribution results, and is within reach. The
last condition is known for expanding Thurston maps without periodic
critical points by Corollary 1.3. Thus we get the following level-2 large
deviation principles.
Theorem 1.5. Let f : S2 → S2 be an expanding Thurston map with no
periodic critical points, and d a visual metric on S2 for f . Let P(S2)
denote the space of Borel probability measures on S2 equipped with the
weak∗ topology. Let φ be a real-valued Ho¨lder continuous function on
(S2, d), and µφ be the unique equilibrium state for the map f and the
potential φ.
For each n ∈ N, let Wn : S2 → P(S2) be the continuous function
defined by
Wn(x) =
1
n
n−1∑
i=0
δf i(x),
and denote Snφ(x) =
n−1∑
i=0
φ (f i(x)) for x ∈ S2. Fix an arbitrary se-
quence of functions {wn : S
2 → R}n∈N satisfying wn(x) ∈ [1, degfn(x)]
for each n ∈ N and each x ∈ S2. We consider the following sequences
of Borel probability measures on P(S2):
Iterated preimages: Given a sequence {xn}n∈N of points in S
2,
for each n ∈ N, put
Ωn(xn) =
∑
y∈f−n(xn)
wn(y) exp(Snφ(y))∑
z∈f−n(xn)
wn(z) exp(Snφ(z))
δWn(y).
Periodic points: For each n ∈ N, put
Ωn =
∑
x=fn(x)
wn(x) exp(Snφ(x))∑
y=fn(y) wn(y) exp(Snφ(y))
δWn(x).
Then each of the sequences {Ωn(xn)}n∈N and {Ωn}n∈N converges to
δµφ in the weak
∗ topology, and satisfies a large deviation principle with
rate function Iφ : P(S2)→ [0,+∞] given by
(1.1)
Iφ(µ) =
{
P (f, φ)−
∫
φ dµ− hµ(f) if µ ∈M(S
2, f);
+∞ if µ ∈ P(S2) \M(S2, f).
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Furthermore, for each convex open subset G of P(S2) containing some
invariant measure, we have
(1.2) − inf
G
Iφ = lim
n→+∞
1
n
log Ωn(xn)(G) = lim
n→+∞
1
n
log Ωn(G)
and (1.2) remains true with G replaced by its closure G.
As an immediate consequence, we get the following corollary. See
Section 6.6 for the proof.
Corollary 1.6. Let f : S2 → S2 be an expanding Thurston map with
no periodic critical points, and d a visual metric on S2 for f . Let φ
be a real-valued Ho¨lder continuous function on (S2, d), and µφ be the
unique equilibrium state for the map f and the potential φ. Given a se-
quence {xn}n∈N of points in S
2. Fix an arbitrary sequence of functions
{wn : S
2 → R}n∈N satisfying wn(x) ∈ [1, degfn(x)] for each n ∈ N and
each x ∈ S2.
Then for each µ ∈M(S2, f), and each convex local basis Gµ of P(S
2)
at µ, we have
hµ(f) +
∫
φ dµ
= inf
{
lim
n→+∞
1
n
log
∑
y∈f−n(xn),Wn(y)∈G
wn(y)e
Snφ(y)
∣∣∣∣∣G ∈ Gµ
}
(1.3)
= inf
{
lim
n→+∞
1
n
log
∑
x=fn(x),Wn(x)∈G
wn(x)e
Snφ(x)
∣∣∣∣∣G ∈ Gµ
}
.
Here Wn and Snφ are as defined in Theorem 1.5.
As mentioned above, equidistribution results follow from correspond-
ing level-2 large deviation principles.
Corollary 1.7. Let f : S2 → S2 be an expanding Thurston map with
no periodic critical points, and d a visual metric on S2 for f . Let φ
be a real-valued Ho¨lder continuous function on (S2, d), and µφ be the
unique equilibrium state for the map f and the potential φ. Fix an
arbitrary sequence of functions {wn : S
2 → R}n∈N satisfying wn(x) ∈
[1, degfn(x)] for each n ∈ N and each x ∈ S
2.
We consider the following sequences of Borel probability measures on
S2:
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Iterated preimages: Given a sequence {xn}n∈N of points in S
2,
for each n ∈ N, put
νn =
∑
y∈f−n(xn)
wn(y) exp(Snφ(y))∑
z∈f−n(xn)
wn(z) exp(Snφ(z))
1
n
n−1∑
i=0
δf i(y),
Periodic points: For each n ∈ N, put
ηn =
∑
x=fn(x)
wn(x) exp(Snφ(x))∑
y=fn(y)wn(y) exp(Snφ(y))
1
n
n−1∑
i=0
δf i(x).
Then as n −→ +∞,
νn
w∗
−→ µφ, and ηn
w∗
−→ µφ.
Here Sn is defined as in Theorem 1.5.
Remark 1.8. Since Snφ(f
i(x)) = Snφ(x) for i ∈ N if fn(x) = x, we
get
ηn =
∑
x=fn(x)
Snwn(x)
n
exp(Snφ(x))∑
y=fn(y) wn(y) exp(Snφ(y))
δx,
for n ∈ N. In particular, when wn(·) ≡ 1,
ηn =
∑
x=fn(x)
exp(Snφ(x))∑
y=fn(y) exp(Snφ(y))
δx;
when wn(x) = degfn(x), since degfn(f
i(x)) = degfn(x) for i ∈ N if
fn(x) = x, we have
ηn =
∑
x=fn(x)
degfn(x) exp(Snφ(x))∑
y=fn(y) degfn(y) exp(Snφ(y))
δx.
See Section 6.6 for the proof of Corollary 1.7. Note that the part
of Corollary 1.7 on iterated preimages generalizes (6.15) and (6.16) in
Proposition 6.6 in the context of expanding Thurston maps without
periodic critical points. We also remark that our results Corollary 1.3
through Corollary 1.7 are only known in this context. In particular,
the following questions for expanding Thurston maps f : S2 → S2 with
at least one periodic critical point are still open.
Question 1. Is the measure-theoretic entropy µ 7→ hµ(f) upper semi-
continuous?
Question 2. Are iterated preimages and periodic points equidistributed
with respect to the unique equilibrium state for a Ho¨lder continuous
potential?
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Note that regarding Question 2, we know that iterated preimages,
counted with local degree, are equidistributed with respect to the equi-
librium state by (6.15) in Proposition 6.6. If Question 1 can be an-
swered positively, then the mechanism of Theorem 6.2 works and we
get that the equidistribution of periodic points from the correspond-
ing large deviation principle. However, for iterated preimages without
counting local degree, (i.e., when wn(·) 6= degfn(·) in Corollary 1.7,
and in particular, when wn(·) ≡ 1,) the verification of Condition (2)
mentioned earlier for Theorem 6.2 to apply still remains unknown.
Compare (6.17) and (6.18) in Proposition 6.7.
We will now give a brief description of the structure of this paper.
After fixing some notation in Section 2, we give a quick review of
Thurston maps in Section 3. We direct the reader to [Li14, Section 3]
for a more detailed introduction to such maps and the terminology
that we use in this paper. However, we do record explicitly most of the
results from [BM10, Li13, Li14] that will be used in this paper.
In Section 4, we state the assumptions on some of the objects in
this paper, which we are going to repeatedly refer to later as the As-
sumptions. Note that these assumptions are the same as those in [Li14,
Section 4].
Section 5 is devoted to the investigation of the weak expansion prop-
erties of expanding Thurston maps and the proof of Theorem 1.1.
We first introduce basic concepts in Section 5.1. We review the
notion of topological conditional entropy h(g|λ) of a continuous map
g : X → X (on a compact metric space X) given an open cover λ of X ,
and the notion of topological tail entropy h∗(g) of g. The latter was first
introduced by M. Misiurewicz under the name “topological conditional
entropy” [Mi73, Mi76]. We adopt the terminology and formulations
by T. Downarowicz in [Do11]. We then define h-expansiveness and
asymptotic h-expansiveness using these notions.
In Section 5.2, we prove four lemmas that will be used in the proof of
the asymptotic h-expansiveness of expanding Thurston maps without
periodic critical points. Lemma 5.5 states that any expanding Thurston
map is uniformly locally injective away from the critical points, in the
sense that if one fixes such a map f and a visual metric d on S2 for f ,
then for each δ > 0 sufficiently small and each x ∈ S2, the map f is
injective on the δ-ball centered at x as long as x is not in a τ(δ)-ball of
any critical point of f , where τ(δ) can be made arbitrarily small if one
lets δ go to 0. In Lemma 5.6 we prove a few properties of flowers in
the cell decompositions of S2 induced by an expanding Thurston map
and some special f -invariant Jordan curve. Lemma 5.7 gives a covering
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lemma to cover sets of the form
n⋂
i=0
f−i(Wi) by (m+ n)-flowers, where
m ∈ N0, n ∈ N, and each Wi is an m-flower. Finally, we review some
basic concepts in graph theory, and provide a simple upper bound of
number of leaves of certain trees in Lemma 5.8. Note that we will not
use any nontrivial facts from graph theory in this paper.
Section 5.3 consists of the proof of Theorem 1.1 in the form of three
separate theorems. Namely, we show in Theorem 5.9 the asymptotic
h-expansiveness of expanding Thurston maps without periodic critical
points. The proof relies on a quantitative upper bound of the fre-
quency for an orbit under such a map to get close to the set of critical
points. Lemma 5.8 and terminology from graph theory is used here
to make the statements in the proof precise. We then prove in The-
orem 5.10 and Theorem 5.12 the lack of asymptotic h-expansiveness
of expanding Thurston maps with periodic critical points and the lack
of h-expansiveness of expanding Thurston maps without periodic criti-
cal points, respectively, by explicit constructions of periodic sequences
{vi}i∈N of m-vertices for which one can give lower bounds for the num-
bers of open sets in the open cover
n−1∨
j=0
f−j (Wm) needed to cover the set
n−1⋂
j=0
f−j(Wm(vn−j)), for l, m, n ∈ N sufficiently large. Here Wm(vn−j)
denotes the m-flower of vn−j (see (3.3)), and W
m is the set of all m-
flowers (see (3.4)). These lower bounds lead to the conclusion that the
topological tail entropy and topological conditional entropy, respec-
tively, are strictly positive, proving the corresponding theorems (com-
pare with Defintion 5.3 and Definition 5.4). The periodic sequence
{vi}i∈N of m-vertices in the proof of Theorem 5.10 shadows a certain
infinite backward pseudo-orbit in such a way that each period of {vi}i∈N
begins with a backward orbit starting at a critical point p which is a
fixed point of f , and approaching p as the index i increases, and then
ends with a constant sequence staying at p. The fact that the constant
part of each period of {vi}i∈N can be made arbitrarily long is essential
here and is not true if f has no periodic critical points. The periodic
sequence {vi}i∈N0 of m-vertices in the proof of Theorem 5.12 shadows a
certain infinite backward pseudo-orbit in such a way that each period
of {vi}i∈N0 begins with a backward orbit starting at f(p) and p, and
approaching f(p) as the index i increases, and then ends with f(p). In
this case p is a critical point whose image f(p) is a fixed point. In both
constructions, we may need to consider an iterate of f for the existence
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of p with the required properties. Combining Theorems 5.9, 5.10, and
5.12, we get Theorem 1.1.
Section 6 is devoted to the study of large deviation principles and
equidistribution results for periodic points and iterated preimages of
expanding Thurston maps without periodic critical points. The idea is
to apply a general framework devised by Y. Kifer [Ki90] to obtain level-
2 large deviation principles, and to derive the equidistribution results
as consequences.
In Section 6.1, we review briefly the theory of thermodynamical for-
malism and recall relevant concepts and results in this theory from
[Li14] in the context of expanding Thurston maps and Ho¨lder con-
tinuous potentials. After the necessary concepts are introduced, we
provide a quick proof of Theorem 1.4, which asserts the existence of
equilibrium states for expanding Thurston maps without periodic crit-
ical points and given continuous potentials.
In Section 6.2, we give a brief review of level-2 large deviation prin-
ciples in our context. We record the theorem of Y. Kifer [Ki90], re-
formulated by H. Comman and J. Rivera-Letelier [CRL11], on level-2
large deviation principles. This result, stated in Theorem 6.2, will be
applied later to our context.
After proving and recording several technical lemmas in Section 6.3,
we generalize some characterization of topological pressure in Sec-
tion 6.4 in our context. More precisely, we use equidistribution results
for iterated preimages from [Li14] recorded in Proposition 6.6 to show
in Proposition 6.7 and Proposition 6.8 that
(1.4) P (f, φ) = lim
n→+∞
1
n
log
∑
wn(y) exp(Snφ(y)),
where the sum is taken over preimages under fn in Proposition 6.7,
and over periodic points in Proposition 6.8, the potential φ : S2 → R
is Ho¨lder continuous with respect to a visual metric d, and the weight
wn(y) ∈ [1, degfn(y)] for n ∈ N and y ∈ S
2. We note that for peri-
odic points, the equation (1.4) is established in Proposition 6.8 for all
expanding Thurston maps, but for iterated preimages, we only obtain
(1.4) for expanding Thurston maps without periodic critical points in
Proposition 6.7.
In Section 6.5, by applying Theorem 6.2 to give a proof of Theo-
rem 1.5, we finally establish level-2 large deviation principles in the
context of expanding Thurston maps without periodic critical points
and given Ho¨lder continuous potentials.
Section 6.6 consists of the proofs of Corollary 1.6 and Corollary 1.7.
We first obtain characterizations of the measure-theoretic pressure in
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terms of the infimum of certain limits involving periodic points and
iterated preimages (Corollary 1.6). Such characterizations are then
used in the proof of the equidistribution results (Corollary 1.7).
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2. Notation
Let C be the complex plane and Ĉ be the Riemann sphere. We use
the convention that N = {1, 2, 3, . . .} and N0 = {0} ∪N. As usual, the
symbol log denotes the logarithm to the base e.
The cardinality of a set A is denoted by cardA. For x ∈ R, we define
⌊x⌋ as the greatest integer ≤ x, and ⌈x⌉ the smallest integer ≥ x.
Let g : X → Y be a function between two sets X and Y . We denote
the restriction of g to a subset Z of X by g|Z .
Let (X, d) be a metric space. For subsets A,B ⊆ X , we set d(A,B) =
inf{d(x, y) | x ∈ A, y ∈ B}, and d(A, x) = d(x,A) = d(A, {x}) for
x ∈ X . For each subset Y ⊆ X , we denote the diameter of Y by
diamd(Y ) = sup{d(x, y) | x, y ∈ Y }, the interior of Y by int Y , the
closure of Y by Y , and the characteristic function of Y by 1Y , which
maps each x ∈ Y to 1 ∈ R. For each r > 0, we define N rd (A) to be the
open r-neighborhood {y ∈ X | d(y, A) < r} of A, and N rd (A) the closed
r-neighborhood {y ∈ X | d(y, A) ≤ r} of A. For x ∈ X , we denote the
open ball of radius r centered at x by Bd(x, r).
We set C(X) to be the space of continuous functions from X to R,
by M(X) the set of finite signed Borel measures, and P(X) the set
of Borel probability measures on X . For µ ∈ M(X), we use ‖µ‖ to
denote the total variation norm of µ, supp µ the support of µ, and
〈µ, u〉 =
∫
u dµ
for each u ∈ C(S2). For a point x ∈ X , we define δx as the Dirac
measure supported on {x}. For g ∈ C(X) we set M(X, g) to be the
set of g-invariant Borel probability measures on X . If we do not specify
otherwise, we equip C(X) with the uniform norm ‖·‖∞, and equip both
M(X) and M(X, g) with the weak∗ topology.
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The space of real-valued Ho¨lder continuous functions with an ex-
ponent α ∈ (0, 1] on a compact metric space (X, d) is denoted as
C0,α(X, d). For given f : X → X and ϕ ∈ C(X), we define
(2.1) Snϕ(x) =
n−1∑
j=0
ϕ(f j(x))
and
(2.2) Wn(x) =
1
n
n−1∑
j=0
δfj(x)
for x ∈ X and n ∈ N0. Note that when n = 0, by definition we always
have S0ϕ = 0, and by convention W0 = 0.
3. Thurston maps
This section serves as a minimal review for expanding Thurston
maps. Most of the definitions and results here were discussed in [Li14,
Section 3]. The reader is encouraged to read Section 3 in [Li14] for
a quick introduction to expanding Thurston maps and the terminol-
ogy that we use in this paper. For a more thorough treatment of the
subject, we refer to [BM10].
Let S2 denote an oriented topological 2-sphere. A continuous map
f : S2 → S2 is called a branched covering map on S2 if for each point
x ∈ S2, there exists a positive integer d ∈ N, open neighborhoods U
of x and V of y = f(x), open neighborhoods U ′ and V ′ of 0 in Ĉ, and
orientation-preserving homeomorphisms ϕ : U → U ′ and η : V → V ′
such that ϕ(x) = 0, η(y) = 0, and
(η ◦ f ◦ ϕ−1)(z) = zd
for each z ∈ U ′. The positive integer d above is called the local degree
of f at x and is denoted by degf(x). The degree of f is
(3.1) deg f =
∑
x∈f−1(y)
degf(x)
for y ∈ S2 and is independent of y. If f : S2 → S2 and g : S2 → S2 are
two branched covering maps on S2, then so is f ◦ g, and
(3.2) degf◦g(x) = degg(x) degf(g(x)), for each x ∈ S
2.
A point x ∈ S2 is a critical point of f if degf(x) ≥ 2. The set of
critical points of f is denoted by crit f . A point y ∈ S2 is a postcritical
point of f if y = fn(x) for some x ∈ crit f and n ∈ N. The set of
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postcritical points of f is denoted by post f . Note that post f = post fn
for all n ∈ N.
Definition 3.1 (Thurston maps). A Thurston map is a branched cov-
ering map f : S2 → S2 on S2 with deg f ≥ 2 and card(post f) < +∞.
Let f : S2 → S2 be a Thurston map, and C ⊆ S2 be a Jordan
curve containing post f . Then the pair f and C induces natural cell
decompositions (see [Li14, Definition 3.2]) Dn(f, C) of S2, for n ∈ N0,
such that
Dn(f, C) = Xn(f, C) ∪ En(f, C) ∪V
n
(f, C)
consisting of n-cells, where the set Xn(f, C) consists of n-tiles, the
set En(f, C) consists of n-edges, and V
n
(f, C) = {{x} | x ∈ Vn(f, C)}
where the set Vn(f, C) consists of n-vertices. The interior of an n-cell
is denoted by inte(c) (see the discussion preceding Definition 3.2 in
[Li14]). The k-skeleton, for k ∈ {0, 1, 2}, of Dn(f, C) is the union of all
n-cells of dimension k in this cell decomposition.
We record Proposition 6.1 of [BM10] here in order to summarize
properties of the cell decompositions Dn(f, C) defined above.
Proposition 3.2 (M. Bonk & D. Meyer, 2010). Let k, n ∈ N0, let
f : S2 → S2 be a Thurston map, C ⊆ S2 be a Jordan curve with
post f ⊆ C, and m = card(post f).
(i) The map fk is cellular for (Dn+k(f, C),Dn(f, C)). In particular,
if c is any (n + k)-cell, then fk(c) is an n-cell, and fk|c is a
homeomorphism of c onto fk(c).
(ii) Let c be an n-cell. Then f−k(c) is equal to the union of all
(n+ k)-cells c′ with fk(c′) = c.
(iii) The 1-skeleton of Dn(f, C) is equal to f−n(C). The 0-skeleton
of Dn(f, C) is the set Vn(f, C) = f−n(post f), and we have
Vn(f, C) ⊆ Vn+k(f, C).
(iv) card(Xn(f, C)) = 2(deg f)n, card(En(f, C)) = m(deg f)n, and
card(Vn(f, C)) ≤ m(deg f)n.
(v) The n-edges are precisely the closures of the connected com-
ponents of f−n(C) \ f−n(post f). The n-tiles are precisely the
closures of the connected components of S2 \ f−n(C).
(vi) Every n-tile is an m-gon, i.e., the number of n-edges and the
number of n-vertices contained in its boundary are equal to m.
From now on, if the map f and the Jordan curve C are clear from
the context, we will sometimes omit (f, C) in the notation above.
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If we fix the cell decomposition Dn(f, C), n ∈ N0, we can define for
each v ∈ Vn the n-flower of v as
(3.3) W n(v) =
⋃
{inte(c) | c ∈ Dn, v ∈ c}.
Note that flowers are open (in the standard topology on S2). LetW
n
(v)
be the closure of W n(v). We define the set of all n-flowers by
(3.4) Wn = {W n(v) | v ∈ Vn}.
Remark 3.3. For n ∈ N0 and v ∈ Vn, we have
W
n
(v) = X1 ∪X2 ∪ · · · ∪Xm,
where m = 2degfn(v), and X1, X2, . . .Xm are all the n-tiles that con-
tains v as a vertex (see [BM10, Lemma 7.2]). Moreover, each flower
is mapped under f to another flower in such a way that is similar to
the map z 7→ zk on the complex plane. More precisely, for n ∈ N0
and v ∈ Vn+1, there exists orientation preserving homeomorphisms
ϕ : W n+1(v) → D and η : W n(f(v)) → D such that D is the unit disk
on C, ϕ(v) = 0, η(f(v)) = 0, and
(η ◦ f ◦ ϕ−1)(z) = zk
for all z ∈ D, where k = degf(v). Let W
n+1
(v) = X1 ∪X2 ∪ · · · ∪Xm
and W
n
(f(v)) = X ′1 ∪X
′
2 ∪ · · · ∪X
′
m′ , where X1, X2, . . .Xm are all the
(n + 1)-tiles that contains v as a vertex, listed counterclockwise, and
X ′1, X
′
2, . . .X
′
m′ are all the n-tiles that contains f(v) as a vertex, listed
counterclockwise, and f(X1) = X
′
1. Then m = m
′k, and f(Xi) = X
′
j
if i ≡ j (mod k), where k = degf(v). (See also Case 3 of the proof of
Lemma 5.2 in [BM10] for more details.)
Definition 3.4 (Expansion). A Thurston map f : S2 → S2 is called
expanding if there exist a metric d on S2 that induces the standard
topology on S2 and a Jordan curve C ⊆ S2 containing post f such that
lim
n→+∞
max{diamd(X) |X ∈ X
n(f, C)} = 0.
It is clear that if f : S2 → S2 is an expanding Thurston map, then
so is fn : S2 → S2, for n ∈ N.
For an expanding Thurston map f , we can fix a particular metric d on
S2 called a visual metric for f . For the existence and properties of such
metrics, see [BM10, Chapter 8]. For a fixed expanding Thurston map,
each visual metric corresponds to a unique expansion factor Λ > 1. One
major advantage of a visual metric d is that in (S2, d) we have good
quantitative control over the sizes of the cells in the cell decompositions
discussed above (see [BM10, Lemma 8.10]).
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Lemma 3.5 (M. Bonk & D. Meyer, 2010). Let f : S2 → S2 be an
expanding Thurston map, and C ⊆ S2 be a Jordan curve containing
post f . Let d be a visual metric on S2 for f with expansion factor
Λ > 1. Then there exists a constant C ≥ 1 such that for all n-edges
and all n-tiles τ with n ∈ N0, we have C−1Λ−n ≤ diamd(τ) ≤ CΛ−n.
In addition, we will need the fact that a visual metric d induces the
standard topology on S2 ([BM10, Proposition 8.9]) and the fact that
the metric space (S2, d) is linearly locally connected ([BM10, Proposi-
tion 16.3]).
A Jordan curve C ⊆ S2 is f -invariant if f(C) ⊆ C. For each f -
invariant Jordan curve C ⊆ S2 containing post f , the partition (D1,D0)
is a cellular Markov partition for f (see [Li14, Definition 3.4]). M. Bonk
and D. Meyer [BM10, Theorem 1.2] proved that there exists an fn-
invariant Jordan curve C ⊆ S2 containing post f for each sufficiently
large n depending on f . We proved a slightly stronger version of this
result in [Li13, Lemma 3.12] which we record in the following lemma.
Lemma 3.6. Let f : S2 → S2 be an expanding Thurston map, and
C˜ ⊆ S2 be a Jordan curve with post f ⊆ C˜. Then there exists an
integer N(f, C˜) ∈ N such that for each n ≥ N(f, C˜) there exists an fn-
invariant Jordan curve C isotopic to C˜ rel. post f such that no n-tile
in Dn(f, C) joins opposite sides of C.
Definition 3.7 (Joining opposite sides). Fix a Thurston map f with
card(post f) ≥ 3 and an f -invariant Jordan curve C containing post f .
A set K ⊆ S2 joins opposite sides of C if K meets two disjoint 0-
edges when card(post f) ≥ 4, or K meets all three 0-edges when
card(post f) = 3.
Note that card(post f) ≥ 3 for each expanding Thurston map f
[BM10, Corollary 6.4].
We proved in [Li13, Lemma 3.14] the following easy lemma.
Lemma 3.8. Let f : S2 → S2 be an expanding Thurston map. Then
for each p ∈ S2, the set
+∞⋃
n=1
f−n(p) is dense in S2, and
(3.5) lim
n→+∞
card(f−n(p)) = +∞.
Expanding Thurston maps are Lipschitz with respect to a visual
metric [Li14, Lemma 3.12].
Lemma 3.9. Let f : S2 → S2 be an expanding Thurston map, and d
be a visual metric on S2 for f . Then f is Lipschitz with respect to d.
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We established the following generalization of [BM10, Lemma 16.1]
in [Li14, Lemma 3.13].
Lemma 3.10. Let f : S2 → S2 be an expanding Thurston map, and
C ⊆ S2 be a Jordan curve that satisfies post f ⊆ C and fnC(C) ⊆ C
for some nC ∈ N. Let d be a visual metric on S2 for f with expansion
factor Λ > 1. Then there exists a constant C0 > 1, depending only on
f , d, C, and nC, with the following property:
If k, n ∈ N0, Xn+k ∈ Xn+k(f, C), and x, y ∈ Xn+k, then
(3.6)
1
C0
d(x, y) ≤
d(fn(x), fn(y))
Λn
≤ C0d(x, y).
4. The Assumptions
We state below the hypothesis under which we will develop our the-
ory in most parts of this paper. We will repeatedly refer to such as-
sumptions in the later sections.
The Assumptions.
(1) f : S2 → S2 is an expanding Thurston map.
(2) C ⊆ S2 is a Jordan curve containing post f with the property
that there exists nC ∈ N such that fnC(C) ⊆ C and fm(C) * C
for each m ∈ {1, 2, . . . , nC − 1}.
(3) d is a visual metric on S2 for f with expansion factor Λ > 1
and a linear local connectivity constant L ≥ 1.
(4) φ ∈ C0,α(S2, d) is a real-valued Ho¨lder continuous function with
an exponent α ∈ (0, 1].
Observe that by Lemma 3.6, for each f in (1), there exists at least
one Jordan curve C that satisfies (2). Since for a fixed f , the number
nC is uniquely determined by C in (2), in the remaining part of the
paper we will say that a quantity depends on C even if it also depends
on nC.
Recall that the expansion factor Λ of a visual metric d on S2 for f is
uniquely determined by d and f . We will say that a quantity depends
on f and d if it depends on Λ.
Note that even though the value of L is not uniquely determined by
the metric d, in the remainder of this paper, for each visual metric d
on S2 for f , we will fix a choice of linear local connectivity constant
L. We will say that a quantity depends on the visual metric d without
mentioning the dependence on L, even though if we had not fixed a
choice of L, it would have depended on L as well.
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In the discussion below, depending on the conditions we will need,
we will sometimes say “Let f , C, d, φ, α satisfy the Assumptions.”,
and sometimes say “Let f and d satisfy the Assumptions.”, etc.
5. Asymptotic h-Expansiveness
5.1. Basic concepts. We first review some concepts from dynamical
systems. We refer the reader to [PU10, Chapter 3], [Wa82, Chapter 9]
or [KH95, Chapter 20] for more detailed studies of these concepts.
Let (X, d) be a compact metric space and g : X → X a continuous
map.
A cover of X is a collection ξ = {Aj | j ∈ J} of subsets of X with
the property that
⋃
ξ = X , where J is an index set. The cover ξ is an
open cover if Aj is an open set for each j ∈ J . The cover ξ is finite if
the index set J is a finite set.
A measurable partition ξ of X is a cover ξ = {Aj | j ∈ J} of X
consisting of countably many mutually disjoint Borel sets Aj , j ∈ J ,
where J is a countable index set.
Let ξ = {Aj | j ∈ J} and η = {Bk | k ∈ K} be two covers of X , where
J and K are the corresponding index sets. We say ξ is a refinement
of η if for each Aj ∈ ξ, there exists Bk ∈ η such that Aj ⊆ Bk. The
common refinement ξ ∨ η of ξ and η defined as
ξ ∨ η = {Aj ∩ Bk | j ∈ J, k ∈ K}
is also a cover. Note that if ξ and η are both open covers (resp., mea-
surable partitions), then ξ∨η is also an open cover (resp., a measurable
partition). Define g−1(ξ) = {g−1(Aj) | j ∈ J}, and denote for n ∈ N,
ξng =
n−1∨
j=0
g−j(ξ) = ξ ∨ g−1(ξ) ∨ · · · ∨ g−(n−1)(ξ).
We adopt the following definition from [Do11, Remark 6.1.7].
Definition 5.1 (Refining sequences of open covers). A sequence of
open covers {ξi}i∈N0 of a compact metric space X is a refining sequence
of open covers of X if the following conditions are satisfied
(i) ξi+1 is a refinement of ξi for each i ∈ N0.
(ii) For each open cover η of X , there exists j ∈ N such that ξi is a
refinement of η for each i ≥ j.
By the Lebesgue Number Lemma ([Mu00, Lemma 27.5]), it is clear
that for a compact metric space, refining sequences of open covers
always exist.
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The topological tail entropy was first introduced by M. Misiurewicz
under the name “topological conditional entropy” [Mi73, Mi76]. We
adopt the terminology in [Do11] (see [Do11, Remark 6.3.18]).
Definition 5.2 (Topological conditional entropy and topological tail
entropy). Let (X, d) be a compact metric space and g : X → X a
continuous map. The topological conditional entropy h(g|λ) of g given
λ, for some open cover λ, is
(5.1) h(g|λ) = lim
l→+∞
lim
n→+∞
1
n
H
(
n−1∨
i=0
g−i (ξl)
∣∣∣∣∣
n−1∨
j=0
g−j (λ)
)
,
where {ξl}l∈N0 is an arbitrary refining sequence of open covers, and for
each pair of open covers ξ and η,
(5.2) H(ξ|η) = log
(
max
A∈η
{
min
{
card ξA
∣∣∣ ξA ⊆ ξ, A ⊆⋃ ξA}})
is the logarithm of the minimal number of sets from ξ sufficient to cover
any set in η.
The topological tail entropy h∗(g) of g is defined by
(5.3) h∗(g) = lim
m→+∞
lim
l→+∞
lim
n→+∞
1
n
H
(
n−1∨
i=0
g−i (ξl)
∣∣∣∣∣
n−1∨
j=0
g−j (ηm)
)
,
where {ξl}l∈N0 and {ηm}m∈N0 are two arbitrary refining sequences of
open covers, and H is as defined in (5.2).
Remark. The topological entropy of g (see Section 6.1) is htop(g) =
h(g|{X}), where {X} is the open cover of X consisting of only one
open set X . See for example, [Do11, Section 6.1].
The limits in (5.1) and (5.3) always exist, and both h(g|λ) and h∗(g)
are independent of the choices of refining sequences of open covers
{ξl}l∈N0 and {ηm}m∈N0 , see [Do11, Section 6.3], especially the comments
after [Do11, Definition 6.3.14].
The topological tail entropy h∗ is also well-behaved under iterations,
as it satisfies
(5.4) h∗(gn) = nh∗(g)
for each n ∈ N and each continuous map g : X → X on a compact
metric space X ([Mi76, Proposition 3.1]).
The concept of h-expansiveness was introduced by R. Bowen in
[Bow72]. We adopt the formulation in [Mi76] (see also [Do11]).
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Definition 5.3 (h-expansiveness). A continuous map g : X → X on
a compact metric space X is called h-expansive if there exists a finite
open cover λ of X such that h(g|λ) = 0.
A weaker property was then introduced by M. Misiurewicz in [Mi73]
(see also [Mi76, Do11]).
Definition 5.4 (Asymptotic h-expansiveness). We say that a contin-
uous map g : X → X on a compact metric space X is asymptotically
h-expansive if h∗(g) = 0.
5.2. Technical lemmas. Now we go back to the dynamical system
(S2, f) where f is an expanding Thurston map.
We need the following four lemmas for the proof of the asymptotic
h-expansiveness of expanding Thurston maps with no periodic critical
points.
Lemma 5.5 (Uniform local injectivity away from the critical points).
Let f , d satisfies the Assumptions. Then there exists a number δ0 ∈
(0, 1] and a function τ : (0, δ0]→ (0,+∞) with the following properties:
(i) lim
δ→0
τ(δ) = 0.
(ii) For each δ ≤ δ0, the map f restricted to any open ball of radius
δ centered outside the τ(δ)-neighborhood of crit f is injective,
i.e., f |Bd(x,δ) is injective for each x ∈ S
2 \N
τ(δ)
d (crit f).
This lemma is straightforward to verify, but for the sake of complete-
ness, we include the proof here.
Proof. We first define a function r : S2 \ crit f → (0,+∞) in the fol-
lowing way
r(x) = sup{R > 0 | f |Bd(x,R) is injective},
for x ∈ S2 \ crit f . Note that r(x) ≤ d(x, crit f) < +∞ for each
x ∈ S2 \ crit f . We also observe that the supremum is attained, since
otherwise, suppose f(y) = f(z) for some y, z ∈ B(x, r(x)), then f
is not injective on the ball B(x,R0) containing y and z with R0 =
1
2
(r(x) + max{d(x, y), d(x, z)}) < r(x), a contradiction.
We claim that r is continuous.
Indeed, let {xi}i∈N be a sequence of points in S
2 and x ∈ S2 with
the property that lim
i→+∞
xi = x. For each i ∈ N, if r(xi)− d(xi, x) > 0,
then B(x, r(xi) − d(xi, x)) ⊆ B(xi, r(xi)). So r(x) ≥ r(xi) − d(xi, x).
Thus
r(x) ≥ lim sup
i→+∞
(r(xi)− d(xi, x)) = lim sup
i→+∞
r(xi).
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On the other hand, for each i ∈ N, if r(xi) − d(xi, x) > 0, then
B(xi, r(x)− d(xi, x)) ⊆ B(x, r(x)). So r(xi) ≥ r(x)− d(xi, x). Thus
lim inf
i→+∞
r(xi) ≥ lim inf
i→+∞
(r(x)− d(xi, x)) = r(x).
Hence r(x) = lim
i→+∞
r(xi). So r is continuous and the claim is proved.
Next, we fix a sufficiently small number t0 > 0 with S
2\N t0d (crit f) 6=
∅. We define a function σ : (0, t0]→ (0,+∞) by setting
σ(t) = inf{r(x) | x ∈ S2 \N td(crit f)}
for t ∈ (0, t0]. We observe that σ is continuous and non-decreasing.
Since r(x) ≤ d(x, crit f) for each x ∈ S2 \ crit f , we can conclude that
lim
t→0
σ(t) = 0. By the definition of σ, we get that f |Bd(x,σ(t)) is injective,
for t ∈ (0, t0] and x ∈ S
2 \N td(crit f).
Finally, we construct τ : (0, δ0]→ (0,+∞), where δ0 = min{1, σ(t0)}
by setting
(5.5) τ(δ) = inf{t ∈ (0, t0] | σ(t) ≥ δ}
for each δ ∈ (0, δ0]. We note that lim
δ→0
τ(δ) = 0.
For δ ∈ (0, δ0] and t ∈ (τ(δ), t0], we have σ(t) ≥ δ by (5.5) and the
fact that σ is non-decreasing. Since σ is continuous on (0, t0], we get
σ(τ(δ)) ≥ δ. For each x ∈ S2\N τ(δ)d (crit f), we know from the definition
of σ that f |Bd(x,σ(τ(δ))) is injective. Therefore f |Bd(x,δ) is injective. 
Lemma 5.6. Let f and C satisfy the Assumptions. Fix m,n ∈ N0 with
m < n. If f(C) ⊆ C and no 1-tile in X1(f, C) joins opposite sides of C,
then the following statements hold:
(i) For each n-vertex v ∈ Vn(f, C) and eachm-vertex w ∈ Vm(f, C),
if v /∈ W
m
(w), then Wm(w) ∩W n(v) = ∅.
(ii) For each n-tile Xn ∈ Xn(f, C), there exists an m-vertex vm ∈
Vm(f, C) such that Xn ⊆Wm(vm).
(iii) For each pair of distinct m-vertices p, q ∈ Vm(f, C), W
n+1
(p)∩
W
n+1
(q) = ∅.
Recall thatW n is defined in (3.3) andW
n
(p) is the closure ofW n(p).
Note that a flower is an open set (see [BM10, Lemma 7.2]) and by
definition a tile is a closed set.
Proof. We first observe that in order to prove any of the statements in
the lemma, it suffices to assume n = m+1. So we will assume, without
loss of generality, that n = m+ 1.
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(i) Since v /∈ W
m
(w), by (3.3) we get that v /∈ c for each m-cell
c ∈ Dm with w ∈ c. Since f(C) = C, for each n-cell c′ ∈ Dn and each
m-cell c ∈ Dm, if c ∩ inte(c′) 6= ∅, then c′ ⊆ c (see Lemma 4.3 and the
proof of Lemma 4.7 in [BM10]). Thus c ∩ inte(c′) = ∅ for c ∈ Dm and
c′ ∈ Dn with w ∈ c and v ∈ c′. So Wm(w) ∩W n(v) = ∅ by (3.3).
(ii) Let Xm ∈ Xm be the unique m-tile with Xn ⊆ Xm. Depending
on the location of Xn in Xm, it suffices to prove statement (ii) in the
following cases:
(1) Assume that Xn ⊆ inte(Xm). Then Xn ⊆ Wm(vm) for any
vm ∈ Xm ∩Vm.
(2) Assume that ∅ 6= Xn ∩ e ⊆ inte(e) for some m-edge e ∈ Em
with e ⊆ Xm. Then since no 1-tile joins opposite sides of C, by
Proposition 3.2(i), either Xn ∩ ∂Xm ⊆ inte(e) or there exists
e′ ∈ Em such that Xn∩∂Xm ⊆ inte(e)∪inte(e′) and e∩e′ = {v}
for some v ∈ Vm. In the former case, choose any vm ∈ e∩Vm;
and in the latter case, let vm = v. Then Xn ⊆Wm(vm).
(3) Assume Xn ∩Vm 6= ∅. Since no 1-tile joins opposite sides of C,
by Proposition 3.2(i), there exists somem-vertex vm ∈ Vm such
that Xn ∩Vm = {vm}. Let e, e′ ∈ Em be the two m-edges that
satisfy e∪e′ ⊆ Xm and e∩e′ = {vm}. Then by Proposition 3.2(i)
and the assumption that no 1-tile joins opposite sides of C, we
get that Xn ∩ ∂Xm ⊆ {vm} ∪ inte(e) ∪ inte(e′). Thus Xn ⊆
Wm(vm).
(iii) We observe that since no 1-tile in X1 joins opposite sides of C
and f(C) ⊆ C, by Proposition 3.2(i), each (k+1)-tile Xk+1 contains at
most one k-vertex, for k ∈ N0.
Let p, q ∈ Vm be distinct. Then by Remark 3.3 and the observation
above, we know q /∈ W
n
(p). So by part (i), we get W n(p)∩W n+1(q) =
∅. Since flowers are open sets, we have W n(p) ∩ W
n+1
(q) = ∅. It
suffices to prove that W
n+1
(p) ⊆W n(p). Indeed this inclusion is true;
for otherwise, there exists an (n+1)-tile Xn+1 ⊆W
n+1
(p) and a point
x ∈ W
n
(p) \W n(p) such that {x, p} ⊆ Xn+1. By (3.3) and applying
Proposition 3.2(i), we get a contradiction to the assumption that no
1-tile in X1 joins opposite sides of C. 
Let f : S2 → S2 be an expanding Thurston map, and C ⊆ S2 a
Jordan curve containing post f such that f(C) ⊆ C. We denote, for
24 ZHIQIANG LI
m ∈ N0, n ∈ N, q ∈ S2, and qi ∈ Vm(f, C) for i ∈ {0, 1, . . . , n− 1},
Em(q0, q1, . . . , qn−1; q)
=
{
x ∈ f−n(q)
∣∣ f i(x) ∈ Wm(qi), i ∈ {0, 1, . . . , n− 1}}(5.6)
=f−n(q) ∩
( n−1⋂
i=0
f−i
(
W
m
(qi)
))
,
where W
m
(qi) is the closure of the m-flower W
m(qi) as defined in Sec-
tion 3.
Lemma 5.7. Let f : S2 → S2 be an expanding Thurston map, and
C ⊆ S2 a Jordan curve containing post f such that f(C) ⊆ C. Then
(5.7)
n⋂
i=0
f−i(Wm(pi)) ⊆
⋃
x∈Em(p0,p1,...,pn−1;pn)
Wm+n(x),
for m ∈ N0, n ∈ N, and pi ∈ Vm(f, C) for i ∈ {0, 1, . . . , n}. Here Em
is defined in (5.6).
Proof. We prove the lemma by induction on n ∈ N.
For n = 1, we know that for all p0, p1 ∈ V
m(f, C),
Wm(p0) ∩ f
−1(Wm(p1)) ⊆
⋃{
Wm+1(x)
∣∣ x ∈ f−1(p1), x ∈ Wm(p0)}
=
⋃
x∈Em(p0;p1)
Wm+1(x)
by (5.6) and the fact thatWm+1(x)∩Wm(p0) = ∅ if both x ∈ V
m+1(f, C)
and x /∈ W
m
(p0) are satisfied (see Lemma 5.6(i)).
We now assume that the lemma holds for n = l for some l ∈ N.
We fix a point pi ∈ V
m(f, C) for each i ∈ {0, 1, . . . , l, l + 1}. Then
l+1⋂
i=0
f−i(Wm(pi)) = W
m(p0) ∩ f
−1
( l+1⋂
i=1
f−(i−1)(Wm(pi))
)
.
By induction hypothesis, the right-hand side of the above equation is
a subset of
Wm(p0) ∩ f
−1
( ⋃
x∈Em(p1,p2,...,pl;pl+1)
Wm+l(x)
)
=
⋃
x∈Em(p1,p2,...,pl;pl+1)
(
Wm(p0) ∩ f
−1
(
Wm+l(x)
))
⊆
⋃
x∈Em(p1,p2,...,pl;pl+1)
(⋃{
Wm+l+1(y) | y ∈ f−1(x), y ∈ W
m
(p0)
})
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=
⋃
x∈Em(p1,p2,...,pl;pl+1)
⋃
y∈Em(p0;x)
Wm+l+1(y),
where the last two lines is due to (5.6) and the fact that Wm+l+1(y) ∩
Wm(p0) = ∅ if both y ∈ V
m+l+1(f, C) and y /∈ W
m
(p0) are satisfied
(see Lemma 5.6(i)).
We claim that⋃
x∈Em(p1,p2,...,pl;pl+1)
Em(p0; x) = Em(p0, p1, . . . , pl; pl+1).
Assuming the claim, we then get
l+1⋂
i=0
f−i(Wm(pi)) ⊆
⋃
x∈Em(p0,p1,...,pl;pl+1)
Wm+l+1(y).
Thus it suffices to prove the claim now. Indeed, by (5.6),⋃
x∈Em(p1,p2,...,pl;pl+1)
Em(p0; x)
=
{
y ∈ f−1(x)
∣∣∣∣ y ∈ Wm(p0), x ∈ f−l(pl+1) ∩ ( l⋂
i=1
f−i+1
(
W
m
(pi)
))}
=
{
y ∈ f−l−1(pl+1)
∣∣∣∣ y ∈ Wm(p0), f(y) ∈ l⋂
i=1
f−i+1
(
W
m
(pi)
)}
=Em(p0, p1, . . . , pl; pl+1).
The induction step is now complete. 
We now review the notions of a simple directed graph and of a finite
rooted tree that will be used in the proof of Theorem 5.9. Since the
only purpose of such notions is to make the statements and proofs
precise, and we will not use any nontrivial facts from graph theory, we
adopt here a simplified approach to define relevant concepts as quickly
as possible (compare [BJG09]).
A simple directed graph G = (V(G), E(G)) is made up from a set of
vertices V(G) and a set of directed edges
E(G) ⊆ V(G)× V(G) \ {(v, v) | v ∈ V(G)}.
A simple directed graph G is finite if cardV(G) < +∞. Two vertices
v, w ∈ V(G) are connected by a directed edge (v, w) if (v, w) ∈ E(G). If
e = (v, w) ∈ E(G), then we call v the initial vertex of e, denoted by
i(e), and w the terminal vertex of e, denoted by t(e). The indegree of
a vertex v ∈ V(G) is d−(v) = card{w ∈ V(G) | (w, v) ∈ E(G)}, and the
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outdegree of v is d+(v) = card{w ∈ V(G) | (v, w) ∈ E(G)}. A path from
a vertex v ∈ V(G) to a vertex w ∈ V(G) is a finite sequence of vertices
v = v0, v1, v2, . . . , vn−1, vn = w such that (vi, vi+1) ∈ E(G) for each
i ∈ {0, 1, . . . , n−1}. The length of such a path is n. The distance from
v to w is the minimal length of all paths from v to w. By convention,
the distance from v to v is 0, and if there is no path from v to w for
v 6= w, then the distance from v to w is ∞. If the distance of v to w is
n ∈ N0, then we say that w is at a distance n from v.
A finite simple directed graph T is a a finite rooted tree if there exists
a vertex r ∈ V(T ) such that for each vertex v ∈ V(T )\{r} there exists
a unique path from r to v. We call such a simple directed graph a finite
rooted tree with root r, and r the root of T . Note that a finite rooted
tree has a unique root. A vertex v of a finite rooted tree T is called a
leaf (of T ) if d+(v) = 0. If (v, w) ∈ E(T ), then w is said to be a child
of v.
Lemma 5.8 (A bound for the number of leaves). Let T be a finite
rooted tree with root r whose leaves are all at the same distance from r.
Assume that there exist constants c, k ∈ N with the following properties:
(i) d+(x) ≤ c for each vertex x ∈ V(T ),
(ii) for each leaf v, the number of vertices w with d+(w) ≥ 2 in the
path from r to v is at most k.
Then then number of leaves of T is at most ck.
Proof. Let N ∈ N0 be the distance from r to any leaf of T . For each
n ∈ N0, we define Vn as the set of vertices of T at distance n from r.
It is clear that a vertex v ∈ V(T ) is a leaf of T if and only if v ∈ VN .
We can recursively construct a function h : V(T ) → L by setting
h(r) = 1, and for each v ∈ V(T ), defining h(v) = h(w)
d+(w)
, where w ∈
V(T ) is the unique vertex with (w, v) ∈ E(T ). See Figure 5.1.
By the two properties in the hypothesis, we have h(v) ≥ c−k for each
leaf v ∈ V(T ) of T . On the other hand, it is easy to see from induction
that
∑
w∈Vn
h(w) = 1 for each n ∈ {0, 1, . . . , N}. In particular, we have∑
w∈VN
h(w) = 1. Thus cardVN ≤ c
k. Therefore, the number of leaves of
T is at most ck. 
5.3. Proof of Theorem 1.1. We split Theorem 1.1 into three parts
and prove each one separately here.
Theorem 5.9. An expanding Thurston map f : S2 → S2 with no pe-
riodic critical points is asymptotically h-expansive.
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Figure 5.1. The function h for a finite rooted tree.
Proof. We need to show h∗(f) = 0. By (5.4), it suffices to prove that
f i is asymptotically h-expansive for some i ∈ N. Note that by (3.2),
f i has no periodic critical points for each i ∈ N if f does not. Thus by
Lemma 3.6, we can assume, without loss of generality, that there exists
a Jordan curve C ⊆ S2 containing post f such that f(C) ⊆ C, and no
1-tile joins opposite sides of C. We consider the cell decompositions of
S2 induced by f and C in this proof.
Recall thatWi defined in (3.4) denotes the set of all i-flowers W i(p),
p ∈ Vi, for each i ∈ N0.
Since f is expanding, it is easy to see from Lemma 3.5, Proposi-
tion 3.2, and the Lebesgue Number Lemma ([Mu00, Lemma 27.5])
that {Wi}i∈N0 forms a refining sequence of open covers of S
2 (see Def-
inition 5.1). Thus it suffices to prove that
h∗(f) =(5.8)
lim
m→+∞
lim
l→+∞
lim
n→+∞
1
n
H
(
n−1∨
i=0
f−i
(
Wl
) ∣∣∣∣∣
n−1∨
j=0
f−j (Wm)
)
= 0.
See (5.2) for the definition of H .
We now fix arbitrary n,m, l ∈ N that satisfy m+ n > l > m.
The plan for the proof is the following. We will first obtain an
upper bound for the number of (m + n − 1)-flowers needed to cover
each element A in the cover
n−1∨
j=0
f−j (Wm) of S2. By Lemma 5.7, it
suffices to find an upper bound for cardEm(p0, p1, . . . , pn−2; pn−1) for
p0, p1, . . . , pn−1 ∈ V
m. We identify Em(p0, p1, . . . , pn−2; pn−1) with the
set of leaves of a certain rooted tree. By Lemma 5.8, we will only
need to bound the number of vertices with more than one child in
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each path connecting the root with some leave. This can be achieved
after one observes that for an expanding Thurston map with no peri-
odic critical points, the frequency for an orbit getting near the set of
critical points is bounded from above. After this main step, we will
then find an upper bound for the number of (l + n)-tiles needed to
cover A. By observing that each (l + n)-tile is a subset of some ele-
ment in
n−1∨
j=0
f−j
(
Wl
)
, we will finally obtain a suitable upper bound for
H
(
n−1∨
i=0
f−i
(
Wl
) ∣∣∣∣∣ n−1∨j=0 f−j (Wm)
)
which leads to (5.8).
Let A ∈
n−1∨
j=0
f−j(Wm), say
(5.9) A =
n−1⋂
i=0
f−i(Wm(pi))
where p0, p1, . . . , pn−1 ∈ V
m. By Lemma 5.7,
(5.10) A ⊆
⋃
x∈Em(p0,p1,...,pn−2;pn−1)
Wm+n−1(x),
where Em is defined in (5.6).
We can construct a rooted tree T from Em(p0, p1, . . . , pn−2; pn−1) as
a simple directed graph. The set V(T ) of vertices of T is
V(T ) =
n−1⋃
i=0
{
(f i(x), n−1−i) ∈ S2×N0
∣∣ x ∈ Em(p0, p1, . . . , pn−2; pn−1)}.
Two vertices (x, i), (y, j) ∈ V(T ) are connected by a directed edge
((x, i), (y, j)) ∈ E(V) if and only if f(y) = x and j = i + 1. Clearly
the simple directed graph T constructed this way is a finite rooted tree
with root (pn−1, 0) ∈ V(T ).
Observe that if a vertex (x, i) ∈ V(T ) is a leaf of T , then x ∈
f−n+1(pn−1) and i = n− 1.
For each (x, i) ∈ V(T ), we write c(x, i) = d+((x, i)), i.e.,
(5.11) c(x, i) = card{(y, i+ 1) ∈ V(T ) | f(y) = x}.
We make the convention that for each x ∈ S2 and each i ∈ Z, if
(x, i) /∈ V(T ), then c(x, i) = −1. See Figure 5.2 for an example of T .
Recall that by (5.6),
Em(p0, p1, . . . , pn−2; pn−1)
=
{
y ∈ f−n+1(pn−1)
∣∣ f i(y) ∈ Wm(pi), i ∈ {0, 1, . . . , n− 2}}.
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(pn−1, 0)
(v, 3)
Figure 5.2. An example of T with n = 5 and c(v, 3) = 4.
So if (x, i) ∈ V(T ), then c(x, i) is at most the number of distinct
preimages of x under f contained in W
m
(pi+1). Thus
(5.12) 0 ≤ c(x, i) ≤ deg f for (x, i) ∈ V(T ).
Fix a visual metric d on S2 for f with expansion factor Λ > 1.
The map f is Lipschitz with respect to d (see Lemma 3.9). Then
there exists a constant K ≥ 1 depending only on f and d such that
d(f(x), f(y)) ≤ Kd(x, y) for x, y ∈ S2. We may assume that K ≥ 2.
Define
Nc = max{min{i ∈ N | f
j(x) /∈ crit f if j ≥ i} | x ∈ crit f}.
The maximum is taken over a finite set of integers since f has no
periodic critical points. So Nc ∈ N. Note that by definition, if x ∈
crit f , then f i(x) ∈ post f \ crit f for each i ≥ Nc. Denote the shortest
distance between a critical point and the set post f \ crit f by
Dc = min{d(x, y) | x ∈ post f \ crit f, y ∈ crit f}.
Then Dc ∈ (0,+∞) since both post f \ crit f and crit f are nonempty
finite sets.
We now proceed to find an upper bound for
card
{
i ∈ {0, 1, . . . , n− 1}
∣∣ c(f i(z), n− 1− i) ≥ 2}
for each (z, n − 1) ∈ V(T ), uniform in (z, n − 1). Recall that z ∈
f−n+1(pn−1) for each (z, n− 1) ∈ V(T ). We fix such a point z.
In order to find an upper bound, we first define, for each i ∈ N
sufficiently large,
(5.13) Mi =
⌊
logK
(
Dc − τ(3CΛ
−i)
τ(3CΛ−i)
)⌋
− 2,
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pn−1 W
m
(pn−1)
W
m
(pn−2)
W
m
(pn−3)
W
m
(pk)
W
m
(pk−1)
W
m
(p1)
W
m
(p0)
fn−3(z)
fk(z)
fk−1(z)
z
∗3
∗2
∗1 <r
<r
<r
Figure 5.3. ∗1, ∗2, ∗3 ∈ crit f , r = τ(3CΛ
−m), and
c(fk(z), n− 1− i) = 2.
where the function τ is from Lemma 5.5, and C ≥ 1 is a constant de-
pending only on f , C, and d from Lemma 3.5. Note that τ(3CΛ−i) −→
0 as i −→ +∞ (Lemma 5.5), thus Mi is well-defined for i sufficiently
large, and
(5.14) lim
i→+∞
Mi = +∞.
We assume that m is sufficiently large such that the following con-
ditions are both satisfied:
(i) m > logΛ
(
3C
δ0
)
,
(ii) Mm > Nc,
where δ0 ∈ (0, 1] is a constant that depends only on f and d from
Lemma 5.5. Note that by Lemma 3.5, each m-flower is of diameter at
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most 2CΛ−m. Thus condition (i) implies that for each v ∈ Vm, each
pair of points x, y ∈ W
m
(v) satisfy d(x, y) < 3CΛ−m < δ0.
Fix k ∈ {0, 1, . . . , n− 1} with c
(
fk(z), n− 1− k
)
≥ 2. Then k 6= 0
and the number of distinct points in W
m
(pk−1) that are mapped to
fk(z) under f is at least c
(
fk(z), n− 1− k
)
≥ 2. Thus f is not injec-
tive onW
m
(pk−1). See Figure 5.3. By Lemma 3.5, diamd
(
W
m
(pk−1)
)
≤
2CΛ−m. Since fk−1(z) ∈ W
m
(pk−1), the map f is not injective on
Bd
(
fk−1(z), 3CΛ−m
)
. Then since 3CΛ−m < δ0, by Lemma 5.5,
d
(
fk−1(z), crit f
)
< τ
(
3CΛ−m
)
.
Choose w ∈ crit f that satisfies d
(
fk−1(z), w
)
< τ (3CΛ−m) . Then for
each j ∈ N0,
(5.15) d
(
fk+j−1(z), f j(w)
)
< Kjτ
(
3CΛ−m
)
.
We will show that in the sequence fk(z), fk+1(z), . . . , fk+Mm(z), the
number of terms fk+j(z), 0 ≤ j ≤Mm, for which the vertex(
fk+j(z), n− 1− k − j
)
∈ V(T )
has at least two children is bounded above by Nc, i.e.,
(5.16)
card
{
j ∈ {0, 1, . . . ,Mm}
∣∣ c (fk+j(z), n− 1− k − j) ≥ 2} ≤ Nc.
Note that Mm is defined in (5.13). Here we use the convention that for
each x ∈ S2 and each i ∈ Z, if (x, i) /∈ V(T ), then c(x, i) = −1.
Indeed, for each j ∈ {Nc, Nc + 1, . . . ,min{Mm, n− 1− k}}, we have
f j(w) ∈ post f \ crit f . Note that here Mm > Nc by condition (ii) on
m. Thus by (5.15) and (5.13),
d
(
fk+j−1(z), crit f
)
≥ d
(
crit f, f j(w)
)
− d
(
f j(w), fk+j−1(z)
)
≥ Dc −K
jτ(3CΛ−m)
≥ Dc −K
Mmτ(3CΛ−m)
≥ Dc −
(
Dc − τ(3CΛ
−m)
τ(3CΛ−m)
)
τ(3CΛ−m)
= τ(3CΛ−m).
Hence by Lemma 5.5, the restriction of f to Bd
(
fk+j−1(z), 3CΛ−m
)
is injective. Note that fk+j−1(z) ∈ W
m
(pk+j−1), and by Lemma 3.5,
diamd
(
W
m
(pk+j−1)
)
≤ 2CΛ−m. So f is injective onW
m
(pk+j−1). Thus
c
(
fk+j(z), n− 1− k − j
)
= 1
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for each j ∈ {Nc, Nc + 1, . . . ,min{Mm, n− 1− k}}. Hence
c
(
fk+j(z), n− 1− i− j
)
∈ {1,−1}
for each j ∈ {Nc, Nc + 1, . . . ,Mm}. Then (5.16) holds.
Thus we get that
(5.17) card
{
i ∈ {0, 1, . . . , n−1}
∣∣ c(f i(z), n−1−i) ≥ 2} ≤ Nc⌈ n
Mm
⌉
for each (z, n− 1) ∈ V(T ).
Hence by (5.17), (5.12), and Lemma 5.8, we can conclude that the
number of leaves of T is at most (deg f)Nc(
n
Mm
+1), or equivalently,
(5.18) cardEm(p0, p1, . . . , pn−2; pn−1) ≤ (deg f)
Nc( nMm+1).
We have obtained an upper bound for the number of (m + n − 1)-
flowers needed to cover A. Next, we will find an upper bound for the
number of (m+ n− 1)-tiles, and consequently, an upper bound for the
number of (l + n)-tiles, needed to cover A.
Denote the maximum number of i-tiles contained in the closure of
any i-flower, over all i ∈ N0, by Wf , i.e.,
Wf = sup
{
card
{
X i ∈ Xi
∣∣X i ⊆ W j(v)} ∣∣ j ∈ N0, v ∈ Vj}.
Observe that Wf = sup{2 degf i(v) | i ∈ N0, v ∈ V
i}. Since f has no
periodic critical points, it follows from [BM10, Lemma 17.1] that Wf
is a finite number that only depends on f .
Thus we can cover A in (5.9) by a collection of (m + n − 1)-tiles of
cardinality at most Wf(deg f)
Nc( nMm+1).
On the other hand, we claim that each (l + n)-tile X l+n ∈ Xl+n
is a subset of at least one element in the open cover
n−1∨
i=0
f−i(Wl) of
S2. To prove the claim, we first fix an (l + n)-tile X l+n ∈ Xl+n. By
Proposition 3.2(ii) and Lemma 5.6(ii), for each i ∈ {0, 1, . . . , n − 1},
there exists an l-vertex vi ∈ V
l such that f i
(
X l+n
)
⊆W l(vi). Thus
X l+n ⊆
n−1⋂
i=0
f−i
(
W l(vi)
)
.
The proof for the claim is complete.
Note that for each (m+n−1)-tile Xm+n−1 ∈ Xm+n−1, the collection{
X l+n ∈ Xl+n
∣∣X l+n ⊆ Xm+n−1}
forms a cover of Xm+n−1, and has cardinality at most (2 deg f)l−m+1,
which follows immediately from Proposition 3.2.
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Hence, we get that for each element A of
n−1∨
j=0
f−j(Wm), we can find a
cover of A consisting of elements of
n−1∨
i=0
f−i(Wl) in such a way that the
cardinality of the cover is at most (2 deg f)l−m+1Wf(deg f)
Nc( nMm+1).
We conclude that
h∗(f) = lim
m→+∞
lim
l→+∞
lim
n→+∞
1
n
log
(
(2 deg f)l−m+1Wf (deg f)
Nc( nMm+1)
)
= lim
m→+∞
lim
l→+∞
lim
n→+∞
1
n
Nc
(
n
Mm
+ 1
)
log(deg f)
= lim
m→+∞
Nc log(deg f)
Mm
= 0.
The last equality follows from (5.14). 
Recall that a point x ∈ S2 is a periodic point of f : S2 → S2 with
period n if fn(x) = x and f i(x) 6= x for each i ∈ {1, 2, . . . , n− 1}.
Theorem 5.10. An expanding Thurston map f : S2 → S2 with at least
one periodic critical point is not asymptotically h-expansive.
Proof. We need to show h∗(f) > 0. By (5.4), it suffices to prove that f i
is not asymptotically h-expansive for some i ∈ N. Note that by (3.2),
if a point x ∈ S2 is a periodic critical point of f i for some i ∈ N, then
it is a periodic point of f and there exists j ∈ N0 such that f j(x) is a
periodic critical point of f . Thus each periodic critical point of f τ is
a fixed point of f τ if τ ∈ N is a common multiple of the periods of all
the periodic critical points of f . Hence by Lemma 3.6, we can assume,
without loss of generality, that there exists a Jordan curve C ⊆ S2
containing post f such that f(C) ⊆ C, and no 1-tile joins opposite sides
of C, and each periodic critical point of f is a fixed point of f .
Let p be a critical point of f that is fixed by f .
In addition, we can assume, without loss of generality, that f−1(p) \
C 6= ∅. Indeed, by Lemma 3.8, there exists j ∈ N such that f−j(p)\C 6=
∅. We replace f by f j, and observe that by (3.2) and the fact that
each periodic critical point of f is a fixed point of f , the set of periodic
critical points of f and that of f j coincide. Note that for the new map
and its invariant curve C, no 1-tile joins opposite sides of C, and each
periodic critical point is a fixed point.
From now on, we consider the cell decompositions of S2 induced by
f and C in this proof.
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Recall that for i ∈ N0, we denote by Wi as in (3.4) the set of all
i-flowers W i(p) where p ∈ Vi.
Since f is expanding, it is easy to see from Lemma 3.5, Proposi-
tion 3.2, and the Lebesgue Number Lemma ([Mu00, Lemma 27.5])
that {Wi}i∈N0 forms a refining sequence of open covers of S
2 (see Def-
inition 5.1). Thus it suffices to prove that
h∗(f) = lim
m→+∞
lim
l→+∞
lim
n→+∞
1
n
H
(
n−1∨
i=0
f−i
(
Wl
) ∣∣∣∣∣
n−1∨
j=0
f−j (Wm)
)
> 0.
See (5.2) for the definition of H .
Our plan is to construct a sequence {vi}i∈N ofm-vertices such that for
each n ∈ N, the number of elements in
n−1∨
i=0
f−i
(
Wl
)
needed to cover
Bn =
n−1⋂
j=0
f−j(Wm(vn−j)) can be bounded from below in such a way
that h∗(f) > 0 follows immediately. More precisely, we observe that
the more connected components Bn has, the harder to cover Bn. So
we will choose {vi}i∈N as a periodic sequence of m-vertices shadowing
an infinite backward pseudo-orbit under iterations of f in such a way
that each period of {vi}i∈N begins with a backward orbit starting at
p and approaching p as the index i increases, and then ends with a
constant sequence staying at p. By a recursive construction, we keep
track of each Bn by a finite subset Vn ⊆ Bn with the property that
card(A∩ Vn) ≤ 1 for each A ∈
n−1∨
i=0
f−i
(
Wl
)
. A quantitative control of
the size of Vn leads to the conclusion that h
∗(f) > 0. The fact that the
constant part of each period of {vi}i∈N can be made arbitrarily long is
essential here and is not true if f has no periodic critical points.
For this we fix m, l ∈ N with l > m+ 100.
Let k = degf(p). Then k > 1.
Define q0 = p and choose q1 ∈ f
−1(p) \ C. Then q1 is necessarily a
1-vertex, but not a 0-vertex, i.e., q1 ∈ V
1 \V0. Since q1 /∈ C, we have
q1 ∈ W
0(p). By (3.3), the only 2-vertex contained in W 2(p) is p. So
q1 ∈ W
0(p) \W 2(p). Since f (W i(p)) = W i−1(p) for each i ∈ N (see
Remark 3.3), we can recursively choose qj ∈ V
j for j ∈ {2, 3, . . . , m}
such that
(i) f(qj) = qj−1,
(ii) qj ∈ W
j−1(p) \W j+1(p).
We define a singleton set Qj = {qj}.
We set q1m = qm.
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Next, we choose recursively, for each j ∈ {m + 1, m+ 2, . . . , l − 2},
a set Qj with cardQj = k
j−m consisting of distinct points qij ∈ V
j,
i ∈ {1, 2, . . . , kj−m}, such that
(i) f(Qj) = Qj−1,
(ii) Qj ⊆W
j−1(p) \W j+1(p).
Note by Remark 3.3, it is clear that these two properties uniquely
determines Qj from Qj−1.
Finally, we construct recursively, for j ∈ {l − 1, l, l + 1}, a set Qj
with cardQj = k
l−2−m consisting of distinct points qij ∈ V
j, i ∈{
1, 2, . . . , kl−2−m
}
, such that
(i) f(qij) = q
i
j−1,
(ii) Qj ⊆W
j−1(p) \W j+1(p).
We will now construct recursively, for each n = (l + 1)s + r, with
s ∈ N0 and r ∈ {0, 1, . . . , l}, an m-vertex vn ∈ Vm and a set of n-
vertices Vn ⊆ V
n such that the following properties are satisfied:
(1) Vn ⊆W
m(vn) for n ∈ N0;
(2) f (Vn) = Vn−1 for n ∈ N;
(3) For s ∈ N0, and
(i) for r = 0, V(l+1)s+r ⊆W
l(p),
(ii) for r ∈ {1, 2, . . . , m}, V(l+1)s+r ⊆W
l+1
(
v(l+1)s+r
)
,
(iii) for r ∈ {m + 1, m + 2, . . . , l − 2}, there exists, for each
i ∈ {1, 2, . . . , kr−m}, a subset V i(l+1)s+r of V(l+1)s+r such
that
(a) V i(l+1)s+r ∩ V
j
(l+1)s+r = ∅ for 1 ≤ i < j ≤ k
r−m,
(b)
kr−m⋃
i=1
V i(l+1)s+r = V(l+1)s+r,
(c) V i(l+1)s+r ⊆W
l+1 (qir),
(iv) for r ∈ {l−1, l}, there exists, for each i ∈ {1, 2, . . . , kl−2−m},
a subset V i(l+1)s+r of V(l+1)s+r such that
(a) V i(l+1)s+r ∩ V
j
(l+1)s+r = ∅ for 1 ≤ i < j ≤ k
l−2−m,
(b)
kl−2−m⋃
i=1
V i(l+1)s+r = V(l+1)s+r,
(c) V i(l+1)s+r ⊆W
l+1 (qir);
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(4) for n ∈ N0, A ∈
n−1∨
i=0
f−i
(
Wl
)
, and x, y ∈ Vn with x 6= y, we
have {x, y} * A.
We start our construction by first defining vn ∈ V
m for each n ∈ N.
For s ∈ N0 and r ∈ {0, 1, . . . , m}, set v(l+1)s+r = qr. For s ∈ N0 and
r ∈ {m+ 1, m+ 2, . . . , l}, set v(l+1)s+r = p.
We now define Vn recursively.
Let V0 = {q0}. Clearly V0 satisfies properties (1) through (4).
Assume that Vn is defined and satisfies properties (1) through (4) for
each n ∈ {0, 1, . . . , (l + 1)s + r}, where s ∈ N0 and r ∈ {0, 1, . . . , l}.
We continue our construction in the following cases depending on r.
Case 1. Assume r ∈ {0, 1, . . . , m − 1}. Then v(l+1)s+r = qr and
v(l+1)s+r+1 = qr+1.
Since f
(
W l+1 (qr+1)
)
= W l (qr) (see Remark 3.3), and V(l+1)s+r ⊆
W l(qr) by the induction hypothesis, we can choose, for each x ∈
V(l+1)s+r, a point x
′ ∈ W l+1(qr+1) such that f(x
′) = x. Then define
V(l+1)s+r+1 to be the collection of all such chosen x
′ that corresponds
to x ∈ V(l+1)s+r. Note that
cardV(l+1)s+r+1 = cardV(l+1)s+r.
All properties required for V(l+1)s+r+1 in the induction step are trivial
to verify. We only consider the last property here. Indeed, suppose
that x, y ∈ V(l+1)s+r+1 satisfy that x 6= y and {x, y} ⊆ A for some A ∈
(l+1)s+r∨
i=0
f−i
(
Wl
)
. Then by construction f(x), f(y), and f(A) satisfy
(a) f(A) ⊆ B for some B ∈
(l+1)s+r−1∨
i=0
f−i
(
Wl
)
,
(b) f(x), f(y) ∈ V(l+1)s+r, and f(x) 6= f(y),
(c) {f(x), f(y)} ⊆ f(A) ⊆ B.
This contradicts property (4) for V(l+1)s+r in the induction hypothesis.
Case 2. Assume r ∈ {m,m + 1, . . . , l − 3}. Then v(l+1)s+r+1 = p,
v(l+1)s+m = qm, and when r 6= m, we have v(l+1)s+r = p.
If r = m, we define V 1(l+1)s+r = V(l+1)s+r. Recall that q
1
m = qm.
Note that for each i ∈ {1, 2, . . . , kr+1−m}, f
(
W l+2
(
qir+1
))
=W l+1 (qjr)
for some j ∈ {1, 2, . . . , kr−m} (see Remark 3.3), and V j(l+1)s+r ⊆W
l+1 (qjr)
by the induction hypothesis. For each j ∈ {1, 2, . . . , kr−m}, each
x ∈ V j(l+1)s+r, and each i ∈ {1, 2, . . . , k
r+1−m} with f
(
W l+2
(
qir+1
))
=
W l+1 (qjr), we can choose a point x
′ ∈ W l+2
(
qir+1
)
such that f(x′) = x.
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Then define V i(l+1)s+r+1 to be the collection of all such chosen x
′ that
corresponds to x ∈ V j(l+1)s+r. Set V(l+1)s+r+1 =
kr+1−m⋃
i=1
V i(l+1)s+r+1.
Since Qr+1 ⊆ V
r+1∩Wm(p), r ∈ {m,m+1, . . . , l− 3}, l > m+100,
and no 1-tile joins opposite sides of C, we get that
(a) for i, j ∈ {1, 2, . . . , kr+1−m} with i 6= j, by Lemma 5.6(iii),
W l+2
(
qir+1
)
∩W l+2
(
qjr+1
)
= ∅,
and so V i(l+1)s+r+1 ∩ V
j
(l+1)s+r+1 = ∅,
(b) V(l+1)s+r+1 ⊆W
m(p).
Thus
cardV(l+1)s+r+1 = k cardV(l+1)s+r.
We only need to verify property (4) required for V(l+1)s+r+1 in the
induction step now. Indeed, suppose that x, y ∈ V(l+1)s+r+1 with x 6= y
and {x, y} ⊆ A for some A ∈
(l+1)s+r∨
a=0
f−a
(
Wl
)
. Then A ⊆ W l(vl) for
some vl ∈ Vl. By construction, there exist i, j ∈ {1, 2, . . . , kr+1−m}
such that x ∈ W l+2
(
qir+1
)
and y ∈ W l+2
(
qjr+1
)
. Note that qir+1, q
j
r+1 ∈
Vr+1, r ∈ {m,m+1, . . . , l−3}, and l > m+100. So qir+1, q
j
r+1 ∈ V
l−2.
Since x ∈ W l(vl)∩W l+2
(
qir+1
)
, we get qir+1 ∈ W
l
(vl) by Lemma 5.6(i),
and thus vl ∈ W
l
(qir+1). Similarly v
l ∈ W
l
(qjr+1). Since q
i
r+1, q
j
r+1 ∈
Vl−2 and no 1-tile joins opposite sides of C, we get from Lemma 5.6(iii)
that qir+1 = q
j
r+1, i.e., i = j. Thus f(x) 6= f(y) by construction. But
then f(x), f(y), and f(A) satisfy
(a) f(A) ⊆ B for some B ∈
(l+1)s+r−1∨
a=0
f−a
(
Wl
)
,
(b) f(x), f(y) ∈ V(l+1)s+r, and f(x) 6= f(y),
(c) {f(x), f(y)} ⊆ f(A) ⊆ B.
This contradicts property (4) for V(l+1)s+r in the induction hypothesis.
Case 3. Assume r ∈ {l− 2, l− 1, l}, then v(l+1)s+r+1 = v(l+1)s+r = p.
Note that for each i ∈ {1, 2, . . . , kl−2−m}, f
(
W l+2
(
qir+1
))
=W l+1 (qir)
(see Remark 3.3), and V i(l+1)s+r ⊆ W
l+1 (qir) by the induction hypoth-
esis. For each j ∈ {1, 2, . . . , kl−2−m} and each x ∈ V i(l+1)s+r, we can
choose a point x′ ∈ W l+2
(
qir+1
)
such that f(x′) = x. Then define
V i(l+1)s+r+1 to be the collection of all such chosen x
′ that corresponds
to x ∈ V i(l+1)s+r. Set V(l+1)s+r+1 =
kl−2−m⋃
i=1
V i(l+1)s+r+1.
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Since Qr+1 ⊆ V
r+1 ∩W r(p), r ∈ {l − 2, l − 1, l}, and l > m + 100,
we get that
(a) for i, j ∈ {1, 2, . . . , kl−2−m} with i 6= j,
f
(
V i(l+1)s+r+1
)
∩ f
(
V j(l+1)s+r+1
)
= V i(l+1)s+r ∩ V
j
(l+1)s+r = ∅
(by the induction hypothesis), and so
V i(l+1)s+r+1 ∩ V
j
(l+1)s+r+1 = ∅,
(b) V(l+1)s+r+1 ⊆W
m(p),
(c) if r = l, then V(l+1)s+r+1 ⊆W
l(p).
Thus
cardV(l+1)s+r+1 = cardV(l+1)s+r.
We only need to verify the last property required for V(l+1)s+r+1 in the
induction step now. Indeed, suppose that x, y ∈ V(l+1)s+r+1 with x 6= y
and {x, y} ⊆ A for some A ∈
(l+1)s+r∨
i=0
f−i
(
Wl
)
. Then by construction
f(x), f(y), and f(A) satisfy
(a) f(A) ⊆ B for some B ∈
(l+1)s+r−1∨
i=0
f−i
(
Wl
)
,
(b) f(x), f(y) ∈ V(l+1)s+r, and f(x) 6= f(y),
(c) {f(x), f(y)} ⊆ f(A) ⊆ B.
This contradicts property (4) for V(l+1)s+r in the induction hypothesis.
The recursive construction and the inductive proof of the properties
of the construction are now complete.
Note that by our construction, we have
(5.19) cardV(l+1)s = k
(l−m−2)s, s ∈ N.
For each s ∈ N, we consider
B(l+1)s =
(l+1)s−1⋂
j=0
f−j
(
Wm
(
v(l+1)s−j
))
∈
(l+1)s−1∨
j=0
f−j (Wm) .
Then V(l+1)s ⊆ B(l+1)s by properties (1) and (2) of the construction.
On the other hand, by property (4), if A ⊆
(l+1)s−1∨
j=0
f−j
(
Wl
)
satisfies⋃
A ⊇ B(l+1)s ⊇ V(l+1)s.
So cardA ≥ cardV(l+1)s.
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Thus by (5.3), (5.2), and (5.19),
h∗(f) = lim
m→+∞
lim
l→+∞
lim
n→+∞
1
n
H
(
n−1∨
i=0
f−i
(
Wl
) ∣∣∣∣∣
n−1∨
j=0
f−j (Wm)
)
≥ lim inf
m→+∞
lim inf
l→+∞
lim inf
s→+∞
1
(l + 1)s
log
(
k(l−m−2)s
)
= lim inf
m→+∞
lim inf
l→+∞
l −m− 2
l + 1
log k
= log k
> 0.
Therefore, the map f is not asymptotically h-expansive. 
Lemma 5.11. Let g : X → X be a continuous map on a compact
metric space (X, d). If g is h-expansive then so is gn for each n ∈ N.
The converse can also be easily established, i.e., if gn is h-expansive
for some n ∈ N, then so is g. But we will not need it in this paper.
Proof. We first observe from Definition 5.1 that if {ξl}l∈N0 is a refining
sequence of open covers, then so is {ξnl }l∈N0 for each n ∈ N, where
ξnl =
n−1∨
i=0
g−i (ξl). We also note that given an open cover λ of X , we
have
mn−1∨
i=0
g−i (λ) =
m−1∨
j=0
(gn)−j (λn)
for n,m ∈ N, where λn =
n−1∨
k=0
g−k (λ).
Assume that g is h-expansive, then h(g|λ) = 0 for some finite open
cover λ of X . Thus for each n ∈ N,
h(g|λ) = lim
l→+∞
lim
m→+∞
1
mn
H
(
mn−1∨
i=0
g−i (ξl)
∣∣∣∣∣
mn−1∨
j=0
g−j (λ)
)
=
1
n
lim
l→+∞
lim
m→+∞
1
m
H
(
m−1∨
i=0
(gn)−i (ξnl )
∣∣∣∣∣
m−1∨
j=0
(gn)−j (λn)
)
=
1
n
h (gn|λn) ,
where ξnl , λ
n are defined as above. Note that λn is also a finite open
cover of X . Therefore h (gn|λn) = 0, i.e., gn is h-expansive. 
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The proof of the following theorem is similar to that of Theorem 5.10,
and slightly simpler. However, due to subtle differences in both nota-
tion and constructions, we include the proof for the convenience of the
reader.
Theorem 5.12. No expanding Thurston map is h-expansive.
Proof. Let f be an expanding Thurston map.
By Theorem 5.10 and the fact that if f is h-expanding then it is
asymptotically h-expansive (see [Mi76, Corollary 2.1]), we can assume
that f has no periodic critical points.
Note that by (3.2), if a point x ∈ S2 is a periodic critical point of f i
for some i ∈ N, then there exists j ∈ N0 such that f j(x) is a periodic
critical point of f . So f i has no periodic critical points for i ∈ N.
By Lemma 5.11, it suffices to prove that there exists i ∈ N such that
f i is not h-expansive. Thus by Lemma 3.6, we can assume, without
loss of generality, that there exists a Jordan curve C ⊆ S2 containing
post f such that f(C) ⊆ C and no 1-tile joins opposite sides of C.
In addition, we can assume, without loss of generality, that there
exists a critical point p ∈ crit f \ C with f 2(p) = f(p) 6= p. Indeed, we
can choose any critical point p0 ∈ crit f , then f
2i(p0) = f
i(p0) 6= p0
for some i ∈ N since f has no periodic critical points. By Lemma 3.8,
there exist j ∈ N and p ∈ f−ij(p0) \ C. We replace f by f i(j+1). Note
that for this new map f , we have p ∈ crit f \ C, f 2(p) = f(p) 6= p,
f(C) ⊆ C and no 1-tile joins opposite sides of C.
Let k = degf(p). Then k > 1.
From now on, we consider the cell decompositions of S2 induced by
f and C in this proof.
Recall thatWi defined in (3.4) denotes the set of all i-flowersW i(v),
v ∈ Vi, for each i ∈ N0.
Since f is expanding, it is easy to see from Lemma 3.5, Proposi-
tion 3.2, and the Lebesgue Number Lemma ([Mu00, Lemma 27.5])
that {Wi}i∈N0 forms a refining sequence of open covers of S
2 (see Def-
inition 5.1). Thus it suffices to prove that
h(f |Wm) = lim
l→+∞
lim
n→+∞
1
n
H
(
n−1∨
i=0
f−i
(
Wl
) ∣∣∣∣∣
n−1∨
j=0
f−j (Wm)
)
> 0
for each m ∈ N sufficient large. See (5.2) for the definition of H .
Our plan is to construct a sequence {vi}i∈N0 of m-vertices such that
for each n ∈ N0, the number of elements in
n−1∨
i=0
f−i
(
Wl
)
needed to
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cover Bn =
n−1⋂
j=0
f−j(Wm(vn−j)) can be bounded from below in such
a way that h(f |Wm) > 0 follows immediately. More precisely, we
observe that the more connected components Bn has, the harder to
cover Bn. So we will choose {vi}i∈N0 as a periodic sequence ofm-vertices
shadowing an infinite backward pseudo-orbit under iterations of f in
such a way that each period of {vi}i∈N0 begins with a backward orbit
starting at f(p) and p, and approaching f(p) as the index i increases,
and then ends with f(p). By a recursive construction, we keep track
of each Bn by a finite subset Vn ⊆ Bn with the property that card(A∩
Vn) ≤ 1 for each A ∈
n−1∨
i=0
f−i
(
Wl
)
. A quantitative control of the size
of Vn leads to the conclusion that h(f |W
m) > 0 for some m sufficiently
large.
For this we fix m, l ∈ N with l > 2m+ 100 > 200.
Define q1 = p. Then q1 is necessarily a 1-vertex, but not a 0-vertex,
i.e., q1 ∈ V
1 \ V0. Since q1 = p /∈ C, we have q1 ∈ W
0(f(p)).
By (3.3), the only 2-vertex contained in W 2(f(p)) is f(p). So q1 ∈
W 0(f(p)) \W 2(f(p)). Since f(W i(f(p))) = W i−1(f(p)) for each i ∈ N
(see Remark 3.3), we can recursively choose qj ∈ V
j for each j ∈
{2, 3, . . . , m+ 2} such that
(i) f(qj) = qj−1,
(ii) qj ∈ W
j−1(f(p)) \W j+1(f(p)).
Set q0 = qm+2.
Since f(W i(p)) = W i−1(f(p)) for each i ∈ N, and k = degf (p) > 1,
we can choose distinct points pi ∈ V
m+3, i ∈ {1, 2, . . . , k}, such that
(i) f(pi) = qm+2,
(ii) pi ∈ W
m+2(p) \Wm+4(p).
We will now construct recursively, for each n = (m + 2)s + r with
s ∈ N0 and r ∈ {0, 1, . . . , m + 1}, an m-vertex vn ∈ Vm and a set of
n-vertices Vn ⊆ V
n such that for each n ∈ N0, the following properties
are satisfied:
(1) Vn ⊆W
m(vn);
(2) f(Vn) = Vn−1 if n 6= 0;
(3) (i) Vn ⊆ W
m+1+r(qr) if n = (m+ 2)s+ r for some s ∈ N0 and
some r ∈ {1, 2, . . . , m+ 1},
(ii) Vn ⊆ W
m+1+m+2(q0) if n = (m+ 2)s for some s ∈ N0;
(4) cardVn = k
⌈ n
m+2
⌉;
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(5) for A ∈
n−1∨
i=0
f−i
(
Wl
)
and x, y ∈ Vn with x 6= y, we have
{x, y} * A.
We start our construction by first defining vn ∈ V
m for each n ∈ N0.
For s ∈ N0 and r ∈ {1, 2, . . . , m}, set v(m+2)s+r = qr. For s ∈ N0 and
r ∈ {0, m+ 1}, set v(m+2)s+r = f(p).
We now define Vn recursively.
Let V0 = {qm+2}. Clearly V0 satisfies properties (1) through (5) in
the induction step.
Assume that Vn is defined and satisfies properties (1) through (5) for
each n ∈ {0, 1, . . . , (m+2)s+r}, where s ∈ N0 and r ∈ {0, 1, . . . , m+1},
we continue our construction in the following cases depending on r.
Case 1. Assume r = 0. Then v(m+2)s+r = f(p) and v(m+2)s+r+1 =
q1 = p.
Note that V(m+2)s+r ⊆W
2m+3(qr) by the induction hypothesis, qr =
qm+2 ∈ W
m+1(f(p)), f(pi) = qr, and f (W
2m+4(pi)) = W
2m+3(qr)
for each i ∈ {1, 2, . . . , k} (see Remark 3.3). Fix an arbitrary i ∈
{1, 2, . . . , k}. We can choose, for each x ∈ V(m+2)s+r, a point x
′ ∈
W 2m+4(pi) such that f(x
′) = x. Then define V i(m+2)s+r+1 to be the
collection of all such chosen x′ that corresponds to x ∈ V(m+2)s+r. Set
V(m+2)s+r+1 =
k⋃
i=1
V i(m+2)s+r+1.
Since pi ∈ W
m+2(p) and V i(m+2)s+r+1 ⊆ W
2m+4(pi), we get that
V i(m+2)s+r+1 ⊆ W
m+2(p). So V(m+2)s+r+1 ⊆ W
m+2(p) ⊆ Wm(p). Since
v(m+2)s+r+1 = q1 = p, properties (1) and (3) are verified. Property (2)
is clear from the construction.
To establish property (4), it suffices to show that V i(m+2)s+r+1 ∩
V j(m+2)s+r+1 = ∅ for 1 ≤ i < j ≤ k. Indeed, since V
i
(m+2)s+r+1 ⊆
W 2m+4(pi) and V
j
(m+2)s+r+1 ⊆ W
2m+4(pj), it suffices to prove that
W
2m+4
(pi)∩W
2m+4
(pj) = ∅. Suppose thatW
2m+4
(pi)∩W
2m+4
(pj) 6= ∅,
then since no 1-tile joins opposite sides of C, and pi, pj ∈ V
m+3, we get
from Lemma 5.6(iii) that pi = pj , i.e., i = j. But i < j, a contradiction.
We only need to verify property (5) now. Indeed, suppose that
distinct points x, y ∈ V(m+2)s+r+1 satisfy {x, y} ⊆ A for some A ∈
(m+2)s+r∨
a=0
f−a
(
Wl
)
. Then A ⊆ W l(vl) for some vl ∈ Vl. By con-
struction, there exist i, j ∈ {1, 2, . . . , k} such that x ∈ W 2m+4(pi) and
y ∈ W 2m+4(pj). Since l > 2m + 100 and x ∈ W
l(vl) ∩ W 2m+4(pi),
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we get vl ∈ W
2m+4
(pi) by Lemma 5.6(i). Similarly v
l ∈ W
2m+4
(pj).
Then by the argument above, we get that pi = pj, i.e., i = j. Thus
f(x) 6= f(y) by construction. But then f(x), f(y), and f(A) satisfy
(a) f(A) ⊆ B for some B ∈
(m+2)s+r−1∨
a=0
f−a
(
Wl
)
,
(b) f(x), f(y) ∈ V(m+2)s+r, and f(x) 6= f(y),
(c) {f(x), f(y)} ⊆ f(A) ⊆ B.
This contradicts property (5) for V(m+2)s+r in the induction hypothesis.
Case 2. Assume r 6= 0, i.e., r ∈ {1, 2, . . . , m+ 1}.
Note that V(m+2)s+r ⊆ W
m+1+r(qr), f(qr+1) = qr, and by Remark 3.3,
f (Wm+1+r+1(qr+1)) = W
m+1+r(qr). We can choose, for each x ∈
V(m+2)s+r, a point x
′ ∈ Wm+1+r+1(qr+1) such that f(x
′) = x. Then
define V(m+2)s+r+1 to be the collection of all such chosen x
′ that cor-
responds to x ∈ V(m+2)s+r. Properties (2), (3), and (4) are clear
from the construction. To establish property (1) in the case when
r ∈ {1, 2, . . . , m − 1}, we recall that v(m+2)s+r+1 = qr+1. For the case
when r ∈ {m,m+1}, we note that V(m+2)s+r+1 ⊆W
m+1+r+1(qr+1) and
qr+1 ∈ W
r(f(p)), so
V(m+2)s+r+1 ⊆W
2m(qr+1) ⊆W
m(f(p)) = Wm
(
v(m+2)s+r+1
)
.
We only need to verify property (5) now. Indeed, suppose that
distinct points x, y ∈ V(m+2)s+r+1 satisfy {x, y} ⊆ A for some A ∈
(m+2)s+r∨
i=0
f−i
(
Wl
)
. Then by construction f(x), f(y), and f(A) satisfy
(a) f(A) ⊆ B for some B ∈
(m+2)s+r−1∨
i=0
f−i
(
Wl
)
,
(b) f(x), f(y) ∈ V(m+2)s+r, and f(x) 6= f(y),
(c) {f(x), f(y)} ⊆ f(A) ⊆ B.
This contradicts property (5) for V(m+2)s+r in the induction hypothesis.
The recursive construction and the inductive proof of the properties
of the construction are now complete.
For each s ∈ N, we consider
B(m+2)s =
(m+2)s−1⋂
j=0
f−j
(
Wm
(
v(m+2)s−j
))
∈
(m+2)s−1∨
j=0
f−j (Wm) .
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Then V(m+2)s ⊆ B(m+2)s by properties (1) and (2) of the construction.
On the other hand, by property (5), if A ⊆
(m+2)s−1∨
j=0
f−j
(
Wl
)
satisfies
⋃
A ⊇ B(m+2)s ⊇ V(m+2)s.
So cardA ≥ cardV(m+2)s = k
s, where the equality follows from prop-
erty (4).
Thus by (5.2),
h(f |Wm) = lim
l→+∞
lim
n→+∞
1
n
H
(
n−1∨
i=0
f−i
(
Wl
) ∣∣∣∣∣
n−1∨
j=0
f−j (Wm)
)
≥ lim inf
l→+∞
lim inf
s→+∞
1
(m+ 2)s
log (ks) =
log k
m+ 2
> 0.
Therefore, the map f is not h-expansive. 
6. Large deviation principles
6.1. Thermodynamical formalism. We review some key concepts
from thermodynamical formalism. For a more careful introduction in
our context, see [Li14, Section 5]. We refer the reader to [PU10, Chap-
ter 3], [Wa82, Chapter 9] or [KH95, Chapter 20] for a detailed study
of these concepts for general dynamical systems.
Let (X, d) be a compact metric space and g : X → X a continuous
map. For n ∈ N and x, y ∈ X ,
dng (x, y) = max
{
d
(
gk(x), gk(y)
)∣∣k ∈ {0, 1, . . . , n− 1}}
defines a new metric on X . A set F ⊆ X is (n, ǫ)-separated, for some
n ∈ N and ǫ > 0, if for each pair of distinct points x, y ∈ F , we have
dng (x, y) ≥ ǫ. For ǫ > 0 and n ∈ N, let Fn(ǫ) be a maximal (in the sense
of inclusion) (n, ǫ)-separated set in X .
For each ψ ∈ C(X), the following limits exist and are equal, and we
denote the limits by P (g, ψ) (see for example, [PU10, Theorem 3.3.2]):
P (g, ψ) = lim
ǫ→0
lim sup
n→+∞
1
n
log
∑
x∈Fn(ǫ)
exp(Snψ(x))
= lim
ǫ→0
lim inf
n→+∞
1
n
log
∑
x∈Fn(ǫ)
exp(Snψ(x)),(6.1)
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where Snψ(x) =
n−1∑
j=0
ψ(gj(x)) is defined in (2.1). We call P (g, ψ) the
topological pressure of g with respect to the potential ψ. When ψ ≡ 0,
we call P (g, 0) = htop(g) the topological entropy of g.
Let µ ∈M(X, g). We denote by hµ(g) the measure-theoretic entropy
of g for µ. Then for each ψ ∈ C(X), the measure-theoretic pressure
Pµ(g, ψ) of g for the measure µ and the potential ψ is
(6.2) Pµ(g, ψ) = hµ(g) +
∫
ψ dµ.
By the Variational Principle (see for example, [PU10, Theorem 3.4.1]),
we have that for each ψ ∈ C(X),
(6.3) P (g, ψ) = sup{Pµ(g, ψ) |µ ∈ M(X, g)},
and in particular,
(6.4) htop(g) = sup{hµ(g) |µ ∈M(X, g)}.
A measure µ that attains the supremum in (6.3) is called an equilibrium
state for the transformation g and the potential ψ. A measure µ that
attains the supremum in (6.4) is called a measure of maximal entropy
of g.
By the work of P. Ha¨ıssinsky and K. Pilgrim [HP09], and M. Bonk
and D. Meyer [BM10], we know that there exists a unique measure of
maximal entropy µf for an expanding Thurston map f , and that
(6.5) htop(f) = log(deg f).
The existence and uniqueness of the equilibrium state for an expand-
ing Thurston map f and a Ho¨lder continuous potential φ is established
in [Li14, Theorem 1.1].
Theorem 6.1. Let f : S2 → S2 be an expanding Thurston map and d
be a visual metric on S2 for f . Let φ be a real-valued Ho¨lder continuous
function on S2 with respect to the metric d. Then there exists a unique
equilibrium state µφ for the map f and the potential φ.
Let f , d, φ, α satisfy the Assumptions. Recall that the main tool
we used in [Li14] to prove this theorem is the Ruelle operator Lφ.
We summarize relevant definitions and facts about the Ruelle operator
below and refer the reader to [Li14, Section 5] for a detailed discussion.
Let ψ ∈ C(S2) be a continuous function. Recall that f : S2 → S2
is an expanding Thurston map. The Ruelle operator Lψ on C(S
2) is
defined as the following
(6.6) Lψ(u)(x) =
∑
y∈f−1(x)
degf (y)u(y) exp(ψ(y)),
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for each u ∈ C(S2). Note that Lψ is a well-defined, positive, continuous
operator on C(S2). The adjoint operator L∗ψ : C
∗(S2)→ C∗(S2) of Lψ
acts on the dual space C∗(S2) of the Banach space C(S2). We identify
C∗(S2) with the space M(S2) of finite signed Borel measures on S2 by
the Riesz representation theorem.
Proof of Theorem 1.4. By Alaoglu’s theorem, the spaceM(S2, f) of f -
invariant Borel probability measures equipped with the weak∗ topology
is compact. Since the measure-theoretic entropy µ 7→ hµ(f) is upper
semi-continuous by Corollary 1.3, so is µ 7→ Pµ(f, ψ) by (6.2). Thus
µ 7→ Pµ(f, ψ) attains its supremum over M(S
2, f) at a measure µψ,
which by the Variational Principle (6.3) is an equilibrium state for the
map f and the potential ψ. 
6.2. Level-2 large deviation principles. LetX be a compact metriz-
able topological space. Recall that P(X) is the set of Borel probability
measures on X . We equip P(X) with the weak∗ topology. Note this
topology is metrizable (see for example, [Con85, Theorem 5.1]). Let
I : P(X)→ [0,+∞] be a lower semi-continuous function, i.e., I satisfy
the condition that lim infy→x I(y) ≥ I(x) for all x ∈ P(X).
A sequence {Ωn}n∈N of Borel probability measures on P(X) is said
to satisfy a large deviation principle with rate function I if for each
closed subset F of P(X) and each open subset G of P(X) we have
lim sup
n→+∞
1
n
log Ωn(F) ≤ − inf{I(x) | x ∈ F},
and
lim inf
n→+∞
1
n
log Ωn(G) ≥ − inf{I(x) | x ∈ G}.
We will apply the following theorem due to Y. Kifer [Ki90, Theo-
rem 4.3], reformulated by H. Comman and J. Rivera-Letelier [CRL11,
Theorem C].
Theorem 6.2 (Y. Kifer, 1990; H. Comman & J. Rivera-Letelier, 2011).
Let X be a compact metrizable topological space, and let g : X → X be
a continuous map. Fix φ ∈ C(X), and let H be a dense vector subspace
of C(X) with respect to the uniform norm. Let Iφ : P(X) → [0,+∞]
be the function defined by
Iφ(µ) =
{
P (g, φ)−
∫
φ dµ− hµ(g) if µ ∈M(X, g);
+∞ if µ ∈ P(X) \M(X, g).
We assume the following conditions are satisfied:
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(i) The measure-theoretic entropy hµ(g) of g, as a function of µ
defined on M(X, g) (equipped with the weak∗ topology), is finite
and upper semi-continuous.
(ii) For each ψ ∈ H, there exists a unique equilibrium state for the
map g and the potential φ+ ψ.
Then every sequence {Ωn}n∈N of Borel probability measures on P(X)
such that for each ψ ∈ H,
(6.7)
lim
n→+∞
1
n
log
∫
P(X)
exp
(
n
∫
ψ dµ
)
dΩn(µ) = P (g, φ+ ψ)− P (g, φ),
satisfies a large deviation principle with rate function Iφ, and it con-
verges in the weak∗ topology to the Dirac measure supported on the
unique equilibrium state for the map g and the potential φ. Further-
more, for each convex open subset G of P(X) containing some invari-
ant measure, we have
lim
n→+∞
1
n
log Ωn(G) = lim
n→+∞
1
n
log Ωn
(
G
)
= − inf
G
Iφ = − inf
G
Iφ.
Recall that P (g, φ) is the topological pressure of the map g with
respect to the potential φ.
In our context, X = S2, the map g = f where f : S2 → S2 is an
expanding Thurston map with no periodic critical points. Fix a visual
metric d on S2 for f . The function φ is a real-valued Ho¨lder continuous
function with an exponent α ∈ (0, 1]. Then H = C0,α(S2, d) is the
space of real-valued Ho¨lder continuous functions with the exponent α
on (S2, d). Note that C0,α(S2, d) is dense in C(S2) (equipped with the
uniform norm) (see for example, [Li14, Lemma 6.12]). Condition (i) is
satisfied by Corollary 1.3. Condition (ii) is guaranteed by Theorem 6.1.
Thus we just need to verify (6.7) for the sequences we will consider in
this section.
6.3. Technical lemmas.
Lemma 6.3. Let f , C, d, Λ satisfy the Assumptions. Then there exists
N0 ∈ N such that for each n ≥ N0 and each n-tile Xn ∈ Xn(f, C), the
number of fixed points of fn contained in Xn is at most 1.
Proof. By Lemma 3.10, for each i ∈ N, each i-tile X i ∈ Xi(f, C), and
each pair of points x, y ∈ X i, we have
d
(
f i(x), f i(y)
)
≥
Λi
C0
d(x, y),
where C0 > 1 is a constant depending only on f and d from Lemma 3.10.
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We choose N0 ∈ N such that ΛN0 > C0.
Let n ≥ N0 andX
n ∈ Xn(f, C). Suppose two distinct points p, q ∈ X
satisfy fn(p) = p and fn(q) = q. Then
1 =
d (fn(p), fn(q))
d(p, q)
≥
Λn
C0
> 1,
a contradiction. This completes the proof. 
This lemma in some sense generalizes Lemma 4.3 in [Li13] to Jordan
curves that are not necessarily f -invariant, but fnc-invariant for some
nc ∈ N. The conclusions of both lemmas hold when n is sufficiently
large, which is a combinatorial condition in Lemma 4.3 in [Li13] and
a metric condition for Lemma 6.3 here. The proof of Lemma 6.3 is
simpler, but the proof of Lemma 4.3 in [Li13] is more self-contained.
By Lemma 5.1 and Lemma 5.2 in [Li14], we have the following dis-
tortion bounds.
Lemma 6.4. Let f , C, d, L, Λ, φ, α satisfy the Assumptions. Then
there exist constants C1 > 0 and C2 ≥ 1 depending only on f , C, d, φ,
and α such that
(6.8) |Smφ(x)− Smφ(y)| ≤ C1d(f
m(x), fm(y))α,
and
(6.9)
∑
x′∈f−l(x0)
degf l(x
′) exp(Slφ(x
′))∑
y′∈f−l(y0)
degf l(y
′) exp(Slφ(y′))
≤ C2,
for n,m, l ∈ N0 with m ≤ n, Xn ∈ Xn(f, C), x, y ∈ Xn, and x0, y0 ∈
S2.
Note that due to the convention described in Section 4, we do not
say that C1 and C2 depend on Λ or nC .
We record the following well-known lemma, sometimes known as the
Portmanteau Theorem, and refer the reader to [Bi99, Theorem 2.1] for
a proof.
Lemma 6.5. Let (X, d) be a compact metric space, and µ and µi, for
i ∈ N, be Borel probability measures on X. Then the following are
equivalent:
(i) µi
w∗
−→ µ as i −→ +∞;
(ii) lim sup
i→+∞
µi(F ) ≤ µ(F ) for each closed set F ⊆ X;
(iii) lim inf
i→+∞
µi(G) ≥ µ(G) for each open set G ⊆ X;
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(iv) lim
i→+∞
µi(B) = µ(B) for each Borel set B ⊆ X with µ(∂B) = 0.
6.4. Characterizations of the pressure P (f, φ). Let f , d, φ, α
satisfy the Assumptions. We denote by mφ the unique eigenmeasure
of L∗φ, i.e., the unique Borel probability measure on S
2 that satisfies
L∗φ(mφ) = cmφ for some constant c ∈ R (compare [Li14, Theorem 5.11
and Corollary 6.10]). As in [Li14], we denote φ = φ− P (f, φ), and
(6.10) φ˜ = φ− P (f, φ) + log uφ − log(uφ ◦ f),
where uφ is the unique eigenfunction, upto scalar multiplication, of
Lφ corresponding to the eigenvalue 1, which is also the uniform limit
of the sequence of continuous functions
{
1
n
n−1∑
j=0
Lj
φ
(1S2)
}
n∈N
(compare
Theorem 5.16 and the remark that follows it in [Li14]).
We record the following result on equidistribution of preimages with
respect to the equilibrium state µφ and the measure mφ (see [Li14,
Proposition 9.1]). We will only use (6.14) in this paper, namely, in the
proof of Proposition 6.8.
Proposition 6.6. Let f , d, φ, α satisfy the Assumptions. Let µφ be the
unique equilibrium state for f and φ, let mφ be the unique eigenmeasure
of L∗φ, and φ˜ as defined in (6.10). For each sequence {xn}n∈N of points
in S2, we define the Borel probability measures
ξn =
1
Zn(φ)
∑
y∈f−n(xn)
degfn(y) exp (Snφ(y)) δy,(6.11)
ξ̂n =
1
Zn(φ)
∑
y∈f−n(xn)
degfn(y) exp (Snφ(y))
1
n
n−1∑
i=0
δf i(y),(6.12)
ξ˜n =
1
Zn
(
φ˜
) ∑
y∈f−n(xn)
degfn(y) exp(Snφ˜(y))δy,(6.13)
for each n ∈ N0, where Zn(ψ) =
∑
y∈f−n(xn)
degfn(y) exp (Snψ(y)), for
ψ ∈ C(S2). Then
(6.14) ξn
w∗
−→ mφ as n −→ +∞,
(6.15) ξ̂n
w∗
−→ µφ as n −→ +∞,
(6.16) ξ˜n
w∗
−→ µφ as n −→ +∞.
We now prove a slight generalization of Proposition 5.17 in [Li14].
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Proposition 6.7. Let f , d, φ, α satisfy the Assumptions. Then for
each sequence {xn}n∈N in S
2, we have
(6.17) P (f, φ) = lim
n→+∞
1
n
log
∑
y∈f−n(xn)
degfn(y) exp(Snφ(y)).
If we also assume that f has no periodic critical points, then for an
arbitrary sequence of functions {wn : S
2 → R}n∈N satisfying wn(x) ∈
[1, degfn(x)] for each n ∈ N and each x ∈ S
2, we have
(6.18) P (f, φ) = lim
n→+∞
1
n
log
∑
y∈f−n(xn)
wn(y) exp(Snφ(y)).
Proof. We fix a Jordan curve C ⊆ S2 that satisfies the Assumptions
(see [BM10, Theorem 1.2] or Lemma 3.6 for the existence of such C).
By Proposition 5.17 in [Li14], for each x ∈ S2 we have
P (f, φ) = lim
n→+∞
1
n
log
∑
y∈f−n(x)
degfn(y) exp(Snφ(y)).
Combining this equation with (6.9) in Lemma 6.4, we get (6.17).
Assume now that f has no periodic critical points. Then there exists
a finite numberM ∈ N that depends only on f such that degfn(x) ≤ M
for n ∈ N0 and x ∈ S2 [BM10, Lemma 17.1]. Thus for each n ∈ N,
1 ≤
∑
y∈f−n(xn)
degfn(y) exp(Snφ(y))∑
y∈f−n(xn)
wn(y) exp(Snφ(y))
≤M.
Hence (6.18) follows from (6.17). 
While Proposition 6.7 is a statement for itereated preimages, the next
proposition is for periodic points. Let P1,fn = {x ∈ S
2 | fn(x) = x} for
n ∈ N.
Proposition 6.8. Let f , d, φ, α satisfy the Assumptions. Fix an
arbitrary sequence of functions {wn : S
2 → R}n∈N satisfying wn(x) ∈
[1, degfn(x)] for each n ∈ N and each x ∈ S
2. Then
(6.19) P (f, φ) = lim
n→+∞
1
n
log
∑
x∈P1,fn
wn(x) exp(Snφ(x)).
Proof. We fix a Jordan curve C ⊆ S2 that satisfies the Assumptions
(see [BM10, Theorem 1.2] or Lemma 3.6 for the existence of such C).
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We first prove (6.19). By Proposition 6.7, it suffices to prove that
there exist C > 1 and z ∈ S2 such that for each n ∈ N sufficiently
large,
(6.20)
1
C
≤
∑
x∈P1,fn
wn(x) exp(Snφ(x))∑
x∈f−n(z)
degfn(x) exp(Snφ(x))
≤ C.
We fix a 0-edge e0 ⊆ C and a point z ∈ inte(e0).
By Proposition 7.1 in [Li14], mφ(C) = 0. By the continuity of mφ,
we can find δ > 0 such that
(6.21) mφ
(
N δd (C)
)
<
1
100
.
Note that degfn(y) = 1 if f
n(y) = z for n ∈ N. We define, for each
n ∈ N0, the probability measure
νn =
∑
x∈f−n(z)
degfn(x) exp (Snφ(x))∑
y∈f−n(z) degfn(y) exp (Snφ(y))
δx
=
∑
x∈f−n(z)
exp (Snφ(x))∑
y∈f−n(z) exp (Snφ(y))
δx,(6.22)
Let N0 ∈ N be the constant from Lemma 6.3. By (6.14) in Propo-
sition 6.6, νn
w∗
−→ mφ as n −→ +∞. So by Lemma 6.5, we can choose
N1 > N0 such that for each n ∈ N with n > N1, we have
(6.23) νn
(
N δd (C)
)
<
1
10
.
By Lemma 3.5, it is clear that we can choose N2 > N1 such that for
each n ∈ N with n > N2, and each n-tile Xn ∈ Xn,
(6.24) diamd(X
n) <
δ
10
.
We observe that for each i ∈ N, we can pair a white i-tile X iw ∈ X
i
w
and a black i-tile X ib ∈ X
i
b whose intersection X
i
w ∩ X
i
b is an i-edge
contained in f−i(e0). There are a total of d
i such pairs and each i-tile
is in exactly one such pair. We denote by Pi the collection of the unions
X iw ∪X
i
b of such pairs, i.e.,
Pi = {X
i
w ∪X
i
b |X
i
w ∈ X
i
w, X
i
b ∈ X
i
b, X
i
w ∩X
i
b ∩ f
−i(e0) ∈ E
i}.
We denote Pδi = {A ∈ Pi |A \N
δ
d (C) 6= ∅}.
We now fix an integer n > N2.
Then Pδn forms a cover of S
2 \ N δd (C). For each A ∈ P
δ
n, by (6.24)
we have A ∩ C = ∅. So A ⊆ inteX0w or A ⊆ inteX
0
b , where X
0
w and
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X0b are the white 0-tile and the black 0-tile in X
0, respectively. So by
Brouwer’s Fixed Point Theorem (see for example, [Ha02, Theorem 1.9])
and Lemma 6.3, we can define a function p : Pδn → P1,fn in such a way
that p(A) is the unique fixed point of fn contained in A. (For example,
if A ∈ Pδn is the union of a black n-tile X
n
b and a white n-tile X
n
w
and is a subset of the interior of the black 0-tile, then there is no fixed
point of fn in Xnw, and by applying Brouwer’s Fixed Point Theorem to
the inverse of fn restricted to Xnb , we get a fixed point x ∈ X
n
b of f
n,
which is the unique fixed point of fn in Xnb by Lemma 6.3.) Moreover,
for each A ∈ Pδn, p(A) ∈ intA, so degfn(p(A)) = 1 = wn(p(A)). In
general, by Lemma 6.3, each A ∈ Pn contains at most 2 fixed points
of fn.
We also define a function q : Pn → f
−n(z) in such a way that q(A)
is the unique preimage of z under fn that is contained in A, for each
A ∈ Pn (see Proposition 3.2). We note that if X
n
w ∈ X
n
w and X
n
b ∈ X
n
b
are the n-tiles that satisfy Xnw∪X
n
b = A ∈ Pn and en = X
n
w∩X
n
b , then
q(A) ∈ en. Thus in particular, degfn(q(A)) = 1 for each A ∈ Pn.
Hence by construction, we have
(6.25)
∑
x∈f−n(z)
eSnφ(x) =
∑
A∈Pδn
eSnφ(q(A)) +
∑
A∈Pn\Pδn
eSnφ(q(A)),
and ∑
A∈Pδn
eSnφ(p(A)) ≤
∑
x∈P1,fn
wn(x)e
Snφ(x)(6.26)
≤
∑
A∈Pδn
eSnφ(p(A)) +
∑
A∈Pn\Pδn
∑
x∈A∩P1,fn
eSnφ(x).
The last inequality in (6.26) is due to the fact that if x ∈ P1,fn satisfies
degfn(x) ≥ 2, then x ∈ V
n with x /∈
⋃
Pδn, and the number of A ∈ Pn
that contains x is at least degfn(x) (and at most 2 degfn(x)).
By (6.8) in Lemma 6.4, we get
(6.27)
1
C3
≤
∑
A∈Pδn
eSnφ(p(A))∑
A∈Pδn
eSnφ(q(A))
≤ C3,
and since in addition, card(A ∩ P1,fn) ≤ 2 for A ∈ Pn by Lemma 6.3,
we have
(6.28)
∑
A∈Pn\Pδn
∑
x∈A∩P1,fn
eSnφ(x)∑
A∈Pn\Pδn
eSnφ(q(A))
≤ 2C3,
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where
C3 = exp
(
C1
(
diamd(S
2)
)α)
,
and C1 > 0 is a constant from Lemma 6.4. Both C1 and C3 depend
only on f , C, d, φ, and α.
By (6.25), (6.22), and (6.23), we get
(6.29)
∑
x∈f−n(z)
eSnφ(x) ≥
∑
A∈Pδn
eSnφ(q(A)) ≥
9
10
∑
x∈f−n(z)
eSnφ(x).
Hence, by (6.26), (6.27), and (6.29), we have∑
x∈P1,fn
wn(x)e
Snφ(x)∑
x∈f−n(z)
degfn(x)e
Snφ(x)
≥
∑
A∈Pδn
eSnφ(p(A))
10
9
∑
A∈Pδn
eSnφ(q(A))
≥
9
10C3
.
On the other hand, by (6.25), (6.26), (6.27), (6.28), and (6.29), we get∑
x∈P1,fn
wn(x)e
Snφ(x)∑
x∈f−n(z)
degfn(x)e
Snφ(x)
≤
∑
A∈Pδn
eSnφ(p(A)) +
∑
A∈Pn\Pδn
∑
x∈A∩P1,fn
eSnφ(x)∑
x∈f−n(z)
eSnφ(x)
≤
∑
A∈Pδn
eSnφ(p(A))∑
A∈Pδn
eSnφ(q(A))
+
∑
A∈Pn\Pδn
∑
x∈A∩P1,fn
eSnφ(x)
10
∑
A∈Pn\Pδn
eSnφ(q(A))
≤ C3 +
2
10
C3.
Thus (6.20) holds if we choose C = 2C3 and n > N2. The proof is
now complete. 
6.5. Proof of large deviation principles.
Proof of Theorem 1.5. Let φ ∈ C0,α(S2, d) for some α ∈ (0, 1].
We apply Theorem 6.2 with X = S2, g = f , and H = C0,α(S2, d).
Note that C0,α(S2, d) is dense in C(S2) with respect to the uniform
norm (see for example, [Li14, Lemma 6.12]). Theorem 6.1 implies
Condition (ii) in the hypothesis of Theorem 6.2. Condition (i) follows
from Corollary 1.3, (6.4), and the fact that htop(f) = log(deg f) [BM10,
Corollary 20.8].
It now suffices to verify (6.7) for each of the sequences {Ωn(xn)}n∈N
and {Ωn}n∈N of Borel probability measures on P(S
2).
Fix an arbitrary ψ ∈ C0,α(S2, d).
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By (6.18) in Proposition 6.7,
lim
n→+∞
1
n
log
∫
P(S2)
exp
(
n
∫
ψ dµ
)
dΩn(xn)(µ)
= lim
n→+∞
1
n
log
∑
y∈f−n(xn)
wn(y) exp(Snφ(y))∑
z∈f−n(xn)
wn(z) exp(Snφ(z))
e
∑n−1
i=0 ψ(f i(y))
= lim
n→+∞
1
n
(
log
∑
y∈f−n(xn)
wn(y)e
Sn(φ+ψ)(y) − log
∑
z∈f−n(xn)
wn(z)e
Sn(φ)(z)
)
=P (f, φ+ ψ)− P (f, φ).
Similarly, by (6.19) in Proposition 6.8, we get
P (f, φ+ ψ)− P (f, φ) = lim
n→+∞
1
n
log
∫
P(S2)
exp
(
n
∫
ψ dµ
)
dΩn(µ)
The theorem now follows from Theorem 6.2. 
6.6. Equidistribution with respect to the equilibrium state.
Proof of Corollary 1.6. We prove the first equality in (1.3) now.
Fix µ ∈ M(S2, f) and a convex local basis Gµ at µ. By (1.1) and
the upper semi-continuity of hµ(f) (Corollary 1.3), we get
−Iφ(µ) = inf
G∈Gµ
(
sup
G
(−Iφ)
)
= inf
G∈Gµ
(
− inf
G
Iφ
)
.
Then by (1.1) and (1.2),
− P (f, φ) +
∫
φ dµ+ hµ(f) = −I
φ(µ) = inf
G∈Gµ
(
− inf
G
Iφ
)
= inf
G∈Gµ
{
lim
n→+∞
1
n
log
∑
y∈f−n(xn),Wn(y)∈G
wn(y) exp(Snφ(y))
Zn(φ)
}
,
where we write Zn(φ) =
∑
z∈f−n(xn)
wn(z) exp(Snφ(z)). By (6.18) in
Proposition 6.7, we have P (f, φ) = lim
n→+∞
1
n
logZn(φ). Thus the first
equality in (1.3) follows.
By similar arguments, with (6.17) in Proposition 6.7 replaced by
(6.19) in Proposition 6.8, we get the second equality in (1.3). 
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Proof of Corollary 1.7. Recall that Wn(x) =
1
n
n−1∑
i=0
δf i(x) ∈ P(S
2) for
x ∈ S2 and n ∈ N as defined in (2.2). We write
Z+n (G) =
∑
y∈f−n(xn),Wn(y)∈G
degfn(y) exp(Snφ(y))
and
Z−n (G) =
∑
y∈f−n(xn),Wn(y)/∈G
degfn(y) exp(Snφ(y))
for each n ∈ N and each open set G ⊆ P(S2).
Let Gµφ be a convex local basis of P(S
2) at µφ. Fix an arbitrary
convex open set G ∈ Gµφ .
By the uniqueness of the equilibrium state in our context and Corol-
lary 1.6, we get that for each µ ∈ P(S2), there exist numbers aµ <
P (f, φ) and Nµ ∈ N and an open neighborhood Uµ ∈ P(S2) \ {µφ}
containing µ such that for each n > Nµ,
(6.30) Z+n (Uµ) ≤ exp(naµ).
Since P(S2) is compact in the weak∗ topology by Alaoglu’s theorem,
so is P(S2) \G. Thus there exists a finite set {µi | i ∈ I} ⊆ P(S
2) \G
such that
(6.31) P(S2) \G ⊆
⋃
i∈I
Uµi .
Here I is a finite index set. Let a = max{aµi | i ∈ I}. Note that
a < P (f, φ). By Corollary 1.6 with µ = µφ, we get that
(6.32) P (f, φ0) ≤ lim
n→+∞
1
n
logZ+n (G).
Combining (6.32) with (6.17) in Proposition 6.7, we get that the equal-
ity holds in (6.32). So there exist numbers b ∈ (a, P (f, φ)) and N ≥
max{Ni | i ∈ I} such that for each n > N ,
(6.33) Z+n (G) ≥ exp(nb).
We claim that every subsequential limit of {νn}n∈N in the weak
∗
topology lies in the closure G of G. Assuming that the claim holds,
then since G ∈ Gµφ is arbitrary, we get that any subsequential limit of
{νn}n∈N in the weak
∗ topology is µφ, i.e., νn
w∗
−→ µφ as n −→ +∞.
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We now prove the claim. We first observe that for each n ∈ N,
νn =
∑
y∈f−n(xn)
wn(y) exp(Snφ(y))
Z+n (G) + Z
−
n (G)
Wn(y)
=
Z+n (G)
Z+n (G) + Z
−
n (G)
ν ′n +
∑
y∈f−n(xn),Wn(y)/∈G
wn(y)e
Snφ(y)
Z+n (G) + Z
−
n (G)
Wn(y),
where ν ′n =
∑
y∈f−n(xn),Wn(y)∈G
wn(y) exp(Snφ(y))
Z+n (G)
Wn(y).
Note that since a < b, by (6.31), (6.30), and (6.33),
0 ≤ lim
n→+∞
Z−n (G)
Z+n (G)
≤ lim
n→+∞
∑
i∈I Z
+
n (Ui)
Z+n (G)
≤ lim
n→+∞
card(I) exp(na)
exp(nb)
= 0.
So lim
n→+∞
Z+n (G)
Z+n (G)+Z
−
n (G)
= 1, and that the total variation∥∥∥∥∥ ∑
y∈f−n(xn),Wn(y)/∈G
wn(y) exp(Snφ(y))
Z+n (G) + Z
−
n (G)
Wn(y)
∥∥∥∥∥
≤
∑
y∈f−n(xn),Wn(y)/∈G
wn(y) exp(Snφ(y)) ‖Wn(y)‖
Z+n (G) + Z
−
n (G)
≤
Z−n (G)
Z+n (G) + Z
−
n (G)
−→ 0
as n −→ +∞. Thus a measure is a subsequential limit of {νn}n∈N if
and only if it is a subsequential limit of {ν ′n}n∈N. Note that v
′
n is a
convex combination of measures in G, and G is convex, so ν ′n ∈ G, for
n ∈ N. Hence each subsequential limit of {νn}n∈N lies in the closure G
of G. The proof of the claim is complete now.
By similar arguments as in the proof of the convergence of {νn}n∈N
above, with (6.18) in Proposition 6.7 replaced by (6.19) in Proposi-
tion 6.8, we get that ηn
w∗
−→ µφ as n −→ +∞. 
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