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A LIOUVILLE-TYPE THEOREM FOR THE 3-DIMENSIONAL
PARABOLIC GROSS-PITAEVSKII AND RELATED SYSTEMS
QUOC HUNG PHAN AND PHILIPPE SOUPLET
Abstract. We prove a Liouville-type theorem for semilinear parabolic systems of the
form
∂tui −∆ui =
m∑
j=1
βiju
r
iu
r+1
j , i = 1, 2, ...,m
in the whole space RN × R. Very recently, Quittner [Math. Ann., DOI 10.1007/s00208-
015-1219-7 (2015)] has established an optimal result for m = 2 in dimension N ≤ 2,
and partial results in higher dimensions in the range p < N/(N − 2). By nontrivial
modifications of the techniques of Gidas and Spruck and of Bidaut-Ve´ron, we partially
improve the results of Quittner in dimensions N ≥ 3. In particular, our results solve
the important case of the parabolic Gross-Pitaevskii system – i.e. the cubic case r = 1
– in space dimension N = 3, for any symmetric (m,m)-matrix (βij) with nonnegative
entries, positive on the diagonal. By moving plane and monotonicity arguments, that
we actually develop for more general cooperative systems, we then deduce a Liouville-
type theorem in the half-space RN+ × R. As applications, we give results on universal
singularity estimates, universal bounds for global solutions, and blow-up rate estimates
for the corresponding initial value problem.
1. Introduction
In this article, we study the semilinear parabolic system of the form
∂ui
∂t
−∆ui =
m∑
j=1
βiju
r
iu
r+1
j , x ∈ Ω, t ∈ I, i = 1, 2, ..., m, (1)
where r > 0, Ω is a domain of RN , I is an interval of R, m ≥ 2 is an integer and B = (βij)
is a real m × m symmetric matrix. We assume throughout, unless otherwise specified,
that
βij ≥ 0 for all i 6= j, and βii > 0 for all i. (2)
The system (1) can be used to describe heat propagation in am-component combustible
mixture [4], in this case ui represent the temperatures of the interacting components.
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In the special case r = 1, system (1) can be seen as a parabolic counterpart of the
m-coupled nonlinear Schro¨dinger system
1√−1
∂ui
∂t
−∆ui =
m∑
j=1
βijui|uj|2, i = 1, 2, ..., m. (3)
The cubic system (3), also known as the Gross-Pitaevskii system, arises in mathematical
models for various phenomena in physics, such as nonlinear optics and the Hartree-Fock
theory for Bose-Einstein condensation (see e.g. [3, 9, 34, 7]). In nonlinear optics, the
solution ui stands for the i-th component of the beam in Kerr-like photorefractive media
(see e.g. [1]). The positive constant βii is for self-focusing in the i-th component of the
beam. The coupling constant βij (i 6= j) is the interaction between the i-th and the j-th
components of the beam. In the theory of Bose-Einstein condensation (see [15]), ui are
the corresponding condensate amplitudes, βii and βij are the intraspecies and interspecies
scattering lengths. The case βij ≥ 0 means that the interactions of states |i〉 and |j〉 are
attractive.
System (1) has been recently studied in various mathematical directions such as: the
local and global existence [2, 20], Ho¨lder regularity [7], symmetry property [22, 11], blow-
up behavior [18], and Liouville-type theorems [21, 27, 18]. Our main goal in this paper is
to prove Liouville-type theorems for the problem (1) and then to deduce their important
applications on qualitative properties of solutions.
We recall that Liouville-type theorems are statements about the nonexistence of solution
in the entire space or in half-space. In recent years, the Liouville property has been refined
considerably and has emerged as one of the most powerful tools in the study of initial
and boundary value problems for nonlinear PDEs. It turns out that one can obtain from
Liouville-type theorems a variety of results on qualitative properties of solutions such
as: universal, pointwise, a priori estimates of local solutions; universal and singularity
estimates; decay estimates; universal bound of global solutions, initial and final blow-up
rates, etc..., see [24, 25] and references therein. In addition, it was shown in [34] that the
parabolic system (1) can be used in the study of solutions of the corresponding elliptic
problems, provided one can show suitable a priori bound of the global solutions of (1).
This a priori bound property is a consequence of the Liouville-type theorems.
Let us recall the elliptic counterpart
−∆ui =
m∑
j=1
βiju
r
iu
r+1
j , x ∈ RN , i = 1, 2, ..., m. (4)
This system has attracted much attention of mathematicians in recent years, especially
for the cubic case r = 1, see e.g. [30, 13, 33, 10, 9, 17] for more references. Concerning
the Liouville property, it is well known that the Liouville-type result for (4) plays an
important role in the study elliptic problems as well. The optimal Liouville-type theorem
for nonnegative solutions of (4) was completely proved by Reichel and Zou [32] (see also
[14]) via moving sphere techniques, under the optimal Sobolev subcritical range p < pS,
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where
p := 2r + 1
and
pS :=
{
N+2
N−2
if N ≥ 3,
∞ if N = 1, 2.
We note that, if we remove the positivity assumption on the diagonal of B, then problem
(4), and hence (1), may have many semi-trivial solutions due to system collapsing, i.e.,
solutions with one or more components being zero. For example, if β11 = 0 then U =
(C, 0, ..., 0) is a solution of problem (4). And indeed, the study of the system (4) becomes
more delicate due to the existence of semi-trivial solutions, especially in the applications
of Liouville-type theorems (cf. [6, 19, 16] and see Remark 3.1 below).
For the corresponding parabolic problem (1), the Liouville property is much less under-
stood. Recall that, even in the scalar case, i.e. for the classical nonlinear heat equation
ut −∆u = up, (5)
it is by now not completely settled. Indeed, the Liouville property for (5) is conjectured
to be true under the optimal condition 1 < p < pS (and this is known to hold in the class
of radiallly symmetric solutions [23, 24]), but this has been proved so far only under the
stronger restriction 1 < p < pB [5], where
pB(N) :=
{
N(N+2)
(N−1)2
if N ≥ 2,
∞ if N = 1, (6)
or, very recently [27], for N = 2. One of the main difficulties is that the techniques of
moving planes or moving spheres do not work as in the elliptic case [32]. As for system (1)
under assumption (2), only some partial cases are known:
• First, one can easily obtain a scalar parabolic inequality ∂tz − ∆z ≥ Czp for
z =
∑m
i=1 ui and deduce the Fujita-type result of problem (1), namely there is no
nontrivial nonnegative solution in RN × R+ if 1 < p ≤ 1 + 2N .
• In the case m = 2, the Liouville-type theorem for (1) has been recently proved
in [21] in dimension N = 1 and for radial solutions in any dimension if p < pS.
More recently, Quittner [27] has proved the optimal Liouville-type theorem in
dimensions N ≤ 2, and has also given a partial result in dimension N ≥ 3 under
the condition p < N
N−2
. The main tools in [27] are scaling argument and energy
estimates.
• Under the assumption m = 2, βii = 0 for i = 1, 2 and β12 > 0, the Liouville-
type theorem for positive solutions of problem (1) can be shown via comparison
technique (see [28] and [31, 19] for the elliptic case). More precisely, by taking
the difference of the two equations and suitably using the maximum principle, we
may show that u = v and thus reduce the system to a scalar equation.
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In this paper, we shall use a different approach to establish a Liouville-type theorem
for problem (1) in the whole space in a larger range of p and for any m. We shall then
treat Liouville-type theorems in the half-space by reduction to the whole space case.
2. Liouville type results
Our main result in the whole space case is the following.
Theorem 2.1. Let m ≥ 2, r > 0 and assume p := 2r + 1 < pB(N), where pB(N)
is defined in (6). Let B satisfy (2). Then system (1) has no nontrivial, nonnegative
classical solution in RN × R.
Remark 2.1. a) We stress that pB(N) >
N
N−2
when N ≥ 3, and our result is a partial
improvement of Quittner [27] in higher dimensions. In particular, it solves the important
case of the parabolic Gross-Pitaevskii (cubic) system where r = 1 and N = 3.
b) If N = 2 then, by [27], the conclusion of Theorem 2.1 is actually true for all r > 0
(the result in [27] is formulated only in the case m = 2 but the proof is valid for any
m ≥ 2).
c) Our proof of Theorem 2.1 relies on nontrivial modifications of the technique developed
by Bidaut-Ve´ron [5] for the scalar nonlinear heat equation. The latter was an adaptation
of the celebrated method of Gidas and Spruck [12] for elliptic equations (see also [6] for
some particular elliptic systems). It is based on nonlinear integral estimates and Bochner
formula. This technique is completely different from that of [27], which relies on scaling
and energy arguments.
d) In [18], Merle and Zaag proved Liouville-type theorems for the so-called ancient
solutions of the system
Ut −∆U = F (|U |)U, (7)
with F (|U |) ∼ |U |p−1 as |U | → ∞, under the assumption p < pS and
ui(x, t) ≤ C(T − t)−1/(p−1). (8)
Namely they showed that any solution of (7) in RN × (−∞, T ) which satisfies (8) is inde-
pendent of the space variable. In the special case F (|U |) = |U |2 (p = 3), Proposition 3.1
below (which is a consequence of Theorem 2.1) guarantees that (8) holds if 3 < pB(N).
Thus, the estimate (8) is always true if N ≤ 3.
We now turn to the case of a half-space RN+ = {x ∈ RN : x1 > 0}.
Theorem 2.2. Let r ≥ 1 and assume either N ≤ 3 or N = 4 and p = 2r + 1 < pB(3) =
15/4. Let B satisfy (2). Then the problem

∂ui
∂t
−∆ui =
m∑
j=1
βiju
r
iu
r+1
j , x ∈ RN+ , t ∈ R, i = 1, 2, ..., m,
ui = 0, x ∈ ∂RN+ , t ∈ R, i = 1, ..., m,
(9)
has no nontrivial, nonnegative, bounded classical solution.
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Remark 2.2. The upper restrictions on N in Theorem 2.2 are consequences of the con-
dition r ≥ 1, which is required by the use of the moving plane method in the proof of
Theorem 2.2.
Theorem 2.2 is a consequence of the following result which can be applied for more
general cooperative parabolic systems.
Theorem 2.3. Consider the following system

∂ui
∂t
−∆ui = fi(u1, ..., um), x ∈ RN+ , t ∈ R, i = 1, ..., m,
ui = 0, x ∈ ∂RN+ , t ∈ R, i = 1, ..., m.
(10)
Assume that fi : [0,∞)m → R are C1-functions satisfying:
(H1) fi(0, ..., 0) = 0, i = 1, ..., m,
(H2)
∂fi
∂uj
(u1, ..., um) ≥ 0, for all (u1, ..., um) ∈ [0,∞)m and all i 6= j,
(H3)
m∑
j=1
∂fi
∂uj
(0, ..., 0)≤ 0, for all i,
and that
(H4) any nontrivial, nonnegative, bounded solution of (10) is positive in R
N
+ × R.
Then any nontrivial, nonnegative, bounded solution U = (ui) of (10) is increasing in x1:
∂ui
∂x1
(x, t) > 0, x ∈ RN+ , t ∈ R, i = 1, ..., m. (11)
Theorem 2.3 is an analogue for systems of [25, Theorem 2.4 (c1)] for scalar equations.
The proof follows the idea in [25] which is based on a moving plane technique. However,
significant additional difficulties arise in the case of systems. This leads to the introduction
of the assumption (H4) (which, in turn, is necessary for the conclusion (11) to hold). Then,
in order to deduce Theorem 2.2 from Theorem 2.3, we use an induction argument on the
number m of components.
The outline of the rest of the paper is as follows. In section 3, we give applications of
our Liouville-type theorems, namely universal singularity estimates, including initial and
final blowup estimates, as well as universal bounds for global solutions. Section 4 is then
devoted to the proof of the Liouville-type Theorem 2.1 in the whole space, and section 5
to the proofs of Theorems 2.2 and 2.3 in a half-space. Finally, a version of the maximum
principle for cooperative systems, suitable to our needs, is given in Appendix.
3. Applications of Liouville-type results
As a first application of Theorem 2.1, we obtain universal singularity estimates in time
and space, including universal initial and final blowup estimates in the case Ω = RN .
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Proposition 3.1. Let r > 0 and assume p := 2r+1 < pB(N) if N ≥ 3. Let B satisfy (2).
There exists a universal constant C = C(N, p, B) > 0 such that, for any domain Ω of RN
and any nonnegative classical solution U of (1) in Ω× (0, T ), there holds
ui(x, t) ≤ C
(
t−1/(p−1) + (T − t)−1/(p−1) + dist−2/(p−1)(x, ∂Ω)
)
, (12)
for all (x, t) ∈ Ω× (0, T ) and i = 1, ..., m. In particular, in the case Ω = RN , we have
ui(x, t) ≤ C
(
t−1/(p−1) + (T − t)−1/(p−1)) . (13)
Note that Proposition 3.1 covers in particular the Gross-Pitaevskii case r = 1 in dimen-
sion N = 3. The proof is based on a reduction to Theorem 2.1 by rescaling and doubling
arguments. Since it is completely similar to that in [25, Theorem 3.1] for the scalar case,
it is therefore omitted. We stress that the proof only requires Theorem 2.1 for bounded
solutions (and Theorem 2.1 in the general case is finally obtained as a consequence of
Proposition 3.1).
Remark 3.1. (a) It is clear that if the positivity condition of the diagonal of B is removed,
then the universal singularity estimate (12) fails due to the existence of arbitrary large
semi-trivial solutions. Indeed, if β11 = 0, then for any A > 0, the constant function
U = (A, 0, ..., 0) is a semi-trivial solution of problem (1) in any domain Ω× (0, T ).
(b) In the elliptic case, it is sometimes possible to prove universal estimates of positive
solutions in spite of the existence of arbitrary large semitrivial solutions. This is for
instance the case for Dirichlet problems associated with system (4) when r = 1, m = 2,
β11 = β22 = 0, β12 > 0 and N ≤ 3 (see [19, Theorems 1.1 and 6.1]). However the following
counter-example shows that even this fails in the parabolic case:
Let r ≥ 1 and assume that β11 = 0. Let A > 0 be fixed. For any ε ∈ (0, A), we denote Uε
the maximal classical solution of system (1) in B1× [0, T ) with initial and boundary value
Uε = (A, ε, ..., ε). Then uε,i ≥ ε > 0 by the maximum principle. Also, U0 = (A, 0, ..., 0) is
a global solution of system (1) in B1× [0,∞) with initial and boundary value (A, 0, ..., 0).
Since the nonlinearity is Lipschitz (r ≥ 1), it follows from the continuous dependence of
solutions with respect to initial and boundary data that, for ε ∈ (0, ε0(A)) with ε0(A) > 0
small enough, the solution Uε exists in B1 × [0, 1]. Since A > 0 is arbitrarily large, the
universal estimate (12) thus fails also for positive solutions.
For the next application of our Liouville-type theorems, we consider the initial-boundary
value problem:

∂ui
∂t
−∆ui + λiui =
m∑
j=1
βiju
r
iu
r+1
j , x ∈ Ω, t ∈ (0, T ), i = 1, ..., m,
ui = 0, x ∈ ∂Ω, t ∈ (0, T ), i = 1, ..., m,
ui(x, 0) = u0,i, x ∈ Ω, i = 1, ..., m,
(14)
where U0 = (u0,i) are non-negative functions in (C0(Ω))
m, λi ∈ R are constants, and Ω
is a regular domain (possibly unbounded) of RN . It is well known (see, e.g., Amann [2])
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that problem (14) has a unique (mild) solution
U(t) ∈ C([0, T ); (C0(Ω))m)
with maximal existence time T = Tmax(U0), and U is a classical solution for t ∈ (0, T ). We
have the following universal estimates for global solutions, as well as universal initial and
final time blow-up rates. Again, this covers in particular the case r = 1 in dimension N =
3.
Proposition 3.2. Let r ≥ 1 and assume either N ≤ 2 or N = 3 and p = 2r + 1 <
pB(3) = 15/4. Let B satisfy (2). Let U be a nonnegative solution of (14) in Ω× (0, T ).
(i) If T <∞ then there holds
ui(x, t) ≤ C
(
1 + t−1/(p−1) + (T − t)−1/(p−1)) , x ∈ Ω, 0 < t < T, i = 1, ..., m,
where C = C(Ω, p, B).
(ii) If U is global then there holds
ui(x, t) ≤ C
(
1 + t−1/(p−1)
)
, x ∈ Ω, t > 0, i = 1, ..., m,
where C = C(Ω, p, B).
The proof of Proposition 3.2 is completely similar to that of [25, Theorem 4.1], based
on rescaling and doubling arguments, and Liouville-type theorems. Namely, we use the
Liouville-type Theorems 2.1 in the whole space, and Theorem 2.2 in a half-space.
Remark 3.2. The upper restriction on N in Proposition 3.2 is a consequence of the
condition r ≥ 1, required by Theorem 2.2. However, if we consider only radial solutions
in a symmetric domain Ω (i.e. the whole space RN , a ball, an annulus, or the complement
of a ball), then Proposition 3.2 is true under the weaker assumptions r > 0, N ≥ 1 and
p < pS (see [21, Section 2]).
4. Proof of Theorem 2.1
For the sake of simplicity, we denote by
∫
the integral
∫
B1
∫ 1
−1
dxdt. The key step is the
following Lemma.
Lemma 4.1. Assume that p < pB(N) and B satisfies (2). Let 0 ≤ ϕ ∈ D(B1 × (−1, 1))
and U be a positive classical solution of (1) in B1 × (−1, 1). Denote
Ii =
∫
ϕu−2i |∇ui|4, I =
m∑
i=1
Ii,
Li =
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)2
, L =
m∑
i=1
Li.
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Then there holds
I + L ≤ C
m∑
i=1
∫
ϕ
(
|∂tui|u−1i |∇ui|2 + |∂tui|2
)
+ C
m∑
i=1
∫
|∆ϕ||∇ui|2
+ C
m∑
i=1
∫ ( m∑
j=1
βiju
r
iu
r+1
j + |∂tui|+ u−1i |∇ui|2
)
|∇ϕ.∇ui|
+ C
m∑
i,j=1
∫
|ϕt|βijur+1i ur+1j , (15)
where C = C(N, p, B).
Proof. Step 1. Preparations. Denote
Ji :=
∫
ϕu−1i |∇ui|2∆ui, J =
m∑
i=1
Ji,
Ki :=
∫
ϕ(∆ui)
2, K =
m∑
i=1
Ki.
Applying [29, Lemma 8.9] with q = 0, −1 6= k < 0, we have
−
(N − 1
N
k + 1
)
kIi +
N + 2
N
kJi − N − 1
N
Ki
≤ 1
2
∫
|∇ui|2∆ϕ +
∫ (
∆ui − ku−1i |∇ui|2
)∇ui.∇ϕ.
(We stress that this is true if ui is any positive C
2,1 function, with no reference to the
PDE system (1) at this point.) Therefore,
−
(N − 1
N
k + 1
)
kI +
N + 2
N
kJ − N − 1
N
K
≤
m∑
i=1
∫ (
1
2
|∇ui|2∆ϕ+
(
∆ui − ku−1i |∇ui|2
)∇ui.∇ϕ
)
. (16)
Step 2. Estimate of J and K. We claim that
−J ≥ 1
p
m∑
i=1
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)2
+
1
2p(r + 1)
∫
ϕt
m∑
i,j=1
βiju
r+1
i u
r+1
j
− 1
p
∫ m∑
i,j=1
βiju
r
iu
r+1
j |∇ϕ.∇ui| −
∫
ϕ
m∑
i=1
|∂tui|u−1i |∇ui|2 (17)
and
K =
m∑
i=1
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)2
+
m∑
i=1
∫
ϕ|∂tui|2 + 1
r + 1
m∑
i,j=1
∫
ϕtβiju
r+1
i u
r+1
j . (18)
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Let us first establish (17). Using integration by parts, we have∫
ϕ|∇ui|2ur−1i ur+1j =
∫
ϕur+1j ∇ui.∇
(
uri
r
)
= −1
r
∫
ϕuriu
r+1
j ∆ui −
1
r
∫
uriu
r+1
j ∇ϕ.∇ui
− r + 1
r
∫
ϕuriu
r
j∇ui.∇uj. (19)
Using the Young inequality 2uriu
r
j∇ui.∇uj ≤ |∇ui|2ur−1i ur+1j + |∇uj|2ur+1i ur−1j , it follows
from (19) that∫
ϕ|∇ui|2ur−1i ur+1j ≥ −
1
r
∫
ϕuriu
r+1
j ∆ui −
1
r
∫
uriu
r+1
j ∇ϕ.∇ui
− r + 1
2r
∫
ϕ
(|∇ui|2ur−1i ur+1j + |∇uj|2ur+1i ur−1j ).
Consequently,
m∑
i,j=1
βij
∫
ϕ|∇ui|2ur−1i ur+1j ≥ −
1
r
m∑
i,j=1
∫
ϕβiju
r
iu
r+1
j ∆ui −
1
r
m∑
i,j=1
∫
βiju
r
iu
r+1
j ∇ϕ.∇ui
− r + 1
2r
m∑
i,j=1
βij
∫
ϕ
(|∇ui|2ur−1i ur+1j + |∇uj|2ur+1i ur−1j ),
hence
m∑
i,j=1
βij
∫
ϕ|∇ui|2ur−1i ur+1j ≥ −
1
r
m∑
i,j=1
∫
ϕβiju
r
iu
r+1
j ∆ui −
1
r
m∑
i,j=1
∫
βiju
r
iu
r+1
j ∇ϕ.∇ui
− r + 1
r
m∑
i,j=1
βij
∫
ϕ|∇ui|2ur−1i ur+1j ,
owing to the symmetry property βij = βji. Consequently, recalling p = 2r + 1, we obtain
m∑
i,j=1
βij
∫
ϕ|∇ui|2ur−1i ur+1j ≥ −
1
p
∫ m∑
i,j=1
ϕβiju
r
iu
r+1
j ∆ui −
1
p
∫ m∑
i,j=1
βiju
r
iu
r+1
j ∇ϕ.∇ui.
(20)
Now substituting the PDE (1), written as
−∆ui =
m∑
j=1
βiju
r
iu
r+1
j − ∂tui, (21)
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in the definition of J , it follows from (20) that
−J =
m∑
i,j=1
∫
ϕ|∇ui|2βijur−1i ur+1j −
m∑
i=1
∫
ϕu−1i |∇ui|2∂tui
≥ 1
p
m∑
i=1
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)
(−∆ui)− 1
p
m∑
i,j=1
∫
βiju
r
iu
r+1
j |∇ϕ.∇ui|
−
m∑
i=1
∫
ϕ|∂tui|u−1i |∇ui|2
and then, that
−J ≥ 1
p
m∑
i=1
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)2
− 1
p
∫
ϕ
m∑
i,j=1
βiju
r
iu
r+1
j ∂tui (22)
− 1
p
m∑
i,j=1
∫
βiju
r
iu
r+1
j |∇ϕ.∇ui| −
m∑
i=1
∫
ϕ|∂tui|u−1i |∇ui|2.
Next observe that, due to βij = βji, we have
∂t
( m∑
i,j=1
βiju
r+1
i u
r+1
j
)
= (r + 1)
m∑
i,j=1
βiju
r
iu
r+1
j ∂tui + (r + 1)
m∑
i,j=1
βiju
r+1
i u
r
j∂tuj
= 2(r + 1)
m∑
i,j=1
βiju
r
iu
r+1
j ∂tui. (23)
Combining (22) and (23) and integrating by parts in t, we obtain
−J ≥ 1
p
m∑
i=1
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)2
+
1
2p(r + 1)
∫
ϕt
m∑
i,j=1
βiju
r+1
i u
r+1
j
− 1
p
m∑
i,j=1
∫
βiju
r
iu
r+1
j |∇ϕ.∇ui| −
m∑
i=1
∫
ϕ|∂tui|u−1i |∇ui|2
i.e., estimate (17).
Next consider K. By substituting (21) in the definition of K, we have
K =
m∑
i=1
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)2
+
m∑
i=1
∫
ϕ|∂tui|2 − 2
m∑
i,j=1
∫
ϕβiju
r
iu
r+1
j ∂tui.
Using (23) again and integrating by parts in t, we obtain (18).
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Step 3. Conclusion. It follows from (17) and (18) that, for any −1 6= k < 0,
N + 2
N
kJ − N − 1
N
K ≥
(N + 2
pN
(−k)− N − 1
N
) m∑
i=1
∫
ϕ
( m∑
j=1
βiju
r
iu
r+1
j
)2
− C
m∑
i,j=1
∫
|ϕt|βijur+1i ur+1j − C
m∑
i,j=1
∫
βiju
r
iu
r+1
j |∇ϕ.∇ui|.
− C
m∑
i=1
∫
ϕ|∂tui|u−1i |∇ui|2 − C
m∑
i=1
∫
ϕ|∂tui|2. (24)
Since p < pB(N), we can take k > −N/(N − 1) close to −N/(N − 1) such that(N − 1
N
k + 1
)
(−k) > 0 and N + 2
pN
(−k)− N − 1
N
> 0.
(If N = 1 then we take any −1 6= k < 0.) The lemma follows from (16) and (24). 
Lemma 4.2. Assume that p < pB(N) and B satisfies (2). Let U be a positive classical
solution of (1) in B1 × (−1, 1). Then∫
B1/2
∫ 1/2
−1/2
m∑
i=1
( m∑
j=1
βiju
r
iu
r+1
j
)2
dxdt ≤ C(N, p, B). (25)
Proof. We follow the argument as in the proof of [29, Proposition 21.5]. One can choose
the test-function ϕ such that ϕ = 1 in B1/2 × (−1/2, 1/2), 0 ≤ ϕ ≤ 1 and
|∇ϕ| ≤ Cϕ(3p+1)/4p, |∆ϕ| ≤ Cϕ(p+1)/2p, |ϕt| ≤ Cϕ(3p+1)/4p ≤ Cϕ(p+1)/2p. (26)
Recall the notation
∫
=
∫
B1
∫ 1
−1
dxdt. By the proof of [29, Proposition 21.5] (see formulae
(21.10) and (21.11)), for any ε > 0 and any positive function u ∈ C2,1(B1 × (−1, 1)) , we
have ∫
|∇u|2(|∆ϕ|+ ϕ−1|∇ϕ|2 + |ϕt|) ≤ ε
∫
ϕ
(
u−2|∇u|4 + u2p)+ C(ε)
and ∫ (
ϕ|ut|u−1|∇u|2 +
(
up + |ut|+ u−1|∇u|2
)|∇u.∇ϕ|+ up+1|ϕt|)
≤ ε
∫
ϕ
(
u−2|∇u|4 + u2p)+ C(ε)(1 + ∫ ϕ|ut|2).
Set β = min
1≤i≤m
βii > 0. Using
I + L ≥
m∑
i=1
∫
ϕu−2i |∇ui|4 + β2
m∑
i=1
∫
ϕu2pi
and
uriu
r+1
j ≤ upi + upj , ur+1i ur+1j ≤ up+1i + up+1j ,
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it follows that
∫
|∇ui|2(|∆ϕ|+ ϕ−1|∇ϕ|2 + |ϕt|) ≤ ε(I + L) + C(ε),∫ (
ϕ|∂tui|u−1i |∇ui|2 +
( m∑
j=1
βiju
r
iu
r+1
j + |∂tui|+ u−1i |∇ui|2
)|∇ui.∇ϕ|)
≤ ε(I + L) + C(ε)
(
1 +
∫
ϕ|∂tui|2
)
, (27)
∫ ( m∑
j=1
βiju
r+1
i u
r+1
j |ϕt|
)
≤ ε(I + L) + C(ε)
(
1 +
∫
ϕ|∂tui|2
)
.
On the other hand, using (23) and integrating by parts in space and in time, we have
m∑
i=1
∫
ϕ|∂tui|2 =
m∑
i=1
∫
ϕ(∂tui)
(
∆ui +
m∑
j=1
βiju
r
iu
r+1
j
)
= −
m∑
i=1
∫
ϕ∂t
( |∇ui|2
2
)
+
1
2(r + 1)
∫
ϕ∂t
( m∑
i,j=1
βiju
r+1
i u
r+1
j
)
−
m∑
i=1
∫
(∂tui)∇ϕ.∇ui
=
∫
ϕt
m∑
i=1
( |∇ui|2
2
)
− 1
2(r + 1)
∫
ϕt
( m∑
i,j=1
βiju
r+1
i u
r+1
j
)
−
m∑
i=1
∫
(∂tui)∇ϕ.∇ui
≤ C
∫
|ϕt|
( m∑
i=1
|∇ui|2 +
m∑
i,j=1
βiju
r+1
i u
r+1
j
)
+
1
2
m∑
i=1
∫
ϕ|∂tui|2 + 1
2
m∑
i=1
∫
ϕ−1|∇ϕ|2|∇ui|2.
(Note that, since ui is positive, it is smooth enough so that the above calculations are
justified.) Therefore,
m∑
i=1
∫
ϕ|∂tui|2 ≤ C
m∑
i=1
∫
|ϕt|
(
|∇ui|2 +
m∑
j=1
βiju
r+1
i u
r+1
j
)
+
m∑
i=1
∫
ϕ−1|∇ϕ|2|∇ui|2
≤ C
m∑
i,j=1
∫
|ϕt|βijur+1i ur+1j + C(N, p, B)ε(I + L) + C(ε). (28)
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By (26) and Young ’s inequality,∫
|ϕt|ur+1i ur+1j ≤ 2ε
∫
ϕ(uiuj)
p + C(ε)
∫
ϕ−(p+1)/(p−1)|ϕt|2p/(p−1)
≤ ε
∫
ϕ
(
u2pi + u
2p
j
)
+ C(ε)
∫
ϕ−(p+1)/(p−1)|ϕt|2p/(p−1)
≤ ε
β2ii
Li +
ε
β2jj
Lj + C(ε).
Hence, ∫
|ϕt|βijur+1i ur+1j ≤ βij
( ε
β2ii
+
ε
β2jj
)
(I + L) + C(ε). (29)
Combing (28) and (29), we obtain
m∑
i=1
∫
ϕ|∂tui|2 ≤ C(N, p, B)ε(I + L) + C(ε). (30)
Therefore, it follows from (15), (27) and (30) that
I + L ≤ C(ε) + C(N, p, B)ε(I + L).
By choosing ε sufficiently small, we obtain I, L ≤ C and the Lemma follows. 
Proof of Theorem 2.1. We first consider the case of bounded solutions. Assume for
contradiction that U = (ui) is a nontrivial, bounded, nonnegative solution of (1) in
R
N × R. For each i, since the component ui is a supersolution of the heat equation, it
follows from the strong maximum principle that either ui is positive in R
N × R, or there
exists t0 ∈ R such that ui = 0 in RN × (−∞, t0]. In the latter case, since U is bounded,
we have ∂tui − ∆ui ≤ Cui for some constant C > 0 and the maximum principle then
guarantees that ui = 0 in R
N × (t0,∞), hence ui ≡ 0. By removing all the components
which are identically zero and relabeling, we may assume without loss of generality that
ui > 0 for i = 1, ..., m (with m ≥ 2, since nonexistence in the scalar case is already known
by [5], see also [29, Theorem 26.8]).
Now, for any R > 0, we rescale
vi(x, t) = R
2/(p−1)ui(Rx,R
2t).
Then V = (vi) is also a solution of (1). Since all vi are positive, we may apply Lemma 4.2
to deduce∫
|y|<R/2
∫
|s|<R2/2
m∑
i=1
( m∑
j=1
βiju
r
iu
r+1
j
)2
(y, s)dyds
= RN+2−4p/(p−1)
∫
|x|<1/2
∫
|t|<1/2
m∑
i=1
( m∑
j=1
βijv
r
i v
r+1
j
)2
(x, t)dxdt
≤ CRN+2−4p/(p−1).
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Since p < pB ≤ pS, by letting R→ ∞ we get
∑m
i=1
(∑m
j=1 βiju
r
iu
r+1
j
)2 ≡ 0. Since βii and
ui are positive, this is a contradiction. This proves Theorem 2.1 in the case of bounded
solutions.
Finally, to treat the general case, we recall that the Liouville-type property of The-
orem 2.1 for bounded solutions is sufficient for the proof of Proposition 3.1 (see the
paragraph after Proposition 3.1). But after a time shift, formula (13) in Proposition 3.1
guarantees that any solution of (1) in RN × (−T, T ) has to satisfy u(x, t) ≤ CT−1/(p−1) in
R
N × (−T/2, T/2). The conclusion then follows by letting T →∞. 
5. Proof of Theorems 2.2 and 2.3
Proof of Theorem 2.3. It is done in three steps.
Step 1. Notation. For λ > 0, let
Tλ = {x ∈ RN : 0 < x1 < λ}.
Denote
Vλui(x, t) := ui(2λ− x1, x′, t)− ui(x1, x′, t),
where x′ = (x2, ..., xN). Let vi = Vλui, then V = (vi) satisfies

∂tvi −∆vi =
m∑
j=1
cλijvj , (x, t) ∈ Tλ × R, i = 1, 2, ..., m.
vi = 0, x1 = λ, x
′ ∈ RN−1, t ∈ R, i = 1, ..., m,
vi > 0, x1 = 0, x
′ ∈ RN−1, t ∈ R, i = 1, ..., m,
(31)
where
cλij =
∫ 1
0
∂fi
∂uj
(U + sV )ds. (32)
We shall show that, for any λ > 0,
V ≥ 0 for all (x, t) ∈ Tλ × R. (S)
For any positive q, λ satisfying λ
√
q < pi, we define the function
h(x) = sin
[1
2
(
pi +
√
q(2x1 − λ)
)]
, (33)
which satisfies 

−∆h = qh, x ∈ Tλ,
h(x) ≥ η > 0, x ∈ Tλ,
|∇h| ≤ √q, x ∈ Tλ,
(34)
where η = sin
[
1
2
(pi − λ√q)].1
1 We note that this choice of h is simpler than that in [8, 25], owing to the different form of maximum
principle used in the subsequent steps (which does not require W → 0 at space infinity in (36) or (45)).
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Step 2. Proof of (S) for small λ. Due to the boundedness of U , the coefficients cλij are
bounded (uniformly in λ). So we may fix γ, q > 0 such that
q ≥ γ +max
i
sup
x∈RN
+
, t∈R, λ>0
m∑
j=1
cλij(x, t). (35)
For any λ > 0 small such that λ−2pi2 > q, let h be given by (33) and denote wi :=
eγtvi/h. Then W = (wi) satisfies

∂twi −∆wi − 2∇hh .∇wi = (γ + cλii − q)wi +
m∑
j=1
j 6=i
cλijwj, (x, t) ∈ Tλ × R, i = 1, ..., m,
wi ≥ 0, x ∈ ∂Tλ, t ∈ R, i = 1, ..., m.
(36)
By assumption (H2), we see that c
λ
ij is nonnegative for all i 6= j, so that the system (31)
is cooperative. Moreover, by the definition of q in (35), we have(
γ + cλii − q
)
+
∑
j 6=i
cλij ≤ 0, for all i = 1, ..., m.
We may thus apply the maximum principle for cooperative parabolic systems (see Propo-
sition 6.1(ii) in Appendix). The latter, applied to −W on Tλ × (t0, t) for any t0 < t,
guarantees that
max
i
sup
x∈Tλ
w−i (x, t) ≤ max
i
sup
x∈Tλ
w−i (x, t0), (37)
where z− := −min(z, 0). Consequently,
max
i
sup
x∈Tλ
v−i (x, t)
h(x)
≤ e−γ(t−t0)max
i
sup
x∈Tλ
v−i (x, t0)
h(x)
≤ e−γ(t−t0)‖U‖∞
η
. (38)
Letting t0 → −∞, we obtain V ≥ 0 in Tλ × R. Therefore, (S) holds for any λ > 0
sufficiently small.
Step 3. Proof of (S) for large λ. Next, we denote
λ0 = sup{µ > 0 : (S) holds for all λ ∈ (0, µ)}. (39)
The previous argument shows that λ0 > 0, and we shall prove by contradiction that
λ0 = ∞. Assume λ0 <∞. Then there is a sequence λk ≥ λ0 such that λk → λ0 and the
set
Zk = {(x, t) ∈ Tλk × R : there exists i such that Vλkui(x, t) < 0}
is nonempty. Set
mk := sup
(x,t)∈Zk
max
{
max
i
ui(x, t), max
i
ui(2λk − x1, x′, t)
}
.
We have the following two possibilities:
Case 1: mk ≥ ε0 for some ε0 > 0, up to a subsequence;
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Case 2: mk → 0.
First consider Case 1. Then there exist sequences xk1 ∈ (0, λk), zk ∈ RN−1, tk ∈ R such
that
(xk1, z
k, tk) ∈ Zk and max
{
max
i
ui(x
k
1 , z
k, tk), max
i
ui(2λk − xk1, zk, tk)
}
≥ ε0 for any k.
By extracting a subsequence of k, we may assume that there exists i0 ∈ {1, ..., m} such
that, for any k,
Vλkui0(x
k
1, z
k, tk) < 0 (40)
and
max
{
max
i
ui(x
k
1 , z
k, tk), max
i
ui(2λk − xk1, zk, tk)
}
≥ ε0. (41)
We may also assume that xk1 → a for some a ∈ [0, λ0]. Let
uki (x, t) = ui(x1, x
′ + zk, t+ tk), x = (x1, x
′) ∈ RN+ , t ∈ R, i = 1, ..., m.
Since the sequence Uk = (uki ) is uniformly bounded, using standard parabolic estimates,
it follows that Uk converges (up to a subsequence) in C2,1loc (R
N
+ × R) to a nonnegative
solution U˜ = (u˜i) of (10).
The definition of λ0 implies that Vλ0u
k
i ≥ 0 in Tλ0 × R for any i = 1, ..., m. Hence,
Vλ0 u˜i ≥ 0 in Tλ0 × R for any i = 1, ..., m. Let v˜i := Vλ0 u˜i. Then (v˜i) is a nonnegative
solution of the system

∂tv˜i −∆v˜i =
m∑
j=1
cλ0ij v˜j , (x, t) ∈ Tλ0 × R, i = 1, 2, ..., m,
v˜i = 0, x1 = λ0, x
′ ∈ RN−1, t ∈ R, i = 1, ..., m,
v˜i ≥ 0, x1 = 0, x′ ∈ RN−1, t ∈ R, i = 1, ..., m.
From (40) and (41), we deduce that
Vλ0 u˜i0(a, 0, 0) ≤ 0 (42)
and
max
i
u˜i(a, 0, 0) ≥ ε0 or max
i
u˜i(2λ0 − a, 0, 0) ≥ ε0. (43)
Owing to assumption (H4), (43) guarantees that
u˜i0(x, t) > 0, for all (x, t) ∈ RN+ × R,
hence Vλ0 u˜i0(0, x
′, t) > 0 for any x′, t. Since z := Vλ0 u˜i0 satisfies

∂tz −∆z ≥ cλ0i0i0z, (x, t) ∈ Tλ0 × R,
z = 0, x1 = λ0, x
′ ∈ RN−1, t ∈ R,
z > 0, x1 = 0, x
′ ∈ RN−1, t ∈ R,
we deduce from the (scalar) maximum principle that Vλ0 u˜i0 > 0 in Tλ0×R. It thus follows
from (42) that a = λ0. By the Hopf boundary principle,
2∂x1u˜i0(λ0, 0, 0) = −∂x1Vλ0 u˜i0(x1, 0, 0)|x1=λ0 = −∂x1z(λ0, 0, 0) > 0.
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Consequently, ∂x1 u˜i0(x1, 0, 0) is bounded below by a positive constant on an interval
around λ0 and this remains valid if u˜i0 is replaced by u
k
i0
≈ u˜i0. That is, there is δ > 0
such that
∂x1ui0(x1, z
k, tk) = ∂x1u
k
i0
(x1, 0, 0) > 0, x1 ∈ [λ0 − δ, λ0 + δ] (44)
for k sufficiently large. However, since 2λk − xk1 > xk1 both belong to [λ0 − δ, λ0 + δ] for
large k, (44) contradicts Vλkui0(x
k
1, z
k, tk) < 0.
We next turn to Case 2. We consider the system (31) for large k. We are going to apply
the maximum principle again, this time taking advantage of the fact that the parabolic
inequalities need be satisfied only on the possible positivity set Zk (see Proposition 6.1(ii)
in Appendix). Recalling V = (Vλkui), it follows from mk → 0 that
sup
(x,t)∈Zk
(|U(x, t)| + |V (x, t)|)→ 0 as k →∞.
In view of assumption (H3) and the definition (32), we deduce that
lim sup
k→∞
q˜k ≤ 0, where q˜k := max
i
sup
(x,t)∈Zk
m∑
j=1
cλkij (x, t).
Fix a large k and contants q, γ > 0 such that q = q˜k + γ < λ
−2
k pi
2(≈ λ−20 pi2). Like in
Step 2, we consider wi := e
γtvi/h with h given by (33) for λ = λk. Let
Di := {(x, t) ∈ Tλk × R; wi(x, t) < 0}
and note that Di ⊂ Zk. Then (wi) satisfies

∂twi −∆wi − 2∇hh .∇wi = (γ + cλkii − q)wi +
m∑
j=1
j 6=i
cλkij wj, (x, t) ∈ Di, i = 1, ..., m,
wi ≥ 0, (x, t) ∈ ∂Tλk × R, i = 1, ..., m.
(45)
By the maximum principle in Proposition 6.1(ii), applied to −W , we obtain again (37)-
(38), and conclude that V ≥ 0 in Tλk × R. But this is a contradiction with the nonemp-
tyness of Zk.
We have thus reached a contradiction in both cases, which proves that λ0 = ∞ i.e.,
(S) holds for any λ > 0. The Hopf boundary principle then gives
2∂x1ui(x, t)|x1=λ = −∂x1Vλ0ui(x, t)|x1=λ > 0
for any λ > 0 and any i. The theorem is proved. 
Proof of Theorem 2.2. It is done by induction on m. For m = 1, it is reduced to the
Liouville-type theorem for the equation ut − ∆u = up in the half-space RN+ × R. This
was proved in [25, Theorem 2.1] for N ≤ 2, or N ≥ 3 and p < pB(N − 1). The result of
Quittner [27], in conjunction with [25, Theorem 2.4], guarantees the case N = 3.
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Now fix m ≥ 2 and assume that the theorem holds for m − 1. We shall prove by
contradiction that the theorem then holds for m. Thus suppose that U = (u1, . . . , um) is
a nontrivial, nonnegative, bounded classical solution of (9).
First we claim that
any component ui is either identically zero or positive in R
N
+ × R. (46)
Indeed since ui is a supersolution to the heat equation, it follows from the strong maximum
principle that either ui is positive in R
N
+ × R, or there exists t0 ∈ R such that ui = 0 in
R
N
+ × (−∞, t0]. In the latter case, since U is bounded, we have ∂tui−∆ui ≤ Cui for some
constant C > 0 and the maximum principle then guarantees that ui = 0 in R
N
+ × (t0,∞),
hence ui ≡ 0.
Next we claim that actually
ui > 0 for all i = 1, ..., m. (47)
Indeed, otherwise, by (46), there is a component ui0 which is identically zero. By removing
this component, we then obtain a nontrivial, nonnegative, bounded classical solution of
problem (9) for (m− 1) components. But this contradicts the induction assumption.
We note that, owing to (2) and r ≥ 1, the system satisfies all the conditions in Theo-
rem 2.3. In particular, assumption (H4) follows from (47). Therefore, ∂x1ui(x, t) > 0 for
all (x, t) ∈ RN+ × R and for all i = 1, ..., m. Now, let
ui,l(x1, x
′, t) = ui(x1 + l, x
′, t), (x1, x
′, t) ∈ (−l,∞)× RN−1 × R, i = 1, ..., m.
From the boundedness of ui and parabolic estimates, letting l →∞ upon a subsequence,
we can assume that ui,l converges uniformly on each compact set to ui,∞, where (ui,∞) is
a bounded, nonnegative classical solution of problem (1) in RN × R. The monotonicity
of ui implies that ui,∞ is positive and independent of x1. We thus obtain a bounded,
positive classical solution of problem (1) in RN−1×R. This contradicts Theorem 2.1 and
Remark 2.1(b) (here we assumed N ≥ 2; the case N = 1 reduces to an ODE system for
which nonexistence is obvious). 
6. Appendix
We give the following version of the maximum principle for cooperative systems, which
is suitable to our needs. Related results are given in [26, Section 3.8] or [11, Theorem
3.2], but do not quite satisfy our requirements (unbounded domain, parabolic inequalities
assumed on the positivity set only). Here, for given vector W := (wi)1≤i≤m and real
number M , the inequality W ≤M is understood as wi ≤ M for all i = 1, . . . , m.
Proposition 6.1. Let m ≥ 2, T > 0, let Ω be an arbitrary domain of RN (bounded or
unbounded, not necessarily smooth). We denote QT = Ω× (0, T ) and ∂PQT = (Ω×{0})∪
(∂Ω × (0, T )) its parabolic boundary. Let W = (wi) ∈ C(Ω × [0, T );Rm) ∩ C2,1(QT ;Rm)
and denote
Di =
{
(x, t) ∈ QT : wi(x, t) > 0
}
.
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Assume that W is a bounded, classical solution of the system
∂twi −∆wi −K|∇wi| ≤
m∑
j=1
cij(x, t)wj in Di, i = 1, . . . , m, (48)
where K > 0 is a constant and the coefficients cij are measurable, bounded and satisfy
cij ≥ 0 for all i 6= j. (49)
(i) If W ≤ 0 on ∂PQT , then W ≤ 0 in QT .
(ii) Let M > 0 and assume in addition that
m∑
j=1
cij ≤ 0, i = 1, . . . , m. (50)
If W ≤M on ∂PQT , then W ≤M in QT .
Proof. (i) It follows by the Stampacchia method, e.g. along the lines of [29, Proposition
52.21] and [29, Remark 52.11(a)]. We give the proof for the convenience of the reader and
for completeness.
First consider the case when Ω is bounded. Let i ∈ {1, . . . , m}. By (48), we have
[
∂twi −∆wi −K|∇wi|
]
(wi)+ ≤
m∑
j=1
cij(x, t)(wj)(wi)+ in QT .
For t ∈ (0, T ), since (wi)+(·, t) ∈ H10 (Ω) by our assumption, we may integrate by parts,
to obtain
1
2
d
dt
∫
Ω
(wi)
2
+ =
∫
Ω
(∂twi)(wi)+
≤ −
∫
Ω
∇wi · ∇(wi)+ +K
∫
Ω
|∇wi|(wi)+ +
m∑
j=1
∫
Ω
cij(wj)(wi)+
≤ −
∫
Ω
|∇(wi)+|2 +
∫
Ω
|∇(wi)+|2 + K
2
4
∫
Ω
(wi)
2
+ +
m∑
j=1
∫
Ω
cij(wj)(wi)+.
By assumption (49), it follows that
1
2
d
dt
∫
Ω
(wi)
2
+ ≤
K2
4
∫
Ω
(wi)
2
+ +
∫
Ω
cii(wi)
2
+ +
m∑
j=1
j 6=i
∫
Ω
cij(wj)+(wi)+
≤
(K2
4
+ ‖cii‖∞
)∫
Ω
(wi)
2
+ +
1
2
m∑
j=1
j 6=i
∫
Ω
cij
(
(wj)
2
+ + (wi)
2
+
)
.
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Adding up for i = 1, . . . , m, we get
d
dt
m∑
j=1
∫
Ω
(wi)
2
+ ≤ L
m∑
j=1
∫
Ω
(wi)
2
+
for some constant L > 0. Since W ≤ 0 at t = 0, it follows by integration that∑m
j=1
∫
Ω
(wi)
2
+ ≤ 0, hence W ≤ 0 in QT .
Now, in the case of an unbounded domain, we fix ε > 0 and consider the modified
functions
w˜i = e
−λtwi − εψ, ψ = (N +K)t+ (1 + |x|2)1/2 > 0
with λ > 0 to be chosen. We also set
D˜i =
{
(x, t) ∈ QT ; w˜i(x, t) > 0
}
.
Since ψt −∆ψ −K|∇ψ| ≥ 0, we have, in D˜i ⊂ Di,
∂tw˜i −∆w˜i −K|∇w˜i| ≤ e−λt
[
∂twi −∆wi −K|∇wi| − λwi
]− ε[ψt −∆ψ −K|∇ψ|]
≤ e−λt[−λwi + m∑
j=1
cij(x, t)wj
]
=
[−λw˜i + m∑
j=1
cij(x, t)w˜j
]
+ ε
[−λ+ m∑
j=1
cij(x, t)
]
ψ
≤ (cii(x, t)− λ)w˜i +
m∑
j=1
j 6=i
cij(x, t)w˜j,
by choosing λ = maxi
∑m
j=1 ‖cij‖∞. Noting that w˜i < 0 for |x| large, we may then apply
the previous argument to get W˜ ≤ 0 in QT . The conclusion follows upon letting ε→ 0.
(ii) It suffices to apply assertion (i) to the functions wˆi := wi−M , noting that, in view
of assumption (50), we have, for each i = 1, . . . , m,
∂twˆi −∆wˆi −K|∇wˆi| = ∂twi −∆wi −K|∇wi|
≤
m∑
j=1
cij(x, t)(wˆj +M) ≤
m∑
j=1
cij(x, t)wˆj
in Di ⊃
{
(x, t) ∈ QT : wˆi(x, t) > 0
}
. 
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