The exponentiated gamma (EG) distribution is one of the important families of distributions in lifetime tests. In this paper, a new generalized version of this distribution which is called Transmuted exponentiated gamma (TEG) distribution is introduced. A new distribution is more flexible and has some interesting properties. A comprehensive mathematical treatment of the TEG distribution is provided. We derive the rth moment and moment generating function this distribution. Moreover, we discuss the maximum likelihood estimation of this distribution.
Introduction and Motivation
One of the important families of distributions in lifetime tests is the exponentiated gamma (EG) distribution. The exponentiated gamma (EG) distribution has been introduced by Gupta et al. (1998) , they proposed the use of the exponentiated gamma distribution as an alternative to gamma and weibull distributions . 
Transmutation Map
In this subsection we demonstrate transmuted probability distribution. Let 
Note that the inverse cumulative distribution function also known as quantile function is defined as    . in given (1.5) satisfies the property of probability density function.
Many authors dealing with the generalization of some well-known distributions . Aryal and Tsokos (2009) defined the transmuted generalized extreme value distribution and they studied some basic mathematical characteristics of transmuted Gumbel probability distribution and it has been observed that the transmuted Gumbel can be used to model climate data. Also Aryal and Tsokos (2011) presented a new generalization of Weibull distribution called the transmuted Weibull distribution . Mahmoud and Alam (2010) introduced new generalization of the linear exponential distribution is generalized linear exponential distribution. This distribution is important since it contains as special sub-models some widely well known distributions. It also provides more flexibility to analyze complex real data sets. Recently, Aryal (2013) proposed and studied the various structural properties of the transmuted Log-Logistic distribution, and Muhammad khan and king (2013) introduced the transmuted modified Weibull distribution which extends recent development on transmuted Weibull distribution by Aryal et al. (2011) . and they studied the mathematical properties and maximum likelihood estimation of the unknown parameters. Elbatal (2013) proposed a functional composition of the cumulative distribution function of one probability distribution with the inverse cumulative distribution function of another is called the transmutation map.He used the quadratic rank transmutation map (QRTM) in order to generate a flexible family of probability distributions taking modified inverse weibull distribution as the base value distribution by introducing a new parameter that would offer more distributional flexibility. It will be shown that the analytical results are applicable to model real world data. Elbatal and Aryal (2013) presented the transmuted additive Weibull distribution, that extends the additive Weibull distribution and some other distributions they used the quadratic rank transmutation map (QRTM) proposed by Shaw & Buckley( 2007) in order to generate the transmuted additive Weibull distribution. The rest of the paper is organized as follows. In Section 2 we demonstrate transmuted probability distribution, the hazard rate and reliability functions of TEG distribution. In Section 3 we studied the statistical properties include quantile functions, moments, moment generating function. The minimum , maximum and median order statistics models are discussed in Section 4. In section 5 we studied the least square estimation. Finally, In Section 6 we demonstrate the maximum likelihood estimates of the unknown parameters .
Transmuted Exponentiated Gamma Distribution
In this section we studied the transmuted exponentiated gamma (TEG) distribution . Now using (1.1) and (1.2) we have the cdf of transmuted exponentiated gamma distribution 
Figures (1) and (2) illustrate the graphical behavior of the pdf and cdf of transmuted exponentiated gamma distribution for selected values of the parameters. 
It is important to note that
One of the characteristic in reliability analysis is the hazard rate function (HF) defined by 
It is important to note that the units for
is the cumulative probability of failure per unit of time, distance or cycles. we can show that . For all choice of parameters the distribution has the decreasing patterns of cumulative instantaneous failure rates. Figures (3) and (4) 
Statistical Properties
This section is devoted to studying statistical properties of the ) (TEG distribution, specifically quantile function , moments and moment generating function
Quantile Function
The qth quantile q x of the transmuted exponentiated gamma distribution can be obtained
we simulate the TEG distribution by solving the nonlinear equation
where u has the uniform U(0;1) distribution. 
Moments
In this subsection we discuss the th r moment and moment generating function for ) (TEG distribution. Moments are necessary and important in any statistical analysis, especially in applications. It can be used to study the most important features and characteristics of a distribution (e.g., tendency, dispersion, skewness and kurtosis). If
then the th r moment of X is given by the following 
Order Statistics
In fact, the order statistics have many applications in reliability and life testing. The order statistics arise in the study of reliability of a system. Let 
n system which consists of n independent and identically components. Then the pdf of
. Substituting (2.1) and (2.2) into (4.1) we get
We defined the first order statistics
n X , the last order statistics as ) ,..., , (
. thus, the Distribution of the minimum , and the maximum
Least Squares and Weighted Least Squares Estimators
In this section, we provide the regression based method estimators of the unknown parameters of the transmuted exponentiated gamma distribution, which was originally suggested by Swain, Venkatraman and Wilson (1988) Johnson, Kotz and Balakrishnan (1995) . Using the expectations and the variances, two variants of the least squares methods can be used. 
Method 1 (Least Squares Estimators
with respect to the unknown parameters only.
Maximum Likelihood Estimation
In this section, we determine the maximum likelihood estimates (MLEs) of the parameters of the Taking the log-likelihood function for the vector of parameters  ) , , (
The log-likelihood can be maximized either directly or by solving the nonlinear likelihood equations obtained by differentiating (5.2). The components of the score vector are given by We can find the estimates of the unknown parameters by maximum likelihood method by setting these above non-linear equations (5.3)-(5.5) to zero and solve them simultaneously. Therefore, we use mathematical package to get the MLE of the unknown parameters. We noticed from the above Table 1 that all MSEs decrease as the sample size increases, while they increase with increasing of the true parameter.
