Recessive and dominant solutions Oscillatory and non oscillatory solutions a b s t r a c t
Introduction
Consider f : [1, ∞) → C a locally integrable function which is small at infinity, and the differential equation z(t) + f (t)z(t) = 0, t ∈ [1, ∞).
(1)
Asymptotic theorems as the famous Levinson theorem cannot be applicable to Eq. (1), see [1, [5] [6] [7] [8] . If we consider the integrable function f (t) = a/t 2 , the solutions of z(t) + a t 2 z(t) = 0, a constant, (2) are z ± (t) = t ν± ,
z − (t) = t 1/2 , z + (t) = ln(t)t 
For a = 0, the solutions (3) and (4) are not similar to the solutions of the unperturbed equationz = 0. But when the first moment of f , M 1 (f ), is finite: (1) has a fundamental system of solutions {z ± } such that as t → ∞, z − ∼ 1, z + ∼ t, see [1, [5] [6] [7] [8] 10] . Errors functions for such approximations were obtained by Hille [8] , and Spiegler and Vianello [15] under condition (6) and
which assumes that the first and the second moments of f are finite. We would like to study the WKBJ, or Green Liouville, approximation when (6) holds and to deduce the results corresponding to the stronger condition (7) . Moreover, we consider other integral conditions and bounded variation conditions. We obtain exponential representations of the type z ± (t) = (1 +ẽ ± (t)) exp tζ ± (u)du
for certain functionsζ ± , where the error functionsẽ ± (t) tend to zero as t → ∞ and have explicit estimates. Our method allows us to attack the interesting problem when t 2 f (t) is not necessarily integrable, but the pointwise condition (5) 
which implies the existence of the limit (5), then we prove that for a > 1/4 the solutions of (1) are oscillatory and they are non-oscillatory for a < 1/4 and have natural Liouville-Green approximations. See Theorems 4 and 5. The brake represented by a = 1/4 is still preserved by this generalization.
The main problem in Eq. (1) is the multiplicity of the characteristic root λ = 0. In order to change this in (1), we make
x , to get the equation
where g(x) = e 2x f (e x ) and y(x) = z(e x ). The representation
for the solutions y of Eq. (9) induces an error equation for e of the type
with c(x) → 0 as x → ∞ and r ∈ L 1 . As in Hille [8] , Eq. (1) is usually studied transforming it to a Ricatti differential equation, see [1, [5] [6] [7] [8] [9] [12] [13] [14] . Here, the linear Eq. (10) has a parametric algebraic-differential term r = R(ζ, g) of Ricatti type; see (23) below and Section 4. Precise bounds for the error functionsẽ ± are obtained as in the rigorous theory due to Olver [11] . Those estimates are obtained via singular integral equations, not necessarily of Volterra type, which generalize those introduced by Erdelgy [4] and its extensions of Olver [11, chap 6] . It seems that Liouville-Green approximation for Eq. (1) with these conditions has not been sufficiently studied. This may be the first time that the especial and interesting bounded variation case is treated in this way. Indeed only some results concerning a precise error analysis for the asymptotic approximations of solutions of (1) appear in Hille [8] , within the framework of non oscillation theory. The errors formulas of Hille [8] are extended to
During the last decades this problem has been the focus of interest, and it has been extended to matrix, operators and differences equations [2, 3, 10, 12, 13, [15] [16] [17] [18] [19] . Our study consider the non-analytic case, but we think that a mixed non-analytic and analytic case could be developed for f (t) with an asymptotic expansion. In Theorems 1-4, the solutions z − , z + will be respectively recessive and dominant solutions. In Theorem 5 the solutions are oscillatory. Liouville-Green approximations in Theorems 2-5 are not covered by the known results [1, [5] [6] [7] [8] 14, 15] .
In Section 2, we treat singular integral equations associated to differential equations (10) . In Section 3, we prove the main results under integrability conditions. In Section 4, we prove the results concerning bounded variation conditions, where we have asked (8) the unique smoothness condition in this paper. In Section 5 we show some examples and comments.
Singular integral equations
Consider the integral equation
where φ ∈ L 1 and:
where k x denotes the first partial derivatives of k and α > 0, β ≥ 0.
The Green operators described in (11) have useful properties, see [5] :
Lemma 1. Let the Green operators:
(ii)the existence of
Lemma 2. For x 0 big enough, the integral equation (11) has a unique solution, e, satisfying
where
Proof. We will use successive approximation. Define the sequence
Such sequence is well defined as one can prove by induction on n. We shall prove that the series
converges uniformly on [x 0 , ∞), and that it solves the integral equation (11) .
If we suppose
To see that e is in the class C 2 , we differentiate (15) to get
Clearly (12), (13), and proceeding as above it can be proved that
So the sequence converges uniformly on [x 0 , ∞), and
Let us see that e solves the integral equation:
By the Lebesgue dominate convergence theorem, the sums can get into the integrals, and so e solves Eq. (11). This solution is unique because the integral operator is contractive for x 0 big enough. 
Proof. We will use again successive approximation to prove our estimation. To do that, we define the sequence
Such sequence is well defined as one can see by induction on n. We shall prove that the series
, converges uniformly on [x 1 , ∞) and that it solves the integral equation (11) . To do that we want to estimate
and it is easy to check that
To see that e is in the class C 2 , differentiating (17) we have
and proceeding as above, it can be proved that
So the sequence converges uniformly on [x 1 , ∞), and |e (x)| ≤ e H(x) − 1. To see that e satisfies the integral equation (11) we proceed as in the proof of Lemma 1. The solution is again unique. (18) where
Proof. With our hypothesis we can set x 0 = ∞ in (11) . So the error equation takes the form 
2 ) which implies e αx e(x) → 0 as x → ∞.
Liouville-Green approximations
Corresponding to the characteristic roots 0 and 1 of Eq. (9), consider the fundamental system in the form
for certain functions ψ ± , where e ± (x) =ẽ ± (e x ). If we introduce (19) and (20) into Eq. (9) we get the error equations
which have the form of (10) with a 0 = ±1, c = 2ψ ± and
The conditions r ∈ L 1 and lim ψ ± = 0 will be furnished. If a 0 = ±1 in (10), an integration gives two integral equations,
and
Differentiating (24) and (25), we get
The kernels in (24) and (25) satisfies conditions (12)- (14) for x ≥ x 0 , x 0 sufficiently large. This follows at once since c(x) → 0 as x → ∞. Therefore Lemma 2 is applicable to Eq. (22) and Corollary 1 is applicable to (21). All the following results will be deduced directly from Eqs. (21) and (22), and then making t = ln(x) we can apply them to Eq. (1).
Theorem 1. Assume (6). Then Eq.
(1) has a fundamental system of solutions {z ± } such that
where the error terms tend to zero as t → ∞ and they have estimates
Proof. In this case (19) , (20) take the form
i.e. ψ ± = 0. So the corresponding errors equations are (21) and (22) 
The error equation for e ± are obtained by differentiating in (33) and (34): 
Remark 2.
The asymptotic behavior ofż ± is obtained by differentiating and then using the estimations forė ± . This will remain valid in all the following Theorems. The term t −1 appearing in the estimation forė ± , is due to e
x =ė ± (t)t.
Remark 3.
Notice that the estimation ofẽ 1 is obtained in the whole interval [1, ∞), and the estimation forẽ 2 is only in a neighborhood of ∞. This difference comes from the different kinds of mayorant series,ẽ 1 results from Corollary 1 which uses an exponential series (which is usually more difficult to find), andẽ 2 follows from Lemma 1, which uses only a geometric series.
Remark 4.
In [15] , Spigler and Vianello consider an errorê + of the form z + (t) = t +ê + (t), and they estimate the error under the stronger condition (7). Our errorẽ + has the form z + (t) = t(1 +ẽ + (t)), but condition (7) impliesê + = tẽ + (t) → 0 as t → ∞. In fact, setting φ = g, α = 1 and using Corollary 2, the estimation for the error e + (x) is now 
Making x = ln(t), we recover the Hilleś estimation |ê
The integrability of tf (t) can be relaxed to the conditional integrability, see [5] [6] [7] , to get,
Theorem 2. Suppose that
uf (u)du exists, and
Then, Eq. (1) has a fundamental system of solutions {z ± } such that as t → ∞
The error terms tend to zero as t → ∞ and have the estimates : 
Clearly condition (37) is equivalent to the existence of ∞ 0 g(s)ds and condition (38) says that
Integrating by parts,
in (22) and using Corollary 1 and Lemma 2, respectively, we get the existence and explicit bounds for the errors. To see the linear independency of {y ± }, using (19) and (20) We see that in the proof of Theorem 2, we mainly use ψ ± ∈ L 2 and ψ ± (x) → 0 as x → ∞, which is correct by Lemma 1, when g ∈ L 2 . Thus we obtain Theorem 3. If condition (37) and (38) are changed to
with p ∈ (1, 2] , then the conclusions of Theorem 2 remain valid. To finish this section, from ψ ± → 0, we state that
Proof. Condition (45) implies that
Therefore in every preceding Theorem, z − is a recessive solution and z + is a dominant solution.
Bounded variation perturbations
The second moment (7) could not be finite, but the pointwise condition (5)
to be valid. This is the case when the function t 2 f (t) is supposed to be of bounded variation, i.e.
In these general conditions, i.e. when (46) and (47) hold, then the solutions of Eq. (1) behave as the solutions (3) of Eq. (2). With similar asymptotic formulae, the same oscillatory or non-oscillatory character and the same recessive and dominant behavior.
If we look again Eqs. (21) and (22), particularly (23),
,we note that they have the form (10) with:
and r = ψ ∈ L 1 , c(x) → 0. Depending on the sign of a − 1/4, a 0 ∈ C or a 0 ∈ R so the solution will be oscillatory or non-oscillatory. For the non-oscillatory case we state Theorem 4. Let f (t) ∈ R and suppose that a < 1/4 in (46) and (47) hold. Then Eq.
(1) has a fundamental system of solutions
The error terms tend to zero and have estimates like in (41) and (42), where now
Proof. In this case (19) and (20) take the form
i.e. ψ ± (x)
and ψ ± ∈ L 1 and lim ψ ± = 1/2. The error equations (21) and (22) are
The corresponding integrals equations are
Differentiating in (54) and (55) we get the errors equations for e
Since ψ ± ∈ L 1 and lim ψ ± = 1/2, Lemmas 1 and 2 and Corollary 1 can be applied everywhere getting explicit bounds for the errors. Evaluating the Wronskian from (50) and (51) the linear independency of solutions {y ± } follows as before. As x = ln(t), it follows the theorem.
The oscillatory case also holds. 
where t 1 depends on f , andH 1 is as in Theorem 4.
Proof. Again we use (50) and (51) with
, and ψ ± ∈ L 1 and lim ψ ± = 1/2. The error equations are again (52) and (53). The corresponding integrals equations are
These kernels k ± are bounded. In fact, setting α(x) = 4g(x) − 1 and integrating by parts we get Proceeding as in Theorem 4, we get the existence and the explicit bounds for the errors. Making t = ln(x) we get our results.
Observe the big similarity of formulas (48) and (49) with the exact solutions (3) of the limit Eq. (2). Moreover, the case described in (2) hypothesis is a = 0. However, for any a < 1/4 the solutions are also non-oscillatory and have the corresponding asymptotic formulae. Moreover, for any a > 1/4, the solutions are oscillatory and its asymptotic formulae are very expressive. In this generalization it is clear that 1/4 is somehow problematic because it induces a new duplicity of the characteristic root. Its character of turning point and its relation with the Kneser criterium of oscillations, [7, 8] , is again very expressive. The similarity of Eq. (1) with Eq. (2), is clearer by writing formulas (48) and (49) as:
where ν ± is as in (3) . From here it is clear the linear independency of {z ± } and its non-oscillatory and oscillatory character when a < 1/4 or a > 1/4. The boundary case a = 1/4, naturally, is not included.
Examples and further comments
Now we give some examples which show the results obtained.
(
Then we obtain immediately from Theorem 1: 
