We consider the problem of optimally stopping a continuous-time process with a stopping time satisfying a given expectation cost constraint. We show, by introducing a new state variable, that one can transform the problem into an unconstrained control problem and hence derive a dynamic programming principle. We characterize the value function in terms of the dynamic programming equation, which turns out to be an elliptic, fully non-linear partial differential equation of second order. We prove a classical verification theorem and illustrate its applicability with several examples.
Introduction
Let (X t ) t∈R + be an n-dimensional stochastic state process that satisfies a stochastic differential equation driven by a d-dimensional Brownian motion W . Denote by (F t ) the filtration that is generated by W and extended by null sets so as to satisfy the usual conditions. Let f : R n → R be a payoff function and H t = t 0 h(X s )ds an increasing cost process, where h : R n → (0, ∞). We denote by S(T ) the set of (F t )-stopping times satisfying the constraint E[H τ ] ≤ T ∈ R + . In this article we consider the optimal stopping problem maximize E[f (X τ )] subject to τ ∈ S(T ).
(0.1)
By choosing h(t) = 1 for all t ∈ R + , we obtain as a special case the stopping problem over all stopping times with the expectation constraint E[
The problem (0.1) captures situations where there is an average time/cost limit for any stopping rule. Whenever a stopping rule is applied repeatedly, an average constraint seems to be more appropriate than a sharp constraint requiring that any stopping time τ satisfies H τ ≤ T , a.s. Besides, an expectation constraint on the stopping time is a suitable counterpart for a gain functional that is itself an expectation.
What makes the stopping problem (0.1) difficult is that there is no simple dependence of the constraint on time. The expectation constraint has to be turned into a scenario-dependent constraint. A first attempt to eliminate the constraint is to follow a Lagrange approach and to consider, for every λ > 0, the unconstrained stopping problem Notice that (0.2) is an infinite horizon stopping problem that does not involve a discount factor. Therefore it is often impossible to characterize w as the unique solution of a dynamic programming equation (cf. Section 6) . Disregard this for a moment and assume that we can identify an optimal stopping time τ * (λ) for (0.2) and that w is absolutely continuous with ( λ) = −T , then the stopping time τ * ( λ) is optimal for the original problem (0.1). It can happen, however, that the function w is not absolutely continuous (see Section 6 for an example). Even if w is differentiable, then it can be involved and errorprone to invert the derivative ∂w ∂λ and to determine the appropriate Lagrange multiplier λ.
In this article we propose a new approach for solving stopping problems of the type (0.1). Our basic idea is to extend the state space by the conditional expectation process of H τ . Assuming a Brownian set-up, the predictable representation property allows to interpret the new state variable as a martingale with controlled diffusion coefficient. One can thus transform the stopping problem (0.1) into a problem with a controlled state and time horizon. The advantage of the transformed problem is that it allows to formulate a dynamic programming principle (DPP). With a DPP at hand, we can characterize the value function V (T, x) = sup{E[f (X τ )] : τ ∈ S(T ) and X 0 = x} as a solution of the dynamic programming equation (DPE) . In order to obtain a classical verification theorem, we consider also the auxiliary stopping problem U (T, x) = sup{E[f (X τ )] : X 0 = x, τ a stopping time with E[H τ ] = T }. One can show that V (T, x) = U (T ∧T (x), x), whereT (x) = inf{T ≥ 0 :
out to be the partial differential equation (PDE) h(x)U T (T, x) − LU (T, x) + σ (x) · ∇ x U T (T, x) 2 2U T T (T, x) = 0, (0. 3) with initial condition U (0, x) = f (x); here L is the generator of X and σ its diffusion matrix. We give sufficient conditions for the value function U to be a solution of (0.3). Moreover, we provide a verification theorem that allows to verify whether a solution of (0.3) coincides with U . Since V is determined by U , this allows further to identify an optimal stopping time for the original problem (0.1).
If no closed-form solution is at hand, then one can try to solve the PDE (0.3) numerically. Related is the question whether there is a comparison principle for viscosity solutions. We do not discuss these issues in the present article, but leave them for future research.
The idea to extend the state space by a conditional expectation process in order to make a constraint more tangible can be found already in the control literature. Bouchard, Elie and Touzi [2] consider the problem of attaining a possibly stochastic target with a given probability. They extend the state space by a conditional probability process in order to reduce the problem to a standard stochastic target problem. Bokanowski, Picarelli and Zidani [1] reformulate a stochastic control problem with a state constraint as a target problem by introducing a conditional expectation process as a new controlled variable.
There are only few articles in the literature that deal with stopping problems of the type (0.1). Kennedy [7] considers the problem of stopping a discrete time process with the constraint that the expectation of any stopping time is bounded by some given constant. He uses Lagrangian techniques for determining optimal stopping rules. Horiguchi [5] considers optimal stopping of a finite state process that, in addition, can be controlled with finitely many actions. Optimal stopping rules satisfying an expectation constraint are determined with mathematical programming techniques. Palczewski and Stettner [8] consider an undiscounted optimal stopping problem with infinite time horizon of the type (0.3) under the additional assumption that X is an ergodic, time-homogeneous weak Feller process. They state sufficient conditions guaranteeing that the set of stopping times can be restricted to those with bounded expectation. This boundary is in general not global but depends on the initial value of X. The paper is organized as follows. Section 1 states the precise assumptions. In Section 2 we establish a one-to-one correspondence between the set S(T ) and a class of controlled martingales. The correspondence allows us to transform the constrained stopping problem so that one can formulate a dynamic programming principle (see Section 3). Section 4 deals with the dynamic programming equation and Section 5 provides a classical verification theorem. In Section 6 we briefly compare the new method with the Lagrange approach. Finally, in Section 7 we discuss several examples illustrating the scope of our results.
Optimal stopping with expectation constraints
Let (W t ) t≥0 be a d-dimensional Brownian motion on a probability space (Ω, F, P ) and denote by (F t ) t≥0 its augmented natural filtration. Let µ : R n → R n and σ : R n → R n×d be Lipschitz-continuous functions and assume that for every x ∈ R n the matrix (σσ )(x) ∈ R n×n is positive definite. Then there exists a unique R n -valued strong solution (X
for every r ∈ R + and x ∈ R n . Moreover, recall that X fulfills the strong Markov property, cf. [6] , Chapter 5.
Let h : R n → (0, ∞) be Borel-measurable and define the process (H
n and r ∈ R + fixed. Denote by T (T ) = T (T, x) and S(T ) = S(T, x) the set of all (F t )-stopping times τ with E[H
Note that Assumption (A) guarantees that T (T ) is nonempty; e.g. the stopping time τ = inf{s ≥ 0|H x,0 s > T } satisfies H
x,0 τ = T , and hence lies in T (T ). In the following we sometimes refer to T (T ) as the set of admissible stopping times.
Standing Assumption. Throughout we assume that for all x ∈ R n and r ∈ R + H x,r t < ∞ and lim
Note that if h is bounded and bounded away from zero, i.e. h :
In order to simplify notation, in the following we often write X t . In addition, if the starting value x is clear from the context, we omit it.
For a measurable function f : R n → R we consider the following optimal stopping problem with constraint function h
where T ∈ R + and x ∈ R n . Here we use the convention that E[f (X is well-defined.
It turns out to be useful to study also the stopping problem with the equality constraint E[H τ ] = T . We therefore introduce
(1.3)
Observe that by the very definition the function T → V (T, x) is non-decreasing.
LetT (x) be the infimum of all time points T at which T → V (T, x) is not increasing (setT (x) = ∞ if the mapping is strictly increasing everywhere).
. This means that V is completely determined by U , namely we have
In the next sections we transform problem (1.3) into a control problem with an extended state space and derive a DPE for U . Moreover, we provide a verification theorem that allows to check whether a solution of the DPE coincides with the value function U . The link (1.4) allows us then to identify the value function V and to obtain an optimal stopping time for the original problem (1.2).
In the above derivation of (1.4) we have assumed that T → U (T, x) is concave. Conveniently, concavity turns out to be a consequence of the verification theorem. Notice, however, that one can heuristically show concavity of T → U (T, x) as follows: let τ 1 ∈ T (T 1 ) and τ 2 ∈ T (T 2 ). Flip a coin with probability α ∈ (0, 1) for head, and choose τ 1 if head and τ 2 if tail appears. With the randomized stopping time we can show V (αT 1 
Every admissible stopping time is a first hitting time
In this section we establish a one-to-one correspondence between the set of stopping times T (m) and a class of (F t )-martingales solving a specific type of SDE with initial value m, where m ∈ R + . This correspondence allows us to transform the stopping problems (1.2) and (1.3).
For every τ ∈ T (m), the process (M t ) 0≤t≤∞ defined by
Thus, the martingale representation theorem implies
is measurable, (F t )-adapted and there exists a sequence (σ n ) n∈N of (F t )-stopping times with σ n ∞ a. s. such that for all n ∈ N
Then, the stopping time τ can be characterized as the first time when the process of conditional expectations falls below the process H t .
Lemma 2.1. For an (F t )-stopping time τ such that H τ is integrable and
Proof. Notice that
(2.1)
On the other hand it holds true that
and, hence, on {τ > t} it follows from (2.1) that a.s.
From this we deduce that
Lemma 2.1 implies that for τ ∈ T (m) the following holds true
Therefore, the process M satisfies
We have thus shown that any stopping time τ ∈ T (m) coincides with the first time a process solving (2.2) hits H t . Indeed, there is a one-to-one correspondence between (F t )-stopping times with E[H τ ] = m and processes (M t ) satisfying (2.2). To establish this correspondence we need the following lemma.
loc (W ) and m ∈ R + . Then there exists a unique solution M of (2.2). This solution is a non-negative martingale.
defines an (F t )-stopping time and the stopped process M t := Y t∧τ satisfies
We next show that M is the unique solution of (2.2). To this end let
We now show that M is a martingale. First notice that by definition M is a continuous, non-negative local martingale. Hence, it is a supermartingale and the limit
In order to prove that M is a true martingale, it suffices to show that E[M ∞ ] ≥ m. To this end observe that monotone convergence implies
Define the stopping times τ n by
Then, τ n ≤ τ almost surely. The stopped processes (M t∧τn ) t≥0 are martingales with
by the dominated convergence theorem. Notice that τ n = τ on {M τ ≤ n}. This, together with M ∞ = M τ , gives
To sum up, we have
and hence M is a true martingale.
Let M(m) be the set of all solutions M of (2.2) with
The results obtained so far show that one can identify T (m) with M(m).
There is a one-to-one correspondence between T (m) and M(m) given by
and
where τ ∈ T (m) and M ∈ M(m). Moreover,
Proof. The statements follow from Lemma 2.1 and 2.2, and the discussion preceding Lemma 2.2.
Remark 2.4. To emphasize the dependence on α and m, in the following we often write M α,m instead of M .
, and the constraint function h is given by h(y) = 1, y ∈ R d , hence, we have H t = t. Denote by τ R the first exit time of the ball around 0 with radius R > |x|, i.e. τ R = inf{t ≥ 0 | |X x t | ≥ R}. Then, the expected value of τ R is given by
see Chapter 4.2.E in [6] . Hence, on {τ R > t} the process of conditional expectations M t is given by
Thus, α s = −2X
x s /d, s ≥ 0, with localizing sequence τ n = n and we conclude that
In dimension 1 we can extend the above example to exit times of intervals (a, b), a < x < b, instead of intervals (−R, R) with R > |x|.
is a one-dimensional Brownian motion. Again let h(y) = 1, y ∈ R, and, thus, H t = t. The first exit time τ of an interval (a, b), a < x < b, has expectation (b − x)(x − a). The associated process of conditional expectations M t on {M t > t} is given by
The stopping problem as an optimal control problem
The one-to-one correspondence of Proposition 2.3 allows to reformulate the optimal stopping problems (1.2) and (1.3) as optimal control problems. To do so, observe first that t → H x,r t is continuous and strictly increasing almost surely. Moreover, note that Condition (A) guarantees that the pathwise inverse of H x,r ,
is defined for t, r ∈ R + and x ∈ R n . In order to simplify notation, we write
where
At a first glance, the reformulations (V) and (U) look more cumbersome than the original formulations of the stopping problem. We show in the next section, however, that the new formulations allow to obtain a dynamic programming principle.
Derivation of a dynamic programming principle
The aim of this section is to derive a dynamic programming principle (DPP) for U under suitable measurablility assumptions. For the derivation we need that the value function U is finite. We start, therefore, with a subsection providing sufficient conditions for finiteness.
Finiteness of the value functions
Note that if the payoff function f is bounded, then the value functions are also bounded. We next give a more general condition, in the one-dimensional case n = d = 1, guaranteeing that the value functions V and U are finite.
Let d = n = 1 and denote by I ⊆ R the interior of the state space of X. By assumption we have σ 2 (x) > 0 for all x ∈ I. Furthermore, we assume that
is locally integrable on I (see conditions (ND) and (LI) in Section 5.5.C of [6] ). Let X x be a solution of (1.1) with X x 0 = x and define the scale function s by
Then the process Z t := s x (X x t ), t ≥ 0, is a local martingale starting in 0 with
x . Hence we can convert the optimal stopping problem with reward function f for the process X into an optimal stopping problem with reward function f • s −1 for Z. Let
In the following we show that if f • s −1
x is bounded from above by q x , x ∈ I, then V (T, x) < ∞ for all T ∈ R + . More precisely,
The function q x is convex, because q x (y) = 2h(s −1
x (y))/ητ ∈ S(T ): Let (τ n ) n∈N be a localizing sequence for Z. Then Fatou's lemma and the monotone convergence theorem imply that
Therefore, we have for
The following example shows that the condition from Proposition 3.1 is sharp if X is a Brownian motion.
Example 3.2. For a one-dimensional Brownian motion W we have q 0 (y) = y 2 . Consider the optimal stopping problem (1.2) for f (y) = |y| 2+ε , ε > 0, constraint function h(x) = 1, i.e. H t = t, and the Brownian motion W . For every T > 0 the first time H(a, −T /a), a > 0, when W hits a or −T /a has expectation T . Hence,
Dynamic programming principle for U
In this subsection we prove a DPP for U under the following assumptions.
Assumption.
, such that the processα defined bŷ
Remark 3.4. Using the upper-and lower-semicontinuous envelopes of U one can formulate a weak DPP, in the fashion of [3] , that does not require Assumption (U1) and the measurable selection assumption (U2).
By conditioning the second summand on F θ α , the strong Markov property of X
The expectation constraint conditioned on F θ α results in
) is a martingale (Lemma 2.2). Thus, the conditional expectation of the remaining constraint equals M
where we use that U is measurable (Assumption (U1) ).
For the reverse inequality let α ∈ L 2 loc (W ). For every ε > 0 and every
loc (W ) such that (3.1) holds and such that the controlα defined in (3.2) is in L 2 loc (W ), which exists by Assumption (U2). Thus,
by the strong Markov property and the fact that Mα
which implies a DPP for U by the arbitrariness of α ∈ L 2 loc (W ) and ε > 0.
The dynamic programming equation for U
The DPP from Proposition 3.3 allows to derive a dynamic programming equation for U . In order to do so, we denote by L the generator of the Markov process X, i.e.
for suitable functions u ∈ C 2 (R n , R). For a function u ∈ C 2 ((0, ∞) × R n , R) we use the following notation:
and for a matrix A ∈ R k×l , k, l ∈ N, its transpose is denoted by A .
Here we set σ (x) · ∇ x U T (T, x) 2 /U T T (T, x) = 0 if both the numerator and the denominator equal 0.
If, in addition,
Proof. 1. The initial condition is satisfied, because T = 0 is equivalent to stopping directly. In order to prove that U is a supersolution of (4.1) let (T, x) ∈ (0, ∞) × R n , write X instead of X x in the following and consider the constant control α ≡ a,
14 The DPP for U and Itô's formula imply that for t > 0
2)
The stochastic integral has expectation 0, because the integrand is bounded on the stochastic interval [0, t ∧ θ a ]. By the pathwise continuity of X s and M a,T s and the boundedness of the integrand in the Lebesgue integral we obtain, after first dividing by t and then taking the limit t ↓ 0, that
In particular, the supremum is finite which shows the concavity of U in T and
The last conclusion follows from the fact that (σσ )(x) is positive definite. Inequality (4.3) simplifies to
0 in the case that both expressions are 0.
In order to prove that U is a subsolution to (4.1) onĀ if
is continuous, we first assume that there exists (T 0 , x 0 ) ∈ (0, ∞) × R n with U T T (T 0 , x 0 ) < 0 and
Then ϕ ∈ C 2 ((0, ∞) × R n ) and (4.4) holds also if U is replaced with ϕ. Moreover, the continuity of the derivatives implies that
Now let α ∈ L 2 loc (W ) and (τ n ) n∈N be a localizing sequence for α. In the following we write M α and X instead of M α,T 0 resp. X x 0 . Define the stopping times
Applying Itô's formula to ϕ leads to
Here we use that the stochastic integral is a martingale. By (4.6) the previous supremum is given by
. Therefore, we conclude from (4.5) that
for all n ∈ N. Since ϕ is bounded on N r , taking the limit n → ∞ results in
where η := min (T,x)∈∂Nr (ϕ − U )(T, x) > 0. Since α was arbitrary and η > 0 is independent of α, this contradicts the DPP for U . Hence, we have shown that U (T, x) is a subsolution to (4.1) on
Then there exists a neighborhood N of (T 0 , x 0 ) with N ⊆ (0, ∞) × R n such that U T T = 0 on N and (0, ∞) × {x 0 } ∩ N ∩Ā = ∅. In particular, we have ∇ x U T = 0 on N by the first part of the proof. Hence, the value function U is linear or constant in T and there exist c ∈ R and g ∈ C 2 (R n ) such that
Therefore,
On the other hand there exists T > 0 such that (T, x 0 ) ∈ N ∩Ā with U (T, x 0 ) = cT + g(x 0 ) by the continuity of U and
by the previous part. Combining (4.7) and (4.8) results in
To sum up, this together with the first part of the Proposition implies that U is a solution to (4.1) onĀ ∪ (0, ∞) × {x ∈ R n | ∃ T > 0 : (T, x) ∈Ā}.
Remark 4.2.
(a) In general U ∈ C 2 (0, ∞) × R n is not a solution to (4.1) on the set Ā c ∩ (0, ∞) × {x ∈ R n | (T, x) / ∈Ā for all T > 0}, see Subsection 7.2 for a counterexample. One can show, however, if there exists an optimal stopping time for any (T, x), then U is a solution to (4.1) on the whole set R + × R n .
(b) Let h be continuous. Then the continuity condition in the second part of Proposition 4.1 is necessary: Let u ∈ C 2 (0, ∞) × R n be a solution of (4.1) and let (T, x) ∈ (0, ∞) × R n . If u T T (T, x) = 0, then the quotient is continuous in (T, x) . Now assume that u T T (T, x) = 0 and observe that
because u solves (4.1) and u T T (T, x) = 0. Hence,
which implies the continuity of
In Example 7.1 the continuity condition is not satisfied and the value function is only a supersolution to (4.1). There it is shown that
Remark 4.4. If one replaces Equation (4.1) with
then all the statements of Proposition 4.1 remain true.
Remark 4.5. If we can show that for X x t = x + W t and h(y) = 1, y ∈ R d , then the optimal control α * for U (T, x) is given by α * s = −2X
x s , i.e. the optimal stopping time is the first exit time of the ball around 0 with radius R x for some R x > |x| (cf. with Example 2.5). In this case the PDE (4.1) simplifies to
Verification
In this section we state a classical verification theorem for U and V . Recall Remark 4.2 (a): if for all (T, x) there exists an optimal stopping time for problem (1.3), then U is a solution of (4.1) on the whole domain R + × R n . Therefore, for a verification it is natural to look for a solution of the PDE (4.1) on the whole set
is a solution of the PDE (4.1), and some additional mild conditions are satisfied, then u coincides with the value function of the optimal control problem (U). The relation (1.4) allows us then to identify the value function V . Theorem 5.1.
and has linear growth in T and polynomial growth in x. More precisely, there exists C > 0 and p ≥ 1 such that
is an optimal control. The corresponding optimal stopping time τ * in (1.2) is given by
3. If the assumptions in 2. are satisfied for all s ≤ T , then
where T (x) = inf{t ≥ 0 | u T (t, x) ≤ 0}; and an optimal control (α * s , m * ) for V (T, x) is given by
The corresponding optimal stopping time τ * in (1.2) is given by
Proof. 1. We first show that every concave supersolution u of (4.1) with the same initial condition u(0, T ) = f (x) satisfying the assumptions given in the proposition dominates
s ) be the unique strong solution of (2.2) and let (τ n ) n∈N be a localizing sequence for α. For every n ∈ N define the stopping times
For n sufficiently large, Itô's formula implies
Hence,
With the same arguments as in the proof of Proposition 4.1 it follows that the stochastic integral is a true martingale and its expectation vanishes. Since u is a concave supersolution of (4.1) with
20
For n → ∞, θ n converges to τ := inf{t ≥ 0|M
We deduce that
from the continuity of u on [0, ∞)×R n and the initial condition. (5.1) implies that
Then it follows from the dominated conver-
Let (τ n ) n∈N be a localizing sequence for α * and define the stopping times ρ n , σ n and θ n as in the first part of the proof and apply Itô's formula to u(M * θn − H θn , X x θn ). Notice that the definition of α * implies that
Finally, we have
Therefore, taking the limit n → ∞ results in
which implies the second claim.
3. For the last part notice that u T is non-increasing in T for fixed x by the concavity of u in T . Thus, m * = T (x) ∧ T and the corresponding optimal α * given in 2. are optimal for V (T, x).
Corollary 5.3. If the assumptions of Theorem 5.1 are satisfied, then V is a solution to
, where ∂D denotes the boundary of an arbitrary set D ⊆ (0, ∞) × R n .
We next apply Theorem 5.1 in order to determine the optimal stopping time for various examples. 
Then the value function V of the optimal control problem (V) is given by
x s , T ) and the corresponding optimal stopping time is the first exit time of the ball around 0 with radius dT + |x| 2 .
To see this, we first show that u(T, x) := dT + |x| 2 is the value function of the optimal control problem (U) using Theorem 5.1.
It is obvious that u ∈ C 2 ((0,
and u satisfies the PDE (4.1):
(Ω) for all τ ∈ T (T ) by Remark 5.2, the verification theorem shows that u(T, x) is the value function of the optimal control problem (U). Moreover, u T > 0 implies that V (T, x) = U (T, x) with optimal control (α * , T ). Using the one-to-one correspondence established in Proposition 2.3, the optimal stopping time in (1.2) is given by σ.
We remark that in this example one can perform a verification without using Theorem 5.1: Observe that
by the Cauchy-Schwarz inequality and the fact that E |X x τ | 2 = x 2 + dT for all stopping times τ ∈ T (T ). Hence, V (T, x) ≤ dT + |x| 2 . Notice that the first exit time τ (T, x) of a ball around 0 with radius dT + |x| 2 has expectation T , see Chapter 4.2.E in [6] and, thus,
which shows equality. Example 5.5 (A value function which is strictly decreasing in time). Here we present an example, where the value function U is a classical solution to (4.1), but V is not in C 2 ((0, ∞) × R). Consider f (y) = −y 4 + y 2 , h(y) = 1, y ∈ R, and let X x t = x + W t , t ≥ 0, be a one-dimensional Brownian motion starting in x ∈ R. We will show that
is the value function of (U) with optimal control α * s = −2X x s , s ≥ 0, whereas the value function V of the optimal control problem (V) is given by
The optimal control is given by (α * , T * ), where
, u is concave in T with u T T = −2 < 0 on (0, ∞) × R and u satisfies the PDE (4.1). Notice that u does not satisfy the growth condition (5.1), but nevertheless we can show that E[u(M α,T θn − θ n , X 
, where τ * denotes the first exit time of
, Theorem 8.5.9. Therefore, u is the value function of the optimal control problem (U). By Theorem 5.1 the value function V is given by (5.3) and thus is not in C 2 ((0, ∞) × R).
Example 5.6 (The optimal stopping time is not a first hitting time of two points). In the previous two examples the optimal stopping times are first exit times of balls, i.e. the optimal control is of the form α * t = −2X t /d. We now present an example where this is not the case.
For f (y) = y 2 1 {|y|≥1} , h(y) = 1, y ∈ R, and a one-dimensional Brownian motion X x t = x + W t , t ≥ 0, which starts in x ∈ R, the value function U is given by
Note that u is only in C 1,1 ((0, ∞) × R). Therefore we slightly modify the arguments used in the proof of Theorem 5.1 to show that u is indeed the value function U of the optimal control problem.
Let R = {(t, x) ∈ (0, ∞) × R | t < |x|(1 − |x|)}. In order to verify that U = u on R, let (T, x) ∈ R, α ∈ L 2 loc (W ) and define the stopping times
where (τ n ) n∈N is a localizing sequence for α. Observe that u ∈ C 2 (R) and that the stochastic integral is a martingale on [0, θ n ∧ σ]. Hence,
In the last step we use that u is a solution to (4.1) on R. The stopping times θ n converges to τ for n → ∞. Therefore,
Conditioning on F σ and applying Itô's formula once more, we obtain
and hence we conclude that u(T, x) ≥ U (T, x). The stopping time τ (T,
Hence, u = U on R. For (T, x) ∈ R c , note that f (y) ≤ y 2 and, thus,
For the reverse inequality let ϑ = inf{t ≥ 0 | (T − t, X Notice that, for T > |x|(1 − |x|), the optimal strategy can be described by the words: "Do nothing until ϑ ∧ T ; after ϑ, provided ϑ < T , control the process M in such a way that the space-time process (X Example 5.7 (Constraint on the time where a Brownian motion stays in (0, ∞)). In this example we allow for stopping times such that the expected time, which a Brownian motion spends above 0 until τ , equals T . Moreover, the payoff is only greater than 0 if the argument is positive, otherwise it equals 0. Consider a one-dimensional Brownian motion X x t , t ≥ 0, which starts in x ∈ R. Let h(x) = 1 {x≥0} be the constraint function and f (x) = x 2 1 {x≥0} be the payoff function. Note that Assumption (A) is satisfied. The value function U is given by U (T, x) = T + x 2 1 {x≥0} = T + f (x) First, notice that f is not in C 2 (R) and hence we cannot directly use the verification theorem. Nevertheless, since the first derivative of f is absolutely continuous, we apply an Itô-formula for such functions, see [6] , Chapter 3. And we obtain E[f (X x τ )] = T. Since U is strictly increasing in T the value functions U and V coincide.
The Lagrangian Dual Problem
In this section we briefly compare our solution method with a Lagrange approach for solving the stopping problem (1.2).
We first show the concave conjugate of V (T, x), considered as a function in T , is the value function of an unconstrained stopping problem with infinite time horizon. To this end we define T = T ≥0 T (T ). (T λ − V (T, x)).
Then it holds that V * = −w.
