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Introduction
Selecting the production equipment of a Chemical-Engineering System (CES) is one of the main problems when designing chemical multi-product batch plants, e.g., for synthesizing chemical dyes and intermediate products, photographic materials, food, pharmaceuticals etc. Using multi-product batch plants offers the opportunity of quick response to market changes. Building these plants from standardized modules can additionally help to reduce time to market and costs.
The design problem consists in determining the number and capacity of the major processing equipment items, utilities, and storage tanks, such that the design and production objectives are met at the lowest possible capital and operating cost. The problem of optimal design of multi-product batch plants is typically formulated as a mixed integer nonlinear programming (MINLP) problem [1] . Many nonlinear models for batch design, which are based on the assumption of continuous sizes, can be reformulated as MILP problems when sizes are restricted to discrete values [2, 3] . Finding an optimal solution to this NP-hard problem can be a difficult task due to "combinatorial explosion" -the number of combinations to be examined grows exponentially, such that even the fastest computers will require an intolerable amount of time to analyze them.
The Branch-and-bound (B&B) approach is a popular technique for solving such NP-hard optimization problems. In the B&B method, the search space is represented as a tree whose root node is the original unsolved problem, the internal nodes are partially solved subproblems and the leaves are the potential solution(s). The Branch-and-bound proceeds in several iterations during which the best solution found so far (upper bound) is progressively improved. During the exploration, a bounding mechanism, based on a lower bound function, is used to eliminate all the subproblems (i.e., cut their corresponding sub-trees) that are not likely to lead to optimal solutions. This powerful mechanism reduces significantly the size of the explored search space and, thus, its exploration time cost. In this paper, the focus is on a particular practical application of the B&B algorithm -the optimal selection of chemical equipment for multi-product batch plants. ). For improving algorithm performance we investigate an implementation of the B&B method on a parallel distributed-memory system via Message Passing Interface (MPI) [4] .
Problem Formulation
A Chemical-Engineering System is a set of equipment (reactors, tanks, filters, dryers etc.) which implement the processing stages for manufacturing certain products. Assuming that the number of units at every stage of CES is fixed, the problem can be formulated as follows: CES consists of a sequence of I processing stages. Each i-th processing stage of the system can be equipped with equipment units from a finite set , 
We use the comprehensive mathematical model of CES operation, including expressions for checking constraints, calculating the optimization criterion, etc., which was initially presented in [5, 6] .
Shared-memory Approach for Algorithm Parallelization
All possible variants of a CES with I stages can be represented by a tree of height I (see Figure 1 ). Each level of the tree corresponds to one processing stage of the CES. Each edge corresponds to a selected device variant taken from set , i X where i X is the set of possible device variants at stage i of the CES. Each node i,k n at the tree layer
variant of a beginning part of the CES, composed of devices for stages 1 to i of the CES. Each path from the tree's root to one of its leaves thus represents a complete variant of the CES.
To enumerate all possible variants of a CES in the aforementioned tree, a depthfirst traversal is performed: starting at level 0 of the tree, all device variants of the CES at a given level are enumerated and appended to the valid beginning parts of the CES. Valid beginning parts are obtained at previous levels, starting with an empty beginning part at level 0. This process continues recursively for all valid beginning parts that result from appending device variants of the current level to the valid beginning parts from previous levels. When a leaf node is reached, the recursive process stops and the current solution is compared to the current optimal solution, possibly replacing it.
In B&B, the search space is usually considered as a tree, which allows for a structured exploration of the search space. The tree structure provides a natural parallelism allowing concurrent evaluation of subproblems (calculations for the various branches can be carried out simultaneously) using parallel computing technology. In this paper, we use the master-worker paradigm [7, 8] for a distributed-memory approach to parallelization of B&B algorithm: single master process dispatches a subset of computations to multiple worker processes and gathers computed results from them. This approach is illustrated by Figure 2 .
The master process performs a depth-first traversal of the tree using a recursive procedure to some level G (granularity), 1 ≤ G ≤ I, where I is the tree levels number. Using this procedure, the master creates beginning parts of the CES. At the last level of recursion, the master waits for worker messages, which can be of two types: solution (SOLUTION) or job request (REQUEST_WORK). If the master receives a solution message, the costs of the received solution are compared to the costs of the current Master-worker paradigm optimal solution. If a better solution has been found by the worker, it is stored and replaces the current optimal solution. When a job request is received, the master responds by sending job message (DO_WORK) containing the current beginning part of the CES and the current optimal solution to the worker. Afterwards, a new beginning part of the CES is generated to be passed to a worker. If no new beginning part of the CES can be generated, the master returns from the recursive procedure. The master continues receiving solutions from workers and compares them to the optimal solution. However, if a worker sends a job request, the master sends a quit message (QUIT) to the worker, to terminate the worker process. After quit messages have been sent to all workers, the master process ends. The worker process starts by sending a job request to the master and waits for the response. The response can be of one of two types: job message (DO_WORK) or quit (QUIT). If a job message comprising a beginning part of the CES and the current upper bound of the optimality criterion is received, the worker calls the recursive procedure. Within this procedure, the worker traverses the remaining sub-tree from levels G+1 to I, of the received CES' beginning part to find full solutions. If the worker finds a solution which costs do not exceed the upper bound of the optimality criterion, it makes this solution the new optimal solution. When the recursive procedure ends, the worker sends its new optimal solution, if any, to the master and requests a new job. If a quit message is received, the worker process terminates.
Experimental Results
To study the speedup of our parallelization approach, we created C++ program implementations and conducted runtime experiments on a heterogeneous cluster consisting of: -36 nodes with 2 quad-core processors (Intel X5550 Nehalem, running at 2.6 GHz) with 3 GB RAM each; -198 nodes with 2 hexa-core processors (Intel Westmere X5650, running at 2.6 GHz) with 2 or 4 GB RAM each; -4 nodes with 4 eight-core processors (Intel Xeon E7550, running at 2 GHz) with 128 GB RAM each. We studied the design of a CES consisting of 16 processing stages with 5 variants of devices at every stage as test case (total 5 16 ≈ 10 11 CES variants). The implementations were written in C++ using MPI.
In our master-worker implementation, we used MPI's point-to-point communication functions send and recv for exchanging messages between master and worker. Figure 3 shows the speedup and efficiency of our MPI-based implementation (the vertical axis has a logarithmic scale) using up to 64 Westmere nodes (up to 1536 processors).
The minimum number of processors for running the program is two (master and one worker). While there is no speedup when using 2 processors, it increases nearly linearly when using up to 768 processors. With greater numbers of processors, the growth of speedup slows down. The performance of the master process may become a bottleneck of application performance when it controls too many worker processes, because the master frequently communicates with all workers.
Runtime experiments for our implementations using a real-world example of a multi-product batch plant show that our solution provides considerable speedup. This is well correlated with experimental results obtained in [9] , where near-linear speedups were also observed.
In future work we will investigate the use of a hierarchical master-worker implementation, in order to reduce the communication bottleneck which we observed in our current implementation. This paper presents a parallel version only of the branchand-bound algorithm. In addition, quite interesting would be the parallelization of comprehensive mathematical model of CES operation. This problem requires also deeper and more detailed research in further works.
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