This paper describes an extension of linear mixed models to allow for heterogeneous within-cluster variances in the analysis of clustered data. Unbiased estimating equations based on quasilikelihood/pseudolikelihood and method of moments are introduced, and are shown to give consistent estimators of the regression coe cients, variance components, and heterogeneity parameter under regularity conditions. Cluster-speci c random e ects and variances are predicted by the posterior modes. The method is illustrated through an analysis of menstrual diary data and its properties are evaluated in a simulation study.
INTRODUCTION
Linear mixed models have been widely used in the analysis of clustered and longitudinal data (Harville 1977; Laird and Ware, 1982) . One of the common assumptions in such models is that the within-cluster variances are homogeneous. This assumption is not always satis ed, and predictors of the cluster-speci c variances may be of interest together with the predictors of the cluster-speci c random e ects.
For example, studies of the length of menstrual cycles require consideration of variance heterogeneity. The menstrual cycle is highly variable and is an important marker of women's health. In addition to the considerable cost of gynecologic care for menstrual dysfunction, variability in menstrual function also appears to be associated with a woman's fertility and with her long term risk of chronic disease (Harlow and Ephross, 1995) . Recently, increasing attention has been placed on quantitatively describing the nature of variation in menstrual function as well as on identifying covariates that perturb normal function. Harlow and Matanoski (1991) reported data from a one-year longitudinal study on the length of menstrual cycles in a sample of 157 college women. They used a standard linear mixed model to study how the mean length of standard cycles is in uenced by several covariates, such as whether or not a woman is on a diet and whether or not a woman lives away from home. Plots of individual women's cycle lengths ( Figure 1 ; Harlow and Zeger, 1991, Figure 2 ), however, suggest considerable within-subject variance heterogeneity. Thus, modeling this heterogeneity and identifying covariates that are related to increased variance appear necessary to developing a better understanding of ovarian function. In many studies of menstrual function, investigators are often interested in planning future hormonal studies in which women participating in studies of menstrual cycle length will be sampled based upon the amount of variability in their menstrual cycles. Our method is providing estimates of subject-speci c variances to use in designing these studies.
Another potential application of the proposed method is related to studies of new laboratory techniques, which often require comparison of within-subject variability of a new technique with that of a standard technique (Chinchilli, Esinhart and Miller, 1995) . Further, in studies of animal breeding, the heterogeneity of within-herd variation may be associated with genetic and environmental factors (Mirande and Van Vleck, 1985; Dong and Mao, 1990) .
Several authors have proposed methods for analyzing variance heterogeneity. For independent outcomes, various approaches, such as likelihood, quasilikelihood and pseudolikelihood, have been developed to jointly model mean and dispersion (Aitkin, 1987; McCullagh and Nelder, 1989) . Paik (1992) extended the generalized estimating equations approach of Liang and Zeger (1986) to jointly model mean and dispersion in longitudinal and clustered data. Davidian and Giltinan (1993) and Vonesh (1992) proposed nonlinear mixed models for longitudinal data in which the variance was related to the mean. Foulley et al. (1992) extended the linear mixed models using a Bayesian approach to allow for heterogeneous within-cluster variances by assuming the within-cluster variances are a random sample from several classi cations with each component following an inverse gamma distribution. They estimated the dispersion parameters and the hyperparameters using a normal approximation to the log inverse gamma distribution. Chinchilli, Esinhart and Miller (1995) recently proposed a partial likelihood approach for studying the heterogeneity of within-subject variances in simple linear mixed models with no covariates and only random intercepts.
In this paper, we extend standard linear mixed models to explicitly model heterogeneous within-cluster variances by assuming that the variances follow an inverse gamma distribution with the logarithm of the mean related to a linear function of the covariates. To avoid the need for numerical integration required by a full maximum likelihood analysis, we construct unbiased estimating equations based on quasilikelihood/pseudolikelihood and method of moments (QL/PL-M). The resulting estimators are consistent and asymptotically normal under appropriate regularity conditions. The posterior modes, which are also approximations of the posterior means, are used to predict the cluster-speci c random e ects and variances by analogy with the best linear unbiased predictors (BLUPs) de ned in the standard linear mixed models. An application of the proposed method to menstrual diary data provides evidence for substantial within-subject variability. We evaluate the performance of the estimators through a simulation study.
THE LINEAR MIXED MODEL WITH HETEROGENEOUS WITHIN-CLUSTER VARIANCES
Suppose that the data are obtained from m clusters with observations (y i ; X i ; Z i ), i = 1; : : : ; m; where y i indicates a n i 1 vector of outcome variables for the ith cluster, and X i and Z i are n i p and n i q covariate matrices associated with the xed and random e ects.
Conditional on the cluster-speci c variances 2 i , the observation vectors y i are assumed to be independent and to follow a linear mixed model (Harville, 1977; Laird and Ware, 1982) :
where is a p 1 vector of xed e ects, the b i are independent q 1 vectors of random e ects distributed as N(0; D), and the i denote n i 1 vectors of within-cluster errors distributed as N(0; 2 i R i ). Here D is apositive de nite matrix and R i is a n i n i positive de nite correlation matrix. These matrices are functions of an unknown c 1 vector of variance components. The model is completed by assuming that the 1= 2 i are independently drawn from Gamma (1 + 2 )= ; =f (1 + ) . Note that our parameterization of the distribution of 1= 2 i is slightly di erent from that of Chinchilli, Esinhart and Miller (1995) . We assume that the means 2 0i are related to a vector of subject-level covariates w i through log(
where is a s 1 vector of unknown parameters. Note that the within-cluster variance 2 i is assumed to be a property of the cluster and thus not a ected by observation-level covariates, e.g., the time-varying covariates in longitudinal studies. The log-linear form of (2) ensures that the estimator of 2 i0 is positive.
The inverse gamma distribution of 2 i has a lengthy history in the Bayesian literature (Cox and Hinkley, 1974 ). In our model, it accounts for the extra variability unexplained by the covariates w i in (2). When = 0, the covariates w i fully account for the heterogeneity of 2 i . A large value of implies that the variability of the 2 i greatly exceeds that predicted by (2).
The proposed normal-normal-inverse gamma model (1) includes several existing models as special cases. When n i = 1, = 0 and D = 0, model (1) corresponds to Aitkin's (1987) heterogeneous variance linear model, which is a special case of the generalized linear model with joint mean and dispersion submodels (McCullagh and Nelder, 1989, sec. 10.2) . When = 0 and w i = 1, model (1) reduces to the standard linear mixed models of Laird and Ware (1982) . When X i ; Z i and w i contain only intercepts, we obtain the Chinchilli, Esinhart and Miller (1995) It is straightforward to show that the marginal density of i is a central n i -variate t distribution with 4 + 2= degrees of freedom and parameter matrix 2(1 + 1= ) 2 i0 R i (Johnson and Kotz, 1972b, p. 134) . Except for the case where = 0, the marginal likelihood L( ; ; ; ) does not have a closed form expression.
Although a full likelihood analysis is complicated by the need for numerical integration, the marginal mean and variance of y i can be easily calculated as follows:
which agree with those under the standard linear mixed models, except that V i is a function of the covariates w i through 2 i0 . Note that the marginal variance of y i depends on = ( T ; T ) T but not on .
ESTIMATION PROCEDURE

Estimation of model parameters
In view of the closed form expressions for the rst two moments of y i , we may adopt the quasilikelihood method (McCullagh and Nelder, 1989) to estimate the xed e ects and a pseudolikelihood method (Davidian and Carroll, 1987) to estimate the variance parameters . A third estimating equation for the heterogeneity parameter is constructed using the method of moments. An advantage of this estimating equations approach is that the numerical integration required by a full likelihood analysis is avoided.
To estimate the xed e ects , we use the quasilikelihood score equations
Since the weight V ?1 i is the inverse of the covariance matrix of y i , equations (6) are optimal unbiased estimating equations for within the class of linear estimating functions (y i ?X i ) (McCullagh and Nelder, 1989, sec. 9.4) . Estimation of the variance parameters proceeds by treating^ , the solution to (6), as xed parameters, and maximizing the Davidian and Carroll (1987) 
Alternatively, the restricted maximum likelihood (REML) estimating equations may be used:
where
A key feature of the estimating equations (6) and (7) (or (8)) is that they can be solved by tting a slightly modi ed linear mixed model to the outcome vectors y i . Although it is straightforward to construct the optimal estimating equations for within the class of quadratic estimating functions vec (y i ? and Nelder, 1989) , the resultant estimating equations are more complicated and depend on the heterogeneity parameter , whose estimation may be less stable than that of ( ; ). Another advantage of the QL/PL estimators is that if the interest only lies in the inference on ( ; ), the consistency of^ and^ (the solution to (7) or (8)) depends only on the correct specication of the mean and variance of y i . These estimators remain consistent even when the inverse gamma assumption on 2 i is incorrect. To estimate , we simply use the method of moments by setting
where the second term on the right-hand side of (9) 
The moment estimator of can be easily obtained from (9) without iteration. The joint solution to (6), (7) (or (8)) and (9) is de ned as the quasilikelihood/pseudolikelihood and method of moments (QL/PL-M) estimator of ( ; ; ; ). Note that the estimating equations for ( ; ; ) only require speci cation of the rst two marginal moments of the y i and thus they do not depend on speci cation of the full likelihood. However, we have used the assumption of conditional normality in equation (10) to construct the estimating equation for . Further, in Section 3.2, we use the full likelihood (3) to construct the predictors of the random e ects and the random variances. Let = ( T ; T ; T ; ) T be a (p + c + s + 1) 1 vector and let 0 = ( T 0 ; T 0 ; T 0 ; 0 ) T be the true value. Denote U = (U T ; U T ; U ) T and the Hessian matrix H = ?@U=@ T .
Let = E(H) and = cov(U), where the expectations are taken at the true value 0 .
The following theorem states that the QL/PL-M estimator is consistent and asymptotically normal. The proof uses the Foutz (1977) theorem and is similar to that given in Moore (1986) and is omitted due to space limitations. A technical report giving the proof is available upon request. 
In the Appendix, we show that is a lower triangular matrix and ?1 is also a lower triangular matrix. We hence have Corollary 1. It follows from Corollary 1 that^ and (^ ;^ ) are orthogonal, and that the asymptotic covariance of (^ ;^ ;^ ) is una ected by estimation of , even though (^ ;^ ) and^ are correlated. This result is due to the equality E(?@U =@ ) = 0 (Moore, 1986) .
Note that the covariance matrix of^ given in Corollary 1 is the same as that in the standard linear mixed models except that the V i depend on the covariates w i through the 2 i0 .
Thus, the QL approach to inference on the xed e ects is valid regardless of whether or not the 2 i are random, and the QL analysis is identical to an ML analysis that assumes the i are fully determined by the covariates w i . However, if the 2 i are random, then inference on the variance parameters requires computation of the sandwich estimator (Liang and Zeger, 1986) By Theorem 1, the asymptotic variance of^ is the last diagonal element of ?1 ( ?1 ) T . Thus, a sandwich estimator of the variance of^ may be constructed by estimating the E(U U ) and E(U 2 ) using
Note that the regularity conditions speci ed in the Appendix guarantee the consistency and asymptotic normality of^ , but they may not be su cient for the consistency of this sandwich estimator of the variance of^ . In fact, this estimator appeared seriously biased in our simulation study.
Prediction of random e ects and random variances
Following Harville (1977) and Laird and Ware (1982) , we predict the subject speci c random 
APPLICATION TO MENSTRUAL DIARY DATA
We applied our QL/PL-M method to the analysis of the menstrual diary data that were mentioned in Section 1. In 1985, 166 freshman women aged 17-19 participated in a one-year menstrual diary study designed to evaluate the e ect of various covariates on menstrual cycle length (Harlow and Matanoski, 1991) . Participants maintained a daily record of their menstrual bleeding, and completed a monthly questionnaire concerning dieting practices, residence, and other variables. Seventy-ve women were censored prior to the end of the study year, half because they withdrew from the study, half because they started using hormonal contraception and one woman because of pregnancy. All data until the time of censoring was used in the analysis. Menstrual cycle length was calculated by counting the number of days from the rst day of one bleeding episode up to and including the day before the next bleeding episode. Cycle length was coded as missing when a woman failed to return a monthly diary.
Harlow and Matanoski (1991, Table 5 , Model 1) tted a linear mixed model with random intercept to these data in order to address the question of how covariates are related to length of standard cycles, de ned to be all cycles between 17 and 43 days. Nine of the 166 women either dropped out before a complete cycle was observed or only contributed cycles larger than 43 days. Among the remaining 157 women involved in this analysis, a total of 1158 standard cycles were observed with each woman contributing from n i = 1 to n i = 15 cycles. The median value of n i was 9. Three covariates were considered by Harlow and Matanoski: (i) history of an extreme cycle (greater than 43 days) (yes/no), (ii) dieting status (yes/no), (iii) and living at home or on campus (yes/no).
It is also of clinical interest to study how covariates in uence variability in cycle length, since menstrual variability may be associated with di erences in a woman's fertility and in her long term risk of chronic disease (Harlow and Ephross, 1995) . In view of the apparent variance heterogeneity in the standard cycle data (Figure 1 ), we reanalyzed these data using our QL/PL-M approach. We modeled the xed e ects of the three covariates used by Harlow and Matanoski, and we assumed a random intercept as they did, but we modeled the mean within-subject variance as a function of whether a woman had a history of long cycles, which was the only subject level covariate in our data. We allowed for additional random variance heterogeneity through the inverse gamma distribution of the random within-subject variances.
Denote by y ij the jth menstrual cycle length for the ith woman (i = 1; :::; 157; j = 1; :::; n i ). Our heterogeneous variance linear mixed model can be written y ij = 0 + 1 HIS i + 2 DIET ij + 3 CAMP ij + b i + ij ;
where HIS is equal to 1 if a woman had a history of long cycles and 0 if not; DIET is equal to 1 if a woman was on diet in last month and 0 if not; CAMP is equal to 1 if a woman lived on campus and 0 if she lived at home. The random e ects b i are a random sample from N(0; Denote by 2 1 and 2 2 the means of the within-subject variances for women without/with a history of long cycles, respectively. It follows that 2 1 = exp( 0 ) and 2 2 = exp( 0 + 1 ). This reparameterization allowed us to calculate our QL/PL-M estimates by modifying an available program for tting linear mixed models, i:e:, SAS PROC MIXED (SAS Institute Inc., 1992).
In view of the large number of subjects involved in the study, we used the maximum likelihood-type estimators for the variance components, instead of the more complicated REML version estimators. In the simulation study (Section 5), the estimated bias of the ML-type estimator of was only about two percent, while the estimators of 2 1 and 2 2 were essentially unbiased. Tables 1 and 2 summarize the results. The point estimates and estimated standard errors for the xed e ects di er slightly from those in Table 5 of Harlow and Matanoski (1991) , since we assumed that the mean within-subject variances could di er between the group with and the group without a history of long cycles. Note that our QL estimates of are identical to the ML estimates that assume variance homogeneity within the two groups (i:e:, = 0). The estimates of the variance components, which also are identical to the ML estimates under the = 0 model, suggest that the within-subject variances of the standard cycles are greater among women with a history of long cycles. The naive variance estimates were computed as the diagonal elements of ?1 by assuming = 0. The sandwich estimates of the variances of^ 2 1 and^ 2 2 , which allow for variance heterogeneity within the groups, are much larger than the naive estimates; the results of the simulation study (Section 5) indicate that the sandwich estimators are essentially unbiased. These data suggest that a subgroup of women can be identi ed by their menstrual history who are likely to experience greater variability in their menstrual function. Although clinically such a relationship has long been suggested, our model enables us to quantitatively describe this clinical observation. We evaluated the strength of the evidence for variance heterogeneity using a parametric bootstrap test. Efron and Tibshirani (1993) recommend performing such a test by simulating data under the tted null model. In our case, the null hypothesis is that = 0. Our estimators of the xed e ects and variance components are identical to the ML estimators under the = 0 model, so we simulated data under a model in which all parameters except were set equal to the estimated values given in Tables 1 and 2 and was set equal to zero. We simulated 5000 data sets, giving 5000 bootstrap values of^ , and computed the the p-value as the proportion of bootstrap values that exceeded 0.39. The resulting p-value was 0.026, which provides evidence for additional variability among the 2 i that cannot be explained by the indicator of whether or not a woman had a history of long cycles. We also computed the predictions of the subject speci c random e ects b i and variances which are the subject-speci c variances before shrinkage towards the^ 2 i0 , for the participants who had a history of long cycles. Figure 2 indicates that the estimated subject speci c variances are shrunk much less when more observations are available and more variability is present. A similar plot was obtained for those without a history of long cycles. These predictions of subject-speci c variances may be of particular importance for sampling in future studies in which women are selected based upon the amount of variability in their menstrual cycles. the usual predictions that assume = 0. For most subjects, the predictions are almost identical, but for subjects with large estimated within-subject variance^ 2 i , our predictions show greater shrinkage towards zero when compared with the usual predictions. For subjects with small values of^ 2 i , our predictions show less shrinkage.
A SIMULATION STUDY
We used simulated data to evaluate the performance of the proposed QL/PL-M estimators of ( ; ; ), and the naive and sandwich estimators of the variances of these estimators. The data were simulated from model (13) with 1= 2 i drawn from a gamma distribution. The values of m, n i , X i , and Z i were set equal to the observed values for the menstrual cycle data set described in the previous section. The true model parameters were set equal to the estimates given in Tables 1 and 2 . We studied the e ect of varying the sample size by simulating new sets with each value of n i , X i , and Z i appearing one, two, or four times, which gave the sample sizes m = 157; 314; 628. We also simulated data with m = 79 by taking a single random sample of half the subjects at each distinct value of n i , and de ning each simulated data set to have values of n i , X i , and Z i equal to the values in this random sample. For example, the real data included 17 subjects with n i = 1, while each m = 79 simulated data set included eight \subjects" with n i = 1. We generated 5000 simulated data sets with m = 79, m = 157, and m = 314, and 1000 with m = 628. Table 3 is here. Table 3 gives the results for the estimates of the xed e ects and their standard errors. \Empirical bias" denotes the mean of 5000 (or 1000) estimates minus the true value, the \Empirical SE" denotes the standard error of the estimates, and \Estimated SE" denotes the square root of the mean of 5000 (or 1000) estimated variances. As expected, the QL estimators perform well, even though the data were generated from a model with variance heterogeneity. Note that our xed e ects estimators and their standard errors under the heterogeneous variance model coincide with those under the = 0 model. Table 4 is here. Table 4 gives the results for the estimates of the variance components and the heterogeneity parameter and their standard errors. \Naive Estimated SE" denotes the square root of the mean of 5000 (or 1000) naive estimates of variances, which are given by the diagonal elements of ?1 . The estimators of the variance components seem nearly unbiased, and the naive and sandwich estimators of the standard error of the estimator^ both perform well. However, the naive estimators of the standard errors of^ 1 2 and^ 2 2 have a large negative bias, while the sandwich estimators are nearly unbiased. Note that our variance components estimators under the heterogeneous variance model are identical to those under the = 0 model, but the standard errors of the variance components estimators must be obtained from our sandwich estimators.
The method of moments estimator of has a noticeable negative bias and its empirical standard error are relatively large when m = 79 and m = 157. As the sample size increases, both the bias and the empirical standard error decrease quickly, suggesting that the estimator is consistent. This result suggests that the regularity conditions required by Theorem 1 are satis ed. Since the QL/PL estimators of the xed e ects and the variance components and their covariances do not depend on the estimator of , the performance of the our moment estimator of does not in uence the inference on the xed e ects and the variance components.
The estimated standard error of^ is much larger than the empirical standard error. One possibility is that the sandwich estimator of the variance of^ may be inconsistent under the design of the simulation study. We suspect that consistency may require existence and boundedness of very high order moments of y.
To study the cost of introducing heterogeneous variances in the standard linear mixed models (and to compute the bootstrap p-value discussed in Section 4), we performed additional simulations to investigate the performance of the proposed estimators of the xed e ects, variance components, and their standard errors when = 0. The design and all parameters except were identical to those used in the m = 157 simulations with variance heterogeneity. Since the QL estimators of the xed e ects and their standard errors are identical to the standard ML estimators that assume variance homogeneity within each group, we report only results for the variance components (Table 5 ). The PL estimators of the variance components are identical to the standard ML estimators under the = 0 model, but we estimate their variances using the sandwich estimators, rather than the usual naive estimators. Both the naive and sandwich estimators are approximately unbiased, so there is little penalty for assuming that variance heterogeneity may be present when actually there is no heterogeneity. This result is not surprising, since the exact covariance of U ;i is used to construct the sandwich estimator (See Corollary 1). It hence follows that our sandwich estimator would be asymptotically identical to the model based covariance estimator.
DISCUSSION
The QL/PL-M approach adopted in this paper to model variance heterogeneity has the merit that it can be easily implemented by modifying the existing software for tting linear mixed models, since our estimating equations for the xed e ects and variance components parallel the ML and REML estimating equations implemented in existing software. Our quasi-likelihood-based inference on the xed e ects is una ected by random variability in the within-cluster variances around the expected variance, which may be a function of covariates in our model, but the pseudo-likelihood-based inference on the variance parameters is strongly a ected by variance heterogeneity. If the only interest lies in inference on the xed e ects and the QL approach is used, it is not necessary to consider whether or not the subject-speci c variances 2 i are random. If interest also lies in inference on the variance parameters , then it is critical to account for the possibility that the 2 i may be random. Our approach is also useful when investigators are interested in predicting both the subject-speci c means and the subject-speci c variances.
The QL/PL-M estimators may be less e cient and more robust than the maximum likelihood estimators. Further work needs to be done to study these properties. The proposed simple shrinkage estimators of the random e ects and random variances have appealing interpretations. Their properties, however, have not been investigated in detail.
Our simulation study indicates unsatisfactory performance of the moment estimator of when the sample size is small, but its performance improves quickly as the sample size becomes larger. A discrepancy between the simulated variance and the sandwich estimator of the variance of^ was observed in the simulation study. This suggests that inference on^ may be di cult, since it involves very high orders of moments of y. More research is needed on the consistency of the sandwich estimator of the variance of^ , and the inference concerning . One possibility may be to use resampling methods, such as bootstrap or jackknife, to draw inference on^ (See Section 4). It is also of potential interest to study whether the estimated variance of the ML estimator of su ers the same problem. Finally, we remark that the proposed QL/PL-M approach may be extended to model variance heterogeneity in nonlinear mixed models (Davidian and Giltinan, 1993) and generalized linear mixed models (Breslow and Clayton, 1993 (y ij ? ij )(y ik ? ik )(y il ? il ) ! 0 in probability, where y ij is the jth observation of the ith subject, ij = E(y ij ), and j; k; l = 1; :::; n i . Menstrual cycle length for subjects with ve or more cycles. The horizontal axis gives the subject sequence number resulting from ordering these subjects according to within-subject standard deviation of cycle length. The cycle lengths for one subject are plotted using the same plotting symbol, and two adjacent subjects have di erent plotting symbols. Note that most subjects have roughly the same mean cycle length, but that the variance is much greater for some subjects. Figure 2 . Predicted subject speci c variances^ 2 i plotted against the estimated subject speci c variances before shrinkage, for subjects with a history of long cycles. The solid line indicates the relationship with no shrinkage (in nite n i ), while the dashed line indicates the relationship with all variances shrunk to^ 2 i0 =^ 2 2 = 17:7. Two points are labeled, one for a subject with 11 observations and one for a subject with 2 observations, indicating that the estimated subject speci c variances are shrunk much less when more observations are available. Figure 3 . Predicted subject speci c random interceptsb i based on estimated plotted against standard predictions that assume = 0, for subjects with a history of long cycles. A point lying on the solid line indicates a subject for whom the two predictions were the same. In Figure 2 , points indicating results for two subjects were labeled with the number of observations for those subjects. The predictions for those two subjects also are labeled in this gure. Both these subjects had large predicted subject speci c variances^ 2 i sob i is closer to zero than the standard prediction. The subject with 11 observations had a more extreme predicted subject speci c variance, which led to a greater di erence in the two predictions of the random intercept. 
