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SMOOTHING EFFECT FOR BOLTZMANN EQUATION WITH
FULL-RANGE INTERACTIONS
YEMIN CHEN AND LINGBING HE
Abstract. In this work, we are concerned with the regularities of the solutions to Boltz-
mann equation with the physical collision kernels for the full range of intermolecular repulsive
potentials, r−(p−1) with p > 2. We give the new and constructive upper and lower bounds
for the collision operator in terms of standard fractional Sobolev norm. As an application,
we prove that the strong solutions obtained by Desvillettes & Mouhot [30] to homoge-
neous Boltzmann equation and classical solutions obtained by Gressman-Strain [36, 37] or
Alexandre-Morimoto-Ukai-Xu-Yang [9, 11] for the inhomogeneous Boltzmann equation be-
come immediately smooth with respect to all variables. And as another application, we
obtain the global entropy dissipation estimate which is a little stronger than the one of
Alexandre-Desvillettes-Villani-Wennberg [5].
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1. Introduction
In the present work, we continue the study on the smoothness of the solutions to the
Boltzmann equation with the collision kernels for the inverse intermolecular potentials r−(p−1)
with p > 2. It is well known that the Boltzmann equation is a fundamental equation in
statistical physics. The readers can refer to [21, 22, 42, 51] and the references therein for the
physical background of the equation and also for the mathematical theories for this equation.
Mathematically, the Boltmzann equation reads:
∂tf + v · ∇xf = Q(f, f),(1.1)
where f(t, x, v) ≥ 0 is the (spatially periodic) distribution function in the phase space of
collision particles which at time t ≥ 0 and point x ∈ T3 = [−π, π]3 move with velocity
1
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v ∈ R3. The Boltzmann collision operator Q is a bilinear operator which acts only on the
velocity variables v, that is,
Q(g, f)(v)
def
=
∫
R3
∫
SS2
B(v − v∗, σ)(g′∗f ′ − g∗f)dσdv∗.
Here we use the standard shorthand f = f(v), g∗ = g(v∗), f
′ = f(v′), g′∗ = g(v
′
∗) where v
′,
v′∗ are given by
v′ =
v + v∗
2
+
|v − v∗|
2
σ , v′∗ =
v + v∗
2
− |v − v∗|
2
σ , σ ∈ SSn−1.(1.2)
We stress that the representation follows the parametrization of the set of solutions of the
physical law of elastic collision:
v + v∗ = v
′ + v′∗,
|v|2 + |v∗|2 = |v′|2 + |v′∗|2.
The nonnegative function B(v − v∗, σ) in the collision operator is called the Boltzmann
collision kernel. It is always assumed to depend only on |v − v∗| and 〈 v−v∗|v−v∗| , σ〉. Usually, we
introduce the angle variable θ through cos θ = 〈 v−v∗|v−v∗| , σ〉. Without loss of generality, we may
assume that B(v− v∗, σ) is supported in the set 0 ≤ θ ≤ π2 , i.e, 〈 v−v∗|v−v∗| , σ〉 ≥ 0, for otherwise
B can be replaced by its symmetrized form:
B¯(v − v∗, σ) = [B(v − v∗, σ) +B(v − v∗,−σ)]1〈 v−v∗|v−v∗| ,σ〉≥0.
Above, 1A is the characteristic function of the set A. The typical example we have in mind is
the case that the interaction potential obeys the inverse repulsive potential which takes the
form of
φ(r) = r−(p−1).
According to these potentials, in this paper, we consider the collision kernel satisfying the
following assumptions:
Assumption A
• The cross-section B(v − v∗, σ) takes a product form as
B(v − v∗, σ) = Φ(|v − v∗|)b(cos θ),(1.3)
where both Φ and b are nonnegative functions.
• The angular function b(t) is not locally integrable and it satisfies
Kθ−1−2s ≤ sin θb(cos θ) ≤ K−1θ−1−2s, with 0 < s < 1, K > 0.(1.4)
• The kinetic factor Φ takes the form
Φ(|v − v∗|) = |v − v∗|γ ,(1.5)
where the parameter γ verifies that γ + 2s > −1.
We remark that for inverse repulsive potential, there holds that γ = p−5p−1 and s =
1
p−1 .
It is easy to check that γ + 4s = 1 which gives the sense of the assumption γ + 2s > −1.
Generally, the case γ > 0, γ = 0, and γ < 0 correspond to so-called hard, maxwellian, and
soft potentials.
There are lots of literatures on the well-posedness problem of the Boltzmann equation, and
we will start off by mentioning a brief few. As for the case of Grad’s angular cut-off, in 1989,
DiPerna and Lions [31] proved the celebrated result: the global existence of renormalized
solution to the inhomogeneous Boltzmann equation with arbitrary initial data. Thanks to
this breakthrough, based on the new definition of weak solution, the hydrodynamic limit
from Boltzmann equation to the equations of fluid mechanics can be considered afterwards,
see [34, 44, 45]. Another direction to obtain the global solution is due to the work by Guo
[39, 40] and Liu-Yang-Yu [46] who introduce the nonlinear energy method to construct the
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classical solutions near the equilibrium. We point out that their approach relies heavily on
the analysis of the linearized Boltzmann operator.
As for the non cut-off theory which means physically relevant effects of the angular sin-
gularities are considered, it has been made big progress in these years, see [2]. In 1995,
Desvillettes in [26] first showed that the solution of the spatially homogeneous non cut-off
Kac equation becomes very regular with respect to the velocity variable as soon as the time is
strictly positive. This testified the conjecture that when the cross section is concentrating on
the grazing collisions, the nonlinear collision operator should behave like a fractional Lapla-
cian in the velocity variable v, see [25, 35, 49]. Later on, Alexandre in [3] formally showed
that the smoothness estimates could indeed be deduced from the entropy dissipation D(g, f)
defined as
D(g, f) = −
∫
R6
∫
SS2
B(|v − v∗, σ)(g′∗f ′ − g∗f) log fdσdvdv∗.
Lions in [43] proved a functional inequality of the form
‖
√
f‖H˙α(|v|≤R) ≤ CR‖f‖θL1v(‖f‖L1v +D(f, f))
1−θ
for α < s. Shortly after, the optimal Sobolev exponent s was achieved by Villani [50] and
Alexandre [4] but at the price that solution is required to be locally bounded below. In 2000,
the work of Alexandre-Desvillettes-Villani-Wennberg [5] showed that usual estimate on the
entropy dissipation automatically entails regularization effects:
‖
√
f‖2Hs(|v|≤R) ≤ Cg,R[D(g, f) + ‖g‖L12(R3v)‖f‖L12(R3v)].(1.6)
which indicates that for a given g ∈ L1v, the Boltzmann operator behaves as:
Q(g, f) = −Cg(−△)sf + lower order terms.(1.7)
Moreover, two basic formula such as the cancellation lemma and sub-elliptic coercivity esti-
mates are also given there. Thanks to this breakthrough, Alexandre-Villani in [13, 14] first
generalized the renormalized solution with defect measure for Boltzmann equation with long-
range interaction and then gave the rigorously justification to the Landau approximation.
Another application of the basic tools is to demonstrate the smoothing effect of the classi-
cal solutions to the spatially homogeneous Boltzmann equation with regularized potentials
[28, 48, 12, 41]. We mention that smoothing behavior is radically different from that of the
Boltzmann equation with angular cutoff (see for example [27, 32] and the references therein
for precise statements). In this last case, propagation of regularity as well as singularities (in
the variable v) occurs, thanks to the properties of the positive part of Boltzmann operator
(Cf. [52], [17] and [47]). In 2009, Desvillettes and Mouhot in [30] proved some a priori es-
timates for the stability and uniqueness for spatial homogeneous Boltzmann equation with
long-range interaction, and they also showed the existence for moderate angular singularities.
Recently, Alexandre-Morimoto-Ukai-Xu-Yang [7] introduced the pseudo-differential opera-
tor and harmonic analysis to build so-called uncertainty principle to study the hypoellipticity
of the kinetic equation. And as the application, they showed the regularizing effects for the
linearized Boltzmann equation with non cut-off and linearized Landau equation. Later on,
in [8], for the modified kinetic factor, that is,
Φ(|v|) = (1 + |v|2) 12 ,
based on the pseudo-differential calculus and generalized Bobylev formula(see [15]), they
developed the methods to sharpen the upper bound estimate for the Boltzmann collision
operator (see also [1, 6]) which helped them not only to establish the local existence theory
for the non cut-off inhomogeneous Boltzmann equation with arbitrary initial data and but
also to prove the instantaneous smoothness of the solutions. More recently, Gressman-Strain
[36, 37, 38] and Alexandre-Morimoto-Ukai-Xu-Yang [9, 10, 11] independently established
the global existence of the classical solutions to the Boltzmann equation with long-range of
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inverse power intermolecular potentials, r−p+1 with p > 2 when the initial data are close to
the equilibrium. Both of the methods rely on the estimate for the linearized collision operator.
Let us give some comments on the work of the coercive estimate. In [36], the authors showed
that at the linearized level, the collision operator can be regarded as a fractional Laplacian
on a manifold and this manifold depends in an essential way on the collision geometry. More
recently, in [38], they provide sharp constructive upper and lower bound estimates for the
Boltzmann collision operator. It is shown that under the assumption of high regularity and
sufficiently rapid growth of the weight at infinity on the function g, there holds that
C1g‖f‖2N˙s,γ . −〈Q(g, f), f〉v + ‖f‖2L2γ . C
2
g‖f‖2Ns,γ ,(1.8)
with
‖f‖2Ns,γ def= ‖f‖2L2γ+2s + ‖f‖
2
N˙s,γ
and
‖f‖2
N˙s,γ
def
=
∫
R6
(〈v〉〈v′〉)γ+2s+12 (f
′ − f)2
d(v′, v)3+2s
1d(v′,v)≤1dvdv
′.
Here the non-isotropic metric d(v, v′) is defined on the ”lifted” paraboloid:
d(v, v′)
def
=
√
|v − v′|2 + 1
4
(|v|2 − |v′|2)2.
Moreover, under the same assumption, they prove the global entropy production estimates
which is
D(g, f) ≥ ‖
√
f‖2
N˙s,γ
− C3g‖f‖L1γ .(1.9)
We remark that the norm of N˙ s,γ is a semi-norm. While in the work of Alexandre-Morimoto-
Ukai-Xu-Yang [9, 10], they gave another way to understand the coercivity of the collision
operator. Precisely, in contrast to [5], they regarded the quantity∫
R6
∫
SS2
|v − v∗|γb(cos θ)e−
|v∗|2
2 (f ′ − f)2dσdvdv∗
as the new norm instead of standard fractional Sobolev norm to bound the linearized Boltz-
mann operator. This is key point to construct the global classical solutions of the Boltzmann
equation when the initial data are near equilibrium.
In the present work, we are going to investigate the regularities of the solutions to both
homogeneous and inhomogeneous Boltzmann equation with the physical collision kernels for
the full range of intermolecular repulsive potentials. It can be viewed as a continuation of
the recent work [24] where they demonstrated the C∞ regularizing effect for the full Landau
equation. As we known, the main difficulty to prove the smoothing effect for the nonlinear
Boltzmann equation comes from the upper and lower bound for the collision operator. The
main reason lies in the fact that the Boltzmann operator only involves singular integral
behaving like a fractional differential operator but no explicit derivative or pseudo-differential
operator occurs.
To overcome the difficulty, motivated by the collision geometry and the standard Littlewood-
Paley decomposition, we carry out the new strategy to bound the dual form 〈Q(g, h), f〉v .
Roughly speaking, in contrast to the previous work [8], by denoting G = 〈v〉N1g,H = 〈v〉N2h
and F = 〈v〉N3f , we first transform 〈Q(g, h), f〉v to the new functional 〈Q(G,H),F〉v . The
most convenience of the transformation is that the new factors 〈v∗〉−N1 , 〈v〉−N2 and 〈v′〉−N3
which are inside the new functional will absorb the weight coming from the cross-section.
Thanks to this design, now we can apply the Littlewood-Paley decomposition to the func-
tions H and F to make full use of the cancellation between the different frequency part of
them. Combined with the Bernstein’s inequality and the proper cut off for the angular, the
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upper bound estimate in terms of standard fractional Sobolev norm for the functional is fi-
nally obtained which also implies the upper bound for the collision operator by duality. One
may check the details in section 2.
Another contribution of the paper lies in the new estimation for the coercivity of the
Boltzmann collision operator. We show that for the non Maxwellian potentials, the global
sub-elliptic estimate with some weight can be obtained. Roughly, if γ + 2s > 0 and γ ≤ 2,
the estimate for regularizing effect (1.6) can be improved as:
‖
√
f〈v〉γ2 ‖2
Hs(R3)
≤ Cg[D(g, f) + (‖g‖L12(R3v) + 1)
Cs‖f‖L12(R3v)].(1.10)
While for the case of γ + 2s ≤ 0, the similar estimate as (1.10) still can be obtained but
at the cost that we have to impose the condition of high integrability (for instance, L
3
2
+δ
with δ > 0) on the function g which is also observed for the estimate to collision operator
(one may check the corresponding theorems for details). We remark that the critical value
γ = −2s corresponds to the threshold below which there is no spectral gap for the linearized
Boltzmann operator. We also point out that comparing to the estimate (1.9), we only use
the conserved quantities of Boltzmann equation to capture the smoothing effect in (1.10) in
the case of γ + 2s > 0. One may check the corresponding section for details.
With in hand the upper and lower bound for the collision operator, now we are in a position
to state our main results. The first one is concerned with the spatial homogeneous Boltzmann
equation which means the distribution function does not depend on the spatial variables, i.e,
∂tf = Q(f, f).
Theorem 1.1. Let the collision kernel B(|v − v∗|, σ) verify the assumption A, and f be
the unique solution of the homogeneous Boltzmann equation satisfying the infinite moment
estimates, that is, for any l ∈ R+,
‖f〈v〉l‖L∞([0,∞);L1(R3v)) <∞, if γ + 2s > 0;(1.11)
or
‖f〈v〉l‖L∞([0,∞);L2(R3v)) <∞, if γ + 2s ≤ 0.(1.12)
Then for all t0 > 0, the solution f lies in L
∞([t0,∞);S) .
Remark 1.1. Noting the global existence result (for the case of γ+2s > 0) and local existence
result (for the case of γ + 2s ≤ 0) for moderate angular singularity (which means s < 12) by
Desvillettes-Mouhot [30], it shows that the result of the Theorem 1.1 is not empty. Actually,
following the proof of the Theorem 1.1, we can show that the regularity of the strong solution
constructed in Theorem 1.3 by Desvillettes-Mouhot [30] can be propagated which implies that
the strong solution is exactly the classical solution when we impose the regularity on the initial
datum.
Remark 1.2. To our knowledge, it is the first time to prove the smoothing effect of the
homogeneous Boltzmann equation for the ”true” hard potentials and ”true” moderately soft
potentials. We also mention that the assumption (1.12) for the case of γ+2s can be weakened
by
‖f〈v〉l‖
L∞([0,∞);L
3
2 (R3v))
<∞, if γ + 2s ≤ 0.(1.13)
The main reason lies in the upper and lower bounds for the Boltzmann collision operator.
We omit the details here and one may check the corresponding parts in Section 4.
Let us give some comments on the difference between our result with the previous work
[28, 48, 12, 41]. In their work, they actually deal with the case of modified kinetic factor Φ
which usually takes the form of (1 + |v − v∗|2)
γ
2 . We stress out that this mollification plays
the key role in the proof to the smoothing effect of the homogeneous Boltzmann equation.
In fact, it will bring them both upper and lower bounds for the collision operator. For the
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upper bound, the mollification makes it possible to use integration by parts with respect to
v∗. Roughly speaking, by Bobylev’s formula, one has
̂−△Q(g, h)(ξ) =
∫
R3
∫
SS2
[
gˆ(ξ− + ξ∗)fˆ(ξ
+ − ξ∗)− gˆ(ξ∗)fˆ(ξ − ξ∗)
]
b(
ξ
|ξ| · σ)Φˆ(ξ∗)|ξ|
2dσdξ,
where ξ+ = ξ+|ξ|σ2 , ξ
− = ξ−|ξ|σ2 . Observing the fact
|ξ|2 = |ξ − ξ∗|2 + |ξ∗|2 + 2(ξ − ξ∗) · ξ∗
and
|ξ|2 = |ξ+ − ξ∗|2 + |ξ∗|2 + 2(ξ+ − ξ∗) · ξ∗ + |ξ−|2,
one may expect that the derivative required for g can be transferred to the kinetic factor Φ
which leads to the optimal upper bound for the collision operator, that is,
‖Q(f, g)‖HmN . ‖f‖L1N++(γ+2s)+‖g‖Hm+2s(N+γ+2s)+ .
While for the lower bound, thanks to the inequality
〈v〉γ ≤ 〈v − v∗〉γ〈v∗〉|γ|,
the coercivity estimate of the collision operator for the case of hard potentials and soft
potentials can be concluded to the case of Maxwellian potential. Thus the lower bound for
the Boltzmann operator can be easily obtained due to the work by Alexandre-Desvillettes-
Villani-Wennberg [5]. Since now the collision kernel only verifies the assumption A, one has
to find another approach to give the estimates to the upper and lower bound for the collision
operator. And these are exactly what we do in this paper.
For the inhomogeneous Boltzmann equation, to achieve our goal, we still have to bypass the
problem how to get the regularity with respect to x, v. Thanks to the upper bound estimate
for the collision operator, we show that Q(g, f) belongs to the space L2t,x(H
−s
v ). This means
the hypo-elliptic estimate in [16] for the kinetic equation can be applied. One may treat
the Boltzmann equation as Alexandre-Morimoto-Ukai-Xu-Yang done in [7] by employing the
generalized uncertainty principle. Here we opt for another approach which mainly comes
from the work [24]: once the fractional derivatives(with respect to x) are gained, to avoid
estimating the commutator, one may continue to perform the energy estimates (and the
estimates based on the averaging lemmas) for weighted finite differences of derivatives of f .
By iteration, we finally can obtain the full one derivative with respect to x and v. One has
Theorem 1.2. Let the collision kernel B(|v − v∗|, σ) verifies the assumption A, and f be
the unique classical solution of the inhomogeneous Boltzmann equation satisfying that for any
l ∈ R+,
‖f〈v〉l‖L∞([0,∞);H5x,v) <∞,(1.14)
and there exists a universal constant Cl and Cu such that for any x ∈ T3,
0 < Cl < ‖f‖L1(R3v) < Cu <∞.(1.15)
Then the solution f lies in W∞,∞([t0,∞);H∞,lx,v ) for all t0 > 0.
Let µ = 1
(2π)
3
2
e−|v|
2
be the normalized Maxwillian and F = F (t, x, v) be the standard
perturbation with respect to µ as
f = µ+
√
µF.
Then by Theorem 1 of [37], we get for any l ≥ 0 and any integer N ≥ 5,
‖f(t)〈v〉l‖HNx,v ≤ C1 + C2‖F0〈v〉l‖HNx,v ,
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where C1, C2 depends on l and the constants appeared in Theorem 1 of [37]. Moreover, simple
calculation gives that for any x ∈ T3,
‖µ‖L1(R3) − ‖F‖L∞‖
√
µ‖L1(R3) ≤ ‖f‖L1(R3) ≤ ‖µ‖L1(R3) + ‖F‖L∞‖
√
µ‖L1(R3).
Choose ‖F‖L∞ small enough and then we can obtain the estimate (1.15) which implies that
the Theorem 1.2 can be applied to the solutions constructed by Gressman-Strain [36, 37] or
Alexandre-Morimoto-Ukai-Xu-Yang [9, 11] for the inhomogeneous Boltzmann equation.
The rest of the paper will be organized as follows. First of all, in section 2, we will
use Littlewood-Paley analysis to study the upper bound estimate for the collision operator.
Moreover, the estimate for the commutator between weight and Boltzmann operator is also
given there. In section 3, we will give the proof to the improved coercivity estimate of the
collision operator. Then in next two sections, the regularizing effect for homogeneous and
inhomogeneous Boltzmann equation will be proven under the initial regularity assumption on
the solution. In the appendix, we shall give the proof to some useful interpolation inequality.
Let us complete this section by the function spaces and notations, which we shall use
throughout the paper. For notational simplicity, we omit the integrating domains T3 and
R3, which correspond to variables x and variable v respectively. For example, we write L2x,v
instead of L2x(T
3;L2v(R
3)). For integer N ≥ 0, we define the Sobolev space
HNx,v =
{
f(x, v) :
∑
|α|+|β|≤N
‖∂αx ∂βv f‖L2x,v < +∞
}
,
and for integer N ≥ 0 and real number l ≥ 0, we define the weighted Sobolev space
HN,lx,v =
{
f(x, v) :
∑
|α|+|β|≤N
‖(∂αx ∂βv f) 〈v〉l‖L2x,v < +∞
}
,
where the multi-index α = (α1, α2, α3), |α| = α1 + α2 + α3 and ∂αx = ∂α1x1 ∂α2x2 ∂α3x3 with
x = (x1, x2, x3), and 〈v〉 = (1 + |v|2) 12 . The notations for β are the same. It is obvious that
HN,0x,v = HNx,v. We also define H
∞
x,v and H
∞,l
x,v by
H∞x,v =
⋂
N≥0
HNx,v, H
∞,l
x,v =
⋂
N≥0
HN,lx,v .
We also introduce the standard notations
‖f‖Lpα =
( ∫
R3
|f(v)|p〈v〉αpdv) 1p , ‖f‖L logL = ∫
R3
f log(1 + f)dv,
and
‖f‖Hs
l
= ‖f〈v〉l‖Hs .
a . b, we mean that there is a uniform constant C, which may be different on different lines,
such that a ≤ Cb. a ∼ b if both a . b and b . a.
2. Upper bound on the collision operator
In this section, we shall give the upper bound estimate for the collision operator. Our main
motivation comes from the singularity of the cross-section and collision geometry which allow
us to apply Littlewood-Paley analysis to the boundedness of the collision operator in terms
of weighted fractional Sobolev spaces. It is one of the key steps to prove the smoothing effect
of the non cut-off Boltzmann equation. We remark that the variables (t, x) are considered as
parameter for the all the estimates in this section.
Theorem 2.1. Let 0 < s < 1 and N2, N3 ∈ R. Suppose N1 = |N2|+ |N3| and N˜1 = N2+N3
with N˜1 ≥ γ + 2s. Then for nonnegative and smooth functions g, h and f , there hold
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(1) if γ + 2s > 0,
|〈Q(g, h), f〉v | . ‖g‖L1N1 (R3v)‖h‖HsN2 (R3v)‖f‖HsN3 (R3v);(2.16)
(2) if γ + 2s ≤ 0,
|〈Q(g, h), f〉v | . (‖g‖L1N1 (R3v) + ‖g‖L 32N1 (R3v)
)‖h‖HsN2 (R3v)‖f‖HsN3 (R3v).(2.17)
Let us give some comments on the main result of the theorem. First of all, (2.16) and
(2.17) can be regarded as another proof to the fact that the Boltzmann operator takes the
form of (1.7). Secondly, we stress that the weight in v comes not only from the kinetic factor
Φ but also from the integration with respect to the angular. Thirdly, in the case of γ+2s < 0,
the additional L
3
2 bound for the function g results from the strong singularity caused by the
kinetic factor Φ. Fourthly, by duality, one may take N3 = 0 to obtain the upper bound for
the collision operator which will be very useful in the next section. Last we would point out
that our proof relies only on the trick of change of variables and cancellation lemma.
Proof of the Theorem 2.1: By change of variables, one may obtain
〈Q(g, h), f〉v =
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)g∗h(f ′ − f)dσ
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2(〈v∗〉N1g∗)(〈v〉N2h)
×(〈v′〉−N3(〈v′〉N3f ′)− 〈v〉−N3(〈v〉N3f))dσ.
Set G = 〈v〉N1g,H = 〈v〉N2h and F = 〈v〉N3f . Then we can rewrite the above equality as
〈Q(g, h), f〉v
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗H(〈v′〉−N3F ′ − 〈v〉−N3F)dσ
def
= 〈Q(G,H),F〉v .
In the following analysis, we will turn our attention to the new defined functional involving
the Boltzmann collision operator. Let us give some comments on the new defined functional.
It will bring us two convenience: the first one is that the weight inside the integration will
absorb the polynomial of |v − v∗| which probably comes from the cross-section; the second
one is that we can use the Littlewood-Paley decomposition for the functions H and F which
is key for the upper bound estimates.
Set B
def
= {ξ ∈ R3, |ξ| ≤ 43} and C
def
= {ξ ∈ R3, 34 ≤ |ξ| ≤ 83}. In view of Littlewood-Paley
decomposition, one may introduce two cut off functions φ ∈ C∞c (B) and ϕ ∈ C∞c (C) which
satisfy
φ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1, ξ ∈ R3 .
We denote h
def
= F−1ϕ and h˜ def= F−1φ, then the dyadic operators △j can be defined as
follows
△jf = 23j
∫
R3
h(2jy)f(x− y)dy, for j ≥ 0.
△−1f =
∫
R3
h˜(y)f(x− y)dy.
Then the new defined functional can be presented as
〈Q(G,H),F〉v =
∑
j<k
〈Q(G,Hk),Fj〉v +
∑
j≤k
〈Q(G,Hj),Fk〉v,(2.18)
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where Hk = △kH and Fj = △j F . Now we will perform the estimate for the Boltzmann
collision operator. Since the proof is a little bit longer, we shall divide it into two steps.
Step 1: Frequency dominated by the function H. We first treat with the case that
the frequency of function Hk prevails over the one of the function Fj which means j < k.
Introduce the smooth function φ defined as before, set φj(w) = φ(2
jw) and one has that
〈Q(G,Hk),Fj〉v =
3∑
i=1
Γi,
where
Γ1
def
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗Hkφj(|v − v′|)
12−j |v−v∗|−1≤cπ4
(〈v′〉−N3F ′j − 〈v〉−N3Fj)dσ,
Γ2
def
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗Hk[1− φj(|v − v′|)]
12−j |v−v∗|−1≤cπ4
(〈v′〉−N3F ′j − 〈v〉−N3Fj)dσ,
and
Γ3
def
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗Hk
12−j |v−v∗|−1≥cπ4
(〈v′〉−N3F ′j − 〈v〉−N3Fj)dσ.
We remark that the above decomposition comes from the collision geometry and the sin-
gularity caused by the angular.
To overcome the strong singularity caused by the collision kernel, motivated by the cance-
lation lemma, we shall use standard Taylor expansion. Precisely, let
Fj = 〈v〉−N3Fj,(2.19)
then one has
Fj(v
′)− Fj(v) = (v′ − v) · ∇vFj(v) +
∫ 1
0
(v′ − v)⊗ (v′ − v) : ∇2vF(γ(κ))dκ,(2.20)
where γ(κ) = κv′ + (1− κ)v.
We stress that we only give the proof to the estimate in the case of s ≥ 12 and one may
follow the same procedure to prove the case of s < 12 .
Lemma 2.1. If γ + 2s > 0, there holds
|Γ1| . 22js‖G‖L1(R3v)‖Hk‖L2(R3v)‖Fj‖L2(R3v),(2.21)
and if γ + 2s ≤ 0, there holds
|Γ1| . 22js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hk‖L2(R3v)‖Fj‖L2(R3v).(2.22)
Proof: Γ1 can be split into two parts Γ1,1 and Γ1,2 which separately contain the term in the
righthand side of (2.20). Notice that∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)(v − v
′)φj(|v − v′|)dσ
=
∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)
v − v′
|v − v′| ·
v − v∗
|v − v∗| |v − v
′|φj(|v − v′|) v − v∗|v − v∗|dσ
=
∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)(
1 − 〈 v−v∗|v−v∗| , σ〉
2
)φj(|v − v′|)dσ(v − v∗)
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Since sin θ2 =
|v−v′|
|v−v∗| , one may obtain that
|
∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)(v − v
′)φj(|v − v′|)dσ|
.
∫
√
1−〈 v−v∗|v−v∗| ,σ〉
2
.2−j |v−v∗|−1
b(〈 v − v∗|v − v∗| , σ〉)
1− 〈 v−v∗|v−v∗| , σ〉
2
dσ|v − v∗|
.
∫ 2−j |v−v∗|−1
0
θ1−2sdθ|v − v∗|
. (2−j |v − v∗|−1)2−2s|v − v∗|.
Observing that |v − v∗| ∼ |v∗ − v′| ∼ |v∗ − γ(κ)|, we may deduce that there holds
〈v∗〉−N1〈v〉−N2〈γ(κ)〉−N3 . 〈v∗ − γ(κ)〉−N˜1 .(2.23)
The reader may check it directly by the definition of N1 and N˜1.
Then
|Γ1,1| =
∣∣∣∣ ∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗Hkφj(|v − v′|)
12−j |v−v∗|−1≤cπ4
(v′ − v) · ∇vFj(v)dσ
∣∣∣∣
.
∫
R3
dv
∫
R3
dv∗(2
−j |v − v∗|−1)1−2s|v − v∗|γ+1〈v − v∗〉−N˜1G∗|Hk|(|Fj |+ |∇vFj |)
where we use the fact that 2−j|v − v∗|−1 ≤ cπ4 and
|∇vFj(v)| . 〈v〉−N3(|Fj |+ |∇vFj |).(2.24)
For the case of γ + 2s > 0, one may take N˜1 ≥ γ + 2s and get
Γ1,1 . 2
2js2−j‖G‖L1(R3v)‖Hk‖L2(R3v)(‖Fj‖L2(R3v) + ‖∇vFj‖L2(R3v))
. 22js‖G‖L1(R3v)‖Hk‖L2(R3v)‖Fj‖L2(R3v).
Here we use the Berstein’s inequality.
For the case of −1 < γ + 2s ≤ 0, one may take N˜1 ≥ −|γ + 2s| and obtain the similar
estimate
Γ1,1 .
∫
R3
dv
∫
R3
dv∗2
−j22js(1 + |v − v∗|γ+2s1|v−v∗|≤1)G∗|Hk|(|Fj |+ |∇vFj |)
. 22js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hk‖L2(R3v)‖Fj‖L2(R3v).
Next, we focus on the estimate for Γ1,2. Notice
Γ1,2 ≤
∫ 1
0
dκ
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗|Hk|φj(|v − v′|)
12−j |v−v∗|−1≤cπ4
|v′ − v|2|∇2vFj(γ(κ))|dσ.
Note that
|∇2vFj(v)| . 〈v〉−N3(|Fj |+ |∇vFj |+ |∇2vFj |).(2.25)
Then by Cauchy-Schwartz inequality, it suffices to bound the quantities
I
def
=
∫ 1
0
dκ
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗φj(|v − v′|)
12−j |v−v∗|−1≤cπ4
|v′ − v|2〈γ(κ)〉−N3(
2∑
i=0
|∇ivFj(γ(κ))|)2dσ
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and
II
def
=
∫ 1
0
dκ
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗φj(|v − v′|)
12−j |v−v∗|−1≤cπ4
|v′ − v|2〈γ(κ)〉−N3 |Hk|2dσ
Next we follow the well-known change of variables u = γ(κ) = κv′+(1−κ)v, which changes
v to u. Thanks to the fact that the Jacobian is∣∣∣∣dumdvn
∣∣∣∣ = (1− κ2 )2{(1 − κ2 ) + κ2 〈 v − v∗|v − v∗| , σ〉},(2.26)
one has
I .
∫ 1
0
dκ
∫
R3
du
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗ − u〉−N˜1G∗(|Fj(u)|+ |∇vFj(u)|
+|∇2vFj(u)|)212−j |u−v∗|−1≤cπ4 φj(|v − v
′|)|v′ − v|2dσ,
where we use (2.23). Due to the fact that
|v′ − v|2 = |v − v∗|2
1− 〈 v−v∗|v−v∗| , σ〉
2
(2.27)
. |u− v∗|2
1− 〈 v−v∗|v−v∗| , σ〉
2
,
one may arrive at
I ≤
∫
R3
du
∫
R3
dv∗|v∗ − u|γ+2〈v∗ − u〉−N˜1G∗(|Fj(u)|+ |∇vFj(u)|
+|∇2vFj(u)|)212−j |u−v∗|−1≤cπ4
∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)
1 − 〈 v−v∗|v−v∗| , σ〉
2
φj(|v − v′|)dσ.
Noting that ∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)
1 − 〈 v−v∗|v−v∗| , σ〉
2
φj(|v − v′|)dσ
.
∫
√
1−〈 v−v∗|v−v∗| ,σ〉
2
.2−j |u−v∗|−1
b(〈 v − v∗|v − v∗| , σ〉)
1− 〈 v−v∗|v−v∗| , σ〉
2
dσ
.
∫ 2−j |u−v∗|−1
0
θ1−2sdθ . (2−j |u− v∗|−1)2−2s,
we get
I ≤ 2−2j22js
∫
R3
du
∫
R3
dv∗|v∗ − u|γ+2s〈v∗ − u〉−N˜1G∗(|Fj(u)|+ |∇vFj(u)|
+|∇2vFj(u)|)2,
which implies that for the case of γ + 2s > 0 and N˜1 ≥ γ + 2s,
I . 22js2−2j‖G‖L1(R3v)‖Fj‖
2
H2(R3v)
,
and for the case of γ + 2s ≤ 0 and N˜1 ≥ −|γ + 2s|,
I . 22js2−2j(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Fj‖
2
H2(R3v)
.
The similar estimate can be applied to II and it gives that for the case of γ + 2s > 0,
II . 22js2−2j‖G‖L1(R3v)‖Hk‖
2
L2(R3v)
,
12 Y. CHEN AND L. HE
and for the case of γ + 2s ≤ 0,
II . 22js2−2j(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hk‖
2
L2(R3v)
.
Then the fact Γ1,2 ≤ I 12 II 12 and the Berstein’s inequality lead to the estimate for Γ1,2 which
is exactly as the same as the case of Γ1,1. We complete the proof to the Lemma. 
Lemma 2.2. If γ + 2s > 0, there holds
|Γ2| . 22js‖G‖L1(R3v)‖Hk‖L2(R3v)‖Fj‖L2(R3v),(2.28)
and if γ + 2s ≤ 0, there holds
|Γ2| . 22js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hk‖L2(R3v)‖Fj‖L2(R3v).(2.29)
Proof: Due to the cut-off function φj, it is easy to check that there is no singularity caused
by the collision kernel. Then one may estimate Γ2 directly and we only present the proof to
bound the quantity
Γ2,1
def
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗Hk[1− φj(|v − v′|)]
12−j |v−v∗|−1≤cπ4
〈v′〉−N3F ′jdσ,
By Cauchy-Schwartz inequality, it can be reduced to bound
III
def
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗H2k[1− φj(|v − v′|)]
12−j |v−v∗|−1≤cπ4
〈v′〉−N3dσ,
and
IV
def
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗[1− φj(|v − v′|)]
12−j |v−v∗|−1≤cπ4
〈v′〉−N3 |F ′j |2dσ.
We choose to bound the quantity IV since it is a little more complicated than III. Fixed
σ and v∗, we perform the change of variables v → v′ and by a direct calculation, its Jacobian
determinant is 18(1 + 〈 v−v∗|v−v∗| , σ〉) which corresponds to the case κ = 1 in (2.26). From which
together with (2.23), we arrive at
IV .
∫
R3
dv′
∫
R3
dv∗|v∗ − v′|γ〈v∗ − v′〉−N˜1G∗12−j |v′−v∗|−1≤cπ4
×|F ′j |2
∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)[1 − φj(|v − v
′|)]dσ.
Noting that ∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)[1 − φj(|v − v
′|)]dσ12−j |v′−v∗|−1≤cπ4
.
∫
√
1−〈 v−v∗|v−v∗| ,σ〉
2
&2−j |v′−v∗|−1
b(〈 v − v∗|v − v∗| , σ〉)dσ
.
∫ π
2
c2−j |v′−v∗|−1
θ−1−2sdθ . (2−j |v′ − v∗|−1)−2s,
one has
IV . 22js
∫
R3
dv′
∫
R3
dv∗|v∗ − v′|γ+2s〈v∗ − v′〉−N˜1G∗|F ′j |2.
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When γ + 2s > 0, there holds
IV . 22js‖G‖L1(R3v)‖Fj‖
2
L2(R3v)
.
While γ + 2s ≤ 0, we obtain that
IV . 22js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Fj‖
2
L2(R3v)
.
The fact that |Γ2,1| . III 12 IV 12 implies Γ2,1 enjoys the same estimate as in the Lemma and
it is enough to show that the Lemma also holds true. 
Lemma 2.3. If γ + 2s > 0, there holds
|Γ3| . 22js‖G‖L1(R3v)‖Hk‖L2(R3v)‖Fj‖L2(R3v),(2.30)
and if γ + 2s ≤ 0, there holds
|Γ3| . 22js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hk‖L2(R3v)‖Fj‖L2(R3v).(2.31)
Proof: Similarly, to overcome the strong singularity caused by collision kernel, we divide Γ3
into two parts: Γ3,1 and Γ3,2 which defined as
Γ3,1
def
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗Hk
12−j |v−v∗|−1≥cπ4
(v′ − v)∇vFjdσ,
and
Γ3,2
def
=
∫ 1
0
dκ
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗Hk
12−j |v−v∗|−1≥cπ4
(v′ − v)⊗ (v′ − v) : ∇2vFj(γ(κ))dσ,
where we use the notation (2.19). Observing that
|
∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)(v
′ − v)dσ|12−j |v−v∗|−1≥cπ4
. |v − v∗|
∫ π
2
0
θ1−2sdθ12−j |v−v∗|−1≥cπ4
. |v − v∗|(2−j |v − v∗|−1)2−2s.
then for the term Γ3,1, one has
|Γ3,1| . 2−2j22js
∫
R3
dv
∫
R3
dv∗|v − v∗|γ+2s−1〈v − v∗〉−N˜1G∗|Hk|
×12−j |v−v∗|−1≥cπ4 (|Fj |+ |∇vFj |).
For the case of γ + 2s > 0, one may obtain that there exists a constant δ ∈ (0, 1) such that
|Γ3,1| . 2−2j22js
∫
R3
dv
∫
R3
dv∗|v − v∗|−1+δG∗|Hk|12−j |v−v∗|−1≥cπ4
×2− j2 |v − v∗|−
1
2 (|Fj |+ |∇vFj |)
. 22js2−
5
2
j‖G‖L1(R3v)‖Hk‖L2(R3v)(‖Fj‖L∞(R3v) + ‖∇vFj‖L∞(R3v))
. 22js‖G‖L1(R3v)‖Hk‖L2(R3v)‖Fj‖L2(R3v),
where we use the Bernstein’s inequality in the last inequality.
14 Y. CHEN AND L. HE
While for the case of γ + 2s ≤ 0, we arrives at
|Γ3,1| . 2−2j22js
∫
R3
dv
∫
R3
dv∗|v − v∗|γ+2s−1G∗|Hk|
×12−j |v−v∗|−1≥cπ4 (|∇vFj |+ |Fj |)
. 22js2−2j‖G‖
L
3
2 (R3v)
‖Hk‖L2(R3v)(‖∇vFj‖L6(R3v) + ‖Fj‖L6(R3v))
. 22js‖G‖
L
3
2 (R3v)
‖Hk‖L2(R3v)‖Fj‖L2(R3v).
Next we shall focus on the estimate for Γ3,2. Thanks to the estimate (2.25), one may obtain
|Γ3,2| .
∫ 1
0
dκ
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗|Hk|
12−j |v−v∗|−1≥cπ4
|v′ − v|2〈γ(κ)〉−N3
2∑
i=0
|∇ivFj(γ(κ))|dσ.
Due to the Cauchy-Schwartz’s inequality, we only have to bound the quantity as
V
def
=
∫ 1
0
dκ
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗
12−j |v−v∗|−1≥cπ4
|v′ − v|2〈γ(κ)〉−N3(
2∑
i=0
|∇ivFj(γ(κ))|)2dσ,
By change of variables from v → γ(κ) = u and the fact (2.26) and (2.27), the term V can be
bounded as
V .
∫
R3
du
∫
R3
dv∗|v∗ − u|γ+2〈u− v∗〉−N˜1G∗12−j |u−v∗|−1≥cπ4
×(
2∑
i=0
|∇ivFj(u)|)2
∫
SS2
b(〈 v − v∗|v − v∗| , σ〉)
1 − 〈 v−v∗|v−v∗| , σ〉
2
dσ
.
∫
R3
du
∫
R3
dv∗|v∗ − u|γ+2〈u− v∗〉−N˜1 |G∗|12−j |u−v∗|−1≥cπ4
×(
2∑
i=0
|∇ivFj(u)|)2(2−j |u− v∗|−1)2−2s.
For the case of γ + 2s > 0, one may get
V . 2−2j22js‖G‖L1(R3v)‖Fj‖
2
H2(R3v)
.
While for the case of −1 < γ + 2s ≤ 0, we obtain
V . 2−2j22js
∫
R3
du
∫
R3
dv∗(1 + |v∗ − u|γ+2s1|v∗−u|≤1)G∗|∇2vFj(u)|)2
. 2−2j22js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Fj‖
2
H2(R3v)
.
From which, we can deduce that the case of γ + 2s > 0, there holds
|Γ3,2| . 22js‖G‖L1(R3v)‖Hk‖L2(R3v)‖Fj‖L2(R3v),
and in the case of γ + 2s ≤ 0, there holds
|Γ3,2| . 22js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hk‖L2(R3v)‖Fj‖L2(R3v).
From which, we complete the proof to the Lemma. 
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Putting Lemma 2.1, Lemma 2.2 together with Lemma 2.3 , we easily deduce that for the
case of γ + 2s > 0, there holds∑
j<k
|〈Q(G,Hk),Fj〉v| .
∑
j<k
22js‖G‖L1(R3v)‖Hk‖L2(R3v)‖Fj‖L2(R3v)
. ‖G‖L1(R3v)
∑
j<k
2(j−k)s‖Hk‖Hs(R3v)‖Fj‖Hs(R3v)
. ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖Hs(R3v).(2.32)
Similarly, for the case of γ + 2s ≤ 0, there holds there holds∑
j<k
|〈Q(g, hk), fj〉v| . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖H‖Hs(R3v)‖F‖Hs(R3v).(2.33)
Step 2: Frequency dominated by the function F. Since the Boltzmann collision
operator can be regrades as the bilinear operator, we believe that in some sense there exists
symmetric structure inside the operator. We recall that
〈Q(G,H),F〉v
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗H
(
〈v′〉−N3F ′ − 〈v〉−N3F
)
dσ.
It is easy to check that
〈Q(G,H),F〉v = 〈Q1(G,H),F〉v + 〈Q2(G,H),F〉v ,
where
〈Q1(G,H),F〉v
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1G∗
(
〈v〉−N2H− 〈v′〉−N2H′
)
〈v′〉−N3F ′dσ,
and
〈Q2(G,H),F〉v
=
∫
R3
dv
∫
R3
dv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1G∗
(
〈v′〉−N2H′〈v′〉−N3F ′ − 〈v〉−N2H〈v〉−N3F
)
.
We remark that in the case of j ≤ k, 〈Q1(G,Hj),Fk〉v enjoys some similar structure as
〈Q(G,Hk),Fj〉v. Precisely, one may follow the same procedure to handle the inner product
〈Q1(G,Hj),Fk〉v as we did for 〈Q(G,Hk),Fj〉v. We point out that the main difference lies
in the Taylor expansion. If we set Hj = 〈v〉−N2Hj , then in this case, the Taylor expansion
should be taken as
Hj(v) −Hj(v′) = (v − v′) · ∇vHj(v′) +
∫ 1
0
(v − v′)⊗ (v − v′) : ∇2vH(γ(κ))dκ,(2.34)
where γ(κ) = κv′ + (1− κ)v.
Another difference comes from the following fact. For each σ and v∗, let ψσ(v
′) represents
the inverse transform v′ → ψσ(v′) = v(see [5]). Then due to (2.26), one has∣∣dv′
dv
∣∣ = 〈 v′−v∗|v′−v∗| , σ〉2
4
.(2.35)
Thus for fixed v∗ and smooth function φ, one has∫
R3
dv
∫
SS2
B(v − v∗, σ)g(v′)φ(|v − v′|)(v − v′)dσ
= 4
∫
R3
dv
∫
〈 v−v∗|v−v∗| ,σ〉≥
1√
2
B(ψσ(v)− v∗, σ)g(v)φ(|ψσ (v)− v|) ψσ(v)− v〈 v−v∗|v−v∗| , σ〉2
dσ
= 0,(2.36)
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where we use the symmetric property of ψσ(v) with respect to σ. The fact will give the
reduction for proof to the corresponding terms such as Γ1,1 and Γ3,1.
Fortunately, the differences mentioned before do harmless to the proof for Q1(G,Hj),Fk〉v
as we did in the step 1. We omit the details here and obtain that for the case of γ + 2s > 0,
there holds ∑
j≤k
|〈Q1(G,Hj),Fk〉v| . ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖Hs(R3v),(2.37)
and for the case of γ + 2s ≤ 0, there holds∑
j≤k
|〈Q1(G,Hj),Fk〉v| . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖H‖Hs(R3v)‖F‖Hs(R3v).(2.38)
Now we turn to estimate Q2(G,Hj),Fk〉v. Actually, by change of variables and cancellation
lemma(see [5]), it can be written as
〈Q2(G,Hj),Fk〉v
= |SS1|
∫
R6
∫ π
2
0
sin θ
(
1
cos3 θ2
B(
|v − v∗|
cos θ2
, cos θ)−B(|v − v∗|, cos θ)
)
×〈v∗〉−N1G∗〈v〉−N2H〈v〉−N3Fdθdvdv∗.
It is easy to check that
B(
|v − v∗|
cos3 θ2
, cos θ)−B(|v − v∗|, cos θ)
= b(cos θ)|v − v∗|γ{(cos−1 θ
2
)γ+3 − 1}.
Using the fact that
xm − ym = m
∫ x
y
zm−1dz,
we obtain that for θ ∈ [0, π2 ],
(cos−1
θ
2
)γ+3 − 1 . sin2 θ
2
,
which immediately implies that∣∣〈Q2(G,Hj),Fk〉v∣∣
.
∫
R6
∫ π
2
0
θ1−2s|v − v∗|γ〈v − v∗〉−N˜1G∗|HjFk|dθdvdv∗
.
∫
R6
|v − v∗|γ〈v − v∗〉−N˜1G∗|HjFk|dvdv∗(2.39)
def
= Ξ1 + Ξ2,
where
Ξ1 =
∫
R6
|v − v∗|γ〈v − v∗〉−N˜1G∗|HjFk|12−k |v−v∗|−1≥cπ4 dvdv∗,
and
Ξ2 =
∫
R6
|v − v∗|γ〈v − v∗〉−N˜1G∗|HjFk|12−k |v−v∗|−1≤cπ4 dvdv∗
Here we emphasize that the analogue decomposition for the case 0 < s < 12 is radically
different from the case of 12 ≤ s < 1. The quantity 2−k|v − v∗|−1 inside the decomposition
should be replaced by 2−j |v−v∗|−1. We remark that here j represents the low frequency and
k represents the high frequency.
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As for the term Ξ1, one has
Ξ1 .
∫
R6
|v − v∗|γ(2−k|v − v∗|−1)2−2s〈v − v∗〉−N˜1G∗|HjFk|12−k |v−v∗|−1≥cπ4 dvdv∗
. 22ks2−2k
∫
R6
|v − v∗|γ+2s−2〈v − v∗〉−N˜1G∗|HjFk|12−k |v−v∗|−1≥cπ4 dvdv∗
For the case of γ + 2s > 0, one has for some small δ ∈ (0, 2),
|v − v∗|γ+2s−2〈v − v∗〉−N˜1 ≤ |v − v∗|δ−2,
which leads to
Ξ1 . 2
2ks2−2k
∫
R6
|v − v∗|δ−2G∗|HjFk|12−k|v−v∗|−1≥cπ4 dvdv∗
. 22ks2−2k‖G‖L1(R3v)‖Hj‖L6(R3v)‖Fk‖L6(R3v)
. 2−(k−j)(1−s)‖G‖L1(R3v)‖Hj‖Hs(R3v)‖Fk‖Hs(R3v),
where we use the fact 2−k|v − v∗|−1 ≥ cπ4 and the Bernstein’s inequality.
While for the case of −1 < γ + 2s ≤ 0, one has
Ξ1 . 2
2ks2−2k
∫
R6
|v − v∗|γ+2s−2G∗|HjFk|1|v−v∗|≤c−1 4π dvdv∗
. 22ks2−2k‖G‖
L
3
2 (R3v)
‖Hj‖L6(R3v)‖Fk‖L6(R3v)
. 2−(k−j)(1−s)‖G‖L2(R3v)‖Hj‖Hs(R3v)‖Fk‖Hs(R3v).
We turn to bound the quantity Ξ2. In the case of 2
−k|v − v∗|−1 ≤ cπ4 , one may deduce
that
1 . (2−k|v − v∗|−1)1−2s.
Then we arrive at
Ξ2 . 2
2ks2−k
∫
R6
|v − v∗|γ+2s−1〈v − v∗〉−N˜1G∗|HjFk|12−j |v−v∗|−1≥cπ4 dvdv∗
For the case of γ + 2s > 0, one has for some small δ ∈ (0, 1),
|v − v∗|γ+2s−1〈v − v∗〉−N˜1 ≤ |v − v∗|δ−1,
which leads to
Ξ2 . 2
2ks2−k
∫
R6
|v − v∗|δ−1G∗|HjFk|dvdv∗
. 22ks2−k‖G‖L1(R3v)‖Hj‖L6(R3v)‖Fk‖L2(R3v)
. 2−(k−j)(1−s)‖G‖L1(R3v)‖Hj‖Hs(R3v)‖Fk‖Hs(R3v).
While for the case of −1 < γ + 2s ≤ 0, one has
|v − v∗|γ+2s−1〈v − v∗〉−N˜1 ≤ 1 + |v − v∗|γ+2s−11|v−v∗|≤1.
Then it gives
Ξ2 . 2
2ks2−k(|G‖L1(R3v) + ‖G‖L 32 (R3v))(‖Hj‖L6(R3v) + ‖Hj‖L2(R3v))‖Fk‖L2(R3v)
. 2−(k−j)(1−s)(|G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hj‖Hs(R3v)‖Fk‖Hs(R3v).
Patch together the estimates before, we finally obtain that for the case of γ+2s > 0, there
holds ∑
j≤k
|〈Q2(G,Hj),Fk〉v| . ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖Hs(R3v),(2.40)
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and for the case of γ + 2s ≤ 0, there holds∑
j≤k
|〈Q2(G,Hj),Fk〉v| . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖H‖Hs(R3v)‖F‖Hs(R3v).(2.41)
Thanks to the (2.32), (2.37) and (2.40), we obtain the first estimate in the Theorem 2.1.
Similarly, (2.33), (2.38) and (2.41) imply the second one. 
In order to get the regularizing effect of the solutions for the inhomogeneous Boltzmann
equation, we still need the estimate for some commutator. Fortunately, we can follow the
same idea of the proof to the Theorem and then obtain the corollary:
Corollary 2.1. Let N1 = |N2|+ |N3|+max{|l−2|, |l−1|} and N˜1 = N2+N3 with N2, N3, l ∈
R. Then if N˜1 ≥ l + γ and s < 12 , one has
|〈Q(g, h)〈v〉l , f〉v − 〈Q(g, h〈v〉l), f〉v|(2.42)
. ‖g‖L1N1 (R3v)‖h‖H̺N2 (R3v)‖f‖H̺N3 (R3v),
where ̺ < s.
When N˜1 ≥ l − 1 + γ + 2s and s ≥ 12 , one has that in the case of γ + 2s > 0, there holds
|〈Q(g, h)〈v〉l , f〉v − 〈Q(g, h〈v〉l), f〉v|(2.43)
. ‖g‖L1N1 (R3v)‖h‖HsN2 (R3v)‖f‖L2N3 (R3v).
While in the case of γ + 2s ≤ 0, there holds
|〈Q(g, h)〈v〉l , f〉v − 〈Q(g, h〈v〉l), f〉v|(2.44)
. (‖g‖L1N1 (R3v) + ‖g‖L 32N1 (R3v)
)‖h‖HsN2 (R3v)‖f‖L2N3 (R3v).
Proof: Direct calculation gives that
〈Q(g, h)〈v〉l , f〉v − 〈Q(g, h〈v〉l), f〉v
=
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v〉−N2G∗H〈v′〉−N3F ′(〈v′〉l − 〈v〉l)dσ.
Step 1: Bounds in the case of s < 12 . It is easy to check
|〈cQ(g, h)〈v〉l , f〉v − 〈Q(g, h〈v〉l), f〉v |
.
∫
R6
dvdv∗
∫
SS2
|v − v∗|γ+1b(cos θ) sin θ〈v − v∗〉−N˜1+l−1G∗HF ′dσ.
By Cauchy-Schwartz’s inequality and change of variables, the desired estimate can be
reduced to the boundness of the quantity
K =
∫
R6
dvdv∗|v − v∗|γ+1〈v − v∗〉−N˜1+l−1G∗H2.
Since N˜1 ≥ l + γ, we deduce that in the case of γ + 1 ≥ 0, there holds
K . ‖G‖L1(R3v)‖H‖
2
L2(R3v)
.(2.45)
While in the case of γ + 1 < 0, one has
K .
∫
R6
dvdv∗(1 + |v − v∗|γ+11|v−v∗|≤1)G∗H2.
Thanks to the assumption that γ+2s+1 > 0, there exist a positive δ such that γ+1 = −(2s−δ)
which implies that χ(v) = 1|v|≤1|v|γ+1 ∈ L
3−ǫ
2s−δ . Then by Ho¨lder’s inequality, one may obtain
that
K . ‖G‖L1(R3v)(‖H‖
2
L2(R3v)
+ ‖H2‖Lq(R3v)‖χ‖Lp(R3v)),
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where 1p +
1
q = 1 and p =
3−ǫ
2s−δ . By standard Sobolev’s embedding theorem, one has
‖H2‖Lq(R3v) ≤ ‖H‖
2
H̺(R3v)
,
where ̺ = 6s−3δ6−2ǫ . Choose ǫ <
3δ
2s , then we deduce that ̺ < s. And we arrive at
K . ‖G‖L1(R3v)‖H‖
2
H̺(R3v)
.(2.46)
Combing (2.45), (2.46) and Cauchy-Schwartz’s inequality, we easily obtain the first esti-
mate in the corollary.
Step 2: Bounds in the case of s ≥ 12 . One has the following decomposition:
〈Q(g, h)〈v〉l , f〉v − 〈Q(g, h〈v〉l), f〉v
def
= R1 +R2,
where
R1 =
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N˜1G∗H′F ′
(
〈v′〉l − 〈v〉l
)
dσ
and
R2 =
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N3G∗F ′
(
〈v〉−N2H− 〈v′〉−N2H′
)(
〈v′〉l − 〈v〉l
)
dσ.
Firstly, as for the R1, we have the following lemma:
Lemma 2.4. Let N˜1 ≥ l − 1 + γ + 2s. In the case of γ + 2s > 0, there holds
R1 . ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖L2(R3v).
While in the case of γ + 2s ≤ 0, there holds
R1 . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖H‖Hs(R3v)‖F‖L2(R3v).
Proof: To overcome the singularity caused by the collision kernel, we use the Taylor expan-
sion formula up to the order 2:
〈v〉l − 〈v′〉l = (v − v′) · ∇v(〈v〉l)|v=v′ +
∫ 1
0
(v − v′)⊗ (v − v′) : ∇2v(〈v〉l)|v=γ(κ)dκ,
where γ(κ) = κv′ + (1− κ)v. Set
R1,1 =
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N˜1G∗H′F ′(v′ − v)∇v(〈v′〉l)dσ.
Then we claim that R1,1 = 0. In fact, by change of variables form v → v′ and fact (2.35),
one has
R1,1 =
∫
R6
dv′dv∗〈v∗〉−N1〈v′〉−N˜1G∗H′F ′∇v(〈v′〉l)
∫
SS2
4
〈 v′−v∗|v′−v∗| , σ〉2
B(v − v∗, σ)(v′ − v)dσ.
Thanks to (2.36), we prove the claim that R1,1 = 0. Next we shall focus on the estimate to
the following term:
R1,2 = −
∫ 1
0
dκ
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N˜1
×G∗H′F ′(v − v′)⊗ (v − v′) : ∇2v(〈v〉l)|v=γ(κ)dσ.
It is easy to see that
R1,2 .
∫ 1
0
dκ
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N˜1G∗H′F ′|v − v′|2〈γ(κ)〉l−2dσ
.
∫
R6
dv′dv∗
∫ π
2
0
θ1−2sdθ〈v∗ − v′〉−N˜1+l−2G∗H′F ′|v∗ − v′|γ+2,
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where we change the variables from v to v′ and use the fact
|v − v′|2 . |v′ − v∗|2
1− 〈 v−v∗|v−v∗| , σ〉
2
(2.47)
and
〈v∗〉−N1〈v′〉−N˜1〈γ(κ)〉l−2 . 〈v∗ − v′〉−N˜1+l−2.
Then we deduce that
R1,2 .
∑
j
R
j
1,2,
where
R
j
1,2
def
=
∫
R6
dv′dv∗〈v∗ − v′〉−N˜1+l−2G∗|H′j|F ′|v∗ − v′|γ+2.
To bound the term Rj1,2, we first observe that in the region of 2
−j |v′ − v∗|−1 ≥ π/4, there
holds
R
j
1,2 .
∫
R6
dv′dv∗(2
−j |v′ − v∗|−1)2−2s〈v∗ − v′〉−N˜1+l−2G∗|H′j |F ′|v∗ − v′|γ+2
. 2−2j(1−s)
∫
R6
dv′dv∗〈v∗ − v′〉−N˜1+l−2G∗|H′j|F ′|v∗ − v′|γ+2s.
Choose N˜1 ≥ l − 1 + γ + 2s. Then for the case of γ + 2s > 0, we obtain that
R
j
1,2 . 2
−2(1−s)j‖G‖L1(R3v)‖Hj‖L2(R3v)‖F‖L2(R3v).
While in the case of γ + 2s ≤ 0, we deduce that
R
j
1,2 . 2
−2(1−s)j(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hj‖L2(R3v)‖F‖L2(R3v).
Next we treat the case of 2−j |v′ − v∗|−1 ≤ π/4. One has
R
j
1,2 .
∫
R6
dv′dv∗(2
−j |v′ − v∗|−1)1−2s〈v∗ − v′〉−N˜1+l−2G∗|H′j |F ′|v∗ − v′|γ+2
. 22js2−j
∫
R6
dv′dv∗〈v∗ − v′〉−N˜1+l−2G∗|H′j|F ′|v∗ − v′|γ+2s+1,
which implies
R
j
1,2 . 2
−(1−s)j‖G‖L1(R3v)‖Hj‖Hs(R3v)‖F‖L2(R3v).
Patch together all the estimates for Rj1,2 and choose N˜1 ≥ l − 1 + γ + 2s, we deduce that
in the case of γ + 2s > 0, there holds∑
j
R
j
1,2 . ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖L2(R3v).
While in the case of γ + 2s ≤ 0, there holds∑
j
R
j
1,2 . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖H‖Hs(R3v)‖F‖L2(R3v).

Now we turn to focus on the term R2. One has
Lemma 2.5. Let N˜1 ≥ l − 1 + γ + 2s. Then in the case of γ + 2s > 0, there holds
R2 . ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖L2(R3v).
While in the case of γ + 2s ≤ 0, there holds
R2 . (‖G‖L1(R3v) + ‖G‖L2(R3v))‖H‖Hs(R3v)‖F‖L2(R3v).
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Proof: We introduce the Littlewood-Paley decomposition and set
R
j
2 =
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N3
×G∗F ′
(
〈v〉−N2Hj − 〈v′〉−N2H′j
)(
〈v′〉l − 〈v〉l
)
dσ.
Then R2 =
∑
j R
j
2. As done before, we also introduce the angular cut-off function φj and
split Rj2 into two parts R
j
2,1 and R
j
2,2 which are defined as
R
j
2,1 =
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N3G∗F ′
(
〈v〉−N2Hj − 〈v′〉−N2H′j
)
×φj(|v − v′|)
(
〈v′〉l − 〈v〉l
)
dσ
and
R
j
2,2 =
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N3G∗F ′
(
〈v〉−N2Hj − 〈v′〉−N2H′j
)
×[1− φj(|v − v′|)]
(
〈v′〉l − 〈v〉l
)
dσ.
We first treat with Rj2,1. One may check that
R
j
2,1 .
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N3G∗F ′|v − v′|2φj(|v − v′|)
×
1∑
i=0
|∇ivHj(γ(κ1))|〈γ(κ1)〉−N2〈γ(κ2)〉l−1dσ.
where κ1, κ2 ∈ [0, 1]. Noticing that
〈v∗〉−N1〈v′〉−N3〈γ(κ1)〉−N2〈γ(κ2)〉l−1 . 〈v∗ − γ(κ1)〉−N˜1+l−1,(2.48)
we deduce that
R
j
2,1 .
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗ − γ(κ1)〉−N˜1+l−1G∗F ′|v − v′|2
×φj(|v − v′|)
1∑
i=0
|∇ivHj(γ(κ1))|dσ.
By Cauchy-Schwartz inequality, Rj2,1 can be controlled by the quantities
V I1
def
=
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗ − γ(κ1)〉−N˜1+l−1G∗|v − v′|2
×φj(|v − v′|)
1∑
i=0
|∇ivHj(γ(κ1))|2dσ
and
V I2
def
=
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗ − γ(κ1)〉−N˜1+l−1G∗|v − v′|2
×φj(|v − v′|)|F ′|2dσ.
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We only need to show the estimate for V I1. One has
V I1 .
∫
R6
dvdv∗〈v∗ − γ(κ1)〉−N˜1+l−1G∗|v∗ − γ(κ1)|γ+2
1∑
i=0
|∇ivHj(γ(κ1))|2
×
∫
SS2
φj(|v − v′|)b(〈 v − v∗|v − v∗| , σ〉)
1 − 〈 v−v∗|v−v∗| , σ〉
2
dσ.
Fixed σ and v∗ and noting the fact (2.26), we change of variables from v → u = γ(κ1) and
then it gives
V I1 .
∫
R6
dudv∗〈v∗ − u〉−N˜1+l−1G∗|v∗ − u|γ+2
1∑
i=0
|∇ivHj(u)|2
×
∫ c2−j |u−v∗|−1
0
θ1−2sdθ.
Since N˜1 ≥ l − 1 + γ + 2s, then for the case of γ + 2s > 0, there holds
V I1 . ‖G‖L1(R3v)‖Hj‖
2
Hs(R3v)
.
While for the case of γ + 2s ≤ 0, there holds
V I1 . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hj‖
2
Hs(R3v)
.
Similar calculation can be applied to V I2 and it gives that in the case of γ +2s > 0, there
holds
V I2 . 2
−2j(1−s)‖G‖L1(R3v)‖F‖
2
L2(R3v)
.
While for the case of γ + 2s ≤ 0, there holds
V I2 . 2
−2j(1−s)(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖F‖
2
L2(R3v)
.
From which, we deduce that in the case of γ + 2s > 0, there holds∑
j
R
j
2,1 . ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖L2(R3v).(2.49)
While for the case of γ + 2s ≤ 0, there holds∑
j
R
j
2,1 . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖H‖Hs(R3v)‖F‖L2(R3v).(2.50)
Now we treat with the term Rj2,2. We first observe that the angular function b(θ) now is
locally integrable thanks to the cut-off function 1−φj(|v− v′|). Then the bound for Rj2,2 can
be reduced to the estimation of
V II
def
=
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N3G∗F ′〈v〉−N2 |Hj|
×[1− φj(|v − v′|)]
(
〈v′〉l − 〈v〉l
)
dσ.
It is easy to check that
V II .
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗〉−N1〈v′〉−N3G∗F ′〈v〉−N2 |Hj ||v − v′|
×[1− φj(|v − v′|)]〈γ(κ3)〉l−1dσ,
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where κ3 ∈ [0, 1]. Thanks to (2.48), by Cauchy-Schwartz inequality, V II can be controlled
by V II1 and V II2 defined as
V II1
def
=
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗ − v〉−N˜1+l−1G∗
×|Hj|2|v − v′|[1− φj(|v − v′|)]dσ
and
V II2
def
=
∫
R6
dvdv∗
∫
SS2
B(v − v∗, σ)〈v∗ − v′〉−N˜1+l−1G∗
×|F ′|2|v − v′|[1− φj(|v − v′|)]dσ.
We only need to give the estimate to one of them. As for V II2, by change of variables from
v to v′, one may has
V II2 .
∫
R6
dv′dv∗〈v∗ − v′〉−N˜1+l−1|v∗ − v′|γ+1G∗|F ′|21c2−j |v∗−v′|−1<π4
×
∫
√
1−〈 v−v∗|v−v∗| ,σ〉≥c2
−j |v∗−v′|−1
b(〈 v − v∗|v − v∗| , σ〉)
√
1− 〈 v − v∗|v − v∗| , σ〉dσ,
where we use the fact (2.47). From which, we deduce that
V II2 . 2
−j22js
∫
R6
dv′dv∗〈v∗ − v′〉−N˜1+l−1|v∗ − v′|γ+2sG∗|F ′|2,
which implies that in the case of γ + 2s > 0, there holds
V II2 . 2
−j(1−s)2js‖G‖L1(R3v)‖F‖
2
L2(R3v)
.
While for the case of γ + 2s ≤ 0, there holds
V II2 . 2
−j(1−s)2js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖F‖
2
L2(R3v)
.
Similarly, one can obtain that in the case of γ + 2s > 0, there holds
V II1 . 2
−j(1−s)2js‖G‖L1(R3v)‖Hj‖
2
L2(R3v)
.
While for the case of γ + 2s ≤ 0, there holds
V II1 . 2
−j(1−s)2js(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖Hj‖
2
L2(R3v)
.
Thanks to the Bernstein’s inequality, we arrive at in the case of γ + 2s > 0 and N˜1 ≥
l − 1 + γ + 2s, there holds
V II . 2−j(1−s)‖G‖L1(R3v)‖F‖L2(R3v)‖Hj‖Hs(R3v).
While for the case of γ + 2s ≤ 0, there holds
V II . 2−j(1−s)(‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖F‖L2(R3v)‖Hj‖Hs(R3v).
Finally, we obtain that in the case of γ + 2s > 0, there holds∑
j
R
j
2,2 . ‖G‖L1(R3v)‖H‖Hs(R3v)‖F‖L2(R3v).
While for the case of γ + 2s ≤ 0, there holds∑
j
R
j
2,2 . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖H‖Hs(R3v)‖F‖L2(R3v).
From which together with (2.49) and (2.50), we complete the proof of the lemma. 
Thanks to the Lemma 2.4 and Lemma 2.5, we complete the proof to the corollary. 
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3. Coercivity estimate for the collision operator
In this section, we shall give the coercivity bound for the collision operator. Our main
motivation comes from the sub-elliptic estimate (1.6) entailed by entropy dissipation and the
upper bound estimate (2.16) and (2.17) for the collision operator. Roughly, our strategy is
carried out as follows. We first use the trick to reformulate the functional 〈−Q(g, f), f〉v as
〈−Q(G,F),F〉v by introducing G = g〈v〉N and F = f〈v〉N . As a consequence, the kinetic
part Φ(|v − v∗|) will be cancelled by the additional factor 〈v∗〉−N and 〈v〉−N which means
the cases of the hard potential and soft potential can be reduced to the Maxwellian case but
at the price of occurring the lower order terms. We point out that here the lower order term
means the lower derivative term or the term with lower weight. Thanks to the estimates
(1.6), (2.16) and (2.17), we finally obtain the following theorem:
Theorem 3.1. Let the collision kernel B(|v − v∗|, σ) satisfies the Assumption A. Suppose
the function g satisfies
‖g‖L12(R3v) + ‖g‖L logL(R3v) <∞.
Then there exists a constant Cg depending on ‖g‖L11(R3v) and ‖g‖L logL(R3v) such that in the
case of γ + 2s > 0, there holds
〈−Q(g, f), f〉v & Cg‖f〈v〉
γ
2 ‖2
Hs(R3v)
− (C1−2sg ‖g〈v〉γ˜‖2sL1(R3v) + ‖g〈v〉
γ˜‖L1(R3v))
×‖f〈v〉γ2 ‖2
L2(R3v)
− ‖g〈v〉|γ|‖L1(R3v)‖f〈v〉
γ
2 ‖2
H̺(R3v)
,(3.51)
where ̺ < s and
γ˜ = |γ + 2|1γ≤0 + |γ − 2|1γ>0;
and in the case of γ + 2s ≤ 0, there holds
〈−Q(g, f), f〉v & Cg‖f〈v〉
γ
2 ‖2
Hs(R3v)
− (C1−2sg ‖g〈v〉|γ+2|‖2sL1(R3v) + ‖g〈v〉
|γ+2|‖L1(R3v))
×‖f〈v〉γ2 ‖2
L2(R3v)
− (‖g〈v〉|γ|‖L1(R3v) + ‖g〈v〉
|γ|‖
L
3
2 (R3v)
)‖f〈v〉γ2 ‖2
H̺(R3v)
,(3.52)
with ̺ < s.
Before the proof, let us give some comments on the Theorem 3.1. First of all, the proof of
theorem can be applied to obtain the smoothing effect estimate (1.10) which is entailed by
entropy dissipation. Secondly, comparing to the upper bound estimates (2.16) and (2.17), we
lose 2s order of weight in v in the coercivity estimate. The main reason may lie in the fact
that it is still not clear to the structure of the collision operator.
Proof of the Theorem: It is easy to see that
〈Q(g, f), f〉v =
∫
R6
dv∗dv
∫
SS2
B(|v − v∗|, σ)g∗f(f ′ − f)dσ
=
1
2
∫
R6
dv∗dv
∫
SS2
B(|v − v∗|, σ)g∗(f ′2 − f2)dσ
−1
2
∫
R6
dv∗dv
∫
SS2
B(|v − v∗|, σ)g∗(f ′ − f)2dσ
= I1 − I2.
Step 1: Upper bound for I1. By change of variables, one has
I1 = |SS1|
∫
R6
∫ π
2
0
sin θ
(
1
cos3 θ2
B(
|v − v∗|
cos θ2
, cos θ)−B(|v − v∗|, cos θ)
)
g∗f
2dθdv∗dv
= |SS1|
∫
R6
∫ π
2
0
sin θb(cos θ)|v − v∗|γ{(cos−1 θ
2
)γ+3 − 1}g∗f2dθdv∗dv.
SMOOTHING EFFECTS FOR BOLTZMANN EQUATION 25
Using the fact that
xm − ym = m
∫ x
y
zm−1dz,
we obtain that for θ ∈ [0, π2 ],
(cos−1
θ
2
)γ+3 − 1 . sin2 θ
2
,
which immediately implies
I1 = C
∫
R6
|v − v∗|γg∗f2dvdv∗.
In the forthcoming argument, we shall give the different upper bounds for I1 with respect to
the value γ.
Case 1: γ > 0. It is easy to check
I1 . ‖g‖L1γ (R3v)‖f‖
2
L2γ
2
(R3v)
Case 2: γ < 0. We may rewrite I1 as
I1 = C
∫
R6
|v − v∗|γ〈v〉−γ〈v∗〉γG∗F2dvdv∗,
where G∗ = g∗〈v〉−γ ,F = f〈v〉
γ
2 . It is easy to check that
I1 .
∫
R6
(1 + |v − v∗|γ1|v−v∗|≤1)G∗F2dvdv∗.
Now we first treat the case γ + 2s > 0. That is, there exist a positive δ such that
γ = −(2s − δ) which implies that χ(v) = 1|v|≤1|v|γ ∈ L
3−ǫ
2s−δ . Then by Ho¨lder’s inequality,
one may obtain that
I1 . ‖G‖L1(R3v)(‖F‖
2
L2(R3v)
+ ‖F2‖Lq(R3v)‖χ‖Lp(R3v)),
where 1p +
1
q = 1 and p =
3−ǫ
2s−δ . By standard Sobolev’s embedding theorem, one has
‖F2‖Lq(R3v) ≤ ‖F‖
2
H̺(R3v)
,
where ̺ = 6s−3δ6−2ǫ . Choose ǫ <
3δ
2s , then one may obtain that ̺ < s. And we arrive at
I1 . ‖g〈v〉−γ‖L1(R3v)‖f〈v〉
γ
2 ‖2
H̺(R3v)
.
Secondly, we handle with the case −1 < γ + 2s < 0. Let δ = 1 + γ + 2s. Then by the
Assumption A, it gives that 0 < δ < 1 and χ(v) ∈ L 3−ǫ1+2s−δ . Choose ǫ < 3δ1+2s . Then we can
deduce that there exists a constant ̺ = 6s−3δ+ǫ2(3−ǫ) verifying ̺ < s such that
1 + 2̺
3
=
1 + 2s− δ
3− ǫ .
Then by Ho¨lder’s inequality and Young’s inequality, one has that
I1 . ‖G‖L1(R3v)‖F‖
2
L2(R3v)
+ ‖F2‖Lq(R3v)‖G ∗ χ‖Lp(R3v)),
where 1p +
1
q = 1 and
1
2 =
1
2q +
̺
3 . By standard Sobolev’s embedding theorem, we obtain that
I1 . (‖G‖L1(R3v) + ‖G‖L 32 (R3v))‖F‖
2
H̺(R3v)
.
Putting together the estimates for I1, we arrive at there exists a constant ̺ verifying ̺ < s
such that for the case of γ + 2s > 0, there holds
I1 . ‖g〈v〉|γ|‖L1(R3v)‖f〈v〉
γ
2 ‖2
H̺(R3v)
,(3.53)
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and for the case of γ + 2s < 0, there holds
I1 . (‖g〈v〉|γ|‖L1(R3v) + ‖g〈v〉
|γ|‖
L
3
2 (R3v)
)‖f〈v〉γ2 ‖2
H̺(R3v)
.(3.54)
Step 2: Lower bound for I2. Recalling that
2I2 =
∫
R6
∫
SS2
|v − v∗|γb(cos θ)g∗(f ′ − f)2dσdv∗dv,
and setting F = f〈v〉γ2 , we can rewrite I2 as
2I2 =
∫
R6
∫
SS2
|v − v∗|γb(cos θ)g∗(〈v′〉−
γ
2F ′ − 〈v〉− γ2F)2dσdv∗dv.
We shall give the different lower bound for I2 with respect to the value γ.
Case 1: γ ≤ 0. Thanks to the fact (A−B)2 ≥ A22 −B2, one has
(〈v′〉− γ2F ′ − 〈v〉− γ2F)2
=
(
〈v′〉− γ2 (F ′ −F) + F(〈v′〉− γ2 − 〈v〉− γ2 )
)2
≥ 1
2
〈v′〉−γ(F ′ −F)2 −F2(〈v′〉− γ2 − 〈v〉− γ2 )2.
Then one may obtain that
2I2 ≥ 1
2
∫
R6
∫
SS2
|v − v∗|γb(cos θ)g∗〈v′〉−γ(F ′ −F)2dσdv∗dv
−
∫
R6
∫
SS2
|v − v∗|γb(cos θ)g∗F2(〈v′〉−
γ
2 − 〈v〉− γ2 )2dσdv∗dv
def
= L1 − L2.
Noting that
|v − v∗|γ〈v′〉−γ〈v∗〉−γ & 1,
one has
L1 &
∫
R6
b(cos θ)(g∗〈v∗〉γ)(F ′ −F)2dσdv∗dv.
Due to the well-known entropy dissipation inequality, we arrive at
L1 & Cg‖F‖2Hs(R3v),
where Cg depends on ‖g〈v〉γ‖L11(R3v), ‖g〈v〉
γ‖L logL(R3v) and b. Next, we turn to the estimate
of L2. One may have
L2 .
∫
R6
∫
SS2
|v − v∗|γb(cos θ)g∗F2|v − v′|2〈γ(κ)〉−γ−2dσdv∗dv
with κ ∈ [0, 1]. Noting the fact
|v − v′| = |v − v∗| sin θ
2
,
we deduce that in the case of γ + 2 ≥ 0, there holds
L2 .
∫
R6
g∗F2〈v∗〉γ+2dv∗dv
. ‖g〈v〉|γ+2|‖L1(R3v)‖F‖
2
L2(R3v)
.
From which, we obtain that for γ + 2 ≥ 0, there holds
I2 &
Cg
2
‖F‖2
Hs(R3v)
− ‖g〈v〉|γ+2|‖L1(R3v)‖F‖
2
L2(R3v)
.(3.55)
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While in the case of γ + 2 < 0, thanks to the Assumption A, one has
γ + 2 > −1, s > 1
2
.
Then for any ǫ, there holds
L2 .
∫
R6
(1 + |v − v∗|γ+21|v−v∗|≤1)g∗F2〈v∗〉|γ+2|dv∗dv
. ‖g〈v〉|γ+2|‖L1(R3v)(‖F‖
2
L2(R3v)
+ ‖F‖2
H˙
1
2 (R3v)
)
. ‖g〈v〉|γ+2|‖L1(R3v)[(1 + ǫ
−(2s−1))‖F‖2
L2(R3v)
+ ǫ‖F‖2
H˙s(R3v)
].
From which, we obtain that for γ + 2 < 0, there holds
I2 &
Cg
2
‖F‖2
Hs(R3v)
− C1−2sg (‖g〈v〉|γ+2|‖L1(R3v) + Cg)
2s‖F‖2
L2(R3v)
.(3.56)
Thanks to (3.55) and (3.56), we conclude that for γ < 0, I2 can be estimated as
I2 &
Cg
2
‖F‖2
Hs(R3v)
− (C1−2sg ‖g〈v〉|γ+2|‖2sL1(R3v) + ‖g〈v〉
|γ+2|‖L1(R3v))
×‖F‖2
L2(R3v)
.(3.57)
Case 2: γ > 0. Observing the fact that
〈v〉 ∼ |v|+ 1|v|≤1,
we may obtain that
I2 &
∫
R6
∫
SS2
〈v − v∗〉γb(cos θ)g∗(f ′ − f)2dσdv∗dv
−
∫
R6
∫
SS2
1|v−v∗|≤1b(cos θ)g∗(f
′ − f)2dσdv∗dv.
Noting
〈v − v∗〉γ ≥ 〈v′ − v∗〉γ ≥ 〈v∗〉−γ〈v′〉γ ,
and following the similar trick as the one in the case of γ < 0, we arrive at
I2 &
1
2
∫
R6
∫
SS2
b(cos θ)(g∗〈v∗〉−γ)(F ′ −F)2dσdv∗dv
−
∫
R6
∫
SS2
b(cos θ)g∗〈v∗〉−γf2(〈v′〉
γ
2 − 〈v〉γ2 )2dσdv∗dv
−
∫
R6
∫
SS2
1|v−v∗|≤1b(cos θ)g∗(f
′ − f)2dσdv∗dv
def
= L3 − L4 − L5.
Here we also set F = f〈v〉γ2 .
It is easy to check that
L3 & Cg‖F‖2Hs(R3v),
where Cg depends on ‖g〈v〉−γ‖L11(R3v), ‖g〈v〉
−γ‖L logL(R3v) and b. As for the term L4, one has
L4 .
∫
R6
∫
SS2
b(cos θ)g∗f
2|v − v′|2〈v∗〉−γ〈γ(κ)〉γ−2dσdv∗dv
with κ ∈ [0, 1]. From which, we deduce that
L4 . ‖g〈v〉|γ−2|‖L1(R3v)‖F‖
2
L2(R3v)
.
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As for the term L5, noting that∫
R6
1|v−v∗|≤1b(cos θ)g∗(f
′ − f)2dσdv∗dv
= −2
∫
R6
1|v−v∗|≤1b(cos θ)g∗f(f
′ − f)dσdv∗dv
+
∫
R6
1|v−v∗|≤1b(cos θ)g∗(f
′2 − f2)dσdv∗dv,
we conclude that by the proof of the Theorem 2.1 and the result of the step 1, there holds
L5 . ‖g‖L1(R3v)(‖f‖
2
L2(R3v)
+ ‖f‖2
Hs(R3v)
).
From which, we deduce that
I2 & Cg‖F‖2Hs(R3v) − ‖g〈v〉
|γ−2|‖L1(R3v)‖F‖
2
L2(R3v)
− ‖g‖L1(R3v)‖f‖
2
H˙s(R3v)
.
Noticing that for any smooth function χR defined as χR = χ(
·
R ) with 0 ≤ χ ≤ 1, χ = 1 on
B1 and supp (χ) ⊂ B2, there holds
‖f‖H˙s(R3v) ≤ ‖fχR‖H˙s(R3v) +R
− γ
2 ‖F‖H˙s(R3v) + ‖F‖L2(R3v)
(one may check the proof in the Appendix), which implies that
I2 & (Cg −R−γ‖g‖L1(R3v))‖F‖
2
Hs(R3v)
−‖g〈v〉|γ−2|‖L1(R3v)‖F‖
2
L2(R3v)
− ‖g‖L1(R3v)‖fχR‖
2
H˙s(R3v)
.
Thanks to the entropy dissipation inequality, we can also deduce that for any R > 0, there
holds
I2 + ‖g‖L1(R3v)‖f
2‖L1(R3v) & Cg,R‖fχR‖
2
H˙s(R3v)
,
where Cg,R depends on ‖g‖L1(R3v), ‖g‖L logL(R3v), b and R. Choose R1 such that
‖g‖L1(R3v) ≤
1
2
CgR
γ
1 ,
then we finally obtain that for γ > 0, there holds
I2 &
CgCg,R1
2(‖g‖L1(R3v) + Cg,R1)
‖F‖2
Hs(R3v)
−‖g〈v〉|γ−2|‖L1(R3v)‖F‖
2
L2(R3v)
.(3.58)
Now we can conclude that (3.53), (3.57) and (3.58) imply the coercivity estimate for the
case of γ + 2s > 0. And (3.54) and (3.57) imply the coercivity estimate for the case of
γ + 2s ≤ 0 which completes the proof to the Theorem 3.1. 
As a direct application, we obtain the entropy dissipation estimate:
Theorem 3.2. Let the collision kernel B(|v − v∗|, σ) satisfies the Assumption A. Suppose
the function g satisfies
‖g‖L12(R3v) + ‖g‖L logL(R3v) <∞.
Then there exists a constant Cg depending on ‖g‖L11(R3v) and ‖g‖L logL(R3v) and a constant
̺ < s such that in the case of γ + 2s > 0 and γ ≤ 2, there holds
〈D(g, f), f〉v + (C1−2sg ‖g‖2sL12(R3v) + ‖g‖L12(R3v) + C
− ̺
s−̺
g ‖g‖
s
s−̺
L12(R
3
v)
)‖f‖L12
& Cg‖
√
f〈v〉γ2 ‖2
Hs(R3v)
.(3.59)
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Proof: Direct calculation gives that
D(g, f) ≥ −
∫
R6
dv∗dv
∫
SS2
B(|v − v∗|, σ)g∗(f ′ − f)dσ
+
∫
R6
dv∗dv
∫
SS2
B(|v − v∗|, σ)g∗(
√
f ′ −
√
f)2dσ.
We stress that the estimates for righthand side of the above inequality are exactly as the
same as the ones for I1 and I2. Then we arrive at
D(g, f) & Cg‖
√
f〈v〉γ2 ‖2
Hs(R3v)
− (C1−2sg ‖g〈v〉γ˜‖2sL1(R3v) + ‖g〈v〉
γ˜‖L1(R3v))
×‖
√
f〈v〉γ2 ‖2
L2(R3v)
− ‖g〈v〉|γ|‖L1(R3v)‖
√
f〈v〉γ2 ‖2
H̺(R3v)
,(3.60)
where ̺ < s and
γ˜ = |γ + 2|1γ≤0 + |γ − 2|1γ>0.
Since now γ + 2s > 0 and γ ≤ 2, we deduce that γ˜ < 2 and |γ| ≤ 2. Thanks to the Young’s
inequality
‖f‖H̺ . ǫ‖f‖Hs + ǫ−
̺
s−̺ ‖f‖L2 ,
we can rewrite (3.60) as
D(g, f) & Cg‖
√
f〈v〉γ2 ‖2
Hs(R3v)
− (C1−2sg ‖g‖2sL12(R3v) + ‖g‖L12(R3v))‖f‖L12(R3v)
−C−
̺
s−̺
g ‖g‖
s
s−̺
L12(R
3
v)
‖f‖L12(R3v),
which completes the proof to the Theorem. 
4. Smoothing effect for the homogeneous Boltzmann equation
In this section, we shall give the proof to the Theorem 1.1.
Proof of the Theorem 1.1: We first assume that infinite L2 moment estimate (1.12)
holds true for all the collision kernel. The inductive argument will be applied to prove the
smoothing effect of the homogeneous Boltzmann equation.
Let us assume that for some m ∈ N and all l ∈ N , there hold
sup
[t0,∞)
‖f‖Hm
l
(R3v)
<∞.(4.61)
Noting that
∂t∂
α
v f = ∂
α
vQ(f, f) = Q(f, ∂
α
v f) +
∑
α1+α2=α
|α1|≥1
Cαα1Q(∂
α1
v f, ∂
α2
v f).
Set g = ∂αv f〈v〉l, then g solves
∂tg = Q(f, g) + [Q(f, ∂
α
v f)〈v〉l −Q(f, ∂αv f〈v〉l)] +Q
∑
α1+α2=α
|α1|≥1
Cαα1(∂
α1
v f, ∂
α2
v f)〈v〉l.
Suppose |α| = m + 1. Thanks to the Theorem 3.1 and standard interpolation inequality,
one has
〈Q(f, g), g〉v . −Cf
2
‖g〈v〉γ2 ‖2Hs + (C1−2sf ‖f‖2sL2|γ|+4 + ‖f‖L2|γ|+4)‖f‖
2
Hm+̺+1
l+
γ
2
,
with ̺ < s.
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Due to Corollary 2.2, taking N2 = l+
γ
2 and N3 =
γ
2 in the case of s <
1
2 , otherwise taking
N2 = l +
γ
2 and N3 =
γ
2 + 2s− 1, one may arrive at
〈Q(f, ∂αv f)〈v〉l −Q(f, ∂αv f〈v〉l), g〉v
. ‖f‖L2|γ|+2s+2l+4(‖g〈v〉
γ
2 ‖2H̺ + ‖g〈v〉
γ
2 ‖Hs‖f‖2Hm+1
l+
γ
2 +2s
).
Applying the Theorem 2.1 with N2 = 2s +
γ
2 + l and N3 = −l+ γ2 , one may have
〈Q(∂α1v f, ∂α2v f), 〈v〉lg〉v . ‖∂α1v f‖L2|γ|+2s+3l+4‖∂
α2
v f‖Hs
2s+
γ
2 +l
‖g〈v〉γ2 ‖Hs .
Patching together all the above estimates, by standard energy estimate, we easily deduce
that
d
dt
‖g‖2L2 +
Cf
3
‖g〈v〉γ2 ‖2Hs . ‖f‖2Hm+1
l+
γ
2 +2s
+ ‖f‖2
Hm+̺+1
l+
γ
2
,
where we use the Young’s inequality and (4.61).
From which, one obtains that
d
dt
‖f‖2
Hm+1
l
+ ‖f‖2
Hm+1+s
l+
γ
2
. ‖f‖2
Hm+1
l+
γ
2 +2s
+ ‖f‖2
Hm+̺+1
l+
γ
2
.(4.62)
Thanks to the interpolation inequality
‖f‖2Hkp . ‖f‖Hk−ǫ2p ‖f‖Hk+ǫ0 ,
by iteration argument, one has that there exists a constant rp and δ ∈ (0, 1) such that
‖f‖Hkp . ‖f‖δHk−1rp ‖f‖
1−δ
Hk+ǫ0
.(4.63)
Denote Cm as the quantity depending only on sup
[t0,∞)
‖f‖Hm
l
(R3v)
with l ∈ R+. Then by using
(4.63), (4.62) can be rewritten as
d
dt
‖f‖2
Hm+1
l
+ ‖f‖2
Hm+1+s
l+
γ
2
. Cm.
Thanks to (4.63) again, we also can derive that there exists a constant η > 0 such that
d
dt
‖f‖2
Hm+1l
+ ‖f‖2+η
Hm+1l
. Cm.
Using a standard argument(used by Nash for parabolic equations), we see that for t1 > t0,
there holds
f ∈ L∞([t1,∞];Hm+1l )
with l ∈ R+. This gives the proof to the Theorem 1.1.
Now we only need to check that infinite L1 moment estimate (1.11) will imply infinite L2
moment estimate (1.12) in the case of γ + 2s > 0. Set α = 0, then g = f〈v〉l. Following the
similar procedure, one may obtain that
d
dt
‖g‖2L2 +
Cf
3
‖g〈v〉γ2 ‖2Hs
. (C1−2sf ‖f‖2sL1|γ|+2 + ‖f‖L1|γ|+2)‖g〈v〉
γ
2 ‖2H̺ + ‖f‖L1|γ|+2s+2l+2‖g〈v〉
γ
2 ‖Hs‖g‖L2γ
2 +2s
.
Thanks to the interpolation inequality
‖f‖H̺ . ‖f‖
2s−2̺
2s+3
L1
‖f‖
3+2̺
2s+3
Hs
and
‖f‖L2 ≤ ‖f〈v〉
−3r
2s+3‖
2s
2s+3
L1
‖f〈v〉r‖
3
2s+3
Hs
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with r ∈ R, one may deduce that there exists a constant η > 0 such that
d
dt
‖f〈v〉l‖2L2 + ‖f〈v〉l‖2+ηL2 . C10,
where C10 represents the quantity depending only on sup
[t0,∞)
‖f〈v〉l‖L1(R3v) with l ∈ R
+. From
which, we complete the proof to the Theorem 1.1. 
5. Smoothing effect for the inhomogeneous Boltzmann equation
5.1. Hypoelliptic estimate for the transport equation. In this section we study the
transport equation which reads:
(5.64) ∂tf(t, x, v) + v · ∇xf(t, x, v) = g(t, x, v)
and show the following hypoelliptic estimate.
Lemma 5.1. Suppose g ∈ L2([0, T ] × T3;H−1(R3v)). Let f ∈ L2([0, T ] × T3 × R3) be a
weak solution of the transport equation (5.64). If we assume f(0, x, v) ∈ L2(T3 × R3) and
f ∈ L2([0, T ]× T3; H˙s(R3v)) for some 0 < s < 1, then we have that for any l < −32 ,
(5.65) 〈v〉lf ∈ L2([0, T ] × R3; H˙ s4(4+s) (T3x)).
Proof: Let τk be the translation operator in the x variable by k, then one has
τkf(t, x, v) = f(t, x+ k, v)− f(t, x, v).
We denote the finite difference of f in the x variable by
△kf(t, x, v) = τkf(t, x, v)− f(t, x, v).
Using these notations, we observe that
(5.65) ⇔
∫ T
0
∫
R3
∫
T3
∫
T3
〈v〉2l|△kf |2|k|−3−
s
2(4+s) dtdvdxdk < +∞
⇔
∫ T
0
∫
R3
〈v〉2l
∑
m∈Z3
|m| s2(4+s)
∣∣∣fˆ(t,m, v)∣∣∣2
 dtdv < +∞.(5.66)
We now turn to prove (5.66). Let χ(v) ∈ C∞0 (R3) be a test function which satisfies
χ(v) ≥ 0 and ∫
R3
χ(v)dv = 1. For any ǫ > 0, we denote the regularizing sequence χǫ by
χǫ(v) = ǫ
−3χ
(
v
ǫ
)
and write
(5.67) fˆ(t,m, v) = [fˆ(t,m, v) − (fˆ(t,m, ·) ∗v χǫ)(v)] + (fˆ(t,m, ·) ∗v χǫ)(v).
We point out here that ǫ in the above equality will be chosen later and will depend on |m|.
We use Minkowski’s inequality and Cauchy-Schwartz inequality to get∫
R3
〈v〉2l|fˆ(t,m, v) − (fˆ(t,m, ·) ∗v χǫ)(v)|2dv
.
∫
R3
∣∣∣∣∫
R3
[fˆ(t,m, v)− fˆ(t,m, v − u)]χǫ(u)du
∣∣∣∣2 dv
.
(∫
R3
(∫
R3
|fˆ(t,m, v) − fˆ(t,m, v − u)|2dv
)1/2
χǫ(u)du
)2
.
(∫
R3
χ2ǫ(u)|u|3+2sdu
)(∫
R6
|fˆ(t,m, v)− fˆ(t,m, v − u)|2
|u|3+2s dudv
)
. ǫ2s
∥∥∥fˆ(t,m, ·)∥∥∥2
H˙s(R3v)
,
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and we then obtain∫ T
0
∫
R3
〈v〉2l
∑
m∈Z3
|m| s2(4+s)
∣∣∣fˆ(t,m, v) − (fˆ(t,m, ·) ∗v χǫ)(v)∣∣∣2
 dtdv
.
∫ T
0
∑
m∈Z3
|m| s2(4+s) ǫ2s
∥∥∥fˆ(t,m, ·)∥∥∥2
H˙s(R3v)
 dt.(5.68)
For the second term of the right-hand side of (5.67), we shall use the averaging lemma
introduced by [19]. We first recall that g ∈ L2([0, T ] × T3;H−1(R3v)) implies that
g(t, x, v) = g0(t, x, v) +
3∑
j=1
∂vjhj(t, x, v),
where g0(t, x, v) = F−1v [(1 + |ξ|)−1Fvg](t, x, v) and hj(t, x, v) = −Rjg0(t, x, v), j = 1, 2, 3.
HereRj is Riesz transform in v variable. Then, one has g0, hj ∈ L2([0, T ]×T3×R3), j = 1, 2, 3.
According to (2.16) in Theorem 2.1 (averaging lemma) of [19], we can deduce∫ T
0
|(fˆ(t,m, ·) ∗v χǫ)(v)|2dt
. |m|− 12 (‖χǫ(v − u)(1 + |u|2)‖L∞u + ‖∇χǫ(v − u)(1 + |u|2)‖L∞u )2
×
(
‖fˆ(0,m, ·)‖2L2(R3v) + ‖fˆ(·,m, ·)‖
2
L2([0,T ];L2(R3v))
+‖gˆ0(·,m, ·)‖2L2([0,T ];L2(R3v)) +
3∑
j=1
‖hˆj(·,m, ·)‖2L2([0,T ];L2(R3v))
 .
Thanks to the fact ‖χǫ(v − u)(1 + |u|2)‖L∞u . ǫ−3(1 + |v|2), we get∫ T
0
∫
R3
〈v〉2l
∑
m∈Z3
|m| s2(4+s)
∣∣∣(fˆ(t,m, ·) ∗v χǫ)(v)∣∣∣2
 dtdv
.
∑
m∈Z3
|m| s2(4+s)− 12 (ǫ−6 + ǫ−8)
(
‖fˆ(0,m, ·)‖2L2(R3v) + ‖fˆ(·,m, ·)‖
2
L2([0,T ];L2(R3v))
+‖gˆ0(·,m, ·)‖2L2([0,T ];L2(R3v)) +
3∑
j=1
‖hˆj(·,m, ·)‖2L2([0,T ];L2(R3v))
 .(5.69)
Now we choose ǫ = |m|− 14(4+s) , and we can bound (5.68) since we have f ∈ L2([0, T ] ×
T3; H˙s(R3v)). As for (5.69), we can also bound it if we notice the fact that f(0, x, v) ∈
L2(T3 × R3) and g0, h ∈ L2([0, T ] × T3 × R3). This completes the proof of Lemma 5.1. 
Remark 5.1. The idea of the proof of Lemma 5.1 has been used in that of Lemma 4.2 of [24]
which is devoted to the smoothing effects for classical solutions of the full Landau equation.
We point out that we actually proved Lemma 5.1 in the case s = 1 there.
Now we start to prove Theorem 1.2 that gives the smoothing effect for the inhomogeneous
Boltzmann equation (1.1). We first note that if no confuse occurs, we omit the domains T3
and R3, which correspond to variables x and v respectively for simplicity, and we use the
shorthand ∂αβ = ∂
α
x ∂
β
v for any multi-indices α and β hereafter.
In order to prove our main result, we shall use an induction on the number of derivatives
(in variables x and v) that can be controlled. One step of this induction is given by
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Proposition 5.1. Let N ≥ 5 be a given integer, and let f be a smooth solution to the
Boltzmann equation (1.1). For any l ≥ 0, we set h = (∂αβ f)〈v〉l with |α| + |β| ≤ N . We
assume that for any T > 0 and any l ≥ 0, h ∈ L∞t ([0, T ];L2x,v). Then we have that h ∈
L∞t ([τ, T ];H
1
x,v) for any time τ ∈ (0, T ).
We only prove the above proposition in the case γ+2s > 0, the proofs for the case γ+2s ≤ 0
are analogous if we use the estimates of this case in Theorem 2.1, Corollary 2.1 and Theorem
3.1 instead of those of the case γ + 2s > 0. We start the proof with improving regularity in
x variable.
5.2. Gain regularity in x variable. We note the domain of variable t should be [0, T ] if
we omit it hereafter. We present following
Lemma 5.2. Let N ≥ 5 be a given integer, and let f be a smooth solution to the Boltzmann
equation (1.1). We suppose that for any T > 0 and any l ≥ 0, h ∈ L2t,x,v and h(0) ∈ L2x,v,
where h is defined in Proposition 5.1. We further suppose that (∂αβ f)〈v〉l ∈ L∞t (L2x,v) for
|α|+ |β| ≤ N − 1. Then we have h ∈ L∞t (L2x,v) ∩ L2t,x(Hsv).
Proof: Using Einstein’s convention for repeated indices, we have that h satisfies the equation
as follows: for |β| = 0,
(5.70) ∂th+ v · ∇xh = [∂αxQ(f, f)]〈v〉l,
and for |β| ≥ 1,
(5.71) ∂th+ v · ∇xh = −βi(∂α+eiβ−ei f)〈v〉l + [∂αβQ(f, f)]〈v〉l,
where e1 = (1, 0, 0), e2 = (0, 1, 0) and e3 = (0, 0, 1).
We only consider the case |β| ≥ 1, because the estimates for the case |β| = 0 are similar
(and easier). Multiplying equation (5.71) by h, and then integrating on (t, x, v), we shall
estimate the resulting equation term by term.
It is easy to see that
(5.72)
∫ T
0
∫
T3
∫
R3
(∂th)hdtdxdv =
1
2
(
‖h(T )‖2L2x,v − ‖h(0)‖
2
L2x,v
)
.
Since f is a spatially periodic function, we get that
(5.73)
∫ T
0
∫
T3
∫
R3
(v · ∇xh)hdtdxdv = 1
2
∫ T
0
∫
R3
v ·
(∫
T3
∇x(h2)dx
)
dtdv = 0.
Cauchy-Schwartz gives
(5.74)
∣∣∣∣∫ T
0
∫
T3
∫
R3
−βi(∂α+eiβ−ei f)〈v〉lhdtdxdv
∣∣∣∣ . ‖(∂α+eiβ−ei f)〈v〉l‖L2t,x,v‖h‖L2t,x,v .
We write∫ T
0
∫
T3
∫
R3
[∂αβQ(f, f)]〈v〉lhdtdxdv =
∫ T
0
∫
T3
〈[∂αβQ(f, f)]〈v〉l, h〉vdtdx
=
∫ T
0
∫
T3
〈Q(f, h), h〉vdtdx+
∫ T
0
∫
T3
〈Q(f, ∂αβ f)〈v〉l −Q(f, h), h〉vdtdx
+
∫ T
0
∫
T3
∑
α1+α2=α
β1+β2=β
|α1|+|β1|≥1
Cαα1C
β
β1
〈Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l), h〉vdtdx
+
∫ T
0
∫
T3
∑
α1+α2=α
β1+β2=β
|α1|+|β1|≥1
Cαα1C
β
β1
〈Q(∂α1β1 f, ∂
α2
β2
f)〈v〉l −Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l), h〉vdtdx
def
= (J1) + (J2) + (J3) + (J4).(5.75)
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Theorem 3.1 gives
〈Q(f, h), h〉v . −Cf‖h〈v〉
γ
2 ‖Hsv + (C1−2sf ‖f〈v〉γ˜‖2sL1v + ‖f〈v〉
γ˜‖L1v )‖h〈v〉
γ
2 ‖2L2v
+‖f〈v〉|γ|‖L1v‖h〈v〉
γ
2 ‖H̺v ,
where ̺ < s. We remark here that the constant Cf is uniformly with respect to x variables
due to the Proposition 3 of [5] and the assumption (1.15). It is easy to get by interpolation
and Young’s inequality that
(5.76) ‖h〈v〉γ2 ‖2H̺v ≤ ǫ‖h〈v〉
γ
2 ‖2Hsv + Cǫ‖h〈v〉
γ
2 ‖2L2v ,
which implies
(J1) . −(Cf − ǫ‖f〈v〉|γ|+2‖L∞t (H2x(L2v)))‖h〈v〉
γ
2 ‖2L2t,x(Hsv) + (C
1−2s
f ‖f〈v〉γ˜+2‖2sL∞t (H2x(L2v))
+‖f〈v〉γ˜+2‖L∞t (H2x(L2v)) + Cǫ‖f〈v〉|γ|+2‖L∞t (H2x(L2v)))‖h〈v〉
γ
2 ‖2L2t,x,v ,(5.77)
where we use Sobolev’s embedding theorem and the inequality ‖g‖L1v . ‖g〈v〉2‖L2v . As for
the term (J2), in the case s ≥ 12 , Corollary 2.1 implies
|(J2)| .
∫ T
0
∫
T3
‖f〈v〉N1‖L1v‖(∂αβ f)〈v〉N2‖Hsv‖h〈v〉N3‖L2vdtdx.
If we choose N1 = |l+ γ2 |+ |γ2 +2s−1|+max{|l−2|, |l−1|}, N2 = l+ γ2 and N3 = γ2 +2s−1,
we get by Sobolev’s embedding theorem and Young’s inequality that
(5.78) |(J2)| . ǫ‖h〈v〉
γ
2 ‖2L2t,x(Hsv) + Cǫ‖f〈v〉
N1+2‖2L∞t (H2x(L2v))‖h〈v〉
N3‖2L2t,x,v .
In the case s < 12 , we again use Corollary 2.1 to get
|(J2)| .
∫ T
0
∫
T3
‖f〈v〉N1‖L1v‖(∂αβ f)〈v〉N2‖Hρv ‖h〈v〉N3‖Hρv dtdx,
where ρ < s. Taking N1 = |l + γ2 | + |γ2 | +max{|l − 2|, |l − 1|}, N2 = l + γ2 and N3 = γ2 , we
obtain by using (5.76) that
(5.79)
|(J2)| . ǫ‖f〈v〉N1+2‖L∞t (H2x(L2v))‖h〈v〉
γ
2 ‖2L2t,x(Hsv) + Cǫ‖f〈v〉
N1+2‖2L∞t (H2x(L2v))‖h〈v〉
γ
2 ‖2L2t,x,v .
To deal with the term (J3), we shall consider two cases. In the case 1 ≤ |α1| + |β1| ≤
[
N
2
]
(for r ∈ R, [r] denotes the maximum integer which is less than or equal to r), we have
|α1|+ |β1|+ 2 ≤ N − 1 and |α2|+ |β2| ≤ N − 1. Then Theorem 2.1 gives∣∣∣∣∫ T
0
∫
T3
〈Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l), h〉vdtdx
∣∣∣∣
. ‖(∂α1β1 f)〈v〉N1+2‖L∞t,x(L2v)‖(∂
α2
β2
f)〈v〉l+N2‖L2t,x(Hsv)‖h〈v〉
N3‖L2t,x(Hsv),
where we take N1 = |γ2 + 2s|+ |γ2 |, N2 = γ2 + 2s, N3 = γ2 . And Young’s inequality gives
(5.80) |(J3)| . ǫ‖h〈v〉
γ
2 ‖2L2t,x(Hsv) + Cǫ‖(∂
α1
β1
f)〈v〉N1+2‖2L∞t (H2x(L2v))‖(∂
α2
β2
f)〈v〉l+N2‖2L2t,x(Hsv)
In the case |α1|+ |β1| ≥
[
N
2
]
+ 1, we see |α2|+ |β2|+ 2+ s ≤ N − 1. Again by Theorem 2.1,∣∣∣∣∫ T
0
∫
T3
〈Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l), h〉vdtdx
∣∣∣∣
. ‖(∂α1β1 f)〈v〉N1+2‖L2t,x(L2v)‖(∂
α2
β2
f)〈v〉l+N2‖L∞t,x(Hsv)‖h〈v〉N3‖L2t,x(Hsv),
where we take N1 = |γ2 + 2s|+ |γ2 |, N2 = γ2 + 2s, N3 = γ2 . And Young’s inequality gives
(5.81) |(J3)| . ǫ‖h〈v〉
γ
2 ‖2L2t,x(Hsv) + Cǫ‖(∂
α1
β1
f)〈v〉N1+2‖2L2t,x,v‖(∂
α2
β2
f)〈v〉l+N2‖2L∞t (H2x(Hsv)).
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Similarly, using Corollary 2.1, we can bound (J4) by the quantities which have been controlled
and ǫ‖h〈v〉γ2 ‖2
L2t,x(H
s
v)
if we study the case 1 ≤ |α1| + |β1| ≤
[
N
2
]
and the case |α1| + |β1| ≥[
N
2
]
+ 1 respectively.
If we choose ǫ appeared small enough and collect all the above estimates, we arrive at
h ∈ L∞t (L2x,v) ∩ L2t,x(Hsv). This ends up the proof. 
Now we begin to improve the regularity in x variable. We have
Lemma 5.3. Let N ≥ 5 be a given integer, and let f be a smooth solution to the Boltzmann
equation (1.1). We suppose that for any T > 0 and any l ≥ 0, h ∈ L∞t (L2x,v) and h(0) ∈ L2x,v,
where h is defined in Proposition 5.1. Then we have h ∈ L2t,v(H˙
s
4(4+s)
x ).
Proof: We still only consider the case |β| ≥ 1. Recall that h satisfies the equation (5.71),
then we get
∂th+ v · ∇xh = −βi(∂α+eiβ−ei f)〈v〉l +
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l)
+
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
[
Q(∂α1β1 f, ∂
α2
β2
f)〈v〉l −Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l)
]
def
= (K1) + (K2) + (K3).(5.82)
It is obvious that (K1) ∈ L2t,x,v. Theorem 2.1 gives (taking N1 = N2 = γ + 2s, N3 = 0)
‖Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l)‖H−sv . ‖(∂
α1
β1
f)〈v〉γ+2s‖L1v‖(∂α2β2 f)〈v〉γ+2s+l‖Hsv
. ‖(∂α1β1 f)〈v〉γ+2s+2‖L2v‖(∂
α2
β2
f)〈v〉γ+2s+l‖Hsv .
Then in the case |α1|+ |β1| ≤
[
N
2
]
, one has |α1|+ |β1|+ 2 ≤ N − 1, so that
‖Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l)‖L2t,x(H−sv ) . ‖(∂
α1
β1
f)〈v〉γ+2s+2‖L∞t (H2x(L2v))‖(∂
α2
β2
f)〈v〉γ+2s+l‖L2t,x(Hsv),
while in the case |α1|+ |β1| ≥
[
N
2
]
+ 1, one has |α2|+ |β2|+ 2 + s ≤ N − 1, so that
‖Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l)‖L2t,x(H−sv ) . ‖(∂
α1
β1
f)〈v〉γ+2s+2‖L2t,x,v‖(∂
α2
β2
f)〈v〉γ+2s+l‖L∞t (H2x(Hsv)).
We thus obtain that (K2) ∈ L2t,x(H−sv ) by Lemma 5.2. In the case s ≥ 12 , Corollary 2.1 gives
(taking N1 = |l − 1 + γ + 2s|+max{|l − 2|, |l − 1|}, N2 = l − 1 + γ + 2s and N3 = 0)
‖Q(∂α1β1 f, ∂
α2
β2
f)〈v〉l −Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l)‖L2v
. ‖(∂α1β1 f)〈v〉N1+2‖L2v‖(∂
α2
β2
f)〈v〉N2‖Hsv .
Considering the case |α1|+ |β1| ≤
[
N
2
]
and the case |α1|+ |β1| ≥
[
N
2
]
+1 respectively just as
the estimates for (K2), we can deduce that (K3) ∈ L2t,x,v. While in the case s < 12 , again by
Corollary 2.1, we get for ρ ∈ (0, s),
‖Q(∂α1β1 f, ∂
α2
β2
f)〈v〉l −Q(∂α1β1 f, (∂
α2
β2
f)〈v〉l)‖
H−ρv
. ‖(∂α1β1 f)〈v〉N1+2‖L2v‖(∂
α2
β2
f)〈v〉N2‖Hρv
where we take N1 = |l + γ| +max{|l − 2|, |l − 1|}, N2 = l + γ and N3 = 0. Still considering
the case |α1| + |β1| ≤
[
N
2
]
and the case |α1| + |β1| ≥
[
N
2
]
+ 1 respectively, we may obtain
that (K3) ∈ L2t,x(H−ρv ) ⊂ L2t,x(H−sv ).
Now we have that (K1)+(K2)+(K3) ∈ L2t,x(H−sv ) ⊂ L2t,x(H−1v ), and hence h ∈ L2t,v(H˙
s
4(4+s)
x )
if we use Lemma 5.1. 
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Roughly speaking, Lemma 5.3 shows that if h ∈ L∞t (L2x,v), then h has a s4(4+s) derivative
gain in x variable. The next step is to prove that h can still gain a s4(4+s) derivative in x
variable, so that we can finally reach that h ∈ L∞t (H1x(L2v)) if we repeat this step several
times. To this end, we present following
Lemma 5.4. We denote δ = s4(4+s) for simplicity. Let N ≥ 5 be a given integer, and let f
be a smooth solution to the Boltzmann equation (1.1). We suppose that for any T > 0 and
any l ≥ 0, h ∈ L∞t (L2x,v)∩L2t,v(H˙δx) and h(0) ∈ L2v(H˙δx) where h is defined in Proposition 5.1.
Then we have gδ,k ∈ L2t,x,k(Hsv) with gδ,k = △kh|k|−δ−
3
2 , k ∈ T3.
Proof: We still only consider the case |β| ≥ 1. The equation for gδ,k in this case reads:
∂tgδ,k + v · ∇xgδ,k
= −βi
[
△k(∂α+eiβ−ei f)
|k|δ+ 32
]
〈v〉l +Q(f(x+ k), gδ,k)
+
[
Q
(
f(x+ k),
△k(∂αβ f)
|k|δ+ 32
)
〈v〉l −Q(f(x+ k), gδ,k)
]
+
∑
α1+α2=α
β1+β2=β
|α1|+|β1|≥1
Cαα1C
β
β1
Q
(
∂α1β1 f(x+ k),
△k((∂α2β2 f)(x))〈v〉l
|k|δ+ 32
)
+
∑
α1+α2=α
β1+β2=β
|α1|+|β1|≥1
Cαα1C
β
β1
[
Q
(
∂α1β1 f(x+ k),
△k(∂α2β2 f(x))
|k|δ+ 32
)
〈v〉l
−Q
(
∂α1β1 f(x+ k),
△k((∂α2β2 f)(x))〈v〉l
|k|δ+ 32
)]
+
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
Q
(
△k(∂α1β1 f)
|k|δ+ 32
, (∂α2β2 f)〈v〉l
)
+
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
[
Q
(
△k(∂α1β1 f)
|k|δ+ 32
, ∂α2β2 f
)
〈v〉l −Q
(
△k(∂α1β1 f)
|k|δ+ 32
, (∂α2β2 f)〈v〉l
)]
def
= (L1) + (L2) + (L3) + (L4) + (L5) + (L6) + (L7).(5.83)
Multiplying the above equation by gδ,k, then integrating on (t, x, v, k) in the domain [0, T ]×
T3 × R3 × T3. Similar to the estimates (5.72)-(5.74), we can get
(5.84)
∫ T
0
∫
T3
∫
R3
∫
T3
(∂tgδ,k)gδ,kdtdxdvdk =
1
2
(
‖gδ,k(T )‖2L2x,v,k − ‖gδ,k(0)‖
2
L2x,v,k
)
,
(5.85)∫ T
0
∫
T3
∫
R3
∫
T3
(v · ∇xgδ,k)gδ,kdtdxdvdk = 1
2
∫ T
0
∫
R3
∫
T3
v ·
(∫
T3
∇x(g2δ,k)dx
)
dtdvdk = 0
and
(5.86)
∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
T3
(L1)gδ,kdtdxdvdk
∣∣∣∣ . ‖(∂α+eiβ−ei f)〈v〉l‖L2t,v(H˙δx)‖gδ,k‖L2t,x,v,k .
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If we do the estimates like those for (J1) and (J2) in (5.75), we can use Theorem 3.1 and
Corollary 2.1 to get∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
T3
(L2)gδ,kdtdxdvdk
∣∣∣∣
. −(Cf − ǫ‖f〈v〉|γ|+2‖L∞t (H2x(L2v)))‖gδ,k〈v〉
γ
2 ‖2L2
t,x,k
(Hsv)
+ (C1−2sf ‖f〈v〉γ˜+2‖2sL∞t (H2x(L2v))
+‖f〈v〉γ˜+2‖L∞t (H2x(L2v)) + Cǫ‖f〈v〉|γ|+2‖L∞t (H2x(L2v)))‖gδ,k〈v〉
γ
2 ‖2L2t,x,v,k(5.87)
and in the case s ≥ 12 (taking N1 = |l + γ2 |+ |γ2 + 2s − 1| +max{|l − 2|, |l − 1|}, N2 = l + γ2
and N3 =
γ
2 + 2s− 1), ∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
T3
(L3)gδ,kdtdxdvdk
∣∣∣∣
. ǫ‖f〈v〉N1+2‖L∞t (H2x(L2v))‖gδ,k〈v〉
γ
2 ‖2L2
t,x,k
(Hsv)
+Cǫ‖f〈v〉N1+2‖L∞t (H2x(L2v))‖gδ,k〈v〉N3‖L2t,x,v,k ,(5.88)
while in the case s < 12 (taking M1 = |l + γ2 | + |γ2 | + max{|l − 2|, |l − 1|}, M2 = l + γ2 and
N3 =
γ
2 ), ∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
T3
(L3)gδ,kdtdxdvdk
∣∣∣∣
. ǫ‖f〈v〉M1+2‖L∞t (H2x(L2v))‖gδ,k〈v〉
γ
2 ‖2L2
t,x,k
(Hsv)
+Cǫ‖f〈v〉M1+2‖L∞t (H2x(L2v))‖gδ,k〈v〉M3‖L2t,x,v,k .(5.89)
We now turn to consider the term containing (L4). In the case 1 ≤ |α1| + |β1| ≤
[
N
2
]
, one
has |α1| + |β1| + 2 ≤ N − 1 and |α2| + |β2| ≤ N − 1, so that Theorem 2.1 gives (taking
N1 = |γ2 + 2s|+ |γ2 |, N2 = γ2 + 2s and N3 = γ2 )∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
T3
(L4)gδ,kdtdxdvdk
∣∣∣∣
. ‖(∂α1β1 f)〈v〉N1‖L∞t,x(L1v)
∥∥∥∥∥△k(∂αβ f)|k|δ+ 32 〈v〉l+N2
∥∥∥∥∥
L2
t,x,k
(Hsv)
‖gδ,k〈v〉N3‖L2
t,x,k
(Hsv)
. ‖(∂α1β1 f)〈v〉N1+2‖L∞t (H2x(L2v))‖(∂
α2
β2
f)〈v〉l+N2‖L2t (H˙δx(Hsv))‖gδ,k〈v〉
N3‖L2
t,x,k
(Hsv)
. ǫ‖gδ,k〈v〉
γ
2 ‖2L2t,x,k(Hsv) + Cǫ‖(∂
α1
β1
f)〈v〉N1+2‖2L∞t (H2x(L2v))‖(∂
α2
β2
f)〈v〉l+N2‖2
L2t (H˙
δ
x(H
s
v))
.(5.90)
In the case |α1|+ |β1| ≥
[
N
2
]
+1, one has |α2|+ |β2|+2+ δ+ s ≤ N . Again by Theorem 2.1
(taking N1 = |γ2 + 2s|+ |γ2 |, N2 = γ2 + 2s and N3 = γ2 ),∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
T3
(L4)gδ,kdtdxdvdk
∣∣∣∣
. ‖(∂α1β1 f)〈v〉N1‖L2t,x(L1v)
∥∥∥∥∥△k(∂αβ f)|k|δ+ 32 〈v〉l+N2
∥∥∥∥∥
L∞t,x(L
2
k
(Hsv))
‖gδ,k〈v〉N3‖L2
t,x,k
(Hsv)
. ‖(∂α1β1 f)〈v〉N1+2‖L2t (H2x(L2v))‖(∂
α2
β2
f)〈v〉l+N2‖L∞t (H2+δx (Hsv))‖gδ,k〈v〉
N3‖L2
t,x,k
(Hsv)
. ǫ‖gδ,k〈v〉
γ
2 ‖2L2t,x,k(Hsv) + Cǫ‖(∂
α1
β1
f)〈v〉N1+2‖2L2t (H2x(L2v))‖(∂
α2
β2
f)〈v〉l+N2‖2
L∞t (H
2+δ
x (Hsv))
.(5.91)
We point out that the estimates for
∫ T
0
∫
T3
∫
R3
∫
T3
(Li)gδ,kdtdxdvdk (i = 5, 6, 7) are similar to
those for
∫ T
0
∫
T3
∫
R3
∫
T3
(L4)gδ,kdtdxdvdk, so we omit them.
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Therefore, if we notice h(0) ∈ L2v(H˙δx) and h ∈ L2t,v(H˙δx) imply gδ,k(0) ∈ L2x,v,k and
gδ,k ∈ L2t,x,v,k, we finally get gδ,k ∈ L2t,x,k(Hsv) by choosing ǫ appeared in the above estimates
sufficiently small. This completes the proof of Lemma 5.4.

The following lemma shows that h can gain another s4(4+s) derivative in x variable based
on Lemma 5.3.
Lemma 5.5. Let N ≥ 5 be a given integer, and let f be a smooth solution to the Boltzmann
equation (1.1). We suppose that for any T > 0 and any l ≥ 0, h ∈ L∞t (L2x,v) ∩ L2t,v(H˙δx) and
h(0) ∈ L2v(H˙δx) where h is defined in Proposition 5.1, δ = s4(4+s) . Then we have h ∈ L2t,v(H˙2δx ).
Proof: Thanks to the fact ∫
T3
|ĝδ,k(m)|dk = C|m|2δ|hˆ(m)|2,
we know that in order to get h ∈ L2t,v(H˙2δx ), we can equivalently prove gδ,k ∈ L2t,v,k(H˙δx). We
still only consider the case |β| ≥ 1. The equation for gδ,k can be rewritten as:
∂tgδ,k + v · ∇xgδ,k
= −βi
[
△k(∂α+eiβ−ei f)
|k|δ+ 32
]
〈v〉l +
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
Q
(
∂α1β1 f(x+ k),
△k((∂α2β2 f)(x))〈v〉l
|k|δ+ 32
)
+
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
[
Q
(
∂α1β1 f(x+ k),
△k(∂α2β2 f(x))
|k|δ+ 32
)
〈v〉l
−Q
(
∂α1β1 f(x+ k),
△k((∂α2β2 f)(x))〈v〉l
|k|δ+ 32
)]
+
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
Q
(
△k(∂α1β1 f)
|k|δ+ 32
, (∂α2β2 f)〈v〉l
)
+
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
[
Q
(
△k(∂α1β1 f)
|k|δ+ 32
, ∂α2β2 f
)
〈v〉l −Q
(
△k(∂α1β1 f)
|k|δ+ 32
, (∂α2β2 f)〈v〉l
)]
def
= (M1) + (M2) + (M3) + (M4) + (M5).(5.92)
It is easy to see that (M1) ∈ L2t,x,v,k. Theorem 2.1 gives (taking N1 = N2 = γ + 2s, N3 = 0)∥∥∥∥∥Q
(
∂α1β1 f(x+ k),
△k((∂α2β2 f)(x))〈v〉l
|k|δ+ 32
)∥∥∥∥∥
H−sv
. ‖(∂α1β1 f)(x+ k)〈v〉γ+2s+2‖L2v
∥∥∥∥∥△k((∂
α2
β2
f)(x))
|k|δ+ 32
〈v〉γ+2s+l
∥∥∥∥∥
Hsv
.
Then in the case |α1|+ |β1| ≤
[
N
2
]
, on has |α1|+ |β1|+ 2 ≤ N − 1, so that∥∥∥∥∥Q
(
∂α1β1 f(x+ k),
△k((∂α2β2 f)(x))〈v〉l
|k|δ+ 32
)∥∥∥∥∥
L2
t,x,k
(H−sv )
. ‖(∂α1β1 f)〈v〉γ+2s+2‖L∞t (H2x(L2v))‖(∂
α2
β2
f)〈v〉γ+2s+l‖L2t (H˙δx(Hsv)).
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while in the case |α1|+ |β1| ≥
[
N
2
]
+ 1, one has |α2|+ |β2|+ 2 + δ + s ≤ N , so that∥∥∥∥∥Q
(
∂α1β1 f(x+ k),
△k((∂α2β2 f)(x))〈v〉l
|k|δ+ 32
)∥∥∥∥∥
L2t,x,k(H
−s
v )
. ‖(∂α1β1 f)〈v〉γ+2s+2‖L2t,x,v‖(∂
α2
β2
f)〈v〉γ+2s+l‖L∞t (H2+δx (Hsv)).
We thus obtain that (M2) ∈ L2t,x,k(H−sv ) by Lemma 5.4. Analogously, we can get (M3), (M4),
(M5) ∈ L2t,x,k(H−sv ). We now know that the right-hand side of equation (5.92) belongs to
L2t,x,k(H
−s
v ), and then we conclude gδ,k ∈ L2t,v,k(H˙δx) thanks to Lemma 5.1. 
Applying Lemmas 5.2 and 5.3, we get h ∈ L2([0, T ];L2v(H˙δx)) with δ = s4(4+s) . Then for
any t∗ ∈ (0, T ), we can find some time t1 ∈ (0, t∗) such that h(t1) ∈ L2v(H˙δx). So we can use
Lemmas 5.4 and 5.5 to obtain h ∈ L2([t1, T ];L2v(H˙2δx )). As a consequence, we can find some
time t2 ∈ (t1, t∗) such that h(t2) ∈ L2v(H˙2δx ). If we repeat this procedure (by using Lemmas
5.4 and 5.5) m − 1 times such that mδ ≥ 1, we obtain h ∈ L2([tm−1, T ];L2v(H1x)) for some
time tm−1 ∈ (tm−2, t∗), and we can find some time tm ∈ (tm−1, t∗) such that h(tm) ∈ L2v(H1x).
Therefore, thanks to Lemma 5.2, we finally get h ∈ L∞([t∗, T ];L2v(H1x)).
5.3. Gain regularity in v variable. In this subsection we shall improve regularity in v
variable. We begin with
Lemma 5.6. Let N ≥ 5 be a given integer, and let f be a smooth solution to the Boltzmann
equation (1.1). We suppose that for any T > 0 and any l ≥ 0, h ∈ L∞t (H1x(L2v)) ∩ L2t,x(Hsv)
and h(0) ∈ L2x(Hsv ) where h is defined in Proposition 5.1. Then we have h ∈ L∞t (L2x(Hsv)) ∩
L2t,x(H
2s
v ).
Proof: Let τu be the translation operator in the v variable by u, then one has
τuf(t, x, v) = f(t, x, v + u)− f(t, x, v).
We denote the finite difference of f in the v variable by
(5.93) △uf(t, x, v) = τuf(t, x, v) − f(t, x, v).
If we define gs,u(t, x, v) = △uh(t, x, v)|u|−s− 32 , then we know that in order to get h ∈
L∞t (L
2
x(H
s
v)) ∩ L2t,x(H2sv ), we can equivalently prove gs,u ∈ L∞t (L2x,v,u) ∩ L2t,x,u(Hsv). Since
h ∈ L∞t (H1x(L2v)) ∩ L2t,x(Hsv), we can restrict the integral domain of variable u to B1 = {u ∈
R3 : |u| ≤ 1}.
We still only consider the case |β| ≥ 1. Firstly, for any function p(v) and q(v), one has
△u(p(v)q(v)) = p(v + u)△uq(v) + p(v)△uq(v).
Secondly, the translation invariance of the collision operator with respect to the variable v
gives that (see [28] for instance)
τuQ(f, g) = Q(τuf, τug).
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Applying these two equalities, we get the equation for gs,u as follows:
∂tgs,u + v · ∇xgs,u
= −u · ∇xh(v + u)|u|−s−
3
2 − βi
[
(∂α+eiβ−ei f)(v + u)
] △u〈v〉l
|u|s+ 32
−βi
[
△u(∂α+eiβ−ei f)
|u|δ+ 32
]
〈v〉l + [∂αβQ(f(v + u), f(v + u))] △u〈v〉l|u|s+ 32
+
[
∂αβQ
(
f(v + u),
△uf
|u|s+ 32
)]
〈v〉l +
[
∂αβQ
(
△uf
|u|s+ 32
, f
)]
〈v〉l
def
= (P1) + (P2) + (P3) + (P4) + (P5) + (P6).(5.94)
Multiplying the above equation by gs,u, then integrating on (t, x, v, u) in the domain [0, T ]×
T3 × R3 × B1. Similar to the estimates (5.72) and (5.73), we yield
(5.95)
∫ T
0
∫
T3
∫
R3
∫
B1
(∂tgs,u)gs,udtdxdvdu =
1
2
(
‖gs,u(T )‖2L2x,v,u − ‖gs,u(0)‖
2
L2x,v,u
)
and
(5.96)∫ T
0
∫
T3
∫
R3
∫
B1
(v · ∇xgs,u)gs,udtdxdvdu = 1
2
∫ T
0
∫
R3
∫
B1
v ·
(∫
T3
∇x(g2s,u)dx
)
dtdvdu = 0.
Cauchy-Schwartz inequality gives
∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
B1
(P1)gs,udtdxdvdu
∣∣∣∣ . ∫ T
0
∫
T3
(∫
B1
|u|−s− 12‖h‖H˙1x‖gs,u‖L2vdu
)
dtdx
. ‖h‖L2t,v(H˙1x)‖gs,u‖L2t,x,u,v .(5.97)
We have that
(5.98) |△u〈v〉l| = |〈v + u〉l − 〈v〉l| .
∫ 1
0
〈v + θu〉l−1dθ|u| . 〈v + u〉l−1|u|,
where the last inequality holds due to the fact |u| ≤ 1. Then,
∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
B1
(P2)gs,udtdxdvdu
∣∣∣∣
.
∫ T
0
∫
T3
(∫
B1
|u|−s− 12 ‖(∂α+eiβ−ei f)(v + u)〈v + u〉l−1‖L2v‖gs,u‖L2vdu
)
dtdx
. ‖(∂α+eiβ−ei f)〈v〉l−1‖L2t,x,v‖gs,u‖L2t,x,u,v .(5.99)
Again by Cauchy-Schwartz inequality, we get
(5.100)
∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
B1
(P3)gs,udtdxdvdu
∣∣∣∣ . ‖∂α+eiβ−ei f‖L2t,x(Hsv)‖gs,u〈v〉l‖L2t,x,u,v .
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We now turn to treat the term
∫ T
0
∫
T3
∫
R3
∫
B1
(P5)gs,udtdxdvdu. We write
(P5) = Q(f(v + u), gs,u)−Q
(
f(v + u), (∂αβ f)(v + u)
△u〈v〉l
|u|s+ 32
)
+
[
Q
(
f(v + u),
△u(∂αβ f)
|u|s+ 32
)
〈v〉l −Q
(
f(v + u),
△u(∂αβ f)〈v〉l
|u|s+ 32
)]
+
∑
α1+α2=α
β1+β2=β
|α1|+|β1|≥1
Cαα1C
β
β1
Q
(
(∂α1β1 f)(v + u),
△u((∂α2β2 f)〈v〉l)
|u|s+ 32
)
−
∑
α1+α2=α
β1+β2=β
|α1|+|β1|≥1
Cαα1C
β
β1
Q
(
(∂α1β1 f)(v + u), (∂
α2
β2
f)(v + u)
△u〈v〉l
|u|s+ 32
)
+
∑
α1+α2=α
β1+β2=β
|α1|+|β1|≥1
Cαα1C
β
β1
[
Q
(
(∂α1β1 f)(v + u),
△u(∂α2β2 f)
|u|s+ 32
)
〈v〉l
−Q
(
(∂α1β1 f)(v + u),
△u(∂α2β2 f)〈v〉l
|u|s+ 32
)]
def
= (P5)1 + (P5)2 + (P5)3 + (P5)4 + (P5)5 + (P5)6.(5.101)
Applying Theorem 3.1, we get∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
B1
(P5)1gs,udtdxdvdu
∣∣∣∣
. −(Cf − ǫ‖f〈v〉|γ|+2‖L∞t (H2x(L2v)))‖gs,u〈v〉
γ
2 ‖2L2t,x,u(Hsv) + (C
1−2s
f ‖f〈v〉γ˜+2‖2sL∞t (H2x(L2v))
+‖f〈v〉γ˜+2‖L∞t (H2x(L2v)) + Cǫ‖f〈v〉|γ|+2‖L∞t (H2x(L2v)))‖gs,u〈v〉
γ
2 ‖2L2t,x,v,u .(5.102)
Remembering |u| ≤ 1, We then get by Theorem 2.1 and (5.98) that∣∣∣∣∫ T
0
∫
T3
∫
R3
∫
B1
(P5)2gs,udtdxdvdu
∣∣∣∣
. ǫ‖gs,u〈v〉
γ
2 ‖2L2t,x,u(Hsv) + Cǫ‖f〈v〉
| γ
2
+2s|+| γ
2
|+2‖2L∞t (H2x(L2v))‖(∂
α
β f)〈v〉l−1+
γ
2
+2s‖2L2t,x(Hsv).(5.103)
As for the terms
∫ T
0
∫
T3
∫
R3
∫
B1
(P5)igs,udtdxdvdu (i = 3, 4), we claim that we can bound
them by the quantities which have been controlled and ǫ‖gs,u〈v〉
γ
2 ‖2
L2t,x,u(H
s
v)
. The proof is
very close to the estimates for the terms
∫ T
0
∫
T3
∫
R3
∫
T3
(Li)gδ,kdtdxdvdk (i = 3, 4) in Lemma
5.4, so we omit it. And we can analogously bound the terms
∫ T
0
∫
T3
∫
R3
∫
B1
(P5)jgs,udtdxdvdu
for j = 5, 6. The estimates for
∫ T
0
∫
T3
∫
R3
∫
B1
(Pk)gs,udtdxdvdu (k = 4, 6) are similar.
Therefore, the lemma is proved by taking ǫ appeared small enough. 
We now finish the proof of Proposition 5.1. According to the result of Subsection 5.2,
one has for any t∗ ∈ (0, τ), h ∈ L∞([t∗, T ];L2v(H1x)) ∩ L2([t∗, T ];L2x(Hsv)). Then we can
find some time τ1 ∈ (t∗, τ) such that h(τ1) ∈ L2x(Hsv). Thanks to Lemma 5.6, we get h ∈
L∞([τ1, T ];L
2
x(H
s
v)) ∩ L2([τ1, T ];L2x(H2sv )). As a consequence, we can find some time τ2 ∈
(τ1, τ) such that h(τ2) ∈ L2x(H2sv )). Repeating this procedure (by using Lemma 5.6) m times
such that ms ≥ 1, we finally obtain h ∈ L∞([τm, T ];L2x(H1v )) ∩ L2([τm, T ];L2x(H(m+1)sv )) (for
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some time τm ∈ (τm−1, τ)), which implies h ∈ L∞([τ, T ];L2x(H1v )). Since we already have
h ∈ L∞([τ, T ];L2v(H1x)), Proposition 5.1 is therefore proven. 
5.4. Proof of Theorem 1.2. We now end up the proof of Theorem 1.2. By applying
Proposition 5.1 repeatedly, we get that for any l ≥ 0 and any 0 < τ < T < +∞,
(5.104) f〈v〉l ∈ L∞([τ, T ];H∞x,v).
We claim that for any nonnegative integer n,
(5.105) (∂nt f)〈v〉l ∈ L∞([τ, T ];H∞x,v).
We shall prove this by induction on n. Thanks to (5.104), this is true for n = 0. If we assume
that (5.105) holds for any integer k ≤ n, then for any l ≥ 0 and any multi-indices α and β,
(∂αβ ∂
n+1
t f)〈v〉l = −∂αβ [v · ∇x(∂nt f)]〈v〉l
+
∑
α1+α2=α
β1+β2=β
n∑
m=0
Cαα1C
β
β1
CnmQ(∂
α1
β1
∂mt f, ∂
α2
β2
∂n−mt f)〈v〉l
def
= (R1) + (R2).
It is obvious from the induction hypothesis that (R1) ∈ L∞([τ, T ];L2x,v). For any nonnegative
function W ∈ L1([τ, T ];L2x,v), we shall consider the quantity
〈Q(U, V )〈v〉l,W 〉v,
where we set U = ∂α1β1 ∂
m
t f and V = ∂
α2
β2
∂n−mt f for simplicity. We write
〈Q(U, V )〈v〉l,W 〉v
=
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)U∗V (W ′〈v′〉l −W 〈v〉l)dσ
=
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)U∗(V ′W ′〈v′〉l − V W 〈v〉l)dσ
+
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)U∗W ′(V 〈v〉l − V ′〈v′〉l)dσ
+
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)U∗V ′W ′(〈v′〉l − 〈v〉l)dσ
+
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)U∗W ′(V − V ′)(〈v′〉l − 〈v〉l)dσ
def
= (S1) + (S2) + (S3) + (S4).(5.106)
We only give the estimates for (S2), and those for (S1), (S3) and (S4) are analogous. Applying
Taylor expansion formula up to order 2, we get
V 〈v〉l − V ′〈v′〉l = (v − v′) · ∇v(V ′〈v′〉l) +
∫ 1
0
(v − v′)⊗ (v − v′) : ∇2v(V (γ(κ))〈γ(κ)〉l)dκ,
where γ(κ) = κv′+ (1− κ)v. If we change the variables from v to v′, and then use (2.36), we
deduce that
(5.107)
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)U∗W ′(v − v′) · ∇v(V ′〈v′〉l)dσ = 0.
So we only need to study the term∫ 1
0
dκ
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)U∗W ′(v − v′)⊗ (v − v′) : ∇2v(V (γ(κ))〈γ(κ)〉l)dσdef=(Y ).
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Thanks to the fact |v − v′|2 = |v − v∗|2 sin2 θ2 , we get by Cauchy-Schwartz inequality that
|(Y )|
.
(∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)|v − v∗|−γU∗W ′2 sin2 θ
2
dσ
) 1
2
×
(∫ 1
0
dκ
∫
R6
dvdv∗
∫
S2
B(v − v∗, σ)|v − v∗|4+γU∗|∇2v(V (γ(κ))〈γ(κ)〉l)|2 sin2
θ
2
dσ
) 1
2
def
= (Y1)
1
2 (Y2)
1
2 .
Changing the variables from v to v′, we get from (2.26) with κ = 1 that
(Y1) .
∫ π
2
0
θ1−2sdθ
∫
R6
U∗W
′2dv′dv∗ . ‖U〈v〉2‖L2v‖W‖2L2v .
Similarly, changing the variables from v to γ(κ) = u, we get from (2.26) that
(Y2) .
∫ π
2
0
θ1−2sdθ
∫
R6
U∗|u− v∗|4+2γ |∇2v(V (u)〈u〉l)|2dudv∗.
Noticing γ + 2s > −1 implies 4 + 2γ > −2, we get in the case 4 + 2γ ≥ 0,
(Y2) . ‖U〈v〉6+2γ‖L2v‖V 〈v〉l+4+2γ‖2H2v ,
while in the case −2 < 4 + 2γ < 0,
(Y2) .
∫
R6
U∗(1 + |u− v∗|4+2γ1|v−v∗|≤1)|∇2v(V (u)〈u〉l)|2dudv∗
. (‖U‖L1v + ‖U‖L∞v )‖V 〈v〉l‖H2v . ‖U〈v〉2‖H2v‖V 〈v〉l‖H2v .
Then we arrive at
(5.108) |(Y )| . (‖U〈v〉6+2γ‖L2v + ‖U〈v〉2‖H2v )‖V 〈v〉l+6+2γ‖H2v‖W‖L2v ,
which together with the induction hypothesis implies (S2) ∈ L∞([τ, T ];L2x,v). We now con-
clude that (5.105) holds true, that is, for any l ≥ 0 and any 0 < τ < T < +∞,
f〈v〉l ∈W∞,∞([τ, T ];H∞x,v).
We point out Theorem 1 of [37] shows that for any l ≥ 0 and any integer N ≥ 5, f〈v〉l ∈
L∞([0,+∞);HNx,v) as long as ‖F0〈v〉l‖HNx,v ≤ η0 for some η0 > 0. Then it is easy to check
that our estimates established up to now can be made independent on the time T , so that
we actually obtain
f〈v〉l ∈W∞,∞([τ,∞);H∞x,v).
This completes the proof of Theorem 1.2. 
Remark 5.2. We note that for the purpose of having a completely rigorous proof of Theorem
1.2, all the estimates in the proof should actually be made on a version of the Boltzmann
equation (1.1) with smooth data and then extended to the solution under consideration by a
passage to the limit. This creates no difficulty.
6. Appendix
In this appendix, we give the proof to the following proposition:
Proposition 6.1. Suppose γ > 0 and 0 < s < 1. Then for any R ≥ 1 and any smooth
function χR defined as χR = χ(
·
R ) with 0 ≤ χ ≤ 1, χ = 1 on B1 and supp (χ) ⊂ B2, there
holds
‖f‖H˙s(R3v) ≤ ‖fχR‖H˙s(R3v) +R
− γ
2 ‖f〈v〉γ2 ‖H˙s(R3v) + ‖f〈v〉
γ
2 ‖L2(R3v)
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Proof: We first recall that for 0 < s < 1 and smooth function φ, there hold
‖fφ‖2
H˙s
=
∫
R6
|fφ(v)− fφ(w)|2
|v − w|3+2s dvdw,
and
‖f‖H˙s(R3v) ≤ ‖fχR‖H˙s(R3v) + ‖f(1− χR)‖H˙s(R3v) + ‖f‖L2(R3v).
We also note that
|fφ(v)− fφ(w)| = |φ(v)(f(v) − f(w)) + f(w)(φ(v) − φ(w))|.
Then on the one hand, one may deduce that
‖fφ‖2
H˙s
. ‖fφ‖2L2 +
∫
R6
|f(v)− f(w)|2
|v − w|3+2s |φ(v)|
21|v−w|≤1dvdw
+‖∇φ‖2L∞‖f‖2L2 ,
which implies that
‖f(1− χR)‖2H˙s . ‖f(1− χR)‖2L2 +
∫
R6
|f(v)− f(w)|2
|v − w|3+2s |(1− χR)|
21|v−w|≤1dvdw
+
1
R
‖∇χ‖2L∞‖f‖2L2 .(6.109)
On the other hand, one has
‖fφ‖2
H˙s
&
1
2
∫
R6
|f(v)− f(w)|2
|v − w|3+2s |φ(v)|
21|v−w|≤1dvdw
−
∫
R6
|φ(v) − φ(w)|2
|v − w|3+2s |f(w)|
21|v−w|≤1dvdw.
Observing that
|〈v〉γ2 − 〈w〉γ2 |21|v−w|≤1 . |v − w|2〈w〉γ−2,
one may obtain that
‖f〈v〉γ2 ‖2
H˙s
&
1
2
∫
R6
|f(v)− f(w)|2
|v − w|3+2s 〈v〉
γ1|v−w|≤1dvdw − ‖f〈v〉
γ
2
−1‖2L2 .(6.110)
Thanks to the fact
|1− χR|2 ≤ |v|
γ
Rγ
,
(6.109) and (6.110) will lead to the proposition. 
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