This paper examines long-term dependence in times between trades on nancial markets. The autocorrelation functions of several intertrade duration series show a slow, hyperbolic rate of decay typical for long memory processes. For example, a shock to times between trades of the Alcatel stock on the Paris Stock Exchange (SBF Paris Bourse) may persist in the transactions time for a long period of 1000 or 2000 ticks. With an average duration of 52 seconds between transactions this may amount to sixteen or thirty two hours in calendar time. This paper introduces a fractionally integrated autoregressive conditional duration (FIACD) model for intertrade duration series. It also examines transformed duration processes representing times between consecutive returns to states of null, positive or negative returns. This approach captures the relationship between the duration persistence and return dynamics. The times elapsed between returns to various states feature very similar autocorrelation patterns and do not possess the long memory property. The persistence in durations is also determined by the times spent within speci c states of returns. The average visiting time is state dependent, features intraday variation and may be considered as an instantaneous measure of state persistence. The long memory patterns are examined in data on the Alcatel and IBM stocks traded on the SBF Paris Bourse and NYSE.
Introduction
The trade intensity on nancial markets uctuates within each day. It remains still unclear to what extent these movements are determined by past events rather than due to pure randomness. Potentially, any sudden acceleration or slowdown of trading activity may either have a temporary or permanent impact on future trades. This depends on the range of temporal dependence characterizing the trade intensity, or equivalently on the persistence in times between trades, called the intertrade durations. In high frequency duration data the notions of memory and shock persistence remain relatively little explored and require a particular interpretation. For example, a shock to times between trades of the Alcatel stock on the Paris Stock Exchange (SBF Paris Bourse) may persist in the transactions time for a long period of 1000 or 2000 ticks, i.e. have an impact on 1000 or 2000 future times to trade. This is due to a very slow, hyperbolic decay rate of the autocorrelation function of the duration series, typical for long memory processes. With an average duration of 52 seconds between trades, this amounts to sixteen or thirty two hours in the calendar time. Hence, in high frequency data the long range of temporal dependence may span several trading days and needs to be accounted for in models and forecasts of market activity.
In the nancial literature, the long-term dependence and shock persistence have attracted a considerable interest in the context of return and volatility dynamics. This issue was rst related to mean reversion in asset prices. Indeed, the long memory with range of temporal dependence amounting to several years has been reported in various studies based in general on daily and monthly data, and concerning stock returns see, for example, Greene and Fielitz (1977) , Aydogan and Booth (1988) , Lo (1991) , Jacobsen (1996) ], exchange rates see, for example, Booth, Kaen and Koros (1982) and Baillie and Bollerslev (1994) ], and interest rates see Shea (1991) , Backus and Zin (1993) , Crato and Rothman (1994) ]. More recently, several papers drew attention to long memory in the volatility of nancial assets sampled at daily or higher frequencies see, for example, Taylor (1986) , Ding, Granger and Engle (1993) and Dacorogna et. al. (1993) ]. To accommodate high persistence in the conditional variances Baillie, Bollerslev and Mikkelsen proposed a fractionally integrated GARCH model see, Baillie, Bollerslev and Mikkelsen, (1996) ]. It was further investigated by Bollerslev and Mikkelsen (1996) , McCurdy and Michaud (1996) and Comte and Renault (1996) , this last work discussing the long memory of volatility in the context of continuous time processes 1 . The observed intertrade durations are determined by the speed of trading, and reveal information on the traders behaviour and their decision making. On the other hand, information on the empirical moments of durations, their dynamics and intraday variation may be considered as an important input for strategic trading. The research on predictable patterns in duration dynamics is quite recent. Early evidence on periodicities and duration clustering entailed by a short range temporal dependence is discussed in Engle and Russell (1996) . The persistence range for various duration transforms is covered in Gourieroux, Jasiak (1998). The paper by Gourieroux, Jasiak and Lefol (1996) emphasizes the role of time to trade as a major market liquidity factor. This issue is essentially related to the tradeo between fast trading, which implies a price change, and a slow sequential execution of the order to minimize the price impact of a transaction. Such problems often arise in block trading. The time also matters to a great extent in the limit order executions or allocations on markets characterized by di erent speeds of activity (trade intensity). In this context, despite a relatively long expected time to trade, some markets may be preferred for their lower variability of waiting times to trade, or otherwise less risk regarding the time of trade.
Empirically, the evidence for long range of time dependence in intertrade durations is revealed by a highly persistent pattern of the autocorrelations displaying a slow, hyperbolic rate of decay. As argued before, this feature needs to be accommodated in estimation and forecasting of market activity. The aforementioned recent work of Engle and Russell (1996) introduced a class of ARMAtype models called Autoregressive Conditional Duration (ACD) models for duration data. These models account for short serial dependence in expected durations and thus impose an exponential decline pattern on the autocorrelation function. In empirical applications of ACD models to high frequency intertrade durations the estimated coe cients on lagged variables sum up nearly to one. Such evidence indicates a potential misspeci cation that arises when an exponential decay pattern is tted to a process showing an hyperbolic rate of decay. This would suggest that a more exible structure allowing for longer term dependencies might improve the t. This also is the motivation of the present paper for introducing a class of fractionally integrated ACD models (FIACD) to capture the long-term dependencies in the duration series.
The paper is organized as follows. In section 2 we introduce the FIACD model and discuss its properties. In section 3 the long memory fractional model is applied to the Alcatel and IBM data 2 . Further insights into the nature of long memory in the trade intensity are described in section 4 where durations are examined separately in di erent market regimes. Three basic market states of positive, null and negative returns are distinguished and series of durations are transformed into times between consecutive returns to these states. Besides the persistence in the return-tostate times, the average amount of time spent in each state arises as a complementary measure of persistence. Consequently, we study the visiting times spent by the trading process in the states of positive, null and negative returns. In particular we compare their intraday dynamics, and discuss information revealed by their varying means and variances. Section 5 concludes the paper.
Long Memory Autoregressive Conditional Duration Model
There exist several de nitions of long-term dependence 3 . For example, we say that the process has long memory if the sum of absolute values of its autocorrelations is non nite. The short and long memory process can easily be distinguished in terms of the decay properties of the autocorrelation function. A stationary and invertible autoregressive moving average (ARMA) process has an exponentially decaying autocorrelation function (ACF) while fractionally integrated processes featuring long memory have ACF's decaying at a hyperbolic rate. Examples of such processes are ARFIMA models (Granger (1980) and Granger and Joyeux(1980) ) for persistence in the conditional means, or FIGARCH (Baillie, Bollerslev, Mikkelsen (1996) ) representing persistence in the conditional variances.
A slow decay rate characterizes the ACF of the two series of intertrade durations considered in this study which are: a) the IBM stock in November 1993, source: ISSM (Institute for the Study of Security Markets), and b) the Alcatel stock in July and August 1996, source: records of the Paris Stock Exchange (SBF Paris Bourse). The top panels of Figures 2.1 -2.2 display the rst 1000 autocorrelations of the data, corresponding to roughly 7 hours on the IBM market, and 15 hours on the Alcatel market. This means that the current intertrade duration is signi cantly related to the lagged durations up to and beyond the order 1000, although it spans a relatively short calendar time. However since the range of temporal dependence exceeds one day, this long memory property of high frequency duration data is relevant for both the intra-and interday trade dynamics. Hence, the approach requires large sets of high frequency data not necessarily covering long spans in calendar time. 
The Fractionally Integrated ACD Model
This subsection extends the standard ACD model to include long range durations dependence. In the time series literature, the long memory adapted GARCH models are called fractionally integrated (FIGARCH) processes. Therefore by analogy this process is called FIACD, i.e. Fractionally Integrated ACD models.
Consider rst the ACD model based on the exponential distribution. Let N be the number of events observed at random times. The N events are indexed by i = 1; : : : N from the rst observed event to the last. Let t i be the time at which the i th event occurs. Then X i = t i ? t i?1 is the time 3 see for details section 2.2 in the survey by Baillie (1996). between the (i ? 1) are nonnegative we need P q j=1 j + P p j=1 j = P m j=1 j < 1. The corresponding fractionally integrated process is obtained by introducing the fractional di erencing operator:
The fractional di erencing operator (1 ? L) d is de ned by its expansion which can be expressed in terms of the hypergeometric function H, 
where ( 
Stationarity, Ergodicity and Impulse Responses
This subsection covers the stationarity and ergodicity of the basic model as well as the impulse response functions. In this context, the results for FIACD can be compared to the properties and shock persistence of the Integrated ACD process (i.e. the FIACD with d = 1), called IACD, and the covariance stationary ACD processes. For 0 < d 1, the hypergeometric function evaluated at L = 1 equals 0, i.e. H(?d; 1; 1; 1) = 0. This means that the rst unconditional moment of X i is in nite and the FIACD process is not weakly stationary, a feature it shares with the class of integrated processes IACD. However, as shown by Bougerol and Picard (1992) , the autoregressive models with nonnegative i.i.d. coe cients including the integrated processes are strictly stationary and ergodic. This result implies, for example, the stationarity and ergodicity of the integrated and fractionally integrated GARCH processes. By the same argument, the high order lag coe cients in the in nite autoregressive representation of any FIACD model may be shown to be dominated in an absolute value sense by the corresponding coe cients of the integrated IACD process. By an extension of the proof for the integrated ACD process presented in the Appendix 1, the FIACD(p; d; q) class of processes is strictly stationary and ergodic for 0 d 1.
The persistence of shocks to the FIACD process can be studied in the context of the impulse response analysis. The impulse response function measures the time pro le of the e ect of a shock on the behaviour of the series see, Koop, Pesaran and Potter (1996) ]. The traditional impulse response function is designed to provide an answer to the question:"What is the e ect of a shock of a given size hitting the system at time t on the state of the system at time t + n, given that no other shocks hit the system". In the linear framework, the impulse response functions satisfy several regularity conditions, like: a) the symmetry with respect to positive and negative shocks of the same size, b) the linearity, i.e. a shock of size 2 has exactly twice the e ect of a shock of size 1, and c) the history independence property, which implies that the past does not a ect the response. As an illustration consider a moving average representation of a second order stationary 
In the nonlinear framework, the impulse responses are much more complex, and in general violate the aformentioned conditions 4 . Various approaches to the impulse response analysis in nonlinear models have been proposed by Gallant, Rossi and Tauchen (1993), Koop, Pesaran and Potter (1996) and Gourieroux and Jasiak (1999). In the present paper we follow the approach developped in Gourieroux and Jasiak (1999). The impulse response is based on the Volterra decomposition see, Gourieroux and Jasiak (1999), property 5], where:
Y t = a t ( t ; t?1 ; :::; 1 ; 0 ); (2.8) and ( t ) is a gaussian white noise with unitary variance, and 0 denotes the history of the process up to time 0. Since the distribution of t is symmetric, the shocks and ? have the same in nitesimal occurrence.
Following Gallant, Rossi and Tauchen (1993), the analysis is conditioned on the history of the process before the occurrence of shocks. Accordingly, for shocks hitting the process at date 1, past values of the process and the innovations are known, i.e. 0 is xed. The analysis consists in nding, at date 0, the e ect of a sequence of deterministic shocks 1 ; 2 ; :::; t ; ::: occurring at future dates on the future pro le of the process. These e ects have to be measured with respect to a benchmark, i.e. the unperturbed path. The benchmark is random, since future innovations are unknown. We denote by: s For a stationary ACD(1,1) model with a negative Liapunov exponent, Gourieroux, Jasiak (1999) show that e ects of temporary shocks vanish asymptotically in average and path-by-path. For nonstationary ACD processes, the shocks have explosive e ects. The FIACD models are expected to show a behaviour similar to that of a stationary ACD model.
Inference
Before discussing statistical inference, it is necessary to complete the de nition of the basic FIACD model by explaining how f, i.e. the baseline duration p.d.f., is selected. Two approaches can be followed. In the rst one, the p.d.f. may be chosen from a given parametric family, leading to a fully parametric model for the duration process. In this approach, parameters can be estimated by maximum likelihood. In the second approach the p.d.f. remains unspeci ed except for the constraint of unitary expectation, yielding a semi-parametric model, which requires appropriate estimation methods. 5 The ii) Semi-parametric models.
In the semi-parametric framework, we only specify the form of the conditional mean i . Various estimation methods of the parameter = (!; ; ; d) 0 can be proposed, especially the pseudomaximum likelihood method. The idea is to select a priori a p.d.f. f 0 and to maximize the associated misspeci ed log-likelihood function:
It is known that this procedure provides consistent estimators for an appropriate choice of the misspeci ed p.d.f. f 0 . In particular, we can specify f 0 as either the standard normal distribution, which leads to the ordinary least squares criterion:
This method is also called Quasi-Maximum The optimizations are in practice performed numerically, and require at each iteration the computation of the conditional expectation i evaluated at the corresponding value. Therefore these optimizations will not only provide the estimator^ T of the parameter, but also the approximated conditional expectations^ i , (say). These predictions can be compared with the observed durations. More precisely we can compute the corrected durations, also called the generalized residuals, u i = xî i , and then consider the form of their empirical distribution to obtain information on the underlying baseline f.
3 Application to intertrade durations for the IBM and Alcatel stocks.
In the empirical application, the FIACD model was tted to two data sets of times between trades on the Alcatel and IBM stocks introduced in section 2. These two stocks are actively traded ve days per week for seven hours daily although the Alcatel data also include observations on orders collected before the market opening (the so-called pre-opening period). The times between the market closures and the next day openings as well as the weekend gaps were omitted. In the Alcatel data, the observations corresponding to the market openings have been deleted since the matching procedures are di erent for the opening and for the intraday period. Moreover some trades may occur simultaneously, in particular when a large order is split. Such simultaneous trades have been aggregated. As a consequence of these two data adjustments, we retain in the Alcatel series strictly positive durations only. There is an advantage of considering such sample, which allows us to show that the long memory property is not due to the occurrence of runs of zero durations. In the IBM sample there are relatively few simultaneous trades recorded at the opening, while most of these trades are recorded during the trading day and correspond to zero returns. We removed from the sample only observations on simultaneously occurring zero durations and returns, what reduced the sample size by more then 50%. This suggests that simultaneously occurring trades represent a signi cant feature of this stock dynamics. Indeed, if all zero durations were removed, the sample size would decrease by 75% and the sample mean would double.
After these adjustments the two sets of data comprise 23704 observations on IBM and 20502 observations on Alcatel. The IBM stocks are traded on average every 19.32 sec. with a standard deviation 21.51, while Alcatel has a slower rate of trading activity with a mean duration 52.56 sec. and standard deviation 83.66.
All duration data under study display strong seasonal patterns. The periodic components can easily be detected in the intraday means. Table 3 .1 shows the hourly averages of durations over the daily trading cycles de ned in local times of New York and Paris. There is a high intraday variation in the Alcatel data due to a pronounced lunch time trough in trades. Prior to estimation the data were adjusted for periodic e ects. The intraday periodic patterns were removed by computing the deterministic means conditioned on the time of the day and dividing each observation by this value see Engle and Russell (1998) ]. The seasonally adjusted sets of data comprise: a) 23704 observations on IBM durations adjusted for intraday seasonality with mean 0.99 and standard deviation 1.11 ; b) 20502 observations on Alcatel with mean 0.99 and standard deviation 1.43 . Clearly the seasonal adjustment procedure is more successful in the IBM data compared to Alcatel, where we still observe a signi cant overdispersion.
The persistence in the intertrade times is re ected by the slow decay rate of autocorrelations. The top panels of Figures 2.1 -2.2 display the autocorrelations for unadjusted data up to the lag 1000. More detailed data are provided in the rst two columns of Table 3 .2 where twenty rst autocorrelations are reported, supplemented by the value of the Liung-Box statistics for the entire samples. An argument often put forward against the long memory in return volatility is that it is spuriously created by breaks in intraday trend. To show that the seasonal adjustment does not remove the long range dependence, we plot in the bottom panels of Figures 2.1 and 2.2 the autocorrelation functions of the adjusted data.
The estimation of the Fractionally Integrated ACD involves approximation of a polynomial of in nite order and requires conditioning of the model on the pre -sample values of durations. The sample is augmented by the unconditional sample mean. The truncation point chosen to approximate the in nite autoregressive polynomial (L) in equation (2.8) was set equal to 1000. This approach imparts an approximation bias and has an impact on the estimated parameter values for a discussion see Baillie, Bollerslev, Mikkelsen, (1996) ]. Given the large sizes of samples under study this e ect should be attenuated despite the long range dependencies.
For comparison we also report estimates for the ACD(1,1) model. We do not discuss the ACD(2,2) or WACD(2,2) model based on the Weibull likelihood function, as all of these models produce sums of and parameters in (2.2) close to one (Engle, Russell (1998))
The estimated parameters of the ACD (1,1) model, we nd that the parameter in the IBM sample is not signi cant, while further diagnostics show that this speci cation does not signi canly reduce the serial correlation in the Alcatel sample and hence has to be rejected. We observe that the dynamics of the Alcatel series is not homogenous over the entire sampling period. Clearly, there are more extreme durations occurring in the second part of the data, corresponding to the month of August. This variation is not perfectly accommodated by the model.
In both data sets, the corrected duration (residuals) feature considerably less autocorrelation than the durations themselves. Their autocorrelation function is given in Figure 3 .2: The values of the rst twenty autocorrelations, along with the value of Liung Box statistics for the residuals appear in the last two columns of Table 3 .2 above. We accept the null hypothesis that the residuals of the FIACD(1; d; 1) model tted to the IBM and Alcatel data are white noise at signi cance levels of 5% and 10 % respectively.
Finally we give in Figure 3 .3, a kernel estimator of the baseline density function f. Table 3.4 below presents the estimated coe cients of the regression of log ? logŜ(v j )] on logv j for j = 1; ::::. The estimated coe cients are statistically signi cant. Both 's take values di erent from 1, and as such do not support the hypothesis of the exponential distribution of residuals. The parameters a can be computed from the constants. They take values 0.53 and 0.64 for IBM and Alcatel respectively, while we would expect them to be 1 if the intensity parameter was indeed unitary.
Finally a and substituted into the formula of the unconditional mean: = a?(1 + 1= ) yield 0.81 and 0.75, so that again we nd evidence against the exponential distribution with intensity 1. However we need to remember that the accuracy of these results strongly depends on the precision of the approximated empirical density function used to compute survivor function and the number of x-coordinates retained for the density estimation. The density was estimated at 500 points, what represents only 2% of datapoints and was performed using a standard S+ routine. For this reason we need to interpret the regression outcomes with caution. The distributions of future duration paths can be compared using their empirical moments. The Table 3 .5 below shows the means and variances of the impulse response distributions. It may be interesting to study if the persistence found in intertrade durations also characterizes some other duration processes deduced from the trading data, and in particular obtained by endogenously aggregating a number of intertrade durations. As an illustration and a potential contribution to technical analysis, where the analysts are often concerned with sequences of upward and downward price jumps, we distinguish three basic regimes of the market, corresponding to positive, null and negative intertrade returns, respectively. Under the simplifying assumption of independent price movements of equal size, this approach can be illustrated by a trinomial tree, where we distinguish transitions to the state of positive returns, identi ed as price upswings, transitions to the state of negative returns, i.e. price downswings, and transitions to the stable state of 0 returns. Moreover, the process is allowed to remain in each of these states, producing a series of durations of visiting times. The probability that the movement is an upswing conditional on the occurrence of a price movement is denoted by p, the probability that a movement is a downswing is 1 ? p, while the probability of remaining in the state 0 is . Hence if we consider the state 0 as the initial state, the process makes a transition to the up state u with probability p(1? ), it makes a transition to the down state d with probability (1 ? p)(1 ? ), and it remains in 0 with probability .
In this simpli ed framework we can analytically derive the densities of durations. Consider rst The empirical results presented later in this section allow us to test the validity of this model. Implicitely we also verify the hypothesis of independence of price movements, based on the evidence from the duration behavior. In this section only the IBM data were examined.
Return-to-state Times
For each regime, we consider the return-to-state times, which measure durations between consecutive positive (null or negative) returns. Such return-to-state times are obtained from an aggregation of intertrade durations over a random number of trades depending on the price evolution. At this point it might also be interesting to distinguish states determined by seller or buyer initiated trades see Darolles, Gourieroux, LeFol (1998)], and therefore examine a six state regimes. This analysis would require however more detailed data.
Empirical results show that the average time to return to a positive or a negative state di er very little. The fact that traders expect to wait almost the same time to return to these states can be interpreted as a market e ciency condition, whenever the positive and negative price movements have about the same size and their occurrences are independent.
To examine this issue, let us consider a simple model representing only the transition durations between the up and down states, and disregarding the visiting times and the presence of the 0 return state. This framework requires some additional assumptions. Let us assume that at each . Hence the empirical ndings in Table 4 .1 below con rm the hypothesis of a random walk price process. We observe a short range of persistence of the return-to-state durations while the entire series features long memory. The autocorrelation patterns are amazingly similar indicating that shocks to times between consecutive price increases dissipate at the same rate as shocks to times between price decreases. The Figure 4 .2 shows the density functions of return times. We note that the return times to negative returns quite often admit extreme values, as indicated by the long tail of the distribution. 
State Visiting Times
A natural nonparametric measure of persistence is the expected time to remain in a given state. Let us again isolate the states of positive, negative or null returns and examine for how long they are expected to last. The Table 4 .2 shows that on average the time to remain in the negative return state is very close to the time spent in the positive return state, since the di erence is negligible. There is also a close accordance of the number of visits to the positive returns (7700) and negative (7669) states.
The Note however that there is some intraday variation in the expected state visiting times and their variances. Indeed, a trader may optimize in terms of maximizing the expected amount of time he makes money and keep trading IBM between 1:00 and 2:00 p.m. or eventually minimize the variance and hence chose to make transactions in the morning between 10 and 11 a.m.. The temporal dependence of the return durations represents the memory of the inter-state transitions. On the other hand the memory of the visiting states corresponds to the persistence of states, themselves. There is potentially a relationship between these two types of persistence and their outcome which is the persistence of the entire series of unconditional durations.
Conclusions
This paper presented empirical evidence for the presence of long memory, and proposed a fractionally integrated model for high frequency duration data. Although the empirical part of this work involved only a speci c series of intertrade durations, there also exist other potential applications, especially in nance, insurance and computer science.
The paper also investigated transformed duration series obtained by aggregation of times between returns to a given stock price-based state of the market and times spent within these states.
Almost identical autocorrelation patterns were found in the return-to-state durations which also feature quite long ranges of temporal dependencies but do not possess the long memory property.
This approach also revealed the expected time to revisit a given state and its variation. We found that the expected times to return to positive and negative states are almost equal.
A very close accordance was also found in values of the expected state visiting times. Given that the probabilities of visits in these states are also similar, there are potentially conclusions on regularities in times to trade on nancial markets. In general, the analysis of durations provides insights on some, yet unexplored issues, like the e ciency of the speed of trading and its relationship to the arbitrage opportunities. where I p?1 and I q?2 are the identity matrices of sizes p ? 1 and q ? 2, respectively. Since the random variables f n ; n Zg are independent with baseline distribution f, the random matrices fA n ; n Zg are i.i.d. Since f, which can either be the exponential or Weibull distribution, has a nite variance, all the coe cients of these matrices are square integrable. This implies that E(max(log k A 0 k; 0)) is nite. Thus, the top Lyapunov exponent of the sequence fA n ; n Zg is well de ned.
Theorem A.1. When w > 0, the ACD eq (2.2) has a strictly stationary solution if and only if the top Lyapunov exponent associated with the matrices fA n ; n Zg is strictly negative. Moreover, this stationary solution is ergodic. It is the only strictly stationary solution when the n 's are given.
When p = q = 1 we have = E(log( 1 + 1 n )). By analogy to the Bougerol and Picard proof of strict stationarity of GARCH processes, we relate the ACD process to the following multivariate We will now prove Theorem A.1 by showing that a necessary and su cient condition for existence of a strictly stationary, nonnegative solution of this equation is the strict negativity of the top Lyapunov exponent associated with the sequence fA n ; n Zg. We consider an ACD(p; q) process as de ned in eq. (2.1 { 2.2). Let n = Xn n . The distribution of n conditional on the history F n?1 is f. Therefore, n is independent of F n?1 . Since n is F n {measurable, the random variables f n ; n Zg are independent with distribution f. Proof of Theorem A.1. We suppose that there exists a strictly stationary solution fX n ; n Zg of equation (2.2). Consider the process fY n ; n Zg de ned by (A.4). For n > 0, using (A. The next step is to use Lemma A.1 to conclude that the top Lyapunov exponent associated with matrices A n is strictly negative.
We rst suppose that the exponent is strictly negative. Then (A.1) implies that the series 
