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Data
In this study, near field stations (epicentral distance < 100 km) of crustal earthquakes (Epicentral depth
< 40 km) with significant magnitudes, Mw > 6.0 are used. We covered most of the active tectonic
regions which are producing high seismic risk (Figure 1). Total number of earthquake signals are more
than 19,000 recorded as a result of more than 200 earthquake with various source mechanisms.
In image recognition algorithms we used velocity waveform since it is easier to detect pulse shape
signals on velocity [2] [3] and spectrogram graphs (Figure 2) since it is also used on previous research
on this topic [5] of each channel of seismic stations.
Figure 1: Seismological Networks & Databases That We Collect Data.
Figure 2: An example of velocity waveform and spectrogram of acceleration waveform of 5th of October 2015 Mw 6.1 at
C100 station of University of Chile, National Seismological Center, respectively.
Method
Determination of the Pulse Shape Signal
The propagation of fault rupture toward a site at a velocity close to the shear wave velocity causes
most of the seismic energy from the rupture to arrive in a single large pulse of motion that occurs at
the beginning of the record. This pulse of motion represents the cumulative effect of almost all of the
seismic radiation from the fault. The radiation pattern of the shear dislocation on the fault causes this
large pulse of motion to be oriented in the direction perpendicular to the fault, causing the strike-normal
ground motions to be larger than the strike-parallel ground motions.
Baker’s Algorithm
Baker [2] used wavelet analysis to distinguished pulse shape and non impulsive signals from each other.
The largest velocity pulse was extracted using the wavelet decomposition. The Daubechies wavelet of
order 4 is used as the mother wavelet because it approximates the shape of many velocity pulses and it
was seen to perform well.
Chang’s Algorithm
Chang [3] used energy ratio between a part of the signal where PGV is occurred and whole velocity
waveform. As Baker’s algorithm, PGV should be bigger than 30 cm/s in order to consider the waveform
as possible pulse shape signal producer. The pulse model is expressed as below:
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where vp is the extracted pulse, t time series, Ap means the amplitude of the extracted pulse, Tp is the
pulse period, Nc is the number of the cycles in the pulse, Tpk means the location of Ap in the time axis,
θ represents the phase of the pulse.
Occurrence of the pulse shape behavior of the signal is valid, if the energy ratio between the part
of the signal where PGV occurs and the whole waveform exceeds the threshold level which is 0.3.
Mathematical representation of this methodology is in below:
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where ts and te represent the pulse starting and ending points in the time domain, respectively.
Machine Learning Algorithms
Scikitlearn [1], Keras [4] and Tensorflow [6] packages are used in order to process the data. Methods
are explained in CNN and Bottleneck sections and work-flows can be seen in Figure 3.
Image data is processed by using classifier methods.
Convolutional Neural Network (CNN)
Model 1 Each layer use 2D convolution, first two layers have 32 filters and the third one has 64 filters.
Then pooling and fully connected layer is applied with 128 neurons. Results of this process are shown
in Table 1 in Model 1.
Model 2 Each layer use 2D convolution with 3 × 3 kernel size, 32 filters and relu activation function.
Dense functions use 128 and 1 units and relu and sigmoid activation functions, respectively. Results of
this process are shown in Table 1 in Model 2.
Bottleneck
We used Tensorflow’s bottleneck to process our database. The first phase analyzes all the images on the
database and calculates the bottleneck values for each of them. ’Bottleneck’ is an informal term for the
layer just before the final output layer that actually does the classification. This layer, the one before the
final layer, layer has been trained to output a set of values that’s good enough for the classifier to use to
distinguish between all the classes it has been asked to recognize. That means it has to be a meaningful
and compact summary of the images, since it has to contain enough information for the classifier to
make a good choice in a very small set of values. Results of this process are shown in Table 1 in Model
3.
Figure 3: Work-flow of Models 1 to 3, respectively.
Results
Model 1 Model 2 Model 3
Not Pulse (%) Pulse (%) Acc. (%) Not Pulse (%) Pulse (%) Acc. (%) Acc. (%)
Baker 2007
Waveform 97.83 43.48 71.60 99.95 2.19 97.58 84.4
Spectrogram 100 0 50 99.22 43.80 97.86 83.9
Chang 2016
Waveform 99.24 12.12 55.68 100 4.38 97.69 82.6
Spectrogram 100 0 50 98.66 43.07 97.30 83.4
Table 1: Results of different models. Not pulse and Pulse are the percentages correctly determined signal records, respec-
tively. Accuracy is the total accuracy of the process.
Shortcomings
• Requires high amount of memory to process
• Processing earthquake waveforms as images is not efficient
•Data should be trained with vast amount of previous waveforms
Conclusions
•Machine learning algorithms for image processing are not the best solution for determining the pulse
shape signals.
• Image recognition approach can be useful, if the layers are tuned carefully.
•Depending of layer architecture, waveforms and spectrograms can analyzed more efficiently.
•Model 1 is relatively good for velocity waveform classification with respect to Model 2, whereas
Model 2 is relatively good for spectrogram classification with respecto to Model 1.
•Model 3 is the best way of classifying pulse shape signals both in velocity waveform and spectro-
gram.
Future Plans
•Handling data as time series
•Determining high-level information about the waveforms to create simpler machine learning pro-
cesses
• Combining these high-level information with PGA, PGV, Mw, azimuth, fault mechanism etc. infor-
mation of waveforms for creating classification algorithms by using continuous data.
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