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COMPUTING UNIT GROUPS OF CURVES
JUSTIN CHEN, SAMEERA VEMULAPALLI, AND LEON ZHANG
ABSTRACT. The group of units modulo constants of an affine variety over an algebraically closed
field is free abelian of finite rank. Computing this group is difficult but of fundamental importance
in tropical geometry, where it is desirable to realize intrinsic tropicalizations. We present practical
algorithms for computing unit groups of smooth curves of low genus. Our approach is rooted in
divisor theory, based on interpolation in the case of rational curves and on methods from algebraic
number theory in the case of elliptic curves.
1. INTRODUCTION
Among the invariants of a commutative ring, the group of units is one of themost fundamental.
However, explicit computation of this group is difficult, and even its structure remains mysterious
in general [Fuc60]. To date, most progress has centered on rings of integers of algebraic number
fields, or localizations thereof, driven by a need for practical algorithms in computational number
theory [Coh93]. These results rely fundamentally on Dirichlet’s unit theorem, which describes the
group of units, modulo torsion, of a number field as a free abelian group of finite rank specified
by simple invariants of the number field.
An analogous theorem of Samuel [Sam66] states that for a finitely generated domain over an
algebraically closed field, the group of units, modulo scalars, is free abelian of finite rank. In
contrast to the number field case, no formula for the rank is known. Given the coordinate ring
of a very affine variety, a basis for its unit group yields an embedding of the variety into its so-
called intrinsic torus [MS15]. In tropical geometry, this embedding of a very affine variety into
its intrinsic torus realizes its intrinsic tropicalization, from which all other tropicalizations can be
recovered. However, explicitly computing the intrinsic tropicalization is difficult, because one
must first compute the unit group.
In this work we describe effective methods for computing unit groups of smooth very affine
curves of low genus. Our methods rely on divisor theory for projective varieties: we embed the
unit group of a very affine variety into the Weil divisor group of the projective closure, and study
the cokernel of this embedding as a subgroup of the divisor class group. This allows us to give
algorithms for computing unit groups of rational normal curves and elliptic curves:
Theorem 1.1. Let C ⊆ Pnk be a rational normal curve over an algebraically closed field k, given paramet-
rically as the image of a map P1k →֒ Pnk . Let C := C ∩ Tn be the corresponding very affine curve, with
coordinate ring R. Then Algorithm 5.4 correctly computes a Z-basis of R∗/k∗.
Theorem 1.2. Let k = Q, let E ⊆ P2k be an elliptic curve, and let E := E ∩T
2 be the corresponding very
affine elliptic curve with coordinate ring R. Then Algorithm 6.13 correctly computes a Z-basis of R∗/k∗.
We briefly describe the structure of the paper. The basics of Samuel’s theorem and intrinsic
tropicalizations are discussed in Section 2. In Section 3 we develop the relationship between our
problem and the geometry of boundary divisors, and describe a simple algorithm for interpolating
divisors of rational functions in terms of Laurent polynomials, when possible. We consider the
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families of Fermat curves and plane conics in Section 4, and rational normal curves in parametric
form in Section 5. Finally, we discuss elliptic curves in Section 6.
Many of our algorithms have been implemented in Macaulay2 [GS], Singular [DGPS18], and
Sage [The18]. Our code for the examples in this paper can be found at our supplementary materi-
als website:
https://math.berkeley.edu/~leonyz/code/
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2. BACKGROUND
We begin by stating the problem in a general setting. Let k be an algebraically closed field, and
let R be a finitely generated k-algebra which is a domain. The inclusion k ⊆ R induces a short
exact sequence of multiplicative abelian groups
1 −−−→ k∗ −−−→ R∗ −−−→ R∗/k∗ −−−→ 1 (2.0.1)
Our goal is to compute, as explicitly as possible, the group R∗/k∗. Although this may seem to
be a purely algebraic problem, the key to progress is to use insights from geometry, particularly
divisor theory on projective varieties. Thus, writing R = k[x1, . . . , xn]/I as a quotient of a polyno-
mial ring by a prime ideal I, set X := SpecR ⊆ Ank , the affine variety corresponding to R, and let
X ⊆ Pnk denote the projective closure of X in projective n-space. Write ∂X := X \X = X∩ V(x0) for
the boundary of X, which is the intersection of Xwith the hyperplane at infinity in Pnk .
Themain point is that a unit in R corresponds, via homogenization, exactly to a rational function
on X which has zeros and poles only on ∂X. To be precise:
Lemma 2.1. With notation as above, let R→ R be the homogenization map f 7→ f := xdeg f0 f( xix0 ). Then:
i) For any f,g ∈ R, fg = fg, and
ii) f ∈ R∗ if and only if V(f)∩ X ⊆ ∂X.
Proof. First, note that dehomogenization is evaluation at x0 = 1, hence is a ring map with kernel
(x0 − 1). As the kernel contains no nonzero homogeneous elements, it follows that if f1, f2 are
homogeneous of the same degree with the same dehomogenization, then f1 = f2.
i) Since fg and fg are both homogeneous of the same degree and dehomogenize to fg, by the
above reasoning they must be equal.
ii) Recall that ∂X = X ∩ V(x0), so it suffices to show that f ∈ R
∗ if and only if V(f) ∩ X ⊆
V(x0). If g1, . . . ,gr is a Gro¨bner basis for the defining ideal I of X, then X has defining ideal
(g1, . . . ,gr) [Eis95, Prop. 15.31]. It thus suffices to show 1 ∈ (f,g1, . . . ,gr) if and only if x0 ∈√
(f,g1, . . . ,gr). The “if” direction follows by dehomogenizing. For the “only if” direction, pick h
with 1− fh ∈ I. Then 1− fh ∈ (g1, . . . ,gr). But 1− fh = x
d
0 − fh, where d = deg(fh), as both sides
are homogeneous and dehomogenize to 1− fh. By (i) therefore, xd0 ∈ (f,g1, . . . ,gr) as desired. 
Suppose now that X is normal, and write Div(X) (resp. Cl(X)) for the group of Weil divisors
(resp. the divisor class group) on X. Let Div0(X) (resp. Cl0(X)) denote the subgroup of divisors
(resp. divisor classes) of degree zero.
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Definition 2.2. We define
Div0∂(X) :=
{∑
finite
aiPi
∣∣∣ Pi component of ∂X,ai ∈ Z,∑ai = 0
}
⊆ Div0(X)
i.e. the subgroup of Div0(X) supported on ∂X. This makes sense since ∂X has codimension 1 in X.
Now, homogenization gives a natural map R∗ →֒ Frac(R)∗, which is a homomorphism of
multiplicative groups by Lemma 2.1(i). Composing with the natural map Frac(R)∗ → Div0(X),
f 7→ div(f) gives a homomorphism φ˜ : R∗ → Div0(X) from a multiplicative abelian group to an
additive abelian group. Since a unit is a rational function which is invertible on X, hence has zeros
and poles only on ∂X by Lemma 2.1(ii), this shows that the image of φ˜ is contained in Div0∂(X).
Next, the kernel of φ˜ consists of units whose associated rational function has no zeros or poles
anywhere on X. Such an element must be a scalar, i.e. comes from k∗, so we have an induced map
φ : R∗/k∗ →֒ Div0∂(X).
Putting the above reasoning together yields a classical theorem of Samuel [Sam66] on the struc-
ture of the unit group:
Theorem 2.3 ([Sam66]). Let k be an algebraically closed field, and let R be a finitely generated k-algebra
that is a domain. Then R∗/k∗ is a finitely generated free abelian group.
Proof. Let R be the homogenization of R with respect to some new variable x0. If X = Proj(R) is
normal, then the reasoning above shows that R∗/k∗ embeds in the finitely generated free abelian
group Div0∂(X), and subgroups of finitely generated free abelian groups are again finitely gener-
ated free abelian.
If X is not normal, let X˜ be the normalization of X. The normalization map X˜
η
−→ X identifies
η−1(X)with Spec(R˜), where R˜ is the integral closure of R in its fraction field. This gives an inclusion
map R∗/k∗ →֒ (R˜)∗/k∗. As (R˜)∗/k∗ is finitely generated free abelian by the previous case, R∗/k∗
is as well. 
Remark 2.4. Note that the unit group of the coordinate ring of a projective variety is trivial to
compute: indeed, in this case R
∗
= k∗, as any positively graded domain has units concentrated in
degree 0. Thus Theorem 2.3 is only interesting for rings which are not positively graded.
Remark 2.5. The assumptions in Theorem 2.3 are necessary: if k is not algebraically closed, then
the unit group modulo scalar units may have torsion, i.e. roots of unity. If R is not a domain, then
R∗/k∗ need not be Z-free: e.g. R = k[x]/(x2) has R∗/k∗ isomorphic to the additive group of k.
Remark 2.6. In the setting of Theorem 2.3, the exact sequence (2.0.1) splits (since R∗/k∗ is free
abelian), i.e. R∗ ∼= k∗ ⊕ R∗/k∗. Thus we also understand R∗ if we understand R∗/k∗.
2.7. Intrinsic tropicalization. We now discuss some motivation for computing unit groups com-
ing from tropical geometry, following the presentation in [MS15]. Recall that a variety X is said to
be very affine if X admits a closed embedding into an algebraic torus T. Intuitively, a subvariety of
Pm is affine if it misses a coordinate hyperplane, and very affine if it misses all coordinate hyper-
planes. Algebraically, this means that the coordinate ring R of X is (isomorphic to) a quotient of a
Laurent polynomial ring k[x±1 , . . . , x
±
m]. We note that given a very affine variety X ⊆ T
n, one can
take its projective closure X ⊆ Pn with boundary ∂X := X \ X = X ∩ V(x0 · · · xn), and the above
discussion (cf. Lemma 2.1, Definition 2.2) carries over to this setting.
In general, there are many different closed embeddings of X into tori Tm for various m. To
remove the dependence on the choice of embedding, one must choose a “natural” embedding of
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X into a fixed torus. As it turns out, the right object to consider is the so-called intrinsic torus of X,
which is by definition [MS15, Definition 6.4.2]
Tin := HomZ(R
∗/k∗, k∗).
Note that by Theorem 2.3, R∗/k∗ is free abelian, so the Hom group is isomorphic to a product
of copies of k∗, which is an algebraic torus over k. A Z-basis f1, . . . , fn of R
∗/k∗ gives rise to an
embedding i : X →֒ Tin, via x 7→ (f1(x), . . . , fn(x)). With such a choice of basis, the importance
of the intrinsic torus is immediate from the following “pseudo-universal” property (cf. [MS15,
Proposition 6.4.4]): for every closed embedding j : X −֒→ Tm of X into a torus, there is a map of
tori ϕ : Tin → Tm given by Laurent monomials (which need not be an embedding) such that the
following diagram commutes:
X Tin
Tm
i
j
ϕ
It is a basic task in tropical geometry to tropicalize a very affine variety with respect to a par-
ticular embedding in a torus. From a foundational viewpoint, it is desirable to have an intrinsic
tropicalization, with respect to the intrinsic torus, so that the tropicalization depends only on the
very affine variety X and not the specific embedding X →֒ Tm. Furthermore, in the setup of the
commutative diagram above, the tropicalization of X embedded in Tm is given by the image of
the intrinsic tropicalization under the affine map Trop(ϕ). Hence any other tropicalization of X
can be recovered from the intrinsic tropicalization.
However, from a computational standpoint, the very affine variety is most often described by its
ideal in a fixed embedding. To obtain an intrinsic tropicalization one must be able to compute the
defining ideal of the very affine variety in its intrinsic torus; the key to doing so is to first compute
a basis of R∗/k∗. Of course an embedding i into the intrinsic torus depends on our choice of basis
for R∗/k∗, but we nevertheless often speak of the intrinsic embedding into the intrinsic torus.
3. GENERAL RESULTS ON VARIETIES
In this section we reinterpret our problem in the context of class groups. We retain the setup
from the previous section: let X be a very affine variety over an algebraically closed field k, with
coordinate ring R.
Definition 3.1. Define Cl0∂(X) to be the cokernel of the group homomorphism R
∗/k∗
φ
−−−−→
Div0∂(X).
By definition, there is a short exact sequence of abelian groups
1 −−−→ R∗/k∗ φ−−−−→ Div0∂(X) −−−→ Cl0∂(X) −−−→ 0 (3.1.1)
Corollary 3.2. Let r be the number of divisorial components of ∂X. Then rankR∗/k∗ ≤ r − 1, with
equality if and only if Cl0∂(X) is torsion.
Proof. The subgroup Div∂(X) of Div(X) (consisting of Weil divisors supported on ∂X) is a free
group of rank r, and the degree 0 condition implies Div0∂(X) is a free subgroup of rank r− 1. 
Corollary 3.3. If C is a very affine curve over k with coordinate ring R, with projective closure C ⊆ Pnk of
degree d, then rankR∗/k∗ ≤ (n+ 1)d− 1.
4
Proof. As C is a curve, the divisorial components of ∂C are just the (closed) points of ∂C. Since C
is very affine, the boundary ∂C consists of the intersections of C with each of the n+ 1 coordinate
hyperplanes in Pnk . Then degC = d implies ∂C consists of at most (n+ 1)d points, and the result
follows from Corollary 3.2. 
Samuel’s Theorem 2.3 tells us that the structure of the unit group – as an abstract group – is as
nice as possible. However, we needmore information about the other groups in (3.1.1) to explicitly
give generators for R∗/k∗. The following basic, but crucial, point states that all relations in Cl0∂(X)
are “geometric”, in the sense that they come from the class group of X.
Proposition 3.4. Cl0∂(X) is a subgroup of Cl
0(X).
Proof. Consider the composition
Cl0∂(X)
∼= Div0∂(X)/(R
∗/k∗)
α
−֒→ Div0(X)/(R∗/k∗) β−→ Cl0(X).
To show that the composite is an injection, it suffices to show that Im(α) ∩ ker(β) = {0}. But this
follows since ker(β) = Frac(R)∗/(R∗/k∗), and Frac(R)∗ ∩Div0∂(X) = R
∗/k∗, as a rational function
on X supported only on ∂X is a unit on X. 
Remark 3.5. Recall that the class group of the ring of integers of a number field is finite. If a similar
result held in our setting, Corollary 3.2 would give an explicit description for the rank of R∗/k∗.
Unfortunately, of course, Cl(X) need not be so well-behaved in general.
In general, our approach to computing R∗/k∗ via (3.1.1) proceeds in three parts:
Question 1. What are the generators of the image of R∗/k∗ in Div0∂(X)?
Question 2. Given D ∈ Div0∂(X) that is in the image of R
∗/k∗, can we find polynomials f,g such
that f/g ∈ R∗/k∗ is mapped toD (under the inclusion R∗ ⊆ Frac(R))?
Question 3. Given an element of R∗/k∗ expressed as a rational function as in Question 2, can we
find a representative for it in R?
Note that Proposition 3.4 suggests a path towards progress on Question 1, as the image of
R∗/k∗ in Div0∂(X) equals ker(Div
0
∂(X) → Cl0∂(X)), and by Proposition 3.4 this is the same as
ker(Div0∂(X) → Cl0(X)). Ultimately though, one needs control over Cl0(X) to solve Questions
1 and 2, and this will require methods particular to the varieties under consideration.
On the other hand, Question 3 can be solved with relatively basic Gro¨bner basis algorithms,
which we use repeatedly in the remainder of the paper. We note that ordinary Gro¨bner basis
arguments over polynomial rings can be adapted to Laurent polynomial rings by identifying the
rings k[x±1 , . . . , x
±
n ]
∼= k[x1, . . . , xn, t]/(tx1 . . . xn − 1).
Algorithm 3.6 (Clearing denominators).
INPUT: f,g ∈ k[x±11 , . . . , x
±1
n ], I = (φ1, . . . ,φm) ⊆ k[x
±1
1 , . . . , x
±1
n ]with a fixed monomial order
OUTPUT: h ∈ k[x±11 , . . . , x
±1
n ]with f− gh ∈ I if such an h exists, or false otherwise
1: J← I+ (g)
2: G← Gro¨bnerBasis(J)
3: if f /∈ ideal(G) then
4: return false
5: end if
6: C = (C0, . . . ,Cm)← a vector with entries in R such that f = C0g+C1φ1 + . . .+Cmφm
7: return C0
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Lemma 3.7. For f,g ∈ R = k[x±11 , . . . , x
±1
n ]/I, Algorithm 3.6 correctly determines whether there exists
h ∈ R such that f = gh, and returns such an h if it exists.
Proof. A standard Gro¨bner basis argument checks whether f ∈ J and, if so, finds such a vector C
as above. Note that f ∈ J if and only if there exists h such that f− gh ∈ I, so that f = gh ∈ R. 
Algorithm 3.8 (Testing units).
INPUT: h ∈ k[x±11 , . . . , x
±1
n ], I = (φ1, . . . ,φm) ⊆ k[x
±1
1 , . . . , x
±1
n ]with a fixed monomial order
OUTPUT: true if h ∈ (k[x±11 , . . . , x
±1
n ]/I)
∗, or false otherwise
1: J← I+ (h)
2: G← Gro¨bnerBasis(J)
3: if 1 ∈ ideal(G) then
4: return true
5: end if
6: return false
Lemma 3.9. For h ∈ R = k[x±11 , . . . , x
±1
n ]/I, Algorithm 3.8 correctly tests if h is a unit in R.
Proof. A standard Gro¨bner basis argument checks whether 1 ∈ J. Note that 1 ∈ J = I+ (h) ⊆
k[x±11 , . . . , x
±1
n ] if and only if h ∈ (k[x
±1
1 , . . . , x
±1
n ]/I)
∗. 
Algorithm 3.10 (Computing preimages of R∗ → Frac(R)∗).
INPUT: f,g ∈ k[x0, . . . , xn] homogeneous,
f
g
∈ Frac(R)∗ and I = (φ1, . . . ,φm) ⊆ k[x
±1
1 , . . . , x
±1
n ]
with a fixed monomial order
OUTPUT: h ∈ k[x±11 , . . . , x
±1
n ] such that h =
f
g in Frac(R)
∗ (via the inclusion R∗ ⊆ Frac(R)∗) if such
an h exists, or false otherwise
1: f← f(1, x1, . . . , xn)
2: g← g(1, x1, . . . , xn)
3: if Algorithm 3.6(f,g, I) = false then
4: return false
5: else
6: h← Algorithm 3.6(f,g, I)
7: if Algorithm 3.8(h, I) = true then
8: return h
9: else
10: return false
11: end if
12: end if
Lemma 3.11. LetX be a very affine variety over kwith coordinate ring R = k[x±11 , . . . , x
±1
n ]/(φ1, . . . ,φm).
Let f and g be homogeneous polynomials in k[x0, . . . , xn], and f,g ∈ k[x1, . . . , xn] their dehomogenizations
with respect to x0. Given a rational function
f
g ∈ Frac(R)
∗, Algorithm 3.10 correctly decides whether
f
g ∈ R
∗ (via the inclusion R∗ ⊆ Frac(R)∗), and if so, computes a representative h ∈ k[x±11 , . . . , x
±
n ] for
f
g .
Proof. If f/g ∈ R∗ then there must exist a Laurent polynomial h ∈ R∗ such that fg = h in Frac(R)
∗,
where h is the homogenization of h with respect to x0. Thus f− gh = 0 in Frac(R)
∗, so f− gh ∈ I.
Since h ∈ R∗, Algorithm 3.8 will verify that h is a unit, and Algorithm 3.10 will return h.
Now assume that f/g /∈ R∗. The algorithm will return false unless Algorithm 3.6 returns some
h ∈ R∗ such that f− gh. Suppose this occurs. By homogenizing, we see that f = gh in R and fg = h
in Frac(R)∗, which is a contradiction. 
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4. FERMAT CURVES AND PLANE CONICS
We now consider two simple families of curves, Fermat curves and plane conics. These serve
as our first two classes of examples for our general problem of computing unit groups.
4.1. Fermat curves. We first approach the problem of constructing unit groups in a purely ele-
mentary, algebraic way:
Lemma 4.2. Let T := k[x±11 , . . . , x
±1
d ] be a Laurent polynomial ring, I ⊆ T an ideal, u ∈ T a monomial,
a ∈ k∗, and f ∈ I. If there exist g,h ∈ T with f+ au = gh, then g,h are units in R := T/I.
Proof. Note that u is a unit in T (being monomial), so au is a unit in R. Since gh = au ∈ R∗, we
have that g and h are also units in R. 
Example 4.3 (Fermat curves). Consider the family of Fermat curves, which are plane curves in
P2 = Proj(k[x,y, z]) defined by equations of the form xd + yd = zd, for d ∈ N. For a fixed degree
d, we have C := V(xd + yd − zd) ⊆ P2 with homogeneous coordinate ring R := C[x,y, z]/(xd +
yd − zd). Dehomogenizing with respect to z and intersecting with the torus in A2 gives a very
affine Fermat curve C with coordinate ring R = C[x±1,y±1]/(xd + yd − 1).
We will use (3.1.1) and Lemma 4.2 to show that the unit group R∗/k∗ has 3d− 1 independent
elements. By Corollary 3.3, rankR∗/k∗ ≤ (n+ 1)d− 1 = 3d− 1, so this bound is tight.
Consider the relation
−xd = yd − 1 =
d−1∏
i=0
(y− ζid)
which holds in R, where ζd is a primitive d-th root of unity. From Lemma 4.2, we conclude that
(y− ζid) is a unit in R, for all 0 ≤ i ≤ d− 1. Interpreting the above relation as a dependency among
x,y− ζd, . . . ,y− ζ
d−1
d in R
∗/k∗, we can write any y− ζid multiplicatively in terms of x and y− ζ
j
d
for j 6= i. Thus we can choose – for instance – to treat y− ζd−1d as redundant, and we obtain new
units y− ζid for 0 ≤ i ≤ d− 2. Note that the relation above does not give a way to express x in
terms of y− ζid, since x appears with multiplicity d.
In an analogous way, we may also rearrange the defining equation of R to obtain
−yd = xd − 1 =
d−1∏
i=0
(x− ζid)
which gives new units x− ζid for 0 ≤ i ≤ d− 2. Finally, the rearrangement
1 = xd + yd =
d−1∏
i=0
(x− ζ2i+12d y)
gives new units x− ζ2i+12d y for 0 ≤ i ≤ d− 2.
We thus have the units x− ζid, y− ζ
i
d, x− ζ
2i+1
2d where 0 ≤ i ≤ d− 2. In addition to the two
units x,y, this gives a total of 3(d− 1) + 2 = 3d− 1 units. Note that although we have accounted
for obvious redundancies by removing x− ζd−1d ,y− ζ
d−1
d , and x+ ζ
2d−1
2d y, we have not yet shown
that these 3d− 1 units are independent. Algebraically, this would entail showing that there are
no nontrivial multiplicative relations between these 3d− 1 elements, a fairly nontrivial task. We
instead adopt a geometric approach, whose utility will become evident already in this case.
First, the divisors of these units (viewed as rational functions) are supported on the boundary
∂C of the Fermat curve, which consists of the following 3d points:
(1) Pi := [ζ
2i+1
2d : 1 : 0] for 0 ≤ i ≤ d− 1
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(2) Qi := [ζ
i
d : 0 : 1] for 0 ≤ i ≤ d− 1
(3) Ti := [0 : ζ
i
d : 1] for 0 ≤ i ≤ d− 1
As before, let φ : R∗/k∗ → Div0∂(X) be the injection in Equation (3.1.1). We have
(1) φ(x) =
∑
Ti −
∑
Pi
(2) φ(y) =
∑
Qi −
∑
Pi
(3) φ(y− ζjd) = dTj −
∑
Pi for 0 ≤ j ≤ d− 2
(4) φ(x− ζjd) = dQj −
∑
Pi for 0 ≤ j ≤ d− 2
(5) φ(x− ζ2j+12d y) = (d− 1)Pj −
∑
i 6=j Pi for 0 ≤ j ≤ d− 2
Under the identification Div∂(C) = Z〈P1, . . . ,Pd,Q1, . . . ,Qd, T1, . . . , Td〉 ∼= Z
3d, we obtain the
following 3d× (3d− 1) matrix whose columns represent the divisors of our given units.
A straightforward check shows that this matrix has full rank 3d − 1, and therefore our units
have no relations. It is natural at this point to ask whether these units form a basis for the unit
group. It turns out that this need not be the case, as shown in Example 4.8.
Remark 4.4. We observe several things about this computation. First, we did not necessarily com-
pute generators of R∗/k∗. Instead, we found enough mutually independent elements to confirm
a rank statement on R∗/k∗. Next, this technique was only effective for the Fermat curve because
of special features of its defining equation. With more variables or nearly any perturbation of
the defining equation, the method of obtaining units above fails. Finally, the argument above can
only prove lower bounds on the rank of the unit group. We want to compute generators of the
unit group, so in general we will need more tools than Lemma 4.2.
4.5. Plane conics. Let C ⊆ P2k be a smooth projective plane conic defined by a homogeneous
quadric f(x,y, z), and C the corresponding very affine curve (obtained by dehomogenizing with
respect to z and intersecting with the 2-torus T2 := A2 \ V(xy)), with coordinate ring R. We de-
scribe methods for answering Question 1 andQuestion 2 in this case. Combinedwith Lemma 3.11,
this gives an algorithm to compute a basis of C∗/k∗.
Algorithm 4.6 (Computing unit groups of conics).
INPUT: A homogeneous quadric f(x,y, z) defining a plane conic C ⊆ P2
OUTPUT: A basis of R∗/k∗
1: P1, . . . ,Pn ← boundary points of C
2: P ← any other point of C
3: for all i ∈ {1, . . . ,n} do
4: Li ← defining equation of line between Pi and P
5: end for
6: for all i ∈ {1, . . . ,n− 1} do
7: Compute fi ∈ k[x
±1,y±1] equivalent to Li/Li+1 in R using Algorithm 3.10
8: end for
9: return f1, . . . , fn−1
Theorem 4.7. Algorithm 4.6 computes a basis for R∗/k∗.
Proof. Observe that Cl0(C) = 0 (asC ∼= P1). (3.1.1) then implies that the injection R∗/k∗ →֒ Div0∂(C)
is an isomorphism. Then, note that P1 − P2, · · · ,Pn−1 − Pn forms a basis for Div
0
∂(C), and Li/Li+1
corresponds to the divisor Pi − Pi+1. Applying Algorithm 3.10 finishes the proof. 
Note that the choice of basis {Pi − Pi+1} in the above proof was arbitrary; any basis of Div
0
∂(C)
would suffice. On the other hand, this basis gives the very simple rational functions Li/Li+1.
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1d×1 0d×1
0d×1 1d×1
01×d−1
dId−1
0d×d−1
0d+1×d−1
dId−1
02d×d−1
−11×3d−1
−1d−1×2d −1d−1×d−1 + dId−1
FIGURE 1. The block matrix whose columns are divisors of the units described in
Example 4.3 for the Fermat curve xd + yd = zd. Here am×n is an m × n matrix
whose elements are all a, and In is the n× n identity matrix.
Example 4.8. Consider the degree 2 Fermat curve C defined by x2 + y2 = z2. We show that
the units produced in Example 4.3 are not generators of R∗/k∗. As in Example 4.3, we have the
following boundary points:
(1) P0 := [i : 1 : 0]
(2) P1 := [−i : 1 : 0]
(3) Q0 := [1 : 0 : 1]
(4) Q1 := [−1 : 0 : 1]
(5) T0 := [0 : 1 : 1]
(6) T1 := [0 : − 1 : 1]
Example 4.3 gives the following units and divisors (with R∗/k∗
φ
−֒→ Div0∂(C) as in Equation (3.1.1)):
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(1) φ(x) = T0 + T1 − P0 − P1
(2) φ(y) = Q0 +Q1 − P0 − P1
(3) φ(y− 1) = 2T0 − P0 − P1
(4) φ(x− 1) = 2Q0 − P0 − P1
(5) φ(x− iy) = P0 − P1
The subgroup of Div0∂(C) generated by these divisors is given by the integer column span of the
matrix, which is exactly Figure 1 for d = 2:


−1 −1 −1 −1 1
−1 −1 −1 −1 −1
0 1 0 2 0
0 1 0 0 0
1 0 2 0 0
1 0 0 0 0


As noted in Algorithm 4.6, one basis for Div0∂(C) is {Pi − Pi+1 | 1 ≤ i ≤ n− 1} = P1 − P2,P2 −
P3, . . . ,Pn−1 − Pn. From this basis we obtain the matrix

1 0 0 0 0
−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1
0 0 0 0 −1


The first lattice has index 4 in the second. It follows that the units given in Example 4.3 are not
generators in this case.
Example 4.9. Let C be the conic defined by f = (1+ t)x2 + (1+ t)y2 + (1+ t)z2 − (2+ 2t+ t2)xy−
(2+ 2t+ t2)yz− (2+ 2t+ t2)xz, where k is the field of Puiseux series in t over C. Consider the
very affine curve C given by intersecting with the canonical torus. Its boundary points are
(1) P1 := [0 : 1 : t+ 1]
(2) P2 := [0 : t+ 1 : 1]
(3) P3 := [1 : 0 : t+ 1]
(4) P4 := [t+ 1 : 0 : 1]
(5) P5 := [1 : t+ 1 : 0]
(6) P6 := [t+ 1 : 1 : 0]
As described above, we can take a basis of Div0∂(C) to be differences of these boundary points,
e.g. P3 − P1, P3 − P2, P5 − P3, P5 − P4, and P6 − P1. Algorithm 4.6 gives the following particularly
nice generators of the unit group:
(1) P3 − P1 gives f1 := (line between P3 and P2)/(line between P1 and P2) =
(t+1)2x+y−(t+1)
x
=
(t+ 1)2 + yx−1 − (t+ 1)x−1
(2) P3 − P2 gives f2 := (line between P1 and P3)/(line between P1 and P2) =
(t+1)x+(t+1)y−1
x =
(t+ 1) + (t+ 1)yx−1 − x−1
(3) P5 − P3 gives f3 := (line between P5 and P4)/(line between P3 and P4) =
(t+1)x−y−(t+1)2
y =
(t+ 1)xy−1 − 1− (t+ 1)2y−1
(4) P5 − P4 gives f4 := (line between P5 and P3)/(line between P3 and P4) =
(t+1)x−y−1
y
= (t+
1)xy−1 − 1− y−1
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(5) P6 − P1 gives f5 := (line between P6 and P2)/(line between P1 and P2) =
x−(t+1)y+(t+1)2
x
=
1− (t+ 1)yx−1 + (t+ 1)2x−1
So the intrinsic torus has dimension 5, and these generators specify a map into the intrinsic
torus, corresponding to the ring map ϕ : k[x±11 , . . . , x
±1
5 ]→ k[x±1,y±1]/(f) sending xi 7→ fi.
We note that the tropicalization of f is simply the tropical line 0⊕ x⊕ y shown in Figure 2:
FIGURE 2. The tropicalization of the conic in Example 4.9.
We used Singular [DGPS18] to compute the tropicalization of f in its intrinsic torus with basis
equal to {x,y, f1, f2, f3}. The intrinsic tropicalization has the following snowflake structure typical
of a generic tropical conic as in Figure 3:
FIGURE 3. The intrinsic tropicalization of the conic in Example 4.9.
Remark 4.10. Consider the complete graph whose nodes are the elements of ∂C. Choose a span-
ning tree of this graph, and pick an edge for each direction. Each edge of this tree gives a divisor;
namely an edge from P toQ gives the divisor P −Q. This gives a basis of Div∂(C).
For instance, in Example 4.8, the basis
P0 −Q0,P1 −Q0,Q1 − P0, T0 − P0, T1 − P0
corresponds to the directed tree in Figure 4:
Similarly, the basis
Q0 − P0,Q0 − P1,Q0 −Q1,Q0 − T0,Q0 − T1
corresponds to the tree in Figure 5 (rooted at Q0):
5. RATIONAL NORMAL CURVES
We next turn our attention to rational normal curves in parametric form. Recall that for any n,
a rational normal curve C of degree n is the image of P1 under an embedding ν : P1 −֒→ Pn given
by ν([S : T ]) = [f0(S, T) : · · · : fn(S, T)], where f0, . . . , fn are k-linearly independent homogeneous
11
P0 Q0 P1
T0 Q1 T1
FIGURE 4. A directed tree describing a basis for the intrinsic torus of Example 4.8.
P0 Q0 P1
T0 Q1 T1
FIGURE 5. Another directed tree describing a basis for the intrinsic torus of Example 4.8.
polynomials of degree n. LetC := C∩Tn be the corresponding very affine curve, with coordinate
ring R. Our goal in this section is to give an algorithm for computing a basis of R∗/k∗.
Remark 5.1. Plane conics are precisely the rational normal curves of degree 2, so the following
discussion generalizes part of Section 4 in some sense. Note though that the presentation of the
curves in question has changed: here we do not begin with the implicit equations of the rational
normal curve in Pn.
The following is a modification of the polynomial subalgebra membership algorithm given in
[CLO15, 7.3.7].
Algorithm 5.2 (Subalgebra membership).
INPUT: f0, . . . , fn degree n homogeneous polynomials in k[S, T ] defining a rational normal curve,
and a rational function fg ∈ k(S, T)
OUTPUT: γ ∈ k[x±11 , . . . , x
±1
n ] such that its homogenization γ ∈ k[x
±1
0 , . . . , x
±1
n ] satisfies
f(S,T)
g(S,T) =
γ
(
f0(S, T), . . . , fn(S, T)
)
if such a γ exists, or false otherwise
1: I← ideal(y0 − f0, . . . ,yn − fn, z0 − s0, . . . , zn − sn, f0s0 − 1, . . . , fnsn − 1,gs− 1) in the polyno-
mial ring k[y0, . . . ,yn, z0, . . . , zn, s0, . . . , sn, s, S, T ]
2: G ← Gro¨bnerBasis(I) in a monomial ordering where any monomial involving one of the
S, T , s, s0, . . . , sn is greater than any monomial in k[y0, . . . ,yn, z0 . . . , zn]
3: h← the remainder of dividing fs by G
4: if h ∈ k[y0, . . . ,yn, z0, . . . , zn] then
5: return h(1, x1, . . . , xn, 1, x
−1
1 , . . . , x
−1
n−1, x
−1
n )
6: else
7: return false
8: end if
Lemma 5.3. Let C be a rational normal curve with parametrization ψ : P1 −֒→ Pn given by f0, . . . , fn.
Algorithm 5.2 correctly returns the pushforward γ of a rational function f(S,T)
g(S,T) on ψ
−1(C) along the map
given by ψ−1(C) −֒→ C, if such a γ exists and is regular.
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Proof. There exists γ ∈ k[x±10 , . . . , x
±1
n ] such that
f
g
= γ
(
f0, . . . , fn
)
if and only if there exists χ ∈ k[y0, . . . ,yn, z0, . . . , zn] such that
f
g
= χ
(
f0, . . . , fn, f
−1
0 , . . . , f
−1
n
)
.
Setting the si to be the inverse of the fi and setting s to be the inverse of g, this is equivalent to the
statement that fs is in the k-algebra generated by {f0, . . . , fn, s0, . . . , sn} in the quotient ring
k[y0, . . . ,yn, z0, . . . , zn, s0, . . . , sn, s, S, T ]/(f0s0 − 1, . . . , fnsn − 1,gs− 1).
By [CLO15, 7.3.7], the previous statement is true if and only if h, the remainder upon divid-
ing fs by the Gro¨bner basis G, is in the polynomial ring k[y1, . . . ,yn, z1, . . . , zn]. Suppose γ ex-
ists, and let γ be its homogenization. By [CLO15, 7.3.7], fs = h(f0, . . . , fn, s0, . . . , sn) and γ =
h(x0, . . . , xn, x
−1
0 , . . . , x
−1
n ). Dehomogenizing, we get γ = h(1, x1, . . . , xn, 1, x
−1
1 , . . . , x
−1
n ) as the
pushforward of f/g. Because h is a Laurent polynomial, γ is regular on C. 
Algorithm 5.4 (Computing unit groups of rational normal curves).
INPUT: A rational normal curve C given parametrically by f0(T , S), . . . , fn(T , S) ∈ k[S, T ] and a
corresponding very affine curve given by setting f0 = 1
OUTPUT: A basis of R∗/k∗
1: D← ∅
2: [a1 : b1], . . . , [am : bm]← preimages of ∂C under the parametrization map P1 −֒→ Pn.
3: Choose any basis of Div0∂(C)
4: for all basis elements
∑
i ci[aki : bki ] −
∑
j dj[alj : blj ] do
5: f←∏i(bkiS− akiT)ci
6: g←∏j(bljS− aljT)dj
7: γ← Algorithm 5.2(f,g, f0, . . . , fn)
8: γ← γ(1, x1, . . . , xn)
9: D← D∪ {γ}
10: end for
11: return D
Theorem 1.1. Let C ⊆ Pnk be a rational normal curve over an algebraically closed field k, given paramet-
rically as the image of a map P1k →֒ Pnk . Let C := C ∩ Tn be the corresponding very affine curve, with
coordinate ring R. Then Algorithm 5.4 correctly computes a Z-basis of R∗/k∗.
Proof. Let C be parametrized by polynomials f0(S, T), . . . , fn(S, T) ∈ k[S, T ]. As C ∼= P
1, Cl0∂(C) =
0, so the injection R∗/k∗ →֒ Div0∂(C) is an isomorphism. For each basis element∑i ci[aki : bki ] −∑
j dj[alj : blj ], Algorithm 5.2 will produce a rational function γ on the projective curve which has
zeros of order ci at the points [f0(aki ,bki) : . . . , fn(aki : bki)] and poles of order dj at the points
[f0(alj : blj), · · · : fn(alj ,blj)]. By dehomogenizing to arrive at γ, we get exactly the element of R
∗
corresponding to our divisor. 
Example 5.5. Consider the degree 3 rational normal curve C ⊆ P3 given by the parametrization
[S3 − 4ST 2 : S2T − 9T 3 : (S− 3T)T 2 : (S+ 3T)T 2]
We compute the following boundary points:
(1) P1 = [0 : 1]
(2) P2 = [1 : 0]
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(3) P3 = [3 : 1]
(4) P4 = [−3 : 1]
(5) P5 = [2 : 1]
(6) P6 = [−2 : 1]
We choose the following basis of Div0∂(C):
P1 − 2P2 − P4 + P5 + P6,P2 − P3,P3 − P4,P4 − P5,P5 − P6
Choose coordinates x,y, z,w on P3. We run Algorithm 5.2 to obtain preimages under φ of our
basis of Div0∂(C) in Frac(R)
∗. Their corresponding dehomogenizations with respect to w give a
basis of R∗/k∗:
(1) x x
(2) y y
(3) z z
(4)
x+ 5y+ 456 (w− z) + 10(w+ z)
x
 
x+ 5y+ 456 (1− z) + 10(1+ z)
x
(5)
x− 4y+ 6(w− z) + 4(w+ z)
x
 
x− 4y+ 6(1− z) + 4(1+ z)
x
Remark 5.6. Although we do not do so here, one could consider various generalizations of the
results presented thus far. For example, one can essentially perform the same procedure with
“pinched” rational curves, i.e. smooth rational curves of degree > n in Pn. However, once
higher-dimensional varieties or curves with singularities are considered, the situation becomes
more complicated; even computing the boundary is no longer a simple task.
6. ELLIPTIC CURVES
Fix k = Q, let E ⊆ P2k be an elliptic curve with a given base point O, and set E := E ∩ T
2.
Due to Equation (3.1.1), computing the image of R∗/k∗ in Div0∂(E) is equivalent to computing the
relations between the closed points of ∂E =: {P1, . . . ,Pn} in Cl
0
∂(E). As the group law on the elliptic
curve coincides with the group law in the class group, it suffices to compute relations between the
corresponding points on the elliptic curve, which can be done via canonical Ne´ron–Tate heights.
6.1. The Canonical Ne´ron–Tate Height Pairing. We briefly define canonical Ne´ron–Tate heights,
following the exposition from [Sil09]. Speaking broadly, height functions measure the “arithmetic
complexity” of points on abelian varieties. For any field F and variety X, let X(F) denote the F-
rational points of X.
Theorem 6.2 (Ne´ron–Tate). Let E be an elliptic curve defined over a number field. There exists a function
h^ : E(Q)→ R called the canonical Ne´ron–Tate height satisfying the following properties:
(1) For all P,Q ∈ E(Q), the parallelogram law holds, i.e.
h^(P +Q) + h^(P −Q) = 2h^(P) + 2h^(Q).
(2) For all P ∈ E(Q) andm ∈ Z,
h^(mP) = m2h^(P).
(3) h^ is an even function, and the pairing
〈 , 〉 : E(Q)× E(Q)→ R
〈P,Q〉 = h^(P +Q) − h^(P) − h^(Q)
is bilinear. This is equivalent to saying that h^ is a quadratic form on E(Q). We call this the canonical
Ne´ron–Tate height pairing.
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(4) For all P ∈ E(Q), one has h^(P) ≥ 0, and h^(P) = 0 if and only if P is torsion.
For any number field K, we can obtain a bilinear form on E(K) by restricting the bilinear form
on E(Q) in Theorem 6.2(3). This can be extended to a bilinear form on the finite-dimensional real
vector space E(K)⊗R.
Proposition 6.3 ([Sil09, VIII.9.9.6]). The Ne´ron–Tate height induces a positive definite inner product on
E(K)⊗R.
One can compute heights on elliptic curves efficiently with Algorithm 6.1 in [MS16].
6.4. Computing Generators of the Unit Group. We now detail algorithms to solve Questions 1
and 2 for elliptic curves. First we treat Question 1. In addition to the above theory on Ne´ron–Tate
heights, we will need the following theorem and subroutines.
Theorem 6.5 ([Mah38], [Wey40, Theorem 4]). Suppose L is a sublattice in Zn of rank m. Fix some
topological vector space norm on Rn. For all 1 ≤ k ≤ m, letMk denote the minimum size ball centered at
the origin that contains k linearly independent vectors in L. Then there exists a basis {x1, . . . , xn} of L such
that for all 1 ≤ k ≤ m, |xk| ≤ (
3
2)
k−1Mk.
Subroutine 6.6. INPUT: A set of torsion points T1, . . . , Tr on an elliptic curve and torsion orders
m1, . . . ,mn
OUTPUT: Generators for the lattice of relations among T1, . . . , Tr in Z
r
1: D← ∅
2: for all (n1, . . . ,nr)where 0 ≤ ni ≤ mi do
3: if n1T1 + · · ·+ nrTr = 0 then
4: add (n1, . . . ,nr) toD
5: end if
6: end for
7: return D
Subroutine 6.6 correctly computes all relations among a set of torsion points, as it simply man-
ually checks all possible relations.
Subroutine 6.7. INPUT: A set of torsion-free pointsQ1, . . . ,Qn on an elliptic curve
OUTPUT: Generators in Zn for the lattice of relations among theQi in E(Q)/ tors
1: Compute the n× nmatrix A such that the Ai,j ← 〈Qi,Qj〉 = h^(Qi +Qj) − h^(Qi) − h^(Qj)
2: return generators of kerA∩Zn
Lemma 6.8. Subroutine 6.7 correctly computes the lattice of relations among the nontorsion pointsQ1, . . . ,Qn
in E(Q)/ tors.
Proof. Choose some number field K large enough such that {Q1, . . . ,Qn} ⊆ E(K). Note that E(K)
modulo torsion embeds into E(K)⊗ R. By Theorem 6.2 (3), A is the inner product matrix of a
nondegenerate inner product, and thus kerA ∩ Zn comprises the relations among the Qi up to
torsion. 
We are now ready to solve Question 1 for elliptic curves.
Algorithm 6.9 (Answering Question 1 for elliptic curves).
INPUT: An elliptic curve over Q with a nonempty finite set of distinguished points S ⊆ E(Q) and
a base point O
OUTPUT: A minimal generating set of ker(Div0S(E)→ Cl0(E))
1: Determine the torsion points of S using heights. Let Q1, . . . ,Qn refer to torsion-free points,
and let T1, . . . , Tr refer to torsion points with ordersm1, . . . ,mr respectively.
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2: D← ∅ ⊆ Zn+r
3: G← finite subgroup generated by (T1, . . . , Tr) ⊆ E(Q)
4: DT ← relations between T1, . . . , Tr as given by Subroutine 6.6
5: for all (n1, . . . ,nr) ∈ DT do
6: add (0, . . . , 0,n1, . . . ,nr) toD
7: end for
8: DQ ← relations modulo torsion betweenQ1, . . . ,Qn as given by Subroutine 6.7
9: ℓ← rank(spanZ(DQ))
10: λ← 0, Sλ ← ∅ ⊂ Zn
11: while rank(spanZ(Sλ)) 6= ℓ do
12: λ← λ+ 1
13: Sλ ← {(m1, . . . ,mn) ∈ spanZ(DQ) | √∑m2i ≤ λ and m1Q1 + · · · +mnQn ∈ G}
14: end while
15: Λ← {(m1, . . . ,mn) ∈ spanZ(DQ) | √∑m2i ≤ (32)k−1λ and m1Q1 + · · ·+mnQn ∈ G}
16: for (m1, . . . ,mn) ∈ Λ do
17: Choose (n1, . . . ,nr) such thatm1Q1 + · · · +mnQn + n1T1 + · · ·+ nrTr = 0
18: add (m1, ...,mn,n1, . . . ,nr) toD
19: end for
20: L← {(m1, . . . ,mn,n1, . . . ,nr) ∈ Zn+r |∑mi +∑nj = 0}
21: return a minimal set of generators for spanZ(D)∩ L
Lemma 6.10. For a distinguished set S of Q-points on the elliptic curve E, Algorithm 6.9 correctly com-
putes a minimal generating set of the kernel of the map Div0S(E)→ Cl0(E).
Proof. We first prove that the algorithm terminates. Let ψ denote the map DivS(E) → ClS(E), and
let ψ0 denote the restriction Div
0
S(E) → Cl0S(E). Identify Div0S(E) ∼= Z〈Q1, . . . ,Qn, T1, . . . , Tr〉 with
Zn+r using this ordering of elements in S. For any subset M ⊆ {1, . . . ,n+ r}, let πM denote the
projection onto those coordinates.
Note that π{1,...,n}(kerψ) ⊆ spanZ(DQ). In fact π{1,...,n}(kerψ) has the same rank as spanZ(DQ);
if (m1, . . . ,mn) ∈ spanZ(DQ), then m1Q1 + · · · +mnQn ∈ G and thus is torsion. It follows that
there exists some m ∈ Z such that mm1Q1 + · · · +mmnQn = 0, so that (mm1, . . . ,mmn) ∈
π{1,...,n}(kerψ). Hence there exists a λ large enough to exit the while loop, and the algorithm ter-
minates.
We now show the correctness of the algorithm. We claim that π{1,...,n}(kerψ) = spanZ(Λ).
Note by definition that Λ ⊆ π{1,...,n}(kerψ) so spanZ(Λ) ⊆ π{1,...,n}(kerψ). By Theorem 6.5, as Sλ
contains at least ℓ linearly independent elements, Λ will contain a lattice basis of π{1,...,n}(kerψ).
Thus π{1,...,n}(kerψ) = spanZ(S).
Next we show that span(D) = kerψ. Clearly span(D) ⊆ kerψ by construction. Suppose
(m1, . . . ,mn,n1, . . . ,nr) ∈ kerψ. Then (m1, . . . ,mn) ∈ π{1,...,n}(kerψ) = spanZ(Λ), so there exist
n ′1, . . . ,n
′
r such that (m1, . . . ,mn,n
′
1, . . . ,n
′
r) ∈ span(D) ⊆ kerψ. Thus, (0, . . . , 0,n1 − n
′
1, . . . ,nr −
n ′r) ∈ kerψ. However, (0, . . . , 0,n1 −n
′
1, . . . ,nr −n
′
r) ∈ span(D) because of Subroutine 6.6, so
(m1, . . . ,mn,n
′
1, . . . ,n
′
r) + (0, . . . , 0,n1 − n
′
1, . . . ,nr − n
′
r) = (m1, . . . ,mn,n1, . . . ,nr) ∈ span(D).
To conclude, we note that kerψ0 = kerψ∩ L = spanZ(D) ∩ L. 
We now turn our attention to answering Question 2. The following is an explicit version of
Miller’s algorithm, specialized to genus 1 [Mil86].
Algorithm 6.11 (Answering Question 2 for elliptic curves).
INPUT: An elliptic curve E with basepoint O and a divisor D ∈ Div0(E)
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OUTPUT: WhetherD is in the image R∗/k∗, and an element of Frac(R)∗ mapping toD if it is
1: f← 1
2: while |D| 6= 0 do
3: if ∃P,Q such that nP,nQ > 0 and P 6= −Q then
4: D← D− (P +Q+ (−P +Q) − 3O)
5: f← fL where L is the line through P andQ
6: else if ∃P,Q such that nP,nQ > 0 and P = −Q then
7: D← D− (P +Q− 2O)
8: f← fL where L is the line through P andQ
9: else if ∃P,Q such that nP,nQ < 0 and P 6= −Q then
10: D← D+ (P +Q+ (−P +Q) − 3O)
11: f← f/L where L is the line through P and Q
12: else if ∃P,Q such that nP,nQ < 0 and P = −Q then
13: D← D+ (P +Q− 2O)
14: f← f/L where L is the line through P and Q
15: else if D is of the formmP −nQ+ oO form,n ≥ 0 then
16: ifm ≥ 2 and P has order 3 then
17: D← D− (3P − 3O)
18: f← fL where L is the tangent line at P
19: else ifm ≥ 2 and P does not have order 2 then
20: D← D− (2P + (−2P) − 3O)
21: f← fL where L is the tangent line at P
22: else ifm ≥ 2 and P has order 2 then
23: D← D− (2P − 2O)
24: f← fL where L is the tangent line at P
25: else if n ≥ 2 andQ has order 3 then
26: D← D+ (3Q− 3O)
27: f← f/L where L is the tangent line at Q
28: else if n ≥ 2 andQ does not have order 2 then
29: D← D+ (2Q+ (−2Q) − 3O)
30: f← f/L where L is the tangent line at Q
31: else if n ≥ 2 andQ has order 2 then
32: D← D− (2Q− 2O)
33: f← f/L where L is the tangent line at Q
34: else ifm = 1 and n = 1 then
35: D← D+ (Q+ (−Q) − 2O)
36: f← f/L where L is the line throughQ and −Q
37: else if (m = 1 and n = 0) or (m = 0 and n = 1) then
38: return this divisor is not in the image of R∗/k∗
39: end if
40: end if
41: end while
42: return f
Lemma 6.12. Algorithm 6.11 correctly determines whether a divisor D is in the image of R∗/k∗ and
computes an element f of Frac(R)∗ mapping to D if so.
Proof. Let φ denote the map R∗/k∗ −֒→ Div0(E). Note that the quantity D−φ(f) is a loop invari-
ant. Note additionally that during every execution of the loop, exactly one of the conditionals is
satisfied; if line 3, 6, 9, and 12 are not satisfied, then D must be of the form mP − nQ + oO for
17
m,n ≥ 0. If D = mP − nQ+ oO then exactly one of line 16, 19, 22, 25, 28, 31, 34, or 37 must be
satisfied. |D| is strictly reduced during each iteration unless line 34 or line 37 are satisfied. Line 37
terminates the program. Line 34 cannot be satisfied in two consecutive loops. Thus the algorithm
will terminate.
Assume D ∈ φ(R∗/k∗). If at some point in execution |D| = 0, then as D is degree 0, D = 0
and so D = φ(f). If, during the execution of the algorithm, line 37 is satisfied, then some point is
linearly equivalent to the origin, which is a contradiction. Hence the algorithm outputs an element
f with the desired property.
Now assumeD /∈ φ(R∗/k∗). Because of the loop invariantD−φ(f), we will never have |D| = 0.
Because the algorithm terminates, it must terminate at line 37, as desired. 
Putting together Lemmas 6.10 and 6.12 and 3.11, we obtain the following result:
Algorithm 6.13 (Computing unit groups of elliptic curves).
INPUT: An elliptic curve over Q with boundary points ∂ and a base point O
OUTPUT: A basis of R∗/k∗
V ← a generating set of the image of R∗/k∗ →֒ Div0∂(E) by Algorithm 6.9
B← ∅
for all v ∈ V do
f/g← rational function with divisor v using Algorithm 6.11
B← B∪ {h}, where h is a Laurent polynomial with the same divisor as f/g by Algorithm 3.10
end for
return B
Theorem 1.2. Let k = Q, let E ⊆ P2k be an elliptic curve, and let E := E ∩T
2 be the corresponding very
affine elliptic curve with coordinate ring R. Then Algorithm 6.13 correctly computes a Z-basis of R∗/k∗.
Remark 6.14. Many of the algorithms presented in this section are most easily implemented (e.g.
in Sage [The18]) for elliptic curves in Weierstrass form. Given a projective isomorphism of E to
a Weierstrass form W as ϕ : E → W, we can compute relations among the points in ϕ(∂E) using
Algorithm 6.9. These relations can be pulled back by ϕ−1 to all relations among the points in ∂E,
because ϕ induces an isomorphism Div0∂(E)
∼= Div0S(W).
Example 6.15. Let E be the very affine elliptic curve E = Spec(Q5[x
±1,y±1]/(y2−(x− 1)(x+ 1)(x−
4)) with basepoint [0 : 1 : 0]. We compute the following six boundary points of E ⊆ P2:
(1) Q1 := [0 : 2 : 1]
(2) Q2 := [0 : −2 : 1]
(3) T1 := [0 : 1 : 0]
(4) T2 := [1 : 0 : 1]
(5) T3 := [−1 : 0 : 1]
(6) T4 := [4 : 0 : 1]
T1 is the identity on E and has torsion order 1; T2, T3, and T4 have torsion order 2; andQ1 andQ2
are nontorsion. Algorithm 6.13 yields the following generating set for the lattice of relations, with
corresponding units:
(1) [1, 1, 1, 1,−2,−2] −y/x2
(2) [0, 2, 0, 0,−1,−1] (x− 1)/x
(3) [0, 0, 2, 0,−1,−1] (x+ 1)/x
(4) [0, 0, 0, 2,−1,−1] (x− 4)/x
Note that it is easy to find these units by inspection, but to check that these form a basis of R∗/k∗,
we rely on the algorithms given in this section.
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We can easily compute the tropicalization of the elliptic curve E ⊆ T2 defined by the equation
y2 = (x− 1)(x+ 1)(x− 4) to be three rays emerging from the origin, as seen in Figure 6:
FIGURE 6. The tropicalization of the elliptic curve in Example 6.15.
Using the unit group basis {x,y, x− 1, x+ 1}, we compute the intrinsic tropicalization of E in T4
with Singular, shown in Figure 7:
FIGURE 7. The intrinsic tropicalization of the elliptic curve in Example 6.15.
In particular, the intrinsic tropicalization is larger than the original. On the other hand, the j-
invariant can be computed to be j(E) = 438976/225, so that its 5-adic valuation is -2. It follows
from Chan and Sturmfels [CS13] that E can be projectively re-embedded so that its tropicalization
is in honeycomb form. The intrinsic tropicalization of E does not retain this information, as this
projective re-embedding of E does not preserve our dehomogenization procedure. In particular,
intrinsic tropicalizations need not be faithful.
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6.16. Hyperelliptic curves. The Ne´ron–Tate canonical height can more generally be defined on
any abelian variety defined over any number field. Fix some curve X defined over Q. Choose a
number field K such that ∂X ⊆ X(K). Letting J denote the Jacobian of X, the Ne´ron–Tate canonical
height pairing on J(Q) induces a positive definite inner product on J(K)⊗R. For curves of genus
2, Cassels, Flynn, and Smart provide an algorithm to compute the canonical height in [CF96] and
[FS97], which has since been implemented in Magma. For hyperelliptic curves of genus 3, Stoll
[Sto17] describes such an algorithm with a corresponding Magma implementation. Additionally,
Holmes [Hol12] has provided a height algorithm for all hyperelliptic curves. Another algorithm
to compute heights for all hyperelliptic curves has been provided by Mu¨ller [Mu¨l13]. However,
a hyperelliptic curve of the form y2 = f(x) in P2 with deg f ≥ 4 has a singularity at infinity, and
thus the methods used for elliptic curves do not immediately generalize.
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