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1.1 Bifurcation and dynamical system approach
for evolution equation
The study of the dynamics of evolution equations remains nowadays the corner stone
of the understanding of countless numbers of phenomena in physics, biology, chemistry
and economy. Usually a first step in the study of the dynamics is the Initial Value
Problem. A second step is then the study of the existence of particular families of
solutions of physical interest such as equilibrium, stationary solutions, periodic or
quasi periodic motions, travelling waves (solitary waves, fronts, pulses...), spirals,
vortex... A third step consists most of the time in the study of the orbital or the
asymptotical stability of such particular class of solutions. Understanding how the
global dynamics of the evolution equation is organized around these particular families
of solutions would be very nice. Unfortunately, very often, result of this type remains
far beyond possibilities. A forth class of questions concerns the asymptotical behavior
of solutions for large time (attractors, chaos...).
This thesis belongs to the second class of works dealing with the existence of
particular solutions of evolution equations in finite (ODE) and infinite (PDE) dimen-
sions.
There are mainly two possible approaches to study the existence of particular
solutions of evolution equations. The first one is based on a variational approach
for which particular solutions are found as minimum of some appropriate functional.
The main advantages of such an approach are that it can deal with large solution and
that very often orbital stability is easily deduced from existence results. However this
approach requires a variational structure of the equation, which works more often
with equations rather with systems of equations. Moreover it is usually very difficult
to get a sharp description of the solutions obtained by such a technic.
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A second approach based on bifurcations and local analysis has exactly opposite
strength and weakness. Such an approach based on perturbation analysis can not deal
with "large solutions", whereas it can describe solutions with an extreme sharpness.
Of course it would be very nice to mix these two approaches, to be able to de-
tect the appearance of solutions with local bifurcation analysis and then to follow
them with global analysis when they grow. It would give many results on secondary
bifurcations which remain nowadays far beyond possibilities for realistic problems.
So this thesis is based on local bifurcation analysis and on a dynamical system
approach of evolution equations. It is is divided in two parts: in the first part we
look for homoclinic and heteroclinic connections for systems which are reversible (i.e
which anticommutes) with respect to two symmetries. In the second part we compare
the dynamics in time of Swift Hohenberg equation with two different spatial setting:
periodic or DirichletNeuman boundary conditions.
These two parts rely on the same dynamical approach of evolution equation based
on center manifold reduction and normal forms. The center manifold theorem real-
izes the reduction of the system to a finite-dimensional invariant submanifold which
contains all the small solutions and on which the dynamics of the evolution equa-
tion can be studied far more easily. The center manifold theory works in both the
finite-dimensional case and the infinite-dimensional case. A modern and complete
proof of the center manifold theorem in finite dimensions is due to Vanderbauwhede
[33]. Center manifolds for infinite-dimensional systems were studied in many different
settings and by many different authors; we just mention here the work of Henry [10],
Chow and Lu [5, 4], Iooss [13], Bates and Jones [3], Kirchgässner [20], Fischer [7],
Mielke [24, 26, 27] and Scarpellini [30]. The most recent center manifold theory in
infinite dimensions is due to Vanderbauwhede and Iooss [34].
Moreover the first part of the thesis is based on spatial dynamics which enables
to study traveling waves for PDE in cylindrical unbounded domains. The unbounded
space variable is taken as time variable and the determining equations are written as
a dynamical system in this new time variable. Then if the linearization around the
trivial ground state possesses only a finite number of eigenvalues on the imaginary
axis, under suitable assumptions, center manifold theory is applicable to describe all
small bifurcating solutions (see [26] for a general result). Since then, a great body
of papers used the idea of applying center manifold theory for elliptic problems in
cylindrical domains. As examples, we refer to [25, 21, 16] for water wave problems,
[27] for elasticity problems and [18, 17, 12] for Taylor-Couette problem.
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1.2 Part I : Bifurcation in presence of two sym-
metries of reversibility.
The first part of this thesis is devoted to the study of the dynamics of evolution
equations in presence of two symmetries of reversibility. More precisely, let us consider
a single parameter family of smooth vector fields in Rm such that the origin is a
fixed point. One says that we have a 02 resonance if the linear operator, given by
the differential at the origin, has 0 as a double non semi-simple eigenvalue and no
other eigenvalues with zero real part. Similarly, a 02iω resonance means that the
linear operator, besides the eigenvalue 0 as in 02 resonance, has another two simple
eigenvalues ±iω, ω > 0, and no other eigenvalues with zero real part. In this part,
we consider the above two kinds of vector fields which are reversible with respect to
two symmetries and we are interested in studying the existence of homoclinic and
heteroclinic type solutions.
The 02 and 02iω, ω > 0 resonances in the presence of a unique reversibility sym-
metry occurred after center manifold reduction when considering the free surface
traveling waves of an inviscid fluid layer under the influence of gravity and surface
tension. Solitary wave corresponds to homoclinic connection to 0 of the reduced vec-
tor field. This problem was studied by G. Iooss and K. Kirchgässner in [16] using
a normal form approach to study the dynamics of the reduced vector fields. In this
problem, there are two parameters called Bond number b and λ, the square of the
inverse of the Froude number, which control respectively surface tension and gravity.
For b > 1
3
and λ > 1, a 02 resonance occurs. In this case, the Euler equations are well
approximated by the Kdv equation and the solitary wave exists. The existence of
solitary waves induced by the 02 resonance was obtained either by studying directly
the PDE in [1, 2] or by using a center manifold argument in [16]. For b < 1
3
and λ
close to 1, a 02iω resonance occurs. In [16], G. Iooss and K. Kirchgässner proved that
at any order the normal form, corresponding to the reversible vector fields with 02iω
resonance at the origin, admits homoclinic connections to 0 (and more generally to
periodic orbits of arbitrary small size). They also proved the persistence for the full
system of homoclinic connection to sufficiently large periodic orbits. So remained the
problem of existence of true solitary wave, i.e. existence of homoclinic connection to
0, for the full system. Then Lombardi in [23] proved that for such vector field admit-
ting a 02iω resonance in the presence of a unique reversibility symmetry, there are
always homoclinic connections to exponentially small periodic orbits and generically
no homoclinic connection to 0. For the water wave problem, this result ensures that
for any b < 1
3
and λ close to 1, there are generalized solitary waves with exponentially
small ripples at infinity, and that generically (with respect to b) there is no solitary









to a curve Γ = C(b) > 1, Iooss and Pérouème in [19] showed that the 1:1 resonance
(also called (iω)2 resonance) occurs and that two reversible solitary waves exist.
As mentioned above, there is generically no homoclinic connection to 0 for the
02iω resonance with a unique symmetry. Then arise several examples of problems
involving a 02iω resonance in presence of two reversibility symmetries. A first example
studied by Iooss and James in [15] occurs when studying localized waves in nonlinear
oscillator chains. A second example studied by Haragus and Kapitula in [9] occurs
when studying two dimensional waves in nonlinear Schördinger equations with 1-d
potential. A third example occurs in [6] where Van der Heĳden, Champneys and
Thompson studied the existence of localized buckling in rods with non circular cross
section. So arises the question of the existence of homoclinic connections for the
02iω resonance in the presence of two reversibility symmetries. Hence the aim of the
first part of this thesis is to give a complete picture of the situation for such vector
fields. In fact, we prove that in most of the cases the second symmetry induces the
existence of homoclinic connections to 0 and of heteroclinic orbits whereas with a
unique symmetry there is generically no homoclinic connection to 0.
Moreover, we also study the 02 resonance in the presence of two reversibility
symmetries since this situation is more degenerated than in presence of a unique
symmetry. Indeed, in the presence of the second symmetry, the quadratic part of the
normal forms vanishes, and so the dynamics of the normal forms is governed by the
cubic part.
More precisely, the mains results of the first part of this thesis are gathered in
the two theorems below. Before stating them let us denote by ϕ0 an eigenvector
corresponding to the 0 eigenvalue (the 0-eigenspace is one dimensional for the 02 and
the 02iω resonances). Then observe that Sjϕ0 = ±ϕ0, j = 1, 2 hold necessarily for the
vector fields admitting the 02 resonance or the 02iω resonance. Thus there are three
possibilities: (a) S1ϕ0 = S2ϕ0 = ϕ0; (b) S1ϕ0 = −S2ϕ0 = ϕ0; (c) S1ϕ0 = S2ϕ0 = −ϕ0.
Note that the case −S1ϕ0 = S2ϕ0 = ϕ0 can be reduced to the case (b) if we exchange
S1 and S2.
Theorem A. (Theorem 3.2) (Homoclinic and heteroclinic orbits for 02 res-
onance) Assume V (·, µ) is a one parameter family of smooth vector fields in R2+2n
which is reversible with respect to two symmetries, S1 and S2, and admits a 0
2 reso-
nance at the origin, then under some appropriate assumptions on the linear, quadratic
and cubic part of the vector fields in the following three cases and for |µ| sufficiently
small,
(a) if S1ϕ0 = S2ϕ0 = ϕ0, there exists a reversible homoclinic connection to 0;
(b) if S1ϕ0 = −S2ϕ0 = ϕ0, there are two homoclinic connections to 0 which are
reversible with respect to S1 or two heteroclinic connections which are reversible
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with respect to S2;
(c) if S1ϕ0 = S2ϕ0 = −ϕ0, there are two reversible heteroclinic connections, or
infinitely many reversible heteroclinic connections, or a reversible homoclinic
connection to 0.
Theorem B. (Theorem 4.1) (Homoclinic and heteroclinic orbits for 02iω
resonance ) Let V (·, µ) be a one parameter family of smooth vector fields in R4+2n
which is reversible with respect to two symmetries, S1 and S2, and admits a 0
2iω res-
onance at the origin. Assume ϕ+ is the eigenvector of the linearization corresponding
to iω, ω > 0. Then under some appropriate assumptions on the linear, quadratic and
cubic part of the vector fields in the following three cases and for |µ| sufficiently small,
(a) if S1ϕ0 = S2ϕ0 = ϕ0, then
(i) if S1ϕ+ = S2ϕ+, generically there is no homoclinic connection to 0, but
there exist reversible homoclinic connections to exponentially small periodic
orbits;
(ii) if S1ϕ+ 6= S2ϕ+, there is a reversible homoclinic connection to 0;
(b) if S1ϕ0 = −S2ϕ0 = ϕ0, then
(i) if S1ϕ+ = S2ϕ+ or S1ϕ+ = −S2ϕ+, generically there is no homoclinic
connection to 0 and no heteroclinic connection ;
(ii) if S1ϕ+ 6= S2ϕ+, there are two homoclinic connections to 0 or two hetero-
clinic connections ;
(c) if S1ϕ0 = S2ϕ0 = −ϕ0 and S1ϕ+ 6= S2ϕ+, there are two reversible hetero-
clinic connections, or infinitely many reversible heteroclinic connections, or a
reversible homoclinic connection to 0.
Observe that case (a)(i) reduces to the problem with a unique symmetry studied
by Lombardi in [23] who found that there is generically no homoclinic connection to
0 but always homoclinic connections to exponentially small ripples. In all the other
cases which correspond to two different symmetries, this theorem shows that for the
02iω resonance, the existence of homoclinic orbit or heteroclinic orbit depends only
on the actions of S1 and S2 on ϕ+ and that in most of the cases there are homoclinic
connections to 0.
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1.3 Part II. Comparison of dynamics in time for
infinite dimensional systems with different spa-
tial settings
The second part of this thesis is devoted to the comparison of the dynamics of the
Swift Hohenberg equation with two different spatial settings.
The Swift-Hohenberg equation was derived by Swift and Hohenberg in [32] as
a model for the onset of convection. It is a scalar fourth order partial differential
equation on the infinite line with cubic nonlinearity given in one space dimension by
∂tu = −(1 + ∂2x)2u+ µu− u3, t, x ∈ R, u ∈ R (SH)
with µ a real parameter. It contains the notion of non-zero critical wave number, a
bifurcation parameter, an invariance under shifts in x and two reflectional invariances
u 7→ −u and x 7→ −x. This equation has played an important role in studies of pattern
formation and featured in a variety of hydrodynamical instability problems, such as
Taylor-Couette flow [11, 29], or in the study of lasers [22]. In a recent work [28],
Peletier and Williams study the existence and stability of the stationary solutions
u(x) of (SH) on a bounded domain (0, L) with boundary conditions u = u′′ = 0 at
x = 0 and x = L.
We compare in this chapter the dynamics of (SH) when restricted to 2π-periodic
solutions in x on the full real line with the dynamics of (SH) when restricted to a
large interval [−ℓ, ℓ] with Dirichlet Neumann boundary conditions{
∂tu = −(1 + ∂2x)2u+ µu− u3, t ∈ R, x ∈ [−ℓ, ℓ], u ∈ R
u(±ℓ, t) = ∂xu(±ℓ, t) = 0, ℓ > 0. (1.1)
Moreover, ℓ is assumed to stay out of some small neighborhoods of the points nπ
and (n+1/2)π, n ∈ N. This question is physically important for many hydrodynam-
ical stability problems where one replaces (for mathematical convenience) the true
boundary conditions by spatial periodicity conditions.
The 2π-spatially periodic solutions of (SH) were considered in [14] by using the
classical method of dynamical systems combined with center manifold theory. This
method is based on the original ideas in [20]. In [14], considering the solutions of (SH)
being 2π periodic in x, the system was written as an infinite dimensional dynamical
system. Then it was shown that the linearized equation around the trivial ground
state u(x, t) ≡ 0 possesses the simple eigenvalue λ0(µ) = µ − 1 with eigenfunction
e0 ≡ 1 and the double eigenvalues λk(µ) = µ − (1 − k2), k ∈ N with eigenfunctions
e±ikx (see Fig.1-(a)). Varying µ near 0, λ1(µ) crosses 0 while all the other eigenvalues
remain negative. Then the center manifold theorem in [34] applies and (SH) can
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be reduced to a 2 dimensional ODE. Standard bifurcation analysis shows that when
µ crosses 0, a circle of equilibria bifurcate from 0 leading for the Swift-Hohenberg
equation (SH) to a family of spatially periodic solutions ua given by




cos(x) +O(µ3/2), a ∈ R. (1.2)
Moreover each equilibrium is connected to 0 by a heteroclinic orbit which leads for






(a) 2π-periodic case for µ = 0











(b) D-N boundary case for µ = µc
In order to compare the two dynamics, we also study the solutions of (5.1) by
using the center manifold approach used in [14]. For our problem, the restriction
to [−ℓ, ℓ] destroys the translational invariance but preserves the equivariance by the
two reflection symmetries. We show in this chapter that the critical value of µ for
the appearance of instability changes a little bit when (SH) is restricted to [−ℓ, ℓ],
however, the main features of the dynamics of (SH) when admitting 2π-spatially
periodic solutions are preserved by the restriction. More precisely we prove in the
second part of the thesis the following theorem:


















Then there exist τ˜ , τˆ > 0 which are small, such that
(a) for µ < min{µ1c, µ2c}, 0 is a stable equilibrium whereas for µ > min{µ1c, µ2c},
0 becomes an unstable equilibrium;





µ− µ1c cos x+
√
µ− µ1cO(|µ|+ ℓ−1 + |µ− µ1c|)












µ− µ2c sin x+
√
µ− µ2cO(|µ|+ ℓ−1 + |µ− µ2c|)






This theorem shows that when (SH) is restricted to [−ℓ, ℓ] with Dirichlet Neuman
boundary conditions, there still exists a family of stationary solutions connected to
the trivial state by families of heteroclinic orbits. Moreover, the stationary solutions
va read va(x) = λ
√
ν cos(x + a) + O(|ν|3/2 + √ν(|µ| + ℓ−1)), where λ ∈ R is some
constant, a = 0, π or a = π/2, 3π/2 depending on the different values of the parameter
µ, and where ν denotes the difference between µ and its critical value.
The restriction to [−ℓ, ℓ] with Dirichlet Neumann boundary conditions changes
drastically the spectrum of the linearization (see Fig.1-(b)); the spectrum still contains
only real eigenvalues smaller than µ which are now simple and very close one from
each other. Let us denote by λ1 > λ2 > λ3 > λ4, the four largest eigenvalues of the
linear part of (SH). Then there exists a first critical value µc of µ such that when µ
goes through µc, the trivial state loses stability. For µ = µc, λ1 = 0, |λ2| = O(ℓ−3),
λ3∼−4π2ℓ2 and λ3 − λ4 = O(ℓ−3). Then after an appropriate scaling of the equation,
we are able to modify the proof of the standard center manifold theorem in [34] and
to construct a two-dimensional local center manifold parametrized by the eigenspace
corresponding to the two largest eigenvalues λ1 and λ2. Hence (5.1) can be reduced
to a two dimensional ODE for |µ−µc| small enough. In this case, since the invariance
by translation is destroyed by the restriction to [−ℓ, ℓ], the reduced equation has no
longer a circle of equilibria but simply two equilibria which bifurcate from 0. Moreover
as previously these equilibria are connected to 0 by heteroclinic connections. The two
equilibria and the heteroclinic connections yield solutions of the Swift- Hohenberg
equation via the center manifold theorem.
The parameter µ has another critical value µb with µb > µc. When µ crosses µb, the
second eigenvalue λ2 crosses the imaginary axis. Like in the previous case, for µ− µb
positive and very small, we can construct another local center manifold and reduce the
infinite-dimensional problem to the problem of finding solutions of a two-dimensional
ODE on this invariant manifold. In this case, except the trivial ground state, the
reduced system admits: i) four nontrivial stationary solutions, among which two are
spatially odd and two are spatially even; ii) eight families of heteroclinic connections
between the origin and the four stationary solutions; iii) four heteroclinic connections
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connecting an odd and an even stationary solution. However, due to the bad O(ℓ3)-
dependence of the norm of the operator (∂t+(1+∂
2
x)
2−µ)−1 on ℓ when using the fixed
point argument to construct the center manifold, we fail to construct a center manifold
in this case which is large enough to contain all the above mentioned solutions. It
turns out that only the two odd (for ℓ ∈ [(n+1/2+ θ0)π, (n+1− θ0)π], θ0 ∈ (0, 1/2)
and n is large enough) or the two even (for ℓ ∈ [(n+ θ0)π, (n+1/2−θ0)π]) stationary
solutions and the corresponding two heteroclinic orbits connecting the origin and the
two odd or the two even stationary solutions are small enough to lie on the center
manifold that we build. Thus it might be the purpose of future research to check
whether it is possible to construct a larger center manifold which could contain all




We introduce in this chapter some basic notations and definitions and give the center
manifold theorem and the normal form theorem, which will be used in this thesis.
We conclude this chapter by the proof of Proposition 2.13 which gathers several
"somewhat standard" results of persitence for planar reversible system. We will use
it several times to prove the persistence for full sytems of homoclinic or heteroclinic
orbits obtained for normal forms.
2.1 Basic notations and definitions






Mn(R) the set of n× n matrices;
GLn(R) the set of invertible n× n matrices.
Let E,F be two Banach spaces.




C∞(R) smooth functions on R;
C∞0 (R) compactly supported functions in C
∞(R);
We introduce the following definitions and properties (see [23]).
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Definition 2.1. (Reversible families of vector fields) Let V : U × Λ → Rn :
(u, λ) 7→ V (u, λ) be a p-parameters family of vector fields in Rn defined in an open
set U of Rn with parameter λ lying in an open set Λ of Rp. The family of vector fields
is said to be reversible when there exists a symmetry S ∈ GLn(R), S2 = Id, which
satisfies
SV (u, λ) = −V (Su, λ) for every u ∈ U and λ ∈ Λ.
Proposition 2.2. Let V be a smooth family of reversible vector fields in Rn. If u(t, λ)
is a solution of
du
dt
= V (u, λ), (2.1)
then Su(−t, λ) is also a solution of (2.1).
Definition 2.3. (Reversible solutions) A solution u of (2.1) for some fixed λ is
said to be reversible when it satisfies one of the following three properties which are
equivalent
u(t) = Su(−t) holds, ∀ t ∈ R,
u(t∗) = Su(−t∗) holds, for some t∗ ∈ R,
u(0) = Su(0).
Definition 2.4. (Fixed points of a reversible family of vector fields) A point
u0 is said to be a fixed point (an equilibrium) of a family of vector fields V (u, λ) with
u ∈ U and λ ∈ Λ if V (u0, λ) = 0 holds for every λ ∈ Λ.
Definition 2.5. (02 resonance) A vector field V (u, λ) is said to admit a 02 reso-
nance at a fixed point u0 if the differential of V (u, λ) at u0 for λ = 0, L := DuV (u0, 0)
has a double non semi-simple eigenvalue 0 and no other eigenvalues with zero real
part.
Definition 2.6. (02iω resonance) A vector field V (u, λ) is said to admit a 02iω
resonance at a fixed point u0 if L has simple eigenvalues ±iω, ω > 0, a double non
semi-simple eigenvalue 0 and no other eigenvalues with zero real part.
Definition 2.7. (Homoclinic orbit, see [8] ) A solution h(t) is called a homoclinic
orbit of (2.1) if it satisfies h(t) −→
t→±∞
p, where p is an equilibrium of (2.1). If p = 0,
h(t) is also called a homoclinic connection to 0.
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Definition 2.8. (Heteroclinic orbit) A solution h(t) is called a heteroclinic orbit
of (2.1) if it satisfies h(t) −→
t→+∞
p and h(t) −→
t→−∞
q, where p and q are two different
equilibria of the vector fields in (2.1).
Next, we introduce the following exponentially weighted function spaces.

















































For any symmetry S, denote
Ckλ(R,R
n)|AS = Ckλ(R,Rn) ∩ {Sf(−t) = −f(−t) for all t},
and
Ckλ(R,R
n)|RS = Ckλ(R,Rn) ∩ {Sf(−t) = f(t) for all t}.
2.2 Center manifold theorem and normal form the-
orem
We give in this part the local center manifold theorem for vector fields in finite
dimensions and in infinite dimensions. The normal form theorem is also given.
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2.2.1 Center manifold theorem in finite dimensions
We consider parameter dependent ODE’s of the form
du
dt
= V (u, λ), (2.2)
where u ∈ Rn, t ∈ R, the parameter λ ∈ Rp, and V ∈ Ck(Rn ×Rp;Rn) for an integer
k large enough. Varying λ may change the qualitative behavior of the asymptotic
solutions of (2.2). A value λ for which such a change occurs is called a bifurcation
value. We assume that
V (0, 0) = 0.
Denote by t 7→ u(t; u0) the unique maximal solution of (2.2) with u(0; u0) = u0 for
u0 ∈ Rn.
We now state
Theorem 2.10. (Center Manifold Theorem in finite dimensions, see [14] )
Divide the spectrum of L := DuV (0, 0) into three parts, Σ−, Σ0 and Σ+ with
Σ− = {σ ∈ Σ|Re σ < 0}, Σ0 = {σ ∈ Σ|Re σ = 0}, Σ+ = {σ ∈ Σ|Re σ > 0}.
Let the (generalized) eigenspaces corresponding to Σ−, Σ0 and Σ+ be E−, E0 and E+,
respectively. Then there exist
Ψ ∈ Ck(E0 ×Rp;Eh), Ψ(0, 0) = 0, DuΨ(0, 0) = 0,
and a neighborhood U of u = 0 in Rn such that, for λ close to 0, the manifolds
M0(λ) = {u+Ψ(u, λ)|u ∈ E0}
have the following properties:
(a) M0(λ) are locally invariant with respect to (2.2). More precisely, if u
0 ∈M0(λ)∩
U and u(t; u0) ∈ U for t ∈ I, then u(t; u0) ∈ M0(λ) for t ∈ I, where I = I(u0)
is an interval containing t = 0;
(b) If Σ+ and Σ− are non void, then M0(λ) contain all solutions of (2.2) staying
in U for all t ∈ R. That is, if u0 ∈ U and u(t; u0) ∈ U for all t ∈ R, then
u0 ∈M0(λ);
(c) if there is a linear map T on Rn with V (Tu, λ) = TV (u, λ) for all u and λ, and
if T0 = T |E0 is unitary, then Ψ(T0u, λ) = TΨ(u, λ);
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(d) if the family of vector fields is reversible, i.e. if there is a symmetry S ∈ GL(Rn),
S2 = In with V (Su, λ) = −SV (u, λ) for all u and λ, and if S0 = S|E0 is unitary,
then Ψ(S0u, λ) = SΨ(u, λ).
We call M0(λ) a center manifold of (2.2) at u = 0. It is tangent to E0 at u = 0
and has the same dimension as E0. We remark that if V (0, λ) = 0 for all λ, then
Ψ(0, λ) = 0 for all λ. For finite-dimensional system, the statements (a) and (b) in this
theorem ensure a reduction of dimensions. Indeed, if we denote by π0 the projection
from Rn onto E0 with ker π0 = E+ ⊕ E−, then this theorem shows if the solutions
x(t; x0), x0 = π0u0, of the reduced equation of (2.2)
dx
dt
= π0V (x+Ψ(x, λ), λ) := f(x, λ) (2.3)
satisfies u := x +Ψ(x, λ) ∈ U for t ∈ I or for all t ∈ R, then u is a solution of (2.2).
Thus we only need to study the solutions of (2.3) and hence realize the reduction of
the dimensions. Observe that Theorem 2.10-(c) and Theorem 2.10-(d) imply that in
these two cases, we have respectively
f(T0x, λ) = T0f(x, λ) and f(S0x, λ) = −S0f(x, λ).
2.2.2 Center manifold theorem in infinite dimensions
We now turn to a local center manifold theorem for an infinite-dimensional system.
We refer to [34] for more details.
Let X, Y and Z be Banach spaces, with X continuously embedded in Y , and Y
continuously embedded in Z. Let A ∈ L(X,Z) and g ∈ Ck(X, Y ) for some k ≥ 1.
We consider differential equations of the form
x˙ = Ax+ g(x). (2.4)
We call x(t) a solution of (2.4) if it is a continuously differential mapping x(t) : I → Z,
where I is an open interval, and satisfies the following properties:
(i) x(t) ∈ X, ∀ t ∈ I, and x : I → X is continuous;




, ∀ t ∈ I.
Before starting the following statements, we first introduce the function spaces
Ckb (V ;F ) and BC
α(R;E), where E and F are Banach spaces, V ⊂ E and k ∈ N,
Ckb (V ;F ) :=
{




<∞, 0 ≤ j ≤ k},
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where in case V = E we write |v|j for |v|j,V ,
BCα(R;E) :=
{






The following basic hypothesis (H) is imposed on A.
(H) There exists a continuous projection πc ∈ L(Z,X) onto a finite dimensional
subspace Zc = Xc ⊂ X, such that
Aπcx = πcAx, ∀ x ∈ X,
and such that if we set
Zh := (Id− πc)Z, Xh := (Id− πc)X, Yh := (Id− πc)Y,
Ac := A|Xc ∈ L(Xc), Ah := A|Xh ∈ L(Xh, Zh),
then the following hold
(i) Σ(Ac) ⊂ iR (where Σ(Ac) denotes the spectrum of Ac);
(ii) there exists some β > 0 such that for each α ∈ [0, β) and for each f ∈
BCα(R;Yh) the linear problem
x˙h = Ahxh + f(t), xh ∈ BCα(R;Xh)
has a unique solution xh = Khf , where Kh ∈ L(BCα(R;Yh), BCα(R;Xh)) for
each α ∈ [0, β), and∥∥Kh∥∥L(BCα(R;Yh),BCα(R;Xh)) ≤ γ(α), ∀ α ∈ [0, β),
for some continuous function γ : [0, β)→ R+.
Theorem 2.11. (Center Manifold Theorem in infinite dimensions, see The-
orem 3 in [34] ) Assume (H), and let g ∈ Ck(X, Y ) for some k ≥ 1, with g(0) = 0
and Dg(0) = 0. Then there exist a neighborhood Ω of the origin in X and a map-
ping Ψ ∈ Ckb (Xc;Xh), with Ψ(0) = 0 and DxΨ(0) = 0, and such that the following
properties hold:
(i) if xc : I → Xc is a solution of
x˙c = Acxc + πcg(xc +Ψ(xc)) (2.5)
such that x(t) := xc(t)+Ψ(xc(t)) ∈ Ω for all t ∈ I, then x : I → X is a solution
of (2.4);
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(ii) if x : R → X is a solution of (2.4) such that x(t) ∈ Ω for all t ∈ R, then
πhx(t) = Ψ(πcx), ∀ t ∈ R,
and πcx : R → Xc is a solution of (2.5).
As in the finite-dimensional case, if the vector field in (2.4), x 7→ Ax + g(x),
commutes with some isomorphism T which is unitary on Xc, then the center manifold
can be chosen to satisfy
Ψ(Txc) = TΨ(xc), ∀ xc ∈ Xc,
and the reduced equation (2.5) on this center manifold is equivariant under the action
of S; if the vector field is reversible with respect to some symmetry S which is unitary
on Xc, then the center manifold can be chosen to satisfy
Ψ(Sxc) = SΨ(xc), ∀ xc ∈ Xc,
whereas the reduced vector field on the center manifold in this case anticommutes
with Rc, the restriction of R to Xc.
We conclude this part by stating the spectral hypothesis (Σ), given in section 3
in [34], on the linear operator A. It is shown in [34] that this hypothesis implies the
hypothesis (H) and hence the applicability of the center manifold theorem.
(Σ)(i) Σ(A) ∩ iR consists of a finite number of isolated eigenvalues, each with a
finite-dimensional generalized eigenspace;
(ii) there exist constants ω0 > 0, C > 0 and α ∈ [0, 1), such that for all ω ∈ R
with |ω| ≥ ω0, we have iω in the resolvent set of A and the following resolvent
estimates hold
∥∥(iω − A)−1∥∥L(Z) ≤ C|ω| ,
∥∥(iω − A)−1∥∥L(Y ;X) ≤ C|ω|1−α .
2.2.3 Normal form theorem
We now turn to the reduced equation (2.3) (or (2.5)) and state the normal form
theorem for (2.3).
Theorem 2.12. (Normal form theorem, see [14]) For any inter k ≥ 2, there exist
polynomials Φ : E0×Rp → E0 and P : E0×Rp → E0 of degree ≤ k with Φ(0, 0) = 0,
DxΦ(0, 0) = 0 and P (0, 0) = 0, DxP (0, 0) = 0 such that
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(a) for








= L0y + P (y, λ) +R(y, λ), (2.6)
where L0 = L|E0, R(y, λ) = o((
∥∥y∥∥+ |λ|)k) and P is characterized by
P (etL
∗
0y, λ) = etL
∗






0P (y, λ) for all y, λ , (2.8)
where ∗ denotes the adjoint map;
(b) if there is a unitary linear map T0 on E0 with f(T0x, λ) = T0f(x, λ) for all x
and λ, then for all y and λ,
Φ(T0u, λ) = T0Φ(u, λ), P (T0u, λ) = T0P (u, λ) and R(T0u, λ) = T0R(u, λ);
(c) if the reduced vector field f is reversible with respect to some unitary symmetry
S0, then for all y and λ,
Φ(S0u, λ) = S0Φ(u, λ), P (S0u, λ) = −S0P (u, λ) and R(S0u, λ) = −S0R(u, λ);
This theorem transforms the reduced equation by a polynomial change of coor-
dinates to a ”simpler” form and the resulting "simplified" equation (2.6) is called a
normal form of (2.3). The equation (2.7) or (2.8) gives a way to compute the normal
form P . Moreover observe that this property and property (c) ensure that the normal
form P for a reversible family of vector fields depends only on the linear part L0 and
on the symmetry T0. Finally we remark that usually in practice, the symmetry or
the reversibility in both the center manifold theorem and the normal form theorem
simplifies the computation to a large extent.
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2.3 Persistence of reversible homoclinic or hete-
roclinic orbits for perturbed reversible vector
fields in R2
We give in this section Proposition 2.13 which ensures the persistence of homoclinic
or heteroclinic orbit for perturbed reversible vector field in R2. This Proposition will
be used repeatedly in the present thesis.
Proposition 2.13. (Persistence of reversible homoclinic or heteroclinic
orbits for perturbed reversible vector fields in R2) Let N be a Ck vector field
in R2 with k ≥ 4. Assume that
(i) N is reversible with respect to some symmetry S with dim ker(S − Id)=1 and
dim ker(S + Id)=1;
(ii) N admits a fixed point X+, and that L+ = (DN)(X+) admits two real eigen-
values −λ0 and µ0, with λ0, µ0 > 0;




(a) X− = S(X+) is another fixed point of N ;
(b) when X− = X+, h is a homoclinic connection to X+ which belongs to Ckλ0, and
when X− 6= X+, h is a heteroclinic orbit satisfying h−X± ∈ Ck±λ0 ;
(c) for any λ ∈ (0, λ0) and any perturbed system of the form
dh
dt
= N(h) + ξR(h, ξ) (2.9)
where R : R2× [0, ξ0)→ R2 is a Ck, reversible vector field satisfying R(X±, ξ) =
0 for any ξ ∈ [0, ξ0) , then there exist M1 > 0 and ξ1 ∈ (0, ξ0) such that for
every ξ ∈ [0, ξ1), (2.9) admits a solution u = h + v where v ∈ C0λ(R,R2) with
|v|C00 < |v|C0λ < M1ξ.
For this general proposition, we have two remarks.
Remark 2.14. Proposition 2.13 gathers several "somewhat standard" results of per-
sistence for planar reversible system. For self contentness of this thesis, we give in
this section a unified proof of these results. Two proofs are possible: a first, geomet-
ric, proof is based on transverse intersection between symmetry subspace and stable
manifold and we give here a second, analytical, proof, which describes more precisely
the solutions of the perturbed system.
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Remark 2.15. This proposition ensures the persistence of reversible homoclinic orbit
to X+ when X− = X+ and of reversible heteroclinic orbit when X− 6= X+.
Proof. (a) comes readily from the reversibility of N.
(b) Since h(−t) = Sh(t), we have h(t) −→
t→−∞
SX+ = X−. Thus when X− = X+, h
is a homoclinic connection, otherwise it is a heteroclinic connection. Moreover, since
the spectrum of L+ = (DN)(X+) is made up of two eigenvalues of opposite sign, the
proof of the stable manifold theorem in R2 ensures that h belongs to Ck+λ0 and thus
to Ckλ0 by reversibility.
(c) The proof of (c) is performed in several steps.
Step 1. Rewriting of the equation. We fix λ ∈ (0, λ0) and we look for
homoclinic or heteroclinic solution of the perturbed system (2.9) under the form
u = h+ v, where we want v to belong to Ckλ|RS. The equation satisfied by v reads
dv
dt






= N(h+ v)−N(h)− (DN)(h)v + ξR(h+ v, ξ).
Step 2. Solution of the linearized equation. We now prove that there exists







(p, q) ∈ Ck−1λ0 |AS × Ck−1−µ0 |RS.
The first solution of the linear homogeneous equation is given by p(t) = dh
dt
, and











and for t ≥ 0

















where K is a positive constant. Since p(t) = −Sp(−t), one has ∣∣p(t)∣∣ ≤ Keλ0t when
t ≤ 0.
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(h)v = [(DN)(h)− L+]v + L+v,
such that q(0) ∈ ker(S − Id), i.e. Sq(0) = q(0). Then since q(t) and Sq(−t) are two
solutions which coincide at t = 0, we have Sq(−t) = q(t) for all t ∈ R. Moreover,


















where C is a positive constant, one has for t ≥ 0


















≤ e Cλ0 |q(0)|.







(h)v, we have by induction that q ∈ Ck−1−µ0 (R,R2)|RS.

























is the Wronskian of p and q. For t ≥ 0, we have



































Hence |p∗(t)| ≤ Ceµ0te(λ0−µ0)t and thus p∗(t) ∈ C0+−λ0(R,R2). Moreover, since
〈−Stp∗(−t), p(t)〉 = 〈p∗(−t),−Sp(t)〉 = 〈p∗(−t), p(−t)〉 = 1
and similarly 〈−Stp∗(−t), q(t)〉 = 0 hold, we have −Stp∗(−t) = p∗(t). That is p∗ ∈
C0−λ0 |ASt. In the same way, one has q∗ ∈ C0µ0 |RSt .
Step 4. Integral equation. By the variation of constants formula, v(t) is a



























Since we require v to be reversible with respect to S and v(t) → 0, as t → ±∞, we
necessarily have Sv(0) = v(0) and
〈
q∗(t), v(t)
〉→ 0, as t→ ±∞, which imply













































then v(t) is a solution of (2.10) if and only if it is a fixed point of F .
Step 5. Estimates on g. We devote this step to the proof of two lemmas
giving estimates on g.
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Lemma 2.16. If v ∈ C0λ|RS with |v|C0λ ≤ 1, then g ∈ C0λ|AS and there exists a constant








Proof. First, the symmetry properties of N,R, h and v imply that g is anti reversible












Thus |G(v)|C0λ ≤M |v|2C0λ . Similarly for the term R(h+ v, ξ), we have




∣∣DR((1− s)X+ + s(h+ v))(h+ v −X+)∣∣ds
≤M(|h−X+|+ |v|).
Thus |R(h + v, ξ)|C0
λ
≤ M(1 + |v|C0
λ
). Combining these two norm estimates, we can
finish the proof of this lemma.
Now we come to the second estimate on g.
Lemma 2.17. For any v1, v2 ∈ C0λ|RS with |vi|C0λ ≤ 1, i = 1, 2, we have g(v1, ·, ξ)−
g(v2, ·, ξ) ∈ C0λ|AS and there exists a constant M > 0 such that
|g(v1, ·, ξ)− g(v2, ·, ξ)|C0λ ≤M |v1 − v2|C0λ(|v1|C0λ + |v2|C0λ + ξ)
holds.
Proof. Since G(v) =
∫ 1
0























≤M ′|v1 + s(v2 − v1)||v2 − v1|
≤M ′(|v1|+ |v2|)|v2 − v1|.
Using the similar way of estimating |R(h+ v, ξ)| in lemma 2.16, one has
|R(h+ v2, ξ)−R(h + v1, ξ)| ≤M |v2 − v1|.
These two inequalities immediately yield the lemma.
Step 6. Fixed point. Now we prove that F is a contraction mapping in
BC0λ(R,R
2)|RS(r) for sufficiently small r , where
BCkλ(R,R
2)|RS(r) := {f ∈ Ckλ(R,R2)|RS : |f |Ckλ ≤ r}
is a ball of radius r in Ckλ(R,R
2)|RS and hence we can get the solution v of (2.10).
First we show the following
Lemma 2.18. For any v, v1, v2 ∈ C0λ|RS with |v|C0λ, |vi|C0λ ≤ 1, i = 1, 2 and ξ ∈ [0, ξ0),







|F(v1)− F(v2)|C0λ ≤M |v1 − v2|C0λ(|v1|C0λ + |v2|C0λ + ξ)
hold.
Proof. For t ≥ 0, we have
∣∣F(v)(t)∣∣ ≤ ∫ t
0
∣∣p∗(s)∣∣∣∣g(v(s), s, ξ)∣∣ds |p(t)|+ ∫ +∞
t
























≤M(|p∗|C0−λ0 |p|C0λ0 + |q∗|C0µ0 |q|C0−µ0)(|v|2C0λ + ξ)e−λt.
Moreover, by the reversibility or anti reversibility of g, p∗, q∗ with respect to S or St,
one has that the two functions s 7→ 〈p∗(s), g(v(s), s, ξ)〉 and s 7→ 〈q∗(s), g(v(s), s, ξ)〉
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are respectively even and odd, hence F(v)(t′) is reversible with respect to S, which
with the above estimate imply the first inequality of this lemma. Proceeding with the
same method, one can prove the second inequality of this lemma and hence complete
the proof.
This lemma ensures that F is a contraction mapping in BC0λ(R,R2)|RS(r) if
r < 1, M(r2 + ξ) < r, M(2r + ξ) < 1.









then all the above three conditions fulfilled . Thus F is a contraction mapping in
BC0λ(R,R









M1 = 2M . This completes the proof of this proposition.
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Part I




This part is devoted to the study of the dynamics of vector fields in presence of two
symmetries of reversibility. More precisely, let us consider a single parameter family
of smooth vector fields in Rm such that the origin is a fixed point. One says that we
have a 02 resonance if the linear operator, given by the differential at the origin, has 0
as a double non semi-simple eigenvalue and no other eigenvalues with zero real part.
Similarly, a 02iω resonance means that the linear operator, besides the eigenvalue
0 as in 02 resonance, has another two simple eigenvalues ±iω, ω > 0, and no other
eigenvalues with zero real part. In this part, we consider the above two kinds of vector
fields which are reversible with respect to two symmetries and we are interested in
studying the existence of homoclinic and heteroclinic type solutions.
The 02 and 02iω, ω > 0 resonances in the presence of a unique reversibility sym-
metry occurred after center manifold reduction when considering the free surface
traveling waves of an inviscid fluid layer under the influence of gravity and surface
tension. Solitary wave corresponds to homoclinic connection to 0 of the reduced vec-
tor field. This problem was studied by G. Iooss and K. Kirchgässner in [16] using
a normal form approach to study the dynamics of the reduced vector fields. In this
problem, there are two parameters called Bond number b and λ, the square of the
inverse of the Froude number, which control respectively surface tension and gravity.
For b > 1
3
and λ > 1, a 02 resonance occurs. In this case, the Euler equations are well
approximated by the Kdv equation and the solitary wave exists. The existence of
solitary waves induced by the 02 resonance was obtained either by studying directly
the PDE in [1, 2] or by using a center manifold argument in [16]. For b < 1
3
and λ
close to 1, a 02iω resonance occurs. In [16], G. Iooss and K. Kirchgässner proved that
at any order the normal form, corresponding to the reversible vector fields with 02iω
resonance at the origin, admits homoclinic connections to 0 (and more generally to
periodic orbits of arbitrary small size). They also proved the persistence for the full
system of homoclinic connection to sufficiently large periodic orbits. So remained the
problem of existence of true solitary wave, i.e. existence of homoclinic connection to
0, for the full system. Then Lombardi in [23] proved that for such vector field admit-
ting a 02iω resonance in the presence of a unique reversibility symmetry, there are
always homoclinic connections to exponentially small periodic orbits and generically
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no homoclinic connection to 0. For the water wave problem, this result ensures that
for any b < 1
3
and λ close to 1, there are generalized solitary waves with exponentially
small ripples at infinity, and that generically (with respect to b) there is no solitary





and any λ close to 1, there is no true solitary wave. For b < 1
3
and λ close
to a curve Γ = C(b) > 1, Iooss and Pérouème in [19] showed that the 1:1 resonance
(also called (iω)2 resonance) occurs and that two reversible solitary waves exist.
As mentioned above, there is generically no homoclinic connection to 0 for the
02iω resonance with a unique symmetry. Then arise several examples of problems
involving a 02iω resonance in presence of two reversibility symmetries. A first example
studied by Iooss and James in [15] occurs when studying localized waves in nonlinear
oscillator chains. A second example studied by Haragus and Kapitula in [9] occurs
when studying two dimensional waves in nonlinear Schördinger equations with 1-d
potential. A third example occurs in [6] where Van der Heĳden, Champneys and
Thompson studied the existence of localized buckling in rods with non circular cross
section. So arises the question of the existence of homoclinic connections for the 02iω
resonance in the presence of two reversibility symmetries. Hence the aim of this part
is to give a complete picture of the situation for such vector fields. Moreover, we
also study the 02 resonance in the presence of two reversibility symmetries since this
situation is more degenerated than in presence of a unique symmetry. Indeed, in the
presence of the second symmetry, the quadratic part of the normal forms vanishes,
and so the dynamics of the normal forms is governed by the cubic part.
So, Chapter 3 is devoted to the 02 resonnance in presence of two symmetries of
reversibility. We prove in this chapter the existence of Homoclinic connections and
of heteroclinic connections.
In chapter 4, we prove that for the 02iω resonance in most of the cases, the second
symmetry induces the existence of homoclinic connections to 0 and of heteroclinic




Homoclinic and heteroclinic orbits
for the 02 singularity in the
presence of two reversibility
symmetries
We consider in this chapter a single parameter family of smooth vector fields in
R2+2n such that the origin is a fixed point. Moreover, this family of vector fields is
assumed to admit a 02 resonance at the origin and to be reversible with respect to two
symmetries. We study the dynamics of the family of vector fields near the origin and
show the existence of homoclinic and heteroclinic type solutions. The study of the
02 resonance is also necessary for the study of 02iω resonance in the presence of two
reversibility symmetries, which has wider applications and will be studied in chapter
4.
3.1 Basic vector fields and main results
3.1.1 Hypotheses on the vector fields
In this part, we consider a one parameter family of smooth vector fields in R2+2n with
the parameter µ ∈ R such that the origin is a fixed point, i.e.
du
dt
= V (u, µ), u ∈ Rm, µ ∈ [−µ0, µ0], µ0 > 0, (3.1)
V (0, µ) = 0, µ ∈ [−µ0, µ0], µ0 > 0. (H1)
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We assume this family admits a 02 resonance (see definition 2.5) at the origin and is
reversible with respect to two symmetries, S1 and S2, that is S
2
j = Id and
SjV (u, µ) = −V (Sju, µ), j = 1, 2, (H2)
hold for every u and µ. We denote by (ϕ0, ϕ1) a basis of eigenvectors and generalized
eigenvectors corresponding to the eigenvalue 0
Lϕ0 = 0, Lϕ1 = ϕ0, (3.2)
and by (ϕ∗0, ϕ
∗
1) the corresponding dual basis. Observe that (H2) and (3.2) imply that
Sjϕ0 = ±ϕ0, j = 1, 2 hold necessarily. This gives a way to classify and to name the
resonances.
Definition 3.1. A family of vector fields is said to admit a 02(±,±) resonance at the
origin in the presence of two reversibility symmetries, S1 and S2, if it admits 0 as a
02 resonance and satisfies (H1), (H2) and
S1ϕ0 = ±ϕ0, S2ϕ0 = ±ϕ0. (3.3)
Since we do not want to study the case in which the double eigenvalue 0 stays at
0 for µ 6= 0, a hypothesis concerning the linear part of the vector field is made,
A1 := 〈D2µ,uV (0, 0)ϕ0, ϕ∗1〉 6= 0. (H3)



































Fig. 2 Spectrum of DuV (0, µ) for different values of A1µ for the 0
2 resonance
Next, for each resonance, we need a second hypothesis which concerns the quadratic
part or the cubic part of the vector field. Firstly, for the vector field which admits a
02(+,+) resonance, we assume
A2 := 〈D2u,uV (0, 0)[ϕ0, ϕ0], ϕ∗1〉 6= 0. (H4)
It ensures that the quadratic part of the vector field is not degenerated. Secondly, for
the vector field which admits a 02(+,−) or a 02(−,+) resonance, we assume
A3 := 〈D2u,uV (0, 0)[ϕ0, ψˆ20], ϕ∗1〉+
1
6






D2u,uV (0, 0)[ϕ0, ϕ0]) (3.4)
and L⊥ = L|(kerL)⊥ . It ensures that the cubic part of the vector field is not de-
generated. Finally, for the vector field admitting a 02(−,−) resonance, we make an
assumption dealing with the relationship between the quadratic and the cubic part
of the vector field ,
A4 := C





〈D2u,uV (0, 0)[ϕ0, ϕ0], ϕ∗0〉+
1
2
〈D2u,uV (0, 0)[ϕ0, ϕ1], ϕ∗1〉
and
B = 〈D2u,uV (0, 0)[ψ˜20, ϕ0], ϕ∗1〉+
1
6





〈D2u,uV (0, 0)[ϕ0, ϕ1], ϕ∗1〉 −
1
4





D2u,uV (0, 0)[ϕ0, ϕ0]). (3.5)
Because of the reversibility with respect to the two symmetries, D2u,uV (0, 0)[ϕ0, ϕ0]
is in the range of L⊥ for the 02(+,−), 02(−,+) and 02(−,−) resonances, so both (3.4) and
(3.5) are meaningful. In the interest of clarity, we postpone the demonstration of this
fact after the proof of Proposition 3.6.
Finally, we denote by E0, Eh respectively the generalized eigenspace of L corre-
sponding to the eigenvalues with zero real part and nonzero real part. Moreover, we
denote
L0 = L|E0 , Lh = L|Eh, Sj0 = Sj|E0, Sjh = Sj |Eh, j = 1, 2.
3.1.2 Main results for the 02 resonance
Now we come to our main results for the 02 resonance.
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Theorem 3.2. (Homoclinic and heteroclinic orbits for 02 resonance) As-
sume V (·, µ) is a one parameter family of smooth vector fields in R2+2n which satisfies
(H1), (H2), (H3) and admits a 02 resonance at the origin, then
































and if (H4) holds, there is a
reversible homoclinic connection to 0 when A1µ > 0 and |µ| is sufficiently small;









and if (H5) holds,
for sufficiently small |µ|, there are two homoclinic connections to 0 which are reversible
with respect to S1 when A1µ > 0, A3 < 0 and there are two heteroclinic connections
which are reversible with respect to S2 when A1µ < 0, A3 > 0;




and if (H6) holds, for suffi-
ciently small |µ|, there are two reversible heteroclinic connections when A1µ < 0, A5 <
0, infinitely many reversible heteroclinic connections when A1µ > 0, A4 > 0, A5 > 0
and a reversible homoclinic connection to 0 when A1µ > 0, A4 < 0.
Remark 3.3. In (a), without the hypothesis (H3), up to a linear change of coordinates,



























where a ∈ R.
Remark 3.4. The 02(+,+) resonance after reduction to the center manifold corresponds
to the reversible vector field with a unique symmetry. In this case, the leading part
of the dynamics is given by the quadratic part of the normal form. When there are
34
two symmetries, i.e. the 02(+,−) resonance, the situation is degenerated because of the
second symmetry and the leading part of the dynamics is given by the cubic part of
the normal form. The following pictures describe respectively the phase portraits of
the normal forms associated to the 02(+,+), 02(+,−) and 02(−,−) resonance. The dynam-
ics of the cubic normal form corresponding to the 02(−,−) resonance was described for
the first time in [14], p. 110. The persistence of homoclinic or heteroclinic connections
drawn in thick line is proved in this paper. The persistence of the families of hete-
roclinics in the 02(−,−) case drawn in thin line, was not managed to be proved since



















02(+,−), A1µ > 0, A3 < 0























































A1µ > 0, A4 < 0
Fig. 4 Homoclinic and heteroclinic orbits for 02(−,−) resonance









, the situation is the same
as the one in (c). In fact we only need to exchange S10 and S20 .
3.2 Proof of 02 resonance
The proof of Theorem 3.2 follows the strategy used by Lombardi in [23]. Firstly, in
subsection 3.2.1, we perform a linear change of coordinates to obtain an equivalent
equation such that the symmetries and the derivative of the vector field at the origin
for µ = 0 are in the simplest possible forms. Then, in subsections 3.2.2, 3.2.3 and 3.2.4
respectively for the 02(+,+), 02(+,−) and 02(−,−) resonance, we use the Center Manifold
Theorem to obtain a reduced equation in R2 and the normal form theorem to perform
another polynomial change of coordinates. We study the dynamics of the reduced
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normal form system and finally the persistence of the previously found solutions for
the full system.
3.2.1 Linear change of coordinates
This subsection is devoted to the proof of
Proposition 3.6. Let V (·, µ) be a reversible non degenerate family of smooth vector
fields in R2n+2, satisfying (H1), (H2) and admitting a 02 resonance at the origin.



























where a ∈ R. If the hypothesis (H3) is added, then a = 0.
Proof. For any symmetry S which anticommutes with V (u, µ), S anticommutes with
any derivative of V with respect to u at u = 0, in particular with L, i.e. SL = −LS,
which implies Sϕ0 = ϕ0 or Sϕ0 = −ϕ0 as S2 = I. Since 0 is a double non semi-simple






and S˜0L˜0 = −L˜0S˜0 (3.6)
hold, where L˜ = diag(L˜0, L˜h) = P
−1LP and S˜ = diag(S˜0, S˜h) = P−1SP. By (3.6),












for Sϕ0 = −ϕ0,
where α ∈ R. Thus for the two symmetries S1 and S2, we have three cases.













We perform another linear change of coordinates to make the forms of both S˜10 and S˜20



































where a1 = α2 − α1. Thus (3.1) is equivalent to
du¯
dt
= V¯ (u¯, µ) (3.7)
with S¯jV¯ (u¯, µ) = −V¯ (S¯ju¯, µ), where u = PQu¯, V¯ (u¯, µ) = Q−1P−1V (PQu¯, µ) and
S¯j = Q
−1P−1SjPQ, j = 1, 2. Denote by L1 the differential of V¯ (u¯, µ) at the origin
for µ = 0, i.e. L1 = Du¯V¯ (0, 0), by (ϕ¯0, ϕ¯1) a basis of eigenvector and generalized











 , L1ϕ¯0 = 0, L1ϕ¯1 = ϕ¯0,
and by (ϕ¯∗0, ϕ¯
∗
1) the corresponding dual basis, then
L1 = Q
−1P−1LPQ = diag(L˜0, L1h),
ϕ¯0 = Q
−1P−1ϕ0 and ϕ¯∗1 = (PQ)
tϕ1
∗ = QtP tϕ1∗, where At is the transpose of the
matrix A .
Next we prove that (H3) implies a1 = 0. Suppose u¯ = α¯ϕ¯0 + β¯ϕ¯1 + u¯h and
V¯ (u¯, µ) = V¯α¯ϕ¯0 + V¯β¯ϕ¯1 + V¯h where u¯h ∈ Eh and V¯h ∈ Eh. Identify E0 with R2, then












with u¯ ∈ R2 × Eh and V¯ ∈ R2 ×Eh. The reversibility properties imply that
V¯α¯(α¯,−β¯, S¯1hu¯h, µ) = −V¯α¯(α¯, β¯, u¯h, µ), (3.8)
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V¯β¯(α¯,−β¯, S¯1hu¯h, µ) = V¯β¯(α¯, β¯, u¯h, µ), (3.9)
V¯α¯(α¯, β¯, u¯h, µ) + a1V¯β¯(α¯, β¯, u¯h, µ) = −V¯α¯(α¯+ a1β¯,−β¯, S¯2hu¯h, µ), (3.10)
−V¯β¯(α¯, β¯, u¯h, µ) = −V¯β¯(α¯ + a1β¯,−β¯, S¯2hu¯h, µ). (3.11)
If a1 6= 0, (3.8) and (3.10) imply




(α¯, 0, 0, µ) = 0. But this implies A1 = 0. Indeed, if we replace u¯ in
(3.7) by u¯ = α¯ϕ¯0 + β¯ϕ¯1 + u¯h, then the identity
V¯ (α¯ϕ¯0 + β¯ϕ¯1 + u¯h, µ) = V¯α¯ϕ¯0 + V¯β¯ϕ¯1 + V¯h














(0, 0) = 〈ϕ¯∗1, D2u¯,µV¯ (0, 0)ϕ¯0〉
= 〈QtP tϕ∗1, D2u¯,µV¯ (0, 0)Q−1P−1ϕ0〉
= 〈ϕ∗1, PQD2u¯,µV¯ (0, 0)Q−1P−1ϕ0〉
= 〈ϕ∗1, D2u,µV (0, 0)ϕ0〉
= A1.
So A1 = 0. This contradicts (H3). Thus a1 = 0.
Case II. 02(+,−) resonance. This corresponds to S1ϕ0 = ϕ0, S2ϕ0 = −ϕ0.



























where a2 = α2 + α1. In the same way, (H3) implies a2 = 0.
Case III. 02(−,−) resonance. This corresponds to S1ϕ0 = S2ϕ0 = −ϕ0. For










where a3 = α2 − α1 and (H3) implies a3 = 0.
Now we can prove that D2u,uV (0, 0)[ϕ0, ϕ0] is in the range of L
⊥ for the 02(+,−),
02(−,+) and 02(−,−) resonances, so both (3.4) and (3.5) are meaningful. As stated in
Remark 3.5, the 02(−,+) resonance can be transformed into the 02(+,−) resonance by
exchanging the two symmetries S1 and S2. Thus we only prove the results for the
02(+,−) and 02(−,−) resonance. In fact, the proof of Proposition 3.6 implies that for
the 02(+,−) resonance a2 = 0 or equivalently α1 = −α2 holds. Thus one has
S1ϕ1 = −S2ϕ1 = α1ϕ0 − ϕ1. (3.12)
By SV (u, µ) = −V (Su, µ), we have
SD2u,uV (0, 0)[u, u] = −D2u,uV (0, 0)[Su, Su].
Thus for Sj with Sjϕ0 = ±ϕ0, one has
SjD
2




u,uV (0, 0)[ϕ0, ϕ0] = S2D
2
u,uV (0, 0)[ϕ0, ϕ0]. (3.13)
Assume that
D2u,uV (0, 0)[ϕ0, ϕ0] = a0ϕ0 + a1ϕ1 + ϕh, (3.14)
where ϕh is a vector lying in Eh, then
S1D
2




u,uV (0, 0)[ϕ0, ϕ0] = −a0ϕ0 + a1S2ϕ1 + S2ϕh.
By (3.12) and (3.13), we get {
2a0 + 2a1α1 = 0
−2a1 = 0.
Thus a1 = 0. Since RanL⊥= span{ϕ0} ⊕Eh, we have by (3.14)
D2u,uV (0, 0)[ϕ0, ϕ0] ∈ RanL⊥.
In a similar way, one can prove that for the vector field admitting the 02(−,−)
resonance, D2u,uV (0, 0)[ϕ0, ϕ0] is in the range of L
⊥ as well and (3.5) is well defined.
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3.2.2 Homoclinic connection to 0 for the 02(+,+) resonance
In this section, we use the center manifold theorem to get a reduction of the original
system. Then we use the theory of normal forms to get a polynomial approximation of
the reduced vector field, which turns out to be integrable. Finally, we prove a general
proposition (Proposition 2.13), which ensures that the solutions of the normal form
approximation persist after the higher order term is added.
This part is devoted to the proof of
Proposition 3.7. Let V (·, µ) be as in proposition 3.6 admitting a 02(+,+) resonance,
if (H3) and (H4) hold, then there is a reversible homoclinic connection to 0 when
A1µ > 0, (see Fig. 3).
Proof. We divide the proof into 3 steps.
Step 1. Center manifold theorem and normal form theorem. The center
manifold theorem in [14] ensures that (3.7) can be reduced to
du¯c
dt













Then by the normal form theorem in [14], at any order k, which is a positive integer,
we can perform a polynomial change of coordinates
u¯c = Y˜ + φ˜k(Y˜ , µ)
such that (3.15) is equivalent to
dY˜
dt








φ˜k and N˜k are polynomials of degree ≤ k, with N˜k(0, µ) = DY˜ N˜k(0, 0) = 0. The
remainder R˜k satisfies R˜k(0, µ) = 0 and R˜k(Y˜ , µ) = O
(|Y˜ |k+1+ |Y˜ |k|µ|+ ...+ |Y˜ ||µ|k).
Moreover N˜k(Y˜ , µ) satisfies




0N˜k(Y˜ , µ) (3.17)
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and
S˜j0N˜k(Y˜ , µ) = −N˜k(S˜j0Y˜ , µ), j = 1, 2, (3.18)
for all Y˜ , µ and t. It follows from (3.17) and (3.18) that






where ψ is a polynomial satisfying ψ(0, µ) = ∂ψ
∂α˜
(0, 0) = 0 for all µ. For k = 2, N˜2
reads






and so we have







Following the same way as for computing
∂2V¯β¯
∂α¯∂µ
(0, 0) = A1 in Proposition 3.6, one
can check that a11 = A1 and a20 = A2, hence hypothesis (H3) and (H4) ensure that
a11 6= 0 and a20 6= 0. Moreover the first component R˜α˜(Y˜ , µ) of the rest R˜2(Y˜ , µ) can
always be chosen equal to 0. This can be done by a change of coordinates of the type
β˜ ′ = β˜ + R˜α˜(Y˜ , µ), and thus the rest reads





= O(|Y˜ |3 + |Y˜ |2|µ|+ |Y˜ ||µ|2).
Step 2. Scaling and truncated system. The truncated system
dY˜
dt
= L˜0Y˜ + N˜(Y˜ , µ)
admits when a11µ > 0 a homoclinic connection h˜ which depends on µ. To study the
persistence of h˜, we wish h˜ not to depend on µ. For that purpose, we perform a

















where ξ2 = a11µ, then (3.16) becomes
dY
dt′















is integrable, and the first integral is
β2 = α2 − α3 +H. (3.20)
Solving (3.20) and observing that β = dα
dt′
, the truncated system admits near the
origin a homoclinic connection to 0 which is explicitly given by















Moreover this solution is reversible with respect to S10 = S20 , i.e. Sj0h(−t′) =
h(t′), j = 1, 2.
Step 3. Persistence for the full system of the previously found homo-
clinic connection. The persistence for the full system (3.19) of the previously found
homoclinic connection follows directly from Proposition 2.13.
3.2.3 Homoclinic and heteroclinic connections for the 02(+,−)
resonance
For this case, the main difference with the 02(+,+) resonance, is that we deal now with
a cubic normal form instead of a quadratic one, which induces the existence of two
homoclinic connections to 0 and two heteroclinic connections. Proceeding with the
same method as in Proposition 3.7, we prove the following
Proposition 3.8. Let V (·, µ) be as in proposition 3.6 admitting a 02(+,−) resonance,
if (H3) and (H5) hold, then there are two homoclinic connections to 0 which are
reversible with respect to S1 when A1µ > 0, A3 < 0 and two heteroclinic connections
which are reversible with respect to S2 when A1µ < 0, A3 > 0, (see Fig. 3).
Proof. By the Center Manifold Theorem we get the reduced system (3.15). The
subsequent proof is divided into 3 steps.
Step 1. Polynomial change of coordinates. The normal form theorem en-
sures that (3.15) is equivalent to
dY˜
dt



















2α˜ +O(|Y |4 + |Y |3|µ|+ |Y |2|µ|2 + |Y ||µ|3)
)
,
and a01 = A1 6= 0, a10 = A3 6= 0.
The dynamics of the normal form system depends on the sign of A1µ and of
A3. Homoclinic or heteroclinic connections occur for A1µ > 0, A3 < 0 or for A1µ <
0, A3 > 0. So the two following steps are devoted to the study of these two cases.















where ξ2 = a01µ. Then (3.21) becomes
dY
dt′











admits a first integral which reads β2 = α2 − α4 + H. Using this first integral we
get that the truncated system admits near the origin two homoclinic solutions to 0,











Moreover the solution h1(t′) satisfies S10h1(−t′) = h1(t′), S20h1(−t′) = −h1(t′).
Finally again Proposition 2.13 ensures the persistence of these two homoclinic
connections to 0 for the full system.
Step 3. Heteroclinic connections for A1µ < 0, A3 > 0.
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where 2ν2 = −a01µ, then (3.21) becomes
dY
dt′′







and R(Y, ν) is smooth satisfying R(0, ν) = 0. The truncated system admits a first
integral which reads β2 = −2α2 + α4 +H. Solving this first integral, we get that the
truncated system admits near the origin two heteroclinic solutions ±h2(t′′) connecting








Moreover one has S10h2(−t′′) = −h2(t′′), S20h2(−t′′) = h2(t′′).
Step 3.2. Persistence of heteroclinic connections. Our aim is to use Propo-
sition 2.13 to prove the persistence of the two heteroclinic orbits. For that purpose,
we need to make a last change of coordinates for the full system so that the fixed
points do not move with the bifurcation parameter.
The fixed points of (3.22) are given by{
β = 0
−2α + 2α3 + νR2β(α, β, ν) = 0.
Set F (α, ν) = −2α + 2α3 + νR2β(α, β, ν), then F (1, 0) = 0 and ∂F∂α (1, 0) = 4 6= 0.
The Implicit Function Theorem ensures that the full system admits for very small
ν, a fixed point X∗+(ν) which reads X
∗
+(ν) = (1 + α
∗(ν), 0), where α∗(ν) is a smooth
function of ν satisfying α∗(0) = 0. By reversibility, we get that X∗−(ν) = S20X
∗
+(ν) is
also a fixed point.
To use Proposition 2.13 to prove the persistence of the heteroclinic connections,
we perform a last scaling,





= N(Z) + νRˆ(Z, ν),









)−N(Z)]. Considering α∗(ν) =



















Now Proposition 2.13 ensures the persistence of the heteroclinic orbits for the full
system.
3.2.4 Homoclinic and heteroclinic connections for the 02(−,−)
resonance
We devote this part to the proof of
Proposition 3.9. Let V (·, µ) be as in proposition 3.6 admitting a 02(−,−) resonance,
if (H3) and (H6) hold, then there are two reversible heteroclinic connections when
A1µ < 0, A5 < 0, infinitely many reversible heteroclinic connections when A1µ >
0, A4 > 0, A5 > 0 and a reversible homoclinic connection to 0 when A1µ > 0, A4 < 0
for sufficiently small µ, (see Fig. 4).
Proof. Step 1. Center manifold theorem and normal form theorem. After the
reduction onto the center manifold and the application of the normal form theorem,
the original system is reduced to
dY˜
dt





aα˜µ+ cα˜β˜ + bα˜3
)











with a = A1, c = C, b = B and
R1(α˜, β˜, µ) = f01α˜
2µ+O(|α˜|4 + |α˜|2|β˜|2 + |α˜|2|µ|2 + |β˜||µ|3 + |β˜|2|µ|2 + |β˜|3|µ|+ |β˜|4)
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R2(α˜, β˜, µ) = f01α˜β˜µ+ g02α˜µ
2 + α˜O(|α˜|2|β˜|+ |α˜|2|µ|+ |β˜|3 + |β˜|2|µ|+ |β˜||µ|2 + |µ|3)
where f01, g02 are two constants.
Step 2. Heteroclinic connections for A1µ < 0, A5 < 0.










, ν2 = −aµ,
then (3.23) is equivalent to
dY
dt′




















with R(Y, ν) smooth satisfying R(0, ν) = 0. If we denote α˙ := dα
dt




























, v = α2, (3.26)
the truncated system of (3.25) admits three fixed points (0, 0), (α˜±, 0) := (
±|c|√
b−c2 , 0),




= −1 + ( b
c2
− 1)v + 3u.











. Then considering (3.26), one can get two heteroclinic
connections h±(t′), connecting (α˜+, 0) and (α˜−, 0), explicitly given by
h±(t′) := (αh±, α˙h±)





Step 2.2. Persistence of heteroclinic connections. One can compute the
linearization ofN (Z) at the fixed point (α˜+, 0), L˜+, admits two eigenvalues of opposite
sign which read λ± = 12(3α˜+ ±
√
8 + 9α˜2+). Moreover, in a similar way as in Step
3.2. in Proposition 3.8, we can use the Implicit Function Theorem and perform a
last change of coordinates such that the rest R(Z, ν) admits the same fixed points
as N (Z) for all ν, i.e. R(α˜±, 0, ν) = 0. Then the persistence of the heteroclinic
connections found in Step 2.1 is an immediate consequence of Proposition 2.13.
Step 3. Heteroclinic or homoclinic connections for A1µ > 0, A5 > 0.
In this step, depending on the different signs of A4, we study the heteroclinic or
homoclinic connections of (3.23).











, ξ2 = A1µ.
Then (3.23) is equivalent to
dY
dt′












































with R(Z, ξ) smooth satisfying R(0, ξ) = 0. The truncated system of (3.28) admits
three fixed points (0, 0), (α±, 0) := (
±|c|√
c2−b , 0) when c





= 1 + (
b
c2
− 1)v + 3u,
where u = α˙, v = α2.
47
Step 3.2. Heteroclinic connections for A4 > 0.
Step 3.2.1. Heteroclinic connections of truncated system. First, for
this case, the first integral in Step 3.1 gives two particular solutions of the form








). These are two
parabolas in the (α, α˙)-plane. Then considering u = α˙, v = α2, one can get two
heteroclinic connections explicitly given by
h±(t′) := (αh±, α˙h±)






Moreover, one has h+ − (α∓, 0) ∈ Ck±λ+ , and h− − (α∓, 0) ∈ C
k±
λ−
for any k, where
λ± = 12(3α+ ±
√
9α2+ − 8) are eigenvalues of L+, the linearization of N (Z) in (3.28)
at the fixed point (α+, 0).
Next we study the phase portraits of the truncated system in the (α, α˙)-plane
and get infinitely many other heteroclinic connections. The main idea is to use the
stable and unstable manifold theorem and to analyze the signs of α˙ and α¨ := dα˙
dt′
to
determine the direction of the orbit as time goes forward.
We still denote, in the (α, α˙)-plane, by h± := (αh±, α˙h±) the two parabolas on
which the two previously got heteroclinic connections h±(t′) lie, see the following
picture. Moreover, the graph of α¨ = 0 is also a parabola drawn with dashed line in
the picture. Above the dashed line α¨ > 0 holds and below the dashed line α¨ < 0



















Now suppose h(t′) = (αh(t′), α˙h(t′)) is a solution with the initial value h(t′0) lying
on A := {α¨ = 0, α > 0, α˙ > 0}. Since the velocity of h(t′) on A is (α˙h(t′0), α¨h(t′0)) =
(α˙h(t
′
0), 0) with α˙h(t
′
0) > 0, when t
′
0 − δ < t′ < t′0, δ > 0 sufficiently small, h(t′) ∈
B := {α > 0, 0 < α˙ < α˙h−, α¨ > 0}, the right part of the domain above the α˙-
axis and between the curve h− and α¨ = 0, see the above picture. Moreover since
α˙ > 0, α¨ > 0 in B, both αh(t′) and α˙h(t′) decrease with reverse time t′ < t′0 . When
t′ < t′0 − δ, h(t′) cannot cross the curve h− by the uniqueness of the solution and
it cannot cross the curve α¨ = 0, since the velocity on the curve α¨ = 0 is on the
opposite direction. Moreover, h(t′) cannot go to a fixed point (α0, α˙0) ∈ B with
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finite time since in this case h(t′) can still be extended, thus h(t′) stays in B for all
t′ < t′0 and goes to the fixed point (α+, 0) as t
′ → −∞. Similarly, when t′ > t′0,
h(t′) ∈ C := {α > 0, α˙ > 0, α¨ < 0}, and in C, αh(t′) increases while α˙h(t′) decreases















1 + 3α˙ + 3( b
c2
























< 0 in C, hence the orbit is concave and it must cross the α-axis
at a finite time and come into domain D := {α > 0, α˙ < 0, α¨ < 0}. In D, both
αh(t
′) and α˙h(t′) decrease with increasing time. We claim that in this domain the
case α˙ → −∞, α → α0 with α0 ≥ 0 as t′ → t+, t+ is finite or +∞, cannot happen.













will be different. Thus h(t′) has no other choice but crosses the α˙-axis, say at (0, α˙0),
at a finite time. Without loss of generality, we can assume h(0) = (0, α˙0), thus
S10h(0) = h(0), where S10 = diag(−1, 1) by Proposition 3.6. Since S10h(−t′) is also
a solution, one has S10h(−t′) = h(t′) for all t′, thus one can finish the orbit of h(t′)
for all t′, which is symmetric with respect to the α˙−axis. Now we conclude that h(t′)
is a heteroclinic connection connecting the two nonzero fixed points and it is shown
in Fig 5. In the same way, we can get many other heteroclinic connections with the
same behavior as h(t′).
We claim that there are still two more heteroclinic connections connecting 0 and
respectively the two nonzero fixed points. In fact, suppose h˜(t′) = (α˜, ˙˜α) is a solution
with initial value h˜(0) ∈ E := {α > 0, α˙ < 0, α¨ > 0} near 0 lying on the stable
manifold of 0, W s(0). Then h˜(t′) ⊂ W s(0) for all t′ ≥ 0 and h˜(t′) −→
t′→+∞
0 by the
stable manifold theorem. When t′ ≤ 0, observing the signs of α˙ and α¨ in E, one has
that, with reverse time, α˜ increases while ˙˜α decreases in E. Thus as time decreases,
h˜(t′) must finally cross the curve α¨ = 0. Since the velocity of the orbit on the curve
F := {α > 0, α˙ < 0, α¨ = 0}, which is part of the boundary of E, is (α˙, 0) with
α˙ < 0, h˜(t′) cannot cross the curve α¨ = 0 again. Moreover, h˜(t′) cannot intersect
h−(t′). Thus h˜(t′) has to tend to the fixed point (α+, 0) as t′ → −∞. Hence h˜(t′)
is a heteroclinic connection connecting 0 and (α+, 0). In a similar way, one can
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get the other heteroclinic connection connecting 0 and (α−, 0). All the heteroclinic


























Fig. 5 Heteroclinic orbits for 02(−,−) resonance with A1µ > 0, A4 > 0, A5 > 0
Step 3.2.2. Persistence of heteroclinic connections.
(a) Persistence of h±(t
′). For this case, to prove the persistence of h±(t′) found
in the former step, Proposition 2.13 cannot be used directly since both λ+ and λ−
are positive. The main problem is that we cannot determine, as t′ → ±∞, on the
one hand, the speed of the second solution, q, of the homogeneous equation dv
dt′
=(
DN )(h)v in Step 2. in the proof of Proposition 2.13− (c), and on the other hand,
the speeds of the dual basis of (p, q), (p∗, q∗), in Step 3. in the proof of Proposition
2.13−(c), because the signs of the eigenvalues are used when determining their speeds
as t → ±∞. However, since the two heteroclinic connections h±(t′) are explicitly




DN )(h)v can be solved explicitly and hence we can get
the speeds of the basis of its solution (p, q) and of the dual basis (p∗, q∗).
We only prove the persistence of h+(t′), and the persistence of h−(t′) can be proved
in a similar way. First, same as in Step 2.2 in the proof, one can perform a linear
change of coordinates such that R(α±, 0, ν) = 0 for all ν. We denote the solution
of dZ
dτ
























and p(τ) ∈ C0λ+(R,R2)|AS10 . Moreover p(0) = (α−
√−m+n+, 0). Since we already
know a solution p, we can compute the other one. Denote by q(τ) := (αq(τ), βq(τ))






√−m+n+τ, thus the Wronskian, W (τ), of
the solution matrix reads


































−m+n+ − 2√−m+n+ tanh
√−m+n+ταq(τ),
and S10q(−τ) = q(τ). For τ ≥ 0, one has
|q| ≤ Ce(2
√−m+n++3α−)τ ≤ Ce(λ++3α−)τ ,
thus q(τ) ∈ C0+−λ+−3α−(R+,R2) and furthermore q(τ) ∈ C0−λ+−3α−(R,R2)|RS10 by the












|W (τ)|−1 ≤ C| cosh√−m+n+τ |
−3α−√
−m+n+ ≤ Ce−3α−|τ |
holds, we have p∗(τ) ∈ C0−λ+(R,R2) and q∗(τ) ∈ C0λ++3α−(R,R2).
Once we got the speeds of p, q, p∗ and q∗ as τ → ±∞, Step 4.–Step 6. in the proof
of Proposition 2.13–(c) imply the persistence of the heteroclinic connection h+(t′).
(b) Persistence of h(t′). In this part, we prove geometrically the persistence
of h(t′) for the full system. This method can also be used to prove the persistence of
all the homoclinic, or heteroclinic connections we have proved before.
First the implicit function theorem ensures that the full system has two nonzero
fixed points which read α∗± :=
(
(1 + α∗(ξ))α±, 0
)
with |α∗(ξ)| ≤ Mξ and M is a
positive constant. Let Br(α∗−) be a ball of radius r centered at α
∗
−, where r = 2Mξ.
Then there is a t′0 such that h(t
′
0) ∈ Br(α∗−). Suppose H(t′, ξ) is a solution of the full
system satisfying H(t′0, ξ) ∈ Br(α∗−), then H(t′, ξ) → α∗−, as t′ → +∞ by the stable
manifold theorem and |H(t′0, ξ)− h(t′0)| < 4Mξ. Since the solution of the full system
depends on the time, initial value and parameter, we denote by φ(t′, Yt0 , ξ) the solution
of the full system satisfying φ(t0, Yt0 , ξ) = Yt0 . Then φ as a function from R
3 to R
is continuous. Moreover, one has h(t′) = φ(t′, h(t′0), 0) and H(t
′, ξ) = φ(t′, H(t′0), ξ).
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0), 0) lies on the right hand side of the α˙-axis,




0), 0)) does not intersect the α˙-axis. By









0), 0)) when ξ is sufficiently small. This means φ(t
′, H(t′0), ξ) crosses the
α˙-axis at a finite time, t′−. Once it crosses the α˙-axis, one can get the full orbit by
the symmetry. Now we proved the persistence of h(t′) for the full system.
Step 3.3. Homoclinic connection for A4 < 0.
Step 3.3.1. Solution of the first integral. For this case, we do not have
particular solutions of the form u = m± + n±v anymore. However, setting y = u, s =
v − c2
c2−b and then z =
y
s
, the first integral of the truncated system in Step 3.1. when












Step 3.3.2. Study of the Phase portraits. This subsection is devoted to the
study of the phase portraits of the truncated system of (3.27) for this case in the
(α, α˙)-plane. By using the stable and unstable manifold theorem and analyzing the
signs of α˙ and α¨, we finally get a homoclinic connection to 0.
Stable manifold of 0 and heteroclinic orbits. First the linearization of the vector
field in (3.27) at the origin L0 has two simple eigenvalues 1 and −1. The linearization
at (α+, 0), L+, has a pair of conjugate complex eigenvalues λ± = 12(3α+±i
√
8− 9α2+).
Moreover, both the stable and unstable manifold near 0, denoted respectively by
W s(0) and W u(0), are of dimension one. Like in Step 3.2 in the proof, the graph of
α¨ = 0 is still drawn with dashed line in Figure 6 and Figure 7.
Suppose h(t′) = (α, α˙)T is a solution with initial value h(0) lying on W s(0) and
h(0) ∈ C := {(α, α˙)|α > 0, α˙ < 0, α¨ > 0}, then h(t′) ∈ W s(0) for all t′ > 0 and
h(t′) −→
t′→+∞
0 by the stable manifold theorem. Then according to the signs of α˙ and
α¨ and considering that the eigenvalues of L+ are complex, the orbit of h(t′) crosses,
with reverse time, the curve α¨ = 0, the α−axis, then again the curve α¨ = 0, and
finally comes into the domain A := {(α, α˙)|α > 0, α˙ > 0, α¨ > 0}. Next there are
three possibilities: either h(t′) goes to 0 or crosses the α˙−axis or crosses the α−axis.
But the first two possibilities, denoted respectively by case 1 and case 2, cannot
happen.
Now suppose case 1 happens, then if we denote by K the compact inside of the
curve h(t′), we have ∂K = {h(t′), t′ ∈ R} ∪ {0}. For all t′ ∈ R, N (h(t′)) equals to
dh
dt′
, which is the tangent vector of the curve h(t′). Hence the inner product of N
and ~n is 0, where ~n is the outward unit normal vector of ∂K at h(t′). Thus the
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〈N , ~n〉 = 0. On the other hand, N









divN > 0 which is a contradiction. Thus case 1 cannot happen.
Next suppose case 2 happens, then on one hand, the graph of the solution denoted
by h¯(t′) starting on W u(0) with α(0) > 0 cannot intersect the graph of h(t′). On the
other hand, by the signs of α and α˙, h¯(t′) can neither cross the α˙-axis nor accumulate
on h(t′). Moreover, it cannot go to (α+, 0) since (α+, 0) is repulsive and cannot go
to 0 since W s(0) is of dimension one and there is already a solution, h(t′), on W s(0).
Thus by the Poincaré-Bendixon Theorem, the only possibility for h¯(t′) is to go at +∞
to a periodic orbit, P. However, using the Green Riemann formula as before, such a
periodic orbit does not exist. Thus case 2 cannot happen.
Hence only the third possibility can happen. Once more since no periodic orbit
exists in the half plane α > 0, by the Poincaré-Bendixon Theorem, the only possibility
for h(t′) is to go to (α+, 0) at −∞. Thus h(t′) is a heteroclinic orbit connecting 0
and (α+, 0). By reversibility, one can get another heteroclinic orbit connecting 0 and












Fig. 6 Heteroclinic orbits for A1µ > 0, A4 < 0.
Unstable manifold of 0 and homoclinic connection to 0. Now suppose h˜(t′) =
(α˜, ˙˜α)T is a solution with initial value h˜(t′0) ∈ A lying on W u(0), then h˜(t′) ⊂W u(0)
for all t′ ≤ t0 and h˜(t′) −→
t′→−∞
0. By (3.30), s and hence α˜ are bounded. Thus again
considering the signs of ˙˜α and ¨˜α, h˜(t′) crosses the curve α¨ = 0 and then the α−axis
with increasing time and finally enters the domain B := {(α, α˙)|α > 0, α˙ < 0, α¨ < 0}.
We claim that in this domain the case ˙˜α → −∞, α˜ → α˜0 with α˜0 ≥ 0 as t′ → +∞














will be different. Since the graph of h˜(t′) cannot intersect the graph of h(t′), nec-
essarily h˜ crosses the α˙−axis, and hence by the reversibility h˜(t′) is a homoclinic
connection to 0 belonging to C01 (R,R
2)|RS.
Periodic orbits. A similar analysis ensures that outside the homoclinic connection
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to 0, the solutions are periodic. The phase portraits corresponding to this case are














Fig. 7. Phase portraits of bounded solutions for A1µ > 0, A4 < 0.
Step 3.3.3. Persistence of the homoclinic connection. Again the per-
sistence of this homoclinic connection after the higher order term is added follows
directly from Proposition 2.13.
Considering the above four propositions, we proved Theorem 3.2.
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Chapter 4
Homoclinic and heteroclinic orbits
for the 02iω singularity in the
presence of two reversibility
symmetries
This chapter is devoted to the study of the homoclinic and heteroclinic orbits for the
02iω resonance in the presence of two reversibility symmetries. We will show that
in this case the existence of homoclinic orbit or heteroclinic orbit depends only on
the actions of S1 and S2 on ϕ+, the eigenvector of the linearization corresponding to
iω, ω > 0.
4.1 The vector fields and main results
4.1.1 Statements of the vector fields
We consider in this chapter a one parameter family of smooth vector fields in R4+2n
with the parameter µ ∈ R satisfying (H1), i.e.
V (0, µ) = 0, µ ∈ [−µ0, µ0], µ0 > 0. (H1)
Moreover, this family is assumed to admit a 02iω resonance (see definition 2.6) at the
origin and like in Chapter 3 to be reversible with respect to two symmetries, S1 and
S2, that is S2j = Id and
SjV (u, µ) = −V (Sju, µ), j = 1, 2, (H2)
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hold for every u and µ. As for the 02 resonance, we classify the 02iω resonance into
02(+,+)iω, 02(+,−)iω, 02(−,+)iω and 02(−,−)iω resonances. Similarly, the hypothesis
A1 := 〈D2µ,uV (0, 0)ϕ0, ϕ∗1〉 6= 0 (H3)
on the linear part of the vector field is made which ensures that the bifurcations de-









































Fig. 8 Spectrum of DuV (0, µ) for different values of A1µ for the 02iω resonance
Moreover, to deal with the quadratic or the cubic part of the vector fields, the
family is also assumed to satisfy for the 02(+,+)iω resonance the hypothesis
A2 := 〈D2u,uV (0, 0)[ϕ0, ϕ0], ϕ∗1〉 6= 0; (H4)
for the 02(+,−)iω resonance or the 02(−,+)iω resonance the hypothesis
A3 := 〈D2u,uV (0, 0)[ϕ0, ψˆ20], ϕ∗1〉+
1
6





D2u,uV (0, 0)[ϕ0, ϕ0]) and L
⊥ = L|(kerL)⊥; (4.1)
for the 02(−,−)iω resonance the hypothesis
A4 := C





〈D2u,uV (0, 0)[ϕ0, ϕ0], ϕ∗0〉+
1
2
〈D2u,uV (0, 0)[ϕ0, ϕ1], ϕ∗1〉
and
B = 〈D2u,uV (0, 0)[ψ˜20, ϕ0], ϕ∗1〉+
1
6






〈D2u,uV (0, 0)[ϕ0, ϕ1], ϕ∗1〉 −
1
4





D2u,uV (0, 0)[ϕ0, ϕ0]). (4.2)
As for the 02 resonance, we can prove that D2u,uV (0, 0)[ϕ0, ϕ0] is in the range of L
⊥
for the 02(+,−), 02(−,+) and 02(−,−) resonances, so both (4.1) and (4.2) are meaningful.
Finally, we denote by (ϕ+, ϕ−) a basis of eigenvectors corresponding to ±iω, i.e.
Lϕ± = ±iωϕ±.
Moreover, we decompose E0 = E0,zero ⊕ E0,ω, with E0,zero, E0,ω respectively the sub-
space of E0 belonging to the eigenvalue 0 and the purely imaginary eigenvalues dif-
ferent from 0 and denote
L0 = L|E0 , L0,zero = L|E0,zero L0,ω = L|E0,ω Lh = L|Eh
Sj0 = Sj|E0, Sj0,zero = Sj |E0,zero Sj0,ω = Sj|E0,ω Sjh = Sj|Eh j = 1, 2.
4.1.2 Main results for the 02iω resonance
The main results for the 02iω resonance are presented in the following theorem.
Theorem 4.1. (Homoclinic and heteroclinic orbits for 02iω resonance )
Let V (·, µ) be a one parameter family of smooth vector fields in R4+2n which satisfies
(H1), (H2), (H3) and admits a 02iω resonance at the origin, then




0 1 0 0
0 0 0 0
0 0 iω 0






1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 or S10 =


−1 0 0 0
0 1 0 0
0 0 0 1







1 0 0 0
0 −1 0 0





 or S20 =


−1 0 0 0
0 1 0 0






where b ∈ C with modulus 1;
(b) (02(+,+)iω resonance) for S10 =


1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , S20 =


1 0 0 0
0 −1 0 0






if (H4) holds, then for |µ| sufficiently small,
(i) if b = 1, i.e. S10 = S20, generically there is no homoclinic connection to 0 when
A1µ > 0, but there exist reversible homoclinic connections to exponentially small pe-
riodic orbits;
(ii) if b 6= 1, there is a reversible homoclinic connection to 0 when A1µ > 0;
(c) (02(+,−)iω resonance) for S10 =


1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , S20 =


−1 0 0 0
0 1 0 0






if (H5) holds, then for |µ| sufficiently small,
(i) if b = ±1, generically there is no homoclinic connection to 0 when A1µ > 0, A3 < 0
and no heteroclinic connection when A1µ < 0, A3 > 0;
(ii) if b 6= ±1, there are two homoclinic connections to 0 when A1µ > 0, A3 < 0 and
there are two heteroclinic connections when A1µ < 0, A3 > 0;
(d) (02(−,−)iω resonance) for S10 =


−1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 , S20 =


−1 0 0 0
0 1 0 0






if (H6) and b 6= 1 hold, then for sufficiently small |µ|, there are two reversible het-
eroclinic connections when A1µ < 0, A5 < 0, infinitely many reversible heteroclinic
connections when A1µ > 0, A4 > 0, A5 > 0 and a reversible homoclinic connection to
0 when A1µ > 0, A4 < 0.
Remark 4.2. In (b), the situation for b = −1 is included in the case b 6= 1.




1 a 0 0
0 −1 0 0





 or S20 =


−1 a 0 0
0 1 0 0






where a ∈ R.
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Remark 4.4. If we add an extra condition, S1S2 = S2S1, i.e. if the two symmetries
commute, then b = 1 or −1 holds necessarily.
Remark 4.5. The 02(+,+)iω resonance for b = 1 corresponds to a unique symmetry.
This case was studied in details by Lombardi in [23]. The presence of the second
symmetry, i.e. b 6= 1, induces the existence of homoclinic connection to 0 whereas
with a unique symmetry there is generically no.
Remark 4.6. For the 02(+,−)iω resonance, case (c)-(ii) can be studied as case (b)-(ii)
for the 02(+,+)iω resonance. However in case (b), the leading part of the normal form
is the quadratic part whereas in case (c) because of the second symmetry the situation
is more degenerated and the leading part of the normal form is the cubic part.
4.2 Examples
In this part, we give one example where the family of vector fields admits a 02(+,+)iω
resonance and two examples where the vector fields admit a 02(+,−)iω resonance.
Example of the vector field admitting a 02(+,+)iω resonance in presence of two
reversibility symmetries can be found in [15] when studying the existence of traveling
breathers in Fermi-Pasta-Ulam lattices, i.e. when studying the existence of solutions
of the FPU lattice
d2un
dt2
= V ′(un+1 − un)− V ′(un − un−1), n ∈ Z
satisfying
un(t) = un−p(t− pτ), p ∈ N, p > 1 and un(t) −→
n→+∞
0.
In [15], for the particular case when the breather period equals twice the inverse
group velocity, i.e. p = 2, and the inverse group critical velocity is close to the sound
velocity, i.e. τ ≈ V ′′(0)− 12 , after the center manifold reduction, the problem is locally
reduced to a 4-dimensional system of ordinary differential equations which admits a
02iλ1 resonance (see §II in [15]). Moreover, the reduced equation is reversible under




1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , σ =


1 0 0 0
0 1 0 0
0 0 −1 0




(note that in [15] for p = 2, the coefficient m1 in σ is given by −1). Thus the reduced
equation is reversible under the two symmetries
S10 = R =


1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , S20 = Rσ =


1 0 0 0
0 −1 0 0
0 0 0 −1
0 0 −1 0

 .
Hence the reduced equation admits a 02(+,+)iλ1 resonance and Theorem 4.1 (case (b)−
(ii) with b = −1 ) ensures the existence of homoclinic orbit to 0, which corresponds
to a exact traveling breather solution for the FPU lattice.
Next we give two examples of vector field admitting a 02(+,−)iω resonance with
b = −1. The first one appears in [9] when studying the existence of localized two-
dimensional waves for a class of NLS-type equations in the presence of one-dimensional
potentials. More precisely, in that paper, the authors study the NLS equation
i∂U +△U + V (x, y)U + F (U) = 0, U(t, x, y) ∈ C, x ∈ R, y ∈ R
and look for localized waves of the form
U(t, x, y) = eiωtQ(x, y).
One motivation for investigating such system is the question of wave formation in
Bose-Einstein condensates. In [9], rewriting the equation for Q as an infinite dimen-
sional dynamical system with y as evolution variable, and using the center manifold
theorem, the authors reduced the problem to the study of the existence of homoclinic
connections for a finite dimensional ODE close to some resonances. For a critical
value of the frequency parameter ω, the reduced ODE is 4-dimensional and admits
a 02iλ resonance (see [9], §2.3). Moreover the ODE is reversible with respect to a




1 0 0 0
0 −1 0 0
0 0 0 1





−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 .
Hence the reduced system admits a 02(+,−)iλ resonance in the presence of two sym-
metries
S10 = R =


1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , S20 = Rσ =


−1 0 0 0
0 1 0 0
0 0 0 −1




Then Theorem 4.1-(c)-(i) ensures that generically there is no homoclinic connection
to 0 but always homoclinic connections to exponentially small periodic orbits. So in
this case, there is generically no localized wave for the NLS equation. Another ex-
ample with b = −1 can be found in [6] when studying the localized buckling in rods
with noncircular cross section. In the limit of infinitely long rods, the Kirchhoff-Love
equations which govern the spatial equilibria of the thin elastic rods, constitute a re-
versible, six dimensional Hamiltonian dynamical system subjecting to two additional
integral constraints, and localized buckling modes correspond to homoclinic orbits to
the trivial solution representing a straight rod. Using the two integral constrains, the
problem can be reduced to a four dimensional ODE which is reversible with respect to
two symmetries R1 and R2 satisfying R1R2 = −Id. Moreover for some critical values
of the parameters (one corresponding to a unified load, and another one mesuring the
anisotropy of the cross section), the 4-dimensional system admits a 02iω resonance.
Since R1R2 = −Id, necessarily this corresponds to a 02(+,−)iω resonance with b = −1
and Theorem 4.1-(c)-(i) ensures that generically there is no homoclinic connection to
0 (i.e. no localized buckling modes) in this parameter region.
4.3 Proof of 02iω resonance
In this section, we prove Theorem 4.1. Like the proof of Theorem 3.2, in subsection
4.3.1, we perform a linear change of coordinates to get the simplest possible forms of
the symmetries and the derivative of the vector field at the origin for µ = 0. Then in
subsection 4.3.2, 4.3.3 and 4.3.4 respectively for the 02(+,+)iω, 02(+,−)iω and 02(−,−)iω
resonance, we prove the existence or nonexistence of homoclinic connection to 0 and
of heteroclinc connection.
4.3.1 Linear change of coordinates
This subsection is devoted to the proof of
Proposition 4.7. Let V (·, µ) be a reversible non degenerate family of smooth vector
fields in R2n+4 satisfying (H1),(H2) and admitting a 02iω resonance at the origin.




0 1 0 0
0 0 0 0
0 0 iω 0







1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 or S10 =


−1 0 0 0
0 1 0 0
0 0 0 1






1 a 0 0
0 −1 0 0





 or S20 =


−1 a 0 0
0 1 0 0






where b ∈ C with modulus 1. If the hypothesis (H3) is added, then a = 0 holds.
Proof. Since V (u, µ) admits a 02iω resonance at the origin, for any symmetry S which
anticommutes with the vector field V (u, µ), there exists an invertible linear change









0 1 0 0
0 0 0 0
0 0 iω 0




S˜0L˜0 = −L˜0S˜0, (4.3)










1 α 0 0
0 −1 0 0















−1 α 0 0
0 1 0 0






with α ∈ R, β ∈ C, |β| = 1 since S˜0 : R2 ×D → R2 ×D.
As in the proof of Theorem 3.2, for two symmetries, there are three cases.
Case I. 02(+,+)iω resonance. This case corresponds to S1ϕ0 = S2ϕ0 = ϕ0.
Observing here that S˜0,zero equals to S˜0 in the proof of Theorem 3.2, we can focus
62
our discussion on S˜0,ω and perform the second linear change of coordinates to make
the forms of both S˜10 and S˜20 as simple as possible. Assume
Q2 :=

 Q20,zero 0 00 Q20,ω 0
0 0 Q2h

 ∈ GL(R2 ×D × R2n)
with





, λ− = λ¯+,
then if denote L¯0,ω := Q
−1
20,ω
L˜0,ωQ20,ω , S¯j0,ω := Q
−1
20,ω



















Taking λ+ = e
iθ1













with b = β2
β1





1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , S¯20 =


1 a1 0 0
0 −1 0 0






Like in the proof of Proposition 3.6, (H3) implies a1 = 0 holds necessarily.
Case II. 02(+,−)iω resonance. This case corresponds to S1ϕ0 = ϕ0, S2ϕ0 =




1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , S¯20 =


−1 a2 0 0
0 1 0 0






where a2 = 0 if (H3) holds.
Case III. 02(−,−)iω resonance. This case corresponds to S1ϕ0 = S2ϕ0 = −ϕ0.




−1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 , S¯20 =


−1 a3 0 0
0 1 0 0







where a3 = 0 if (H3) holds.
Remark 4.8. This proposition shows that the actions of S1 and S2 on the generalized
eigenspace corresponding to 0 when the vector fields admit 02(+,+)iω, 02(+,−)iω or
02(−,−)iω resonance are the same as when the vector fields admit 02(+,+), 02(+,−) or
02(−,−) resonance respectively. Thus a same proof shows that (3.4) and (3.5), or, ψˆ20
and ψ˜20 in the hypothesis (H5) and (H6) respectively are also well defined for the
present 02iω resonance case.
4.3.2 Homoclinic connection to 0 for the 02(+,+)iω resonance
In this subsection, we discuss the vector fields admitting a 02(+,+)iω resonance. We
will find that the existence of homoclinic connection to 0 is determined by the actions
of S1 and S2 on E0,ω. Homoclinic connection to 0 exists only when S1 and S2 act E0,ω
differently.
Proposition 4.9. Let V (·, µ) be as in proposition 4.7 admitting a 02(+,+)iω reso-
nance. Moreover, assume that (H3) and (H4) hold. If b = 1, i.e. S10 = S20, then
generically there is no homoclinic connection to 0 when A1µ > 0, but there exist
reversible homoclinic connections to exponentially small periodic orbits.
A proof of this proposition can be found in [23].
We devote the next part to the proof for b 6= 1.
Proposition 4.10. Let V (·, µ) be as in proposition 4.9. If b 6= 1, then there is a
reversible homoclinic connection to 0 when A1µ > 0.
Proof. By virtue of Proposition 4.7, the initial full system is equivalent to
du1
dt
= V¯ (u1, µ) (4.4)
with S¯jV¯ (u1, µ) = −V¯ (S¯ju1, µ), where u = PQu1, V¯ (u1, µ) = Q−1P−1V ( PQu1, µ)
and S¯j = Q−1P−1Sj PQ, j = 1, 2. Next we do not apply the Center Manifold Theorem
but reduce the full system to a subspace invariant under the product of the two
symmetries. In fact, if we denote T¯ := S¯1S¯2, then T¯ V¯ (u1, µ) = V¯ (T¯ u1, µ), thus the
linear space E¯ := {v ∈ R2n+4 : T¯ v = v} is stable under the vector field V¯ . Direct
computation shows that if b 6= 1 the element of E¯ reads v = (v1, v2, 0, 0, vh) with
S¯1hS¯2hvh = vh, where vh ∈ R2n.
Setting u1 = (α, β, z, z¯, u1h), V¯ = (V¯α, V¯β, V¯z, V¯z¯, V¯h), V¯E¯ = V¯ |E¯, and S¯E¯ = S¯|E¯,












and S¯1hS¯2hu1h = u1h, S¯jE¯V¯E¯(u1E¯, µ) = −V¯E¯(S¯jE¯u1E¯, µ), j = 1, 2. Now the vector field
V¯E¯(u1E¯ , µ) admits a 0
2(+,+) resonance. Thus Theorem 3.2 ensures that homoclinic
connection to 0 exists when A1µ > 0.
4.3.3 Homoclinic and heteroclinic connections for the 02(+,−)iω
resonance
We devote this subsection to the discussion of vector fields admitting a 02(+,−)iω
resonance. We will show that homoclinic connections to 0 and heteroclinic connections
exist when S1 and S2 do not act E0,ω similarly and oppositely, otherwise, generically
no homoclinic connection or heteroclinic connection exists.
Proposition 4.11. Let V (·, µ) be as in proposition 4.7 admitting a 02(+,−)iω reso-
nance. Moreover, assume that (H3) and (H5) hold. Then if b 6= ±1, there are two
homoclinic connections to 0 when A1µ > 0, A3 < 0 and two heteroclinic connections
when A1µ < 0, A3 > 0.
Proof. This can be proved by proceeding in a similar way as in the proof of Proposition
4.10 except that in this case, observing that the vector field V¯ commutes with T¯ 2, we
reduce the full system to the linear subspace E˜ := {v ∈ R4+2n : T¯ 2v = v}, and the
reduced vector field V¯ |E˜ admits a 02(+,−) resonance.
Next we consider b = 1 or b = −1. We find that homoclinic connections and
heteroclinic connections exist for the normal form system, however, they generically
do not persist under reversible perturbations.
Proposition 4.12. Let V (·, µ) be as in proposition 4.11 , if b = ±1, then generically
there is no homoclinic connection to 0 when A1µ > 0, A3 < 0 and no heteroclinic
connection when A1µ < 0, A3 > 0.




1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , S¯20 =


−1 0 0 0
0 1 0 0
0 0 0 ±1
0 0 ±1 0

 .
The proof is performed in 4 steps.
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Step 1. Center Manifold Theorem and Normal Form Theorem. The
center manifold theorem and normal form theorem ensure that after a change of
coordinates of the form u = Y˜ + φ(Y˜ , µ), (4.4) reduces to
dY˜
dt
= N˜(Y˜ , µ) + R˜(Y˜ , µ) (4.5)
where Y˜ := (α˜, β˜, z˜, ¯˜z)T , the normal form reads




a001α˜µ+ a010α˜|z˜|2 + a100α˜3
iz˜(ω + b001µ+ b010|z˜|2 + b100α˜2)
−i¯˜z(ω + b001µ+ b010|z˜|2 + b100α˜2)


with a001 = A1, a100 = A3 and the rest reads












α˜µ2 +O(|Y˜ |4 + |Y˜ |3|µ|+ |Y˜ |2|µ|2 + |Y˜ ||µ|3)
iz˜µ2 +O(|Y˜ |4 + |Y˜ |3|µ|+ |Y˜ |2|µ|2 + |Y˜ ||µ|3)
−i¯˜zµ2 +O(|Y˜ |4 + |Y˜ |3|µ|+ |Y˜ |2|µ|2 + |Y˜ ||µ|3)

 .
Step 2. Scaling. There are two kinds of dynamics which depend on the signs
of A1 and A3. Since these two kinds of dynamics can be studied in a similar way, we
deal with them simultaneously. When A1µ > 0, A3 < 0, for the components α˜, β˜ and
the time t˜, performing a scaling as in Step 2. in the proof of of Proposition 3.8 and
changing z˜ into ξz , we obtain a rescaled full system equivalent to (4.5) which reads
dY
dt′






α+ d1α|z|2 − 2α3
iz(ω
ξ
+ a1ξ + b1ξ|z|2 − c1ξα2)
−iz¯(ω
ξ
+ a1ξ + b1ξ|z|2 − c1ξα2)










and a1, b1, c1 and d1 are real constants. When A1µ < 0, A3 > 0, for the components
α˜, β˜ and the time t˜, after a scaling as in Step 3.1. in the proof of Proposition 3.8 and
changing z˜ into νz , the rescaled full system equivalent to (4.5) reads
dY
dt′′







−2α + d2α|z|2 + 2α3
iz(ω
ν
+ a2ν + b2ν|z|2 + c2να2)
−iz¯(ω
ν
+ a2ν + b2ν|z|2 + c2να2)










and a2, b2, c2 and d2 are real constants. Direct calculation shows that the truncated



















′′), 0, 0)T = (tanh t′′,
1
cosh2 t′′
, 0, 0)T .
So next is to prove the persistence of homoclinic connection to 0 with normal
form (4.6) (resp. of heteroclinic connection with normal form (4.7)) when higher
order terms are added.
Step 3. Nonpersistence of homoclinic connection to 0 for the full sys-
tem. We take a toy model for simplicity to illustrate the nonpersistence of homoclinic
connection to 0 and we refer to Lombardi [23] for the detailed proof in this case.
Since the reversibility ofR with respect to S10 implies Rz(α, 0, 0, 0, ξ) ∈ iR, we take
the following toy model by perturbing the normal form (4.6), with b1 = c1 = d1 = 0,












+ a1ξ) + iξ
2α4.



















We can check that this stable manifold does not connect (0, 0, 0) at +∞ to (0, 0, 0)
at −∞, but it connects (0, 0, 0) at +∞ to a periodic orbit of size k(ξ) at −∞ , which
reads
p1(t
′) = (0, 0,−k(ξ)ei(ωξ +a1ξ)t′)T
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ds. So unless k(ξ) vanishes, the homoclinic con-























as ξ → 0.
Thus k(ξ) does not vanish and homoclinic connection to 0 does not exist.
Step 4. Nonpersistence of heteroclinic connection for the full system.












+ a2ν) + iν
2β4.
This toy model corresponds to the normal form (4.7), with b2 = c2 = d2 = 0,
perturbed by a unique monomial iν2β4 (if b = −1, we choose the perturbed term to
be ν2β4 since Rz(0, β, 0, 0, µ) ∈ R when b = −1). As before, we compute the stable




















This stable manifold does not connect (1, 0, 0) at +∞ to (−1, 0, 0) at −∞, but it
connects (1, 0, 0) at +∞ to a periodic orbit of size k(ν) at −∞ , which reads
p2(t
′′) = (−1, 0,−ik(ν)ei(ων +a2ν)t′′)T














as ν → 0.
Thus k(ν) does not vanish and heteroclinic connection does not exist.
4.3.4 Homoclinic and heteroclinic connections for the 02(−,−)iω
resonance
For this case, we can proceed with the same method as in Proposition 4.10 when
b 6= 1 to reduce the problem to a vector field admitting a 02(−,−) resonance and hence
the result is derived.
The proof of Theorem 4.1 is an immediate consequence of the propositions 4.7−
4.12 and the subsection 4.3.4.
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Part II
Comparison of dynamics in time
for infinite dimensional systems
with different spatial settings
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Chapter 5
Comparison of the dynamics of the
Swift-Hohenberg equation with
Dirichlet Neumann or periodic
boundary conditions
5.1 Introduction
The Swift-Hohenberg equation was derived by Swift and Hohenberg in [32] as a model
for the onset of convection. It is a scalar fourth order partial differential equation on
the infinite line with cubic nonlinearity given in one space dimension by
∂tu = −(1 + ∂2x)2u+ µu− u3, t, x ∈ R, u ∈ R (SH)
with µ a real parameter. It contains the notion of non-zero critical wave number, a
bifurcation parameter, an invariance under shifts in x and two reflectional invariances
u 7→ −u and x 7→ −x. This equation has played an important role in studies of pattern
formation and featured in a variety of hydrodynamical instability problems, such as
Taylor-Couette flow [11, 29], or in the study of lasers [22]. In a recent work [28],
Peletier and Williams study the existence and stability of the stationary solutions
u(x) of (SH) on a bounded domain (0, L) with boundary conditions u = u′′ = 0 at
x = 0 and x = L.
We compare in this chapter the dynamics of (SH) when restricted to 2π-periodic
solutions in x on the full real line with the dynamics of (SH) when restricted to a
large interval [−ℓ, ℓ] with Dirichlet Neumann boundary conditions{
∂tu = −(1 + ∂2x)2u+ µu− u3, t ∈ R, x ∈ [−ℓ, ℓ], u ∈ R
u(±ℓ, t) = ∂xu(±ℓ, t) = 0, ℓ > 0. (5.1)
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Moreover, ℓ is assumed to stay out of some small neighborhoods of the points nπ
and (n+1/2)π, n ∈ N. This question is physically important for many hydrodynam-
ical stability problems where one replaces (for mathematical convenience) the true
boundary conditions by spatial periodicity conditions.
The 2π-spatially periodic solutions of (SH) were considered in [14] by using the
classical method of dynamical systems combined with center manifold theory. This
method is based on the original ideas in [20]. In [14], considering the solutions of (SH)
being 2π periodic in x, the system was written as an infinite dimensional dynamical
system. Then it was shown that the linearized equation around the trivial ground
state u(x, t) ≡ 0 possesses the simple eigenvalue λ0(µ) = µ − 1 with eigenfunction
e0 ≡ 1 and the double eigenvalues λk(µ) = µ − (1 − k2), k ∈ N with eigenfunctions
e±ikx (see Fig.1-(a)). Varying µ near 0, λ1(µ) crosses 0 while all the other eigenvalues
remain negative. Then the center manifold theorem in [34] applies and (SH) can
be reduced to a 2 dimensional ODE. Standard bifurcation analysis shows that when
µ crosses 0, a circle of equilibria bifurcate from 0 leading for the Swift-Hohenberg
equation (SH) to a family of spatially periodic solutions ua given by




cos(x) +O(µ3/2), a ∈ R. (5.2)
Moreover each equilibrium is connected to 0 by a heteroclinic orbit which leads for






(a) 2π-periodic case for µ = 0











(b) D-N boundary case for µ = µc
In order to compare the two dynamics, we also study the solutions of (5.1) by
using the center manifold approach used in [14]. For our problem, the restriction
to [−ℓ, ℓ] destroys the translational invariance but preserves the equivariance by the
two reflection symmetries. We show in this chapter that the critical value of µ for
the appearance of instability changes a little bit when (SH) is restricted to [−ℓ, ℓ],
however, the main features of the dynamics of (SH) when admitting 2π-spatially
periodic solutions are preserved by the restriction. Indeed, when (SH) is restricted
to [−ℓ, ℓ] with Dirichlet Neuman boundary conditions, there still exists a family of
stationary solutions connected to the trivial state by families of heteroclinic orbits.
Moreover, the stationary solutions va read va(x) = λ
√
ν cos(x+a)+O(|ν|3/2+√ν(|µ|+
ℓ−1)), where λ ∈ R is some constant, a = 0, π or a = π/2, 3π/2 depending on the
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different values of the parameter µ, and where ν denotes the difference between µ
and its critical value.
The restriction to [−ℓ, ℓ] with Dirichlet Neumann boundary conditions changes
drastically the spectrum of the linearization (see Fig.1-(b)); the spectrum still contains
only real eigenvalues smaller than µ which are now simple and very close one from
each other. Let us denote by λ1 > λ2 > λ3 > λ4, the four largest eigenvalues of the
linear part of (SH). Then there exists a first critical value µc of µ such that when µ
goes through µc, the trivial state loses stability. For µ = µc, λ1 = 0, |λ2| = O(ℓ−3),
λ3∼−4π2ℓ2 and λ3 − λ4 = O(ℓ−3). Then after an appropriate scaling of the equation,
we are able to modify the proof of the standard center manifold theorem in [34] and
to construct a two-dimensional local center manifold parametrized by the eigenspace
corresponding to the two largest eigenvalues λ1 and λ2. Hence (5.1) can be reduced
to a two dimensional ODE for |µ−µc| small enough. In this case, since the invariance
by translation is destroyed by the restriction to [−ℓ, ℓ], the reduced equation has no
longer a circle of equilibria but simply two equilibria which bifurcate from 0. Moreover
as previously these equilibria are connected to 0 by heteroclinic connections. The two
equilibria and the heteroclinic connections yield solutions of the Swift- Hohenberg
equation via the center manifold theorem.
The parameter µ has another critical value µb with µb > µc. When µ crosses µb, the
second eigenvalue λ2 crosses the imaginary axis. Like in the previous case, for µ− µb
positive and very small, we can construct another local center manifold and reduce the
infinite-dimensional problem to the problem of finding solutions of a two-dimensional
ODE on this invariant manifold. In this case, except the trivial ground state, the
reduced system admits: i) four nontrivial stationary solutions, among which two are
spatially odd and two are spatially even; ii) eight families of heteroclinic connections
between the origin and the four stationary solutions; iii) four heteroclinic connections
connecting an odd and an even stationary solution. However, due to the bad O(ℓ3)-
dependence of the norm of the operator (∂t+(1+∂2x)
2−µ)−1 on ℓ when using the fixed
point argument to construct the center manifold, we fail to construct a center manifold
in this case which is large enough to contain all the above mentioned solutions. It
turns out that only the two odd (for ℓ ∈ [(n+1/2+ θ0)π, (n+1− θ0)π], θ0 ∈ (0, 1/2)
and n is large enough) or the two even (for ℓ ∈ [(n+ θ0)π, (n+1/2−θ0)π]) stationary
solutions and the corresponding two heteroclinic orbits connecting the origin and the
two odd or the two even stationary solutions are small enough to lie on the center
manifold that we build. Thus it might be the purpose of future research to check
whether it is possible to construct a larger center manifold which could contain all
the previously mentioned solutions of the reduced system.
We conclude this introduction by stating the plan of this chapter. We rewrite
the basic equation and give the main results in Sect.5.2. Sect.5.3 is devoted to the
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study of the spectrum of the linearization around the trivial ground state. In Sect.5.4
we construct a center manifold and reduce the original system onto this invariant
manifold. The solutions of the reduced system are discussed in Sect.5.5. Finally, in
Sect.5.6, we come back to the original Swift-Hohenberg equation and prove the main
results of this chapter.
5.2 Rewrite of the equation and the main results
We consider the system (5.1){
∂tu = −(1 + ∂2x)2u+ µu− u3, t ∈ R, x ∈ [−ℓ, ℓ], u ∈ R
u(±ℓ, t) = ∂xu(±ℓ, t) = 0, ℓ > 0. (1.4)
and compare its dynamics with the dynamics of (SH) possessing solutions being 2π-
periodic in x on the full real line. We write the system as an infinite dimensional
dynamical system in the form
du
dt
= Aµu+ T (u), u(·, t) ∈ X, µ ∈ R
with
Aµu = −(1 + ∂2x)2u+ µu and T (u) = −u3.
Herein, instead of being H4x(R/2πZ) as in the 2π-spatially periodic case, the function
space X is
X := DAµ = H4[−ℓ, ℓ] ∩ {f |f(±ℓ) = f ′(±ℓ) = 0}.
Additionally, we introduce the basic phase space Z := L2[−ℓ, ℓ] and the following
Banach space Y := H2[−ℓ, ℓ] ∩ H10 [−ℓ, ℓ] between X and Z. Then the operator Aµ
maps X into Z and T maps X into Y .
Due to the restriction to [−ℓ, ℓ], the equation (SH) violates the translational in-
variance defined by Ta : X → X, Ta(u)(x) = u(x + a), while it preserves the two
reflectional symmetries S1, S2 : X → X,
(S1u)(x) = −u(x), (S2u)(x) = u(−x).
In other words both S1 and S2 commute with the vector field u 7→ Aµu+T (u). Thus
if u is a solution of (5.1), S1u, S2u and S1S2u are also solutions.
It was shown in [14] that for the 2π-spatially periodic case, the linear operator Aµ
has a simple eigenvalue λ0(µ) = µ− 1 with eigenfunction e0 ≡ 1 and infinitely many
double eigenvalues λk(µ) = µ − (1 − k2) with eigenfunctions e±ikx, where k ∈ N is
the wave number. Varying µ near 0, λ1(µ) crosses 0 while all the other eigenvalues
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remain negative. Then the center manifold theorem in [34] is applicable and (SH)
reduces to a 2-dimensional ODE of the form
dA
dt
= µA− 3|A|2A +O(|A|3|µ|+ |A|5). (5.3)
Standard bifurcation analysis shows that when µ crosses 0, a circle of equilibria bifur-
cate from 0 and moreover each equilibrium of (5.3) is connected to 0 by an heteroclinic
orbit (see the phase portraits of the reduced system in this case in Fig 9). The equi-
libria lead for the Swift-Hohenberg equation (SH) to a family of spatially periodic
solutions ua given by (5.2) and the heteroclinic orbits lead to a family of heteroclinic


















Fig 9. Phase portraits of the reduced system in the 2π-spatially periodic case
To compare the dynamics of (SH) restricted to [−ℓ, ℓ] with the dynamics in the 2π-
spatially periodic case, we prove the following main theorem.
Theorem 5.1. Let ℓ = (n+ θ)π with n ∈ N large enough and θ ∈ [θ0, 12 − θ0] ∪ [12 +














Then there exist τ˜ , τˆ > 0 which are small, such that
(a) for µ < min{µ1c, µ2c}, 0 is a stable equilibrium whereas for µ > min{µ1c, µ2c},
0 becomes an unstable equilibrium;





µ− µ1c cos x+
√
µ− µ1cO(|µ|+ ℓ−1 + |µ− µ1c|)












µ− µ2c sin x+
√
µ− µ2cO(|µ|+ ℓ−1 + |µ− µ2c|)






Remark 5.2. Observe for ℓ large enough, when θ ∈ [θ0, 12 − θ0], µ1c > µ2c holds, while
when θ ∈ [1
2
+θ0, 1−θ0], µ1c < µ2c holds. We will focus on the proof of this theorem for
θ ∈ [1
2
+ θ0, 1− θ0], or equivalently, µ1c < µ2c, and will only state some modifications
for the proof for θ ∈ [θ0, 12 − θ0] since the proof for this case is quite similar to the
previous case.
Remark 5.3. Instead of scattering on the real line, the spectrum of the operator
Aµ is now much more densely distributed on the real line near the imaginary axis.
However, despite the fact that the four largest eigenvalues converge to 0 as ℓ→∞ ,
an appropriate scaling of the equation enables us to use the center manifold theorem
to reduce the problem to a two dimensional ODE for |µ−µ1c| or |µ−µ2c| small being
of order O(ℓ−5).
Remark 5.4. For θ ∈ [1
2
+ θ0, 1−θ0], i.e. µ1c < µ2c, then in (b), since the translational
invariance is destroyed by the restriction to [−ℓ, ℓ], the reduced equation has no longer
a circle of equilibria but simply two equilibria which bifurcate from 0. Moreover as
in the 2π-spatially periodic case, each equilibrium is connected to 0 by a heteroclinic
connection. Coming back to the Swift-Hohenberg equation via the center manifold
theorem, these solutions lead to the solutions described in the statement (b). Observe
that the critical value of µ for the appearance of the instability changes a little bit
when (SH) is restricted to [−ℓ, ℓ] but that the shape of the solution bifurcating from 0
is the same. In (c), as shown in the following Figure 10, the reduced ODE admits ac-
tually four stationary solutions and twelve families of heteroclinic connections (drawn
with both thick and dashed lines). However, since the size of the center manifold that
we build in this case is too small, we are only able to prove that the two equilibria
and the two heteroclinic orbits lying on the B-axis lead respectively to two stationary
solutions and two heteroclinic orbits of (SH). All the other orbits are too large to lie


























µ2c < µ < µ2c + τˆ ℓ
−5
Fig 10. Phase portraits of the reduced system in the case µ1c < µ2c
76
Remark 5.5. For θ ∈ [θ0, 12 − θ0], i.e. µ1c > µ2c, the situation is quite similar to the
previous case if we exchange µ1c and µ2c. Similarly, we present the phase portraits of



























µ1c < µ < +τ˜ ℓ
−5
Fig.11 Phase portraits of the reduced system in the case µ2c < µ1c
5.3 Spectrum of the operator Aµ
In order to apply the center manifold reduction to study the dynamics of (5.1), the
first step is to examine the spectrum of the linear operator Aµ. It is known that in the
2π-spatially periodic case, 0 is a critical value for the parameter µ and when µ = 0,
Aµ has 0 as a double eigenvalue while all the other eigenvalues remain negative and
stay O(1) away from the imaginary axis. Thus for µ near 0, the relevant dynamics
reduces to a two dimensional center manifold.
For our present case, the eigenvalues are much closer to each other on the real
line. The purpose of this section is to derive the four largest eigenvalues of Aµ and
to show that a sufficiently large spectral gap exists between the first two largest
eigenvalues and the second two largest eigenvalues, which makes the construction
of a two dimensional center manifold possible after an appropriate scaling. More
precisely, this part is devoted to the proof of
Proposition 5.6. The operator Aµ : X → Z has the following three properties:
(a) the spectrum of Aµ is only composed of isolated eigenvalues of finite multiplicity
which are real;
(b) if λ is an eigenvalue of Aµ, then λ < µ;
(c) there exists ℓ0 > 0 such that for ℓ > ℓ0, the four largest eigenvalues of Aµ read



























Remark 5.7. This proposition shows that for µ small, the four largest eigenvalues are
densely distributed near the imaginary axis. However, the gaps between two of them
are of different orders in ℓ−1. Both the gaps between λ1 and λ2 and between λ3 and
λ4 are of order O(ℓ−3) while the gaps between λ1 or λ2 and λ3 or λ4 are of order
O(ℓ−2). This allows us, after an appropriate scaling, to reduce the original dynamics
onto a two dimensional center manifold spanned by the eigenspace corresponding to
λ1 and λ2, the two largest eigenvalues of the operator Aµ.
To study the spectrum of Aµ, it is sufficient to compute the spectrum of
A˜ := (1 + ∂2x)2,
since if we denote by ΣP the eigenvalue set of an operator P, then ΣAµ = µ − ΣA˜.
First for A˜, we have
Lemma 5.8. The operator A˜ : X → Z is self-adjoint with compact resolvent and
hence the spectrum of A˜ is only composed of isolated eigenvalues of finite multiplicity
which are real.
Proof. A˜ has compact resolvent since X is compactly embedded in Z. To prove
A˜ is self-adjoint, we want to prove A˜−1 is self-adjoint. Then by the classic theory
on the self-adjoint operator (see for instance Theorem 1, p199, in [35]), it suffices
to prove that A˜−1(f)(x) = ∫ ℓ−ℓK(x, t)f(t)dt with K(x, t) ∈ L2([−ℓ, ℓ]2) satisfying
K(x, t) = K(t, x).
For any f ∈ Z = L2[−ℓ, ℓ], the linear equation A˜u = f reduces to an ordinary
differential equation with constant coefficients which reads u(4)+2u′′+u = f . Then by
the variation of constants formula, the solutions of the above equation are explicitly
given by
u(x) = c1(x) cosx+ c2(x) sin x+ c3(x)x cosx+ c4(x)x sin x,








4(x)x sin x = 0
−c′1(x) sin x+ c′2(x) cosx+ c′3(x)(cos x− x sin x) + c′4(x)(sin x+ x cosx) = 0
−c′1(x) cosx− c′2(x) sin x− c′3(x)(2 sin x+ x cosx) + c′4(x)(2 cosx− x sin x) = 0
c′1(x) sin x− c′2(x) cos x) + c′3(x)(−3 cos x+ x sin x)− c′4(x)(3 sin x+ x cosx) = f.




















f(t) sin tdt+ c4,
where ci, i = 1, 2, 3, 4 are constants to be determined. Thus























f(t)[t sin t+ cos t]dt
(5.4)
and











f(t)[t sin t+ cos t]dt
− 1
2
(cosx− x sin x)
∫ x
0
f(t) cos tdt− 1
2




Since u ∈ X, the boundary conditions imply

c1 cos ℓ + c2 sin ℓ+ c3ℓ cos ℓ+ c4ℓ sin ℓ = A
c1 cos ℓ− c2 sin ℓ− c3ℓ cos ℓ + c4ℓ sin ℓ = B
−c1 sin ℓ+ c2 cos ℓ + c3(cos ℓ− ℓ sin ℓ) + c4(sin ℓ + ℓ cos ℓ) = C


































































(cos ℓ− ℓ sin ℓ)
∫ ℓ
0
f(t) cos t dt+
1
2
(sin ℓ+ ℓ cos ℓ)
∫ ℓ
0













f(t)[t sin t+ cos t] dt
− 1
2
(cos ℓ− ℓ sin ℓ)
∫ 0
−ℓ
f(t) cos t dt+
1
2
(sin ℓ + ℓ cos ℓ)
∫ 0
−ℓ
f(t) sin t dt.
Solving (5.5), one gets
c1 =
(D − C)ℓ sin ℓ+ (A+B)(sin ℓ+ ℓ cos ℓ)
2(ℓ+ sin ℓ cos ℓ)
,
c2 =
(C +D)ℓ cos ℓ− (A−B)(cos ℓ− ℓ sin ℓ)
2(ℓ− sin ℓ cos ℓ) ,
c3 =
(A−B) cos ℓ− (C +D) sin ℓ
2(ℓ− sin ℓ cos ℓ) , c4 =
(C −D) cos ℓ+ (A+B) sin ℓ
2(ℓ+ sin ℓ cos ℓ)
.






K(x, t) = χ[0,x](t)
1
2
[cos x(t cos t− sin t) + sin x(t sin t+ cos t)− x cosx cos t− x sin x sin t]
+
cos ℓ · x sin x− ℓ sin ℓ cosx
4(ℓ+ sin ℓ cos ℓ)
[(χ[0,ℓ] − χ[−ℓ,0])(t)(sin ℓ · t cos t+ ℓ cos ℓ sin t)
− cos ℓ · t sin t− ℓ sin ℓ cos t]
+
sin ℓ · x sin x+ (sin ℓ+ ℓ cos ℓ) cosx
4(ℓ+ sin ℓ cos ℓ)
[(χ[0,ℓ] − χ[−ℓ,0])(t)
(
(ℓ sin ℓ+ cos ℓ) sin t
− cos ℓ · t cos t)− sin ℓ · t sin t+ (ℓ cos ℓ− sin ℓ) cos t]
+
ℓ cos ℓ sinx− sin ℓ · x cosx
4(ℓ− sin ℓ cos ℓ) [(χ[−ℓ,0] − χ[0,ℓ])(t)(cos ℓ · t sin t+ ℓ sin ℓ cos t)
+ sin ℓ · t cos t+ ℓ cos ℓ sin t]
+
(ℓ sin ℓ− cos ℓ) sinx+ cos ℓ · x cosx
4(ℓ− sin ℓ cos ℓ) [(χ[−ℓ,0] − χ[0,ℓ])(t)
(
(sin ℓ− ℓ cos ℓ) cos t
+ sin ℓ · t sin t) − cos ℓ · t cos t+ (cos ℓ+ ℓ sin ℓ) sin t],
(5.6)
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where χ[a,b](t) denotes the characteristic function of the interval [a, b]. Remark here
that in the expression of K(x, t), if x < 0 , we define
χ[0,x](t) := −χ[x,0](t).
















and hence χ[0,x](t) = −χ[x,0](t).




|K(x, t)| dxdt < +∞.
Next we prove K(x, t) = K(t, x). Depending on the different values of x and t, there
are six possibilities:
a1) 0 < t < x < ℓ, a2) 0 < x < t < ℓ;
a3) − ℓ < x < t < 0, a4) − ℓ < t < x < 0;
a5) − ℓ < t < 0 < x < ℓ, a6) − ℓ < x < 0 < t < ℓ.
For simplicity we only prove K(x, t) = K(t, x) for the case a1) and all the other
cases can be proved similarly. In case a1), we have χ[0,x](t) = 1, χ[0,ℓ](t) = 1 and




[cos x(t cos t− sin t) + sin x(t sin t+ cos t)− x cos x cos t− x sin x sin t]
− x sin x · t sin t
4(ℓ+ sin ℓ cos ℓ)
+
(ℓ2 − sin2 ℓ) cosx cos t
4(ℓ+ sin ℓ cos ℓ)
− sin
2 ℓ(cosx · t sin t+ x sin x cos t)
4(ℓ+ sin ℓ cos ℓ)
− x cosx · t cos t
4(ℓ− sin ℓ cos ℓ) +
(ℓ2 − cos2 ℓ) sin x sin t
4(ℓ− sin ℓ cos ℓ) +
cos2 ℓ(sin x · t cos t+ x cos x sin t)
4(ℓ− sin ℓ cos ℓ) .
Exchanging x and t in (5.6) and considering χ[0,t](x) = 0, χ[0,ℓ](x) = 1 and χ[−ℓ,0](x) =
0 in this case, one can derive K(t, x) = K(x, t). This completes the proof of this
lemma.
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Lemma 5.9. If σ is an eigenvalue of A˜, then σ > 0.
Proof. First the eigenvalues of A˜ are not less than 0 since if we assume that u ∈ X is
an eigenvector of A˜ corresponding to σ, i.e. A˜u = σu, then taking the inner product
in L2[−ℓ, ℓ] and considering the boundary conditions, one has after integrating by
parts twice,
σ〈u, u¯〉 = 〈A˜u, u¯〉 = 〈(1 + ∂2x)2u, u¯〉
= 〈u, u¯〉+ 〈∂2xu, u¯〉+ 〈u, ∂2xu¯〉+ 〈∂2xu, ∂2xu¯〉
= 〈u+ ∂2xu, u¯+ ∂2xu¯〉





∥∥u+ ∂2xu∥∥2L2 ≥ 0,
thus σ ≥ 0.
Next we prove that σ = 0 is not an eigenvalue of A˜. Otherwise, assume there
exists a nontrivial u ∈ X satisfying A˜u = 0. This leads to
u(x) = c1 cos x+ c2 sin x+ c3x cosx+ c4x sin x,












cos ℓ sin ℓ ℓ cos ℓ ℓ sin ℓ
cos ℓ − sin ℓ −ℓ cos ℓ ℓ sin ℓ
− sin ℓ cos ℓ cos ℓ− ℓ sin ℓ sin ℓ+ ℓ cos ℓ











Direct calculation shows that detA = −(2ℓ− sin 2ℓ)(2ℓ+ sin 2ℓ) 6= 0, thus ci = 0, i =
1, 2, 3, 4, which contradicts to u 6= 0. This completes the proof of this lemma.
Observe the relationship between the eigenvalues of Aµ and of A˜, i.e. ΣAµ =
µ−ΣA˜. The above two lemmas give respectively Proposition 5.6−(a) and Proposition
5.6−(b) immediately. Next we prove Proposition 5.6−(c). First one has
Proposition 5.10. λ is an eigenvalue of Aµ satisfying λ > µ− 1, if and only if it is
a solution of the dispersion relation
(E1)(k tan kℓ− k′ tan k′ℓ)(k′ tan kℓ− k tan k′ℓ) = 0,
or
(E2) cos kℓ = cos k′ℓ = 0,
where k =
√
(µ− λ)1/2 + 1 ∈ (1,√2) and k′ = √2− k2.
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Proof. In virtue of ΣAµ = µ − ΣA˜, it suffices to prove that the eigenvalues σ of A˜
lying in (0, 1) are solutions of (E1) or (E2) with k =
√
σ1/2 + 1. For that purpose,
we look for the non trivial solutions u ∈ X of the homogeneous equation A˜u = σu.
This reduces to the ordinary differential equation
u(4) + 2u′′ + u = σu, (5.7)
with σ ∈ (0, 1). Solving (5.7) yields
u(x) = c1 cos kx+ c2 sin kx+ c3 cos k
′x+ c4 sin k′x, (5.8)
where ci, i = 1, 2, 3, 4 are constants, k′ =
√
2− k2 and k = √σ1/2 + 1 which combined
with σ ∈ (0, 1) gives k ∈ (1,√2).
The boundary conditions in X imply that ci, i = 1, 2, 3, 4 satisfy

c1 cos kℓ+ c2 sin kℓ+ c3 cos k
′ℓ+ c4 sin k′ℓ = 0
c1 cos kℓ− c2 sin kℓ+ c3 cos k′ℓ− c4 sin k′ℓ = 0
−c1k sin kℓ+ c2k cos kℓ− c3k′ sin k′ℓ + c4k′ cos k′ℓ = 0
c1k sin kℓ+ c2k cos kℓ+ c3k
′ sin k′ℓ+ c4k′ cos k′ℓ = 0.
(5.9)
This system has a non zero solution (c1, c2, c3, c4) if and only if the determinant of
coefficients of ci, denoted by B, vanishes. Direct computation shows
B = 4(k sin kℓ cos k′ℓ− k′ sin k′ℓ cos kℓ)(k cos kℓ sin k′ℓ− k′ sin kℓ cos k′ℓ).
Note that if k is a solution of B = 0 satisfying cos kℓ 6= 0, it satisfies necessarily
cos k′ℓ 6= 0. Otherwise, if cos k′ℓ = 0, then sin k′ℓ 6= 0 and hence
B = 4(−k′ sin k′ℓ cos kℓ)(k cos kℓ sin k′ℓ) 6= 0,
which is a contradiction. Similarly, if cos kℓ = 0, then cos k′ℓ = 0 holds necessarily.
Therefore, the solutions of B = 0 are the same as the solutions of (E1) or of (E2)
and the proof is completed.
Remark 5.11. This proposition shows that any eigenvalue λ of Aµ lying in (µ− 1, µ)
can be written as λ = µ− (1− k2)2 which is the same as in the 2π-spatially periodic
case. The difference is that in the latter case, k should belong to Z+
⋃{0} while in
our present case k should satisfy (E1) or (E2).
Our aim is to determine the four largest eigenvalues ofAµ, or, equivalently, in view
of Proposition 5.10, to determine the four smallest k ∈ (1,√2) satisfying (E1) or (E2).
Before starting our detailed study in this direction, it may be helpful to list some
properties of the function f1(k) = k tan kℓ and of the function f2(k) = k−1 tan kℓ. An
elementary study shows
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Lemma 5.12. The functions fi(k), i = 1, 2 possess the following properties in (0,+∞):
(i) fi are well defined in R
+/{k = ℓ−1(n + 1/2)π, n ∈ Z+};
(ii) fi(k)→ ±∞, as k → (ℓ−1(n+ 1/2)π)∓ for any n ∈ Z+;
(iii) fi(ℓ
−1nπ) = 0 and fi are increasing in (0, π/2ℓ) and in (ℓ−1(n− 1/2)π, ℓ−1(n+
1/2)π), for any n ∈ Z+.
We present all the properties in lemma 5.12 in Figure 12.
The study of the properties of the functions fi, i = 1, 2 is also the motivation for
the expression of ℓ in the special form ℓ = (n + θ)π, where n ∈ Z+. Additionally,
in order to avoid some bad values of ℓ, we choose θ ∈ [θ0, 12 − θ0] ∪ [12 + θ0, 1 − θ0],
where θ0 ∈ (0, 1/2) is fixed. The solutions of (E1) consist of the solutions of F (k) :=
k tan kℓ− k′ tan k′ℓ = 0 and of H(k) := k′ tan kℓ− k tan k′ℓ = 0. Now we first use the
Mean Value theory to specify the intervals in which lie the respective two smallest















































Fig 12. Graph of the functions f1(k) = k tan ℓk and f2(k) = k−1 tan ℓk
Lemma 5.13. Let θ0 ∈ (0, 1/2) and let ℓ = (n+ θ)π, n ∈ Z+. Assume







then if θ ∈ [θ0, 12 − θ0],




































if θ ∈ [1
2
+ θ0, 1− θ0],
(i′) neither F nor H has a root in (1, n+1
n+θ
);




























Proof. We only prove this lemma for the case θ ∈ [θ0, 12 − θ0] and the other case can
be proved in a similar way. We want to look for the roots of F and of H which are
the nearest to 1. For that purpose, the following picture gives the shape of fi, i = 1, 2
























Fig 13. Graph of fi, i = 1, 2 near 1 for θ ∈ [θ0, 12 − θ0]




. Recall that k′ =
√






n2 + 4nθ + 2θ2 − n− 1
4
n+ θ
< k′ < 1,
















that f1(k) > f1(k′), and hence F (k) = f1(k) − f1(k′) > 0.
Similarly, by the monotonicity of f2, one has k−1 tan kl > k′−1 tan k′l and therefore
H(k) = k′ tan kl − k tan k′l > 0. (i) is proved.







and the rest can be













is a root of F , then n−1
n+θ












, thus if F (k) =
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< k′ ≤ n
n+θ
,
which gives α ≤ k < β, with
α =
√




n2 + (4θ + 1)n+ 2θ2 − 1/4
n+ θ
.









































. Thus if k is a root of F , it must lie
in one of the three above intervals.
Next we use the mean value theory to complete the proof of (ii). Observe that
no matter which interval I is, F is continuous and increasing on I. Additionally, if




and b := lim
k→I−r
F , then a < 0 or a = −∞ and b > 0 or b = +∞. Thus the Mean









Finally it follows from the fact n > 3/2−
√
2θ0√

































is not a solution of (E2) and the proof is finished.
Remark 5.14. For simplicity, in both cases θ ∈ [θ0, 12 − θ0] and θ ∈ [12 + θ0, 1 − θ0],




































. This lemma shows that k1 and k3 are the two
smallest roots of F and similarly k2 and k4 are the two smallest roots of H . Hence
ki, i = 1, 2, 3, 4 are the four smallest solutions of (E1), which combined with Lemma
5.13–(iii) and Lemma 5.13–(iii′) implies that λi = µ − (1 − k2i )2 are the four largest
eigenvalues of Aµ.
Remark 5.15. The proof of this lemma also shows that if we divide each interval of
the domain of F and of H , e.g. (ℓ−1(n−1/2)π, ℓ−1(n+1/2)π) into two semi intervals




+ θ0, 1− θ0], k1 and k2 lie in the same semi interval as 1 + π2ℓ while k3 and k4
lie in the same semi interval as 1 + π
ℓ
.
Next we use the Implicit Function theorem to determine ki, i = 1, 2, 3, 4 sharply
in order to compute the gaps between the four largest eigenvalues λi, i = 1, 2, 3, 4.
Lemma 5.16. Let ℓ be as in Lemma 5.13, then there exists ℓ0 > 0, such that for any
ℓ = (n+ θ)π > ℓ0, θ ∈ [θ0, 12 − θ0] ∪ [12 + θ0, 1− θ0], we have





















































































σi, i = 1, 2 small to be determined. For simplicity, we denote εn := ℓ
−1 = [(n+θ)π]−1,
then k1 = 1 +
π
2
εn + σ1πεn and k2 = 1 +
π
2
εn + σ2πεn. Direct computation yields
k′1 =
√
2− k21 = 1−
π
2








where α, β ∈ C∞. Then it follows from F (k1) = k1 tan k1ℓ − k′1 tan k′1ℓ = 0 that
F (σ1, εn) = 0, where
F (σ, ε) := (1 +
π
2









ε2 + ε3α(ε) + σε2β(σ, ε)]
× tan[θπ − π
2
− σπ − π
2
4
ε+ ε2α(ε) + σεβ(σ, ε)].
We have F (σ, ε) ∈ C1 in a small neighborhood of (0, 0),
F (0, 0) = tan(θπ +
π
2
)− tan(θπ − π
2









Thus the Implicit Function theorem implies the existence of some ε0, σ0 > 0 and a
function σ : ε 7→ σ(ε) satisfying σ(0) = 0, σ(ε) ∈ (−σ0, σ0) and F (σ(ε), ε) = 0 for
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ε− a1πε2 − π
2
4














εβ(σ(ε), ε) +O(ε2)] = 0.



















and thus a1 = −π8 + 14 sin 2θπ. This implies for any n ∈ Z+ such that ℓ = (n+ θ)π >








ℓ−1 +O (ℓ−2) and hence


















The expressions for ki, i = 2, 3, 4 can be computed quite similarly for ℓ > 1/ε˜0
with ε˜0 > 0. Then the conclusion follows if we choose ℓ0 = max{1/ε0, 1/ε˜0}.
Now Proposition 5.6−(c) follows directly from Lemma 5.16 and λi = µ−(1−k2i )2.
This completes the proof of Proposition 5.6. 2
Putting ki, i = 1, 2, 3, 4 into (5.8), (5.9) and observing F (ki) = 0, i = 1, 3, H(ki) =
0, i = 2, 4, one has that the eigenvectors corresponding respectively to λi, i = 1, 2, 3, 4
read
u1(x) = cos k
′
1ℓ cos k1x− cos k1ℓ cos k′1x, u2(x) = sin k′2ℓ sin k2x− sin k2ℓ sin k′2x,
u3(x) = cos k
′
3ℓ cos k3x− cos k3ℓ cos k′3x, u4(x) = sin k′4ℓ sin k4x− sin k4ℓ sin k′4x.
Moreover ui are even for i = 1, 3 and odd for i = 2, 4. For later use, we expand u1 and
u2 trigonometrically by inserting the expressions of ki and k′i, i = 1, 2, in Lemma 5.16
into u1 and u2, and then expanding the functions cos k1ℓ, cos k′1ℓ, sin k2ℓ and sin k
′
2ℓ
around θπ and the functions cos k1x, cos k′1x, sin k2x and sin k
′












2 cos θπ sin x− π
2
4ℓ




5.4 Reduction onto the Center Manifold
As usual, we want to reduce our problem locally to a finite dimensional system of
ordinary differential equations when µ is near the critical parameter values. Thus
the aim of this section is to prove that there are two critical values of the bifurcation
parameter, µ1c and µ2c given in theorem 5.1, near which (SH) can be reduced onto
a two dimensional center manifold. More precisely, if we denote by πc the central
projection onto the two-dimensional subspace of X spanned by u1 and u2 and denote
Xc := πc(Z), Xh := X −Xc, Aµc := Aµ|Xc, we have
Theorem 5.17. Let k be an positive integer. Then there exist ρ˜k > 0, a neighborhood
Ωρ˜k := {u ∈ X|
∥∥u∥∥ ≤ ρ˜kℓ−2}
of the origin in X and a mapping Ψ(u, µ−µ1c) ∈ Ckb (Xc×R;Xh), with Ψ(0, µ−µ1c) =
Du,µ−µ1cΨ(0, 0, 0) = 0 for all µ, such that for each µ satisfying |µ− µ1c| < ρ˜kℓ−5, the
following properties hold:
(i) if uc : R → Xc is a solution of the reduced system
∂tuc = Aµcuc − πc(uc +Ψ(uc, µ− µ1c))3 (5.12)
such that u(t, ·) := uc(t, ·) + Ψ(uc, µ− µ1c) ∈ Ωρ˜k for all t ∈ R, then u : R → X
is a solution of (5.1);
(ii) if u is a solution of (5.1) such that u ∈ Ωρ˜k for all t ∈ R, then πhu(t, ·) =
Ψ(πcu(t, ·), µ− µ1c) for all t ∈ R and πcu : R → Xc is a solution of (5.12).
Moreover, Ψ satisfies SihΨ(uc, µ − µ1c) = Ψ(Sicuc, µ − µ1c), where Sic and Sih
denote respectively the restriction of Si to Xc and to Xh, i = 1, 2.
Similarly for the critical value µ2c, we have another local center manifold.
Theorem 5.18. Let k be an positive integer. Then there exist ρˆk > 0, a neighborhood
Ωρˆk := {u ∈ X|
∥∥u∥∥ ≤ ρˆkℓ−2}
of the origin in X and a mapping Ψˆ(u, µ − µ2c) ∈ Ckb (Xc × R;Xh) for some k ≥ 1,
with Ψˆ(0, µ− µ2c) = Du,µ−µ2cΨˆ(0, 0, 0) = 0 and SihΨˆ(uc, µ−µ2c) = Ψˆ(Sicuc, µ−µ2c),
i = 1, 2, such that for each µ satisfying |µ− µ2c| < ρˆkℓ−5, every solution uc of (5.12)
gives through u := uc + Ψˆ(uc, µ − µ2c) a solution of (5.1) if u ∈ Ωρˆk for all t ∈ R;
Conversely, the local center manifold
Mˆc(µ) := {uc + Ψˆ(uc, µ− µ2c)|uc ∈ Xc}
contains all the solutions u of (5.1) which are in Ωρˆk for all t ∈ R and uc = πcu is a
solution of (5.12).
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Remark 5.19. Theorem 5.17 and 5.18 imply that for each µ satisfying |µ− µ1c| <
ρ˜kℓ
−5 or |µ− µ2c| < ρˆkℓ−5, the equation (5.1) can be reduced onto its central part,
i.e. the two-dimensional subspace of X spanned by the eigenvectors corresponding to
the two largest eigenvalues of Aµ.
Throughout the following discussion, we denote ε = ℓ−1 and µic(ε) = µ−λi(ε), i =
1, 2, 3, 4. Moreover, in what follows, we always use ε0 to denote a sufficiently small
positive number which may vary from time to time and we always assume that ε ∈
(0, ε0). Our previous discussion implies that µic are the four smallest eigenvalues of
the operator A˜. Furthermore, Proposition 5.6−(c) gives the leading terms of µic,
i = 1, 2, 3, 4,
µ1c = π
2ε2 + π2ε3 sin 2θπ +O (ε4) , µ2c = π2ε2 − π2ε3 sin 2θπ +O (ε4) ,
µ3c = 4π
2ε2 − 4π2ε3 sin 2θπ +O (ε4) , µ4c = 4π2ε2 + 4π2ε3 sin 2θπ +O (ε4) .
(5.13)
Our idea is to adapt the proof of the center manifold theorem given in [34] (see
Theorem 2.11 in Chapter 2) to our problem. A key hypothesis in the center manifold
theorem is the existence of a spectral gap between a finite set of eigenvalues which
are close to the imaginary axis and the remainder of the spectrum which should
be bounded away from the imaginary axis. In our case, there are infinitely many
eigenvalues close to the imaginary axis when ℓ →∞. However, after an appropriate
scaling in space, time and parameter, the new operator has only two eigenvalues close
to the imaginary axis (at a distance of order ε) and the remainder of the spectrum
lies at a distance of order 1 away from the imaginary axis. Moreover, after the scaling
the phase space no longer depends on ℓ or equivalently on ε. However we cannot
use directly the center manifold theorem proved in [34] after the scaling, since we
have two extra difficulties here. First, the rescaled equation depends on a singular
parameter ε which prevents from unfolding the problem from ε = 0. Secondly, for
the critical values of the bifurcation parameter µ, the two center eigenvalues are not
both on the imaginary axis : one lies in 0 and the other one is at a distance of order
ε to the imaginary axis. The second difficulty requires a standard adaption of the
center manifold theorem explained for instance in subsection 2.2 of [34]. The presence
of the singular parameter ε requires a careful adaption of the standard proof. We
need to check at each step of the proof, the presence in the constants of the positive
or negative powers of ε. The key point is the following : the proof of the center
manifold theorem is based on the contraction mapping theorem and for that purpose
the product of the norm of the inverse of ∂t− π˜hAµ and the Lipschitz-constant of the
nonlinearity must be less than 1 when ε is small, where π˜h defined later denotes the
projection onto the part of the spectrum which is bounded away from the imaginary
axis. After the above scaling, the norm of the inverse of ∂t− π˜hAµ is of order O(ε−3)
90
(see Proposition 5.23), whereas the nonlinear term is of order O(ε3) which is just
enough to apply the contraction mapping theorem on a small neighborhood of the
origin, the size of which does not depend on ε (after scaling).
So, we now follow the proof of the center manifold theorem given in [34], and
check at each step the dependency of the constants on the singular parameter ε. As
explained, to get an appropriate spectral gap we first perform a scaling in space, time
and parameter. We still use (u, x, t) to denote the unknown, space and time variables
and change the parameter µ into τ by setting
u→ ε5/2u, x→ ε−1x, t→ ε−2t, µ = µ1c + τε5. (5.14)
Then (5.1) is transformed into
∂tu = A˜εu+ g(u, ε, τ), (5.15)
with
A˜ε := −ε−2(1 + ε2∂2x)2 + ε−2µ1c and g = τε3u− ε3u3,
and the boundary conditions are transformed into
u(±1, t) = ∂xu(±1, t) = 0.
It follows from the four largest eigenvalues of Aµ that the four largest eigenvalues of
A˜ε are given by
λ˜1 = ε
−2(µ1c − µ1c) = 0, λ˜2 = ε−2(µ1c − µ2c) = 2π2ε sin 2θπ +O(ε2),
λ˜3 = ε
−2(µ1c − µ3c) = −3π2 +O(ε), λ˜4 = ε−2(µ1c − µ4c) = −3π2 +O(ε).
(5.16)
In addition, one can check that the eigenvectors u˜i corresponding respectively to λ˜i
are given by u˜i(x) = ui(ε−1x), i = 1, 2, 3, 4. Furthermore, we denote Z˜ = L2[−1, 1],
X˜ = H4[−1, 1] ∩ {f |f(±1) = f ′(±1) = 0} and Y˜ = H2[−1, 1] ∩H10 [−1, 1].
We see that λ˜1 and λ˜2 are O(ε)-close to the imaginary axis while λ˜3 and λ˜4 stay
O(1)-away from the imaginary axis. This allows us to define for small ε the central








where Γc is a curve in C surrounding λ˜1 and λ˜2. This projection is A˜ε-invariant, i.e.
A˜επ˜cx = π˜cA˜εx, x ∈ X˜.
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Moreover, we set π˜h = I − π˜c,
X˜h := π˜hX˜, Y˜h := π˜hY˜ , Z˜h := π˜hZ˜,
A˜εc := A˜ε|X˜c ∈ L(X˜c), A˜εh := A˜ε|X˜h ∈ L(X˜h; Z˜h).
Then the spectral set of A˜εc consists of λ˜1 and λ˜2. A closer study of the expressions
of λ˜i, i = 1, 2, 3, 4 gives
Proposition 5.20. There exists ε0 > 0, such that for all ε ∈ (0, ε0), if λ ∈ ΣA˜εc ,
then |λ| < 3π2ε0; if λ ∈ ΣA˜εh , then λ < −2π2.
Remark 5.21. This proposition shows that the central eigenvalues move slightly off
the imaginary axis for ε small instead of sitting exactly on the imaginary axis as in
the hypothesis (H)(i) in [34].
Next step is to get an upper bound of the inverse of ∂t− π˜hA˜ε. For that purpose,
we first compute the upper bounds of the resolvent of A˜ε.
Lemma 5.22. There exist constants ε0 > 0, ω0 > 0, and C > 0 such that for all
ω ∈ R with |ω| ≥ ω0 and for all 0 < ε < ε0, iω is in the resolvent set of A˜ε and the
estimates
∥∥(iω − A˜ε)−1∥∥L(Z˜) ≤ 1|ω| ,
∥∥(iω − A˜ε)−1∥∥L(Y˜ ,X˜) ≤ Cε3 |ω|13/16
hold.
Proof. Let v ∈ Z˜ = L2[−1, 1] and u := (iω − A˜ε)−1v ∈ X˜. Then we have
ε4∂4xu+ 2ε
2∂2xu+ u+ (iε
2ω − µ1c)u = ε2v. (5.17)





Hm[−1,1] and |u|m :=∥∥∂mx u∥∥L2[−1,1]. Multiplying (5.17) by u¯ and integrating over [−1, 1], we get∥∥ε2∂2xu+ u∥∥20 + (iε2ω − µ1c)∥∥u∥∥20 = ε2〈v, u¯〉, (5.18)






hence ∥∥(iω − A˜ε)−1∥∥L(Z˜) ≤ |ω|−1 , ∀ ω ∈ R− {0}.
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and the first estimate of this lemma is proved.
In the sequel, the letter C denotes constant which does not depend on ε and can
vary between inequalities. The real part of (5.18) combined with (5.19) implies for
|ω| ≥ 1,
∥∥ε2∂2xu+ u∥∥20 ≤ µ1c∥∥u∥∥20 + ε2∥∥u∥∥0∥∥v∥∥0 ≤ µ1c |ω|−2 ∥∥v∥∥20 + ε2 |ω|−1 ∥∥v∥∥20.
This, together with (5.13) which implies µ1c ≤ Cε2 for ε ∈ (0, ε0) with ε0 small
enough, shows that ∥∥ε2∂2xu+ u∥∥0 ≤ Cε |ω|−1/2 ∥∥v∥∥0,
which along with (5.19) gives
|u|2 ≤ ε−2
(∥∥ε2∂2xu+ u∥∥0 + ∥∥u∥∥0) ≤ Cε−1 |ω|−1/2 ∥∥v∥∥0. (5.20)




∂u · ∂u¯ = −
∫ 1
−1
∂2u · u¯ ≤ ∥∥u∥∥
0
|u|2 .
Thus it follows from (5.19) and (5.20) that




Combining (5.19), (5.20) and (5.21) yields∥∥u∥∥
2
≤ Cε−1 |ω|−1/2 ∥∥v∥∥
0
. (5.22)
To estimate |u|4 we take v ∈ Y˜ = H2[−1, 1]
⋂
H10 [−1, 1], and take the inner
product in L2[−1, 1] of (5.17) with ∂4u¯. Then it follows that
〈ε4∂4xu+ 2ε2∂2xu+ u, ∂4xu¯〉+ (iε2ω − µ1c) |u|22 = ε2〈v, ∂4xu¯〉. (5.23)
Integrating by parts twice, we obtain














where f |1−1 := f(1) − f(−1). Let θ ∈ C∞([−1, 1],R) be such that θ(−1) = 1 and




(Dθ · ∂xv + θ · ∂2xv)dx,
where D := d/dx. Hence |∂xv(−1)| ≤ C
∥∥v∥∥
2





∣∣〈v, ∂4xu¯〉∣∣ ≤ ∣∣〈∂2xv, ∂2xu¯〉∣∣+ |∂xv(−1)| ∣∣∂2xu¯(−1)∣∣ + |∂xv(1)| ∣∣∂2xu¯(1)∣∣
≤ |v|2 |u|2 + C
∥∥v∥∥
2
(∣∣∂2xu¯(−1)∣∣ + ∣∣∂2xu¯(1)∣∣) . (5.25)
Observe that (∂2xu∂
3
xu¯− ∂3xu∂2xu¯) |1−1 is imaginary. Thus inserting (5.24) into (5.23)
and considering the real part of (5.23), one has by (5.20) and (5.25),
∥∥ε2∂4xu+ ∂2xu∥∥20 ≤ µ1c |u|22 + ε2
(














Herein, we used again the fact that µ1c < Cε2 for ε small. Next we estimate |∂2xu¯(−1)|






































(Dθ · ∂3xu+ θ · ∂4xu) · ∂xu¯dx
∣∣∣∣









θ · ∂4xu · ∂xu¯dx
∣∣∣∣
:= C |u|22 + S1 + S2.
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∣∣(D2θ · ∂xu¯+Dθ · ∂2xu¯)∂2xudx∣∣





















θ · ∂2xu · ∂xu¯dx
∣∣∣∣
+
∣∣∣∣(iε2ω + 1− µ1c) ε−4
∫ 1
−1
θ · u · ∂xu¯dx
∣∣∣∣ .
Since µ1c tends to 0 and µ1c/π
































Combining (5.19), (5.21), (5.22), (5.27) and (5.28) gives






+ ε−2 |ω|−1 ∥∥v∥∥2
2
+ ε−3 |ω|−3/4 ∥∥v∥∥2
0
)
≤ Cε−6 |ω|−3/4 ∥∥v∥∥2
2
,
or equivalently, ∣∣∂2xu¯(−1)∣∣ ≤ Cε−3 |ω|−3/8 ∥∥v∥∥2.
A similar argument shows the same estimate for |∂2u¯(1)|. Then bringing these esti-
mates in (5.26) gives
∥∥ε2∂4xu+ ∂2xu∥∥20 ≤ Cε2 (ε−2 |ω|−1/2 ∥∥v∥∥22 + ε−3 |ω|−3/8 ∥∥v∥∥22)




and therefore ∥∥ε2∂4xu+ ∂2xu∥∥0 ≤ Cε−1/2 |ω|−3/16 ∥∥v∥∥2,
which combined with (5.20) gives
|u|4 ≤ ε−2





+ ε−1 |ω|−1/2 ∥∥v∥∥
0
)




Now it remains to estimate |u|3 . Since u ∈ X˜, integrating by parts gives
|u|23 ≤





(Dθ · ∂3xu+ θ · ∂4xu)dx,
which implies |∂3xu(−1)| ≤ C {|u|3 + |u|4} . Similarly, |∂3xu(1)| ≤ C {|u|3 + |u|4} . Con-
sidering the estimates for |∂2xu¯(−1)| and |∂2xu¯(1)| and (5.29), we have
|u|23 ≤ |u|2 |u|4 +














(∣∣∂2xu¯(1)∣∣+ ∣∣∂2xu¯(−1)∣∣) |u|3) .
Cauchy-Schwartz inequality shows∣∣∂2xu(1)∣∣ |u|3 + ∣∣∂2xu(−1)∣∣ |u|3 ≤ 12C |u|23 + C
∣∣∂2xu(1)∣∣2 + C ∣∣∂2xu(−1)∣∣2 .
























Hence we proved the second inequality of this lemma and thus can complete the
proof.
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Following [34], the next step after the estimate on the resolvent given in lemma
5.22, is the computation of an upper bound of the inverse of ∂t − π˜hA˜. The com-
putation can be done exactly as in section 3 in [34] where the authors proved that
the hypothesis (Σ) implies the hypothesis (H) imposed on the linear operator. We
simply need to check the dependency of all constants on ε. So we omit the details
and for stating the final upper bound, we first recall the function space






and for later use the function space
C0,1b (E;F ) := {v ∈ C0,1(E;F )| |v|Lip := sup
x,y∈E,x 6=y
∥∥v(x)− v(y)∥∥∥∥x− y∥∥ <∞}.
Proposition 5.23. Assume ε ∈ (0, ε0). Then for each α ∈ [0, 2π2) and for each
f ∈ BCα(R; Y˜h), the linear problem
∂txh = A˜εhxh + f(t), xh ∈ BCα(R; X˜h)





and∥∥Kh∥∥L(BCα(R;Y˜h);BCα(R;X˜h)) ≤ ε−3γ(α), α ∈ [0, 2π2),
for some continuous function γ mapping [0, 2π2) into R+.
We now have all the ingredients to construct a center manifold.
Proposition 5.24. Let k be some positive integer. Then, there exist ρ˜k > 0 and
εk > 0, a neighborhood Ω˜ρ˜k of the origin in X˜ × R such that for every ε ∈ (0, εk)
there exists a mapping ψ ∈ Ckb (X˜c × R; X˜h) with ψ(0, τ) = 0 for each |τ | < ρ˜k and
Dψ(0, 0, 0) = 0, such that if uc(t, ·) is a solution of the reduced system
∂tuc = A˜εcuc + πcg(uc + ψ(uc, τ), ε, τ) (5.31)
such that (u, τ) ∈ Ω˜ρ˜k with u := uc + ψ(uc, τ) for all t ∈ R, then u is a solution
of (5.15); Conversely, if u(t, ·) is a solution of (5.15) such that (u, τ) ∈ Ω˜ρ˜k for all
t ∈ R, then πhu = ψ(πcu) for all t ∈ R and πcu : R → X˜c is a solution of (5.31).
Moreover, ψ can be chosen to satisfy the following properties: S˜ihψ(uc, τ) =
ψ(S˜icuc, τ), where S˜ic and S˜ih denote respectively the restriction of Si to X˜c and to
X˜h, i = 1, 2.
Remark 5.25. In the sections 5.5 and 5.6 we will use this theorem with k = 4.
97
Proof. The proof of this proposition is the same as the one of the center manifold
theorem in [34] with some adaptations. So we only give a sketch of the proof and
point out the main modifications without giving all details.
Taking (u, τ) as the new unknown, we consider the system of equations{
∂tu = A˜εu+ g(u, ε, τ)
∂tτ = 0.
Following the proof of Theorem 3 in [34], for each ρ > 0, we set
Ω˜ρ :=
{








then there exists some ρ0 > 0 such that g(u, τ) = τε
3u − ε3u3 and its derivative are
bounded in Ω˜2ρ0 . Let
m(ρ) := ε−3 sup
u∈Ωρ
∥∥Du,τg(u, τ)∥∥, 0 < ρ < 2ρ0.
Then one has m(ρ) → 0 as ρ → 0 and ∥∥g(u, τ)∥∥ ≤ ε3ρm(ρ) for (u, τ) ∈ Ω˜ρ. We
modify the nonlinearity g(u, τ) by using a cut-off function χ ∈ Ckb (X˜×R;R) satisfying
χ(u, τ) = 1 for
∥∥(u, τ)∥∥
X˜×R ≤ 1 and χ(u, τ) = 0 for
∥∥(u, τ)∥∥
X˜×R ≥ 2. Remark that
such cut-off function exists since X˜×R is a Hilbert space. Moreover, χ can be chosen
to satisfy
χ(S1cu, τ) = χ(u, τ), i.e. χ(−u, τ) = χ(u, τ). (5.32)
We define gρ : X˜ × R → Y˜ by
gρ(u, τ) := g(u, τ)χ(ρ
−1u, ρ−1τ).
Then gρ ∈ Ckb (X˜×R, Y˜ ), where k is a positive integer. Moreover, one can verify that
gρ satisfies
|gρ|0 ≤ 2ε3ρm(2ρ) |χ|0 , |gρ|Lip ≤ ε3m(2ρ)
(
|χ|0 + 2 |χ|Lip
)
. (5.33)





and we work with ε ∈ (0, εk). Then following the proof of Theorem 2 and 3 in [34],
for proving the existence of a Ck center manifold, the key point is to find ρ > 0 and
ξ, η ∈ [3π2εk, 2π2) with η > kξ such that for every ε ∈ (0, εk),
sup
α∈[ξ,η]







In virtue of (5.33), the propositions 5.20 and 5.23, one can verify that
∥∥K∥∥L(BCα(R;Y˜ );BCα(R;X˜)) ≤ γ˜(α)ε3 (5.36)
where γ˜(α) :=
∥∥πc∥∥L(Y˜ ,X˜)(α − 3π2εk)−1 + γ(α)∥∥πh∥∥L(Y˜ ,Y˜ ) and where γ(α) is the
function appeared in Proposition 5.23. Then let us choose
ξ = ξk := 6π
2εk, η = ηk := (k + 1)6π
2εk.




∥∥K∥∥L(BCα(R;Y˜ );BCα(R;X˜)) |gρ|Lip ≤ m(2ρ)
(





Thus, since m(ρ)→ 0 as ρ→ 0 we can choose ρ = ρ˜k sufficiently small so that
m(2ρ˜k)
(





Hence, for this choice of ξ, η, ρ, (5.35) is satisfied which ensures that for each |τ | < ρ˜k
and each ε ∈ (0, εk), there exists a local center manifold of the form
Mc = Mc(τ) = {uc + ψ(uc, τ)|uc ∈ X˜c}
where ψ ∈ Ckb (X˜c×R; X˜h) connects the solutions of (5.15) and of (5.31) as described
in this proposition.
Finally the commutativity of ψ with S1 follows from (5.32). In fact, (5.32) implies
that the nonlinearity gρ commutes with S1, hence the uniqueness of the global center
manifold gives S˜1hψ(uc, τ) = ψ(S˜1cuc, τ). This completes the proof of this proposition.
If we do back the scaling (5.14) and set
Ψ(A1, A2, µ− µ1c) = ε5/2ψ(ε−5/2A1, ε−5/2A2, (µ− µ1c)ε−5), (5.37)
then this proposition yields the theorem 5.17 immediately.
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Similarly, if we translate the parameter µ in the scaling (5.14) by µ = µ2c + τε5,
then one can get another neighborhood of 0 denoted by Ωˆρˆ and another local center
manifold
Mˆc(τ) := {uc + ψˆ(uc, τ)|uc ∈ X˜c}
with ψˆ having the similar properties as ψ for |τ | < ρˆ and ρˆ > 0 small. This gives the
theorem 5.18 after doing back the scaling and set
Ψˆ(A1, A2, µ− µ2c) = ε5/2ψˆ(ε−5/2A1, ε−5/2A2, (µ− µ2c)ε−5). (5.38)
5.5 Study of the reduced system
In this section, we start with the original equation (5.1) without any scaling. The
purpose of this section is to describe the solutions of the reduced system for µ near
the two critical values µ1c and µ2c.
5.5.1 Derivation of the reduced system on the center mani-
fold
We first discuss the case |µ− µ1c| < ρ˜ε5. In virtue of Theorem 5.17, the original
dynamics reduces to a two dimensional center manifold of the form
u = A1u1 + A2u2 +Ψ(A1, A2, µ− µ1c)
where A1, A2 ∈ R and Ψ is defined in (5.37). As usual we identify R2 with Xc via the
mapping (A1, A2) 7→ A1u1 +A2u2. Recall that u1 is even and u2 is odd. The actions











Then the commutativity of Ψ with S1 gives
Ψ(−A1,−A2, µ− µ1c) = −Ψ(A1, A2, µ− µ1c).
Hence if we expand Ψ(A1, A2, µ − µ1c) in Taylor series around (A1, A2, µ − µ1c) =
(0, 0, 0) as








with Ψpqr ∈ H4[−ℓ, ℓ], then Ψpqr = 0 for p + q even. Moreover, one has Ψ(0, 0, µ −
µ1c) = Du,µ−µ1cΨ(0, 0, 0) = 0 which implies Ψ00r = Ψ010 = Ψ100 = 0 for all r. Thus
the Taylor expansion of Ψ reads





2 +Ψ102A1(µ− µ1c)2 +Ψ030A32 +Ψ012A2(µ− µ1c)2
+O(|A1|5 + |A1|4|A2|+ |A1|3|µ− µ1c|+ |A1|3|A2|2 + |A1|2|A2||µ− µ1c|
+|A1|2|A2|3 + |A1||µ− µ1c|3 + |A1||A2|4 + |A1||A2|2|µ− µ1c|+ |A2|5
+|A2|3|µ− µ1c|+ |A2||µ− µ1c|3).
(5.39)




= f(A1, A2, µ)
dA2
dt
= g(A1, A2, µ)
.
Then f and g commute with S1c,
f(−A1,−A2, µ) = −f(A1, A2, µ), g(−A1,−A2, µ) = −g(A1, A2, µ).
This implies fpqr = gpqr = 0 for p+ q even, where fpqr, gpqr are respectively the Taylor
coefficients of f and g. Similarly, the commutativity of f and g with S2c gives
f(A1,−A2, µ) = f(A1, A2, µ) and g(A1,−A2, µ) = −g(A1, A2, µ),
hence fpqr = 0 for q odd and gpqr = 0 for q even. Hence the Taylor series of f(A1, A2, µ)
and g(A1, A2, µ) around (A1, A2, µ) = (0, 0, 0) are of the form


























|R1|+ |R2| = O
(
(|A1|2 + |A2|2)2 + (|A1|2 + |A2|2)|µ|+ |µ|3
)
.
Since the eigenvalues of the linear part are λ1 = µ − µ1c and λ2 = µ − µ2c, one has
f100 = −µ1c, f101 = 1, g010 = −µ2c, g011 = 1, and f10q = g01q = 0 for q ≥ 2 which also
implies
|R1|+ |R2| = (A21 + A22)O(|A1|2 + |A2|2 + |µ|).
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Next we compute the coefficients of the nonlinear terms. Putting u = A1u1 +
A2u2 +Ψ(A1, A2, µ− µ1c) into (SH) yields(
u1 + ∂A1Ψ
)(


















=− (1 + ∂2x)2
(




A1u1 + A2u2 +Ψ
)
−(A1u1 + A2u2 +Ψ)3.





and A21A2 on both sides lead to the system
3Ψ300f100 + f300u1 = −(1 + ∂2x)2Ψ300 − u31,
3Ψ030g010 + g030u2 = −(1 + ∂2x)2Ψ030 − u32,
Ψ120f100 + f120u1 = −(1 + ∂2x)2Ψ120 − 3u1u22,
Ψ210g010 + g210u2 = −(1 + ∂2x)2Ψ210 − 3u21u2.
(5.42)
If we denote by (u∗1, u
∗
2) the dual basis of (u1, u2), then u
∗
1 = u1/
∥∥u1∥∥2Z and u∗2 =
u2/
∥∥u2∥∥2Z . Note that Ψ300 ∈ Xh. Thus taking the inner product in Z of the first
identity of (5.42) with u∗1, one obtains f300 = −〈u31, u∗1〉. Similarly, one has g030 =
−〈u32, u∗2〉, f120 = −3〈u1u22, u∗1〉 and g210 = −3〈u21u2, u∗2〉. Direct computation gives
f300 = −9
4
sin2 θπ + R˜3(ε), g210 = −9
4
sin2 θπ + R˜4(ε),
f120 = −9
4
cos2 θπ + R˜5(ε), g030 = −9
4
cos2 θπ + R˜6(ε),
with R˜i(ε) = O(ε), i = 3, 4, 5, 6. Putting all the previously got coefficients into (5.40)






















































with |R˜1|+ |R˜2| = O(A21 + A22 + |µ|) and R˜i(ε) = O(ε), i = 1, 2, 3, 4.
For |µ− µ2c| < ρˆε5, the center manifold is of the form
u = A1u1 + A2u2 + Ψˆ(A1, A2, µ− µ2c)
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with A1, A2 ∈ R and Ψˆ(A1, A2, µ − µ2c) being defined in (5.38). Following a similar
argument as in the previous case, the expansion of the hyperbolic part reads





2 + Ψˆ102A1(µ− µ2c)2 + Ψˆ030A32 + Ψˆ012A2(µ− µ2c)2
+O(|A1|5 + |A1|4|A2|+ |A1|3|µ− µ2c|+ |A1|3|A2|2 + |A1|2|A2||µ− µ2c|
+|A1|2|A2|3 + |A1||µ− µ2c|3 + |A1||A2|4 + |A1||A2|2|µ− µ2c|+ |A2|5
+|A2|3|µ− µ2c|+ |A2||µ− µ2c|3)
while the reduced system takes the same form as (5.43). Thus in the following, we
study the two cases simultaneously without distinguishing the reduced full system.
Next we perform a scaling for (5.43) in order to compare its dynamics with the










then (5.43) is transformed into
dη
dt







, N(η, µ, ε) =
(
(µ− µ1c)A− 3A(A2 +B2)
(µ− µ2c)B − 3B(A2 +B2)
)
,















R˜i(ε), i = 3, 4, Ri(ε) =
4
3 cos2 θπ
R˜i(ε), i = 5, 6, and
Ri(A













, µ), i = 1, 2.
Hence |R1|+ |R2| = O(|η|2 + |µ|), Ri = O(ε), i = 3, 4, 5, 6.
5.5.2 Phase portraits of the truncated system
In this section, we compute the solutions of the truncated system
dη
dt
= N(η, µ, ε) (5.46)
103
in two cases: θ ∈ [1
2
+ θ0, 1− θ0] and θ ∈ [θ0, 12 − θ0], which correspond respectively to
µ1c < µ2c and µ2c < µ1c when ε is sufficiently small.
Case I. θ ∈ [1
2
+ θ0, 1− θ0]. This case corresponds to µ1c < µ2c and hence
λ1(µ, ε) > λ2(µ, ε) for ε small. Throughout the discussion of this case, we always
assume ε is sufficiently small such that
µ1c < µ1c + ρ˜ε
5 < µ2c − ρˆε5 < µ2c < µ2c + ρˆε5 < ε
holds. This is possible since µ2c is of order O(ε2) and µ2c − µ1c is of order O(ε3).
Moreover, we always use M to denote different constants, which can be replaced by
a larger one.
We are interested in the case µ > µ1c since when µ < µ1c, one can check that
u = 0 is the unique bounded solution of (5.45). Next we assume µ > µ1c and discuss
the solutions of (5.46) in two cases according to the different values of µ.
Case I.a. µ ∈ (µ1c, µ1c + ρ˜ε5)
⋃
(µ2c − ρˆε5, µ2c)
Since µ > µ1c in this case, we perform the following scaling for the full system
(5.45),
A→√µ− µ1cA, B →
√
µ− µ1cB, t→ t
µ− µ1c . (5.47)
Then the new full system reads
dη
dt

















with µˆ = µ−µ2c
µ−µ1c and R(η, µ, ε) := (R1,R2)
T with
R1 = A3R3(ε) + AB2R5(ε) + A(A2 +B2)R1((µ− µ1c)A2, (µ− µ1c)B2, µ)
R2 = A2BR4(ε) +B3R6(ε) +B(A2 +B2)R2((µ− µ1c)A2, (µ− µ1c)B2, µ).
Moreover, one has Ri = O(ε), i = 3, 4, 5, 6, and
|R1|+ |R2| = O(|η|2 |µ− µ1c|+ |µ|).
Since µˆ < 0 in this case, the truncated system
dη
dt
= N (η, µˆ)
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. Moreover, it admits








Case I.b. µ ∈ (µ2c, µ2c + ρˆε5)
In this case since µ > µ2c , we perform the following scaling for the full system
(5.45),
A→√µ− µ1cA, B →
√
µ− µ2cB, t→ t
µ− µ1c .
Then the new full system reads
dη
dt
= N (η, µˆ) + R(η, µ, ε), (5.49)
where







A− 3A(A2 + µˆB2)
Bµˆ− 3B(A2 + µˆB2)
)
,














(µ− µ1c)A2, (µ− µ2c)B2, µ
)
.
Moreover one has Ri = O(ε), i = 3, 4, 5, 6 and
|R1|+ |R2| = O(|A|2 |µ− µ1c|+ |B|2 |µ− µ2c|+ |µ|).
Besides e0 and e±, the truncated system
dη
dt
= N (η, µˆ)








the B-axis. Moreover, direct computation shows that the truncated system admits
(i) two heteroclinic orbits, ±h1(t), with h1(t) = r(t);
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(iii) four heteroclinic orbits, h3(t), S1ch3, S2ch3 and S1cS2ch3, where h3(t) connects
e˜+ to e+ and is explicitly given by








(iv) four one parameter families of heteroclinic orbits, h4(t; c4), S1ch4, S2ch4 and
S1cS2ch4, with c4 > 0 and where h4(t; c4) connects 0 to e+ and is explicitly
given by
h4(t; c4) := (h4A, h4B) =
( et√
c4 + 3e2t + 3e2µˆt
,
eµˆt√
c4 + 3e2t + 3e2µˆt
)
.





































Fig 14. Heteroclinic connections of the truncated system in Case I
Case II. θ ∈ [θ0,
1
2
− θ0]. This case corresponds to µ2c < µ1c < ε and hence
λ1(µ, ε) < λ2(µ, ε) for ε small. The arguments for this case are quite similar to
the arguments for Case I. In fact, exchanging the coordinates A and B in (5.45)
transforms Case II into Case I. Thus each solution derived in Case I yields a solution
in Case II by exchanging A and B and exchanging µ1c and µ2c. For clarity, we sketch
the main results for this case in the following.
Like in Case I, we now assume µ > µ2c and discuss the solutions of (5.46) in two
cases.
Case II.a. µ ∈ (µ2c, µ2c + ρˆε5)
⋃
(µ1c − ρ˜ε5, µ1c)
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We start with the full system (5.45) and perform the scaling
A→√µ− µ2cA, B →
√
µ− µ2cB, t→ t
µ− µ2c .
Then the new full system reads
dη
dt














B − 3B(A2 +B2)
)
,
with µ˜ = µ−µ1c
µ−µ2c , and R˜(η, µ, ε) = (R˜1, R˜2)T with
R˜1 = A3R3(ε) + AB2R5(ε) + A(A2 +B2)R1
(
(µ− µ2c)A2, (µ− µ2c)B2, µ, ε
)
,
R˜2 = A2BR4(ε) +B3R6(ε) +B(A2 +B2)R2
(
(µ− µ2c)A2, (µ− µ2c)B2, µ, ε
)
.
Herein |R1|+ |R2| = O(|η|2 |µ− µ2c|+ |µ|), Ri = O(ε), i = 3, 4, 5, 6.
For this case, the truncated system
dη
dt
= N˜ (η, µ˜)
admits three equilibria, e0 = 0 and e˜±, and two heteroclinic orbits, ±r˜(t), with r˜(t)








Case II.b. µ ∈ (µ1c, µ1c + ρ˜ε5)
For this case, after the following scaling for (5.45)
A→√µ− µ1cA, B →
√
µ− µ2cB, t→ t
µ− µ2c ,
the new truncated system admits two more equilibria e± besides e0 and e˜±. Moreover,
it admits
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(i) two heteroclinic orbits, ±h˜1(t), with h˜1 = r˜;








(iii) four heteroclinic orbits, h˜3(t), S1ch˜3, S2ch˜3 and S1cS2ch˜3, where h˜3(t) connects
e+ to e˜+ and is explicitly given by








(iv) four one parameter families of heteroclinic orbits, h˜4(t; d4), S1ch˜4, S2ch˜4 and
S1cS2ch˜4, with d4 > 0 and where h4(t; d4) connects 0 to e˜+ and is explicitly
given by
h˜4(t; d4) := (h˜4A , h˜4B) =
( eµ˜t√
d4 + 3e2t + 3e2µ˜t
,
et√
d4 + 3e2t + 3e2µ˜t
)
.








































Fig.15 Heteroclinic connections of the truncated system in Case II
5.5.3 Persistence of heterocilinc connections for the full re-
duced system
This section is devoted to the proof of the persistence for the full reduced system (5.48)
or (5.49) of the heteroclinic solutions found in the previous section of the truncated
system. Since Case I and II are quite similar we only prove the persistence in Case
I. The proof of the persistence of hi, 1 ≤ i ≤ 4 is respectively given in the following
four subsections and the persistence of S1chi, S2chi and S1cS2chi, i = 1, 2, 3, 4 can be
deduced by the symmetries.
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5.5.3a Persistence of r(t) and of h1(t).
To prove the persistence of r and of h1, it is sufficient to look for the heteroclinic
connections of the full system (5.48) and (5.49) lying on the A-axis. Observe when
B = 0, (5.48) and (5.49) reduce to be the same equation. Thus for simplicity, we
prove the persistence of r and of h1 simultaneously.
We start with the persistence of the equilibria for the full system (5.48) and (5.49).
Obviously η = 0 survives as a steady solution of the full system. For the nontrivial
equilibria, we have
Lemma 5.26. For µ and ε small, the full system (5.48) and (5.49) admit the same
nontrivial equilibria on the A-axis given by e∗± = ±
((







a C1 function satisfying ρ∗1(0, 0) = 0.
Proof. When B = 0, N2 +R2 = N2 +R2 = 0. Thus the A-coordinate of the nonzero
equilibria of (5.48) and of (5.49) sitting on the A-axis are given by
N1(A, 0, µˆ) +R1
(
(µ− µ1c)A, 0, µ
)
= N1(A, 0, µˆ) + R1
(
(µ− µ1c)A, 0, µ
)
= 0.
Since A 6= 0, this gives





A2 and G(ρ, µ, ε) = 1− ρ+ Rˆ1(ρ, µ, ε), where





3− R3(ε) , 0, µ
)
.
Then for ε small, G(ρ, µ, ε) is in C1 and satisfies
G(1, 0, 0) = 0, ∂G/∂ρ(1, 0, 0) = −1.
Thus the Implicit Function theorem implies that there exist three small positive
constants δi, i = 1, 2, 3, and a function ρ1(µ, ε) ∈ C1
(
(−δ1, δ1)× (−δ2, δ2)
)
, such that
ρ1(0, 0) = 1, ρ1(µ, ε) ∈ (1− δ3, 1+ δ3) and G(ρ1(µ, ε), µ, ε) = 0 for (µ, ε) ∈ (−δ1, δ1)×
(−δ2, δ2). Thus the full system admits two nonzero equilibria on the A-axis which are
given by e∗± := ±(Ae∗ , 0) = ±
((










and hence ρ∗1(0, 0) = 0.
Next we prove the persistence of r and of h1 for the full system. Observe that
when B = 0, both (5.48) and (5.49) are reduced to a 1-dimensional system, so to
prove the persistence of the two heteroclinic orbits r and h1 connecting 0 and e∗+, we
only need to show
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Lemma 5.27. If ε is sufficiently small, then neither (5.48) nor (5.49) has an equi-
librium between 0 and e∗+ on the A-axis.
Proof. First in both Case I.a and Case I.b, one has |µ| < µ2c + ρˆε5 = π2ε2 + O(ε3)
and
|µ− µ1c(ε)| < µ2c + ρˆε5 − µ1c = −2π2ε3 sin 2θπ +O(ε4).
Thus there exists ε0 ∈ (0,min{δ2,
√
δ1/2π2}), such that for each ε ∈ (0, ε0) one has
|µ| < 2π2ε2 and |µ− µ1c| < −3π2ε3 sin 2θπ, (5.50)











we find constants M > 0 and ε˜0 ∈ (0, ε0), such that for each ε ∈ (0, ε˜0) and ρ ∈
(0, 1− δ3], one has by (5.50)∣∣∣Rˆ1(ρ, µ, ε)∣∣∣ ≤ M(|µ− µ1c|+ |µ|)
≤ M(2π2ε2 − 3π2ε3 sin 2θπ)
≤ δ3/2.
Hence for ρ ∈ (0, 1− δ3], we get
G(ρ, µ, ε) ≥ 1− (1− δ3)−
∣∣∣Rˆ1(ρ, µ, ε)∣∣∣
≥ δ3 − δ3/2
= δ3/2 > 0.
This together with the continuity of G(ρ, µ, ε) and the derivation of ρ1(µ, ε) implies
G(ρ, µ, ε) > 0 for ρ ∈ (1− δ3, ρ1(µ, ε)).
The two above estimates for G ensures that for 0 < A < Ae∗+ , AG(ρ, µ, ε) > 0 holds.
Hence since
N1(A, 0, µˆ)+R1((µ−µ1c)A, 0, µ) = N1(A, 0, µˆ)+R1((µ−µ1c)A, 0, µ) = AG(ρ, µ, ε),
neither (5.48) nor (5.49) has an equilibrium between 0 and e∗+.
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5.5.3b Persistence of h2.
From now on, we work with (5.49) and prove the persistence of hi, i = 2, 3, 4. The
proof of the persistence of h2 is quite similar to the one of the persistence of h1 if
we exchange the coordinates A and B. So we omit the details. Using the Implicit
Function theorem we prove that (5.49) admits two fixed points on the B-axis given
by









where ρ∗2 is in C
1 and satisfies ρ∗2(0, 0) = 0. Here again, observing that (5.49) induces
a one dimensional dynamics on the B-axis, the persistence of h2 is proved by checking
that there is no other fixed point between 0 and e˜∗±. We denote by h
∗
2 the heteroclinic
orbit of the full system (5.49) connecting 0 to e˜∗+.
5.5.3c Persistence of h3.
In this subsection, we follow the idea in Chapter 3 to prove the persistence of h3, or
more precisely, to prove the following
Proposition 5.28. There exist εˆ0 > 0 and Mˆ > 0 which does not depend on µ and
ε, such that for ε ∈ (0, εˆ0), the full system (5.49) admits a heteroclinic connection h∗3













where t′ = (1+ρ∗1)
−1t and v(t′) := (v1(t′), v2(t′))T ∈ BC0λ(Mˆε) with λ ∈ (0, (1− µˆ)/2)
and BC0λ(Mˆε) a ball in C
0
λ of radius Mˆε.
To prove this proposition, we first perform a scaling for the full system (5.49) such
that the truncated and the full system admit the same equilibria. Then we look for
an heteroclinic orbit of the new full system under the form η = h3 + v where v is a
perturbation term. Next we study the equation satisfied by v and we prove that v
belongs to some exponentially weighted function space using the contraction mapping
theorem.
Proof. After the scaling
A→ (1 + ρ∗1(µ, ε))A, B → (1 + ρ∗2(µ, ε))B, t→ (1 + ρ∗1(µ, ε))t,
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the full system (5.49) is transformed into
dη
dt
= N (η, µˆ) + Rˆ(η, µ, ε), (5.51)
with



















V ∗(η, µ, ε) := V
(





One can check that Rˆ(e±, µ, ε) = Rˆ(e˜±, µ, ε) = 0.
Note that the truncated system of (5.51) in which Rˆ is neglected still admits h3
as a solution. Next we look for an heteroclinic solution of the full system (5.51) under
the form η = h3 + v, where we want v := (v1, v2) to belong to C0λ for some fixed
λ ∈ (0, (1− µˆ)/2). The equation satisfied by v reads
dv
dt
− (DN ) (h3, µˆ)v(t) = g
(
v(t), t, µ, ε
)
, (5.52)





v(t), t, µ, ε
)
= N (h3 + v, µˆ)−N (h3, µˆ)− (DN ) (h3, µˆ)v + Rˆ(h3 + v, µ, ε).
Following the same strategy of proving Proposition 2.13 in Chapter 3, we study
(5.52) in several steps.




= (DN ) (h3, µˆ)v (5.53)


















|p(t)| ≤Me(µˆ−1)|t|, ∀ t ∈ R. (5.54)
Here and throughout the following discussion, we always use M to denote a constant




















. Moreover, one has









































|q(t)| ≤Me−2t, ∀ t ≥ 0, and |q(t)| ≤Me−2µˆt, ∀ t < 0. (5.57)








(qB,−qA), q∗(t) = 1
W (t)
(−pB, pA).
Direct computation shows that
|p∗(t)| ≤Me(1−µˆ)|t|, ∀ t ∈ R, (5.58)
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and
|q∗(t)| ≤Me2t, ∀ t > 0, and |q∗(t)| ≤Me2µˆt, ∀ t < 0. (5.59)
c. Integral equation. By the variation of constants formula, v(t) is a solution


















Since we require v(t) → 0, as t → ±∞, we necessarily have 〈q∗(t), v(t)〉 → 0, as




〈q∗(s), g(v(s), s, µ, ε)〉ds,




〈p∗(s), g(v(s), s, µ, ε)〉ds p(t) +
∫ t
−∞
〈q∗(s), g(v(s), s, µ, ε)〉ds q(t).




〈p∗(s), g(v(s), s, µ, ε)〉ds p(t) +
∫ t
−∞
〈q∗(s), g(v(s), s, µ, ε)〉ds q(t),
then if v is a fixed point of F , it is a solution of (5.52).
d. Estimates on g. Our aim is now to prove that F is a contraction mapping
in an appropriate ball of C0λ. For that purpose we need estimates on g.
Lemma 5.29. Assume u, v ∈ C0λ with |v|C0λ ≤ 1, |u|C0λ ≤ 1, then there exist ε0 > 0
and a constant M˜ > 0 which does not depend on µ and ε, such that for ε ∈ (0, ε0),
we have g(v(·), ·, µ, ε) ∈ C0λ, g(u(·), ·, µ, ε)− g(v(·), ·, µ, ε) ∈ C0λ and
















The proof of this lemma follows directly from the proposition 5.34 in the appendix
with Q = Id, η+ = e+ and η− = e˜+.
e. Fixed point. With the estimates on g, we can prove that F is a contraction
mapping in BC0λ(r) for sufficiently small r , where BC
0
λ(r) is a ball of radius r in C
0
λ,
and hence we can get the solution v of (5.52).
Proposition 5.30. Assume u, v ∈ C0λ with |v|C0λ ≤ 1, |u|C0λ ≤ 1, then there exist
ε0 > 0 and a constant M¯ > 0 which does not depend on µ and ε, such that for
















+ |µ|+ |ε| ) |u− v|C0
λ
.
Proof. For t ≥ 0, we have by (5.54), (5.57), (5.58) and (5.59)
∣∣F (v)(t)∣∣ ≤ ∫ t
0
∣∣p∗(s)∣∣∣∣g(v(s), s, µ, ε)∣∣ds |p(t)|+ ∫ t
−∞





















≤ M˜(|v|2C0λ + µ+ ε)
(
1








Then considering λ ∈ (0, (1− µˆ)/2) and µˆ ∈ (0, 1), one has























Combination of the above two estimates gives the first inequality of this proposi-
tion. Proceeding with the same method, one can prove the second inequality of this
proposition and hence complete the proof.
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This proposition ensures that F is a contraction mapping in BC0λ(r) if
r < 1, M¯(r2 + µ+ ε) < r, M¯(2r + µ+ ε) < 1.












then all the above three conditions fulfilled . Thus F is a contraction mapping in











Choosing Mˆ = 3M¯ , we complete the proof of Proposition 5.28.
5.5.3d Persistence of h4.
The proof of the persistence of h4 is the same as the one for the persistence of h3
except that, if we rewrite the full system (5.51) with η = h4 + v as in the previous
subsection, the speeds of the two components p∗A and q
∗
A going to +∞ as t tends to
−∞ will be too high, which leads to some bad norm estimates on the nonlinearity g
and hence prevents us from applying the contraction mapping theorem. To overcome
this difficulty, we set η = h4 +Q(t)v where Q(t) is a bounded matrix valued function
and goes to 0 as t tends to −∞ at an appropriate speed.
Fix 0 < λ < min{(1 − µˆ)/2, µˆ/2} and rewrite the full system (5.51) with η =
h4 +Q(t)v, where Q(t) := diag(Q1(t), 1), with Q1(t) =
e(1−µˆ)t
1+e(1−µˆ)t
. Then the equation
satisfied by v reads
dv
dt
+Q−1Q′(t)v −Q−1 (DN ) (h4, µˆ)Qv(t) = g˜
(










N (h4 +Qv, µˆ)−N (h4, µˆ)− (DN ) (h4, µˆ)Qv + Rˆ(h4 +Qv, µ, ε)
)
.
We look for v := (v1, v2) in C0λ. The two solutions of the homogeneous equation are
given by p(t) := (pA, pB) = Q−1 dh4dt , and q(t) := (qA, qB) with
qA =
et




(c4 + 3e2t + 3e2µˆt)
3/2
.
One can verify that
|p(t)| ≤Me(µˆ−1)t, ∀ t ≥ 0, and |p(t)| ≤Meµˆt, ∀ t < 0;
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|q(t)| ≤Me−2t, ∀ t ≥ 0, and |q(t)| ≤ Meµˆt, ∀ t < 0.
The main difference with h3 is that now |q(t)| goes to 0 when t tends to −∞ whereas













W (t) = pAqB − pBqA = (1− µˆ)e
(1+µˆ)t
Q1(t)(c4 + 3e2t + 3e2µˆt)
2 .
Direct computation shows
|p∗(t)| ≤Me(1−µˆ)t, ∀ t ≥ 0, and |p∗(t)| ≤Me−µˆt, ∀ t < 0;
|q∗(t)| ≤Me2t, ∀ t ≥ 0, and |q∗(t)| ≤Me−µˆt, ∀ t < 0.





〈p∗(s), g˜(v(s), s, µ, ε)〉ds)p(t) + (∫ t
0
〈q∗(s), g˜(v(s), s, µ, ε)〉ds)q(t).
Here again any fixed point of F˜ is a solution of (5.61). The end of the proof is quite
similar to the one for h3. So we omit the details. It is also based on the contraction
mapping theorem and the estimates on g˜ also come from Proposition 5.34. We finally
get a fixed point in a ball of radius ε˜ in C0λ, where ε˜ < min
{
1/3, 1/9M¯, 1/(6M¯+2), ε˜0
}
with ε˜0 > 0 small and M¯ > 0 a constant which does not depend on µ and ε.
5.6 Proof of Theorem 5.1
This section is devoted to the proof of our main theorem. We first prove two theorems
which deal respectively with the solutions of the original equation (5.1) in Case I and
in Case II. We already know in subsection 5.5.3 that each solution of the truncated
system persists as a solution of the full system on the central part. However, since the
center manifold constructed in section 5.4 is not big enough, not all the solutions of the
reduced system can yield solutions of the original system (5.1). We will show that the
leading part of the central solutions that can yield solutions of the original equation
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(5.1) through the center manifold theorem are the following: in Case I.a, e+ and r for
µ−µ1c positive and sufficiently small; in Case I.b, e˜+ and h2 for µ−µ2c positive and
sufficiently small; in Case II.a, e˜+ and r˜ for µ−µ2c positive and sufficiently small; in
Case II.b, e+ and h˜2 for µ− µ1c positive and sufficiently small.
Theorem 5.31. Assume θ ∈ [1
2
+ θ0, 1 − θ0]. Then, there exist τ˜1 ∈ (0, ρ˜) and τˆ1 ∈
(0, ρˆ), such that
(a) if µ < µ1c, u ≡ 0 is stable;
(b) if µ ∈ (µ1c, µ1c + τ˜1ε5), (5.1) admits













Moreover, all of the solutions are even in x;
(c) if µ ∈ (µ2c − ρˆε5, µ2c) in Case I.a, e∗+ and r∗(t) cannot yield solutions to (5.1);
(d) if µ ∈ (µ2c, µ2c + τˆ1ε5), (5.1) admits













Moreover, all of the solutions are odd in x.
Proof. (a) comes directly from the analysis of (5.45);
(b) The arguments in subsection 5.5.3 showed that in Case I.a, the reduced full
system (5.48) admits two equilibria, e∗+ and −e∗+, and two heteroclinic orbits, r∗(t) :=
(r∗A(t), 0) and −r∗(t). Moreover, r∗(t) connects 0 to e∗+.
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Doing back the scalings (5.47) and (5.44) and then performing the scaling (5.14),











. Recall that u˜1(x) =
u(ε−1x) is the eigenvector corresponding to λ˜1 defined in (5.16). Thus Theorem 5.17
ensures if ∥∥f ∗+Au˜1(x)∥∥X˜ ≤ ρ˜, ∥∥ψ(f ∗+A, 0, τ)∥∥X˜ ≤ ρ˜, (5.62)
then f ∗+Au1(ε
−1x)+ψ(f ∗+A, 0, τ) is a solution of (5.15), or equivalently, doing back the
scalings (5.14),
ζ1(x) := ε
5/2f ∗+Au1(x) + ε
5/2ψ(f ∗+A, 0, (µ− µ1c)ε−5)
= ε5/2f ∗+Au1(x) + Ψ(ε








is a solution of the original system (5.1) where ψ comes from the center manifold
theorem and the last equality follows from (5.39). Since
∣∣f ∗+A∣∣ ≤ M√τ for some
M > 0 and
∥∥ψ(u, τ)∥∥ ≤ |ψ|Lip (∥∥u∥∥+ |τ |), (5.62) follows immediately if we choose
τ ∈ (0, τ˜1) with








∥∥u˜1∥∥X˜ + 1)2 , 1, ρ˜}.
Thus ζ1 is indeed a solution of (5.1).
Similarly, one can verify that in this case when τ ∈ (0, τ˜1), r∗(t) := (r∗A(t), 0) gives
a heteroclinic connection of (5.1) by








Moreover, since r∗(t) connects 0 to e∗+, one has κ1(t, x) connects 0 to ζ1(x), i.e.
κ1(t, x) −→
t→−∞
0, κ1(t, x) −→
t→+∞
ζ1(x).
In virtue of (5.63), (5.64) and the fact that u1 is even, it follows immediately that ζ1
and κ1 are even in x. Finally the symmetries imply that −ζ1 = S1ζ1 is also an even
stationary solution and −κ1 = S1κ1 is an even heteroclinic orbit of (5.1) connecting
0 to −ζ1.
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(c) Since |µ− µ2c| < ρˆε5 in this case, after doing back the scalings (5.47) and
(5.44), we set µ = µ2c + τε
5 instead of µ = µ1c + τε
5 when performing the scaling













µ2c − µ1c + τε5 is of order O(ε3/2) and hence f ∗+A is of order O(ε−1). Thus
f ∗+Au˜1(x) cannot lie in a ball of radius ρˆ in X˜c when ε is small. Therefore e
∗
+ cannot
yield a solution of (5.1) through the mapping ψˆ. A similar argument shows r∗(t) is








r∗(ε−2(µ2c − µ1c + τε5)t).
which is of order O(ε−1) as well, thus r∗ cannot yield a solution of (5.1) either in this
case.
(d) For this case in a similar way, one can check that only e˜∗+ and h
∗
2(t) can
give solutions of (5.1), where h∗2 := (0, h
∗
2B
) defined in subsection 5.5.3b denotes the
solution of (5.49) the leading part of which is h2. Denote respectively by ζ˜1(x) and
κ˜1(t, x) the two solutions of (5.1) derived from e˜∗+ and h
∗
2. Then after some scalings





































Finally the oddness of ζ˜1 and κ˜1 in x follows from the oddness of u2 and the fact
S1hΨˆ(uc, µ− µ2c) = Ψˆ(S1cuc, µ− µ2c), i.e. −Ψˆ(uc, µ− µ2c) = Ψˆ(−uc, µ− µ2c). More-
over, the symmetry S1 gives another stationary solution by −ζ˜1 = S1ζ˜1 and another
heteroclinic orbit of (5.1) by −κ˜1 = S1κ˜1, which connects 0 to −ζ˜1.
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Remark 5.32. In (c), r∗(t) and e∗+ failed to yield solutions of (5.1) since the center
manifold Mˆ(τ) constructed in Section 5.4 is not big enough to contain the corre-
sponding solutions derived by scaling r∗(t) and e∗+.
The arguments for Case II are quite similar to that for Case I, thus we only list
the results for this case without proving them.
Theorem 5.33. Assume θ ∈ [θ0, 12 − θ0]. Then there exist τ˜2 ∈ (0, ρ˜) and τˆ2 ∈ (0, ρˆ)
such that
(a) if µ < µ2c, u ≡ 0 is stable;
(b) if µ ∈ (µ2c, µ2c + τˆ2ε5), (5.1) admits













Moreover, all of the solutions are odd in x;
(c) if µ ∈ (µ1c, µ1c + τ˜2ε5), (5.1) admits













Moreover, all of the solutions are even in x.
Combine the above two theorems and set τ˜ = τ˜i, τˆ = τˆi, η = ζi, η˜ = ζ˜i, h = κi
and h˜ = κ˜i with i = 1 for θ ∈ [12 + θ0, 1 − θ0] and with i = 2 for θ ∈ [θ0, 12 − θ0].
Then we have finished the proof of the theorem 5.1 except the expressions of η and
η˜. However, this can be done by inserting the expansion of u1 and of u2 into ζi and
ζ˜i, i = 1, 2. For instance, for the case θ ∈ [12 + θ0, 1 − θ0], one has η = ζ1, η˜ = ζ˜1,
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h = κ1 and h˜ = κ˜2. Putting (5.10) and (5.11) respectively into (5.63) and (5.65) and
considering ρ∗1 = O(|µ|+ |ε|) yield immediately






µ− µ1cO(|µ|+ |ε|+ |µ− µ1c|)
and




µ− µ2c sin x+
√
µ− µ2cO(|µ|+ |ε|+ |µ− µ2c|).
Similarly, one can get the results for θ ∈ [θ0, 12 − θ0].
5.7 Appendix
This appendix is devoted to the proof of the following proposition giving upper bounds
on a nonlinear function which typically occurs when looking for heteroclinic connec-
tions.
Proposition 5.34. Let k ≥ 4 and let N and Rˆ be two Ck vector fields in R2 and
g
(




N (h+Qv)−N (h)− (DN ) (h)Qv + Rˆ(h+Qv, µ, ε)
)
,
with Q = Q(t) = diag (Q1(t), Q2(t)) ∈ GL2(R) for any t ∈ R. Moreover, denote
η = (A,B)T , u := (u1, u2)
T , N = (N1,N2)
T , Rˆ = (Rˆ1, Rˆ2)
T . Assume that
(i) there exist two points η± such that Rˆ(η±, µ, ε) = 0;
(ii) Q ∈ C00 , Q−1h ∈ C00 , Q−1η± ∈ C0±0 , h−η± ∈ C0±λ , Q−1(h−η±) ∈ C0±λ for some





∣∣Q−1η±∣∣C0±0 + |h− η±|C0±λ + ∣∣Q−1(h− η±)∣∣C0±λ
admits an upper bound which does not depend on µ and ε;
(iii) if |η| admits an upper bound which does not depend on µ and ε, then there exists
a constant M > 0 which does not depend on µ and ε such that the following
estimates hold, ∣∣∣(DηRˆ1)(η, µ, ε)u∣∣∣ ≤M (|µ|+ |ε|) (|u1|+ |Au2|) , (5.66)
∣∣∣(DηRˆ2)(η, µ, ε)u∣∣∣ ≤M (|µ|+ |ε|) (|Bu1|+ |u2|) , (5.67)
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∣∣(D2N1)(η)[w, u]∣∣ ≤M[|A| (|w1| |u1|+ |w2| |u2|)




∣∣(D2N2)(η)[w, u]∣∣ ≤M[|B| (|w1| |u1|+ |w2| |u2|)




∣∣(D3N1)(η)[w, u, u]∣∣ ≤M[|u1| (|w1| |u1|+ |w2| |u2|)




∣∣(D3N2)(η)[w, u, u]∣∣ ≤M[|u2| (|w1| |u1|+ |w2| |u2|)




(iv) v, v˜ ∈ C0λ with |v|C0λ ≤ 1, |v˜|C0λ ≤ 1.
Then we have
g(v(·), ·, µ, ε) ∈ C0λ, g(v˜(·), ·, µ, ε)− g(v(·), ·, µ, ε) ∈ C0λ,
and there exists a constant M˜ > 0 which does not depend on µ and ε such that















+ |µ|+ |ε| ) |v˜ − v|C0
λ
.
Because of the appearance of Q, to get the norm estimates on g := (g1, g2)T in
this proposition, we are forced to study the bounds of g1 and of g2 separately. We
first have the following two lemmas.
Lemma 5.35. Let N be as in Proposition 5.34. Assume that v, v˜ ∈ C0λ with |v|C0λ ≤
1, |v˜|C0
λ
≤ 1, and |h|+ |Q|+ |Q−1h| admits an upper bound which does not depend on
µ and ε. Then if denote
G (v) := N (h+Qv)−N (h)− (DN )(h)Qv,
there exists M˜ > 0 which does not depend on µ and ε such that the estimates
|Gi(v)| ≤ M˜ |Qi| |v|2 ,






, i = 1, 2
hold.
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≤M ((|hA|+ |Q1v1|)(|Q1v1|2 + |Q2v2|2) + (|hB|+ |Q2v2|) |Q1v1| |Q2v2|)
≤M |Q1|
(





∣∣Q−1h∣∣+ |v|C00 ) |Q|2 (|v1|2 + |v2|2) + (|h|+ |Q| |v|C00 ) |Q| |v1| |v2|
)
≤ M˜ |Q1|
(|v1|2 + |v1| |v2|+ |v2|2)
≤ M˜ |Q1| |v|2 .
Similarly by (5.69), we can prove
|G2(v)| ≤ M˜ |Q2| |v|2 ,
and hence the proof of the first inequality with i = 1, 2 is finished.
Next since G (v) =
∫ 1
0














≤M((|hA|+ |Q1v1|)(|Q1w1| |Q1v1|+ |Q2w2| |Q2v2|)





(|hA| / |Q1|+ |v1|)(|Q1w1| |Q1v1|+ |Q2w2| |Q2v2|)
+ (|hB|+ |Q2v2|)(|Q2w2| |v1|+ |w1| |Q2v2|)
)
,
≤ M˜ |Q1| (|w1| |v1|+ |w2| |v2|+ |w2| |v1|+ |w1| |v2|)










v + s(v˜ − v))(v˜ − v)ds∣∣∣∣
≤ M˜ |Q1|
( |v˜1 − v1|+ |v˜2 − v2| )( |v˜1|+ |v1|+ |v˜2|+ |v2| )








Similarly by (5.69) and (5.71) one can prove
|G2(v˜)− G2(v)| ≤ M˜ |Q2| |v˜ − v|
( |v˜|C0λ + |v|C0λ ).
This completes the proof of this lemma.
Lemma 5.36. Let Rˆ be as in Proposition 5.34. Assume that v, v˜ ∈ C0λ with |v|C0λ ≤ 1
and |v˜|C0
λ
≤ 1, and (ii) holds. Then there exists M˜ > 0 which does not depend on µ
and ε such that the estimates∣∣∣Rˆi(h+Qv, µ, ε)∣∣∣ ≤ M˜(|µ|+ |ε|) |Qi| e−λ|t|,
∣∣∣Rˆi(h+Qv˜, µ, ε)− Rˆi(h+Qv, µ, ε)∣∣∣ ≤ M˜(|µ|+ |ε|) |Qi| |v˜ − v| , i = 1, 2,
hold.




∣∣∣DηRˆ1((1− s)η+ + s(h+Qv), µ, ε)(h+Qv − η+)∣∣∣ ds
≤M(|µ|+ |ε|)[∣∣hA − Aη+∣∣ + |Q1v1|
+ (
∣∣Aη+∣∣+ ∣∣hA − Aη+∣∣+ |Q1v1|)(∣∣hB −Bη+∣∣+ |Q2v2|)]
≤M(|µ|+ |ε|) |Q1|
[∣∣hA −Aη+∣∣ / |Q1|+ |v1|
+ (




∣∣Q−1η+∣∣+ ∣∣Q−1(h− η+)∣∣+ |v1|)(∣∣hB − Bη+∣∣ + |Q2v2|)]
≤ M˜(|µ|+ |ε|) |Q1| e−λt.
Replacing η+ with η−, one can get for t ≤ 0 the estimate∣∣∣Rˆ1(h+Qv, µ, ε)∣∣∣ ≤ M˜(|µ|+ |ε|) |Q1| eλt.
Combination of the above two inequalities gives the first estimate of this lemma with
i = 1. Similarly, one can prove by (5.67)∣∣∣Rˆ2(h+Qv, µ, ε)∣∣∣ ≤ M˜(|µ|+ |ε|) |Q2| e−λ|t|.
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Hence the proof of the first inequality with i = 1, 2 is finished.
Next we prove the second inequality with i = 1 and the case with i = 2 can be








h+Qv + sQ(v˜ − v), µ, ε)Q(v˜ − v)ds∣∣∣∣
≤M(|µ|+ |ε|)( |Q1| |v˜1 − v1|+ (|hA|+ |Q1v1|+ |Q1v˜1|) |Q2| |v˜2 − v2| )
≤M(|µ|+ |ε|) |Q1|
( |v˜1 − v1|+ (|hA| / |Q1|+ |v1|+ |v˜1|) |v˜2 − v2| )
≤ M˜(|µ|+ |ε|) |Q1| |v˜ − v| .
This completes the proof of this lemma
With the above two lemmas, we now can prove the proposition 5.34.
Proof of proposition 5.34. In virtue of Lemma 5.35 and Lemma 5.36, we have
|g1(v, µ, ε)| = |Q1|−1
∣∣∣G1(v, µˆ) + Rˆ1(h+Qv, µ, ε)∣∣∣
≤ M˜( |v|2 + (|µ|+ |ε|)e−λ|t|)
≤ M˜(|v|2C0λ + |µ|+ |ε|)e
−λ|t|,
and similarly
|g2(v, µ, ε)| ≤ M˜(|v|2C0
λ
+ |µ|+ |ε|)e−λ|t|.
These two estimates yield immediately the first norm estimate on g. Proceeding with
the same method one can prove the second norm estimate on g and hence can finish the
proof of this proposition. 2
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Studies on 02 or 02iω singularity in the presence of
two reversibility symmetries and on dynamics of the
S-H equation with D-N boundary conditions
Abstract
This thesis is devoted to the study of the dynamics of evolution equations in finite
(ODE) or infinite (PDE) dimensions. The argument is based on local bifurcation
theory and a dynamical systems approach.
In the first part, we study the dynamics of reversible vector fields close to an
equilibrium when a 02 or a 02iω resonance occurs in the presence of two symmetries
of reversibility. Such reversible vector field with two reversibility symmetries occurs
for instance after center manifold reduction when studying 2 dimensional waves in
NLS type systems with one dimensional potential or when studying localized waves
in nonlinear chains of coupled oscillators. It also occurs when studying localized
buckling in rods with non circular cross section.
In the presence of a unique reversibility symmetry the existence of homoclinic
connection to 0 is known for the 02 resonance whereas for the 02iω resonance there is
generically no homoclinic connection to 0 but there is always homoclinic connection
to exponentially small periodic orbit. In the presence of a second symmetry of re-
versibility, the situation is more degenerated. Indeed, because of the second symmetry
the quadratic part of the normal forms vanishes, and so the dynamics of the normal
forms is governed by the cubic part. For the 02 resonance we prove the existence of
homoclinic connections to 0 and of heteroclinic orbits. For the 02iω resonance we
prove that in most of the cases the second symmetry induces the existence of homo-
clinic connections to 0 and of heteroclinic orbits whereas with a unique symmetry
there is generically no homoclinic connection to 0.
In the second part, we compare the dynamics of the two dimensional Swift-
Hohenberg equation defined in a cylindrical domain [−ℓ, ℓ] × R with Dirichlet Neu-
mann boundary conditions with the dynamics of the Swift-Hohenberg equation de-
fined on R2 and admitting 2π-spatially periodic solutions. Here, ℓ > 0 is large and
stays out of some small neighborhoods of the points nπ and (n + 1/2)π, n ∈ N. We
show that the system with Dirichlet Neumann boundary conditions reduces onto a
two-dimensional center manifold for each bifurcation parameter O(ℓ−5)-close to its
critical values when ℓ is sufficiently large. On this invariant manifold, we find two
steady solutions and two heteroclinic connections connecting the trivial ground state
with the steady solutions. Moreover, all the above solutions preserve the features of
the 2π-spatially periodic solutions.
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Etudes des singularités O2 et O2iw en présence de deux symétries de réversibilités et
dynamique de l'équation de Swift-Hohenberg avec conditions au bord Dirichlet Neuman
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Résumé
Cette thèse est consacrée à l’étude de la dynamique des équations d’évolution en dimension
finie comme infinie.
Dans la première partie, on étudie la dynamique de champs de vecteurs réversibles présentant
des résonances en présence de deux symétries de réversibilité. Pour la résonance O2 nous
prouvons l’existence d’orbites homoclines à 0 et d’orbites hétéroclines. Pour la résonance
O2iw nous prouvons que dans la plupart des cas la deuxième symétrie induit l’existence
d’orbites homoclines à 0 alors qu’avec une unique symétrie il n’y en a génériquement pas.
Dans la seconde, nous comparons la dynamique de l’équation de Swift Hohenberg posée sur
un domaine cylindrique I×R avec I=[-L,L] et conditions au bord de Dirichlet Neumann d’une
part et I=[0,2pi] et conditions périodiques aux bords. Nous montrons que dans les deux cas la
dynamique de l’équation de Swift Hohenberg est réductible à une variété centrale de
dimension 2 et que les principales caracteristiques de la dynamique sont inhangée.
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