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We study the effect of strong electron-phonon interactions on the damping of the Higgs amplitude
mode in superconductors by means of non-equilibrium dynamical mean-field simulations of the
Holstein model. In contrast to the BCS dynamics, we find that the damping of the Higgs mode
strongly depends on the temperature, becoming faster as the system approaches the transition
temperature. The damping at low temperatures is well described by a power-law, while near the
transition temperature the damping shows exponential-like behavior. We explain this crossover
in terms of a temperature-dependent quasiparticle lifetime caused by the strong electron-phonon
coupling, which smears the superconducting gap edge and makes the relaxation of the Higgs mode
into quasiparticles more efficient at elevated temperatures. We also reveal that the phonon dynamics
can soften the Higgs mode, which results in a slower damping.
PACS numbers: 71.10.Fd, 74.40.Gh, 71.38.-k
I. INTRODUCTION
The problem of how a superconducting (SC) state
evolves in time after an external stimulation has at-
tracted the interest of researchers for a long time.1–20
On the theoretical side, static mean-field analyses, which
neglect inelastic collisions, have been widely employed
to study the coherent dynamics. In the conventional
weak-coupling BCS regime, coherent oscillations of the
SC order parameter are known to decay with a power law
(∼ 1/√t) regardless of temperature1 and even beyond
the linear-response regime.4–8,12 The power-law damping
is remarkable, since it indicates a relatively slow decay
without a specific relaxation timescale, which is usually
observed only in special situations, such as near a criti-
cal point. Mean-field analyses have further been applied
to various situations to reveal changes in the properties
of the coherent oscillations beyond the BCS regime for a
bulk system. For instance, in the BEC regime the power
law becomes ∼ 1/t1.5,9 while in quasi-1D systems the
power strongly depends on the thickness of the system.12
The effect of a finite quasiparticle lifetime in the weak-
coupling regime has been briefly addressed in Ref. 2, but
the damping of the coherent oscillations in the correlated
regime remains an interesting theoretical issue.
The field has recently been stimulated by the obser-
vation of the collective amplitude (“Higgs”) mode21–23
in conventional superconductors in pump-probe exper-
iments with a strong THz laser pump.11,13 While pre-
vious experiments had already observed the collective
amplitude mode in a coexistence region of superconduc-
tivity and charge order with Raman spectroscopy,2,24–27
the results reported in Refs. 11,13 demonstrate the novel
possibility of studying the collective mode in ordinary
superconductors without coexisting orders. The pump-
probe experiments can reveal not only the characteristic
frequency of the collective mode but also its damping be-
havior after the pump. One important finding is that the
damping of the coherent oscillations induced by a strong
THz laser becomes significantly faster with increasing ex-
citation intensity,11 which is difficult to explain with the
BCS dynamics without collisions.4–8,12 In addition, the
temperature dependence of the damping is attracting ex-
perimental interest.28 We also note that the sample used
in these experiments, NbN, has a strong electron-phonon
(el-ph) coupling.29 It is therefore important to go beyond
the BCS dynamics and to clarify the effects of strong el-
ph couplings on properties of the amplitude Higgs mode.
Theoretical studies of the coherent oscillations in su-
perconductors with strong el-ph couplings have only ap-
peared recently,15,16,19 and many important questions re-
main to be clarified. In this paper, we consider the effects
of strong el-ph couplings on the temperature dependence
of the damping behavior of the amplitude Higgs mode,
taking into account the inelastic collisions of quasiparti-
cles. Our study makes use of the non-equilibrium dynam-
ical mean-field theory (DMFT), which enables us to sim-
ulate the damping behavior during the first several cycles
after a pump pulse, as in pump-probe experiments. We
find that the finite electron quasiparticle lifetime result-
ing from strong el-ph couplings leads to a strong temper-
ature dependence of the damping of the amplitude mode.
We also reveal that the phonon dynamics can soften the
amplitude Higgs mode and extend its lifetime.
II. MODEL AND METHOD
We focus on a basic model for el-ph coupled systems,
the Holstein model, which is described by the Hamilto-
2nian,
H(t) = −
∑
i,j,σ
vi,jc
†
i,σcj,σ − µ
∑
i
ni + ω0
∑
i
a†iai
+ g
∑
i
(a†i + ai)(ni,↑ + ni,↓ − 1),
(1)
where c†i,σ creates an electron with spin σ at site i, vi,j is
the electron hopping, ni = ni,↑+ni,↓ with ni,σ = c
†
i,σci,σ,
and µ the electron chemical potential. a†i creates an Ein-
stein phonon with a bare frequency ω0, and g is the el-ph
coupling. We assume a semi-elliptic density of states for
free electrons, ρ(ǫ) = 12piv2
∗
√
4v2∗ − ǫ2. We take v∗ = 1
as the unit of energy, and focus on the half-filled case
(µ = 0). In this model, the phonon-mediated electron-
electron attraction leads to an s-wave SC state, whose
order parameter is φ = 1N
∑
i〈ci↓ci↑〉 with N being the
total number of sites. We choose the order parameter to
be real without loss of generality. In order to study the
damping of the Higgs oscillations, i.e., the coherent os-
cillation of the amplitude of the SC order parameter, we
consider a field coupled to the pair potential as a pump,
Fex(t)
∑
i(c
†
i↑c
†
i↓+ ci↓ci↑). To be precise, we directly sim-
ulate the dynamics after a pump Fex(t) = dfδ(t) using
the non-equilibrium DMFT framework (see below), with
a small enough df (the linear response regime), and eval-
uate the dynamical pair susceptibility,19
χpair(t− t′) = −iθ(t− t′)〈[B0(t), B0(t′)]〉, (2)
where B0 =
∑
i(c
†
i↑c
†
i↓+ ci↓ci↑) and θ(t) is the step func-
tion. Let us comment on a few points. (i) Even though
a pump in the form of a pair potential field and the mea-
surement of the dynamical pair susceptibility are rather
academic tools, they allow us to focus on the amplitude
dynamics of the order parameter, which has also been
considered in previous investigations of the Higgs ampli-
tude mode.30–32 (ii) The pair potential field is related to
more realistic excitations. For example, a modulation of
the effective attractive interaction (−λ) can, within the
BCS picture, be regarded as a pair potential field pulse,
since the interaction term is −λ(〈c†↑c†↓〉c↓c↑+ c†↑c†↓〈c↓c↑〉).
We can expect the same effect for the modulation of
the hopping parameter, since by changing the measure
of time, we can map the hopping modulation to an inter-
action modulation. We also note that the hopping mod-
ulation can be realized as a second order effect of the
electro-magnetic field17,33, or by modulation of a certain
phonon mode.16,34,35. (iii) Our goal here is to evaluate
the linear response function, Eq. (2), from a simulation
of the time-evolution after a pump. In principle, one can
obtain the same quantity by solving the Bethe-Salpeter
equation. However, the latter procedure usually involves
a numerical analytic continuation, which introduces am-
biguities. By calculating the real-time information di-
rectly, we can avoid the analytic continuation. (Another
way to avoid solving the Bethe-Salpeter equation has re-
cently been proposed in Ref. 36.) Even though we can
only access the first several oscillations after the pump
with the present approach, this is sufficient, since the
pump-probe experiment also measure only the first sev-
eral cycles after a pump.
The dynamics of the system is simulated using the
framework of the non-equilibrium DMFT,37 which be-
comes exact in the limit of infinite spatial dimensions.
In DMFT, the lattice model Eq. (1) is mapped onto a
single-site impurity model, whose local Hamiltonian is
µn+ω0a
†a+g(a†+a)(n−1). The effective bath of the im-
purity problems is determined in a self-consistent manner
such that the local electron Green’s function Gˆii(t, t
′) =
−i〈TCΨi(t)Ψ†i (t′)〉 and the local self-energy Σˆii of the
lattice problem coincide with the impurity Green’s func-
tion Gˆimp(t, t
′) = −i〈TCΨ(t)Ψ†(t′)〉 and the impurity self-
energy Σˆimp, respectively. Here Ψ
†(t) ≡ [c†↑(t), c↓(t)] is a
Nambu spinor, TC is the time ordering operator on the
Kadanoff-Baym contour, and σˆα a Pauli matrix, where
a quantity with a hat represents a 2× 2 Nambu-Gor’kov
matrix. Similarly, the impurity phonon Green’s function,
Dimp(t, t
′) = −i〈TCX(t)X(t′)〉, is identified with the local
one in the lattice problem,Dii(t, t
′) = −i〈TCXi(t)Xi(t′)〉.
Here X = a† + a.
We solve the non-equilibrium effective impurity
problem with two types of diagrammatic approxima-
tions. The first is the self-consistent Migdal (sMig)
approximation.19,38–44 Here, the electron self-energy (Σˆ)
and phonon self-energy (Π) are expressed as
ΣˆsMig(t, t′) = ig2Dimp(t, t
′)σˆ3Gˆimp(t, t
′)σˆ3,
ΠsMig(t, t′) = −ig2tr[σˆ3Gˆimp(t, t′)σˆ3Gˆimp(t′, t)].
(3)
The sMig approximation neglects vertex corrections for
the self-energies, which is justified when the phonon fre-
quency is sufficiently smaller than the electron band-
width. The dimensionless el-ph coupling is defined as
λeff = −ρ(0)g2DR(ω = 0). Since we are interested in
the strong-coupling regime, we choose λeff ∼ 1. With
both self-energies considered self-consistently, electrons
and phonons are renormalized, and their dynamics, in-
cluding collisions between them, are taken into account.
The detailed diagrammatic expression for χpair in this
approximation has been presented in Ref. 19. In addi-
tion to the ladder diagrams with electron legs, which are
already taken into account in the BCS dynamics and in-
clude the effect of the relaxation of the Higgs mode into
quasiparticle excitations, the self-consistent Migdal ap-
proximation includes the ladder diagrams with phonon
legs and hybridizations between these two types of dia-
grams.
The other approximation is the unrenormalized Migdal
(uMig) approximation,15,16,19,38 which corresponds to an
electron self-energy
ΣˆuMig(t, t′) = ig2D0(t, t
′)σˆ3Gˆimp(t, t
′)σˆ3, (4)
where D0 is the bare phonon propagator and the
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FIG. 1: (a) BCS spectrum (ABCS(ω/2)), −ImχBCSpair,0(ω) and
η(ω) for λ = 0.9, ωc = 2 at β = 50. (b) Temperature depen-
dence of the order parameter. (c)(d)χBCSpair (t) at β = 50 (c)
and β = 20 (d). Red dashed lines, which almost completely
overlap with the solid green lines, represent the result of the
fitting function (5).
dimensionless el-ph coupling is defined as λeff =
−ρ(0)g2DR0 (ω = 0), which we choose ∼ 1 in this pa-
per. In this approximation, while electrons are renor-
malized and their collisions with phonons are considered,
the phonons are not renormalized, stay in equilibrium
and act as a heat bath. The diagrammatic expression for
χpair in the unrenormalized Migdal approximation con-
tains the same type of diagrams as the BCS theory.19
Thus the relaxation into quasiparticle excitations is in-
cluded in this approximation, but the coupling to the
phonon dynamics and possible relaxation channels to
phonons are ignored. Neglect of the phonon renormal-
isation makes the approximation less accurate than the
self-consistent Migdal approximation for describing the
isolated Holstein model.38 However, the uMig approxi-
mation phenomenologically describes a situation where
the phonons, which are equilibrated by other degrees of
freedom than the focused system, act as a heat bath
for the electrons (in an open system, beyond the pure
Holstein model description). Considering this, we intro-
duce a finite phonon lifetime Γ in the unrenormalized
Migdal approximation. The phonon part is expressed as
DR0 (ω,Γ) =
2ω0
(ω+iΓ)2−ω20
, where R stands for the retarded
part. The other components of the Green’s function
(lesser, greater etc.) are connected to the retarded part
by the equilibrium fluctuation-dissipation theorem.37
In order to analyze the decay of the amplitude mode
after a pump at t = 0, we employ two types of fitting
functions,
F1(t) = a exp(b t) + c sin(ωH t+ d)/(t− t0)γ |t0=0, (5)
F2(t) = a exp(b t) + c sin(ωH t+ d) exp(−γ t), (6)
where a, b, c, d, γ and ωH are fitting parameters. We use a
least-square fit in the time interval t ∈ [tmin, tmax], where
tmin is chosen as the first time at which χpair(t) = 0.
III. RESULTS
Since we want to clarify the difference to the BCS
mean-field dynamics, we first recapitulate the dynami-
cal pair susceptibility obtained within the BCS approx-
imation. We assume that the attractive interaction is
represented as 1N
∑
k,k′ V (k,k
′)c†
k,↑c
†
−k,↓c−k′,↓ck′,↑ with
V (k,k′) = −λθ(ωc − |ǫk|)θ(ωc − |ǫk′ |), where −λ repre-
sents the attractive interaction, ωc is the cutoff energy
and ǫk is the bare electron dispersion with momentum k.
χpair is expressed as
χBCSpair (ω) =
χBCSpair,0(ω)
1 + λχBCSpair,0(ω)/2
, (7)
where the bubble contribution χpair,0 is the retarded part
of −i 1N
∑
k
tr[σˆ1Gˆk(t, t
′)σˆ1Gˆk(t
′, t)]. One can prove that
ReχBCSpair,0(ω) approaches−2/λ linearly in the limit of ω →
2∆SC + 0. Here the SC gap in the BCS approximation
is ∆SC ≡ −λ 1N
∑
k
θ(ωc − |ǫk|)〈c−k↓ck↑〉. The explicit
expression of ImχBCSpair,0(ω) is
− 1
π
ImχBCSpair,0(ω)
=
∫ ωc
−ωc
dǫρ(ǫ)
ǫ2
E2
tanh(βE/2)[δ(ω − 2E)− δ(ω + 2E)]
= θ(|ω| − 2∆SC)2ρ(κ(ω))κ(ω)|ω| tanh
(ωβ
4
)
, (8)
where E =
√
ǫ2 +∆2SC, and κ(ω) =
√
ω2/4−∆2SC.
From this expression, one can see that |ImχBCSpair,0(ω)|
behaves (ω − 2∆SC)1/2 in the vicinity of ω = 2∆SC,
see Fig. 1(a). Hence the denominator of Eq. (7) be-
comes zero at ω = ωBCSH = 2∆SC, which corresponds
to the amplitude Higgs mode. We also note that if
there were a pole at ω, we could interpret the quan-
tity η(ω) ≡ |Imχpair,0(ω)/(dReχpair,0(ω)dω )| as the rate of
the scattering from the collective mode to quasiparticle
excitations, since it corresponds to the half-width of the
peak in the spectrum.2 Therefore, Eq. (8) implies that
below the SC gap (|ω| < 2∆SC) damping channels are
energetically unavailable, while they are available above
the gap (|ω| > 2∆SC). Because of the factor (ǫ/E)2 in
the second line, the contribution from the energetically
available channels becomes small near ǫ = 0. This re-
sults in a decrease of |Imχpair,0(ω)| and η(ω) going to
zero, see Fig. 1(a), which indicates a slower decay than
an exponential decay of this mode. However, because of
the rapid increase of |Imχpair,0(ω)| and η(ω), this mode
is not undamped. Indeed, the analytic expression for the
asymptotic behavior of χBCSpair is proportional to
1
χBCSpair (t) ∝
1√
∆SCt
sin
(
2∆SCt+
π
4
)
. (9)
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FIG. 2: χuMigpair (t) for ω0 = 0.4, g = 0.9,Γ = 0.1 (λeff ≃ 1.2) at
β = 50 (a) and β = 24 (b). Here tmax = 300 is used for the
fitting. The power-law and exponential fits are shown as red
dashed and blue dotted lines, respectively. Rectangles mark
the better fits. The inset shows the temperature dependence
of the order parameter.
In Fig. 1, we show χBCSpair (t) along with the fitting function
Eq. (5). Regardless of the temperature (both well below
Tc and near Tc), the fitting works very well from the first
oscillation and the exponent is 1/2. This has been found
in previous works for various types of excitations.1,6,8
Now we turn to the results of the unrenormalized
Migdal approximation (with equilibrium phonons) in or-
der to grasp the effects of the finite quasiparticle lifetime
resulting from strong el-ph couplings. Figure 2 shows
χpair obtained within this scheme, which we denote by
χuMigpair (t). In contrast to the BCS dynamics, the damping
exhibits a strong dependence on the temperature: When
the temperature is much lower than Tc, the damping is
well described by a power law but with a different expo-
nent from the BCS value, while the exponential fitting is
inadequate, see Fig. 2(a). When the temperature is close
to Tc, an exponential fit (Eq. (6)) becomes better than a
power-law fit (Eq. (5)), as in Fig. 2(b). In between these
two regimes, neither of the two fitting forms can accu-
rately describe the decay. We also note that the decay
of the amplitude mode as discussed above is not limited
to the present type of the pump protocol. The same
damping behavior (not shown) is observed after a hop-
ping modulation, v(t) = v + δv exp(− (t−tpump)22σ2pump ), which
mimics the effect of a strong laser.19
 0.99
 1
 0.01  0.02  0.03  0.04  0.05
(a)
T
Tc
R
2
F1:1/t
γ
F2:exp(-γt)
F3:1/(t-t0)γ
 0
 1
 2
 3
 4
 5
 6
 7
 0.01  0.02  0.03  0.04  0.05
(b)
T
Tc
BCS
γ
F1:1/t
γ
F2:e
-γt(×200)
F3:1/(t-t0)γ
-300
-250
-200
-150
-100
-50
 0
 0.01  0.02  0.03  0.04  0.05
(c)
T
Tc
F3:1/(t-t0)γ
FIG. 3: The coefficient of determination R2 (a) and the coef-
ficient γ (b) for each type of fitting for g = 0.9, ω0 = 0.4,Γ =
0.1. The vertical black lines indicate Tc, while the horizontal
red line in panel (b) shows the BCS result (power law with
γ = 1/2). (c) t0 extracted from the F3 fit.
In Fig. 3(a), we show for each fitting function the
coefficient of determination, which is defined for a set
of data, {(ti, yi)}, and a fitting function f(t) as R2 ≡
1− [∑i(yi− f(ti))2]/[∑i(yi− y¯)2]. Here y¯ is the average
of yi, and a value of R
2 closer to 1 indicates a better
fit. It is evident that a power-law (Eq. (5)) provides the
better description than an exponential law (Eq. (6)) at
low temperatures, while the opposite is true near Tc. The
damping coefficients are depicted in Fig. 3(b). In contrast
to the BCS dynamics, the damping shows a significant
dependence on temperature, i.e., the damping becomes
faster with increasing temperature.
Since in some previous analyses of the damping of the
Higgs mode11,12 t0 in Eq. (5) was treated as a fitting
parameter, we also consider this case and denote the
corresponding fitting function as F3(t). We note that
when −t0 and γ are large enough, 1/(t − t0)γ behaves
∝ exp( γt0 t) for a finite range of t, so that F3 can be
regarded as an interpolation between F1 and F2. The
result, shown in Fig. 3, shows that F3 always provides
a better R2 than F1 and F2. At low temperatures the
fitted value of t0 stays around zero which means that F3
essentially behaves as F1, while −t0 and γ increase in
a similar manner with increasing temperature near Tc,
which is consistent with an exponential behavior. We
note that it is hard to provide a physical interpretation
for large negative t0 (long time before the pump) near Tc
and it would be more natural to consider that the fitting
function F2 is more essential there, even though F3(t)
gives the best fit. We also note that in the BCS case t0
always stays near zero regardless of the temperature.
Now we discuss the origin of the different decay be-
haviors in the BCS dynamics and the Migdal dynamics.
In the BCS theory, because of the relation ωH = 2∆SC
1,2
and the fact that the lifetime of a quasiparticle is infinite,
the relaxation channel of the amplitude mode (q = 0) is
limited to the quasiparticle excitations just at ǫk = 0,
see Fig. 4(a). However, as shown in Eq. (8), the con-
5FIG. 4: (a)(b) Schematic illustration of the difference between
the BCS and Migdal descriptions of the excitations to which
the amplitude mode decays. An arrow indicates an excitation
process from an initial state of an electron (empty circle) to
a final state (filled). Black curves in (a) represent the quasi-
particle dispersion with an infinite lifetime, while red thick
curves in (b) show the dispersion of the quasiparticles with
a finite lifetime. Pink ovals in (b) represent the incoherent
parts of the spectrum. (c) A(ǫk, ω) at β = 50 (left) or β = 25
(right) for ω0 = 0.4, g = 0.9, Γ = 0.1 within the unrenor-
malized Migdal approximation. (d) Comparison between the
electron spectrum A(ω/2), −ImχuMigpair,0(ω), η(ω) and ωH for
ω0 = 0.4, g = 0.9,Γ = 0.1 at various temperatures. Verti-
cal lines indicate the Higgs mode energy ωH. For the green
arrows, see text.
tribution from this channel becomes 0 due to the factor
(ǫ/E)2. On the other hand, both Migdal approxima-
tions can take into account collisions, or the lifetime of
the quasiparticles and the incoherent parts in the spec-
trum. In addition to this, as pointed out in our previ-
ous analysis,19,36 the Higgs energy sticks to the SC gap
(2∆SC) even for strong el-ph couplings. Here we em-
phasize that the relation between the Higgs energy and
the SC gap is not trivial in the strong coupling regime
and that it strongly affects the damping behavior of the
collective mode. Because of these situations, it becomes
possible for the amplitude Higgs mode to decay into ex-
citations from the lower band at various ǫk 6= 0 ((1) in
Fig. 4(b)), and into excitations to the incoherent parts
((2) in Fig. 4(b)). Since the energetically available re-
laxation channels are no longer restricted to ǫk = 0, one
can expect finite contributions from these channels. Now
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FIG. 5: (a)(b) χel−ladpair (t) for ω0 = 0.4, g = 0.45 (λeff ≃ 1.4)
at indicated temperatures. Here tmax = 450 is used for the
fitting. The power-law and exponential fits are also plotted.
Rectangles mark the better fitting function.
the quasiparticle lifetime decreases with increasing tem-
perature, and the process (2) requires thermally excited
quasiparticles above the Fermi energy. Hence these decay
processes of the amplitude mode should become more sig-
nificant closer to Tc and make the decay faster. We note
that, in the present Holstein model, there is a phonon
window, below which the quasiparticle lifetime becomes
very long at low enough temperatures. Therefore, at low
enough temperatures the process (1) can practically use
only ǫk = 0, and this channel should suppressed as in
the BCS case. This situation should lead the distinct
change of damping laws at low temperatures and tem-
peratures around Tc. In more realistic situations, one
may need to consider acoustic phonons. In the pres-
ence of such phonons, the phonon window should become
less clear and the quasiparticle lifetimes should decrease
more quickly with increasing temperature. Hence it is ex-
pected that the damping laws at low temperatures and
temperatures around Tc becomes less distinct and that
the damping tends to be faster and more exponential-
like. We also note that the temperature dependence of
the damping has been briefly addressed in Ref. 2, where
they consider the effect of the quasiparticle lifetime on
top of the BCS dynamics and suggest that the Higgs
mode becomes overdamped near Tc.
The decrease of the quasiparticle lifetime is indeed evi-
dent in the temperature dependence of the electron spec-
trum, see Fig. 4(c)(d). In Fig. 4(d), we show A(ω) =
− 1pi ImGii,11(ω) and the Higgs frequency derived from the
fitting for various T , where Gii,11 stands for the 11 com-
ponent in the Nambu-Gor’kov form. The gap edge be-
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FIG. 6: (a)(b) Comparison between χsMigpair (t) (along with
fittings) and χel−ladpair (t) for ω0 = 0.4, g = 0.45, β = 100 (a) and
for β = 50 (b). Here tmax = 300 is used for the fitting.
comes smeared as we increase T , while the Higgs fre-
quency is always located near the edge, i.e., ωH ≃ 2∆SC
indeed holds. Hence we conclude that near Tc the relax-
ation of the amplitude mode into quasiparticles becomes
efficient due to the strong el-ph coupling. This enhances
the damping of the oscillations, which is well described
by the exponential fit, Eq. (6). Further support for this
picture is obtained from η(ω), whose value at ω = ωH
increases with increasing temperature, as shown by the
green arrows in Fig. 4(d).46 We note that, if the time de-
pendence of the irreducible vertex can be approximately
described by a delta function with a renormalized coeffi-
cient, a type of equation similar to Eq. 7 is obtained, in
which case we can indeed interpret η(ω) as the efficiency
of the relaxation.
Now, we move on to the self-consistent Migdal results,
which include effects of the phonon dynamics. In order
to single out the effects of the phonon dynamics on the
Higgs mode, let us first look at the behavior of χpair cal-
culated with renormalized phonons but without phonon
dynamics. Namely, we study the time evolution with the
self-energy
Σˆ(t, t′) = ig2Deqimp(t, t
′)σˆ3Gˆimp(t, t
′)σˆ3, (10)
where the superscript “eq” indicates that the propagator
is the equilibrium one. We denote the pair susceptibil-
ity evaluated in this way as χel−ladpair , since its diagram-
matic expression consists of ladder diagrams with elec-
tron legs.19 In the result shown in Fig. 5, the only dif-
ference from the uMig approximation is that the phonon
propagator is renormalized through the el-ph coupling
and depends on the temperature.19 As in the uMig case,
at low temperatures a power-law fit, Eq. (5), describes
the damping well (see Fig. 5(a)), while around Tc an
exponential fit, Eq. (6), becomes better (see Fig. 5(b)).
We note that, even when the phonon renormalisation is
included, ωH sticks to the SC gap edge, ωH ≃ 2∆SC,
and the quasiparticle lifetime decreases with increasing
temperature, which is the same as in the uMig approx-
imation. In Fig. 6, we display χsMigpair (along with fits)
and χel−ladpair . As pointed out in Ref. 19, there emerges
another collective amplitude mode originating from the
phonon dynamics. In order to deal with this, we have
added a term c′ sin(ω′t+ d′) exp(γ′t) to the fitting func-
tions (Eqs. (5),(6)). Again, the damping becomes faster
with increasing temperature, and one can see a crossover
of the damping from power law to exponential law. When
we compare χsMigpair and χ
el−lad
pair , we notice different be-
havior between them, which indicates that χsMigpair has a
lower frequency47, and that the oscillations in χsMigpair are
more slowly damped. Indeed, the fittings for χsMigpair yield
smaller exponents than those for χel−ladpair , compare Fig. 5
and Fig. 6. The softening of ωH can be attributed to
the hybridization between the Higgs mode and the am-
plitude mode originating from phonon oscillations. The
softening of the Higgs mode makes it longer-lived due
to the suppression of the available relaxation channels
to quasiparticles. Even though the possible decay of the
Higgs mode into two phonons is also considered within
the self-consistent approximation, this channel is ener-
getically suppressed by the reduction of the renormal-
ized single-phonon spectral weight at ω . 2∆SC(phonon
anomaly).19,45
We finally comment on the relation between uMig and
sMig. Firstly, recall that these two methods describe dif-
ferent physical set-ups: in sMig the system is isolated,
while in uMig the system is open and the feedback from
the phonon dynamics is neglected. Our results show that
in both cases, one observes a crossover of the damping law
as we vary the temperature. The common origin is the
decreased quasiparticle lifetime and subsequent enhance-
ment in the number of the available relaxation channels
to quasiparticles with increasing the temperature. On
the other hand, we would like to note that the uMig
and sMig descriptions can lead to very different dynamics
since they approach final states with different tempera-
tures after strong excitations.38 In realistic situations, we
may need to include both, the energy dissipation from
the system and the feedback from the phonon dynamics.
Which description is more appropriate depends on the
specific problem.
IV. CONCLUSION
We have studied the damping of the amplitude Higgs
mode in a strongly-coupled phonon-mediated supercon-
ductor described by the Holstein model. The non-
7equilibrium DMFT results show that, in a sharp con-
trast to the BCS dynamics, the damping exhibits a strong
temperature dependence and becomes faster as T → Tc.
Specifically, we have revealed that at low temperatures
the damping of the Higgs oscillations is well described
by a power law with an exponent distinct from the BCS
value, and that near the transition temperature the oscil-
lations tend to decay with an exponential law. In addi-
tion, we have shown that the phonon dynamics can soften
the Higgs frequency and extend its lifetime.
Our study has focused on the initial several cycles of
the coherent oscillations after a pump. How the ampli-
tude mode behaves in the long-time limit and how its
damping is related to the behavior extracted here from
the initial cycles are questions which should be clarified
in the future. It is also important to understand the ef-
fects of el-ph couplings beyond the Holstein model, such
as couplings with acoustic phonons, as well as the effects
of the band structure, impurities and the system size.
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