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ON THE REGULARIZATION OF THE RITZ-GALERKIN 
METHOD FOR SOLVING ILL-POSED PROBLEMS 
Robert Plato (Berlin) and Gennadi Vainikko (Tartu) 
In this paper we consider a class of regularlzation 
methods for a discretized version of an operator equation 
twhich Includes the case that the problem Is Ill-posed) with 
approximately given right-hand side. We propose an a prlorl-as 
welt as an a posteriori-parameter choice method which Is 
similar to the discrepancy principle of Ivanov-Morozov. From 
the results on fractional powers of self-adjoint operators 
we obtain convergence rates which are (In many cases J the 
same for both parameter choices. 
1 Introduction 
Let. X be a Hilbert space and A € Lk(X), i.e. A : X -• X is a bounded 
linear operator. We suppose A = A* > 0 and consider the equation 
Ax = у, у € R(A). (1.1) 
We assume that only an approximation y, 6 Y to у is available with 
lis/ - fell < e- where ( > 0 is a known error bound. To get an approx­
imation to a solution of (1.1) we have to discrctizc the problem. For 
h > 0, let Р/, be an orthogonal projection in X. In the following we 
will assume that 
||A(/-P,,)||-»<) (/,->()). (1.2) 
If R(Ph) is finite-dimensional which is the most interesting case, it is 
sufficient and necessary for condition (1.2) to hold that A is a compact 
operator and that A —> I (h -+ 0) pointwi.se on JV(A)1. If R(A) is 
non-closed, we have to use a regularization method. For example, we 
may choose h in dependence of e and take the solution 6 R(Ph) of 
the equation P/,AP/,.r/, = Pi,у, (we assume for the moment that it exists 
3 
and is unique) as approximation to the solution x, of (1.1) (see [3], 
[7], [9], [17]). Another, more favorable way is the use of regularization 
methods which are generated by Borel measurable functions 
ffr: [0, a] -» Ж, 
r > 0, ||A|| < a. We assume that the functions g r  satisfy the following 
conditions: 
sup tp|l - tg r(t)\ < y pr~ p, r> 0, 0<p<po, (1.3) 
0<<<a 
sup \g r(t)\ < yr, r > 0, (1.4) 
0 <Ka 
where po > 0, y p  and у are constants. Let x q  € X be an initial approx­
imation. Then, with an appropriate parameter choice r (see Section 
3), an approximation to the solution x, of (1.1) which is nearest to xq, 
i.e. Ax, = y,xt - xq € /V(A)-1-, is given by Вн,гу( with 
Rh.r - (I - g r(Ah)A h)PhXo + g r(Ai t)P h, (1.5) 
where A* = PhAPh : X —> X- In Section 3 we propose an a priori pa­
rameter selection as well as an a posteriori parameter selection which 
is comparable to the discrepancy method of Ivanov-Morozov ([4], [8]): 
for fixed h choose r such that ||(/ - АнРн,г)РкУе\\ = de with some 
constant d > 1. 
Iu Section 2 we present some examples and in Section 4 some auxil­
iary results on fractional powers of selfadjoint positive operators which 
will be needed in the main Section 3, are given. Finally, in Section 5 
some results on the regularization of projection methods for solving 
ill-posed problems involving non-selfadjoint operators are presented. 
2 Examples and illustrations 
2.1 Examples 
1. The method of Lavrentiev: We have to determine the solution 
of the equation 
(Ah+r~lI)x = РкУе- (2.1) 
The method is of the form (1.5) with z0 = 0 and g r(t) = (f + 
г
-1)-1, г > 0. Conditions (1.3) and (1.4) hold with pc = 1. 
2. The generalized method of Lavrentiev: Let <? > 0. We have to de­
termine the solution x/,,,- of the equation 
(Ai+1+r^ = 4%. (2.2) 
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The method is of the form (1.5) with x 0  = 0 and g r(i) = t 4/(t 9 + 1  + 
r~'_1), r > 0. Conditions (1.3) and (1.4) hold with po = <? + 1. 
3. The method of successive approximation (explicit schemed: Let 0 < 
ß < The algorithm which is due to Landweber is given by x/,,о = 
Ph% 0» 
х
л
,
г 
= (I - pA h)x h ir-1 + fiPhVi, Г = 1,2 , . . .  (2.3) 
We have Rh, ry (  = x h < r, where Rh, r  is of the class (1.5) with. g r(t) = 
|[1 — (1 - ßt)r], t ф 0. Conditions (1.3) and (1.4) hold for any po > 0. 
4 Implicit adiaae: Let 0 < ß be constant. The algorithm which is 
due to Fakeev-Lardy is given by Xh,о = Ph^o, 
{Ah 4" ßl)$htr ~ ß%h,r—l PhVu '' = 11 2,... (2.4) 
We have Rh,ryt = а-'л,п where Rh, r  is of the class (1.5) with g r(t) = 
A[1 - (^)r], t ф 0. Conditions (1.3) and (1.4) hold for any po > 0. 
Other examples of regularization methods can be found in [15], [16] 
or [18]. Now let Ф!,Ф2, ...,Ф„ € X be a basis of R(Ph)- We define 
— (^ Фi 1 Фj ^ >)ij= 
R ~ (^  iiA j >)t'J=l n, 
Z =  (*•• У( >ji=l,...,n- (2-5) 
Let us first consider the method of Lavrentiev. The solution Xh,r of 
the corresponding equation (2.1) can be expressed in the form 
3 /l.r =  XI CjQj' j=и 
Some calculation shows that (2.1) is eqxiivalent to the following system 
of equations for determining с = (c,);-i 
(B + r~ lG*)c = z. (2.6) 
Concerning the method of successive approximation (2.3) and the im­
plicit scheme (2.4) may be expressed again in the form 
•
T
'..r = Ё cfr. 
j =  I  
Some calculation shows that (2.3) resp. (2.4) is equivalent to the 
following sequence of systems of equations (2.7) resp. (2.8) for deter­
mining cr - (c'j)j—[ r = 1.2.... 
cr = с'-' - ß(GilBcr~l - (2.7) 
(Gl1 В + ßl„)cr = ßcr~l + G;1;, (2.8) 
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2 
where I„ is the identity matrix of order n. In both cases we have 
C° = G;1((< ф„*0 »,=1 ,). 
2.2 Illustrations 
Let us illustrate the method of Lavrentiev. We consider an integral 
equation 
Ax(t) := J k(t,s)x(s) d$ = y(t) [a < t < b). 
The underlying space and the projections are chosen as follows. 
X = L2([a,b\), < },g >л= j* f(s)g{s) ds. 
We suppose that k(t,s) = k(s,t) for t, s € [a,b] aud that 
jf k[t,s)f(s)f(t) ds dt > О V/ £ A". 
Let $i, Ф2,..., Ф„ € A' be piecewise constant functions such that Фj(s) = 
1 if s € [sj-i, s ;] and Ф, vanishes outside [sj-ь Sj]. Here Sj = a+jh,j = 
0,..., n(h = (b—a)/n). For this example and a sufficient smooth kernel 
к we have 
IIA(I - Р
л
)|| = ||(/ - Pa)A| | < cih, c, = \(£ [ dt  ds)h. 
Here the matrices aud vectors in (2.5) are Сф = hI n,B = (bij), z = 
(*;).=l n, where 
Ьц = f ' [' k(t,s) ds dt (i, j = 1,..., «), 
J>i_i J»). 1 
Zi = Г y,(t)dt (i = 1,...,»). 
J*i-1 
With these functions the method of Lavrentiev (2.6) takes the form 
(jB + r-4„)c=±z. (2.9) 
Note that one has to compute the vectors and matrices exactly to 
stay within our theory which will be developed in the next section. 
If we use approximations b,j « h2k-,j with k-,j = k(s, - |. sj — ~) and 
Zj « hyt{$i — |), then the system of equations (2.9) is approximated 
by 
П ^ 
h kjjCj + r_1c,• = jle(Si 1= 1 n. 
J~1 
We obtain the same system of equations using the rectangular rule 
for numerical quadrature and a collocation method for solving the 
Tikhonov equation (A + r-1/).r = y(, i.e. 
Jb k(t, s)z(s) ds + r~ lx(t) = y,(t) {a < t < b). 
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3 Parameter choice 
In this section some appropriate parameter selection rules are intro­
duced. We use some residts on fractional powers of operaters which 
are stated in Section 4. We start with the case that the parameter r 
is selected a priori. 
3.1 A priori parameter choice 
Theorem 3.1 Let A G Li,(X),A = A* > 0, ||A|| < a. Let у € 
R(A), IIу - f/ (|| < e, то € X and i, the solution of Ax — y, which 
is nearest to xo- Let Ph € Lb(X) be an orthogonal projection and 
Ah = PhAPh• Suppose that ||А(/ — Рл)|| < £h- Assume that conditions 
(1.3) - (1.5) hold. 
1. Suppose that Ph—* I pointwise, £/, —• 0 (ft —+ 0). If 
T(h,<f -» 0, < С and r(M • oo (ft-> 0,6-» 0), 
then'Rh,rMy f  -» x, (ft -» 0,6 0). 
2. If 0 < p < po, x. - x0 = Apz, ||/|| < /о, x, = Apv, ||v|| < p, and 
Ci((-)*+6) < г"1 < С2((-)ж-КГП<*Д}) 
/> P 
•with some positive constants then 
II*. - Д
А
,
г
у,|| < eP((p6p)?iT + 
e p  is independent of 6, h and p. p —* ep is bounded in (0,qj for each 
q > 0. 
Proof. Let 
Sh,r — I — gr{Ah)Ah- (3.1) 
Then we have (see (1.5) for the definition of Eh,,) 
Pii-i\ ~ Ph.rDf = SjtyPf,(Z* — ТО) + g r(A,,)Ph(AP hx t  — y f). (3.2) 
From (1.4) we know ||g,.(A;,)|| < yr, from (3.2) we obtain 
\\Phx t  - Д л. гу,|| < ||S/,.,.Pz,(x. - x 0)II + 7Г(&,||(/ - P/,)r,| | + 6). (3.3) 
The following inequality which follows from (1.3) will also be useful: 
Ц5а,гД»|| < УрГ*', 0 < p < Po, Г > 0. (3.4) 
1. То prove the first part of the theorem, it suffices to show the 
convergence of the right-hand side of (3.3) with the above given pa­
rameter choice. (3.4) shows that ||5/| ГРлА|| -+ 0 [r —* oo, ft —» 0) 
2* 
aud I] 5л ,.Р/, II < 7о- Using the Banach-Steinhaus theorem we get 
||5
л
,,.Р
А
(а,ч-
а
го)|| —• 0 (т.-+ oo, Л —> 0), since г*-Жо € /V(A)-1 = -R(A), 
and convergence of the first term of the right-hand side of (3.3) with 
the parameter choice which is stated in assertion 1 of the theorem is 
proved. The convergence of the second term of the right-hand side of 
(3.3) is an easy consequence of the choice of »•(/,.t). 
2. Suppose that r, — xg = Apz, ||z|| < p, x, = Apv, ||t>|| < p. By (3.3), 
(3.4), Corollary 4.2 and Lemma 4.3 (see Section 4) we have 
||P/,r. - R h ,rV t II < ||5кгРААр||/> + 7г(ср/<,:"{,а,+1 + 6) 
< (||S,,ЛИ + Toll A" - K\\)p + yr(c prff n { p' 1 ] + 1  + e) 
< (7Pr-> + 7<М'Г{РЛ) Р + V(cp triP'1)+l + e). (3.5) 
Now the second part of the theorem is an easy consequence of the 
choice of r. D 
Remark An appropriate discretization in dependence of the known 
error level e of the data has to be chosen. If there is no information 
on the "smoothness" of x, and Я'о — .г», a choice of h such that £/, « e 
is reasonable. Otherwise, a choice of h, such that *',p'+ « e/p is 
appropriate, if p < po-
3.2 A posteriori parameter choice 
We propose the following discrepancy principles. Let the conditions 
of Theorem 3.1 hold. 
Rule 1. Let 1 < d\ < d^. 
1. If ||A#,a;o - PhVt || < <<i<, then choose r = 0, i.e. take Рдхо as 
approximation. 
2. If ||AftX0 - Р/.&Ц > d,e, then: 
a) Choose 0 < r < =: rmax, such that 
die < \\(I - Ai,R h,-)Phy<l (3.6) 
d 2e > \\(I - A hR h x)P hy (\\. (3.7) 
b) If there is no r < such that (3.7) holds, choose r = rm„. 
Suppose that r —»• |1 — tgr(t) | is decreasing for any t > 0. Then 
r —• ]|(7 - AhRh,r)Phyc\I is a decreasing function. This can be shown 
by spectral methods. Ftoin (1.4) we know that ||(J - АлР/,,о)Р/.г/(|| = 
IIАдт0 - РьУс||. Further, if r -» |1 - tyr(t)| is continuous, then r -+ 
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II (I - А/,Д/,|Г)Р/,у(|| is a continuous function. Then our parameter 
selection rule is practicable. 
The next parameter selection rule may be applied to iteration proce­
dures. The parameter r may be restricted to the set of nonnegative 
integers. 
Rule 2. Let 1 < d,0 < в < 1. 
1. If ||А/,л'о — РнУ(\I < de, then choose r = 0, i.e. take Pi , x q  as 
approximation. 
2. If ||A/,20 - PhVeW > de, then: 
a) Choose 0 < r < £,7' =: rmax, such that, there is a s g [0r, /•] with 
b) If there is no r  < r,MZ, such that (3.9) holds, choose r  = r m a x  or 
г = [rmaj] + 1. [x] denote the largest integer not greater than x. 
To prove convergence rates for these parameter selection rules, we need 
the following lemma which assertion is based on an idea of T. Raus 
Lemma 3.2 Let g r  : [0, a] —> J? be functions, such that (1.3) and 
(1-4) hold. Then theri is а к > 0 such that for 0 < г < ri and 
0 < t < a we have 
(1 - tg r{t)f < к(( 1 - tg r i{t)) 2  + (/• if(l - tgrit)))*). 
Proof. By (1.4) we know that |1 — iyn(t)\ > 1 - > 1 — ytri. 
Hence |1 — #</r(t)| <-)<)< 2->t)|l - tgr i(t) |, if r\t < (2?)-1. Othenvise. 
if rit > (27)-1, then ]1 - t</r(f)| < 27/4/11 - tgr(t)|. • 
Theorem 3.3 Let A € Lb(X), A = A* > 0, ||A|| < а, у € 
Д(А), ||y — ye\\ < f,xo € X and x, the solution of Ax = у which 
is nearest, to xq. Let Ph € Lb{X) be an orthogonal projection and 
Ah = PhAPh• Suppose that | |A(/ — P/,)|| < £/,. Suppose that con­
ditions (1.3) -(1.5) hold for functions </,. with po > 1 in (1.3) and 
that, г —• 11 — tgr(t)\ is decreasing for any t > 0. Let the parameter 
r = r(h.e) he chosen according to Rule I or Rule 2. 
1. If Ph —» I point-wise, £/, —»0 (/t —» 0), then 
Ян.гУ, -* x, [h -» 0,€ -• 0). 
2. //0 < p < po — 1, x* — r{) = А рг. ||г|| < p ami i\ - Apo, ||v|| < /1. 
then 
||.r, - Rh.riJ,\\ < <>((/*'>+' 
e„ is independent nf (. Ii and /1. 
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df < ||(/- А
л
Р
л
,„)Р;,у
е
||, 
de > ||(/- A hR h i r)P hy (\\. 
(3.8) 
(3.9) 
([13], [14]). 
3 
Proof. First of all we introduce three important inequalities. Applying 
Ah to (3.2) leads to 
A hShA x* - xo) = (I- AhRh,r)Phyc + S h ,rPh(AP hx t  - y e) (3.10) 
(for the definition of Sh, r  see (3.1)). Estimating (3.10) yields 
HAaS^x, - i-o)II < | |(I - A hRh, r)Phy e\\ +611(7- Ph)x t\\ + e, 
(3.11) 
||AaSa,,.(Z. - x0)|| > 11(7 - A hR h, r)P hy c\\ - 611(7 - Ра)ж*II ~ 
(3.12) 
since ||SA,r|| < sup0<(<a |1 - tg T(t)\ <!(/•-» |1 - tg,.(t) | is decreasing 
and 1 — tgo(t) = 1, hence |1 — tgr(t)\ < 1 (0 < t < a,0 < r)). Further 
we will use again the inequality (see (3.3)) 
\\PhX, - Rk,rye\\ < ||5а,гРа(Л:, — Z0)|| +7»'(£A||(7 — PA)*»|| + £)• (3.13) 
1. To prove the first part of the theorem it suffices to show the conver­
gence of the right-hand side of (3.13) with the above given parameter 
choice. 
(i) To show the convergence of the second term of (3.13) let us first 
assume that the parameter is chosen according to Ride 1. If r = 
r(h,t) ф 0, then (3.6) holds. From inequalities (3.12) and ?'£a < 1 we 
obtain 
Mi - l)e < ||А
л
5
л
,
г
(а-,-жо)|| + 6||(7-Рл)а-*,|| 
=»- » (di - 1)< < г||АА5а
л
(®, - xo)|! + Ц(7 - РАКЦ. (3.14) 
Again «sing tW Bkuaeh-Stemhaus theorem we get 
r||A*S*,r(a?. — zo)|| —+ 0 ( f t  —» 0,f -* 0). 
Here the condition po > 1 is important. Since ||(7 — Рд)аг,Ц —> 0 (ft —• 
0). we have re —• 0 (h —* 0,« -+ 0) and г£аЦ(7 — Ра);г»|| —» 0 (/i —• 
0. f —» 0), the convergence of the second term in (3.13) is proved, if the 
parameter is chosen according to Ride 1. If the parameter is chosen 
according to Rule 2. we similarly obtain st —» 0 (h —• 0,€ —» 0) and 
5^11(7 - P/»)x.II -» 0 (h -» 0,f -> 0), The estimate r < 0~ls then 
shows re —* 0 (ft —» 0,f —» 0) and r&,||(7 - Р/,)х»|| -» 0 (h —> 0,e —• 0), 
the convergence of the second term in (3.13) is proved, if the parameter 
is chosen according to Ride 2. 
(ii) If, for r = r(h,e) chosen by Rule 1, we have r > r\ := (ез + <a)-1, 
then /• —• oc (h —• 0, e —> 0) and the convergence of the first term of 
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the right-haud side in (3.13) follows as in the proof of Theorem 3.1. 
Otherwise, г < rj and Lemma 3.2 yields 
IIS h j rP h(x, - a,-o)||2 = ||(7 - g r(A h)A h)P h(x t  - a-0)||2 
< к (jj (J - gri{Ah)Ah)Ph(x. - a.-o)||2 
+'-?||Ал(/ - g r(A h)A h)(x t  - x„)|| 2) 
= K(\\Sh,nPh(xt - x0)||2 + rt\\AhShAx* - *o)||2)- (3.15) 
Here ||5л,,-1Р/1(э;„ — Zq)||2 —» 0 (h —* 0,6 —» 0) (see the proof of Theo­
rem 3.1) and rfWAhShA** ~ -г'о)||2 < (e= + 6)~2(  + l)c + 611 (I ~ 
-P/i)®*!!)2 ->0(/i-»0,f->0) (note that in case r < ri we have r < 61, 
hence (3.7) holds). Hence the convergence of the first term of (3.13) 
is proved, if the parameter is chosen according to Ride 1. If the pa­
rameter is  chosen by Ride 2,  in (i i)  we just  have to substitute di by d 
to prove convergence. 
2. (i) We estimate the second term of the right-hand side of (3.13). 
As in the first part of the proof of Theorem 3.3 let us first assume that 
the parameter r is chosen according to Rule 1. If r < , then an 
estimate for the second term of (3.13) which is good enough follows 
as in the proof of Theorem 3.1. Otherwise r > (^)_г+т. Using (3.14) 
we get 
r  -1)6 < {r[ ||(/ - g r(Ah)Ah)A^\\  + НАЖДАК - A")||] 
+cAmin{p',}}p 
< { r[Tp+i , - _ p _ 1  + Vrir-ЧГ 1*' 1 1] + c^r M)}p 
< {yMLp)* + (Ьръ + с,ХГ{рД} />. (3.16) 
This estimate is good enough for our purpose. With an argument like 
that in the proof of Theorem 3.1 we get the same estimate, if the 
parameter is chosen according to Rule 2. 
(ii) Now we will estimate the first term of the right-hand side of (3.13). 
If /• > ((e/p)'*1 +6)_1 = ri, then a good estimate follows as in the 
proof of Theorem 3.1. Otherwise from (3.11). (3.15). Corollary 4.2 
and Lemma 4.3 we have 
i|S/yA(-T* - »õlil2 < *(||5*л7У*. - »iilll* + г*||А
ь
5*,м*. - tulli1) 
< K((||S,, R IAM| + ь^Г Ш ]р) г  + R?L(d. + 1)6 + г,АГ Л р Л ) + 1р)-) 
< "((»((^Й +ЫР+ЫГ™ы,)У 
+(  + i)(/96")* + /x-/;;""f"1>)2). • 
- и -
3* 
Remark 1. If p < 1, then we have r = 0((^)~p+ l) which follows from 
inequalities (3.16) and < r~p. 
2. The remark after the proof of Theorem 3.1 also applies to The­
orem 3.3 (with po - 1 instead of po ). 
3. In case of critical level of discrepancy (di = d2 = 1 in Rule 1, 
d — 1 in Rule 2) generally we obtain divergence, see [16]. 
4. The discrepancy level die+/i6 < ||(/-А/,Я/,,,.)Р
л
г/,|| < d 2e+fä h  
with 1 < dy < di, 0 < /1 < /2 leads to error estimate ||.т» — = 
0((e + £h)'>+l) (0 < p < po — 1), that is worse than assertion 2 in 
Theorem 3.3. 
4 Some results on fractional powers of linear op­
erators 
The proof of the next, lemma which can be found in [18] is mainly 
based on the following formula (see [6]): Suppose 0 < a < 1. Let 
В € Ьь(X) such that В — В* > 0. Then 
В" - J™ ta~\tJ + B)-lB dt. 
If В is a compact operator this is not difficult, to prove, if one uses the 
singular value decomposition of В and the formula 
д а  =  sh^TT joo + д)-,л (Z#1 0<а<1,Л>0.. 
Lemma 4.1 Suppose that В G 1>ь(Х) with В = В* > 0. If p > 0 and 
a > 0, then for any В/, € Lj(A') with Bi, — B'h> 0, ||B/,|| < a we have 
||B" - BjEH < rtp||B - Bh\rin^. 
Here ap = if p < 1, hnd p —* ap is bounded in (0,po] for any po > 0. 
Corollary 4.2 Suppose that A € 1<,(Л~), A = A* > 0. If p > 0, then 
for any orthogonal projection P € Lb{X) we have 
IIA" - (PAP)'H < У (7 - Р)А|Г''П<"'1'/ 
b p  = if p < 1, and p -> b p  is bounded in (0, p0] for any p0 > 0. 
Proof. This follows immediately from Lemma 4.1 with В = А, В/, = 
PAP, since ||B - Bft|| < 2||(J - P)A||. • 
The proof of the following lenuna can be foimd in [11]. 
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Lemma 4.3 Let p > О, A € Ьь(X) with A = A* > О and P € Lb{X) 
be an orthogonal projection. Let cp = 1, if p < 1, and cp = ||A||P-1, if 
p > 1. Then the following inequality holds: 
II (I-P)A"\\<cp\\A(I-P)\\m i n { p'1l 
5 On the regularization of projection methods for 
ill-posed problems with nonselfadjoint operator 
The proofs of the following theorems are presented in [12]. Let X and 
Y be real Hilbert spaces and A € Lb{X,Y), i.e. A : X —* Y is a 
bounded linear operator. We consider the equation 
Ax = y, у € R(A). (5.1) 
We assume that only an approximation y f  € Y to у is available with 
||y - y(\\ < 6, where e > 0 is a known error bound. To get an approxi­
mation to a solution of (5.1) we use regularization methods which are 
generated by Borel measurable functions 
9r • [0, o] -> R, 
r > 0, ||A||2 < a. We assume.that the functions gr  satisfy conditions 
(1.3) and 
sup \Zt\g r(t)\ < %»•», »• > 0, (5.2) 
0<<<a 
where pо > 0,y p  and y, are constants. Let x q  € X be an initial 
approximation. Then, with an appropriate parameter choice г an ap­
proximation to the solution x, of (5.1), which is nearest to i'o, i.e. 
Aar» = у, x, - x0 € N(A)1> is given by Rh,ryt with 
Rh.r  = (/- g r(A'hAh)AlAh)Phx 0  + g r{A'hAh)Al (5.3) 
Here Ah = QhAPh : X —» Y, where Ph and Qh,h > 0, are orthogonal 
projections in X resp. Y. 
5.1 Examples 
1. The method of Tikhonov: We have to determine the solution a-* ,, 
of the equation 
(А:А
а
+Г-'/)1 = А^У,. (5.4) 
The method is of the form (5.3) with ru = 0 and g r(t) = (t + 
r-1)-1, r > 0. Couditions (1.3) and (5.2) hold with po = 1. 
- 13 -
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2. The generalized method of Tikhonov: Let q > -j. We have to 
determine the solution x/,,. of the equation 
((A^A„)«+1 + r-»-N),r = (AiAh)*Alyc ,  (5.5) 
if q > 0. Otherwise, the equation takes the form 
{AlAh  + r-^(AlAh)-*)x = A*hy (: 
The method is of the form (5.3) with x q  = 0 and gr(t) = tq/(tq+l + 
г-«"1), r > 0. Conditions (1.3) and (5.2) hold with po = q + 1. 
3. The method of successive approximation (explicit scheme): Let 0 < 
H The algorithm which is given by xh,о = Phx'o, 
%h,r =  (7 MA,Ад)з:/1|Г_1 -|- /хАд*/«, г — 1,2,... (5.6) 
We have = xwhere i?AiP is of the class (5.3) with </,(f) = 
j[l — (1 — /if)''], t ф 0. Conditions (1.3) and (5.2) hold for any po > 0. 
4. Implicit, scheme: Let 0 < /Li be constant. The algorithm is given by 
x/,,0 =  P hx 0, 
(A* hA h  + ßl)xhi l .  - iixh , r -1 + A*,i/f, r = 1,2,... (5.7) 
We have /?;l]Vi/£ — xt,, r, where Rh x  is of the class (5.3) with g r(t) = 
|[1 — (-j^tt ф 0. Conditions (1.3) and (5.2) hold for any po > 0. 
Other examples of regidarization methods can be found in [7], [15], 
[16] or [18]. Now let ...,Ф„ £ I be a basis of R{Ph) and 
Ф1, Ф2,..., Ф,„ € Y be a basis oi'R(Qi,). We define 
= (< Фj, Фj >)i,j=l,...,n> 
GyI — (< Ф|,Ф^' >)ij— 1 in? 
В = (< Ф„АФ; >)ы 
Z  = (< Ф,, Уе  >)i=I (5.8) 
Let us fust consider the method of Tikhonov. The solution Г/,of the 
corresponding equation (5.4) can be expressed in the form 
Jh,r= t Cj$j. 
>1 
Then (5.4) is equivalent to the following system of equations for de­
termining с = (Cj)j= 1 „: 
{BTG^B + r lG*)c = BTG* lz. • (5.9) 
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Concerning the method of successive approximation (5.6) and the im­
plicit scheme (5.7) Xh,r may be expressed again in the form 
*А,Г =  j=l 
Some calculation shows that (5.6) resp. (5.7) is equivalent to the 
following sequence of systems of equations (5.10) resp. (5.11) for de­
termining cT = (Cj)j=i r = 1,2,...: 
cr = cr_1 - n(GilBTG^Bcr~l - G;1BTGi1z), (5.10) 
(BTGylB + nG*)cr = nG*cr~l + BTG*1z. (5.11) 
In both cases we have c°»= G$'((< Ф;, £q >)j-i „). 
5.2 Parameter choice 
We have |A|" = (A*A)I. 
Theorem 5.1 Let A €' Lb(X,  Y), ||A||2 < a. Let у € Д(А), ||y — yc|| < 
6,a:o G A" and x, the solution of Ax=y, which is nearest to xq. Let Ph € 
Lb(X) and Qh G Lb(Y) be orthogonal projections and Ah = QhAPh• 
Suppose that ||A(/ - P/,)|| < & and | | (/  — QA)A|| < щ. Let conditions 
(1.3), (5.2) and (5.3) hold. 
1. Suppose that Ph —* I point-wise, £/, —i• 0, щ —• 0 (h —> 0). If 
r(Me °' r(M& ^ C and c) —» oo (/i —» 0,e -+ 0), 
then Rh,^, ty< ->i. (Л —• 0,€ -+ 0). 
2. I f  0  < p <  2 p o , x t  -  a'o = |A|pz, ||z|| < p, x. = |A|pu, ||v|| < p, and 
с,(ф^+Ы < r-1/2 < с2((1)^+<Г{'411) 
with some positive constants С^Сг- then 
II*. - * h,y<\\ < + P(C" [ P  I )  + nf { p i ) ). 
e p  is independent, of f, h and p. p —> ep is bounded in (O.poj for any 
Po > 0. 
Theorem 5.2 Let A G L t(X,Y), ||А||г < а,у G /?(А),||у - y t|| < 
f,.r ( )  G X and .г, the solution of Az=y. which is neairst to ru. Let Ph G 
Lb(X) and Qh G Lb(Y) be orthogonal projections and Ah = QhAPh-
Suppose that. \\A(I - A)|| < £/, uud ||(7 - QA)A|| < //л- Suppose that 
conditions (1-3), (5.2) and (5.3) hold for functions g r  with po > | in 
-15 -
4* 
(1.3) and that r —* |1 — tgr(t)\ it decreasing for any t > 0. Let the 
parameter r = r(h,e) be chosen according to Rule 1 or Rule 2 (see 
Section 3), where P/,ye  is substituted by Qhye  and rmax is set to 2 
resp. fo"2] + 1. 
1. If Pi, —• I point-wise, —i• 0, щ —• 0 (h —• 0), then 
Rh,rU< -* x t  (h -+ 0,e -» 0). 
2. If 0 < p < 2po-l, Xf — Xo = \A\pz, ||*|| < p andx, = Щ'о, ||u|| < p, 
then 
II*» - iMcll < + Р(С п { р Л }  + v'f'^)). 
e p  is independent of e, h and p. 
Remark Another a posteriori parameter selection which leads to bet­
ter results in few cases is recently under research (see e.g. [1], [2], [5], 
[10], [13], [14]). 
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5 
О РЕГУЛЯРИЗАЦИИ МЕТОДА РИТЦА-ГАЛЕРКИНА 
ДЛЯ РЕШЕНИЯ НЕКОРРЕКТНО ПОСТАВЛЕННЫХ ЗАДАЧ 
Р.Плато и Г.Вайникко 
Резюме 
В гильбертовом пространстве х рассматривается уравнение 
Ах=у, где оператор A=A*ŽO известен точно, а вместо у 6  R(A) задан 
у 
Е
= х, I I  у 
Е  
- у| |  ^  Е. Пусть P H  (h>0) - ортопроекторы в х, НА» -P h) II О 
(h-*o).Приближенное решение строится по формуле 
Xr,h,e= < 1  - g r<A  il Ah , PhV «r'We ' 
где x0  6 x - начальное приближение, A h  =Р ьАР ь  , а измеримые по 
Борелю функции g f: [о,а] -* к ( a* IIAII) удовлетворяют условиям (1.3) 
и (1.4). Ряд известных методов, например, метод Лаврентьева, его 
видоизменения, некоторые 
итерационные методы, примененные к 
дискретизированному при помощи метода Ритца-Галеркина урав­
нению A hx h= P hyE, включаются в эту схему; указаны соответствующие 
системы уравнений для вычислений. 
В статье указывается априорный выбор параметра регуляриза­
ции г, обеспечивающий на классах истокообразно представимых 
решений х.= A pz, х,- х0= A pv (о < р < р0) сходимость порядка 
IIXr
-
h, E- x. l l  =  0 ( e P / ( p* 1 ,*Eh l n l P ' t , )  
(см. теорему 3.1). Такой же порядок сходимости при о< р * р - i 
достигается при выборе г по невязке на уровне llA hx r  h  Е  P hyEll = de. 
d > 1, с априорным ограничением г s £, 1  (см. теорему 3.3 ) Отметим, 
что уровень невязки de * fE h  (d > l, f >0) приводит к более грубой 
оценке. 
Вкратце рассмотрен также случай проекционных методов для 
несамосопряженных задач. 
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A COLLOCATION METHOD WITH CUBIC SPLINES TO 
THE SOLUTION OF A MULTIDIMENSIONAL WEAKLY 
SINGULAR INTEGRAL EQUATION 
Peep Uba 
A collocation method with cubic splines of class C 2for 
numerical solution of i two-dimensional weakly singular 
integral equation Is constructed. To obtain the fourth degree 
of accuracy, a special non-uniform grid Is used where 
Ianalogous for one-dimensional case in [2,6 J) the degree of 
поп-uniformity depends on the properties of the kernel of 
the Integral operator. It Is easy to generalize the present 
method for multidimensional equation on a parallelepiped. 
1. The^emoothnet* of the solution of the multidimensional weakly 
singular .integral equation 
x  u(z) * /KYz.UufUdt;* f (z) ,  Z € G, (1) 
G 
where G с  К" is an open bounded domain, is Investigated in CI,73 ( see C31 
too). In this part we refer to a special case of these results, where л = 2 and 
G is a two-dimensional rectangle G - [z * (x,y) e I? 2: 0<x<b i,0<y< b^. 
We assume that the derivatives Kfz.t,), lot | + Iß I < 4 are 
continuous on the set [G x G)\{z - and there exists a real number v 
(-co < v < 2) such that the estimations 
ШЧгЯ°'№* £)''(£• A)"1«'" "./'.с (m»|. 
\ln\z -  С I t  .  V+Ie l  = 0 ,  | e |  +  | p |  s 4  
-С Г""1"1, V * lal » 0, 
J' + l  
ll + 1 
(2)  
are valid (we keep in view the validity of estimations for each a = (a^a^) 
and ß  =  C B i ß )  with a.žO, 0. *0, lal + Iß Is a *a +ß +ß *4\ Moreover, we 1 Z J J 12 12 
assume that the kernel K(z,(i) has the following smoothness: 
V E> 0  V 7)  >  0  3  8(E ,T |  )  >0 :  
z
, -  
z
, 'С E  c .  | z (  -  zj <8,  IZy-  ( I  > Tl  ( /  -1 ,2 )  *  (3)  
•* H(zt XI D* D^K(zrX)\ <<• (|a|t|Bls4). 
Here  D « D l  K ( z f X )  -  % ( l f )  
»«VW 
5* 
By P^Cz) = minix.b^-x) end p^(z)= mini.y, b^-y) we denote the 
distances from the point z = (*,7) to the nearest of the opposite boundary 
lines of G, which are orthogonal to the axis x and the axis у respectively. 
Hence plz) = minip^z ), p^(z)) is the distance from the point z to the 
boundary line of domain G. 
Let Cn' v(G) be a special weight class of functions u e C*(G) n C(G ), 
the derivatives of which satisfy the inequalities 
1, |a|< 2-v , 
|D au(z)l $ с 1 + |Anp(z)|. |a| =2 - v, (•) 
p U )»-v-!«l r  |a| >2 - v. 
in G , where the derivatives д*и(х,7)/дх* and д ки{х,у)/ду к  can be 
extended to continuous functions on sets 0 < x < Ь , 0 < y <: b and 1 2 
0 £ x 5 b t, 0 <у < respectively, and the estimates 
I d*u(jf,j>). I 1  +  I'лP x(z)l, к = » - v , 
äz* j p (z)1  v~* , к > 2 -  v ,  
X  (4') 
D*u(y,y)| I < + 1/лр
г
(г ) 1 .  k= 2  -  V 
»X*. 1 * C 1 p (z)2 v  * . к > 2 v 
1  
У  
are valid. The constant с in inequalities certainly depends on и and has 
different values in different inequalities. 
Lemma 1 (see Ш, Theorem 2): Let f e С *' v(<7) and- the conditions (2), 
(3) be satisfied. If the equation (I) is solvable in L^G), then all integrable 
solutions belong С ). 
2. Degree of the accuracy of interpolation. In domain G - 10, b J * [ О Л 21 
we define the grid A r  s Д x Д by 
114/1 
I i * 1  
(5) 
Л
ж 
= { V  (b, /2)(y/N ) r  ; b - x N x _ j  , У = 0,1 V, }. 
{у,: У,- (b /2Hl/N y) r  ; Ь,J = 0,1...., V}, 
where the parameter Jr e I?, г ž|, characterizes the degree of nonuniformity 
of the grid and will be specified below. The formulas (5) give us the 
partition of the domain G into cells 
G J k  = Ш,Л> : x^xs x j  f. с  G 
У = 0,l,...,2N x-li *=0,1 2N -1. 
For short expressions we introduce the notations and 
/1 =  l / m i n ( N  ,N ). 
* j- _ 
For a function f(z), z e G, we construct a twice continuously 
differentlable function $ (f;Z,r) on G, which is a cubic polynomial of both 
variables x and / on each cell G^ and which interpolates the f(z) in 
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the points of the grid A r  (we say that S  i f - , x , y )  is the two-dimensiona. 
interpolating cubic spline of defect 1; for detail see, for example [4]). It is 
well known that for the uniqueness of the interpolating cubic spline in 
addition to interpolating conditions one needs certain boundary conditions. 
As our aim is to interpolate the functions, the derivatives of which can 
have the singularities at the boundary of domain G (the solution of equation 
(1)), we choose these boundary conditions in the form 
{-ix) 3 s l f>x k*°-> rj )=(-ix) 3 s l f , X* = 1.2N r-l; /=0,1,...,2JV,| 
A3 I (6> ii$*S(f9xk .7/0) r(^) S { f ; x k  ,Z/0), >: = 0,l,...,2JVx;y=l,2N r-l,j 
(about these and other boundary conditions see, for example [4], §3.3). 
Lemme 2: Let feC^iC). It r- 4/(2 -v), then, for the interpolating 
cubic spline S (f;x,y).-the estimation 
m a x  \ f i x t y )  - S i f ;  x , y ) |  5  c h l  ( 7 )  
i x , y ) e G  
is valid, where с is independent of N. 
Proof: We can present the difference S i f ' , x , y )  - f ( x , y )  in form 
(see 143,p.136) : 
S i f - , x , y )  -  f i x . у )  =  S I S i f i x . y h y l  f i x , y ) 4 x l  +  S l f l x , y h x l  -  f i x . y ) ,  (8) 
where S  l f i x , y ) ;  y l  denotes the one-dimensional cubic spline of defect 1 on 
the grid tsT , which depends on the variable у and interpolates ,the function 
f i x . y )  in points У у  The variable if in S  1 f i x t y ) ;  y )  is a parameter. The right 
side of equality (ti) consists only of interpolations with one-dimensional 
cubic splines, the estimations of which we can determine with procedures 
presented in 12,63. Namely, observe step by step the proof of Theorem 4.2 
in L21 (or Theorem 2 in 1.61) with r r- 4/(2 -v) and consider (4*). We get 
max lSrf(x,y); yl - f (x,y)\ £ с N * š с  h *  (9) 
О ;у,Ь, у  1  
independently from х and 
max |5lf(x,y);xl /'(,v,> )| с X c„A 4  
01.^6, 1 x 2 
independently from y. We also note that the projector in С (G ) 
P x  :  f i x . y  )  S i f i x . y h x  1 
i s  uni formly bounded with respect to y .  Now with regard to (9) we can 
es t imate the f i r s t  sum maud in It t )  
ma v max \ S IS I / ' fx .  v ) ;  v J /  (  v .  > ) ;  v 1 1  -
0 у ib. ,  0  х - h x  
j |#M Ä*lf (x .>  ).y 1  -  f (л, >) ) j j r  * j jp j  '  S\fis.yh> \ - fix.y) ь 
•> <*  I  mi i  v  m. i  v  ?S  I / ' (  v .у );  }  1 f i \ ,y) '  •> r  h* .  
0  v bn  x  >  h  x  •* 
The  lemma i&-proved.  
Remarki. Let f e С (С ) . Similarity to the results for one-dimensional 
case in [2,61 the estimation 
m a x _ \ f { x , y )  - S { f - , x , y ) \ z c  u ( f )  
l x , y ) e G  
with h ) ( f j - m a x  m a x  \ f { z . )  - f { z ) \ can be proved. 
ki WG*j 1 
Remark 2. Let P^ . denote the interpolation projector in С  ( G ) ,  assigning 
to any continuous function ft С (G) its interpolant S if\x ty) satisfying 
boundary conditions (6). Due to the principle of uniform boundedness the 
sequence of operators } is uniformly bounded. 
3„The collocation method for integral equation. The approximate 
solution Ujyiz) = и Nix,y) of equation (1) we seek in form of a cubic spline 
on grid A r. It is required that ti^Cz) should satisfy equation (1) in the 
interpolation points ) and boundary conditions (compare with (6)) : 
[V Z > P^-UVCHC-FTZ)] 
Ж  =  (  =0 (10) 
к = 0,1 2JV ; j - 0,1,...,2ЛГ 
* у 
(&f»N< xS° {-ЪхТиЛ*
к
-° V ' /= 0-' *=1.2-V -I j ^ 
(i/Vv-V0' = (iy)X(W0>'/=0-1 2"v * = l- 2 Nr l  I 
Theorem 1: Let f e С * t V (G) and the conditions (2) and (3) be sat i s f ied.  
Suppose that the homogeneous equation corresponding to (1) has only the 
tr iv ial  solut ion in L^G). Then there exist  integers N® and   such  that  
with JVj* and 2 N® the collocation equation (10) with conditions (1.1) 
has the unique solution u^z) and 
max |u (z) - и  (z) I —> 0 
z б с 
a s  N— {  i t  i s  Л '  — ^  a n d  N —> oo ), where u(z)  is the solution of (1). 
* у 
If (in case -2 £ v < 2) . = 4/(2  - v), then 
mix  |u (z)-u(z) |  s  сЛ 4 .  (12) 
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Proof; Let К denote the integral operator of equation (I). Then (I) 
can be considered as the equation и = Ku + f  in the Banach space С (G I The 
spl ine col locat ion condit ions {(10),(II)} are equivalent to the solut ion of 
equation u = P w rKи+ P..f , where projector P.,  i s  described in Remark 2.  
JV jw Is N TV 
In virtue of Remarks occurs the strong convergehse P^—>• J as .V  —> o .  The  
assumptions (2) and (3) ensure that the integral operator К is compact 
as an operator from С (G) to С (G) . By means of standard arguments 
(see [5J, Lemma 'Ö.5) we conclude 
as N —>- со. New the invertibllity of I - К ensures for sufficiently large N 
the invertibllity of / - P^K : С (С) —•С (С), whereby 
Ilu,, - uil s с НЯ^и- u||. 
From here and Lemma 2 we immediately get the estimation (12). 
The theorem is proved. 
4. Approximation with B-splines. The conditions {(10),(11)} represent 
a system of linear equations whose exact form is determined by the choise 
of a basis in the subspace of cubic splines. Since the space of two-
dimensional splines is a tensor product space of two one-dimensional 
spline spaces (see, for example (43), we can seek in form 
2ЛГ
х
+1 2JST +1 
u Nix,y)= 53 bj ciB k(x)Bjijr) 
where b^j are unknown and В^(х) is the one-dimensional cubic B-spllne 
with support respectively with support l/y_2,7y>23). 
About the construction of these splines see Г43 or [2,61. We note that, in 
addition to the points of the grid Af for the construction of B-splines, 
6(2Af^+ 1)+6(2N^+1) points from outside of domain G are necessary. 
Now conditions {(10)Д11)} take the form of the following system of 
equations: 
i  +i #  +1 
53 53 Ь..ВЛх.)ВЛу) = 
k - i - 1  H - !  * '  *  '  '  > 
1 Nx*' 2 J Sy +' f f 
= F l X j f f j )  + 53 2Z b t l  j jKix i,y^,s,t)B kis)B lit)dsdt 
i = 0,1 2JV ; / = 0.1 2N , 
* ' X 
= 0.1 2JV , S« м b" f lj' i x- t 0 , 8' ( zy ,= iF l  ^//Vv0'W- / =° 
iE, -
- ,%3 • >=0-' 2%-
53 23 b..B Ax.)B.  \y*0) = Z 53 Ь. Я (* )B. "(r-0). i = 0.l 2N . 
Jbi t / о 4  k  '  '  '  k=J - i  i  --I k  ' 1  1  * 
Й-, 
,  ^
л
Ь
к . 2Ы
г
* )  B 2N y * j  l } 2N y - 1  0 ) ' J =0.1 2N M. 
L'3 
6* 
For the final determination of the matrix of the system of linear 
equations we need to select a sufficiently exact method for computation 
of integrals 
2 2 
j J' K \ x . , y . , s , t ) B k K s ) B l U ) d s d t .  
У 1 2  
Theorem 1 justifies the convergence of the present method. 
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МЕТОД КОЛ ЛОКАЦИИ С КУБИЧЕСКИМИ СПЛАЙНАМИ 
ДЛЯ РЕШЕНИЯ МНОГОМЕРНЫХ СЛАБО-СИНГУЛЯРНЫХ 
ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ 
П. Уба 
Резюме 
В работе рассматривается приближенное решение двумерного 
слабо-сингулярного интегрального уравнения (1), ядро К (Z,Q ) ко­
торого удовлетворяет условиям (2) и (3). Предполагается, что сво­
бодный член уравнения /"(*>. ZEC (с Е R 2, с - открытый прямоугол-
ник)  принадлежит  специальному  весовому  пространству  с  * ' V ( C )  
функций, которые удовлетворяют (4) и (4'). В [11 показано, что при 
сделанных предположениях все интегрируемые решения уравне­
ния (1) принадлежат c* , v(c), т.е. их производные могут иметь возле 
границы G особенности определенного порядка. 
Приближенное решение уравнения (1) ищется в виде двумерно­
го кубического сплайна минимального дефекта по обоим перемен­
ным. Требуется, чтобы в дополнение к коллокационным условиям (10) 
приближенное решение uNiz) удовлетворяло и краевым условиям (11), 
гарантирующим однозначность сплайна. Четвертый порядок сходи­
мости метода достигается (теорема 1) специальным сгущением сет­
ки возле границы области аналогично одномерному случаю, пред­
ложенному в [2,6]. 
Предложенный метод легко обобщаем для решения слабо-син­
гулярных интегральных уравнений на л-мерном (л > 2) парал 
лелепипеде. 
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РЕШЕНИЕ ПАРАБОЛИЧЕСКОГО УРАВНЕНИЯ 
МЕТОДОМ СПЛАЙН-КОЛЛОКАЦИИ 
Пирет Луйк. Энн Тамме, Галина Ханстейн 
В работе построен алгоритм для решения парабо­
лического уравнения методом сплайн-коллокации. при­
чем решение задачи аппроксимируется параболическими 
сплайнами. Исследуется устойчивость и сходимость ме­
тода. Аналогичные результаты на основе кубических 
сплайнов содержатся в статье Li.J. 
Рассмотрим В прямоугольнике D = {(х, t): а 5 X s Ь. 0 <: t £ Т> 
решение задачи 
du 
(1) 
d t  - Lu • f(x, t), 
u(x, 0) = u°(x), u(a, t) = ip(t), u(b, t) = i)i(t) 
где 2  
Lu = k(x) —-r + rfx) —— - q(x) u. 
Эх
2  dx 
Пусть удовлетворены условия 
k(x) > 0, q(x) i 0 при х е ta, Ы. (2) 
Считаем, что k, г, q, u° непрерывны на отрезке [а, ы, <р, <\> непрерыв­
ны на to, Т] и f непрерывна на D Предположим, что задача m имеет 
на D решение u(x, t). 
Построим для решения задачи Ш численный алгоритм сле­
дующим образом. Введем узлы 
x t  = а * ih, i = -2, -1 N+2; h = (b-a)/N > 0; 
t - nt, n = 0, 1 N 0, T =tT/N f l] > 0. 
Приближенное решение задачи ищем в виде квадратичного сплайна 
по х 
S(x, t) = ^ a (t) В (t), 
1=о 
где в (  - квадратичные в-сплайны: 
в, , х )чЬ-
, -- .2 
при X 
6  1 Х1-2-
h 2  + 2(x-x j_ 1)(x. - x) При X V' 
(x-x h |) 2  при X 
6  rV V. 1 ' 
0 при X V. 
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Для определения коэффициентов используем условия коллока­
ции 
Г45" - LŠ - f ] = 0, 1=1, 2 N. Lit Jx=x f  '  
и начальные и краевые условия 
Š(xv  О) =u°( X |), Š(a, t )  = <p(t). Š(b, t) = ф(0, 
где x » a + (i - i/2)h =(xt+ x  ) / 2 .  Таким образом получаем для оп­
ределения <z (  систему обыкновенных дифференциальных уравне­
ний, которую решаем разностным методом 
s" - S™" 1  
— = oCLSJ™* (1 - o)(LS)™"1 * f", I = 1, 2,..., N, 
(3) 
S(a, tn) = v™. S(b, tn) = ф п, n = 1, 2 N o, 
где 
N» 1  
sr- s<*,- V - g «rw- Г». of» +U-Cf-', 
f ™ =  f ( x r  t n ) ,  . p "  =  v ( t n ) ,  ф ™  =  0  <  о  s  1 .  
Из соотношений (3) получается система линейных уравнений 
d^olaj 1* b^ojot^ = F" 
a1(a)a|,_1 + c^olaj1* b,(o)c£t = Fj*. 1 = 2 N-l, (4) 
V0>«N-,+  dN ( 0>«N=?N-
где 
V") = g {l +  ta q i)-T0(-|V -fL), 
3 k| 
c,(o) = j (1 + Toqj) + 2is-y, 
*' T a qi> - 1 0  (ii • ih )• 
k (  = k(x,), r l  = rtXj), q, = qtx^, 
d1(a) = Cjto) - BjCa), dN(o) = C N '°1 ~ bN(o), 
F™ = 8,(0-1)et™",1* c^o-l)«""1» b l(a-l)a™'1 1* 1 = 2,..., N-l, 
F™= d ((n-l) a™ - 1  + b l(o-l)or"~ l  + TF™ + 2а^о-1)•p"'1  - 2 8,(0) v". 
?N=  eN (°-1 ) aN- ,.+  d.lo-Da™"1  • тГ£ +  2Ь м(о-1)ф"-*- 2Ь„,(о)ф п  
Если выполнены условия (2) и 
h Ir(х)I £ 2 к(х) При х е 1а, Ы, 
то в системе (4) преобладает главная диагональ и, следовательно, 
эта система имеет единственное решение. 
- 27 
Систему (4) можно записать в виде 
A(o)a n = A(o-I)«" - 1 *  Tg" ,  п -  1,  2  N 0 ,  (S)  
где А(О) - матрица этой системы, 
а™ = («", а",..., а") т, g"- (g n, f",..., f" , g") T, 1* 2 N ' 8  =1' 2 N Г kN' ' 
g"  = f l a^o- l )? " " 1 -  » , ( 0 ) 1 , " ]  •  Г^\ 
g-.ltbN(.-l) t- 1-bNW- el* Hi-
Вектор а
0  
определяется как вектор коэффициентов интерполяци­
онного квадратичного сплайна s(x, о), определенного условиями 
S(x |, 0) = u^x,), i = 1,.,., N-l, S(a, 0) « ,p(0), S(b, О) = ф(0). 
Соотношение (5) является двухслойной разностной схемой 
(см., напр., [31). Говорят, что эта схема равномерно устойчива, ес­
ли для ее решения имеет место оценка 
Ü o f ° i l  S- м  | lo t ° | i  +  M  x  ž H e ' l l ,  n  =  1 ,  2  N  ,  
1  2  1=1 0  
где м, и м
г  
- постоянные и 
IIot nII = max |ос"|. 
I IHN 1  
Докажем устойчивость и сходимость рассматриваемого метода 
при 0=1. 
Теорема. Пусть о = i, удовлетворены условия (2) и 
| |г,|) 4. 1=1-2 N. 
Тогда схема (5) равномерно устойчива. Если, кроме того, решение 
задачи и) u<x. t) имеет в d непрерывные производные по х до четвер­
того порядка и по t до второго порядка, то имеет место оценка 
iS(x, t ) - u(x, t n)| s c(h 2* T), x <s [а, Ы, n = 1, 2,..., N Q, (6) 
где г - постоянная и 
S(x ,  t n )  -  L  2» - ,  . - , 1 . - . - * 2ф-
Доказательство. При a - i система (S)  принимает вид 
A(l)«"= A(0) и"~' 4 tg". 
Из принципа максимума следует существование обратной матрицы 
[Aim 1  и оценка |ЦА(1)Г'|| < 1. Учитывая еще равенство И А (о) ii = l, 
получаем 
ila"!l < Hot 1*~ 1  |l • т llg n|l, 
откуда следует оценка 
| | « " | |  5  IIа 0 II  + т  t i l g ' i l ,  п = 1 ,  2 N .  (8)  1=1 
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Таким образом, метод (5) при о - i равномерно устойчив. 
При выводе оценки (6) используем интерполяционные квадра­
тичные сплайны 
S(x, t ) - ^ д™ В (х), п • 0, 1 N , 
" 1-0 1 1 0 
определенные условиями 
Š(x r  tn) - u(xv  tn), i - 1, 2,..„ N, 
S (a,V.u«.,V  T^^ 
«j. . , |i . \ h* ^ ^ tj tj - u(b, tn) - 
ш 
—
д
~Т~-
Для такого сплайна имеют место оценки (см. сгз) 
max I Š(x, t ) - u(x, t )l * ОСЬ3), (9) 
л*х*Ъ » П 
(»"ŠCx.,! ) deu(x,,t )| 
max - - 0(h J), s - 1, 2, n « 0,1,..., N„. (10) 
i««nI dx' dx" I 0 
На правой стороне неравенства 
|S(x, t ) - u(x, t )t S IS(x, % ) - 5(x, t )| • IS(x, t ) - u(x, t )l (11) 
П *1 D П В XL 
второй член оцениваем при помощи (9), а первый член следующим 
образом. Подставив š(x, tB) в О) получаем для ё™« (ё™, ё"...,ё£) т  
уравнение 
А(1)ё п» А(0)ё п~* + Tg"+ ТЕ™, п - 1, 2 N 0  (12) 
При помощи (Ю) получается оценка lie "II - o(h* + т). Вычисляя из 
(12) равенство (S), получаем 
А(1)(ё" - о") - А(0)(ё° - а 0) + t е". 
Из неравенства (в) следует 
| |ё п- а™# £ | |ё° - а°|| + т 2 h nll - 0(h* • i), п - 1,2 N„. 
fc-i о 
Пользуясь свойствами в-сплайнов 
з, üu в ( |*0 I Bj(x) 1 0 2ы В, х) » 1, х Е [а, Ы, 
оценим 
max |s(x, t ) - 5(х, t )| • max I (а"- a**) В (x)| £ 
ecxeb 1 п n I ккЬ 1  J I t < 
£ max la™ - ё™| = max (IIa™ - ё"||, |а™ - ё"|, |а™ - ё" I) «0(Н**т). 0<KN*l J I 0 0 N»1 N + I  
Из этой оценки и из (И) и (9) следует оценка (6). 
Теорема доказана. 
8 
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SPLINE-COLLOCATION METHOD FOR SOLVING 
PARABOLIC EQATIONS 
P. Luik, E. Tamme, G. Hanstein 
Summary 
We construct an algorithm for solving parabolic equation (1) using 
the spllne-collocatloE method with quadratic splines. The stability and 
the convergence of the method la proved. 
- 30 
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КУСОЧНО-ПОСТОЯННАЯ АППРОКСИМАЦИЯ РЕШЕНИЯ 
СЛАБО-ОСОБОГО ИНТЕГРАЛЬНОГО УРАВНЕНИЯ 
Геннадий Вайникко, Арвет Педас 
Рассматривается кусочно-постоянная аппроксимация 
решения линейного одномерного интегрального уравнения 
второго рода и проблемы собственных значений для указан­
ных уравнений. Предполагается, что ядро K(t,t) интеграль­
ного уравнения может при s = t иметь лог'-Лрифмическую или 
степенную интегрируемую особенность, а при » = d Id - const) 
оно может иметь разрыв первого рода. Выводятся оценки пог­
решности приближенного решения. 
I. Постановка задачи. Рассмотрим уравнение 
uit) = [ A(^4)AE#-J)U(4)CK + ^ (I) 
О 
Введём следующие условия: 
Co.) a  t  С 1  (г°, f]«х !<*•()), о  <  d  <  t ,  
причём }>"a.(i,b)/д*к (о* к < р) могут иметь при -5 = сб 
разрыв первого рода; 
iM i )  аееСЧС-МЗЧо}), 
причём при — £$-£<0 и 6 •$- справедлива оценка^ 
| a e ' ( t ) j  £ с \ l \ ~P }  o< f >< z .  (2) 
Заметим, что из (2)  вытекают неравенства 
l« £ « U c ( l * r ' " + i ) v ( / s * i ) ,  в)  
I *u>u c( | f t v i t i |+ i j  ( f - i ) .  и)  
I) Буквой с. обозначаем положительные постоянные, которые 
в разных неравенствах могут принимать разные значения. 
8* 
Зададим сетку точен = "t^>n отрезка [о, такую, что 
0 = t o<i i.<,.. <4К  = £, (5) 
ot 6 •[*!, } , (6) 
£ = m,a.x (h-ijL-1 ) — > 0  np« a—>oo. /7) 
n 14^<И. d  0 
Приближённое решение уравнения (I) будем искать в виде ку­
сочно-постоянной функции ^ 
U " > ( i ) - ^ i  ( 8 )  
где <^(4) =1 при t б [i„ ,-tt] и ft (i)=o при -fc 4 [4Ö) i4]; 
<fA-(^ = 1 при i € и fytfbo при -к $ ] г 
j = 2,..., п. Неизвестные коэффициенты ч£) > и.^, опреде­
лим по методу коллокации из системы линейных алгебраических 
уравнений 
и :  = Е ($ «.(4:,>4)ae(4<-'$>4)va- «•), С«4,.. 
*1-1 
где 
4<: = +  ) /2 ,с=п.. (ю) 
Теорема I. Пусть выполнены условия и (5)-(7). 
Пусть уравнение (I) имеет единственное решение uli). 
Тогда система уравнений (9) имеет при достаточно больших 
П, единственное решение (ui)...,urj. Справедлива оценка 
kwcvoС ( U; -гс(4г)| $• С- £* (II) 
где 
fVpM 
KVp« p*i) (12) 
4 < ^ < 2 -
Замечание I. В условиях (ь)-(*чХ) решение •«-^ уравне­
ния (I) негладко. Точнее ([2.5]; ср. также [з], стр. 6-9), 
U 6  С  [ o ^ ]  f )  С 2 ( (  0>)x-fct \ )  ,  причём при I&  ф±  
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справедливы оценки^ 
1и("}(*)1 4С[Г 2^'1 1ЫГГ2ЛсЫУ 2^~"],иСо,Щ( 13) 
В случае р = 1 справедливы оценки 
I V-'t-k) U С [ I&v-fc | + |йг К -<* 11 4 |£n (Н) I +l],^ € (<>Л 4^i, (14) 
\м"Ц) |<с[^- + (P3J -»• (15) 
Поэтому добиться высокого порядка точности приближённых ме­
тодов для решения уравнения (I) в условиях (t)-(üc ) до­
вольно сложно. Равномерная по ie [оД] оценка порядка 
О (&
п 
) метода (8),(9) при специальном выборе сетки 
имеется в [б,3,5]. Для модифицированного метода квадратур­
ных формул в [4] получена оценка порядка (II) при более 
жестких условиях гладкости на и эс it). 
Замечание 2. Ослабим условие U): пусть f€C[o,&] Q 
удовлетворяет оценкам, указанным в 
замечании I. Тогда (см. [2]) утверждения замечания I, а 
вместе с ними и теоремы I остаются в силе. 
2. Доказательство теоремы I. Уравнение (I) рассмотрим 
как операторное уравнение ai- Tu. + f- в банаховом прос­
транстве С[о,, а систему уравнений (9) как оператор­
ное уравнение 
= Т
п 
-и
Л  
+ fwf (16) 
в банаховом пространстве пг
А 
векторов вида Счх,....,гц) 
с нормой II -и*. II - Ига.ос I к./ / . Здесь Т и 71 - лнней-
liitfv 
ные вполне непрерывные операторы соответствен«) в прос­
транствах С £ о/$•] я , задеваете формулами 
(Tu) (4) = ^а(<.л)ас(4-0)гс(л)оЙ,, 
О 
Kl 
(т
п
и„). = ž- [S Ä(4t-^)a«C4;-4)<&]^, 
<111 
I) Оценки (13)—(15) соответствуют случаю, когда &Ил) 
имеет при 4 = et разрыв. Если a(t,4) непрерывна, и в точ­
ке 4 =а разрыв имеется у / Ъ4 , то оценкж (13)-(15) допускают уточнение (см. [5]). ß (4.3) к *1,2. 
9 
зз 
а р
л 
- линейные непрерывные операторы из С [о, &-J в 
задаваемые формулами 
р
п
и = xt&n.)) (гс€ С[оЛ] ).  
Из (vc)-(itt ) следует, что последовательность операто­
ров "7^ компактно сходится ([i], стр.32) к оператору 
Т относительно связывающих отображений р
п 
: 
Т > Т компактно. (17) 
По теореме сходимости для операторных уравнений ([х], стр. 
49) получаем, что при достаточно больших гг. уравнение (16) 
имеет единственное решение и справедлива оценка 
Т
лР#г с Wn. (18) 
Для завершения доказательства теоремы I достаточно показать 
что 
йр
п
Т
Л
-Т„р,«||
М л
^с £^. (19) 
Имеем 
tv -tf 
liprvTu-Xv^^lj^ - тлх|Д$ к(4;Л)[Ш4)-и(^)Ш < 
к Uh. j Ti -tj-t 
* max ( if 1, 4", I»4 Ii") 
где 
J€3(i) tj-Л 
^ = I IE $ 4  k(4 L'/)[tt('!,)-U(4 < l)]c(6 |, 
ö'fc3 
4/ 
I?)= I 21 ([Ш,*)- К (4^ 1; )][u(4)- и(-$д )]oU I }  
\  Z L  V k & Л - ) j ] ^ i  I ,  
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i ъ  i^rt, u м, 
Покажем, что 
_(k) - 2 , 
Xt 5 С ' £pv , t = ^j»**;|rl> k = 1,... ,4. 
Обозначим 
2^v' С^-и.) = C<>,6-3 ^ [^"ß-M^ + ßyv]; 
^ (L) ={ 4 € [o,&]: Kn4>S£ l~L,M I>Л„, H-^|^n}-
Из (u)-(ui ) вытекает неравенство 
( I k(4;,4)|cU ŠC£ A  И.). (20) 
ifa UU) 
Из (13.) и (14) в силу соотношения 
4 
U(4)- t-tOj) = $ U. 7Li)ott 
ч  , • 
вытекает неравенство 
rwax |H(6)-u(^| SC £
п 
(К...,П.). (21) 
* 6  J 
Поэтому 
З ^ ^ С  Е ^ - Х  ^  I  ^  и г / j  I Ж  5  
< ) *Н 
|ксм1ж> $*£ ov..,*.)• 
ЛС2С) 
Л  
Из (20) и (21) получаем также Г* $ С- £
к 
, <1 = 1,.. . , а . 
В силу (21) имеем 
^ -
с sn'5z ^ i кс^.^-кс^л)!^^ 
am<i4a ч* 
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^ °<e<i 
Заметим, что для j € [^-t,*4 1 >©<[ojl]имеем 
0 < « ^  К - [ в 4  +  C i - e H j l i / l ' S H l  ^ С д . ,  
поэтому оценка с учетом (2) примет вид 
*С-Е
к  
Як- S  l^" 4! ^ (ь«1,—Л). 
_(*j ' V  ^  
Оценим 1^ . Для ^43W,j< J имеем (см. (10)) 
*d 
S K(6L,4 | j-)U ,(4 d-)(4->S < i-)ö(6 = 0. 
4'L 
Поэтому 
V 2 
zz s i k(4;,*a-)| 
v  V o < 0 < 1  
В силу (13),(15),(3) и (4) отевда получаем оценку 
•р(^) у т Г SL 1  . — li ( С' £
Л 
, с=1,,..,л_, 
что завершает доказательство (19) и теоремы I. 
3. Проблема собственниц ЯНЯЧЙЯДЙ. Рассмотрим уравнение 
AuC-t) ~ $*&(£,4)x(t-4)U(<t)di. (22) 
о 
Аппроксимирующую конечномерную задачу для (22) построим в 
виде 
et *j' 
Jiuc = 51С $ (23) 
/=i */-1 
где iv и -б; определены соответственно в (5)-(7) и (10). 
Уравнение (22) рассмотрим как операторное уравнение 
Л«. =Тк. в банаховом пространстве C[Oj&] и систему 
уравнений (23) как операторное уравнение Ли
Л
= 
банаховом пространстве Иг^. 
Теорема 2. Пусть выполнены условия (w-)-(-vü) и (5)-(7). 
Тогда для каждого ненулевого собственного значения Я«, 
уравнения (22) найдётся последовательность {Л
п 
j собст­
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венных значений систем уравнений (23) такая, что А
л
-*Л0 
при п,—>оо . Обратно, каждая ненулевая предельная точка 
любой последовательности {А*
п
} собственных значений сис­
тем уравнений (23) является собственным значением уравне­
ния (22). 
Доказательство. Теорема 2 следует на основе (17) непос­
редственно из общей теоремы о сходимости собственных зна­
чений ( [i], стр. 68-74). 
Следуя [3], введём обозначения для собственного под­
пространства 
V = \/(KjT) = N(AoI -Т) = { гс * С [оAJ: (A»I-T)u=o} 
и корневого подпространства 
V*^(A 0;T)=N((AJ-T)'). 
Здесь J - тождественное отображение, а £ - ранг собствен­
ного значения Х0 , т.е. наименьшее натуральное число, для 
которого 
N«A„I-T) { )  = N((A.I-T) W ) .  
Пусть b > О - такое число, что в круге | Л-А„ 16 & 
нет  дру гих  собственных  значений  уравнения  (22 ) ,  кроме  Л 0  .  
Из теоремы 2 следует, что при достаточно больших п в 
этот круг попадает хотя бы одно собственное значение зада­
чи (23). Цусть ( i = *«.) - попарно различные 
собственные значения задачи (23), попавшие в указанный 
круг, 
= cLüm W (Ä%KJ ти) 
- их корневые кратности. Обозначим 
С с 
- это среднее арифметическое чисел с учетом их коре­
вых кратностей. Линенйную оболочку корневых подпространств 
\*/(Лп';Тп, ),i = 1,,.., (^обозначим через V/*, = 
= W С До Ž Xv ; ^ ) * Собственное подпространство 
матрицы 7^ для А - обозначим через 
vn = V(AV-X ) = MCRT'R-Z H 
- 37 -
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Теорема 3. Цусть выполнены условия (u.)-(üt.) и (5)-(7). 
Пусть Лп,—> Л0 * о ,где Ла и Ап- собственные значе­
ния уравнения (22) и систем уравнений (23) соответственно, 
причём Л0 имеет ранг Z . Цусть, наконец, £ > О - такое 
число, что в круге I А-А„ | £ & нет других собственных 
значений уравнения (22), кроме Л0 . 
Тогда справедливы следующие оценки 
ueV iSrUn. ' 
yyuz> unJl пикх j u:-u(4i.)j$c»kH,i:-£ ^  
u t W  A i U *  
/yt-UD kVULX j U,;- U(\)l^CSVv)t' <5^ 
4 l|Ullcto,<j =1 1 < v4 r-
где - определенная в (12) величина. 
Доказательство. Теорема 3 непосредственно следует из 
(17)-(19) и общей теоремы о сходимости для проблемы собст­
венных значений ([j], стр. 68-74). 
Замечание 3. Если или 2a.it,*>) /Ъб имеет 
несколько точек разрыва 6  - d u ,  = m. (ср. (U ) ) t  
то, включая их в сетку (ср. (5)-(7)), теоремы 1-3 сохран­
яют силу. 
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A PIECEWISE CONSTANT APPROXIMATION TO THE SOLUTION 
OP A WEAKLY SINGULAR INTEGRAL EQUATION 
G.Vainikko , A.Pedas 
Summary 
Let Integral equation (1) satisfy conditions (i)-(iii). 
Introduce a grid on Co, В-} satisfying conditions (5)-
(7) and consider the collocation method (8)-(10) with 
piecewiae constant approximation to the solution of equa­
tion (1). Assuming that equation (1) has a unique solution 
U(+)t error estimate (11)—(12) is proved (Theorem 1). 
Similar results hold for eigenvalue problems (22) and (23), 
see Theorem 3. 
10* 
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Acta et commentationes Universität is Tartuensis, 863, 1989, 40-56. 
ON THE CONVERGENCE OF EIGENVALUES 
BY APPROXIMATION OF THE PROBLEM 
Otto Karma 
Approximation of the eigenvalue problem A(\)u*0 is 
studied with AO) a holomorphic Fredholm operator-function. 
The discrete approximation scheme for spaces and the regular 
approximation scheme for operator-functions are used. The 
convergence rate of the approximate eigenvalues to the exac t 
ones Is estimated by the powers of the approximation error 
on the sphere of the generalized eigenspace. Two estimations 
are given - estimation 12.1) for every eigenvalue individually 
and estimation (2.21 for the weighed arithmetic mean of all 
eigenvalues converging to the one and the same exact eigen­
value. The article is shortened variant of C10J. See review in 
[iJ, and C2,3,8,9,13,IS] on this topic, too. 
1. General Assumptions end Basic Notions 
1.1 (Exact problem). Let li, V be complex Banach spaces and A(-) be 
an operator-function from region (open connected set) ЛеС to 9HU,V) 
(Banach space of bounded linear operators with norm llAll=sup{||Aull: ut.ll. 
l|u||=l}). Let us examine the eigenvalue problem 
A(X)u = 0, u*0. (1 .1) 
( Special cases are A(X)=A-X1 and A( X)=A-X Я .) 
The points XsA, for which the equation (1.1) has a solution, are the 
eigenvalues of A(-).These solutions themselves are the eigenelements. 
Recall that AsäHU, V) is a Fredholm operator if the dimension of the 
nullspace /V(A) is finite, the range Л(А) is closed and the codim -Я(А) is 
finite. Then the index of A is given by indA*dlmNiA)- codlmJl(A). 
The operator-function A(-): A -*SK U, V) is holomorphic on A if it is 
continuous and complex-dlfferentlable at every point of A. Such a function 
has at each point X QEA a unique Taylor expansion 
A(x)=s;:r^->o >4 • ArhA u,(xo)= л dvA< xo n  
which is norm-convergent in some neighborhood of X g. If A'c A is a boun 
ded region with a smooth boundary ГсА, then at each X Q  « A' we have 
*(2n)~1J r(X-X0)" J  ~ tAl\)d\ (see e.g. [51 ). 
We assume that 
al) A(-) is a holomorphic function of X on A, 
»9) for every X in A the operator A(X) is a Fredholm operator, 
*•3) the resolvent set pM)« { >«A: ЗЛО #(1/, V) } is not empty. 
40 -
From these assumptions al)-a3) It follows that for every X e Л the 
index of A(X) is 0, the spectrum о(А)=Л\р(А) of AH has no cluster points 
in Л, and a(A) consists only of eigenvalues of A(-). Moreover, the operator-
function A '(•), defined on p(A) by the equality A '(X) = ACX) ', is holo­
morphic on p(A) and has poles of finite order xlX^.A) at every point Xo$o(A) 
(see e.g. (4J). 
1.2 (Approximation of the spaces). Let IX ) „ and IY ) „be two jx  JICIN я f lcN 
sequences of complex Banach spaces which, together with the sequences 
of the connecting operators (р
л
:1/ and (q n: V form the 
discrete approximations for U and V, correspondingly. That is [143: 
Яр
и
»1
х  
•* »"вц ( л в И> V u=y. 
" 9л г" Г ^ 1V (ЛкЫ) VveV, 
| |р (au*a'u')-(ap и*а'р u')|l„ •* 0 (iicN) Vu,u'eU, a.a'eC, 
Л Л Л XU 
llq n(ar+a'v ,)-(a<7 nr*a'q nr')|| y-» 0 (neN) Vr, y'sV, a.a'eC. 
(Special cases are as follows: 1) X^- U, p^-linear projectors onto , 
strongly converging to identity, 2)U»CC0,1], X n the set of (я* 1)-dimensional 
vectors with maximum norm, p^u*( u(0), u(lZn), ..., u(l) ).) Typically in 
practical applications p n« Si(U,Xn), 
Denote infinite subsequences of N by JV', N ... By the definition 
the sequence (jt ) of elements x with x eX : '  
n he W n n n 
- is converging to the element utll If | |pnU-*nl|-»0 (nsAf') ; we will 
write it xn~*u IneN'), 
- is compact If for every subsequence lxn *Jth N "t AT there 
exist N"'cN" and uet/ so that * -+u (neAf"'). 
Note the following properties of this convergence : 
xn"»u (леЛГ) * IIx nII-»IIuII (леЛГ) , 
* n-»0 (леАГ') • ll*nl |-»0 (леАП . 
* n"*u, * -*iT IIKN 'I » и»u' , 
JT -»u, x'-»u', a —a, a'-* a' (леЛГ) * a x +o ' х'-*аи*т'Л 
п п n л л л л л HF 
The convergence defined by the operators Р
И  
(JMN) cohwMe with 
the convergence defined by any operators p^: U-*X (esN) such that 
II P n" - p^u II-*О (ПЕМ). The operators p' n  (леК) can always be chosen to be 
linear on every fixed finite- dimensional subspace of U. Moreover, It Is 
shown, that if U is separable and there exists a sequeneq of füüte-dlmen 
sional operators converging strongly to identity in U, then p'n  (JKN) can 
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II 
be chosen linear and continuous on the whole II. 
1.3 (Approximation of the Eigenvalue Problem) . Let the problem (1.1) 
be approximated by a sequence of problems 
B ni\)x n=0 , x o*0 (1.2) 
with S^t-), fleN the operato n- functions from the region At С -to SBIX^.Y^) 
(the region A being the same region for all fl^(-) and A(-)) . 
We assume that 
bl) all are holomorphic functions of X on A, 
b2) for every neN and XEA the operator Я^(Х) is Fredholm operator 
with index 0, 
b3) the sequence (Я
п
(-)}
Л | К  converges regularly to A(-) on A, i.e.: 
ЬЗ.О) on every compact A QcA the norms llfl^(X)|| are uniformly 
bounded: | |Я
л
(Х)||<с(А 0)<а> VneN,XeA 0  , 
b3.1) for every XEA the sequence of operators (Я
л
(Х)) n i N  converges 
to A(X): (леЮ * B n(X)x n~* A(X)u (леМ), 
Ь3.2) for every XeA the sequence of operators regular: 
II* II sc, (Я (X)* > .. is compact * (jr ) __ is compact. 
л л л n«N г  n neN 
(Special case is; X = Y -U=V,p =q E U,X ) projectors, А(Х)=/*K (X) with 
п п л n n 
Kl ) holomorphic on A and ХЛ X) compact for all XEA, B n(X) = q nA(X)| X n.) 
It is useful to note that: 
(1) from bl) and ЬЗ.О) it follows that on every compact AQcA the 
norms of the* derivatives | |Я 1^ \ X) | | (XeA Q, neN) are uniformly bounded 
for every fixed J =1,2,... and that the set of operator-functions I " n < [ N  
is equicontinuous on A Q  I.e. 
3C(A q)«= : ||Я
п
(Х)-В
п
(Х ,)|1^с(А^|Х-Х , | VneN, X, X'e A Q  , 
(2) if Ы) holds, then the regular convergence on A Is equivalent to 
the following assumption b3") : 
b3') for every convergent sequence ^-»Xs A (neIN) the sequence of 
operators 's  regular and converges to the operator A(X). 
2. Convergence of the Eigenvalues and the Rate of Convergence 
2.1 (Convergence of Eigenvalues ). 
Lemme 2.1 [8,2.13.10). Let al)-b3) hold.Then for every compact 
AqC p(A) there exist an index л(А 0) and a constant c(A Q), so that 
пгл(А 0) * А 0ср(Я и) , | |fl n(X)-»||sc(A 0) VXeAQ , 
i.e. from the regular convergence on A follows the stabile convergence 
on every compact AQc p(A). 
Proof.Let there exist for some N*tN, contradictory to the assertion, 
sequences (x ) „, and (X } such that Их |l«l, X sA ,B (X )jr -*0 n neN' n n*N n Л О л л л 
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IneN'). Using compactness of A Q, we have X^~* X QeA 0  ineW'sN ') and ЬЗ) 
yields compactness of 1*
и
)
л е А /„ • Now if x^* и (neff'tN"), then ||jr nll->flu|| 
(neN'") » Ilu||=l. However at the same time 
В (X )x -»A(X„)u (jleN"') » A(X„)U=0 * U= 0 
n п n о a 
contradictory with l|u|| = l.e 
Theorem 2.1 (8.2,13.103. Let al)-b3) hold. Then 
1) X 0eo(Л) » 3n(X0), и я1 л е ! | м  : X л«оХ л-»Х 0  (neN, nin(X Q)), 
2) X eo(5 ), X -»X.eA (neN'l •» X ea(A). 71 Л ZI О U 
Proof. 1) For the boundary Г of every quite small neighborhood G 
of X Q  we have Гер (A) and from the lemma 2.1 it follows that ГС р(В л), 
IB (ХГ 1# * С(Г) (ХЕГ, л4п(Г) ). Let for N4N be G По(В
л
)=0, i.e. Ccp(fl n). 
Then, from the principle of maximum of modulus [53, it follows that 
l!B n(Xr 1 | |sc(D for XeC , ЛбАГ, л*л(Г) . If now Л(Х о)и°=0, i|u°ll-l, then 
В
л
(Х
о
)р
п
и°-»0, llp n"° ll-l (леМ) and at the same time 
Hp u° 11=11 Д (X n) - ,B (X„)p u°||-»0 (леАГ, л»л(Г) ). 
л л и л и Л 
2) From В (X )х =0, Их Ц-1, X **Х
Л  
(neN') and ЬЗ") we get that for 
л л л л ли 
some N"5 N' and ueU there holds x -*u Inshf "). Then 0=B (X )дг ->Л(Х„)и, 
л л л л О 
1=||*
л
1|- > | |и|| (леJV"), and we have Х 0ео(Л).е 
2.2 ( Stability of the Full Algebraic Multiplicity of the Eigenvalues ). 
Let a1)-a3) hold. Denote Лу« д A^"(X 0), /=1,2,... The vector (u 0,!! 1  u* ) 
with и *0 is a chain of generalized eigenelements or a lordan chain of the 
length Jt+1 for At-) at X Q, If 
A ou°=0, A0u1*A1u°=0, ..., A0o**A1uJc" ,*...*AJ tu°=0. 
Generalized eieensoace CHA,Xq) of A(-) at XQ is the closed linear 
hull of all generalized eigenelements of A(-) at XQ. The order v(u°) Q£ the 
eigenelement u° is the maximal length of the Jordan chains beginning 
with u°. From al)-a3) it follows that dim ?(A.X0)<oo and 
mailvlu") I U°e/f(A(XQ)), U°#0 1 = х(Л,Х 0> < «> , 
where X1A,Xq) is the order of the XQ  as a pole of A '(•). 
Let dim /VM(X0))=m. The system of eigenelements (i^ ,..., u°) is a 
canonical system of eigenelements for A(-) at XQ6o(A) If V(U°)=K(A,XQ) 
and u° Is an eigenelement of maximal possible order in some direct comple­
ment in JV(A(X0)) of the linear hull of the eigenelements u® uy-i" ^' le  
vector V (X0,A) = ( Vj with v (  =v(u°l, i=»l,...,m is determined uniquely 
and we eal 1 it the vector of multiplicities of the eigenvalue X f l  . The number 
v(X0,A)= i s  called the algebraic multiplicity a£ the eigen­
value X0 of the operator function A(-). 
11* 
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Theorem 1.2 [8,15,10 ]. Let al)-b3) hold and A Qbe a compact In A 
with the boundary Гср(Л). Let V 0  be a subspace of V auch that 
V 0aA(X)?(A,X 0) VXeA, Х 0ео(А)ПА 0  
and let there exist operators q\ V-* Y , neN which are linear and continuous 
on Vg and so that ||<j nv-g^v||-*0 (neN) VreV. Then there exists an Index 
n(A Q) such that for all nin(A Q) we have Гср(5 п> and 
E v(X,A)« Z v(X,B ) (here E ...= 0). 
Хео(А)ПА 0  Хео(Я л)ПЛ 0  « Xs0 
Proof. From Lemma 2.1 It follows that It Is sufficient to prove 
Theorem 2.2 for the case o(A)flAQ« 1XQ | with A0 In the small neighbourhood 
V of Xg. Moreover, we can assume that the convergence of sequences 
{y } Is given using the operators q' , neN. In these assumptions 
Л NEW Л 
Theorem 2.2 will be proven in paragraph 4. 
2.3 (Asymptotic Estimation of the Convergence Rate of the Approxi­
mate Eigenvalues). 
Theorem 2.3 ([10], see also [8,2]). Let al)-b3) hold, XQea(A), and let 
4 
Л_с A be acompact so that Л.П a(A)=lX }. Let the p' ell-*X ,q'sV-*Y , neN 
о 0 О n n n n 
be the arbitrary operators such that 
1) | |р
п
и-р^и||-*0, ||<J nv-g^r||-»0 (neN) VueU, KeV, 
2) p' , neN are linear on the flnite-dlmenslonal subspace оМЛ,Х 0) с  U, 
3) q 1  , neN are linear and continuous on some subspace VgC V with 
{ veV4 V6A(X)<HA,X q), XeA } с V g. 
Then there exists an index n(A Q) such that for every nžn(A Q) we have 
Xeo^nAo»tX.e„)-vlXo.A) 
and the following estimations hold : 
1) IX -XJSCE" X<A-X0 )  VX eo(fl )ПА , (2.1) 
я О n n n О 
2) IX -X| * СЕ wlthX - £ (v(X,B )/v(X ,A))-X, (2.2) 
" 
0 
" и Хео(Я
п
)ПЛ 0  " 0  
where е
д  
are defined in (3.17) together with (3.2) and, for estimation (2.2) 
in addition together with demand (4.12) (see Lemma 4.5, e.g.). The quantity 
в can be chosen so that 
e 57 •sup{Uq'A{\)-B (X)p' )uH I XFA-, U«=?M.X_) ,  HulM } .  (2 .3 )  
л п л л л 
1  
и V 
At that 
Т -»0 (neN). (2.4) 
Proof. By Lemma 2.1 It is again sufficient to look AQ  in the small 
neighborhood of X0- Moreover, we can assume that the -onvergence of 
sequences (* ) „ , ly 1 is given by the operators p' and q' , neN . 
л леп л яви " " 
respectively. In this notation the estimations (2.1) and (2.2) will be proven 
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in paragraph 4. The estimation (2.3) and the convergence (2.4) are estab­
lished in Lemma 3,6. • 
Note that from the linearity and continuity of p'n on cMA,XQ) and 
q'n  on VQ, and the convergence llp^ ul|-»l|u|l, llq^ r||-»ll vll (neN) Vuel/.veV; 
by the principle of uniform boundedness [7] we get uniform boundedness 
of operators p^ and q^ on <HA,X0) and VQ, respectively. 
3. Reducing the Problem to the Севе of Matrix-Functions 
3.1 ( Canonical system of Jordan polynomials). A holomorphic in 
some neighborhood of X Q  function u():A-»l/ we call a lordan function 
of order r* 1 for A(-) at XQ If 
1)u(Xo)*0, 
2) n ^(A(X)u(X)] , =Л u U""(X n  )/(/-!)!*...*A u(X )=0, ]\ dX-f XsX 0  0 0 1 0 JO 
3)^.M(X)U(X)l x - V0. 
Denote the order of the Jordan function u( ) by v(u(-)). Note that 
if u( ) is a Jordan function of order r+1, then the vector (u(X 0), u'(X 0)/lt, 
...,u < J c ,(X 0)/A !) with Jtsrls a Jordan chain of length k*l. And, if the vector 
(u°, u1 u*) Is a Jordan chain, then the polynomial u° * (X-X0)u' + ...+ 
• (Х-Хд/^a r  with rzk Is a Jordan function of order r+1. So the order v(u°) 
of the eigenelement u°e ./If M(XQ)) Is equal to the maximal order of Jordan 
functions u( ) for Л(') at X Q  with u(X 0)=u°. 
Let Xq£oM), dimN(Л(Х0))= m and (^.....u^) be a canonical system 
of eigenelements for Л(-) at X Q. A canonical system of lordan polynomials 
for A() at X Q  is a system (u (•),u 2(')....,u (•)) of polynomials for which 
u j(X0)=u° , ч(ц^-))=\)(и°) and the degree of u (•) is equal to v(u°)-l , 
/ = 1 m. Note that for such polynomials «^(Х)е^ (A,X Q) VXeA. 
3.2 ( Some auxiliary notions). We shall reduce the examination of 
the eigenvalue problem for operator-functions to that of matrix-functions. 
We use for that the standard construction for Fredholm operators. The 
difference Is that for our purpose we need to use instead of fixed elements 
of U* - äSIU, С) and V the suitable functions of X with values in A^* and V. 
Let 
1) (u° i/M be a canonical system of eigenelements for A( ) at XQ 
and (u^O.u (•) u (•)) a canonical system of Jordan polynomials such 
that U ((X0)=U° , 
2) (g^ л г®^ systems of functionals к ' • x' -:t{\ ,t') such 
that 
sup \\g' II <p u°g , s--g'lp u°)->S ln.NI , У,*-I,(3.1) l t„ n n k л л л k Ik 
•15 
12 
and neN be a system of holomorphic on Л functions 
^(•):A-*X"* with ^(XQ)=g^ , neN, such that on every compact 
AqC A there holds 
sup{||#^(X)l| j neN, XeAQ, i«l m tsctAQ )<<r>. 
3) С v m) be a basis In sortie direct complement of the subspace 
Al\ Q)U In Vand (v (( ) г шН) be a system of holomorphic on A functions 
with values In V such that r J(X 0) Br j, 
4) the operators p n, neN be linear ДИЮМВицМвш! subspace 
cMA.Xg) and operators <? n, neN linear and continuous on some subspace 
Vjc Vsuch that { г* г ((Х) | XeA}c V i  , 
5) P в G6{U, U) be a projector onto IA,X Q)c IL 
To prove Theorems 2.2 and 2.3 we shall tahe 
v J(X)=(X-X 0)" v ( u/ ) )A(X)u J(\) , J=1 m . (3.2) 
Justification for this is the following lemma : 
Lemme 3.2 (8,2,10 ]. Let v (•) be defined by (3.2).Then the elements 
v^= v^Xq), i=l,...,m are linearly independent . If Vm  is the linear hull of 
the elements v ( >...,r , then VmnA(Xo)£f={0} and V Is the direct sum of 
A(X0)U and Vm. 
Proof. Recall that codlm A(X0> l/= m. Let there exist, contradictory to 
the assertions of Lemma 3.2, a linear combination a, v,+...•« v = v.eA(X_) U 1 1 171 ID О CJ 
with la, |+...+|a 1*0. Let u be the origin of v., i.e. A(X )u »v . Denote 1  T O  О  О  О О О  
\iy=v( UjV-)), I'l m and ,m, af 0}. Look at the polynomial 
u(X)=Zj:™ (X-X0)v"v 'uJ(X) - (X-X0)vu0. 
For u(XQ) we have 
a(xo ,= i=J;.v v/V*0- л (\> ) и ( >ь )*°, v(u<*o , , 'v-
(Recall that the system( is a canonical basis in W(A(X0)).) 
But at the same time direct calculations give ( make use of the 
equalities fföJt tA(X)u J(X)I^ s X  "0, Jr<v j f  ^1А(Х)||^Х)]^вХ^ v/* Fi ^  :  
g j  CA(X) U(X)3 x^=0, >1 v-1. 
^ vCA(X)U(X)3X i X^vl(a l V... *«m-m  -o)-0 , 
i.e. v(u(-))>v and, consequently, v(u(XQ))>v. • 
3.3 (Auxiliary operator-functions). Let us define operator- functions 
К (•), R (•) : A -*S61U,V) and L I), S (•): A -*&(X , Y ) , neN as follows : 
n n n n n n 
К (X)ii-l£"<p P". *'<X»r(X), Я (X)= A(X)+K_(X), (3.3) 
Л 
1 1  
Л Л J  Л Л 
I 1Х)х 'ЕмГ<*-. *i(X»«„',(X). S (Х)-Я (X)*t (X). (3.4) 
Л Л " • Л Л Л Л Л *1 « 
- 46 -
Note that all these operator-functions are holomorphic on Л and 
uniformly bounded on every compact A QcA (and, hence, equicontinuous 
on every A Q). Obviously for every ХеЛ the operators ^ Л(Х) a r e  
finite-dimensional and, thus, the operators A (X) a nd ^  ^ X) are Fredholm 
operators with index 0. Moreover, the following lemma holds : 
Lemma 3.3. In some neighborhood ЛДСЛ of X Q  for all quite large 
indices, say for all the operators A^(X),S n(X), neN are continuously 
invert!ble and the inverses are.uniformly bounded: 
яир{||*
л
(Х)" | | |, | |5
я
(Х)" 1 | | |ХбЛ 1, лгл 01. 
Proof, а) С ontradictory to assertions of lemma 3.3 let there exist 
sequences {X f ll Ä e / v >and {ил}
яе
^аисЬ that X-*X 0, llu" 11 = 1, И н<Х я)и"-*0 (neN'). 
Then we also have R (X )u"-*0 (neN 1) and A(X )u"-*0, К (X )и я-*0 (the 
Л О О л о 
laat because V=A(\ 0)U 4. К д(Х 0)£/ ). 
Recall now that A(X 0) is a Fredholm operator. Therefore, from 
Л(Х 0)и л->0,||и л | |»1 (neN') it follows that {" л1 Л б Л Г, i s  compact in U. Let 
u"-*u a  (n«N"<= JV1; then Л(Х
о
)о°=0, ||u°ll=l and *Г
д
(Х
о
)||0-*0 (neN"). 
Represent u° a* a linear combination of u° u^: и =£)Г™ а/ и°' ^ ' l e n  
* г
л
( Х
о
> о О* £{=Г 0 1Лп ( Хо ) , ,!" > 5 :^Г™1 ,'1 ( хо 1 Т | , е г е Г о г е-w e  h a v e  z£r ai ri"°-
from which it follows that а (=0, /=1 ra and u° = 0, contradictory to | l u ° l !=l. 
b) The proof for 5n<X) is slmillar. Contradictory to the assertions 
of Lemma 3.3 let there exist sequences {X I and (x 1 such that 
п Пв\' л neN 
X ~*X , II* 11 = 1, S (X )x -»0 {neN'). Then we also have S (X )x -*0 (neN'). 
л О л л л л л О л 
Note that СХ 01лг } is a compact sequence because 4 n v,^ 0)~* v, 
l<x ,ff'(X„)>|sc (neN'). Therefore the {B (X„)x > is compact, too, and 
л  л  О  л и л  J i e J V  
by Ь3.2) we get the compactness of the {x } Let x -*u° (nsN "c N1). 
л n<* iV П 
Then ||u°l |=l, В (X )p u°-*A(X n)u°, S (X )p u°->0 and L (X„)p u°->-A(Xn)o° 
л и л  и  л и л  л и л  и  
(neN"). 
However, -t- n(X Q>Р П°° c a n  converge only to the element of linear hull 
of elements v (X ),...,y (X_). Therefore, Л(Х_)и° must be 0. Now we have I о m о 'о 
u°«2] J"™a U°, L (X )p ц°-»5]' =" ,а v (X_)=0. From that it follows that u° = 0 
i =  1  J i n  O  n  1 = 1  i  0  
Is contradictory to ||и°|| = 1. • 
3.4 (Introduction of matrix-functions). Let us look at the equations 
A(X)u=0, Bni\)xn=0 (3.S) 
at a neighborhood Л (сЛ of X Qeo{A) and for л!л 0  such that the operators 
j? n(X),S n(X) are continuously invert!ble and the Inverses are uniformly 
bounded on (see Lemma 3.3). Note that the operator functions 
and £„*("1 are holomorphic on A (. 
13 
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The equations (3.5) can be written, correspondingly, as follows : 
R (XH/-Ä CX) - 1* (X))u-0, S (X)(/-S (X)~ lL (X))* = 0, 
Я Л Л" л л л Л 
i.e. 
A(X)ifi* (X)tMf^Cp /> , g'(X)>Ä" 1(X)y,(X)]u=0, (3.6) 
Л 1*1 Л Л Л 1 
В(Х>* »S„(X)C/-IJ=™< . , yJ(X)>S"1(X)<j HX)]x =0. (3.7) 
л л л i*l л л л I  л 
Define on A t  the operator-functions C4-):A 1-*Ä(£/,C O T), IVt-hA^ž&tC"1, Ш 
and C"(*):A "+ŠŠKX ,Ста), D"(*):A ~*ЛЧС г а,Х ) by the following relations: 
Л I  Л Л I  л 
C'(X)U -( <pPu, #'(X)> <p Pu.^x» ), 
л л л л л 
»;,<»<«, •j-zEv.-'txjr/x), 
С^(Х)ж
я
.( <дг
л
, ,>» <х
л
, *ЧХ)> ), 
0"(Х)(в, аг,(Х). 
Л 1 ИХ I -1 1 Л Л 1 
All these operator-functions are holomorphic on A f, uniformly 
bounded , and equlcontlnuous on every compact A QsA (. 
In this notation equations (3.6) and (3.7) can be written as follows : 
А(Х)«-<
л
(Х)[/-£Г(Х)СЧХ)1н«0, (3.B) 
В (X)jr -S (X)t/-JJ"(X)C"(X)]* =0. (3.9) 
Л Л Л л л л 
Define now the operator-functions Af n('),7' n(-): А 1^*ЖС т,С г а) as follows: 
M ( W-C'I lfl'H, T (•)•/-С"(Ш"(-) . (3.10) 
л л л л л л 
Note that 
f^CXHa. «J>r-V<Pn^^aJÄn-1(X)rJ(X).if;(X)> = 
-г- 2'ДГ-/
Р
„™- 1(Х)Г,(Х). <<х». 
"т», -V <<*»• 
and М
п
(Х),Т
п
(Х) can be represented as matrices with elements 
RA R E(X)=S - <p PH - ,(X)F (Х),У(X». (3.11) 
л ra л' л a л 
t ™(X)=8 - <S~ll\)q г (X), Z(X)>. (3.12) 
л ra л л a л 
These functions are holomorphic on A (  , uniformly bounded, and 
equlcontlnuous on every compact A | )cA ]. (It.is not important for us which 
norm is fixed on C m.) 
3.5 (Reduction of the problem to the case of matrix-functions). We 
shall use the following lemma : 
Lemma 3.S [111. Let U,V,W be complex Banach spaces and A(-), 
*(•), C(-), IK ), M( ) holomorphic on some region A (  cC operator-functions 
with values in &IU,V), ЯШ, V),&\U,W),SHW,U),SH.W,W), correspondlingy. 
Let A (  cp(jt) and the following relations hold : 
A()-Ä()(/-0()C()), Ml)-I-C(Wl). (3.13) 
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Then 
1) V0, A(X o)u o=0 * C(X 0) V0, MX 0)[C(X 0) U 03-0, VX>(X 0)C(X 0)U 0, 
2) W 0*0, Ml\ o)w o=0 * D I \ q ) w q * 0 ,  A(X 0)TO(X 0)IR 0]=0, W 0»C(X 0)D(X 0)W 0, 
3) u( ) Is a Jordan function of order r for A(-) at XqEA1 * 
* C(-)U(-) is a Jordan function of order r'i r for M (•) at X0EAJ , 
4) vd ) is a Jordan function of order r' for M (•) at Xgt/^ » 
» 5(-)w<-) is a Jordan function of order rir' for A(0 at XgSA^ 
5) u(-) is a Jordan function Of maximal order r=v(u(X0)) for A(-) at XQeA 
* C(-)u(-) is aJordan function of maximal order r' for M (•) at XgtAj 
and r'=r, 
6) w(-) is a Jordan function of maximal order r'=v( wtXQ)) for M (•) at XgtAj 
» OH w() is a Jordan function of maximal order r for A(-) at XQeA 
and r=r\ 
7) a(A)=o(M) and at each point Xgeo(A) the vectors of multiplicities for 
A(-) and Л#(-) coincide: v(X 0,A)=v(X 0,Af). 
Proof. 1) If u Q*0 and A(X o)u o=0, then from (3.13) we get 
[/-Y(X 0)C(X 0)3u 0»0, U0.S(X„)C(X0)V0 
and thus C(Xg)u0*0. 
2) If w *0 and M(X„)w =0, then from (3.13) we get w =C(X )D(X )w 
0  0 0  0 0 0 0  
and thus i>(X0)tr0*0. 
3,4) Recall at first that u(-) is a Jordan function of order r for A(-) 
at Xa if u(Xo)<0 and A(-)u(-) has at XQ the zero of multiplicity r. Now the 
assertions 3) and 4) follow from the identities (we shall write here u 
instead of u(X), A Instead of A(X) etc.): 
(3.14) 
A ( D w )  = Rll -DCiDw=RDlI-Cülw={RD)Mw (3.1S) 
(recall that all these operator-functions are holomorphic). 
5,6) These assertions are direct conclusions of the 3) and 4) together. 
7) This assertion is a direct conclusion of 5) and 6). • 
Corollary 3.S. For the operator-functions A(-),fln(-),Mn() and TM-) 
in paragraph 3.4 we have 
o(A)=o(A#n) , a(Sn) = o(Tn) 
and for every X„eo(A), X ea(Я ) there hold : 
'o n n 
v(X ,A) = vlX ,M ), v(X ,B ) = v(X ,Г ), 0 0 n n n - n n 
v(X„ ,A)=v(X„,M ), v(X ,JB ) = v(X ,r ), 0 On п n n n 
x (X ,A)- x (X_,M ), x(X ,« )= x (X ,Г ). 0 On n n n n 
13* 
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3.6 (Closeness of matrices and T (•))...For us it will be impor­
tant to estimate ||Af (X)-T (X )j| and \detM (X)-detT (X)| on a compact Л еЛ . 
Л Л n n 0 1 
Denote 
e r e(X)= m r a(X)-t j r a(X), в =s (A )*maxi |e r j l(X)l I ХеЛ
л
, 
л л л л л 0 л « 0 
Then it is clear that 
Ш (X)-T (X)L!<ce , \detM (X)-detT (X)|ŽCE УХеА
Л
,л*я
п  
(3.16) 
Л Л Л Л Л Л 0 0 
(recall that т
д
(Х) and t^tX) are uniformly bounded on A f l). 
For e^ s(X) we have 
e r a(X) = 7иТ""(X) - t r a(X)=<p PR'\\)v (X)-S~'(X)g (X)v (X), ^(Х)>= 
n Л Л Л Л S л Л 11 л 
= <5 - 1(X)(S (Х)р Р-д Я (X )]Я"'(Х)г (X), У (Х)> = 
л л л л л л а ®л 
= <5~ 1(Х)ГВ (Х)р Р-д А(Х)]* - 1(Х)г (X), у г(Х)> 
л л л л л • л 
and thus 
Е = max I <$"'(Х)[8 (Х)р P-g Д (X )]* ~'(Х )r (X), g r  (X »|. (3.17) 
" ХеЛ 0,г,я=1,...т " rinn пап 
Let us examine the function If v^t 1) Is determined by (3.2). 
We prove the following lemma: 
Lemme 3.6 [8,2,10 J. Let к^(-) be defined by (3.2). Then 
Ä l(X)v,(X) e ?(A.X„) VXEA , ПЪЛ n 1 0 0 0 
and 
£ SI = max (||(g' A(X) - В (X)p' lull I XeA , UeJjMA.X ), IfuH = 1 }. (3.18 ) 
Л Л Л Л Л 
1 
и и 
At that E n~*0 (леМ). 
Proof, fror X* X Q  we can write 
P"'(X)=A - ,(X)[A(X)-K (Х)+АГ (Х)]Я '(X)=A l(X)[/+Jf (X )* "'(X ». (3.19) 
Л л п л л л 
Note further that for X*X f l  we also have 
A - 1(X)K i(X)=(X-X 0)" V aO s(X)c?(A,X 0), 
A~'(X)Jtf (X)u=S J;7*(X-X„)" V '<p Pu, #'(X)>i/(X)e?(A,X ) VusU. 
Л i— 1 и Л Л I о 
Hence, for X«X 0  we have Я^'(Х) v^FX )E<HA,X o> and from the continuity of 
the R~'(-)r (•) we conclude that R 4(X)V* (X)<=3 (A,X ) VXEA . 
n n n a 0 0 
Now from the uniform boundedness of g^( ) and S^1  (•), n i n 0  o n  
we get (3.18). 
The convergence $^-*0 (neN) we prove by reductlo ad absurdum 
proof. Let there exist the subsequences AQ  and fu n^n w J^,c  & (A,X0) 
so that, contradictory to assertion, we have 
Iltq'AtX )-B (X )p']u II i a>0, II U 11 = 1 (леАЛ. 
Л л л л л л л 
Recall that АН and Я
я
Ы, neIN are uniformly bounded and equlcontinuous 
on A Q. SO from the compactness of A Q  and <UE<?(A,X 0)|| |ull = l) it follows 
- SO -
that for some AT'sAT, X°eA 0  and о°еУ (A.Xg) we hare 
II q^A(X 0)u°-B i i(X 0)p n  u°||ia>0 (neJV). 
But this Is a contradiction with assumption b3.1) by which 
Sn(x0)pnu°-M(x0)u° 
4. The Proof of the Theoreme 2.2 end 2.3 
4.1 (Common assumptions and discussions). For both theorems 2.2 
and 2.3 we shall: x. 
1) define functions г^(-) in paragraph 3.2 by relations (3.2) and take V t= Vg, 
' 2) define the convergence of sequences a n <l using the 
operators p' n  and q' B  , nsN which are linear and continuous on the subspaces 
<MA,X 0) and V Q  , correspondingly, 
3) look at compact Л
о  
in a small neighborhood A (cA of X 0« a(A) and 
indices a so great that (a)the assertions of lemma 3.3 hold and ( b) the 
elements (X° X°) are linearly Independent for all X° in Ag (this 
can be assumed because the elements are linearly Indepen­
dent and the functions r (•)„...»• (•) are holomorphlc on A1). 
We shall use the following theorem: 
Theorem4.1 (see [6,123). Let M( ) be holomorphlc In some neighbor­
hood of X eC matrix-function and XQco(Af).Then the algebraic multiplicity 
v(XQ,M) of Xo is equal to multiplicity of X0 as a zero of the holomorphlc 
function detM(-). • 
Denote v(X ,A)= К v(X,A).Then by Corollary 3.S and Theorem 
О Х«о(А)ПЛо 
4.1 we have the following corollary: 
Corollary 4.1, The following assertions hold: 
1) .(A 0,A) = v(X 0,A)=v(X 0.AO= (4 „ 
= the multiplicity of Xg  as a zero of the function detAf(-) 
2) v(A„,B ) = v(A ,T )»the sum of the multiplicities of all zeroes , On on 
of the function det 7M') In AQ. m 
For the Investigation of the zeros of the functions det7M-) the 
v following lemma will be used: 
Lemme 4.1 [8,10 J. Let Г be the boundary of the compact A Q. Then 
there exists an index л =JI (Г) so that for all 
1) on Г there exist Inverses Af^tX) - 1  and they are uniformly bounded 
for лгл (, ХеГ, 
2)$up(|detM n(X)" l | |XEr, nin 1)=sup(|detA# n(X)r l |Xsr,nin l>^c< m, (4.3) 
3) I n f  ( ldetM n(X)| J ХеГ, лгл, ) i a  > 0. (4.4) 
Proof. We shall prove .the existence and uniform boundednese of 
M^IX) - 1, ХеГ,л*я (. From this It follows that all the elements of matrices 
- SI -
* T C''" r  ~ - «жи 
J R nnmnli I if r,r-: i 
Л#
и
(Х) 1  are uniformly bounded and, therefore, (4.3) must hold, too. From 
(4.3) we Immediately get (4.4). 
Let there exist, contradictory to assertion 1) of Lemma 4.1, the sub­
sequences (X ) and (w ) ... with X еГ, w eC m, llw 11 = 1 so that 
Л new л JieJV' л л л 
M (X )w -»О (леАЛ. Using the compactness of Г and (w 1 we find 
л л л л neJV 
AT'cN 1, Х°$Г and w°е€ л  with ||w°|| = l so that wn~*w° (леЛ/"). 
From the equlcontinulty of **^(0 on Г we have now, also, 
M n(X°)w°^0 (neN"). And using an identity simillar to (3.15) we get: 
A{X0)D4\a)w°'Rni\0)D4X°)MJ\0)w>-*0 (леЛГ). (4.5) 
Since Х°бГср(Л), we have also J)4X°)w°->0 (fleN").And from this 
we get V?n(X0)XV(X°)ir0-*0 (ле>/"). Therefore, If w®=(a l,...,a m), then 
T'~?«.R (X°)*M(X°)r.(Х0)»!';",*,v(X°)->0. 
lal l п Я 1 J—1 j j 
From the linear Independence of the elements v^X0), /=l,...,m, it 
follows now that 0^=0, i=l m. Therefore w°=0, contradictory to || w0||=l.B 
4.2 (Proof of Theorem 2.2). Theorem 2.2 is a straightforward conse­
quence of Corollary 4.1 and Theorem of Rouchä for the functions detM^(-) 
and detT^l-) on AQ.The fulfillment of the assumptions of Theorem of 
Rouch* follows from estimation (3,16), Lemma 3.6, and Lemma 4.1. 
4.3 (Proof of estimation (2.1) In Theorem 2.3). To prove the esti­
mation (2.1), we shall use the following lemma: 
Lemma .4.3 18,10]. Let If be a complex Banach space, and MJ ), 
Г (•) (леМ) be holomorphlc in some region A (cC operator-functions with 
values in SB{W,W). Let A g={XeC | |X-X 0US IcA^ Г be the boundary of A 0  
and the following assumptions hold: 
1) о(М
л
)ПА )  = 1Х 0), x(X 0,A/ n) = x VnelN (4.6) 
with x(X„,M ) the order of X as a pole of Af ( ), 
,0л о r  n 
2) sup II M (X )|| sup II M (xf'fl 5 с < a, , (4.7) 
ЛйКДеГ n ]1cN ,АеГ л 
3) Л =Ч (Г)- #uc Ш (Х)-Т (Х)||-»0 (леМ). (4.8) 
л 'л ХеТ л л 
Then for almost all ЛЕМ the following estimation holds; 
X /9 afn, IX-X I i С(л ) l / x  . (4.9) X e<7( Тд)ПЛо 0 л 
Proof, from (4.6) it follows that the function (• ~^Q)XMn  M-) i s  
holomorphic on A . Thus, by the principle of maximum of modulus and 
(4.7) we have 
sua II(X X )*А/ (X) *|| = s"J2 ||(X X )"м (X) 'fl 5 с < ш . (4.10) 
ХеЛо 0 л ХеТ О n 1 
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Therefore, Inf ||(Х -X. ) *Af (XIII il/c and, If for some X*X„ I* A. we hare 
А еЛо О il t Ö U 
!1(Х-Х0)"*АГл(Х)-(Х-Х0)"*Тл(Х)| < l/c, , (4.11) 
then the operator (X-X g) хТ л(Х) will be Inrertlble (aa an operator which 
is sufficiently close to the inrertlble operator). Hence, the operator T^IX) 
will be inrertlble for such X#X 0. 
By (4.8) we hare Ч
я
~*0 (лсН). Thus, for large л we «hall hare 
1/Cj and the operators TMX) will be Inrertlble In the aanulus 
<с,т|
л
)1/Х < !X-X 0I s 8 
(for these X we hare (4.11) fulfilled). 
Therefore, Хео(Т
л
)ПА
о  
» |Х-Х01$ст|л/м. • 
The estimation (2.1) In Theorem 2.3 Is a straightforward consequence 
of Corollary 3.5 and Lemma 4.3. The fulfillment of the assumptions of 
Lemma 4.3 follows from Corollary 3.5, Lemma 4.1, estimation (3.16) and 
Lemma 3.6. 
4.4 ( Proof of the estimation (2.2) In Theorem 2.3). To prove the 
estimation (2.2), we shall use the following lemma: 
Lemm« 4.4 [9,10]. Let If (•)) „ and (A ) „be holomorphlc In 
' n nmrf n n«Jv 
some region AfcC functions. Let A0=(X j|X-X0l*i)cA | t  Г be the boundary 
of A 0, and the following assertions hold: 
1) every function f (•) has In AQ  only one zero X-X0  and the multiplicity 
of X_ is v for every f (•), льМ, 
о 'л 
2 1  
Йй"п ( х ,Ч , | =е > 0- ( 4 Л 2 >  
3) »,61!f.r|1/f1,(x)|5Ci (4ЛЗ) 
4) n = r> (Г)- "ID If (X)-A (X)|-»0 (neN). (4.14) 
л л ХеГ л л 
Denote by о(*
п
) the set of zero s of the Ь 
д
( •), by v(X,An) the multi­
p l i c i t y  o f  t h e  z e r o  X  o f  h  n ( - ) ,  a n d  b y  T  t h e  s u m  x „ a „ S O < J *  . h  
Then A„flo(A )*0 and IX-X„Uci| for almost all o«N. • 
о л о 'л 
The estimation 2.2 in Theorem 2.3 is a straightforward consequence 
of Corollary 3.5 and Lemma 4.4 for f nl') m  A^t-')»diet Tn(-). Assump­
tions 1,3) and 4) follow from Qorollary 3.5, Lemma 4.1 estimation (3.16) 
and Lemma 3.6. To apply lemma 4.4, we must yet guarantee assumption 2) 
there. For this we use the freedom in the choice of functions g^(-) and 
choose them so that (4.12) Is fulfilled. In Lemma 4.5 In the next paragraph 
we shall demonstrate one poasibillty of such a choice. 
4.5 (One auxiliary result). Denote by ЯХ) ***• value of the /-th 
derivative of the function Я-) at the X = X 0-
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Lemme 4,5 [10]. Let in paragraph 3.2 the functions r^C), s=l,...,m 
be determined by (3.2) and the functions g"" (•), r=l,...,m, neN as follows: 
л 
<<X>=<*(X-V*;'*..*(X-X 0>X X  , (4.IS) 
with from paragraph 3.2, x = max {v^vlu") |./=l,...,m} and 
<*=£7.ГС*л ' *-1 x '»К») 
where are determined by following equalities: 
™ «.17, 
Then for v - v 1*"-4 v r a  we hare 
rfetM j j(X)|51 v = ,x0-»> (neN). (4.18) 
Proof. 1) Let us denote ср* г(Х)=<р
п
Ры
я
(Х),^ЧХ)>, s,r=l m. By (3.1) 
we have p"(X 0)-»$ e r  (леМ). Let us prove that 
v"(x'|l-Xo"*° (лбМ|- ®,r=l m, /=1,... (4.19) 
For this recall that и (X)=u°+(X-X )u' + ...+(X-X lKu* with u'=0 for 
я  s  О  я  О  a a 
/iv . Define , also, =0 for *>x. Then the direct calculations give: 
О
х )1йхо - ^:'о(у) < Рл Р и. ( Х )1хУ1х 0. = 
= K'oh gn"J> -
.1!<pnp«i 
Therefore, we have 
v;r<x,lx"x0^ - »<'. =0 <«•»• <4 20) 
2) Let us prove now that for r,s = l,...,m there hold: 
<4*>li-Xo"*0 ,"sN)' /=1 v,-1' <"(X'lbxV 5„ <"eN>- <4 2D 
Examine the functions ф""(•): *""(X) = (X-X l i)V a[5 - m r"(X)]. Clearly, 
Л Jl и гв л 
C ( X )lx"xo = 0- v.-l, Ф"(Х)|х=^ 0- ™"<X)-S„- (4.22) 
Using the definition of m"(X) In (3.11) and v^tX) in (3.2) gives us; 
*er(X)-(X-X„)Ve<p PR~U\)r (X), #r(X)> = <p PÄ"'(X)A(X), g rtX)>. 
Л О л л я л л Л л 
Now from A(X) = Än(X)-KÄ<X) and the definition of K^CX) in (3.3) it follows: 
**r(x)-<p jiPua(x),£^(x)>-<pDPÄ„'(x)i;J;=74piiPtii(x),^(x)>Fi(x),^(x)>» 
=<p"'(X)-ZJ"™<P Pu (X),#'(X)> <p Р*"'(Х)г (X),g r(X) _> = 
n i=l VI Ji л л л I, л 
-v'"'(x)-ž:';"' v  •'(Х)(»-Х 1 1)- ,"Ф' Г(»=/ Г(Х)-1':>: ,(Х)[8 -ш г'(>|1. 
il 1= 1 л О Л il 1—1 л IT п 
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So we Кате 
E'AVP л' (  X  > x  >" Ф "« x  1 • (4-23' 
From (4.23), (4.22) and (4.19) we get 
о:ч ><' ( xo >=c<v-° 
and, therefore, mre(X„)-»0 (леИ) because <>"'(Х„)-*5 , (n«N). 
л и  л  о  ал 
For /»l,...,u a  calculating the /-th derivative gives us: 
^Г^ФОИх'-х о< ( х ,1х.1о-С ( х >1х=Хо- 0' "I.....».- 1. 
E^r^,.(/0^(x>i$Sx,<itx)ii'rfe-*r«x>ii2xo-v-;e<xo>.'-v 
From these equalities we get (4.21) using (4.19) together with V^''X0)"*$eJ , 
И
п" ( Хо'- > 0  <" s N)-
3) Let us prove now that (4.18) holds. For this we note that the 
function detM n(-) is the sum of products of ra elements where in every 
product all el^tnents are from different rows. Using the equalities (4.21), 
it is not difficult to see that the v-th derivative of the product 
m^ l(X)-...-m^ J(X)-...-in^™(X) converges to 1 and the v-th derivatives of all 
the other products converge to 0. From this we get (4.18). в 
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0 СХОДИМОСТИ СОБСТВЕННЫХ ЗНАЧЕНИЙ ПРИ 
АППРОКСИМАЦИИ ЗАДАЧИ 
0. Карма 
Резюме 
В статье рассматривается проблема собственных значений 
для голоморфных фредгольмовых оператор-функций. Используется 
схема дискретной аппроксимации банаховых пространств и регуляр­
ная аппроксимация оператор-функций. Приводятся доказательства 
асимптотических оценок скорости сходимости к точному собствен 
ному значению как каждого собственного значения приближенной 
задачи в отдельности, так и для их взвешенного арифметического. 
Статья является укороченным вариантом статьи [101. 
S6 
Acte et commentatlones unlversitatis Tartuensla, 863, 1989, 57-70. 
РЕГУЛЯРИЭОВАННЫЙ ИТЕРАЦИОННЫЙ МЕТОД 
С ОТНОШЕНИЕМ РКЛЕЯ 
Таймо Саан 
В данной работе исследуется скорость сходи­
мости итерационного метода с отношением Ре лея. 
Этот метод обладает свойством монотонного убывания 
норм невявок и для эрмитовых и для неэрмитовых 
матриц. В случае нормальной матрицы метод имеет 
пятый порядок сходимости. При матрице простой 
структуры для данного метода сходимость линейная. 
В случае симметричной матрицы этот метод исследо­
ван в C4J. 
В работах [21, [51, [6] и [7] исследована быстрота сходи­
мости итерационных методов ROI (Raylelgh Quotient Iteration) И 
OTSI (Ostrowski'» Two-Sided Iteration) ДЛЯ 0ТЫСКЗНИЯ СОбСТВеННЫХ 
значений и собственных векторов матрицы т. В случае эрмитовой 
матрицы т эти методы совпадают и обладают свойством монотон­
ного убывания норм невязок (см. [21, [71). В случае ненормальной 
матрицы т указанные методы свойством монотонного убывания 
норм невязок не обладают. 
Пусть дана комплексная (п*п)-матрица т. Через 
а(Т)-(х,,х
г
,...,х
г
> и (х,,х2 x r>, rsn, обозначим множество попарно 
различных собственных значений матрицы т и соответствующие 
им корневые подпространства. 
Определение 1. Отношением Релея для матрицы т называется 
ФУНКЦИЯ p(v)»(Tv,v)/(v,v), ГДе TsC n\(0). 
Для отыскания собственного значения х матрицы т и соот­
ветствующего ему собственного вектора х используем следующий 
итерационный метод. Сначала выберем единичный вектор 
Затем для k-o,i,2,... повторим следующие шаги: 
(I) ВЫЧИСЛИМ Рк -Р<*к , - ( Т тк- тк ) :  
(И) решим уравнение tok+(T* pk)(T-p k)iw k-T k, 
57 -
ГДе <*
к
>0 И jllm <х
к  
=0; 
(III) формируем vk*,=wk41/||wk+1||. 
Шаги (II) и (III) можно объединить в один, 
(ID 4*i"4C ek* ( T*-Pk> ( T-Pk ) r l vk ' гД е  
т1«|[в
к
+(Т*-р
к
)(Т-р
к
)Г 1т
к
Г
1
. 
Рассмотрим сначала локальную сходимость итерационного 
метода des регуляризирующего члена (<* t=o). Дополнительно к 
обозначениям а(Т)-{х,,х2  х г> и tx,,x2 х г) вводим множество 
корневых векторов {У,,У 2,...,У г> матрицы т*, соответствующих 
значениям Х,Д2  Х г. 
Из высшей алгебры известны следующие факты. 
Факт 1. Если х, собственный вектор матрицы т, соответст­
вующий х„ a Yj собственный вектор матрицы т\ соответствую­
щий X,, Х,*х,, то (х„у,)=о (см. [5, стр.213). 
Обозначим алгебраические кратности собственных значе­
ний х, через п„ тогда l^+nj+.-.n^n. 
Факт 2. Если корневое подпространство х, состоит только 
из собственных векторов, т.е. х,={х|Тх=х,х}, то г, состоит только 
из 
собственных векторов матрицы т* и можно выбирать базисные 
векторы х„,х | 2  х,^ и у,j,У|2 у,„, такие, что 
(х„.у
а
>=о при J*k, 
(x„,y i t)*o при j=k 
(см. tl, стр.244]). 
Допустим, что собственное значение х, такое, что соответст­
вующее ему корневое подпространство х, состоит только из 
собственных векторов. Обозначим через р проектор Рисса в с", 
проектирующий на х,. Тогда проектор р* проектирует на собст­
венное подпространство матрицы т*. соответсвующее собствен­
ному значению X, ,т.е. на Y,. 
Любой вектор x t£X,, IIх,||=1 можно представить в виде' 
х 1«Р*х 1+(1-Р*)х,Н|Р*х,||—~^|*(1-Р'')х 1. 
Обозначим а=||Р*х | |, У,=Р*Х |/||Р*Х,|| и У=(1 р*)х,. Отметим, ЧТО у, 
будет нормированный собственный вектор матрицы т*. Поступим 
с вектором у, так же как и с вектором 
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yl-Py1+(I-P)y J=||Py1||-j^|+(I-P)y1. 
Так как р проектор Рисса, то Ру1/||Ру1||-х1. Будем пользоваться и 
обозначениями ь=||Ру,||, *«а-Р)у,. 
Теперь можно собственные векторы х, и у, представить в виде 
х,=ау,+У , у,=Ьх,*$, (1) 
где УбГ/гУг+Уз+.-.+У,. И ÄsX,T»X2*X3*...+Xr. 
Убедимся, что e-b-i/Uj.y,) «к. Для этого преобразуем 
(ХнУ 1)-(х 1 >^ 1 |). 1^(х |,Р'х |).^ й(Рх,.х,).^.- |.^-. 
Так как llx.Mly,!!-!. TO l(x,,y,)|äl И 1!Р*х,Ц-1/(х1,у1) il. 
Хорошей вычислимой мерой точности пары Ep k,v k], l|v t||-i, 
как собственной пары для матрицы т является вектор невязки 
rj'Cr-pj)^. 
Теорема 1. Пусть последовательность (v k> такая, что 
dist(v,.,x1)->o при к-»ш. Если подпространство х, состоит ТОЛЬКО 
из собственных векторов и в итерационном процессе Ш-(Ш) 
«t=0, k=0,i,2... , ТО имеет место СХОДИМОСТЬ •1-»х1, х,еХ, и 
1) в случае ||р*х,||>1 выполняются 
Um lim q, где q=1-1УIIP*x,И a; 
k-»oo ' 1 Pk' k-*ro "ri" 
2) в случае i|p*x,||-i выполняются 
где (1 - минимальное отличающееся от нуля собственное значение 
матрицы (т*-Х,){т-х,) и г некоторый соответствующий ему собствен­
ный вектор. Равенства в оценках выполняются, когда начальный 
вектор v0  не ортогонален множеству (w| (т'-Х^ст-х,)*»^) 
И p(z)*Xj. 
Доказательство. Рассмотрим случай !1Р*х,||я. Представим 
приближение v t  в виде 
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v k«& k(xj+6 tz k), (2) 
где xi=Pr t/IIPv t | | ex,, z tsX, T, llzj.ll-1 и коэффициент e k  гарантирует, 
что вектор T t  нормированный. Преобразуем 
p t-x t« (Tv t,v1)-x,(vk,v1)= ((T-X,)vk,vk)» 
* ((T-X1)B1(x^*e1z l [),fr l.(x{*e1z l.))= 
= lßkl2((T-X,)Ekzk,x}+Ekzk)<= 
- |ß t|zE1((T-X1)zk,xV*0(lE1l2). (3) 
Обозначим y{-p*x{/||p*xfl| и представим векторы x{ и в виде 
*|"ЧУИк . yt-b kxi*8 t, (4) 
где 9
к
eY, T, 8
к
бХ, т  и а^ЦЧЛх^.у}). 
Если для какого-то индекса к приближение p t=x,, то из ите­
рационного шага (И) следует, что v t„ будет точный собствен­
ный вектор. Продолжая итерационный процесс, получим, что 
[
Р -
,т„] будёт точная собственная пара для всех m*k+i. 
Дальнейшие рассуждения проводятся в случае р
к
#х,. Так как 
a t-o, k-o,i,2 то приближение v k + I  в итерационном процессе 
можно представить в виде 
ri»i = TtHT ,-p k)fT-p 1)]' 1v k. 
Учитывая представления (2) и (4), преобразуем 
=' rkPk'T-p k)' 1(T' ,-p t)' 1(a k y{*y k*EkP , Z t  + E l l(I-P ,)z 1) = 
- Т 
2  ßk (Т-pk - 1—(Т * - p t  И (y k  *E k  (I - Р* )z k  ))= 
Xl P k  
4- X-(T-p k)- ,(a kyt*E tP*z k*a i-p 1)(T*-p k)- l(? k*E k(l-P ,)z t))= 
X,-Pk 
=2&b,T-p k)<(y}*t k>, 
X,-p t  
где t ll=-l-(El [P ,zt*(x r P t)(T ,-p t) ,(y k+Ek(i-P ,)z 1)). 
ak 
Так как y 1*6 t(i-P*)z 1  eY, T, то IKT*-p k ) 4 ( # k * E t(l-P , ) z 1)||4conat и, учи­
тывая еще равенство (3), получим, что КцИ«о(|Е
к
1> Теперь 
ьо 
*i'Pt 
=^5kb ( T-p k)4( b l X» + S k +p t k +(i-p)t 4)= 
xi~Pk 
^(Vt*P tt +(T-p l)" l(s l+(i-p)tj))= 
*l~Pk Äl Pk 
4 (^нрч )^,т"р»)ч(й'+(,-р,ч,)-
Так как x{+-^-Pt k  «х, и (T-p k)-1(« l+(i-P)t t) еХ,\ то учитывая пред-
bk 
ставление (2), получим 
v., xK; P t* „ (T-pk)-48k4i-p)tt) -
х, '= j* И zw l= . IS) 
llx{+-Lpt k|| |l(T-p k)- ,(8 k*(I-P)t k)|| 
Di 
Теперь вектор v k>1  приобретает вид 
'•м.hj.j.j-r.,1
Я|,Х'^,„т-, 
1 1  | Xi-Pi' Ь^хМ-Рч! 
°к 
Из предположения теоремы diet(r k,x,)-*o при к-*=> следует, что 
ßk^i и 
1- l |v kll ,-lß k l zllxV6kzkll a-lßkl 2(HO( |E k | ) ) .  
Так как l|t k||=o<|s k|), ||р||<<= и i/b k  «(xf.yf), то 
|x^P t l | |..+ 0 < | S k |). 
Опираясь на представления (2), о) и (6), вычислим 
biL« txi-Pt»inT-pk)-4tk*(i-p)tk)a _ 
Е* * 4b kllxt*-Lpt kfl 
IStl'ettttT-X.IZt.xtHOdEtDIIKT-ptl-'tVa-Pittlll 
д  
E kb kllxf+ J-Pt kll 
=„ «T-x.^.rflUT-pj^üu+U-PHJI (| |0(U „j. 
bk k  
- icT-x.^'XfticT-^H^a^Qd^n, 
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Учтем, что z t* ( T  P t"' )  (&k~'4 ( 1  P--~- и преобразуем 
Ek " bJI(T-p k.,)'1(ä f c. l+(I-P)t l. 1)|| 1  
il))= 
МКт-рц)-»«^,!! V 1  
bJjT-p^nv.!! 
=.<tel>(bo(| 6 v i ))=- M—bja±^i) a +o(| 6  I». 
bk bi 
Поскольку ||pt 1 l l=o( |E k l ) ,  то из (5) следует, что | |х}-х^1||=о(|б 1 |). 
Так как у}=р*х}/||р*х^||, то Иу$-зг$*Ч1=о с|e k  I) и 
lb k-b k t I|-|l/lx},yf) -1/(Х^,УГ')1=О(|
ч
|). Получим 
х^,х^) ( ь о  
н Ч 
1 1  
«- Ml^xii(i+o(Ul4|))=- (-^ -1)(.*о(|=ы|»= 
bk ьк 
-l-ltx^yVI^OdE^I)' I- i|p4ip +0(U t_,l). (7) 
Так как х, состоит только из собственных векторов, то 
q,s max ( 1- 1/||Р*х|| 2)<1. Следовательно, 
6k+l I 
к 
ä q,*0(lev l |) sq2  <1. 
Убедимся, что v k-»x,, х,еХ, при к-*со. Для этого покажем, что 
=> Xl*~lT P tl 
Z l | vk- vH|ll < m- в силу &
к  
= 1+0(|е
ь
I), х$ , 1 =--—f , и соотноше-
к=1 l | xi*™b t P ti | 1  
НИЯ s q- <1, оценим 
Е
к 
Ž K"»kJi = S H6k(xi46kzk)-Bk.i(xitUEk»izk.i |ii * 
к-1 к=1 
» X IIP»(x{+ElIk)-&M(x}+«kIk)+Pk.,(x{+EkIk)-&k,1(X^l+EktlZktl)tl s 
к=1 
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+Z , PW l l l*» + Ei Zk" Xl + 1" ek*l zktlll S  
k=l k=l 
s £ IO<lEkl)lllxf+Ekzk||+ £ l&k-t-l'IO(t-6kI ) I  S  const£lE tl S 
k=l k=l k=l 
sconst Uil ^ q2 l  = const |e||/Cl-q2) <00. 
k=o 
В итоге получается, что v k-»x, при к-»®. Вычислим (см. ш) 
C*,x 1)=(y l-bx 1,x 1)=(y,,x 1)-l/(x 1,y 1) = 
= [l(x,,y 1)l J-13/(x,,y,) »0. 
Опираясь на результаты (3), (5) и (7), вычислим 
x,-p t„ iPk.ii^k.iHT-x.iz^, хГМ-ьоа^,! 2) _ 
Х,-р
к  
" lß ll 26 i((T-X,)z k,x})+0(|E k| ! !) 
EM((T-X1)zktl,xW)+0(|sktlll) Ekll($,xt)*0(|Ek|Z) 
T^^õõe—ft4 0(|е1-1"' <8) 
где q=l-l/|iP*x,ll 2. 
Учитывая (2) и (3), переформируем вектор невязки 
ri= ( T~Pk , Tk= t T~Pk'M xi* 6k zk>* 
= 8 kCX 1-p k)x'+e tE k(T-p k)z k= 
= -ß klß kl 2Eki(T-X 1)Zk,x}) x*+ SkEk(T-pk)zk+0(lEkl2)= 
=-Ek((T-X,)zk,x})xf+ Ek(T-pk)zk+0(|6kl2). (9) 
Вычислим 
IMS.X^X,*»!! 3« ||-(y,-bx1,x1)x, +y1-bx,ll2= 
= Sl-iyj.xjjx^bxj+yj-bx,!)2* H-tyj.x^x^y,!!'-
• l(yl.x1)l,-(yl,x,)(x1,yl)-(x1,yl)(y1,x1)+l= 
- t-Uxj.y.Ji2- q. 
Опираясь на результаты (s>, (7) и (9), вычислим 
LL'-kJUl-iw.UT-X.lz^, ,X^)X^UE^(T-P w,)Z^OCIE w,[')» e  
llr„II II 6k((T-X1)zk,xi)x^ Ek(T-pk)zk+OCiEk|z)|l 
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- 
=
ужйвй
1*о(|е1-1|)* ч+о(|е*-'|к <io) 
В пределе к-»а> результаты (в) и (ю) завершают доказательство 
случая 1. 
Приступим теперь к доказательству случая 2, т.е. ||p*x,||«i. 
УйеДИМСЯ, ЧТО х 1-у 1=Р ех 1/||Р*х,||, 
llx.-y.ll 2- «X,- Ij^jill 2- llx,-P*x «,и г= 
= 1-(х 1,Р ,х 1)-(Р*х 1,х 1)*||Р ,х 1 | | г=0. 
Рассмотрим случай, когда для каждого ХЕХ, выполнено 
Х=Р*Х/||Р*Х||, т.е. т*х=Х,х. Учитывая еще представление векто­
ра V,. в виде (2). преобразуем 
p t-X,= (Tv 1,v 1)-x 1(v 1,v k)= ((T-X,)v k,v,.)= 
= {(TX^ß^xf+E^.ß^X^Zj))-
= |ß1l2((T-X,)E1Z t,X^E l lZ1)= 
= IB1I2(E1Z1,(T*-X1)(X^*E1[Z1.))= 
= lß1lZ(E1Z1,(T ,-X,)E1Z l)= 
=  |ß1 | 2 |E 1 l2((T-X,)z t , z l ) .  (11) 
Вычислим 
"til 
= ,2 
x 2(T-p t)- 1(T ,-p 1)-'T l l= 
= T 2(T-p tr(T ,-p l)- ,ß 1(xf*E 1z 1)= 
= t2ßk(T-Pl[n[--^-e t(T*-p1Hz l l]= 
xr?t 
= TZßt[-fx'-^p*Eti'r-Pi'4(T*-i5iilz1]= 
" Tx ^ p^lr'x'+1 x r Pi' 'ei11 (T" Pt i"1 (T* - Pk l"1 zk ||zk*i1 • . <«2> 
г д е  z  =_<Iz£ki:«rzPt22b_ 
1,1 ll(T-p l)'1(T ,-p l,)1z1ir 
Сравнивая представления (2) и (12), видим, что в данном случае сох­
раняется направление вектора Pv k  даже в случае, когда собствен­
ное значение х, кратное, т.е. х,=х{ для каждого k=o,i,2 
Обозначим через и минимальное, отличающееся от нулясобст-
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венное значение матрицы (т*-х|)(т-х|). Так как матрица 
пГ-Х^ег-х,) положительно полуопределенная и ц#о, то ц>о. 
Проведем в подпространстве х,т следующее разбиение x,T«z®z\ 
где z-tzeX/KT'-X^CT X^z-u*). 
Предположим, что вектор zk  неортогонален подпространст­
ву z. Убедимся, что при k-*m имеет место сходимость zk-»z, *«z. 
Рассмотрим вначале случай, когда собственное значение ц 
однократное. Представим вектор zk в виде 
(13) 
где it«z, liik l-i. tksZT, fltkn»i и yk гарантирует единичность векто­
ра žk. Найдем вектор 
, ГГГ'-^НТ-Р^Г^- T1<T-P|=1'1 T*-PT)"1<TI4$K4L-
- n(-^-СТ-р^ИСТ*-p k  )Ч(Т*-Х, )(Т- X,)l k•$ 1(Т-рж) 4(Т ,-Р кИч1-
=^{(T-p 1)-'(T*-{l 1)-1(T*-X 1)(T-X l)t1*i.$ k|t(T,-p k)(T-p 1n-1ttltlltl). (14) 
где tb*l'n С <Т* -pk )ГГ-рк)J-*tk| • 
Из предположения теоремы dist(»k,x,)-»o при к-»® следует, что 
Рк
-»х,. Так как tk«z\ то получим ^ЛТШт'-^ит-р^ц»* 1/ц,', 
где ii, собственное значение матрицы (т*-х,)(т-х,) больше чем у. 
Так как и zM- (сы' (12,)- *° в силу соот" 
ношений из) и (14) для достаточно больших индексов к по­
лучим, что sk(i*o(|«k|1)). Следовательно, ц-»о при к-*<= и 
zk-»z, zeZ, причем сходимость будет линейная. 
Рассмотрим теперь случай, когда собственное значение и 
матрицы (Т*-Х1)(Т-Х,) имеет кратность т>1. Так как матрица 
(T*-xt)(T-x,) эрмитова, то подпространство z определяется 
только собственными векторами и из них можно выбирать базис 
ортонормированных векторов. Аналогично случаю m-i можно 
получить, что компоненты вектора zk не являющиеся собствен­
ными векторами матрицы (T*-xt)(T-xf), соответствующие ц, будут 
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стремиться к нулю при к-»со. Следовательно, все точки накопления 
m 
последовательности (z k) имеют вид г=^а,5, , где (Ei.Eg.—.S.) 
1=1 
является ортонормированным базисом в подпространстве z. Так 
как вектор z нормированный, то коэффициенты а, должны удов-
m 
летворять условию £ l®j!2=i- Так как в пределе к-*со направле-
1-1 
ние векторов z k  не меняется, то имеет место и сходимость z k-»z 
при к-»со. 
Из предположений теоремы вытекает, что ßk-»i при к-»™ и из 
(2), (И) И (12) получим 
Hm Um 
к-*со , ек' к"*а> ' ек' 
: lim 
к"* аз 
= lim |((T-X l)z k.z k)l 2l |[(T*-X 1)(T-X l)]- ,z tfl =  IHT-X,)z,z)| 2--. ' (15) 
К"* CD ** 
Если ((T-x,)z,z)#o, то при помощи di) и (is) можем оценить 
,)1 
И т  
1Х1 p*tlL Um ib>lJ''liilia  ' z t ; i 1  
IW 5  k^m lßVl ,°l«lJ t 0l((T- x l)z >"l k)l S  k~^co 
k-co lßkl l0|((T-X1)zk,zk)|s И 2  ' 
Если ((T-x,)z k,z t)=o, то в силу соотношения (и) справедливо 
р
к
=х,. Из итерационного шага (И) следует, что v k t l  будет точный 
собственный вектор матрицы т. Продолжая итерационный про­
цесс, получим, что [p„,v„) будет точная собственная пара для 
ВСеХ тгк+1. 
Если ((T-x 1)z k,z k)-»o, то аналогично пределу (16) получим 
Um (16') 
к-»»1ХГРк1 f 
Представляя вектор v t  в виде (2), и, учитывая z 1ix1, найдем 
норму вектора невязки 
llr kll 2= l|(T-p t)T t | | 2= | |(T-p t)ß 1(x 1 »E 1 z t ) l l 2 -
• lßkl2ll(T-p l t)x,>£k(T-pk)zk|l2= 
- lß ll ,IX1-p tl2»lß1l2|6 tl2ll(T-p l [)z t|l2. (17) 
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Из соотношений (tn, us) и U7) следует 
" fclrjÜTTJ^F 1ч? " ktliteV 
,„
т  ч  4  1 | 2  1 rKtT'-X.XT-X.Jz.zll И/» 
=|((Т Xj)z,z)I ^ {j((T*—X t)(T—Xj)x,z)Ibl 
.|((T-X,)z,z)l^{]|g^},/2.|((T.X,)z,z)|^{5-},/2. 
= |C(T-X,)z,z)ls-^ = -v lp(z)-Xtl. «в) 
Мы увидели, что из предположения неортогональности z k  
подпространству z следуют утверждения теоремы. Если z kiz, 
то видоизменения, которые нужно привести к доказательству, 
довольно очевидны. Так как z k  будет сходиться к собственному 
вектору матрицы (т ,-х,)ст-х1), соответствующее собственному 
значению большему ц, то оценки улучшаются. Нетрудно увидеть 
также, что если z0  (тогда и т„) неортогонален подпространству z, 
то и z k  в итерационном процессе будет неортогональным под­
пространству z. 
Мы завершили доказательство для случая 2, если для каж­
дого х,бХ, следует т*х,-х,х1. Но если найдется вектор х«х,, для 
которого т*х#Х1х, то вычисляя вектор v k t l, нетрудно увидеть, 
что в итерационном процессе будут расти компоненты собст­
венных векторов хех,, для которых ||Р*Х||>1. Следовательно, наш 
итерационный процесс не может сходиться к собственному век­
тору х,, для которого Цр*х,||«1. Но если такие компоненты 
отсутствуют, то будет верным предыдущее доказательство. В ито­
ге мы завершили доказательство всей теоремы. • 
Рассмотрим теперь локальную сходимость итерационного 
метода с регуляризирующим членом (а
к
*о>. 
Теорема 2. Пусть подпространство х, состоит только из 
собственных векторов. Если в итерационном процессе (I)-(III) 
dist(v t,x,)-»o при k-*a>, то выбор последовательности (a k> такой, 
что lim т,—^-гт -о, гарантирует сходимость v k-»x 1, х,«х4. 
к-* со 1 А1 ~ Рь 1  
1. Если ||Р*х,||>1, то 
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Ilm lim q, ГДв q-l-l/fiP'x,!] 2. 
k-*00 'Xl"Ptl k"»eo IM 
2. Если ЦР*х,Ц»1, TO 
lim const , Um-т-Ц^г »const. 
к"»ас lX|-Pll k-»a,' rl" 
Доказательство. Случай 1. Обозначим через A t-<T*-p k)<T- P l). 
Из доказательства теоремы 1 следует существование и 
IAJ^IU c/|x,-p tl2, где с некоторая константа. Теперь из предполо­
жения lim
т  
а* .** о следует, что 
k-»<u'Xl"Pi' 
HmBa^Av^lls Um i.a*C ,5 »0. 
k-»oo k->a,IXl"Ptl 
В силу последнего результата при k-»=> справедливо 
(a 1+A K) 4T l«tA t(a lA 1" ,+I)]" 1T K« {-a lA l" ,))A t"'*k -»A1"<T1I, Т.е. 
l*o 
[« i+(T*-p J [)(T-p t)]- ,v l  -• [(T*-pl)(T-p ]k)]"1Tl. 
Опираясь теперь на доказательство теоремы 1, получим, что 
утверждение случая 1 справедливо. 
Случай 2. Преобразуем итерационный шаг (ID, 
*iM.i"T 2ta k+(T*-p i)(T-p l)]" 1P 1,(x,+E li k)= 
-  * •  * E i  [ ' х  1 " P l  1 2 1  [ ™ ' * t T * " P l  1  ( Т " P l  , l l Z t }  *  
г л е  
, ta t*(T*-p t)(T-P l)3X 
Ä e  k < 1  llta l+{T*-p1)(T-p1 [)]" iz lll 
Представление 119) аналог представления (12). Так как 
Um "* r« =o и ||[e1*(T*-p l)(T- P l )] ' l z thM<co, то рассуждения 
к-»ш I A1 ~ Рь I 
теоремы 1 можно перенести и на этот случай. В итоге полу­
чим, что сохраняется сходимость пятого порядка. • 
В предположениях теоремы 2 фигурирует требование 
iim-т—«о. Так как величина ix.-pJ2  нам не известна, то 
k-»J xi-Pk' 
возникает вопрос, как выбирать последовательность {«
к
> в 
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реальном итерационном процессе. 
Проанализируем вначале, что означает требование 
iim-7——-тк=о для случая 1 теоремы 2. Учитывая результаты 
k-»m i Xl~Pkl 
из доказательства теоремы 1, вычислим 
IX.-fcl* ,, l= 1((T-X,)* t,x})40(l* 1l ,)l* 
Й, flr kF " k^ll-EHCT'x.iz^xVx^CT-p^z^öiiiTliTF* 
lUT-X.U.x,)!' )(Ž,x,)|» 
" l|-((T-X,)z,xl)xl+(T-X^)ž]P* «-(.$,X,)X,*8"F-
(l-|{x,,y,)r)Kx,,yt)r 1-q 
Из равенства (20) следует, что предварительные условия 
lim-rr——гт=о и lim ц"Ч»=о равносильны. Так как величину 
k->o, IXrPk l  nJ rll 
llr t | | 2  можно вычислять, то в реальном итерационном процессе 
последовательность <«
к
) можно выбирать так, что Um 
k-»CD к 
Для случая 2 требование Um-j----rj-o, как правило, равно-
к"*ао' 1 Рк1 
сильно требованию Ига-|^р=о (из (ш и (17) следует, что 
|х,-
Р 1 | 2=|Е к | 4и IM 4*l«kl 4>-
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THE REGULARIZED ITERATIVE METHOD WITH 
THE RAYLEIGH QUOTIENT 
T.Saan 
Summary 
The Raylelgh Quotient Iteration (RQI) suits well for finding the 
eigenvalues and eigenvectors of normal matrices. Its excellent global 
property is existent due to the monotonia decrease in the norms of the 
residuals. This property falls for non-normal matrices. The method 
(I)-(III) has minimal residual property for any matrices (see [2]). In this 
work the asymptotic covergence rate of the method (I) (III) is investi­
gated. In the normal case the asymptotic convergence rate for this 
method Is qulntlc and in the non-defective case linear. 
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РЕГУЛЯРИЗОВАННЫЙ ИТЕРАЦИОННЫЙ МЕТОД С ОБОБЩЕННЫМ 
ОТНОШЕНИЕМ РЕЛЕЯ 
Таймо Саан 
В данной работе исследован метод с обобщенным 
отношением Релея. В случае нормальной матрицы этот 
метод имеет пятый порядок сходимости. При матрице 
простой структуры для этого метода гарантирована 
квадратичная сходимость Подробно исследуется 
сходимость метода, когда матрица не имеет простую 
структуру. Оказывается, если собственный вектор, к 
которому ведет итерационный процесс, принадлежит 
подпространству, имеющему корневые векторы выше 
чем первого порядка, то исследованный метод имеет 
линейную сходимость. 
В работах [1], [21 и [3] исследован один регуляризованный 
итерационный метод с отношением Релея для отыскания собст­
венного значения и соответствующего ему собственного вектора 
для 
матрицы. В случае нормальной матрицы этот метод имеет 
пятый порядок сходимости (см. [1], [3D. Но в случае ненормальной 
матрицы порядок сходимости, как правило, не лучше линейного. 
1. Скорость сходимости для матрицы простой структуры. 
Пусть дана комплексная (пхп)-матрица т. Через 
а(Т)={Х,,Х 2  x r), tXj.X, Х г) И {Y,,Y 2  Y r>, rsn, ОбОЗНЭЧИМ MHO-
жество попарно различных собственных значений матрицы т, 
соответствующие им корневые подпространства и корневые под­
пространства матрицы т*. соответствующие значениям Х,Д2,..ЛГ. 
Введем и обозначения х, г=х 2+х 3+...+х г  и Y, T=Y 2+Y 3*...+Y r. 
Определение. Обобщенным отношением Релея для матрицы т 
называется функция p(v,u)=(Tv,u)/(v,u), где v.ueC" и (v,u)»o. 
Для отыскания собственного значения х матрицы т и соот­
ветствующих ему правого и левого собственного вектора ис­
пользуем следующий итерационный метод. Выберем единичные 
векторы v 0  и u 0, (v 0,u0)*o. Для k=o,i,2,... повторим следующие шаги: 
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(I) ВЫЧИСЛИМ p k-p(v k,u k)- (T T l'"*.; 
t Tk' uk' 
(И) решим уравнения 
[<.
к
*(Т*-р
к
)(Т-р
к
)]»
ы
=»
к
, 
[a k*(T-p l)(T ,-p l)]ü b t l=u 1, 
где <x t>0 И lim a t=0; 
к-»го 
(III) формируем у
м
-*
ы
/||#
ы
|| и и
ы
=й
ы
/||й
ы
||. 
Если (v k t l,u v l)=o, то выбираем другие начальные векторы v0  
и u0  и начинаем итерационный процесс сначала. 
Шаги (II) и (III) можно объединить в один, 
^.^[«ftT'-PtHT-p^X, где t2=||[a k+(T*-p l)(T-p l l)]"1T| [ll'1, 
"M-*lt« t*Cr-^)(T*-p k)]-'u t, где x k=l|[a k+(T- P k)(T*-p k)]" ,u k | |" 1. 
Замечание. В теоремах данной работы имеется предположе­
ние: пусть последовательности (v k> и tu k), построенные по методу 
(I)-(III), такие, что v k-»x, и u k-»y, при к-»ш, где Тх,=х,х, и т*у 1=Х,у 1. 
Из доказательств соответствующих теорем вытекает, что это 
предположение выполнено, например, если начальные приближе­
ния у0  и и0  довольно близкие к собственным векторам и р0  близкое 
к собственному значению х,. 
Введем векторы невязки r k=(T- P k)v k  и p k=(T*-p k)u k. 
Теорема 1.1. Пусть последовательности w k> vi (u k), построен­
ные по методу (I)-(III) такие, что v k->x, и u k-»y, при к-»ш, где 
Тх,=Х,х,, Т*
У 1=Х 1 У 1, ||х, ||=||у,||=1 И (х„у,)«0. ЕСЛИ lim jr^— | Т=0, ТО 
к"* оо 1  А1 pV 
ВЫПОЛНЯЮТСЯ 
lim^' P t*'.g-'conat, Iim-ji^nr^-ii=const, lim -jiM^T-r, =conat. 
k-»o | XrPi' k-»a>llrk»PkH k~» oo к Pk 
В случае T*XI-X,X, И ТУ,=Х,У, выполняются 
llm^-^^-^const, Ilm тг 2  =const, lim -const. 
k-*J XrPkl^ k-»oo" rk" "Pk" к-*ш" гк" "Pk" 
Доказательство. Обозначим через p проектор Рисса в с", 
проектирующий на х,. Тогда проектор р* проектирует на Y,. Пред­
ставим приближения v t  и u t  в виде (см. 13, представление (2)1) 
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Ti=&t , xi* Ei zt )- ик=тг
к
(У1+л 4*1>. И-Ч 
где x'sX,, y^Y,, г
к
бХ, т, w keYjT  и коэффициенты p k  и r k  гаранти-
руют, что векторы v t  и u k  будут нормированы. Отметим, что в 
предположениях теоремы имеют место сходимости s k-*o и л к-*о 
при к-»со. Преобразуем 
„ _! tTek(x?4ekzk),Yk(y^i|kwk)) 
1 1 (Pi (xj+£kzk), Т к  (у}+Чк w*» 1 
X1(x^,y{)*X,(x{,»i twk)4X,(Ekzk,y^)*skTf1(Tzk,wk) ^ _ 
(X|*ekzk-yi*1 twk) 1 
(1.2) (xf,yf)+ek7ik(zk,wk) 
Приступим к случаю, когда равенства т*х,«Х,х,, Ту,=х,у, не 
выполнены. Рассмотрим сначала вариант, когда «
к
*о для k=o,i,2 
Найдем вектор v k„. Для этого используем обозначения и результаты 
работы [3]. Вектор v k„ можно представить в виде (см. [3, форму­
лы (2) И (6)]) 
у  
-
а  
^..(УРкШт-Рк^УН-Р'Ч» . 
vk»l-t>k.lixl + „ к+11* 
b k  llx}+-r— Ptk|| 
к 
где b kM/(x{,y£), xk*yj-bkXi И t k-(e kPV k+(X l-p k)(T*-p k)" 1(y k+E k(l-P*)z k))/b k, 
#k' xi akXi и  a t=b k. Учитывая соотношение (1.2), получим 
1  
Ь,1Х[.±|РЦН 
В силу соотношений (l.n и (1.3) получим 
-TTL-JnJ = Т Г- lf kn k((T-X,)z k.w k)l II (Т - р к  )"* (8 к+(I - P)t k) II 
k-m^killtl к~»ш Kx?,y?)+Ekn»(Zk.Wk)l bkl|xi-i-Ptk | | |6 k | |4 k |  
= lim l((T-X l)zk,wk)|| |(T-pk)" ,8kl|*const. (1.4) 
к-» со 
Проводя аналогичные рассуждения и для приближения и
к
„. получим 
lim г^-п-i = const. (1.S) 
к-»=1 6кИЧк1 
Отметим, что как для метода с отношением Релея, так и для 
метода данной работы при к-»® имеет место сходимость 
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Z l _ > Z E  I I  < T - X  j  ) " *  j e  И '  
(TV8 
где $=y,-d/Cxj.y^jxj.Аналогично 
w^w ,Iõ^)4ir 
где y«x t-(i/(x,,y 1))y 1. 
Следовательно, существуют не только верхние пределы (1.4) 
и (1.5), но и соответствующие пределы. Опираясь дополнительно на 
эти пределы и на соотношение (1.2), получим 
Ilm I- 1  P tt'J »const. (1.6) 
k->co|xi~Pi! 
Вычислим нормы векторов невязок r t  и p t, 
l l r 1 H  =  l l(T- p l)v1 l l  =  l l(T- p l)P1(x} * E 1 Z l ) l l  =  
=  I  B k  I  I I  ( X  J - р ь  ) х ^ + Е ь  ( Т - p k  ) z k  1 1 =  
=  lß k  I I IO( |E k l l n 1 l ) x^*E 1 (T -p t )z t l |  =  
= IPkll6tll|{T-pb)zkl|+0( |Ebllnk l ) ,  
llpk 11=I Yk 111k III (T*-pk )wk ||+0(lek ll>|k|). (1.7) 
Из предела (1.4) и норм (1.7) следует 
Повторим аналогичные рассуждения и для нахождения предела 
Пределы (1.6), (1.8) и (1.9) завершают доказательство, когда «t=o 
для kiO. Легко убедиться, что скорость сходимости сохраняется, 
когда последовательность («л такая, что l i m  -г--1--==-=о (см. [ЗУ. 
I* 1 Pi 1  
Iß k  I l c k  I I I (T -p k )z k I I  I  Y k  I  I i i  I IKT* -p k )w k I I  
cons t  (1.8) 
cons t  (1.9) 
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Для основного случая утверждения теоремы доказаны. 
Рассмотрим случай, когда т*х,=Х,х, и Ту,=х,у,. Исходя из 
вектора v t=ß 1(xt>e tz t) вычислим (см. [3, соотношение (19)]) 
vw =PiJ xi +4 C o ,t* l xi-P kl Z3ilI«i t +t'I'*-p 1)(T-p l)]- 1z l | |z l l, 1}. (1.10) 
Выпишем аналогичное представление для вектора u 1 + v  
uk +i =tk +ityi +n t a l  + |X 1-p l l | 2]| |[a 1 [+(T-p l)(T*-p l)]" 1w ll|w h l}. (1.11) 
Опираясь на соотношения (i.z),(i.io),(i.U) и на выбор последо­
вательности <oc t), можем убедиться, что утверждения теоремы 
в этом случае справедливы. Рассуждения проводятся аналогично 
доказательству теоремы 2 из [31 
Если выполнено одно и только одно равенство из т'х^З^х,, 
Ту,=то (х,,у 1)=о. А последнее противоречит предположениям 
теоремы. В итоге мы закончили доказательство теоремы. • 
2. Скорость сходимости при наличии корневых векторов 
Исследуем случай, когда корневое подпространство х, со­
держит корневую цепочку длиной больше единицы. Исследуем 
сперва вариант, когда в подпространстве х, только один собст­
венный вектор (в точности до коэффициента) и ему соответствует 
корневая цепочка длиной т. Эти корневые векторы обозначим 
через т.е. 
(Т-Х 1)х 1 1  = 0 (!1х,,И), 
( Г-Х 1)х 1 2=х 1 | |  
П - X j)x l m =x 1 > m_,. 
Отметим, что в корневом подпространстве У,, т.е. корневое 
подпространство матрицы т*. соответсвующее собственному 
значению х,, найдется базис из корневых векторов y,,,y,j,...,y, e  
такой, что 
1) (Т*-5,)у
и
=0 (Ну,,!!*!), 
(Т*-^,)У|2 = У,,, 
<т*-х,)у,„=у,,т-, ; 
2) (х 1 |,у,,)=0 при н*т*1 
Схи.Уц)*0 При i+j=m+l. 
Теорема 2.1. Пусть в итерационном процессе a t=o, k=o,i,2. 
Если И u t-*y n  при к"»аз, ТО 
I Р ы ~ х 1  _  I  -  m  Ш Т  P t t l )Vill и HT*-P t,i)u^ll _ m-1 
к^Рк-Х, "к^ШТ-Рк'ч" vZ, IICT*-p k)u l L|| - га ' 
где in длина корневой цепочки. 
Доказательство. Представим приближения v t  и u k  в виде 
vt=z спхи 4eizt. "t=z 5цуц (21) 1=1 i=i 
где z teX, T, w teY, T. Из предположений теоремы следует, что 
c 2 t  c„ t,d n,...,d - 1,E 1,S ] ;-»0 при k-»<л. Используем множеств? 
o(T)=(x t,...,x r}, {х,,...,х г} и (Y, Y r>, где Хр i=i,2„...г корневое 
подпространство матрицы т, соответствующее собственному 
значению х,, a Y,, i=i,2 г корневое подпространство матрицы т*, 
соответствующее собственному значению х,. Обозначим алгебраи­
ческие кратности собственных значений х, через ш,, тогда 
£ ш, =п (m,=m -кратность собственного значения х,). 
Выделим в корневых подпространствах х, и Y (, 1=2 г аналогич­
ные базисы как и в подпространствах х, и Y,. Обозначим базис­
ные векторы через х | ри y i p, psm,. Представим векторы х„ и у„ 
следующим образом: 
* Г Г »Д[ 
x i r Z Z B » p y i P  •  У  и '  £  L  V  x i P  •  ( 2 2 )  
1 = 1 р=1 1 = 1 р=1 
Найдем 
с,,*,, 
!=• 
x z! ®ЛР ylp + Ek • 1=1 1 = 1 P=1 
Выделим из вектора t l ( I  компонент, который принадлежит к под 
пространству у,, 
_ m _г_ «"j 
• _ Ж VI V V „ 1, Н MT*-p k) l£ с,»2 «,.р У 1р »(T'-pVZ с№  £ l! а,1рУ1, +Ч«Т* 
J-=l p=-t 1=1 1=Яр*1 
= (T*-p k) 'Z C j k£ a l l py,p  +(T*-pk)4žk, (2.3) 
J=i P=i 
ГДе ž k e Y ( r  
Найдем из первого члена формулы (2.3) компонент J»I, 
Eis(T*-pk)-,clkZ а 1 | ру 1 р. (2.4) 
Р=1 
Для этого обозначим 
(T*P t) l£a l l py l p= S. (2.5) 
p=i 
Отождествим а
р
за
Ир
. рып. Так как вектор seY,, то можем его пред­
ставить в виде 
s=ž sjy»r 
J=1 
Умножим формулу (2.5) с обеих сторон на матрицу (Т*-р
к
) и пре­
образуем 
У. 
а
р  
У1р г^ #-{5 k)s=(T*-p k) ^  SjXij Ä 
p=i i=i 
~ У. Sj(1 *~Pt )y 1 ц s ! t^ 1 ~Pt)y 11 Sj(T*-p k)y 1 | = 
• = (T*-I1+X1-^ l t)y ! J  = 
j = 2 
«e l(X l-p t)y1!  + £ siyt.|-i +Z 
1 = 2 j-2 
= Z sl-iyt|+ ( XrPk )  L s!-vli- ( 2-6 )  
i-t J=t 
Умножим равенство (2.6) справа на x l q. q=i.2 m, 
m m' l m 
Z • * , ,  ' Y i p  ' X , q )  =  L  S l - l ( > r l | - X l q , 4 ( X l  P k 'Z S l ' y i p ' X l q ' -  4 = 1 . 2  " I .  
P = 1 1 = 1 1=1 
Учитывая. ЧТО (y l p  .x l q) = 0 при p+q<m*l И (y, p  .x,q)*0 При p+q=m+l, 
последнее равенство приобретает более простой вид. 
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I ap= sp-i 4 ( Xi"Pi! sp • P=1,2 m l 
„ . (27) 
Вычислим из системы (2.7) по-очереди коэффициенты sm  
получим 
q»l 
sm-q= - £ am-q- 1-1 <Р|Г*1>~' • 1=0,1 ml ,  . . 
1=1 
Sq= - £ aq-i-l'Pi-5'!' 1 I 4=1*2 m. (2.8) 
i-i 
Вычислим коэффициент am. Исходим из вектора (см. (2.2)) 
• t l -I анр Xip • 1 = 1 p : 
Умножим это представление на вектор х
и
, получим 
(х„.*ц1=  Ž £ аир(У|,.Хц) = £ а11р(У1р- х11'= а11-(У1-' х11>-
1=1 Р-1 р = 1 
Так как вектор х
и  
единичный, то 
а» 5 а11т=1 /(У1„. хи'- (2.9) 
Из сходимостей v k-»x M  и u t-*y n  при k->m вытекает, что р„-*х, 
и, следовательно, 
s q=-а„(р 1-Х,Г т* 4  1  +0((Р 1-Х,Г П" 4), q=1,2 т. (2.10) 
Опираясь на соотношения (2.4),(2.5) и (2.ю), найдем 
£.= c.Ka„(P t* o((p t-X,)-m4 ')y l t, 
где y„.eY, и lly, tll=i. Повторим аналогичные рассуждения, как для 
нахождения , так и для компонентов j=2,3,...,m формулы (2.3). 
Получим 
^- ^»„.(Р^Х,) " ,y u > 0 ((p l-x i) " š*')y | k, ( 2  I I )  
где y | teY, и lly J t  11=1. |=1.2 m. Учитывая теперь соотношения (2.3) 
и (2.11), вектор t t„ приобретает следующий вид 
Ц + , =  - ( p f c  - X  ,) Xj С1к а)1тУц * 0 ( ( p ^  X  ,  )  )у% 4  (  Г  - p t ) l Ž f c ,  
I-1 
7H 
где у
и
у,, | |y tH. 
Найдем сумму £ c)ka)lin. Исходим из х„=£ ^  "л, Гц, (см.(2.2)) 
i=i i=i p=i 
и умножим этот вектор на х
и
, получим 
<х1|-хц)= Ž Ё а||р(У|р.*и) = £ а|1р(У1Р'х11)'аи-<У|--х11)-
' 1 = 1 р=1 р = 1 
Из последнего равенства вытекает, что а ) 1 -=(х„,х и)/(у 1 е,х 1 1)= 
=а
-
(х,
г
х
и
). Следовательно, в силу (2.1) получим 
x C)t an- = z сп а-( хи- х1|) =  а-(£ cik xij. xti> = a«*P vk.*n>. ]=i i=i i=i 
где р проектор Рисса. проектирующий на корневое подпрост­
ранство х,. Теперь вектор t l„ приобретет вид 
W (p t-X,) ma -(Pv 1,x l l)ly„*0((5 t-X 1)y 1  + 0((p l l-X1)m)(T*-p1)- ,ž l]. (2.12) 
Найдем вектор 
W<T Р^Ун-СТ-р,)- J fb l l p  х | р  = 
1=1 Р=1 
=  <T- P t ) 1  2 b „ p  х1р • (T-pJ-1 £ f'ь„р х,р -
Р-1 1  =  2 р= 1  
= 1Т-р,)' £ Ь 1 1 рх | р  + (T-pJ 1*^ (2.13) 
р = | 
где x t6X,T. Обозначим 
< т  Pt>'Z Ь11Р Х1Р =8 (2.14) 
рч 
и для краткости отождествим ь
р
=ь 1 | р. P=i,2 m. Представим 
g= V g ) X | |  и повторим аналогичные рассуждения, как и для пре-
i=i 
образования формулы (2.5). Получим 
Кг "'Р»-*! 5  т*'~' Ьп, +  О (< Pk - х ,) ""'). |=1,2 т. (2.15) 
Отметим, что коэффициент ь„ можно вычислить аналогично 
коэффициенту л
а 
(СМ. (2.9)), 
Ь  . ^ h  =  t / ( х  v  )  f о  « с  >  m Ilm l /  t x1m '"il '• 
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Следовательно, 
W= I t-(p 1-X,)- m*'- ,b„ • 0((p l-X1)"m > l)]x l |*(T-p1)''x t  = 
1 = 1  
= -(Pk-X,rmbJZ ['Pfc~X1)'~1+0((p,1-X1)')]x1j +0((p l-X1)*™)(T-p1)"1x l]. 
1=1 
Опираясь теперь на соотношения (2.3), (2.12), (2.13), (2.14) и (2.15), 
выпишем приближение У
ы
, 
v T . 1=T=[(T ,-p l)(T-p t)]- 1v 1=T»(T-p 1)- 1(T*-p l l)" ,4=tŽ(T-p l l)- lt v l= 
= -tJ(p l-X1)"ma„(Pv l,x1i)(T-p l)-1[r1 1+0(p l-X1)yk*0((pk-X1)n ,)(T'-p l)-1z l]= 
= -t^P t-X1)™mam(Pv t,x l l)(tM*(T-p t)- ,l0(p l-5, |)y t*0((p1-X,)m)(T ,-p t)-1? l]}= 
=
~Wp^"{^C<Pl"Xl)l"40((Pl"X,)',1Xll + 0((Pk"X,)m,Zk'1,= 
=
"lM-TF™'1 f CJXU + Ol'p.-X,)™)zkJ, (2.17) 1 1  | = i  
где с,= (р
к
-Х,) 1 М  + 0((p k-X,)'). |=1,2 m. 
Приступим к нахождению приближения u k „ .  Для этого прове­
дем аналогичные рассуждения как и для нахождения вектора v v l. 
ПОЛУЧИМ (СМ. (2.17)) 
UK»L = XK['T-Pl )(T*-pk )]1Uk = 
{ 5 aiy'l 4 0,(Pk->->m)wk»J' «Лв) 
где г1 1=(р к-Х 1) ) 1  * 0({p k-X 1) ,) t  J=l,2 — ,гп. 
Для обобщенного отношения Релея p(v,u>=(Tv,u)/(v.u) справед­
ливо p(av,ßu)=p(v,u), если ТОЛЬКО а,В*0 ТЭК КЭК a„.h m«0 (СМ. (2.9) 
И (2.16)), ТО 
,  _ _ \  Ч Г  X t ) v t t l . u k < l ) _  
P l" Iv k„.u k,|l 1 <vk.i-uvil 
((1- ,) V <: ) X |, . V .!,>,,)* 0(iX,-P l |"-) 
M 1*1 . „ 
<Ё <Vu ) +  odx, i-, 
Hi м 
НО 
( Ž C)xi,j-1 . Z а)Уи>* ОС|Х
г Р 1 «-) 
И2 J'l 
Z c) dm.|-jtx„,y,,m»i-jl* 0(|X,-P k |2-) J=I 
m~l 
Z Ct-ldm.l-jUn.y,,Otix.-PTL»-) 
j-i ; 
Z 0(|XRPI |»-) 
1=1 
(2.19) 
Учитывая вид коэффициентов c,,d,, j=i,2 m в представлениях 
(2.17) и (2.18), ВЫЧИСЛИМ 
c Jd 1 I 1 > l^j=t(p I t-X 1)' - 1+0((p 1-X,)-')]t(p k-X I) r a"'+0((p l  Х 1) т е*'~')1* 
= ( P l-X 1) m~ 1+0((p k-X 1) m), 1-1,2 m 
Аналогично 
c j. !d m. 1_,= ( p^x,) n' +0((p 4-x ir- 1). 1-1,2 m-1. 
Опираясь на определение корневых векторов, получим 
(*ii-yi- ) = ( xii'yi,m»i-j) Для j=i,2 ш. В силу формулы (9.19) найдем 
]ТГ ( Pi-x 1) m+o((p l-x 1) r a-"] 
£iiijAs - J°L 
p t-x 
' (PI-X,)Z t(p i-x i)m"1+0((p l-x,)m] 
1=1 
(m-1)(p1-X,)"'*0((p t-X l)— l) „-1 
-~rä(7k-T17B+õT(p;-T1Tm"T) --*o(Pl-x,). (2.20) 
В пределе к-»ш отношение <2.20j завершает доказательство одной 
части теоремы. 
Используя соотношения (2.17) и (2.20), преобразуем 
(Т - p l t,) v t 4 l= (Т - X,) (X (- р к + 1) v k.,= 
•:^^j^'X-u>t(T-X1)((pk-X1)x,s*0((pk-Xi)J))+(Xi-Pul)(x11*0(pk-X,))}= 
т ^  ft b С Pv х ) 
=  jx~r~|2« ^(р
к
- > i)x I 1+(Xj-p k +. l)x l l+0((p k-X 1) 2)}= 
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^t'Pk -^i' xn* m  Piixii+odpj-x,) 2)}» 
(pj-XjJxn+OHp^-X,)»)}. (2.21) 
Так как вектор т
ы  
единичный, то из представления (2.17) выте­
кает 
<2.22> 
Найдем и вектор невязки (T- P l)v k. Опираясь теперь на результа­
ты (2.20), (2.21) И «2.22), ПОЛуЧИМ 
Точно так же проведем и нахождение предела 
um " ( T <;P^i )V 1 1- "»-1 
k-Z Pruuti - m • 
В итоге мы получили доказательство всей теоремы. • 
Рассмотрим теперь случай, когда корневое подпространст­
во х, содержит q собственных векторов. Проведем в подпрост­
ранстве х, разбиение х^х^х,,*...^,,,, где х„, uq линейная 
оболочка некоторого собственного вектора и выходящих из него 
корневых векторов. Обозначим длины корневых цепочек через 
m,, isq. 
Если m,=i для каждого isq, то из пункта 1 известна по крайней 
мере квадратичная сходимость итерационного процесса. 
Рассмотрим случай, когда найдется m,>i, isq. Пусть на к-ом 
шаге приближенный вектор т
к  
имеет компоненты всех x u, isq. 
В таком случае в итерационном процессе будут расти компо­
ненты таких собственных векторов, которые имеют самые длин 
ные корневые цепочки. Если таких собственных векторов один 
(в точности до коэффициента), то итерационный процесс схо­
дится к этому собственному вектору. Если их больше, то ите 
рационный процесс сходится к некоторому собственному век­
тору, принадлежащему к линейной оболочке этих собственных 
векторов. Если компоненты корневых векторов, имеющие самые 
Н2 -
длинные корневые цепочки будут отсутствовать, то скорость 
сходимости будет лучше. 
Теорема 2.2. Пусть последовательности <т
к
) и ы%), построен­
ные по методу (I)-(III), такие, что v k->x, и u t-»y, при к-><*>, где 
Тх 1=х 1  x t, т*У|—^|У| и ||х,Цу,И. Выберем последовательность 
tot k> такую, что itmT r°^— гД е  m длина корневой цепочки, 
k-*cn'*i~Pfc' 
соответствующая собственному вектору 
1. Если Т*Х|—X, Х| И Ту, = Х 1у 1, то 
llm-l—-¥^=const, lim ПГ"ТП?»*Т1 -const, lim , ^Р,Ч|г—;т»const. 
k-f-«,IXrPtl k-*o> M W k-eeKrlPfcl1 
2. Если длина корневой цепочки, соответствующая вектору х,, 
равна единице, то 
lim —-'jg^const, llm-jp-%Tp--jj=conat, 1 im —Aconit. 
k-*a, |X|-Ptl k"»JMIM k-#m flrJIIPlIT 
3. Если длина корневой цепочки, соответствующая вектору х,, 
равна т, то 
UmlrPfcL, 11тМ-= Ilm тг^}- - Sil 
k-»a>VPk к-»ш !lr k(| k-»mlp kl m 
Доказательство. Справедливость случаев 1 и 2 следует из 
пункта 1. 
Утверждения случая 3 верны для «
ь
-о, k-o,i,2 Убедимся, 
что при Um тг-- 1--irm'O сохраняется линейная сходимость с 
k~*a> l Рк 1  
коэффициентом . Обозначим через А1=(Т ,-р1)(Т-р1). Из дока- ' 
зательства теоремы 1 следует существование л? и 
llAt'll > гД е  с  некоторая константа. Из предположения 
lim r , - - - - j 2 k = 0  следует, Ч Т О  lim lleiAjHI slim -пг^1&=0- В СИЛУ 
k- »a>' xr pt' k-»a> k~*со I Pk' 
последнего предела при k->= справедливо 
( a t+Ak) 'v k = [ A k ( a kA k' * 1  ) l  'v t=Z ( ""k^jf) 1  A k v k  ~*A k ' v k ,   . . 
1=0 
Iotk+(T*- )IT-pk)3"*T t  -»[(T*-pt)CT-pt)]*' vk. 
Последний результат говорит о том, что такой выбор последо­
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вательности tot f c> сохраняет линейную сходимость с коэффициен­
том . • 
m 
В работе [3] исследовано, как выбирать последовательность 
{a t} при практической реализации на ЭВМ для случаев, когда под­
пространство х, имеет нормальную или простую структуру. 
Теперь покажем, что для случая 3 теоремы 2 предположения 
Um т™—15.= О И llm-г,—ЙЬгН™V= 0 раВНОСИЛЬНЫ. Из (2.21) И (2.22) k-><J xrPkl k-«.mll rkH UPt« 
вытекает, что 
ll rk»ill*£ lxi"Pkl * 0(|x,-pk|2). 
Аналогично 
IIPi»lll = ^ lxrPkl*0<l>-rPklZ)* 
Вычислим 
lim -л—г,—I-—Й== lim 
k4 a >ll rkll mIIPkll- к"*=° t^UrPv,! * OtlX,-?^,! 2)] 2-
«k™2" U|-Pkl2m «k 
= lim jt = nm *,—s—lim ——*•—-=- = 
k-»Jxi-Pk-il k-<= lx.-Pk-i! k-»JVP k l 2 "  
= m2— ( -1—- )z™ lim jr—-—,- (m l)2 -  lim 7-.— 1 — .  ( 2 . 2 3 )  
™ k->«,lXi'Pll k-»JVPk!S* 
Из (2.23) следует, что iim-г.—тпьтг—ю= о и lim т--*--,т»=о равно-
К-»А>" ГК 11 II Pk II К"» OD ' 1 "PK I 
сильны. Следовательно, при реализации метода на ЭВМ в случае 
3 можно последовательность (<x t) выбирать так, что выполняется 
к г^жг-- °-
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THE REGULARIZED ITERATIVE METHOD WITH THE GENERALIZED 
RAYLEIGH QUOTIENT 
T.Saan 
Summary 
The regularized iterative method with the Rayleigh quotient' for 
finding the eigenvalues and eigenvectors of matrices was Investigated 
in papers 11], 12], (33. In the case of normal matrices this method has 
quintiu convergence rate. In the case of non-normal matrices the asymp­
totic convergence is, at best, linear. In this work the asymptotic con­
vergence of the method with the generalized Rayleigh quotient is ana­
lyzed. In the normal case the asymptotic convergence rate for this 
method is quintic, in the non-defective case quadratic and in the 
defective case linear. 
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Acta et commentationes unirersltatls Tartuensis, 863, 1989, 86-94. 
О ВЫБОРЕ ПАРАМЕТРА ДЛЯ КЛАССА МЕТОДОВ 
РЕГУЛЯРИЗАЦИИ В УСЛОВИЯХ СЛУЧАЙНЫХ ОШИБОК 
Тоомас Раус 
В статье рассматривается одна возможность вы­
бора пара метра для класса методов решений линейных 
некорректных задач в случае случайных ошибок исход­
ных данных. Предполагается, что свободный член урав­
нения Au=fz имеет вид fz= f * г. где элемент z — одна 
реализация некоторой случайной величины е и нам из­
вестно вероятностное распределение величины II; II 
Статья является обобщением работы Сt]. в которой вы­
бор параметра изучался для метода Лаврентьева. 
1. Постановка задачи. Рассмотрим вероятностное пространст­
во (O,F,p). Пусть 5 - Б(ы), м е П, - случайная величина со значения­
ми в сепарабельном гильбертовом пространстве F, наделенным 
борелевской o-алгеброй р. Хорошо известно (см. Ш), что если 
5= (О,Ф) -» (F,&) - случайная величина, то норма ||£ | | :  (п,Ф) -» (R'.B1) -
тоже случайная величина и мы можем рассматривать выражения 
типа р(|1Е11 S s) 1 а. 
Рассмотрим уравнение 
Au = f, (1) 
где А Е S"(H,F) - линейный непрерывный оператор, н и F - сепара-
бельные гильбертовые пространства. Допускается незамкнутость 
области значений R(A) Е F И нетривиальность ядра N(A). Предпола­
гается, что вместо f задан f z= f+z, где элемент z - одна реализация 
случайной величины £ (то есть z = E(u z), u zc о ) и нам известны чис-
ла 1 = a ,  z  а 2  i  ...  i  а„,  S,  *  S 2  i  ...  г  8„ ТЭКИе, ЧТО 
Р(ВД s 5 kl ! i k, Ь 1,2 п (2) 
Также предполагается, что ЕЕ = о. 
Для решения уравнения m рассмотрим класс методов, подроб­
но изученный в [з]. Пусть |g r} r„ - семейство ограниченных, 
измеримых по Борелью функций g r  : [о,а] -* R таких, что ||А|| s а и 
sup Ig (Х)| £ fr (г > о), (3) 
OS X sa 
sup X p  И - X g r(X) I £ y-r p  (r > о, о < p s p„, p0 > o), (4) 
о s X s a 
где r, r p= const. Б случае H = F,A = A'»O, II All $ А приближенное ре­
шение уравнения <n построим в виде 
uj = (I-Ag r(A))u„ 4 g r(A)fz, 
где u 0  б н - начальное приближение и i - единичный оператор, а в 
случае несамосопряженного оператора в виде 
u* = H-A*Ag r(A*A))u 0  + g r(A*A)A*f z, 
где а* - сопряженный к оператору а оператор. Примерами данного 
класса методов являются такие хорошо известные методы как мето­
ды Лаврентьева и Тихонова, соответственно в виде 
u r  = (I+rA)~ lu 0  * г (I+rA) - 1f x, 
u* = (I+rA*A)" lu 0  + r(I+rA*A) - lf z, 
а также явный и неявный итерационный метод. 
Применение этих методов в случае случайных ошибок по сравне­
нию с детерминированными ошибками рассмотрено до сих пор мало. 
В работах М.А.Красносельского и А.Ю.Веретенникова [з,43 изучалась 
сходимость по вероятности для итерационных методов со случай­
ными ошибками, которые возникают в силу погрешностей округления 
в вычислении итераций. Отметим также работу В.А.Морозова [5], 
посвященную вопросу оптимального выбора параметра для метода 
Тихонова в случае известных дисперсий о
ь
2, к = 1,2 координат 
случайного вектора f z- f. В литературе наиболее популярными объек­
тами исследования являлись чисто статистические методы, но 
реализация таких методов требовала наличия априорной информа­
ции о решении, например, о принадлежности решения некоторому 
априорно заданному множеству корректности. В данной статье 
предполагается, что в нашем распоряжении имеется лишь вероят­
ностная информация (2) о величине погрешностей исходных данных. 
Оценим сначала дисперсию EHgll* случайной величины е. Имеет 
место 
Лемма 1. Пусть выполнены условия (2). Тогда справедливо не­
равенство 
EllEll'i о 2, 
где 
о
2  = Е («к- «к+1)«if.  «n-i- О-
к = 1 
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,Обозначим О
к  
= {и; s£, < ||£(ы)|| s S k} (  Is ks II, 
s„., = о. Тогда имеем 
E«5L| J= /«EM»1.!? = z / llECulll'dP i Z Sfc P(Sfc< II5II * 5k > 1). (S) 
n k"1 nk k=1 
n ' 
Обозначим x k= P( Si,», < KS s sk). Имеем Z x k  = l.B силу неравенст-
км 
ва Pill Ell s s,i i «; имеем x, * l - a 2  = а, - ct 2, в силу неравенства 
Р(11ЕЙ ss 3)i<x 3  имеем х, + х 2  £ а, - а 3  = (а, - о 2) + (а 2  - а 3) ;  в общем случае 
^  х
к  
=  i ( ® k "  a k + l ) >  1  =  1 , 2  п .  
Теперь, учитывая, что а, * $, * ...» s„, получим 
£ Sfc1  х
к  
* тех Z 8
к  
х
к  
= k»i х^, k*l,S»...n k*i 
^ <«к ' ®к+1>, 1= 1.2 п 
2 П 2 
= 5| (»1 - а
а
) + max Е S k  х к  = 
Х
к
, к-1,3 п к =2 
^ «к £ ^(»к ™ «к+1>> 1  = 2,3,...,Л 
'= = 2_Sfc («к- «k*i)> 
что вместе с (5) доказывает лемму 1. 
2. Выбор параметра. Введем оператор в
г
, который зависит от 
квалификации метода р 0  (см. неравенство (4)), обозначая 
в,= 
(I-Ag r(A)) 1 / P o, если Ро < со. 
L 'l ВСЛИ pQ — CD 
в рлучае А = А" * о и 
(l-A*Ag r(A*A)) t / Z p°, вСЛИ Ро < со, 
1, если Po ~ со 
В, 
в случае несамосопряженного оператора. 
Для методов, в случае которых приближенное и* можно ВЫЧИС­
ЛИТЬ для всех вещественных г г о (например, методы Лаврентьева и 
Тихонова), обозначим через F k  , к = 1,2 п, любое значение парамет­
ра, при котором выполняются неравенства 
b,S k  s IIB r(Au,f - fj.)!! S bjS k, (6) 
- ee 
где ь 2  i ь,> 1 - заданные постоянные, причем ь 2/ь, < min $ к/ 5 к„,. 
I «к*п 
Если приближенное u* r  можно вычислить только для целых чисел 
(например, итерационные методы), то под r k  понимаем наименьшее 
целое число, при котором выполняется неравенство 
l|B r(Au r z-f z)ll s Ь 2$ ь, (7) 
где ь 2  > 1. Таким образом, параметры г ь  определяются по модифици­
рованному принципу невязки (см. 16,7]). Если такого г
к  
не сущест­
вует ото возможно, когда il f z- f il > s k), то положим r k  = m. Заметим; 
что в силу условия P(Hf z  - f II i $,) = 1 по крайней мере f, с вероят­
ностью 1 конечно. В силу монотонности функции f(r) = Цв
г
(Ли*- f,)| ' 
и неравенства b,s k  > ь,8 к»,, кьп-i, имеем r k  s г к > |. Обозначим 
к 0, вСЛИ 1 < со И r k ( j  3 со, 
п, если г
п  
< со 
И под г
к  
понимаем величину r k  = max {f, r k o}, к = 1,2 m. 
Определим функцию F(r) на отрезке [г,,г
т
]. Если г, s г < г,*,, 
1 s j s т - 1 или г = г,
м  
= г„ < =о, то в случае А = А* г о 
F(r) = max<1'<8k/°,1> + aj»,HBr(AUr - fjll/o, 
и в случае несамосопряженной задачи 
х /luS-uUV 
F(r) " "k*1' ("тГТгкТк / max<V 'sk/°'2l + aJ+iöBr(Au^. - fj|/o. 
Сформулируем теперь правила выбора параметра. Для методов, 
для которых r k  определяется из условия (6), используем 
Правило П1. Зададим числа с 0, ь,,ь„ где с 0  i о, ь 2  i ь, > 1, 
ь 2/ь, «min ^k/'k.i- В качестве параметра регуляризации гЫ= 
= r(f z,(a ky" и к1Г) выберем любое число г « [r„rm] такое, что 
F(r) s glob mln F(a ) + Сл. 
r, 
Б противном случае используем 
Правило П2. Зададим числа с 0, ь 2 >  где c„i о, ь, > 1. В качестве 
параметра регуляризации r(z) =r(f„{a k>i Л$ к>|) выберем любое целое 
число г е [r„r r a] такое, что 
F(r) s glob mln F(») + Cu. 
r, <krn> B«N 
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Число с„ задается в правилах исходя из вычислительных рас­
суждений, целесообразно выбрать с 0  меньше единицы. Нетрудно уви­
деть, что при заданных числах с„, ь, ,ь 2, Функция F(r) вычислима, и 
что для разных z, и г 2  параметры r(z,) и Hz,) будут в общем случае 
разными. 
Выведим теперь одну оценку для функции F(r), которая облег­
чит вычисление параметра Hz). Представим функцию F(r) в виде 
F(r) = D(r) + G(r), ГДе При г, i г i r j 4., 
D(r) = ^ maxd.lSk/a) 2} 
G(r) = a, + 1l|B r(Av4-fJII/o. 
Так как ilB r(Au*- f z)|| - убывающая, a llu r  - u r£ll - возрастающая при 
r i r k  функция, то G(r) и D(r) - соответственно убывающая и возрас­
тающая функции. Таким образом, мы можем оценить функцию F(r) 
на любом отрезке [г 1,г"] с [r,,rm] следующим образом: 
G(r') + D(r") s F(r) s G(r") + Dir 1), r e [r'.r"]. 
С учетом последнего неравенства представим один возмож­
ный алгоритм для вычисления параметра Hz). 
1. Зададим шаг R И вычислим функции ШИ и G(r) в точках r k= r,+ 
+(K - DR, K = 1,2 K„, где K 0  - наименьший индекс, при котором 
Dir*») i G(r') = F(r'). 
2. Для каждого отрезка [r k,r k > l], k = 1,2,...,k 0  -1, вычислим величину 
T k  = G(r k) + D(r k t l). 
3. Находим индекс s„, для которого Т. - mln T k. 
0  «'«"ко 
4. Если 
G(r"°) + D(rs°*1) - G(r*°+1) - D(r"°) s C0, (8) 
то в качестве Hz) выберем любое число г е [г* в,г"° + 1]. 
5. Если (в) не выполнено, то выбросим те отрезки [r k,r k + 1], для 
которых 
G(r k + 1) + D(r k) - С 0  г G(r"°) + D(r*°>l). 
6. Остальные отрезки (т.е. отрезки, для которых последнее нера­
венство не выполнено) делим пополам и продолжим вычисления, на­
чиная с пункта 2. 
э. Сходимость функции риска. Приведем сперва один результат 
о модифицированном принципе невязки [6,7], который понадобится 
нам в дальнейшем. Пусть ||f z  - f|| s s k  и параметр f k= r(s k) выбран 
no модифицированному принципу невязки (6) или (7). Тогда в слу 
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чае а = л* Ü о 
Uuj^- u.ll -»о, г
к  
В
к  
-» О при 8
Ь  
-* О (9) 
и в случае несамосопряженной задачи 
||u^- U.II -» О, /г
к  
8
к  
-» О при S k  •+ О . (10) 
Как обычно, в случае случайных ошибок погрешность прибли­
женного решения будем характеризовать так называемой функцией 
риска н||и| ( ? )  - u.ll 2. Под fE  в дальнейшем будем понимать элемент 
f *5(ы), где 5(ы) - произвольная реализация случайной величины Е, 
а через u r  обозначим uj. 
Теорема. Пусть параметры г = ни выбраны по правилам П1 или 
П2. Тогда, если о -» о, то 
E||u r ( e )  - u.ll 2  -> о. 
Доказательство будем проводить только для самосопряжен­
ной задачи. Рассуждения в случае несамосопряженного оператора 
совершенно 
аналогичные. Буквой с обозначим в доказательстве 
постоянные (в разных местах значения с, вообще говоря, разные). 
1. Аналогично оценке дисперсии (см. лемма 1) получим 
E||u r (,, - u.ll 1  s Т (a k  - a k + 1) sup ßa r<e> " u.||2. (11) 
£ i l  f t .  Iif5  - f« « s k  
Очевидно, что о = ( £ (ak - ak+1) s£)l/-* о только тогда, когда 
(« k  - ak+1)sk -» о при каждом к - 1,2 п. При этом считаем, что 
8j г г... * 8„ при всех а. В силу неравенства (in для доказательст­
ва теоремы достаточно рассмотреть произвольный элемент fe та­
кой, что Iif t  - fli s 8 k  и установить сходимость 
(a k- e k + 1) lu r ( t >- u.l" •* О ПрЯ о •* О (Ш 
ДЛЯ ЛЮбОГО k е {1,2 п}. 
2. Итак, рассмотрим f e  такой, что Hf (  - f| s »k, k « {1,2 n). 
Предположим сначала, что гф i r k. Имеем 
<«k - 1*15*1) - «•!* s 
s 2(ak-ek + 1)| |u r < t, - u^ll' + 2<ak-Bk. t) lu^-u»l*. 
Покажем, что 
(a k  - a k + 1) llu,^- и»й г  -» 0, вСЛИ о -» 0. (14) 
В силу (9) имеем llu^- u.ll * с и Hu^- u.ll -» о, если s k  -» 0. Поскольку 
rk s fk + 1, TO llu,^- U.II s Ilu - U.ll' t r sk, И, значит, Hu^- U.II i С И 
llu,^ - u.ll -»о, если s k  -» 0. Так как при о -» о должно быть «k- «к-м •* о 
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или sk -* о, то теперь сходимость (14) становится очевидной. 
Докажем, что 
(ctk - «k.|> lur(<) - U^l]1 -» о, если о -» 0. (15) 
Так как Ftrtt)) s glob mln f(« ) + C0 * F(rk) + C0, TO 
r
. '"
rm 
У (а,- a, .,) (" U r t S 1 '. U r '") a  rn.xfl, И,/») 1} * 
ЫГ ТП», ( L 6 )  
i IIB^tAu^- f e ) l l/q- * C„, 
где в силу гф i  r k  имеем j  *  к. С учетом неравенств 
ЙВ^Ли^- f e)|| s IIB^tAu^- f ?)H s b 2S K  
теперь из (16) вытекает, что 
(ak- «k*i)llur(e, - U^ll* s (Yrkik)2(b,8k/o +C0) mln{l,(a/Sk)2}. (17) 
Пусть теперь $
к 
-» о при о-»о. Тогда сходимость (is) следует из (17) 
в силу сходимости rksk -» о (см. (?)> и неравенства 
(b2Sk/o + C0)min{l,(o/8k)2} s: С0 + b2 mln{Sk/o, o/5k} s C0 * b2 s C. 
Если ak*, -* о и sk i с в процессе о -» о, то справедливы соотно­
шения rkSk s С И 
(b2Sk/o+С0) mln{l,(o/Sk)2} = 
= (b,8k/o + С0) (o/$ k) 2  -+ о, если о -» о 
и сходимость (15) опять вытекает из (17). Таким образом, если 
Г(Е) i rk, ТО В силу (13) - (15) ПОЛуЧИМ СХОДИМОСТЬ (12). 
з. Предположим теперь, что r(£) < rk. Если а^- а^*, -» о при 
a -» о, то с учетом неравенств 
Ли
г ( ( ,  - и.« 2  i  l lG r ( 5 )(u 0  - и*)II + r r( t)8k s | |u 0  - u. l l  + r r k S k  s С 
утверждение »2) очевидно. 
Если s k  -* о при о -»о, то покажем сначала, что 
ÜB r (g) (Au r (g)  -  f e ) l tv»  0 .  (18) 
Пусть S - наименьший индекс, при котором S,-»OB процессе а •* о. 
Очевидно, что « * к. Обозначим r„ = max|i,f„h где параметр г„ выб­
ран по модифицированному принципу невязки, т.е. 
Ь, о й l |Br a (Au P < j - f e )H s  Ь 2 о 
или * 
DBfg(AUfQ - f^) l l  s  b2o, ||B^-|(AUf-^-i - f^)l l  > b 2 o. 
Обозначим Г0 = min{ra,ra} и 80 = mex{s„oh Если гф такое, что 
r0 t r(t) s rk, TO 
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l |Br(g)(Aur(g) - f5)II s ||ВГ ( >1Аи Г ( )- fg)ll s bjSp 
и поскольку s 0  -» о при о -» о, то (18) справедлива. 
Рассмотрим теперь случай гф s г 0. Исходя из неравенства 
Р(гф) S F(r„) + Со, получим 
IIBr(S)fAu r(5) - f $)ll s («ц,+ ! 11В Г о(Аи Г ( >- f 5)ll * С 0о)/ aj*, + 
где в силу гф s r 0  имеем j a k 0  и <x J t I  i «ktl, а по определению пара­
метра г 0  имеем k 0  s » -1, s, > о, max{i,(8,/a) z) = (8,/о) 2. С учетом нера-
венств 
Ц) л 
Е( а, - а,,,) (8,/о) s 1, | |В
Г о
(Аи
г < )- fglll i Ь„8 0  , 
теперь из »9) получим неравенство 
l|B r ( e,(Au r <e) - f e)ll * Ь 28 0  * ^ (  max^ > С,) <20) 
Нетрудно увидеть, что 
|u r o- u r i#/(r,8,) i С, (21) 
если i £ к 0. Действительно, так как i < s, то по определению индекса 
е имеем 8, i с, Г, s с и, значит, Hu r < i- u r ill s #u r o# + l|u r ill i гЦц^И * с. 
Покажем еще, что число не сходится к нулю в процессе о -» о. 
Действительно, поскольку s, i с, то о, - а,», -» о, если i < а и, следо­
вательно, 
«ь + ,  » « ,  =  ! •  II«! - «i+i) 1 При о -* 0 . (22) 
i=i 
Теперь из (20) - (22) непосредственно вытекает сходимость (18) 
при о -» о. 
Наконец, докажем, что 
Hu r < e, - u.ll' -• о, если | |B r < e,(Au r ( e )  - f e)ll -• 0. (23) 
Имеем 
Br(5)'Au r ( !>  - f $) = B r ( e )G r ( < )A(u„ - U.) + B r (?)G r ( t )<f ;-f). 
Поскольку IIB r ( e,G r ( e )(f e- f)H s Wf t- fll s s k  -» о, если о -* о, то, следо­
вательно, #B r ( t )G r ( e,A(u 0  - u»)l| -» о. В книге [з] доказано, что если 
при п -»со имеем С
Гп
А (U 0  - и») -» о, то С,
П 
(и 0  - и.) -* о. Аналогично 
доказывается, что если при п -» а> имеем в
Г п
с
Г п
А(и 0  - и.) -* о, то 
о
Г п
(и 0  - и») -» о. Значит, llG r ( e,(u 0  - u.)|| -» о и с учетом неравенств 
Du r ( t, - u.ll i WG r ( { )(u 0  - u.)II + Y гф S k  s ' 
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S IlGrCJjfUo - U»)ll + Yrk^k 
получим теперь сходимость (23). 
Таким образом, мы показали, что (« k  - txk*|)llur(5, - u^ll -» о 
при о -» о и в случае r(t) < г
к
. Теорема доказана. 
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ABOUT THE CHOICE OF PARAMETER FOR THE CLASS OF 
REGULAR1ZATION METHODS IN CASE OF RANDOM ERRORS 
T. Raus 
Summary 
Let H,F be separable Hilbert spaces, A G L(H,F). TO regularize 
ill- posed problem (1), when the errors of the right hand term are ran­
dom (see (2)), a class of regularization methods is applied. We give 
a prescription for parameter choice (see rules П1, П2) and prove the 
theorem of regularization. 
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Acta et commentatlones unirersltatls Tartuensis, 863, 1989, 95-99. 
ОПТИМАЛЬНЫЙ ВЫБОР ПАРАМЕТРА В ИТЕРИРОВАННЫХ 
ВАРИАНТАХ МЕТОДА ТИХОНОВА НА КЛАССЕ ИСТОКООБРАЗНО 
ПРЕДСТАВИМЫХ РЕШЕНИЙ 
Тоомас Кихо 
В статье изучается вопрос oa оптимальном по 
точности выбора параметра регуляризации а в итери­
рованных вариантах метода Тихонова при решении опе­
раторного уравнения с линейным непрерывным операто­
ром в гильбертовых пространствах. Найдены классы 
истокообразно представимых решений, на которых 
оптимален по точности т—шаговый итерированный 
вариант метода Тихонова с подходящим образом вы­
бранным параметром. 
Пусть H,F - гильбертовые пространства и AeS^H.F) - линейный 
непрерывный оператор с незамкнутой области значений Я(А)с F, 
действующий из Н в F. Рассмотрим операторное уравнение 
Au = f, (l) 
где feF. Пусть вместо точного свободного члена f нам известен 
fjeF, такой, что ||f-f 8|s 8, 8>0. Приближенное решение уравнения О) 
найдем ш-шаговым итерированным вариантом метода Тихонова: 
U(x " "mai 
u l a  = (aI+A*A)"1  (aUi-^a+Affs), i=l,...,m. ( 2 )  
u»a= U0, 
Здесь u0eH - начальное приближение, a a>0 - параметр регуля­
ризации. Заметим, что при т=1 и и
о
=0 мы из (2) получим обык­
новенный метод Тихонова 
u a:(aI+A"A)- |A efs. (з) 
Введем класс истокообразно представимых элементов 
Mppu 0 r{ueH : u-u 0=|A| pv, ||v|sp}, р>0, р>0. 
Приведенный метод (2) (и (з)) укладывается в более общий класс 
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методов. А именно, методы в виде 
u a=(l-A* Ag„(A* A))u0+got(A* A)A*fs, (4) 
где g a(A*A) - операторы, которые порождены функциями g a(X)=^g(-j), 
AžO, здесь gtO,oo)i*R - непрерывно дифференцируемая функция, 
удовлетворяющая условиям 
sug |g(X)|<OD, 
sug Xp|l-Xg(X)|<® при pelO.pol, р0гО. 
Если g(X)4[lТо  придем к методу (2) с p0=m (см.Ш С.ЭО. 
Метод (4) называем оптимальным по точности, если 
sup |u a-ü| s; р"^ S« 5* 7. (5) 
tt«MppU<),f8SF=||Au-fs | |i$ 
Отметим, что для любого метода Р (т.е. отображения Р: F*H), 
вообще говоря, имеет место неравенство 
А(Р,$)5 sup ||u,,-u| ^ 0,(5) 
ueMp p U o,f$sF=|lAu-fg||iS 
2 
I j \ p + 1 
по крайней мере для тех 8 при которых j е о(А*А) (о - спектр 
оператора). Таким образом разумна следующая терминология 
(см.Ш с.11-12; [2] с.в). Скажем, что метод Р оптимальный по 
точности, если А(Р,8) £м(8) ;  оптимального порядка, если 
Д(Р,8) ы(8), c-const>l ; асимптотически оптимальный, если 
^im A(P,S) / ы(8) = 1. 
В [2] с.60 сформулирована теорема для оптимальности 
метода (4), откуда вытекает, что если при некотором ре(0,2т] 
функция 
ш 
т
- (р^)хр  (р*|)Г"Ур*Т-llf 1-(1*х) т а12  , 
¥рт(Х>-[%7Г-1]р(,>х)2т рх 1  <6' 
при всех Х*0, то для приближения найденного методом (2) при 
, 8 \p+i 
a z  ш hr <7) ! f-LV 
-ilp w i  
справедлива оценка ($), т.е. метод (2) с выбором параметра (7) 
оптимален по точности на классе M p p U o, по крайней мере для тех 
5ЛЯ которых ("|")Р  е о(А*А); и если при некотором X0žO 
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справедливо противоположное неравенство Т
р т
>1, то метод (2) не 
будет оптимальным на классе М
р р
„ 0  ни при каком выборе парамет­
ра а=а(8,М
Р Р
и 0). Точка (i p m 5%*i" 1  стационарна для Y p m  и имеет 
место равенство 
Известно также, что при р>2т т-шаговый итерированный вариант 
метода Тихонова теряет даже оптимальный порядок (см.[2] c.6i). 
Исследуем неравенство (6) в более удобном виде 
где ВщШ - полином степени т-1: 
Известно, что обыкновенный метод Тихонова (3) оптимален по 
точности для всех ре(0,2] (см.[2 ] с.бО. Действительно, для ш=1 
условие (9) принимает простой вид 
Т
Р' ( Х ) 3  1^ЫУ*Р Р Х]* 1 ' Х* 0 ' 
справедливость которого легко проверяется при всех ре(0,2]. 
Для ш>1 аналитически выяснить при каких р справедливо не­
равенство (9) трудно. Например, при m r2 условие (9) принимает вид 
при т=3 
XžO, итд. 
Для малых р>0 функция У
р т  
(т=1,2,...) удовлетворяет 
условию (9), так как имеет точно одну стационарную точку 
~ 1  в которой/(в силу (в)) V p m( |i p m) = 1. Действитель-
но, в процессе р"*0 имеет место сходимость |i p m"*0 и  
lim WD. 
производное которого при Х>0 
d ш 
п
. -2m 1 Г2m((l+X)m-1) ((l+X)m-l) 2  1 ^ „ 
dX о т  (l+x) 2 m + l  mxL (l+X) s m + 1  X(nx) 2 mJ U> 
Vom(O) = 1, 
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иными словами, исследуемая функция монотонно убывает (Х>0) и 
имеет единственную стационарную точку (i p m"*0. Значит, най­
дутся числа #me(0,2m], такие, что , если 0<p<Sm, то выбором 
параметра (7) обеспечивается оптимальность по точности 
m-шагового метода Тихонова (2) на классе M p p U o. Более того, 
каждый итерационный шаг в (2) улучшает метод, расширяет пре­
делы выбора р :  #m + 1  ž SSmiSB, =2, т=1,2 Рост чисел S6m  при ш->а> 
ограничен - см. замечание i и приведенные численные значения 
в таблице 1. 
Таблица i 
m 1 2 3 4 5 6 7 8 9 10 100 1000 oo 
2 3.58 4.38 4.88 5.23 5.48 5.67 5.83 5.95 6.05 7.00 7.11 7.12 
Рис.1 
га 8 
6 
4 
2 
40 50 60 20 30 
Замечание i. Утверждением найденным числам Я
т  
является 
следующий результат (см.ЬЗ с.62). Пусть ||A|| zsa, G:[0,a]*R не­
прерывная функция, 0 < G(X)< Xе[0, а]. Если 0<р<7.124, то для 
итерационных приближений 
un=un- l  - G(A*A)A*(Aun-,-f&), 11=1,2 «<» 
3 
(nrn(S,p)=int[lp (1Q)p> (f~)P*'] ) имеет место оценка 
lim sup llu n-u | |/(pP^8P^) sl. 
S-*o ueMppu0,fseF:IlAu-fglkS 
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т.е. метод о о) асимптотически оптимален на классе MppUo. 
Замечание 2. Для уравнения m с самосопряженным неотрица­
тельным оператором в гильбертовом пространстве Н придем к 
итерированному варианту метода Лаврентьева, для которого опти­
мальность по точности изучена в [з]. 
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OPTIMAL CHOICE OF THE PARAMETER 
IN THE ITERATED VERSIONS OF THE TIKHONOV METHOD 
ON THE SOURCE CLASSES OF SOLUTIONS 
Т., Klho 
Summary 
Let A be a linear continuous operator from a Hilbert space H into 
another Hilbert space F. Let the range of the operator -8(A)cF be non-
closed. Consider the operator equation Au=f and the m-step iterated 
version of the Tikhonov method (2) for it. Introduce the source classes of 
solutions 
Mppu 0"{ u e H  ' U-U0=|A|PV, IHUp}, p>0, p>0. 
In this Pa Per the numerical values of P  and the corres Pondlng choice of 
the regularization Parameter e are Indicated, for which method (2) is 
optima! on Mpp U g. 
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