Image variability that is impossible or difficult to restore by intra-image processing, such as the variability caused by occlusions, significantly reduces the performance of image-recognition methods. To address this issue, we propose that the pixels associated with large distances obtained by inter-image pixel-by-pixels comparisons should be considered as inter-image outliers and should be removed from the similarity calculation used for the image classification. When this method is combined with the template-matching method for image recognition, it leads to state-of-the-art recognition performance: 91% with AR database that includes occluded face images, 90% with PUT database that includes pose variations of face images and 100% with EYale B database that includes images with large illumination variation.
Introduction
An outlier in data is broadly defined as an observation or a set of observations that appears to be inconsistent with the remaining data. In data and pattern analysis, large outliers influence the statistics of the analysis and can lead to inconclusive and/or wrong results. There are many methods for detection of outliers, including methods based on statistical data distributions, prior knowledge of the nature of distributions, expected number of outliers, and the nature of expected outliers [1, 2] . Majority of these methods are only applicable to univariate data or to a specific type of data distribution. However, practical applications that involve images are multidimensional and do not always follow a specific distribution. In such situations, detection of outliers becomes difficult and the conventional methods fail to work.
In the past, outliers were used in image analysis to detect changes within images [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] . However, the idea of outliers has not been explored directly for applications involving image comparison and classification. In this paper, we introduce a new approach for outlier detection that is based on pixel-wise distances obtained by inter-image pixel comparisons. In this approach, no assumptions about the nature of the underlying data is needed. This detection of inter-image outliers is combined with the template-matching method for image recognition and applied to practical examples of face recognition under difficult recognition conditions that include heavy face occlusions and pose variations.
Background

Spatial outliers
The idea of outlier detection has been explored across various fields and applications [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17] and a number of these approaches are applicable to image analysis and recognition [14, 3, 4, 5, 6, 7, 8, 9, 10] . Outliers in images are often termed as spatial outliers and can be seen to represent neighborhoods of pixels in an image that are significantly different from the rest of the image. Based on this idea, the following is a definition of a spatial outlier [6] : "A spatial outlier is a spatially referenced object whose non-spatial attribute values are significantly different from those of other spatially referenced objects in its spatial neighborhood."
Spatial outlier detection methods are either based on distances [14, 15, 16, 17] , to define spatial neighborhoods, or on graph connectivity [3, 4, 5, 6, 7, 8, 9, 10] . A comprehensive study on distance based methods is presented in [14, 15] . In this study, it is proposed that for a normally distributed random variable T with mean μ d and standard deviation σ d , t ∈ T is an outlier if and only if
In the case of Poisson distribution with parameter μ = 3.0, t is an outlier if and only if t ≥ 8. Using these criteria, the outliers within an image are detected by indexing, nearest neighbor search or through a cell-based approach [14] .
Graph based spatial outliers [8, 9, 10] use the statistic S(x) = f (x) − E y∈N(x) ( f (y)) for a data record x with attribute f (x), where N(x) is the fixed cardinality set of neighbors of x and E y∈N(x) ( f (y)) is the average attribute value for the neighbors of x. In other words, the statistic S(x) denotes the difference between the attribute value of each data object x and the average attribute value of x's neighbors. When f (x) is normally distributed, S(x) is also normally distributed. If μ s and σ s are the mean and the standard deviation of S, then the outlier t ∈ S can be defined as | t−μ s σ s | > 2. As can be seen in the literature [8, 9] , majority of methods define the candidate outliers using an approach based on Chebyshev inequality.
Outliers detected by methods based on local image properties are called local outliers. The method in [7] describes a measure to detect local spatial outliers and shows its relative importance in comparison with global outliers. Detection of local outliers can reveal outliers specific to the local regions within images and is more likely to provide useful outliers than global ones.
The existing methods and applications of outlier detection can be classified as within image detection of spatial outliers. As distinct from this, this paper is focused on the idea of inter-image detection of outliers and its application to image classification.
Image recognition using templates
Template matching is one of the most immediate approaches applied in multi-class image recognition [18] . The template based methods can be widely classified into rigid templates [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31] and deformable templates [32, 33] . Rigid templates use templates that undergo simple transformations such as rotation, scaling, and translation. They rely on the proper localization of images and similarity between the images. The similarity between the images is calculated using the sum of differences [25] , the correlation coefficients [26] , haar transform coefficients [27] , Walsh-Hadamard transform coefficients [28] , and the invariant moments [29, 30, 31] . With rigid templates, similarity measures tend to be sensitive on improper localization and show severe drop in recognition performance with deformations in object shape. On the other hand, deformable templates have the capacity to deal with shape deformations [32, 33] . The major methods include active contours [34, 35, 36] and analytical and prototype based parametric models [37, 38, 39] .
Image recognition using template based methods suffers in performance as a direct result of natural variability in images. Natural variability in images that are used for recognition of faces, objects etc. can be considered as a result of pixel intensity variations that occur due to variations in illumination, view point, and occlusions [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59] . We can define an image x l of an object that has no natural variability as the gallery or reference image and an unknown instance of the object with any arbitrary degree of natural variability as test image x t . In a recognition problem, test image is required to be compared with many gallery images, and ranking the degree of similarity among all comparisons results in the identification of the class of the test image with respect to the known set of gallery images. The presence of natural variability introduces two problems: (1) reduction in intra-class similarity and (2) increase in inter-class similarity. To achieve class discrimination, two objectives that we need to achieve are (1) to increase similarity between intra-class images and (2) to reduce similarity between inter-class images. To achieve these two objectives of class discrimination, we apply the idea of inter-image outlier detection and explore its role in enhancing the performance of the often disregarded rigid template matching method to a new competitive level.
Application of outlier detection in image classification
A new method for detecting distance based outliers in application to image classification is presented in this section. In this type of comparisons, pixel to pixel differences are used to calculate a distance vector. When two intra-class images taken under same photographic conditions are compared, the distances will be zero (the highest possible similarity). For an inter-class comparison, two images under the same photographic conditions show nonzero distances (low similarity). Examples of inter-class and intra-class face images are shown in Fig. 1 (a), 1(b) and 1(c) with the corresponding inter-class and intra-class scatter plots shown in Fig. 2 (a) and 2(b). The central lines in this type of scatter plots show the reference points where the distances between two pixels are zero. The distances of the pixels from the center line can be used as measures for detection of the outliers. The pixels that fall beyond a predefined distance threshold (θ ) can be defined as outliers. In this paper, the threshold value is fixed at θ = 2σ , where σ is the overall standard deviation of the inter-class pixels ( Fig. 2(a) ). It can be noted that the threshold value can also be determined empirically such that differences from the inter-class comparisons become always greater than the intra-class comparisons under the same photographic conditions. However, as can be seen from Fig. 2(b) , when the photographic conditions change (e.g. due to illumination), there can be large differences between the images. The test image that is used in this illustration contains increased amount of light intensity variation and an increased intra-class variability (densities depart from the center line). These large differences, if detected as outliers, would be incorrect because these differences represent false differences that are caused by the change in illumination. Since identity information of a pixel in an image should not be influenced by illumination, there should be a method to remove the effect of illumination before any comparison is made.
Intensity offsets that occur across regions of pixels depend on the brightness and strength of the source of light in the environment. To reduce the large differences that are due to comparisons of illuminated pixels and normal pixels, normalization of the pixels can be performed by using the local image information. One of the first techniques employed to normalize data in statistics is to normalize the elements in a vector by adjusting its mean to zero and its standard deviation to one. Since the intensity offsets introduced by illumination are nonuniform globally and approximately uniform at local regions, the key idea is to remove such offsets by applying local normalization in images. 
In Def. 1, the local standard deviation σ g (i, j) is calculated by the following equation:
where a = (M − 1)/2 and b = (N − 1)/2. The value of local mean x(i, j) is calculated by the following equation: Scatter plots illustrating graphically the issues in inter-class and intra-class comparisons using raw images shown in Fig. 1 . The gray shaded regions in the graphs illustrate the outliers selected based on threshold θ . The vertical gray colored bars associated with each plot show densities as described in [62] . Inter-class comparisons using raw images are shown in (a), while (b) illustrates a problem with intra-class comparisons using raw images having illumination that result in false differences being detected as incorrect outliers. The scatter plots for interclass comparison using normalised images are shown in (c), while (d) shows the role of normalisation in correctly detecting outliers by reducing the differences due to illumination changes for intra-class image comparisons.
To illustrate the effect of normalisation on images, the images shown in Fig. 1 are normalized and drawn as the scatter plots shown in Fig. 2 (c) and 2(d). The idea of normalization is to bring the pixel groups closer to the center line in the scatter plot. As an another illustrative example, Fig. 3 (a) and 3(b) show the important role that normalisation plays in compensating large variations in illumination. It can be seen that the proposed normalization helps to bring out features that are otherwise hardly visible by human eye because of difficult illumination conditions.
The distance of the pixels from the center line can be used as a measure to detect the outliers. The distance between gallery image pixel y g (i, j) and test image pixel y t (i, j) can be calculated using simple trigonometry as shown in Fig.  4 . Since any point in the line following SO would mean that the gallery image pixel y g (i, j) and test image pixel y t (i, j) to take same values, we have | Pythagoras theorem on OED,
and can be represented as:
The differences between the individual pixels becomes high when there are occlusions in the test image. The differences are also large for the comparisons between inter-class images. In the ideal case one would prefer to remove the differences due to occlusions without removing any difference due to inter-class comparison to achieve maximum class discrimination. It can be noted that in essence the removal of difference as a result of occlusions would also remove the difference from inter-class comparisons. This essentially means we are faced with the need to have an optimal criterion for difference removal such that the removal of difference from occlusions outweighs the removal of inter-class differences. Graphical illustration for the calculation of the distance δ using simple trigonometric relationships. The value of δ is proportional to σ , where σ is the net standard deviation of inter-class differences between the gallery images.
Definition 2. The distance δ (i, j) between the Gaussian normalized gallery pixel y g (i, j) and test pixel y t (i, j) can be used to determine the outlier t t ∈ y t if and only if
where the outlier detection threshold is θ = 2σ avg and σ avg is the average standard deviation among all inter-class gallery distances.
The criterion from Def. 2 corresponds to removal of 5% of the inter-class differences. It should be noted that the percentage of removed intra-class differences is much smaller when natural variability is limited, and this percentage of removed intra-class differences can increase to a larger value when there are increased levels of natural variability.
A graphical illustration showing the removal of large differences in a Gaussian normalized images using this threshold θ is shown in Fig. 2c and 2d . The remaining differences that fall within the boundaries of θ , as shown in Fig. 2c and 2d, can be represented as:
where formally φ represents the empty element as all δ (i, j)'s greater than θ are removed. The main idea behind this approach is based on the assumption that in comparison with ordinary inter-class differences, the occlusions will have an increased number of large differences that fall outside 2σ region. By removing such outliers, we can ensure that the differences from occlusions do not interfere with the overall similarity calculation for a comparison between two images. Figure 5 shows the regions where outliers are detected using the distance based threshold approach presented in this paper using two examples of intra-class image comparisons. It can be seen from Fig. 5 (b) and 5(d) that since the threshold does not relate to a specific nature of occlusion, any large difference that occur due to a genuine mismatch (that come from variations in illumination, facial expressions and facial pose) between the pixels is also removed. 
Image recognition algorithm
The presented method of removal of large differences relies on pixel-to-pixel inter-image comparisons. Each pixel in a test image is compared with the corresponding pixels from the gallery images along the same spatial coordinate in the images. This is very similar to a template comparison where a major concern is proper localization of features [18] .
Image Alignment by Feature Localization
Automatic object or face detection and alignment is a difficult problem when natural variability in images is high. In any method that is based on pixel-by-pixel comparisons, it is essential that the features of the compared images are well aligned. For example, irrespective of the face detection method employed, natural variability can cause pixellevel misalignments. To compensate for the localization errors that occur after an automatic or manual alignment, we apply either test or gallery image shifts with respect to a set of registration points in the feature matrices. For example, the localization of face images can be achieved by detecting the location of eye coordinates. An error in localization means the eye coordinates are shifted. A scale error means that the eye coordinates are shifted toward each other or away from each other. A rotation error causes shifts of the two eye coordinates in opposite vertical directions. We perturb the reference eye coordinates by applying such shifts and re-localize the face images using the shifted eye coordinates. After each perturbation, the feature matrix of the image is cropped to size of U ×V . In total, we apply r × c shifts for each eye coordinate, which generates p = 2rc synthetic images labeled as x p . For example, for r = c = 3, there will be 18 shifted feature matrices generated from a single image x for each registration point used in the process of perturbation.
Algorithm summary
The following are the steps in the proposed image recognition algorithm:
1
using Eq. (4). 5. Calculate the mean distanceδ p by taking mean of the difference vector with the removed outliers, δ p (i, j). 6. Repeat steps 1 to 5 for all the comparisons between a test image and the gallery images. 7. The mean distancesδ p are ranked and the minimum value selected for determining the best match.
Parameter selection
The parameters used in the presented algorithm are: (1) the size of the normalization filter window M × N pixels, (2) the inter-image outlier threshold, θ , and (3) the perturbation parameters r × c pixels. To determine the values of these heuristics, 50 neutral face images are selected from the AR database for forming the gallery set and 50 neutral face images from another session are selected as training set. Figure 6 (a) and 6(b) shows example gallery and test images used in this analysis.The gallery and test image size was kept at 60 × 60 pixels. A recognition experiment with this training set will be an easy task as it only includes limited effects of natural variability. Further, for parameter selection, it is unfair to use original images from the database having a range of natural variability as this knowledge of exact test conditions may have a bias on recognition performance of the testing methods. Due to this reason, a dataset is created by adding different type of synthetic variabilities to the training images. This dataset is grouped based on 3 different types of variability, test set A having different types of occlusions, test set B having different illumination changes, and test set C having variable blurring effects. Using the training images and overlaying the 6 occlusions as shown in Fig. 6(c) , the test set A shown in Fig. 6(d) is created. Here occlusions are fixed to a size of 30 × 60 pixels and occludes 50% of test images. Figure 6 (e) shows the test set B created again from the training image by applying intensity offsets of ±0.1,±0.2 and ±0.3 from the training image intensity values that are bounded within [0,1]. Figure 6(f) shows the test set C created from the training image by applying a circular averaging filter within the square matrix of sides 3, 5, 7, 9 and 11. Test set C images tries to simulate the situation when the resolution on gallery and test images are drastically very different or when the test image camera is out of focus introducing blurring. Since the variations introduced in this test data sets is high to the extent that it maybe unrecoverable using any known techniques, it is expected that the performance of this small dataset against any image classification method to never reach 100%. This generated synthetic training data will be used in our experiments to optimise the parameters of the proposed method.
Optimization of normalization window and threshold
Using all the images in the synthetic dataset described in Fig. 6 , recognition experiments are performed to optimize the value of M × N. To reduce the number of parameters, we keep the size of the length and width of the the images to be same, M = N. In a methodological point of view, if M and N needs to be determined separately because of unequal width and height of test image, the same method of independent determination of M can be extended to determine N in such two dimensional scenarios. Figure 7 shows the impact of normalization window size and threshold on the the recognition performance of the presented method. To avoid any bias as a result of localization error compensation, the values of perturbation (e) Generated test images B (f) Generated test images C Figure 6 : To make the comparison between gallery image (a) and the training image (b) a difficult recognition task, a set of synthetic test images is generated. Using a set of predefined non monotonic occlusions shown in (c), a set of images is generated as shown in (d). The six different types of occlusions from images of nose, eye, hand, towel, scarf, and shirt are used to generate the test images by overlaying occlusions that cover 50% of the training image size. Further, by adding intensity offsets to the training images, another set of test images is generated as shown in (e), and finally, by applying circular averaging filter on the training image, a set of test images shown in (f) is generated to account for the effects of low resolution images.
parameters are set at zero (r = c = 0). Using Fig. 7(a) , it is determined that the normalization window size is robust within the range of 5 × 5 to 15 × 15 pixels. It was also observed from Fig. 7 (a) that a low threshold of σ considerably reduces the recognition rate, while around 2σ the recognition accuracies peaked independently of the size of the normalization window. Figure 8 , shows a generalisation on stability of normalisation window with respect to the size of the image. The shaded region shows the range of normalization window sizes as a percentage of image size where the proposed method yields stable recognition performance. Although, this wide range of stable normalization window are shown for an optimal inter-image outlier threshold of 2σ , this approach to determine the normalization window size can be extended to include any values of threshold.
Optimization of perturbation parameters
A perfectly aligned gallery and test images will be devoid of localization errors and does not require the need for perturbations. Since such pixel level alignments are impossible to achieve even with meticulous calculations, an exact optimal value of r and c can vary from one database to another. Figure 9 shows the role of perturbation in correcting the localization errors as indicated by the increase in recognition performance. It is observed that for the dataset described in Fig. 6 , any value of the perturbation parameter greater than 3 × 3 gives considerably better results than the one without perturbation. Although, the performance improvement can vary from a database to another, any correction in localization errors corrects for large number of pixel mismatches and results in better recognition performance.
Experimental verification
The recognition of human-face images under natural variability and limited training data represents a difficult recognition problem. Majority of the 2D face image recognition algorithms use machine learning that involves the use of several training instances to create gallery features or models [42, 43, 44, 45, 63] . However, when the number of training samples is limited, such as in single sample mug-shot databases, a straightforward use of the machine learning schemes is not useful. Since this is an interesting and practical problem, we include a study on image to image matching accuracy that do not require extensive machine learning and will enable us to verify the baseline use of the outlier-detection method in image recognition.
AR [60, 61] , Extended Yale B (Eyale B) [65] and PUT [64] face databases are used in our study because they include different numbers of test images under a wide range of natural conditions, including heavy occlusions, facial expressions, illumination variations, and pose variations (see Fig. 10 , Fig. 11 and Fig. 12 ). AR database is used to test the performance of the proposed method against the frontal face image recognition using single gallery image per person, PUT database is used to test the performance of the proposed method against large changes in face pose, while Eyale B database is used to test the performance of the proposed method against large changes in illumination conditions.
The images in the AR database are localized by the location of the eye coordinates and cropped to a size of 160 × 120 pixels. The color information is disregarded by converting it to the corresponding gray levels. For the experiments, we randomly select images of 100 persons from a pool of images from 126 persons. From the 26 images taken over two sessions representing 13 conditions for each person, we select one neutral image from a session as gallery image and remaining images as test images (see Fig. 10(a) and 10(b) ).
Eyale B database [65] is a benchmark database used to test the performance of a face recognition method against large illumination changes. The Yale B database consists of 5850 facial images of 10 persons, which has 585 images per person having nine poses under 65 illumination conditions with an image resolution of 480 × 640 pixels. Images with 45 out of 65 conditions were usually reported in previous works [66] . The angle of the light source (12 o , 25 o ,50 o , and 77 o ) is used to divide the database into four subsets. These divided subsets 1, 2, 3, and 4 consists of 70, 120, 120, and 140 images per pose, respectively. The remaining images with larger variations than that of subsets 1-4 are denoted as subset 5. Subset 5 is not often used to report results, however it contains the largest variations in illumination in comparison with subset 1. Example set of images from each of these subsets are shown in Fig 11. To report the performance of proposed method across all the subsets against illumination only variations, the pose variations are kept fixed. In our experiments, 1 image of each person per pose from subset 1 are selected for gallery and the remaining 65 images are used for testing. In other words, we consider all available images in the database representing different illumination conditions for testing. The total numbers of gallery and test images are 90 (10 persons, 9 poses, 1 images) and 5760 (10 persons, 9 poses, 64 images), respectively.
The images from PUT database are also aligned and cropped based on the ground truth eye coordinates to a size of 360 × 360 pixels. The database contains 9971 images of 100 people. The images are taken in partially controlled illumination conditions over a uniform background. The database has a face appearance variations in head pose. Figures 11(a) and 11(b) show sample images from the galley and test set from the PUT database. The gallery set consists of 2200 images (22 images of each person). For each person, this set contains the frontal view from the [64] . The test set contains the following images of each person: 2 images with head turned more to the left than in any image in the gallery, 2 images with head turned more to the right than in any image in the gallery, 2 images with head raised more than in any image in the gallery, 2 images with head lowered more than in any image in the gallery, 3 frontal face images with unconstrained pose and facial expression [64] . For all the results presented in this paper, the size of the normalization filter is approximated to a lower bound of U/10 ×V /10 pixels (determined from Fig. 8 ), where U ×V is the size of the image, that falls in the stable region of filter window. The values of r and c are set at 5. The threshold θ is kept at a constant value of 2σ .
Recognition experiments
The overall face-recognition results for the AR, EYale B and PUT databases are shown in Table 1 . In Table 1 , we also compare the recognition performance of the presented method in the absence and presence of the outlier detection and removal. It should be emphasised that the results reported in Table 1 include the subsets 1-5 in the EYale B database (as distinct from this most conventional approaches use only subsets 1-4, and contained limited variations in illumination). By detecting and removing outliers for similarity calculation, the false similarities from mismatched regions are removed, resulting in improved accuracies. Table 2 shows the recognition performance of the presented method against different conditions in AR database. The high recognition accuracies across wide range of testing conditions shows the robustness of the presented method against natural variability in images. Table 3 shows the comparison of the presented method with that of conventional and immediate template matching methods such as correlation and distance based nearest-neighbour (N-N) methods. To maintain a fair comparison the presented normalisation scheme used in this paper is applied to both N-N methods. The conventional methods such as correlation or distance based N-N methods do not detect outliers, which results in false similarity calculations and reduced recognition accuracy. Table 4 shows the comparison of the presented method with other reported results from major benchmark recognition methods [67, 68, 69, 70, 71, 72, 73] . To maintain a fair comparison, the test conditions for the presented method were kept the same to that of the reported results in the literature. It can be seen that the presented method shows increased recognition performance in comparison with the reported benchmark methods across different testing conditions and databases. It can be seen from the recognition accuracies that the removal of outliers helps to reduce the effect of natural variability in the images. Occlusions can affect any part of an image and result in information loss that cannot be recovered causing it to be a serious problem in face recognition [68, 42, 43, 44, 45] . However, the removal of outliers in the occluded areas ensures that only useful information is used in the process of similarity calculation. Illumination, facial expressions, and other random variabilities such as pose that occur in face images also cause information loss that can affect the performance of face recognition systems. In terms of the presented method, however, these effects can be viewed as different forms of occlusions. This explains the demonstrated robustness of the outlier detection across these very different conditions (Table 1) .
Inter-image variability and outlier statistics
Inter-image variabilities can result from the occurrence of natural variabilities in images such as occlusion, pose and illumination variations. To set a numerical benchmark on the performance of the presented method against occlusion, we select 100 images with neutral frontal face images each from AR and PUT across two sessions. The first 200 images selected from a single session form the gallery and next 200 images selected from a different session forms the test. It is expected that such a selection makes the class discrimination easy, however the addition of occlusions on such images makes the classification problem extremely difficult. Occlusions shown in Fig. 6(c) are applied to the test images to generate images with synthetic occlusion with various sizes. Occlusions with the same size is applied several times at different spatial locations to generate over 100 occluded images. Figure 13 shows the dependence of percentage of detected outliers on the percentage of occlusion with respect to the image size. It is expected that any increase in occlusion size would result in a larger number of large inter-pixel distances and hence in increased number of detected outliers. With an increase in size of occlusion from 1% to 49%, the percentage number of outliers detected increases from 9.2 ± 4.2% to 23.5 ± 4.5%. Figure 14 shows the percentage of total number of outliers with respect to the total number of pixels in the image for images in various subsets of EYale B database. It is observed that an increased level of illumination change from subsets 1 to 5 (as shown in Fig. 12 ), increases the percentage number of detected outliers.EYale B database contains images with large variation in illumination making it suitable to study the statistics of outliers under illumination changes. As shown in Fig. 3 (a) and 3(b) normalisation helps to bring out details in image that are otherwise not clearly visible to human eye, it is expected that by such normalisation scheme when illumination changes in an image is fixed, the percentage of outliers in an image that gets detected would be less than that could occur with images having same number of pixels affected with variabilities such as occlusions. Accordingly, the results in Fig. 14 also shows that increased natural variability can result in increased loss of information that is unrecoverable using normalization and results in more number of detected outliers. PUT database contains face pose variations in test set with reference to the face pose contained in the gallery images. Figure 15 is a graphical illustration of the percentage number of inter-image outliers detected with reference to pose variations in the test images. A single gallery image having a frontal face pose is used in this experiment. It can be seen that an increased variation in pose with respect to the frontal pose results in increased number of outliers. The asymmetry in the range of values across pose conditions shown in Fig. 15 merely indicates the nature of images in the database, for example a broader range implies a larger variation in the pose within a pose condition. Further, when multiple gallery images in Fig. 11(a) are tested against images in Fig. 11(b) , the total percentage of outliers detected for 2 test images with head turned more to the left than in any image in the gallery, 2 test images with head turned more to the right than in any image in the gallery, 2 test images with head raised more than in any image in the gallery, 2 test images with head lowered more than in any image in the gallery and 3 frontal face test images with unconstrained pose and facial expression, are 15.8 ± 1.4%, 21.3 ± 2.7%, 15.1 ± 4.7%, 11.1 ± 7.4% and 15.8 ± 1.4%, respectively. This shows an overall decrease in the number of outliers when using multiple gallery images than single gallery image per person; 22.7 ± 6.1% using single gallery image per person and 15.8 ± 3.2% with multiple gallery image per person when tested with the same set of test images. With either single or multiple gallery images per person, the presented results reiterate the idea that increased variation in pose between the gallery and test images introduces increased levels of outlier numbers. It may be noted that compensation schemes such as multiple number of gallery images can always result in increased recognition performance as there will be an increase in outlier numbers resulting from inter-class image comparisons and decrease in outlier numbers resulting from intra-class image comparisons. 
Conclusion
This paper presents a simple method to detect local outliers in images by inter-image comparisons. The important role of normalization for proper detection of the inter-image outliers is also addressed. When combined with the image-recognition method based on rigid template matching and applied to face recognition problems that include heavy occlusions, large illumination changes, and pose variations, state-of-the-art recognition performance is achieved. The fact that such accuracy rates can be achieved across a very wide range of different conditions with this simple method demonstrates that the idea of outlier detection and removal is of fundamental importance for a robust image matching and recognition. This could prove very useful in a broad range of applications, from multidimensional clustering and classification tasks to video processing applications such as activity monitoring, motion detection, fraud detection, biometric scanners, and object searching and verification.
