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The paper uses the Self-Organizing Map for mapping the state of financial stability 
and visualizing the sources of systemic risks on a two-dimensional plane as well as 
for predicting systemic financial crises. The Self-Organizing Financial Stability Map 
(SOFSM) enables a two-dimensional representation of a multidimensional financial 
stability space and thus allows disentangling the individual sources impacting on sys-
temic risks. The SOFSM can be used to monitor macro-financial vulnerabilities by 
locating a country in the financial stability cycle: being it either in the pre-crisis, cri-
sis, post-crisis or tranquil state. In addition, the SOFSM performs better than or equal-
ly well as a logit model in classifying in-sample data and predicting out-of-sample the 
global financial crisis that started in 2007. Model robustness is tested by varying the 
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Tutkimuksessa  hyödynnetään  Itseorganisoituvaan  karttaan    (engl.  Self-Organizing 
Map,  SOM)  perustuvaa  mallia  kuvaamaan  rahoitusmarkkinoiden  vakautta  ja 
systeemiriskin  lähteitä  sekä  ennustamaan  finanssikriisejä.  SOM-mallin  avulla 
moniuloitteinen  aineisto  voidaan  kuvata  kaksiuloitteisesti,  mikä  mahdollistaa 
systeemiriskiin  vaikuttavien  yksittäisten  muuttujien  analysoinnin.  Lisäksi  mallia 
voidaan  käyttää  osoittamaan  yksittäisen  maan  sijainti  finanssivakaussyklin  eri 
vaiheissa.  Syklin  vaiheita  ovat  kriisiä  edeltävä,  kriisi,  kriisistä  toipuva  ja  vakaa. 
Tulosten perusteella SOM-malli on parempi tai vähintään yhtä hyvä kuin perinteinen 
logit-malli luokittelemaan otosaineisto ja ennustamaan vuonna 2007 alkanut globaali 
finanssikriisi.  Mallin  toimivuutta  testataan  muuttamalla  mallin  oletuksia, 
politiikantekijän preferenssejä ja ennustushorisonttia.  
 
JEL-koodit: E44, E58, F01, F37, G01. 
Asiasanat:  systeemiset  finanssikriisit,  systeemiriski,  SOM,  visualisointi, 
ennustaminen, makrovakauden valvonta 
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The recent global financial crisis has demonstrated the importance of understanding 
sources of domestic and global vulnerabilities that may lead to a systemic financial 
crisis. Early identification of sources of vulnerability is important as it would allow 
introduction of policy actions to decrease further build up of vulnerabilities or en-
hance the shock absorption capacity of the financial system. 
 
Much of the empirical literature deals with early warning systems (EWSs) 
that rely on conventional statistical modelling methods, such as the univariate ‘sig-
nals’ approach or multivariate logit/probit models. Given the changing nature of fi-
nancial crises, stand-alone numerical predictions are unlikely to be able to thoroughly 
describe them. As a complement to numerical predictions, this motivates the devel-
opment of tools with clear visual capabilities, enabling real human perception. 
 
Dimensionality of the problem complicates visualization, since a large num-
ber of indicators are often required to accurately assess vulnerabilities to a financial 
crisis. In addition to the limitation of standard two- and three-dimensional visualiza-
tions in describing higher dimensions, there are challenges of including a temporal or 
cross-sectional dimension. Moreover, while composite indices of leading indicators 
and predicted probabilities of EWSs enable  comparison  across countries  and over 
time, such indices fall short in representing sub-dimensions of the problem. Methods 
for exploratory data analysis can to some extent overcome these types of shortcom-
ings. Exploratory data analysis attempts to describe the phenomena of interest in eas-
ily understandable forms by illustrating the structures in data. The Self-Organizing 
Map (SOM) is a method that combines the aims of projection and clustering tech-
niques. It can provide an easily interpretable non-linear description of the multidimen-
sional data distribution on a two-dimensional plane without losing sight of individual 
indicators. Thus, the two-dimensional output of the SOM makes it particularly useful 
for static visualizations, or summarizations, of large amounts of information. 
 
This paper describes a methodology to map the state of financial stability and 
the sources of systemic risks on a two-dimensional plane. The Self-Organizing Finan-Peter Sarlin, Tuomas A. Peltonen 
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cial Stability Map (SOFSM) enables a two-dimensional representation of a multidi-
mensional financial stability space and allows disentangling the individual sources of 
vulnerabilities impacting on systemic risks. The map can be used to monitor macro-
financial vulnerabilities by locating a particular country in the financial stability cycle: 
being it either in the pre-crisis, crisis, post-crisis or tranquil state. In addition, the 
SOM model performs as well or better than a logit model in classifying in-sample 
data and predicting out-of-sample the global financial crisis that started in 2007. Ro-
bustness of the SOFSM is tested by varying the thresholds of the models, policymaker 
preferences, and the forecasting horizon. 
 
   BOFIT- Institute for Economies in Transition 
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1  Introduction 
 
 
The recent global financial crisis has demonstrated the importance of understanding 
sources of domestic and global vulnerabilities that may lead to a systemic financial 
crisis.
3 Early identification of financial stress would allow policymakers to introduce 
policy actions to decrease or prevent further build up of vulnerabilities or otherwise 
enhance the shock absorption capacity of the financial system. Finding the individual 
sources of vulnerability and risk is of central importance since that allows targeted 
actions for repairing specific cracks in the financial system. 
 
Much of the empirical literature deals with early warning systems (EWSs) 
that rely on conventional statistical modelling methods, such as the univariate signals 
approach or multivariate logit/probit models.
4 However, financial crises are complex 
events driven by non-linearly related and non-normally distributed economic and fi-
nancial factors.
5 These non-linearities derive, for example, from the fact that crises 
become more likely as the number of fragilities increase. Due to distributional as-
sumptions,  conventional  statistical  techniques  may  fail  in  modelling  these  events. 
Novel EWSs attempt to model these complex relationships by applying non-linear 
techniques (Demyanyk and Hasan, 2010). For example, Peltonen (2006) and Fiora-
manti (2008) show that a neural network outperforms a probit model in predicting 
currency and debt crises. However, while the utilization of non-linear techniques may 
increase a posteriori prediction accuracies to a minor extent, Peltonen (2006) and 
Berg et al. (2005) demonstrate that the results of a priori predictions of financial cri-
ses remain disappointing. Given the changing nature of the occurrences of these ex-
treme  events,  stand-alone  numerical  analyzes  are  unlikely  to  comprehensively  de-
scribe them. As a complement, this motivates the development of tools with clear vis-
ual capabilities and intuitive interpretability, enabling real human perception. 
                                                 
3 Cardarelli et al. (2011) show that out of 113 financial stress episodes for 17 key advanced economies, 
29 were followed by an economic slowdown and an equal number by recessions. 
4 Logit and probit models have been applied frequently to predicting financial crises. For example, 
Berg and Pattillo (1999) apply a discrete choice model to predicting currency crises; Fuertes and Kalo-
tychou (2006) to predicting debt crises; and Lo Duca and Peltonen (2011) to predicting systemic crises. 
An exception is the univariate non-parametric indicator proposed by Kaminsky et al. (1998), and its 
subsequent versions. See Berg et al. (2005) for a comprehensive review. 
5 Fioramanti (2008), Sarlin and Marghescu (2009) and Lo Duca and Peltonen (2011) show that indica-
tors of debt, currency, and systemic crises are non-linearly related. Peter Sarlin, Tuomas A. Peltonen 
 




One  reason  interpretability  of  the  monitoring  systems  has  not  been  ade-
quately addressed is the complexity of the problem. A large number of indicators are 
often required to accurately assess the sources of financial instability. As with raw 
statistical tables, standard two- and three-dimensional visualizations have, of course, 
their limitations for high dimensions, not to mention the challenge of including a tem-
poral or cross-sectional dimension or assessing multiple countries over time. Although 
composite indices of leading indicators and predicted probabilities of EWSs enable 
comparison across countries and over time, these indices fall short in disentangling 
the sources of vulnerability.
6 The recent work by IMF staff on the Global Financial 
Stability Map (GFSM) (Dattels et al., 2010) has sought to overcome this challenge by 
a mapping of six composite indices.
7 Even here, however, the GFSM spider chart 
visualization of six indices falls short in disentangling individual sources. Familiar 
limitations of spider charts are, for example, the facts that area scales as the square of 
values, while the area itself depends on the order of dimensions. In addition, the use 
of adjustment based on market and domain intelligence, especially during crisis epi-
sodes, and the absence of a systematic evaluation gives neither a transparent data-
driven measure of financial stress nor an objective anticipation of the GFSM’s future 
precision. Indeed, the GFSM comes with the following caveat: “given the degree of 




Methods for exploratory data analysis such as projection and clustering tech-
niques may help in overcoming these shortcomings by illustrating data structures in 
easily  understandable  forms.  The  Self-Organizing  Map  (SOM)  (Kohonen,  1982; 
2001) is a method that combines the aims of projection and clustering techniques. It is 
capable of providing an easily interpretable non-linear description of the multidimen-
                                                 
6 There exist several composite indices for measuring financial tensions, e.g. Illing and Liu (2006), 
Cardarelli et al. (2011) and Lo Duca and Peltonen (2011). These will be further discussed in Section 2. 
7 The GFSM has appeared quarterly in the Global Financial Stability Report (GFSR) since April 2007. 
8 The authors state that the definitions of starting and ending dates of the assessed crisis episodes are 
arbitrary. Similarly, the assessed crisis episodes are arbitrary, as some episodes in between the assessed 
ones are disregarded, such as Russia’s default in 1999 and the collapse of Long-Term Capital Man-
agement. Introduction of judgment based on market intelligence and technical adjustments are moti-
vated when the GFSM is “unable to fully account for extreme events surpassing historical experience”, 
which is indeed an obstacle for empirical models, but also a factor of uncertainty in terms of future 
performance since nothing assures manual detection of vulnerabilities, risks and triggers. BOFIT- Institute for Economies in Transition 
Bank of Finland 
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sional data distribution on a two-dimensional plane without losing sight of individual 
indicators. The two-dimensional output of the SOM makes it particularly useful for 
static visualizations, or summarizations, of large amounts of information (Back et al., 
1998). 
 
By 2005, over 7700 works had featured the SOM (Pöllä et al., 2009). While 
extensively applied to topics in engineering and medicine, the literature is short of 
thorough testing of the SOM for financial stability monitoring. In the emerging mar-
ket context, Arciniegas and Arciniegas Rueda (2009), Sarlin (2011), Sarlin and Marg-
hescu (2011) and Resta (2009) have applied the SOM to indicators of currency crises, 
debt crises and general economic and financial performance, respectively. The SOM 
has not, to our knowledge, been earlier applied to monitoring systemic risk or assess-
ing the global dimensions of financial stability, including global macro-financial prox-
ies as well as individual advanced and emerging market economies. Indeed, of the 
above applications, only Sarlin and Marghescu (2011) perform a thorough, systematic 
evaluation of the model’s predictive capabilities. 
 
The main contribution of this paper is to lay out a methodology for mapping 
the state of financial stability on a two-dimensional plane. As an enhancement to the 
GFSM approach, the Self-Organizing Financial Stability Map (SOFSM) not only al-
lows disentangling the individual sources of vulnerability, but also performs well as 
an EWS in predicting out-of-sample systemic financial crises. The SOM parameter 
values for the final model are chosen based on a training framework aiming at a par-
simonious, objective and interpretable model. Robustness of the SOFSM is tested by 
varying the thresholds of the models, policymaker preferences, and the forecasting 
horizon. In addition, when assessing a topologically ordered SOFSM, the concept of a 
financial stability neighborhood represents contagion of instabilities through similari-
ties in the current macro-financial conditions. That is, a crisis in one position on the 
map indicates propagation of financial distress to adjacent locations. This type of rep-
resentation may help in identifying the changing nature of crises. Further, inspired by 
Minsky’s (1982) and Kindleberger’s (1996) vindicated financial fragility view of a 
credit or asset cycle, we introduce the notion of the financial stability cycle. We show 
how the SOFSM can be used to monitor macro-financial vulnerabilities by locating a Peter Sarlin, Tuomas A. Peltonen 
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country in the financial stability cycle: being it either in the pre-crisis, crisis, post-
crisis or tranquil state. We visualize samples of the panel dataset, cross-sectional and 
temporal data, on the two-dimensional map, and compute and visualize aggregates for 
the world, emerging market economies and advanced economies. The SOFSM en-
ables disentangling the specific threats, risks and triggers, and should be treated as a 
starting point rather than an ending point for financial stability analysis. 
 
The paper is structured as follows. Section 2 introduces the SOM, the data 
and the evaluation framework. We present the training process and evaluation of the 
SOFSM in Section 3, and provide visual analyzes in Section 4. Section 5 concludes 
with a presentation of our key findings and suggestions for future work. 
 
2  Methodology 
 
 
Methods for exploratory data analysis fall, in general, into two groups: data and di-
mensionality reduction methods. Clustering methods attempt to reduce the amount of 
data by enabling analysis of a few mean profiles (clusters), but do not seek to project 
data  to  an  easily  interpretable  format.  Dimensionality  reduction  methods,  e.g. 
Sammon’s  (1969)  mapping  and  its  variants  (Cox  and  Cox,  2001),  project  high-
dimensional data onto a lower dimension, while attempting to preserve the structure 
of the dataset.  Unlike clustering methods, however, projection methods do not gener-
ally seek to reduce or distil the amount of presented data. The SOM combines the ob-
jectives of projection and clustering techniques. 
 
2.1  Self-Organizing Maps (SOMs) 
 
 
The  SOM  is  a  projection  and  clustering  tool  that  uses  an  unsupervised  learning 
method developed by Kohonen (1982). It differs from projection techniques like mul-
tidimensional scaling by performing a mapping from the input data space Ω onto a k-
dimensional array of output nodes instead of into a continuous space and by attempt-
ing to preserve the neighbourhood relations in data rather than absolute distances. The 
vector  quantization  capability  of  the  SOM  allows  modelling  from  the  continuous 
space Ω, with a probability density function f(x), to the grid of nodes, whose location BOFIT- Institute for Economies in Transition 
Bank of Finland 
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depend on the neighbourhood structure of the data Ω. On a two-dimensional grid, for 
example, the numbers on the x- and y-axes do not carry a numeric meaning in a parame-
tric sense; they represent positions in the data space of the map, where each of these posi-
tions (x,y) is a mean profile. A second-level clustering can be applied on the nodes of 
the SOM, i.e. separation of data into nodes and nodes into clusters, as proposed in Ve-
santo and Alhoniemi (2000). They show that, compared to other clustering methods, 
the  two-level  SOM  enhances  the  clustering  through  greater  robustness  on  non-
normally  distributed  data  and  the  dual  advantage  of  efficiency  and  speed.  In 
Marghescu (2007), the data visualization features of the two-level SOM have been 
reviewed as better than those of other techniques. Information products of two-level 
SOMs have also been evaluated as superior than currently used methods by end-users 
within the domain of financial analysis (Eklund et al., 2008). The brief description of 
the basic SOM algorithm  follows that  in Sarlin (2011). For further details on the 
SOM, see Kohonen (2001). 
 
This study uses the Viscovery SOMine 5.1 package.
 9 In addition to an easily 
interpretable visual representation, it employs the batch training algorithm, and thus 
processes data in batches instead of sequences. The most important advantage of the 
batch algorithm is the reduction of computational cost. The training process starts 
with initialization of the reference vectors set to the direction of the two principal 
components of the input data. The principal component initialization not only further 
reduces computational cost and enables reproducible results, but is also shown to be 
important for convergence when using the batch SOM (Forte et al., 2002). Following 
the initialization, the batch training algorithm operates a specified number of itera-
tions in two steps. 
 
In the first step, each input data vector x is assigned to the best-matching unit 
(BMU) mc: 
 
i i c m x m x    min .          (1) 
 
                                                 
9 There are several other implementations of the SOM. The seminal packages – SOM_PAK, SOM 
Toolbox for Matlab, Nenet, etc – are not regularly updated or adapted to their environment. Out of the 
newer implementations, Viscovery SOMine provides the needed techniques for interactive exploratory 
analysis (Moehrmann et al., 2011). For a thorough discussion of SOM software and the implementation 
in Viscovery SOMine, see Deboeck (1998a; 1998b). Peter Sarlin, Tuomas A. Peltonen 
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We employ a semi-supervised version of the SOM by also including class in-
formation when determining the BMU. In the second step, each reference vector  i m  
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i c r r   is the squared Euclidean distance between the coordinates of 
the reference vectors mc and mi on the two-dimensional grid, and the radius of the 
neighbourhood  ) (t  is a monotonically decreasing function of time t. The radius of 
the neighbourhood begins as half the diagonal of the grid size ( 2 / ) (
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and goes monotonically towards the specified tension value    2 , 0 ) (  t  . The other 
parameters are map size (the number of nodes), map format (the ratio of X and Y di-
mensions), and the length of training (training cycles). Second-level clustering is done 
using  an  agglomerative  hierarchical  clustering.  The  following  modified  Ward’s 





















kl       (4) 
 
where k and l represent two clusters,  k n  and  l n  the number of data points in 
the clusters k and l, and 
2
l k c c   the squared Euclidean distance between the cluster BOFIT- Institute for Economies in Transition 
Bank of Finland 
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centres of clusters k and l. The Ward clustering is modified only to merge clusters 
with other topologically neighbouring clusters by defining the distance between non-
adjacent clusters as infinitely large. The algorithm starts with each node as its own 
cluster and  merges nodes  for all possible  numbers of clusters using the  minimum 
Ward distance (1,2,…,M). 
 
For the purpose of this analysis, the output of the SOM algorithm is visual-
ized on a two-dimensional plane. The rationale for not using a one-dimensional map 
is the differences within clusters. A three-dimensional map, while adding a further 
dimension, impairs the interpretability of data visualizations. Here, the multidimen-
sional space of the grid is visualized through layers, or “feature planes”. For each in-
dividual indicator, a feature plane represents the distribution of its values on the two-
dimensional  map. As the feature planes are different views of the same map, one 
unique point represents the same node on all planes. We produce the feature planes 
here in colour. Cold to warm colours represent low to high values according to a col-
our scale below each feature plane. Shading on the two-dimensional map indicates the 
distance  between  each  node  and  its  corresponding  second-level  cluster  centre,  i.e. 
those close to the centre have a lighter shade and those farther away have a darker 
shade. 
 
The quality of the map is usually measured in terms of quantization error, 
distortion measure and topographic error (see e.g. Vesanto et al., 2003). As we have 
class information, we mainly use classification performance measures for evaluating 
the quality of the map. 
   Peter Sarlin, Tuomas A. Peltonen 
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2.2  Data 
 
 
The  indicators used in this paper are a replica of those in Lo Duca and Peltonen 
(2011). The dataset consists also of a database of systemic events and a set of vulner-
ability indicators commonly used in the macroprudential literature to predict financial 
crises. The quarterly dataset consists of 28 countries (10 advanced and 18 emerging 
economies) for the period 1990:1–2010:3. The data are retrieved from Haver Ana-
lytics, Bloomberg and Datastream. 
 
Following Lo Duca and Peltonen (2011), the identification of systemic finan-
cial crises is performed using a Financial Stress Index (FSI). This approach provides 
an objective criterion for the definition of the starting date of a systemic financial cri-
sis.
10 The idea behind the FSI is that the larger and broader the shock is (i.e. the more 
systemic the shock), the higher the co-movement among variables reflecting tensions 
in  different  market  segments.  By  aggregating  variables  that  measure  stress  across 
market segments, the FSI captures the starting and ending points of a financial crisis. 
The FSI is a country-specific composite index that covers the main segments of the 
domestic financial market: (1) the spread of the 3-month interbank rate over the 3-
month government bill rate (Ind1); (2) negative quarterly equity returns (Ind2); (3) the 
realized volatility of the main equity index (as average daily absolute changes over a 
quarter)  (Ind3);  (4)  the  realized  volatility  of  the  nominal  effective  exchange  rate 
(Ind4); and (5) the realized  volatility of the  yield on the 3-month government bill 
(Ind5).
11 Each component j of the index for country i at quarter t is transformed into an 
integer from 0 to 3 according to the country-specific quartile of the distribution. For 
example, a value for component j falling into the third quartile of the distribution 
would be transformed to a “2”. The FSI is computed for country i at time t as a simple 
average of the transformed variables as follows: 
 
                                                 
10 There are several composite indices for measuring financial tensions. For example, Illing and Liu 
(2006) and Hakkio and Keeton (2009). Cardarelli et al. (2011) and Balakrishnan et al. (2009) con-
structed financial stability indices for a broad set of advanced and emerging economies, while Fidora 
and Straub (2009) created an index for the global economy. 
11 When the 3-month government bill rate is not available, the spread between interbank and T-bill 
rates of the closest maturity is used. The equity returns are multiplied by minus one, so that negative 
returns increase stress, while positive returns are set to 0. When computing realized volatilities for 
components Ind3-5, average daily absolute changes over a quarter are used. BOFIT- Institute for Economies in Transition 
Bank of Finland 












t i j t i j
t i
Ind q
FSI           (5) 
 
To define systemic financial crises, the FSI is first transformed into a binary 
variable. We focus on episodes of extreme financial stress that have led in the past (on 
average) to negative consequences for the real economy in order to capture the sys-
temic nature of the financial stress episodes. In practice, the binary variable takes a 
value 1 in the quarter when the FSI moves above the predefined threshold of the 90
th 
percentile of the country distribution. This approach identifies a set of 94 systemic 
events. Next, we set the class variable C18 to 1 in the six quarters preceding the sys-
temic financial crisis, and to 0 in all other periods, and define this as the “pre-crisis” 
period.
12 The “pre-crisis” class variable mimics an ideal leading indicator that per-
fectly signals a systemic financial crisis in the six quarters before the event.  
 
To analyze the sources of systemic risk and vulnerability, we use the same 
indicators as in Lo Duca and Peltonen (2011). The set of indicators consists of com-
monly used  metrics  in the  macroprudential  literature for capturing the build-up of 
vulnerabilities and imbalances in the domestic and global economy (e.g. Borio and 
Lowe, 2002; 2004; Alessi and Detken, 2011). Our key variables are asset price devel-
opments and valuations, and variables proxying for credit developments and leverage. 
In addition, traditional variables (e.g. budget deficit and current account deficit) are 
used to control for vulnerability stemming from macroeconomic imbalances. 
 
Following the literature, we construct several transformations of the indica-
tors (e.g. annual changes and deviations from moving averages or trends) to proxy for 
misalignments and a build up of vulnerabilities. To proxy for global macro-financial 
imbalances and vulnerabilities, we calculate a set of global indicators by averaging the 
transformed  variables  for  the  United  States,  the  Euro  area,  Japan  and  the  United 
Kingdom.
13 The final set of indicators are chosen based on their univariate perform-
ance in predicting systemic events and are shown in Figure 1.  
                                                 
12 In addition to C18, which is predicted with the benchmark model, we set the class variables C24, 
C12 and C6 to 1 in the 8, 4 and 2 quarters before the systemic event. C0 is the crisis dummy, while P6, 
P12, P18 and P24 are set to 1 in the 2, 4, 6 and 8 quarters after the systemic event. These are used to 
assess the financial stability cycle. 
13 Qualitatively similar results are obtained when global variables are constructed as simple averages of 
variables of all countries in the sample.  Peter Sarlin, Tuomas A. Peltonen 
 




Statistical properties of the chosen best-performing indicators (Table 1) re-
veal that the data are significantly skewed and non-mesokurtic, and thus do not ex-
hibit normal distributions. To take into account cross-country differences and country-
specific fixed effects, we follow Kaminsky et al. (1998) by measuring indicators in 
terms of country-specific percentiles. While such outlier trimming is unnecessary for 
the clustering of the SOM, an even distribution is highly desirable for visualization. 
 
Finally, the analysis is conducted in a real-time fashion to the extent possible. 
Thus,  we  take  into  account  publication  lags  by  using  lagged  variables.  For  GDP, 
money and credit related indicators, the lag ranges from 1 to 2 quarters depending on 
the country. We also de-trend variables and measure indicators in terms of country-
specific percentiles using the latest available information. 
 
(INSERT TABLE 1 HERE) 
 
2.3  Evaluation framework 
 
 
To evaluate the performance of models in terms of predicting systemic financial cri-
ses, we compute a set of accuracy or goodness-of-fit measures. As we have class in-
formation, we use classification performance measures for finding the optimal model 
rather than the traditional SOM quality measures. We classify the outcomes into com-
binations of predicted and actual classes using a contingency matrix. 
 
  Actual class 
1  -1 
Predicted class 
1  True positive (TP)  False positive (FP) 
-1  False negative (FN)  True negative (TN) 
 
Based on the elements of the matrix, we compute ratios for measuring per-
formance: recall, precision, False Positive (FP), True Positive (TP), False Negative 
(FN) and True Negative (TN) rates, and overall accuracy.
14 Due to unbalanced class 
sizes and differences in class importance, the above measures are sometime unsuited 
                                                 
14 Recall positives = TP/(TP+FN), Recall negatives = TN/(TN+FP), Precision positives = TP/(TP+FP), 
Precision negatives = TN/(TN+FN), Accuracy = (TP+TN)/(TP+TN+FP+FN), TP rate = TP / 
(TP + FN), FP rate = FP/(FP+TN), FN rate = FN/(FN+TP) and TN rate = TN/(FP+TN). BOFIT- Institute for Economies in Transition 
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to summarizing evaluations of crisis predictions. By assigning every object to the 
tranquil class, we would achieve a useless classifier for policy action, but still a high 
proportion of correct predictions (80%). This motivates using a common measure in 
information retrieval for evaluating performance on unbalanced class sizes. Matthews 
Correlation Coefficient (MCC) (Matthews, 1975) measures the correlation between 
the actual and predicted classes. It is defined in the range [-1,1], where -1 represents 
an inverse prediction and 1 a perfect prediction.
15 The costs of FNs and FPs might be 
asymmetric, where the weight depends on the policymaker’s preferences between giv-
ing false signals of crisis and tranquil periods. To calibrate an optimal model and 
threshold for policy action, we adapt the approach pioneered in Demirgüç-Kunt and 
Detragiache (2000) with the technical implementation suggested by Alessi and Det-
ken (2011). The loss function of the policymaker is thus defined as: 
 
)) /( )( 1 ( )) /( ( ) ( TN FP FP TP FN FN L         ,      (6) 
 
where the parameter    represents the relative preference of the policymaker 
between FNs and FPs. When  5 . 0   , the policymaker is equally concerned about 
missing crises and  issuing  false signals. She  is  less concerned about issuing  false 
alarms when  5 . 0    and more concerned when  5 . 0   . To find out the usefulness 
of our predictions, we subtract the loss from the best-guess of the policy maker. This 
is given by       1 , Min , i.e., the expected value of a guess with the given prefer-
ences. From this, we obtain the usefulness of the model: 
 
  ) ( 1 ,    L Min U    .          (7) 
 
We do not explicitly assess the extent to which policymakers might be more 
or less concerned about failing to identify an impending crisis than issuing a false 
alarm. Missing a crisis may often, however, be more expensive than an internal alarm 
for further in-depth investigation of the vulnerabilities and risks. On the other hand, 
given  the  risks  associated  with  self-fulfilling  prophecies,  a  publicly  reported  false 
alarm can have costs on par with failure to not identify a crisis. In this paper, we use 
                                                 
15 The MCC is computed as follows: 
     FN TN FP TN FN TP FP TP
FN FP TN TP
MCC
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as a benchmark model a policymaker with  5 . 0   , but test model robustness by vary-
ing the preferences. The preferences of 0.5 could be considered those of policymaker 
who does not want to make mistakes by being equally concerned about missing crises 
and issuing false alarms. 
 
Using receiver operating characteristics (ROC) curves and the area under the 
ROC curve (AUC), we  measure the global performance of the  models. The ROC 
curve shows the trade-off between the benefits and costs of choosing a certain thresh-
old. When two models are compared, the better model has a higher benefit (expressed 
in terms of TP rate on the vertical axis) at the same cost (expressed in terms of FP rate 
on the horizontal axis).
16 The size of the AUC is estimated using trapezoidal approxi-
mations.  It  measures  the  probability  that  a  randomly  chosen  crisis  observation  is 
ranked higher than a tranquil one. A random ranking has an expected AUC of 0.5, 
while a perfect ranking has an AUC equal to 1. 
 
 
3  Self-Organizing Financial Stability Map 
 
 
3.1  Training the Self-Organizing Financial Stability Map 
 
 
Analysis of the financial stability cycle is enabled by introducing class variables rep-
resenting different time periods: pre-crisis (C24, C18, C12, C6), crisis (C0), post-
crisis (P6, P12, P18, P24) and tranquil (T0) periods. The pre- and post-crisis periods 
range from 24 months before to 24 months after a crisis. In contrast to Sarlin and 
Marghescu (2011), where the classes are not used in determining the BMU (Eq. 1), 
but are used within the updates of the reference vectors (Eq. 2), we let them have a 
minor impact by giving them a weight of 0.20 when determining the BMUs. More 
precisely, the importance of class distance is set to 0.20 in Eq. 1.  Though we give the 
classes only a minor weight, we employ a semi-supervised SOM. This has a cost of 
lower classification and prediction accuracy, but yields the benefit of easier interpreta-
                                                 
16 In general, the ROC curve plots, for the whole range of measures, the conditional probability of posi-
tives to the conditional probability of negatives:   
  negative x P
positive x P
ROC  . BOFIT- Institute for Economies in Transition 
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tion of the financial stability cycle. To partition the map according to the stages in the 
financial stability cycle, the nodes of the map are clustered with respect to the class 
variables using Ward clustering. Our crisp clustering given by the lines that separate 
the map into four parts should only be interpreted as aid in finding the four stages of 
the financial stability cycle, not as completely distinct clusters. 
 
We obtain the predictive feature of the model by assigning to each data point 
the C18 (as well as C6, C12 and C24 when testing robustness) value of a node into 
which the data point is mapped with Eq. 1. The performance of a model is evaluated 
using the above introduced usefulness for a policymaker. The performance is com-
puted using static and pooled models, i.e. the coefficients or maps are not re-estimated 
recursively over time and across countries. Following Fuertes and Kalotychou (2006), 
it can be assumed that by not varying the specification over time or across countries, 
the parsimonious models better generalize in-sample data and predict out-of-sample 
data. Although static models have the drawback of ignoring the latest available infor-
mation, they allow for more thorough evaluation and comparison of model perform-
ance as well as better generalization. While Peltonen and Lo Duca (2011) include in-
teraction terms, we do not replicate them since they are included in the SOFSM proc-
essing per se. To test the predictability of the 2008–2009 financial crisis, the training 
set spans 1990:4–2005:1, while the test set spans 2005:2–2009:2. The training frame-
work and choice of map is implemented with respect to three aspects: (1) the model 
does not overfit the in-sample data (parsimonious); (2) the framework does not in-
clude out-of-sample performance (objective); and (3) visualization is taken into ac-
count (interpretability). For a parsimonious, objective and  interpretable  model, we 
employ the following training framework. 
 
1.  Train  and  evaluate  in  terms  of  in-sample  usefulness  models  for 
  0 . 2 , 5 . 1 , 0 . 1 , 75 . 0 , 5 . 0 , 3 . 0 , 0001 . 0     and    1000 , 600 , 500 , 400 , 300 , 250 , 200 , 150 , 100 , 50  M .
17 
                                                 
17 We keep constant the map format (75:100) and the training length. Kohonen (2001) recommends that 
the map ought be oblong rather than square. To have a comparable training length for different parame-
ters, we use an implementation in SOMine with an increasing function of map size and decreasing of 
data points, among other things. The varied parameters, M and tension σ, have the following effect on 
performance: an increase in the M value increases the in-sample usefulness, where  5 . 0  U  when 
  M , but decreases out-of-sample usefulness. Increases in tension decrease quantization accuracy, 
and thus in-sample usefulness, but do not have a direct effect on out-of-sample performance. In fact, if Peter Sarlin, Tuomas A. Peltonen 
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For each model, set the threshold such that the usefulness is maximized.  
For each M-value, order the models in a descending order. 
 
2.  Find for each M-value the first model with usefulness equal to or better 
than that of the logit model. Choose none of the models if for an M-value 
all (or none) of the models’ usefulness exceed that of the logit model. 
 
3.  Evaluate the interpretability of the models chosen in Step 2. Choose the 
one that is most interpretable. 
 
The evaluation results are shown in Table 2. For    1000 , 600 , 500 , 400 , 50  M  
no model is chosen for analysis, as they never or always exceed the usefulness of the 
logit model (U=0.25). Finally, of the five highlighted models, we select the one with 
M=150 and  5 . 0    (shown in bold) for its interpretability. 
 
(INSERT TABLE 2 HERE) 
 
The chosen map has 137 nodes on an 11x13 grid and is trained with a tension of 0.5. 
Figures 1–3 present the two-dimensional SOM grid, the feature planes for the 14 indi-
cators and the feature planes for the class variables. The feature planes in Figure 3 
show the real distribution of the classes on the map, while the lines that split the maps 
into four parts show crisp clustering of the nodes based on all class variables (except 
PPC0). The feature plane PPC0, with a high frequency on the border between the 
post- and pre-crisis cluster, represents the simultaneous occurrence of a pre- and post-
crisis period. In this case, the cycle need not include the tranquil stage if a new pre-
crisis period is entered directly after the previous event. Using the distribution of the 
class variables, the four clusters are labelled according to the stages of the financial 
stability cycle. The upper left cluster represents the pre-crisis cluster (Pre crisis), the 
lower left represents the crisis cluster (Crisis), the centre and lower-right cluster repre-
sents the post-crisis cluster (Post crisis) and the upper right represents the tranquil 
cluster (Tranquil). The main characteristics of the clusters can be derived from the 
feature planes in Figures 2–3. In contrast to EWSs using supervised methods, such as 
discrete choice techniques, the SOM model enables simultaneous assessment of the 
                                                                                                                                       
M equals the cardinality of x, then perfect in-sample performance may be obtained by each M attracting 
one data. This would, however, be an overfitted model for out-of-sample prediction. BOFIT- Institute for Economies in Transition 
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correlations with all four stages of the financial stability cycle. Thus, new models 
need not be derived for different forecasting horizons or definitions of the dependent 
variable. By assessing the feature planes of the SOFSM, the following strong correla-
tions are found, for example. The strongest early signs of a crisis are high domestic 
and global real equity growth and equity valuation, while most important late signs of 
a crisis are domestic and global real GDP growth, and domestic real credit growth, 
leverage, budget surplus, and CA deficit. The highest values of global leverage and 
real credit growth in the crisis cluster exemplify the fact that increases in some indica-
tors may reflect a rise in financial stress only up to a specific threshold. Increases be-
yond that level are, in this case, more concurrent than preceding signals of a crisis. 
Similarly, budget deficits characterize the late post-crisis and early tranquil periods, 
while surpluses are signals of impending instabilities. The characteristics of the finan-
cial stability states are summarized in Table 3. 
 
(INSERT TABLE 3 HERE) 
 
The  topological  ordering  of  the  SOFSM  enables  assessing,  in  terms  of 
macro-financial conditions, neighbouring financial states of a particular position on 
the  map.  Transmission  of  financial  contagion  is  often  defined  by  other  types  of 
neighbourhood  measures  such  as  financial  or  trade  linkages,  proxies  of  financial 
shock propagation, equity market co-movement or geographical relations (see for ex-
ample Dornbusch et al. (2000) and Pericoli and Sbracia (2003)). When assessing the 
SOFSM, the concept of neighborhood of a country represents the similarity of the cur-
rent macro-financial conditions. Thus, a crisis in one position on the map indicates 
propagation of financial instabilities to adjacent locations. This type of representation 
may help in identifying events surpassing historical experience and the changing na-
ture of crises. 
 
 (INSERT FIGURE 1–3 HERE) 
 
 
3.2  A Comparison with a Logit Model 
 
 
The logit model is estimated using the same in-sample data as was used for the SOM 
models. The estimates are reported in Table 4 and are later used for predicting out-of-Peter Sarlin, Tuomas A. Peltonen 
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sample data, while the in-sample and out-of-sample performance for the benchmark 
models are shown in Table 5. As is shown in Figure 4, for maximizing the usefulness 
for a policymaker the map is classified into two parts, where the shaded area repre-
sents early warning nodes and the rest tranquil nodes. For the benchmark models (
5 . 0    and C18), the overall performance is similar between the SOM model and 
the logit model. On the train set, the SOM model performs slightly better than the 
logit model in terms of usefulness, recall positives, precision negatives and the AUC 
measure, while the logit model outperforms on the other measures. The classification 
of  the  models  are  of  opposite  nature,  as  the  SOM  issues  more  false  alarms  (FP 
rate=31%) than it misses crises (FN rate=19%), whereas the logit model misses more 
crises (31%) than it issues false alarms (19%). That explains also the difference in the 
overall accuracy, since the class sizes are unbalanced (20% crisis and 80% tranquil 
periods). The performance of the models on the test set differs, in general, similarly as 
the performance on the train set, except for the SOM having slightly higher overall 
accuracy. This is, in general, due to the higher share of crisis episodes in the out-of-
sample dataset. 
 
We test the robustness of the SOFSM with respect to policymaker’s prefer-
ences ( 4 . 0    and  6 . 0   ), forecasting horizon (6, 12 and 24 months before a cri-
sis) and thresholds. Changes in the policymaker’s preferences affect the number of 
early warning nodes, as is shown in Figure 4. The results of the robustness tests are 
shown in Tables 6–7 and Figure 5. Table 6 shows the performance over different poli-
cymaker’s preferences, Table 7 over different forecasting horizons and Figure 5 and 
Tables 6–7 over all possible thresholds. For a policymaker less concerned about issu-
ing  false  alarms ( 6 . 0   ), the performance of the  models are similar, except for 
higher usefulness of the SOM model. This confirms that the SOM better detects the 
rare  crisis  occurrences.  For  a  policymaker  less  concerned  about  missing  crises  (
4 . 0   ), the usefulness of the models is similar, but the nature of the prediction is 
reversed; the SOM issues less false alarms than it misses crises, whereas the logit 
model issues more false alarms than misses crises. Over different forecasting hori-
zons, the in-sample performance is generally similar. However, the out-of-sample use-
fulness, with the exception of C12, is better for the SOM model than for the logit 
model. Interestingly, the logit model fails to yield any usefulness (U=0.02) at a fore-BOFIT- Institute for Economies in Transition 
Bank of Finland 
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casting horizon of 6 months. Finally, the AUC measure summarizes the performance 
over all possible thresholds using the plots shown for the benchmark models in Figure 
5. It is the only  measure to consistently show superior performance  for the SOM 
model. A caution regarding the AUC measure is, however, that parts of the ROC 
curve that are not policy relevant are included in the computed area. When comparing 
usefulness for each pair of models, the SOM model shows consistently equal or supe-
rior performance except for a single out-of-sample evaluation with a forecasting hori-
zon of 12 months. To sum up, the SOM performs, in general, as well or better than a 
logit model in both classifying the in-sample data and in predicting the global finan-
cial crisis that started in 2007. 
 
(INSERT TABLE 4–7 HERE) 
(INSERT FIGURE 4–5 HERE) 
 
4  Mapping the State of Financial Stability 
 
 
In this section, we use the SOFSM for mapping macro-financial conditions and the 
state of financial stability. We map samples of the panel dataset by showing cross-
sectional and temporal data on the two-dimensional SOM grid. We also compute ag-
gregates for groups of countries for exploring states of financial stability globally, in 
advanced countries and in emerging economies. Eq. 1 is used for mapping data points 
onto the grid, i.e. they are mapped to their BMU. Consecutive time-series data are 
linked with lines. 
 
4.1  Cross-sectional and temporal analysis on the SOFSM 
 
 
For  a  simultaneous  temporal  and  comparative  analysis,  we  map  the  evolution  of 
macro-financial conditions for the United States and the Euro area in Figure 6. The 
data for both “countries” represent the first quarters of 2002 to 2010. Without a pre-
cise empirical treatment for accuracy, the map well recognizes for both countries the 
pre-crisis, crisis and post-crisis stages of the financial stability cycle by circulating Peter Sarlin, Tuomas A. Peltonen 
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around the map during the analyzed period. Interestingly, the Euro area is located in 
the tranquil cluster in 2010Q1 (as well as in Q3 as is shown in Figure 7). This indi-
cates that the aggregated macroprudential metrics for the Euro area as a whole do not 
reflect the ongoing fiscal or banking crises in the Euro area periphery. It also coin-
cides with a relatively low FSI for the aggregate Euro area. This can be explained by 
the weaknesses and financial stress in smaller economies being averaged out by im-
proved  macro-financial conditions  in  larger Euro area economies,  highlighting the 
importance of country-level analysis.  
 
Figure 7 represents a cross-section mapping of all countries in 2010Q3. The 
countries are divided into three groups of financial stability states. The map indicates 
risks in several emerging market economies (Mexico, Turkey, Argentina, Brazil, Tai-
wan, Malaysia and the Philippines), while most of the advanced economies are in the 
lower right corner of the map (post-crisis and tranquil cluster). Three countries (Sin-
gapore, South Africa and India) sit on the border of the tranquil and pre-crisis clusters, 
which is an indication of a possible future transition to the pre-crisis cluster. For this 
type of cross-sectional data, the topological ordering of the SOFSM enables assessing 
propagation of financial instabilities to adjacent macro-financial locations. When the 
SOFSM does not account for events surpassing historical data, as empirical models of 
non-stationary processes may do, this type of representation may help in identifying 
the changing nature of crises. For this cross section (Figure 7), a crisis in, say, Argen-
tina  and  Brazil  would  as  well  indicate  possible  financial  distress  in  neighbouring 
countries (Taiwan, Mexico and Turkey). 
 




4.2  Exploring aggregate financial stability states on the SOFSM 
 
 
In this section, we map data as above for just three country aggregates: the world, 
emerging market economies and advanced economies. We compute the state of finan-
cial stability for the aggregates by weighting the indicators for the countries in our BOFIT- Institute for Economies in Transition 
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sample using stock market capitalization.
18 These aggregates can, like any data point, 
be projected onto the map using Eq. 1. Figure 8 shows the evolution of global macro-
financial conditions in the first quarters of 2002 to 2010. The global state of financial 
stability enters the pre-crisis cluster in 2006Q1 and the crisis cluster in 2007Q1. It 
moves via the post-crisis cluster to the tranquil cluster in 2010Q1. This coincides with 
the global evolution of the FSI. The separation of the global aggregate into emerging 
market and advanced economies is shown in Figure 9. The mapping of the advanced 
economy aggregate is a copy of the world aggregate, which is mainly a result of the 
small share of stock market capitalization in the emerging world. Notably, the emerg-
ing market movements are also similar to those in advanced economies. While the 
emerging market cycle moves around that of the advanced economies, it does not in-
dicate significant differences in the timeline or strength of financial stress. 
 
(INSERT FIGURE 8–9 HERE) 
 
5  Conclusions 
 
 
This  paper  creates  a  Self-Organizing  Financial  Stability  Map  for  visualizing  the 
sources of systemic risks on a two-dimensional plane and for predicting systemic fi-
nancial crises. The SOFSM is a two-dimensional representation of a multidimensional 
financial stability space that allows disentangling the individual sources of vulner-
abilities impacting on systemic risks. In addition, the model can be used to monitor 
macro-financial vulnerabilities by locating a country in the financial stability cycle: 
being it either in the pre-crisis, crisis, post-crisis or tranquil state. Our results indicate 
the SOM model performs as well or better than a logit model in classifying in-sample 
data and predicting the global financial crisis that started in 2007. We test the robust-
ness of the SOFSM by varying the thresholds of the models, the policymaker’s pref-
erences, and the forecasting horizon. Future work should focus on the visual represen-
tation of the SOFSM by including membership degrees to cluster centres and by an 
in-depth assessment of the financial stability cycle using transition probabilities be-
tween nodes and clusters. 
                                                 
18 The advanced economies are Australia, Denmark, Euro area, Japan, New Zealand, Norway, Sweden, 
Switzerland, the United Kingdom, and the United States. The emerging market economies are Argenti-
na, Brazil, China, Czech Republic, Hong Kong, Hungary, India, Indonesia, Malaysia, Mexico, the Phil-
ippines, Poland, Russia, Singapore, South Africa, Taiwan, Thailand and Turkey. Peter Sarlin, Tuomas A. Peltonen 
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Type Variable Abbreviation Mean SD Min. Max. Skew. Kurt. KSL AD
Domestic Inflation
a Inflation 0.89 5.17 -10.15 42.53 4.80 26.72 0.29* 263.90*
Domestic Real GDP
b Real GDP growth 3.73 3.76 -17.54 14.13 -0.86 3.16 0.06* 11.34*
Domestic Real credit to private sector to GDP
b Real credit growth 234.07 4724.00 -69.42 101870.34 20.76 429.59 0.51* Inf*
Domestic Real equity prices
b Real equity growth 5.93 33.01 -84.40 257.04 0.99 4.31 0.05* 7.28*
Domestic Credit to private sector to GDP
a Leverage 3.48 51.64 -62.78 1673.04 22.76 673.35 0.29* Inf*
Domestic Stock market capitalisation to GDP
a Equity valuation 3.90 28.32 -62.79 201.55 0.77 2.41 0.03* 3.86*
Domestic Current account deficit to GDP
c CA deficit -0.02 0.07 -0.27 0.10 -0.98 0.73 0.09* 33.12*
Domestic Government deficit to GDP
c Government deficit 0.01 0.05 -0.19 0.22 -1.09 3.46 0.09* 35.90*
Global Inflation
a Global inflation 0.03 0.64 -1.33 2.29 0.71 1.28 0.08* 12.12*
Global Real GDP
b Global real GDP growth 1.84 1.59 -6.34 4.09 -3.02 11.74 0.20* 122.16*
Global Real credit to private sector to GDP
b Global real credit growth 3.87 1.68 -0.23 7.20 -0.21 -0.31 0.07* 8.82*
Global Real equity prices
b Global real equity growth 2.31 19.08 -40.62 37.77 -0.57 -0.68 0.15* 41.90*
Global Credit to private sector to GDP
a Global leverage 1.15 2.79 -2.79 11.21 1.84 3.40 0.22* 105.26*
Global Stock market capitalisation to GDP
a Global equity valuation 0.89 17.41 -40.54 27.46 -0.50 -0.43 0.09* 19.11*
Notes: Transformations: 
a, deviation from trend; 
b, annual change; 
c, level. KSL: Lilliefors' adaption of the Kolmogorov-Smirnov normality test. AD: the standard 
Anderson-Darling normality test. Significance levels: 1%, *.BOFIT- Institute for Economies in Transition 
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Centre    Range Centre    Range Centre    Range Centre    Range
Inflation 0.49 [0.22,0.66] 0.55 [0.30,0.69] 0.59 [0.26,0.76] 0.37 [0.17,0.68]
Real GDP growth 0.67 [0.40,0.80] 0.48 [0.14,0.83] 0.34 [0.25,0.50] 0.53 [0.30,0.72]
Real credit growth 0.66 [0.28,0.85] 0.55 [0.35,0.82] 0.39 [0.18,0.68] 0.43 [0.21,0.75]
Real equity growth 0.68 [0.41,0.85] 0.28 [0.16,0.58] 0.39 [0.23,0.80] 0.61 [0.40,0.74]
Leverage 0.63 [0.31,0.80] 0.59 [0.37,0.81] 0.52 [0.23,0.83] 0.29 [0.18,0.51]
Equity valuation 0.73 [0.62,0.80] 0.55 [0.27,0.81] 0.33 [0.17,0.66] 0.45 [0.30,0.63]
CA deficit 0.58 [0.30,0.78] 0.54 [0.26,0.80] 0.48 [0.25,0.77] 0.41 [0.19,0.66]
Government deficit 0.38 [0.19,0.74] 0.45 [0.22,0.62] 0.53 [0.32,0.85] 0.61 [0.26,0.85]
Global inflation 0.33 [0.08,0.61] 0.61 [0.34,0.76] 0.46 [0.20,0.79] 0.63 [0.11,0.90]
Global real GDP growth 0.67 [0.54,0.74] 0.67 [0.30,0.86] 0.29 [0.13,0.69] 0.45 [0.13,0.71]
Global real credit growth 0.55 [0.28,0.77] 0.86 [0.61,0.92] 0.37 [0.16,0.67] 0.33 [0.15,0.52]
Global real equity growth 0.72 [0.47,0.80] 0.4 [0.23,0.63] 0.34 [0.11,0.79] 0.54 [0.20,0.73]
Global leverage 0.35 [0.18,0.60] 0.79 [0.57,0.91] 0.58 [0.17,0.77] 0.33 [0.16,0.73]
Global equity valuation 0.67 [0.48,0.82] 0.81 [0.54,0.91] 0.36 [0.14,0.76] 0.27 [0.19,0.55]
Pre crisis Crisis Post crisis Tranquil
Notes: Columns represent characteristics (cluster centre and range) of the financial stability states on the SOFSM and rows represent indicators. 
Since data are transformed to country-specific percentiles, the summary statistics are comparable across indicators and clusters. 
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Table 3: The evaluation of the SOFSM over M and σ values (µ=0.5 and forecast-








M  (# no de s )
50 (52) 0.24 0.23 0.22 0.21 0.21 0.20 0.20
100 (85) 0.27 0.25 0.23 0.22 0.21 0.21 0.21
150 (137) 0.29 0.24 0.25 0.23 0.21 0.23 0.21
200 (188) 0.29 0.29 0.29 0.24 0.23 0.22 0.21
250 (247) 0.30 0.29 0.29 0.24 0.25 0.21 0.22
300 (331) 0.32 0.33 0.30 0.28 0.25 0.23 0.22
400 (408) 0.40 0.40 0.38 0.33 0.30 0.27 0.27
500 (493) 0.42 0.40 0.40 0.36 0.33 0.28 0.27
600 (609) 0.43 0.43 0.41 0.36 0.33 0.28 0.27
1000 (942) 0.46 0.46 0.44 0.41 0.36 0.31 0.30
No tes :  First models to outperform the logit model (U=0.25) per M value are highlighted in gray and the chosen 
map is shown in bold. The real number of nodes is shown in parenthesis since fulfilling the map ratio (75:100) affects 
the number of nodes. 
2 0.001 0.3 0.5 0.75 1 1.5
Variable Estimate Error Z
Intercept -6.744 0.612 -11.024 0.000 ***
Inflation -0.100 0.300 -0.334 0.738
Real GDP growth 0.076 0.334 0.229 0.819
Real credit growth -0.001 0.001 -0.613 0.540
Real equity growth 1.791 0.382 4.685 0.000 ***
Leverage 0.003 0.001 3.204 0.001 ***
Equity valuation 0.002 0.001 2.689 0.007 ***
CA deficit 1.151 0.308 3.741 0.000 ***
Government deficit 0.076 0.342 0.223 0.823
Global inflation 0.207 0.341 0.608 0.543
Global real GDP growth 1.156 0.419 2.761 0.006 ***
Global real credit growth 0.685 0.381 1.799 0.072 *
Global real equity growth 0.832 0.419 1.985 0.047 **
Global leverage 0.712 0.427 1.668 0.095 *
Global equity valuation 0.959 0.472 2.029 0.042 **
Notes: Significance levels: 1%, ***; 5 %, **; 10 %, *.
Sig. 
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Table 5: Performance of the benchmark models on in-sample and out-of-sample data (µ=0.5 and forecasting horizon 6 quarters). 
 
Table 6: Robustness tests on in-sample and out-of-sample data for different µ values (forecasting horizon 6 quarters) 
 
Data set Threshold Precision Recall Precision Recall AUC MCC
Logit Train 0.72 162 190 830 73 0.46 0.69 0.92 0.81 0.79 0.25 0.81 0.44
SOM Train 0.60 190 314 706 45 0.38 0.81 0.94 0.69 0.71 0.25 0.83 0.40
Logit Test 0.72 77 57 249 93 0.57 0.45 0.73 0.81 0.68 0.13 0.72 0.28
SOM Test 0.60 112 89 217 58 0.56 0.66 0.79 0.71 0.69 0.18 0.75 0.36
FN
Positives
No tes :  The table reports results for the logit and SOFSM on the train and test data sets and the optimal threshold. Thresholds are calculated for µ=0.5 and forecastin horizon 6 
quarters. The Table also reports in columns the following measures to assess the performance of the models: TP = True positives, FP = False positives, TN= True negatives, FN = False 
negatives, Precision positives = TP/(TP+FP), Recall positives = TP/(TP+FN), Precision negatives = TN/(TN+FN), Recall negatives = TN/(TN+FP), Accuracy = (TP+TN)/(TP+TN+FP+FN), 
usefulness U (see formulae 6 and 7), AUC = area under the ROC curve (TP rate to FP rate, see Section 2 and Figure 4) and MCC = (TP*TN-FP*FN)/√((TP+FP)(TP+FN)(TN+FP)(TN+FN)).
Negatives
Accuracy U Model TP FP TN
Data set µ Threshold Precision Recall Precision Recall AUC MCC
Logit Train 0.4 0.72 162 190 830 73 0.46 0.69 0.92 0.81 0.79 0.16 0.81 0.44
SOM Train 0.4 0.75 153 166 854 82 0.48 0.65 0.91 0.84 0.80 0.16 0.83 0.44
Logit Train 0.5 0.72 162 190 830 73 0.46 0.69 0.92 0.81 0.79 0.25 0.81 0.44
SOM Train 0.5 0.60 190 314 706 45 0.38 0.81 0.94 0.69 0.71 0.25 0.83 0.40
Logit Train 0.6 0.54 197 381 639 38 0.34 0.84 0.94 0.63 0.67 0.15 0.81 0.36
SOM Train 0.6 0.50 214 419 601 21 0.34 0.91 0.97 0.59 0.65 0.18 0.83 0.39
Logit Test 0.4 0.72 77 57 249 93 0.57 0.45 0.73 0.81 0.68 0.07 0.72 0.28
SOM Test 0.4 0.75 76 56 250 94 0.58 0.45 0.73 0.82 0.68 0.07 0.75 0.28
Logit Test 0.5 0.72 77 57 249 93 0.57 0.45 0.73 0.81 0.68 0.13 0.72 0.28
SOM Test 0.5 0.60 112 89 217 58 0.56 0.66 0.79 0.71 0.69 0.18 0.75 0.36
Logit Test 0.6 0.54 110 109 197 60 0.50 0.65 0.77 0.64 0.64 0.05 0.72 0.28
SOM Test 0.6 0.50 134 109 197 36 0.55 0.79 0.85 0.64 0.70 0.13 0.75 0.41
Model TP FP TN FN
Positives
No tes :  See notes for Table 5.
Negatives
Accuracy U 
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Table 7: Robustness tests on in-sample and out-of-sample data for different horizons (µ=0.5) 
 
Data set Horizon Threshold Precision Recall Precision Recall AUC MCC
Logit Train C6 0.72 70 282 882 21 0.20 0.77 0.98 0.76 0.76 0.26 0.81 0.30
SOM Train C6 0.51 88 530 634 3 0.14 0.97 1.00 0.54 0.58 0.26 0.83 0.27
Logit Train C12 0.72 117 235 855 48 0.33 0.71 0.95 0.78 0.77 0.25 0.80 0.37
SOM Train C12 0.69 123 267 823 42 0.32 0.75 0.95 0.76 0.75 0.25 0.84 0.37
Logit Train C18 0.72 162 190 830 73 0.46 0.69 0.92 0.81 0.79 0.25 0.81 0.44
SOM Train C18 0.60 190 314 706 45 0.38 0.81 0.94 0.69 0.71 0.25 0.83 0.40
Logit Train C24 0.58 242 286 673 54 0.46 0.82 0.93 0.70 0.73 0.26 0.81 0.45
SOM Train C24 0.63 233 241 718 63 0.49 0.79 0.92 0.75 0.76 0.27 0.85 0.47
Logit Test C6 0.72 18 116 302 40 0.13 0.31 0.88 0.72 0.67 0.02 0.57 0.02
SOM Test C6 0.51 47 205 213 11 0.19 0.81 0.95 0.51 0.55 0.16 0.65 0.21
Logit Test C12 0.72 49 85 275 67 0.37 0.42 0.80 0.76 0.68 0.09 0.64 0.18
SOM Test C12 0.69 51 102 258 65 0.33 0.44 0.80 0.72 0.65 0.08 0.68 0.14
Logit Test C18 0.72 77 57 249 93 0.57 0.45 0.73 0.81 0.68 0.13 0.72 0.28
SOM Test C18 0.60 112 89 217 58 0.56 0.66 0.79 0.71 0.69 0.18 0.75 0.36
Logit Test C24 0.58 132 68 185 91 0.66 0.59 0.67 0.73 0.67 0.16 0.76 0.33
SOM Test C24 0.63 150 51 202 73 0.75 0.67 0.73 0.80 0.74 0.24 0.80 0.48
Model TP FP TN FN
Positives
No tes :  See notes for Table 5.
Negatives
Accuracy U 
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Figure 2: The feature planes for the 14 indicators and the main class variables 
 
Notes: The feature planes are layers of the SOFSM in Figure 1 and show the distribution of each indicator on the grid. While the indicators are defined in Table 
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Figure 3: Feature planes for all classes 
 
Notes: The feature planes C24, C18, C12, C6, P24, P18, P12 and P6 show the map distribution of class vari-
ables that represent 24, 18, 12 and 6 months before and after a crisis. C0 and T0 show the distribution of crisis 
and tranquil periods on the map.  
 
Figure 4: Early warning nodes for different policymakers’ preferences 
             µ=0.4     µ=0.5       µ=0.6 
 
Notes: The shaded area on the SOFSM represents the part of the map that is classified as early warning 
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Mapping the State of Financial Stability 
 
 
Figure 5: ROC curves for both models (µ=0.5 and horizon 6 quarters) 
 
Notes: The vertical and horizontal axes represent TP rate (TP / (TP + FN)) and FP rate (FP/(FP+TN)). The AUC 
measures the area below these curves. 
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Figure 7: A mapping of all countries in 2010Q3 
    
 
Figure 8: A mapping of the world aggregate from 2002–2010 
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