Abstract: Terrestrial laser scanning (TLS) provides an accurate means of analyzing individual tree attributes, and can be extended to plots using multiple TLS scans. However, multiple TLS scans may reduce the effectiveness of individual tree structure quantification, often due to understory occupation, mutual tree occlusion, and other influences. The procedure to delineate accurate tree attributes from plot scans involves onerous steps and automated integration is challenging in the literature. This study proposes a fully automatic approach composed of ground filtering, stem detection, and stem form extraction algorithms, with emphasis on accuracy and feasibility. The delineated attributes can be useful to analyze terrain, tree biomass and fiber quality. The automation was experimented on a mature pine plot in Finland with both single scan (SS) and multiple scans (MS) datasets. With mensuration as reference, digital terrain models (DTM), stem locations, diameters at breast height (DBHs), stem heights, and stem forms of the whole plot were extracted and validated. Results of this study were best using the multiple scans (MS) dataset, where 76% of stems were detected (n = 49). Height extraction accuracy was 0.68 (r 2 ) and 1.7 m (RMSE), and DBH extraction accuracy was 0.97 (r 2 ) and 0.90 cm (RMSE). Height-wise stem diameter extraction accuracy was 0.76 (r 2 ) and 2.4 cm (RMSE).
Introduction
Decision making in forestry is traditionally dependent on forest inventories, or specifically, the means and totals of forest characteristics within a defined area [1, 2] . Decisions about habitat conservation and carbon balance are grounded by inventory attributes such as tree height, diameter at breast height (DBH), tree volume, age, and biomass [3] [4] [5] . Silviculture, logging, and harvesting benefit from a knowledge of stem form, fiber length, and wood density [3, [6] [7] [8] . Ecological regulation by prescribed fire or enrichment can also be advised in light of species, canopy base height, canopy closure, and tree density [9] [10] [11] . Therefore, delineating inventory attributes becomes an indispensable mission in forestry.
Mammoth delineation efforts have been made, generally to conform to two purposes: maximizing delineation accuracy and minimizing manual cost. For the former purpose, in-situ surveying of individual trees is usually necessary as a reliable and accurate quantification of inventory attributes such as species, DBH, basal area, tree height, and biomass. Measurement error is subject to the surveying instrument, method, and human error. Based on a control survey, Berger et al. [12] points out that the Australian national forest inventories of conifers contains an average of 1.1% relative standard deviation in DBH measurement and 3.3% in height measurement. To fulfill the latter purpose, sampling strategies such as stratified sampling, plot sampling, and transection are adopted in practice [13] . However, sampling methods are still time-consuming to cover large-area inventory. Rice et al. [14] records the durations to survey basal area factors of 437 plots in Maine using six different sampling methods. Results show that the average surveying time for one plot amounts between approximately 150 and 2300 minutes without considering traveling time. The surrogate for large-area in-situ surveying is air photo interpretation. Since the 1950s, aerial photography and other remote sensing imagery have enabled consistent canopy attribute delineation in a timely manner [15] , and have gradually become a leading method in delivering large-area inventory data. Until March, 2004, plot-based inventory from photography and satellite data occupies 93.7% of the total inventory in Canada's National Forest Inventory [16] . The satellite-or airborne-based variables from above canopy top, on the other hand, are limited in terms of extracting below canopy [17] [18] [19] [20] [21] . Overcoming this limitation is where Terrestrial Laser Scanning (TLS) technology has great potential. A modern TLS system can densely scan sub-canopy surroundings within a few hundred meters with high accuracy [21, 22] . Comparing to in-situ surveying, a stationary or mobile TLS avoids intensive manual measurement and destruction, and provides highly detailed inventory information [18, [23] [24] [25] . In brief, TLS arises as an appropriate and efficient tool to delineate detailed inventory under canopy.
A convenient inventory service from TLS is to delineate stem form attributes. Stem form attributes, such as stem diameters and stem shape, are among the typical descriptors of stem volume and biomass [26] . Branch-free bole section, stem taper, and tree height are extrinsic indicators of wood quality attributes such as basic wood density and fiber length [20, 27, 28] . Earlier studies focused on obtaining gross dimensions of stem form, such as DBH and tree height [18, [29] [30] [31] . DBH can be estimated accurately using the circle-fitting method with an approximate error under 1 cm [22, 32, 33] . To unveil more stem form details, more recent studies have progressed to extracting stem diameters at any height [23, 29, 30, [34] [35] [36] . Aschoff et al. [34] , for example, sliced tree point clouds at specified heights, and then fit circles for each slice, in order to estimate height-specific diameters. Maas et al. [30] compared the stem diameters extracted from TLS with the harvester reference, and reported an root mean square error (RMSE) of 4.7 cm. Still, these height-specific slicing methods are insufficient to represent true stem form. Kankare et al. [33] observed noncircular shapes of height slice, and pointed out the accuracy of diameter estimation is strongly impacted by the stem curve (stem medial axis). This is partly because slicing a learning stem at each height leads to oval cross sections, making a simple circle-fitting algorithm invalid. A refined method is to extract diameters that are orthogonal to the stem directions, which can be achieved by cylinder fitting of stem surface points [26, [37] [38] [39] . Liang et al. [26] automated a robust least-square cylinder fitting method to extract stem diameters from multiple pine and spruce scans. With field measured stem form diameters as reference, an evaluation of extraction accuracy shows a mean RMSE of 1.13 cm per tree, as low as manual extraction from TLS [26] . Note that the cylinder fitting accuracy relies on a clear classification of stem points. Classifying stem points against branch and foliage points may fail in complex scenes using simple constraints such as strong surface flatness and near-vertical direction in [23, 24, 26, 39] . Indeed, measuring upper-stem diameters with branches in the foreground is the most challenging part of stem form quantification [12] . Watt and Donoghue [40] concluded that measuring tree taper is only reliable below the canopy. Tansey et al. [41] suggested incorporating airborne laser scanning (ALS) data to mitigate the effect of crown occlusion. It is clear that stem classification in the heavy branching regions needs to be treated carefully. In addition to stem classification, three problems are confronted in delineating stem form: point occlusion, stem shape variation, and noise interference. Point occlusion breaks a continuous surface down to a mixture of narrow or wide pieces, giving rise to a zigzagging pattern of the extracted stem node and diameters [32] . Stem shape variation introduces complexity to the design of fitting models and parameters [37, 42] . Noise points such as ghost points can affect the accuracy of local circle fitting [43, 44] . Solutions to these problems are still in demand [45] .
Stem detection is a preprocessing step of delineating stem form attributes from plot scans. Stem locations can be detected efficiently based on 2-D features of a point cloud slice at a specified height (e.g., 1.3 m). The 2-D features include angular stem width [46, 47] , circle fitting error [29, 30, 35] , or convergence after Hough transformation [34, 48] . Other studies extract stem locations after 3-D classification of stem points based on geometric characteristics such as flatness of a point cluster, point density, and vertical histogram [26, 39, [49] [50] [51] . The accuracy of tree detection is dependent on the number of scans [52] , stem density [40] , branching occlusion [53] , and understory occlusion [54] . In general, 3-D stem classification is more stable than stem detection using only one slice at a certain height, because it is less affected by point occlusion at the specific height [44] . However, the existing 3-D classification methods are point-wise and require time-consuming spatial computation such as nearest neighbor search. An efficient stem detection based on 3-D geometrical features is needed. Data reduction such as DTM removal is also helpful to improve the efficiency and accuracy of stem detection [55, 56] .
This study proposes an automated approach to extract individual stem form from plot-scale TLS scans. We also intend to evaluate the different performances of using a single scan and multiple scans. We first test a piecewise inverse-distance-weighted (IDW) ground filtering algorithm, extract stem locations using a 3-D directional mask, segment and classify point clouds supported by region growing concept, and finally, apply a stem-shape extraction algorithm. During the process of extracting individual stem form, occlusion effect can be reduced by using neighbor-independent stem classification, stem shape variation can be modeled by circle fitting of local stem points, and noise points can be segmented apart from stem points at the step of segmentation. It is intended that these automatic methods will improve the robustness and rapidity in which TLS data can be analysed, with results of interest to the forest industry.
Materials Preparation
The study site is a Scott pine (Pinus sylvestris L.) plot with a stem density of 479 stem per ha in Evo, Finland (61.19 • N, 25.11 • E). Our study plot is among a larger set of plots acquired for the EuroSDR International TLS benchmark project: Benchmarking of Terrestrial Laser Scanning for Forestry Applications [57] . The plot was scanned using Leica HDS6100 by the Finnish Geodetic Institute (FGI) during the summer of 2014. Two TLS datasets were acquired from FGI at this site: a single scan (SS) from the plot center and multiple scans (MS) from both the center and four corners. Both datasets were trimmed to the size of 32 m × 32 m with a point resolution of 15.7 mm and a distance accuracy of ±2 mm at the distance of 25 m per plot. Validation data are field mensuration of stem location, stem DBH, and tree height, as well as offline measurement of stem form and DTM from manual or semi-automated software tools. Stem form is represented as diameters and horizontal center coordinates at each height, at 1 m height intervals up to the highest measurable height inside crown. DTM reference has a resolution of 0.2 m.
Methodology
A suit of algorithms were developed in Matlab to automate the retrieval of stem attributes from point clouds without manual interference. The workflow consists of four steps: DTM extraction and removal, stem location detection and separation, branch and stem segmentation, and stem form extraction. Figure 1 illustrates a flow diagram of methods used in this study, and described in the following sections.
DTM Extraction
The extraction and removal of DTM can expedite the following step of stem detection and stem form extraction. The general approach of DTM extraction is to detect the candidate ground points and interpolate full ground points from the neighboring candidate ground points.
In forested terrain, initial separation of ground and canopy is a necessary procedure prior to fine DTM extraction [58] . An upper threshold (E upper ) for DTM is needed to distinguish ground and canopy. According to [29, 59] , the E upper can be estimated based on the histogram of point elevations ( Figure 2 ). The first histogram peak (E p1 ) is detected when the slope of the histogram profile reduces to 0. The width of the first peak (W p1 ) is calculated as full width at half maximum (FWHM). The upper threshold for the DTM elevation (E upper ) is defined following (1), where t w is the controlling parameter for adjusting E upper . The candidate ground points are considered lower than E upper . In this study, we set t w to be as large as 5, in order to incorporate all ground points as candidate ground points.
(1)
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(1) Figure 1 . Flow-diagram overview of methods used to automatically extract plot-level tree stem attributes. DTM: digital terrain models; IDW: inverse distance weighted; DBH: diameter at breast height. In order to extract the local lowest points, point clouds are rasterized first. Compared to raw irregular points or Triangulated Irregular Network (TIN), raster format can greatly expedite search adjusting . The candidate ground points are considered lower than . In this study, we set to be as large as 5, in order to incorporate all ground points as candidate ground points.
(1) Figure 1 . Flow-diagram overview of methods used to automatically extract plot-level tree stem attributes. DTM: digital terrain models; IDW: inverse distance weighted; DBH: diameter at breast height. In order to extract the local lowest points, point clouds are rasterized first. Compared to raw irregular points or Triangulated Irregular Network (TIN), raster format can greatly expedite search In order to extract the local lowest points, point clouds are rasterized first. Compared to raw irregular points or Triangulated Irregular Network (TIN), raster format can greatly expedite search for spatial neighbors [60] . All 3-D points (p i ) are mapped into a raster cell by normalizing the p i with DTM resolution (σ). We set σ to be 0.2 m. The elevation of p i is assigned to be a cell value. Only the lowest elevation inside the cell is kept as the cell value. Empty cells, often a result of occlusion of laser returns, are initially assigned with a positive large value (e.g., 10,000). A square moving window at an initial length of 5 cells is then applied to each cell. The selection of the initial size can be arbitrary because the initial size has little influence on the final results. The local lowest points (MW min ) are thus computed as the lowest cell value inside the moving window.
The candidate ground points can be filtered using (2) . Note that v cand is the cell value of candidate ground points, and δ (0.5 m in this study) is the elevation tolerance in the moving window. The candidate ground point cells are used as support cells to interpolate the center cell value inside the moving window.
The ground points represented by the candidate ground points are likely to have large gaps in canopy areas. Our solution follows the concept from Zhang et al. [61] which adaptively increases moving window size to proliferate candidate ground points. The size of the moving window keeps increasing until the window covers at least N mv candidate ground point cells. N mv should be large enough (e.g., 10) to avoid noise cells. Our intention is to preserve the lowest elevation information and constrain abrupt elevation changes in the step of interpolation. This can be achieved by designing a robust weight function in light of [58, 62] . The center cell value is set to be either unchanged or IDW neighbor values. It is determined by a piecewise function as (3), where symbol s is the size of the moving window, symbol d (i, j, m, n) is the distance between cell (m,n) and cell (i,j), and v (m, n) final is the final ground point value at row m and column n in the result raster. Only points > 0.1 m above the final ground point value are kept in the following analysis. Those points are regarded as the above-ground points.
Stem Location Extraction and Isolation
Tree stems are identified using template matching (or filter) in 3D space explained in [63] . A 3-D template is developed to detect tree stems that extend upwards from the ground surface, and have a leaning angle smaller than θ max . First, above-ground point clouds are divided into voxels at a resolution of 0.1 × 0.1 × 0.5 m (xyz). The vertical resolution is set at 0.5 m because we expect greater horizontal than vertical heterogeneity. Each voxel is assigned the value of the point count inside the voxel, thereby representing point density. Voxels from the point clouds are multiplied respectively by a 3-D template, or what we call a 3-D directional filter in our study. The 3-D directional filter is also composed of voxels. A sum of the product of point cloud voxels and filter voxels is called convolution. It is efficient to enhance the near-vertical characteristics through 3-D convolution, by assigning "1" or any positive value "C v " to a filter voxel as a reward, and "−1" as a penalty. The structure and size of the filter should be designed to reward all stem points within the stem cylinder, and penalize non-stem points outside the cylinder. The mathematic description of our 3-D directional filter is shown in Figure 3 . We use the parameter s to represent the horizontal radius of "C v " voxels (reward voxels), numerically close to horizontal stem cylinder radius. We then set the ring thickness of "−1" voxels (penalty voxels) to be s as well. The filter height is b (1 m in this study). The filter width and depth are both 0.5b tanθ + 2s, where θ is the current leaning angle. A rough estimation of s is half DBH (0.2 m in this study). The voxel representation of the filter is demonstrated on the right side of Figure 3 . Overall, the directional filter is a cylinder shape filled with the penalty voxels and reward voxels.
Assuming lean angle is horizontally symmetric, the reward voxels as a whole appear like a revolution geometry, which is formed by rotating the two left thickest lines ( Figure 3 ) 360 • around the vertical axis. The penalty voxels appear like another revolution geometry, formed by rotating the two right thickest lines ( Figure 3 ) 360 • around the vertical axis. The remaining filter voxels are filled with "0". We define ρ as a voxel's distance to the centerline, k as the voxel's distance along the rotational line to the line's top end. For each voxel, when ρ < |0.5b − k| tanθ − s or ρ > |0.5b − k| tanθ + 2s, the voxel value is assigned "−1"; when |0.5b − k| tanθ − s ≤ ρ ≤ |0.5b − k| tanθ + s, the voxel value is assigned C v ; when ρ doesn't satisfy the above two conditions, the voxel value is kept "0". To represent different leaning angles, five filters are created with the leaning angles of 0 voxels. Assuming lean angle is horizontally symmetric, the reward voxels as a whole appear like a revolution geometry, which is formed by rotating the two left thickest lines ( Figure 3 ) 360° around the vertical axis. The penalty voxels appear like another revolution geometry, formed by rotating the two right thickest lines ( Figure 3 ) 360° around the vertical axis. The remaining filter voxels are filled with "0". We define ρ as a voxel's distance to the centerline, k as the voxel's distance along the rotational line to the line's top end. For each voxel, when ρ < |0.5b − k| tan − s or ρ > |0.5b − k| tan + 2s, the voxel value is assigned "−1"; when |0.5b − k| tan − s ≤ ρ ≤ |0.5b − k| tan + s, the voxel value is assigned ; when ρ doesn't satisfy the above two conditions, the voxel value is kept "0". To represent different leaning angles, five filters are created with the leaning angles of 0°, 5°, 10°, 15°, and 20°, respectively. The five filter masks are then averaged to get an overall 3-D directional filter. This convolution step can be accelerated using the 3-D Fourier transformation. Interested readers can refer to Nixon [64] about the theory. Specifically, we calculate the 3-D Fourier form of the point cloud voxels and the 3-D Fourier form of the overall 3-D directional filter. The two Fourier forms are multiplied and the inverse Fourier form of multiplication is our convolution result. The convolution only enhances any near-vertical points within the filter size. To aggregate the enhancement for the whole stem, the 3-D convolution value in each voxel is summed again vertically, and is projected to the horizontal plane as a 2-D image. In this manner, near-vertical points are displayed as bright pixels in the 2-D image, whereas points with other spatial patterns turn to dark pixels. Only pixels with brightness greater than a threshold remain. The threshold is defined as the product of point density, sum of award voxels in the overall filter, and as well as a controllable parameter (0.5 in this study). If a remaining bright pixel has brightness greater than neighboring pixels, it is defined as a local extrema. The stem locations can be determined by searching the local extrema of the bright pixels from the 2-D image. The image coordinates are converted back to realworld coordinates by inverting the voxelization step.
The above-ground point clouds can be separated in to stem-wise occupation areas based on the detected stem locations. We define stem occupation area approximately as the Thiessen polygon around the stem location. In this study, we observed that pine stems did not move beyond 1 m horizontally from the center location. The point clouds are therefore trimmed to be within 1 m horizontal radius from the stem location, so as to reduce computing overhead. Trimming based on This convolution step can be accelerated using the 3-D Fourier transformation. Interested readers can refer to Nixon [64] about the theory. Specifically, we calculate the 3-D Fourier form of the point cloud voxels and the 3-D Fourier form of the overall 3-D directional filter. The two Fourier forms are multiplied and the inverse Fourier form of multiplication is our convolution result. The convolution only enhances any near-vertical points within the filter size. To aggregate the enhancement for the whole stem, the 3-D convolution value in each voxel is summed again vertically, and is projected to the horizontal plane as a 2-D image. In this manner, near-vertical points are displayed as bright pixels in the 2-D image, whereas points with other spatial patterns turn to dark pixels. Only pixels with brightness greater than a threshold remain. The threshold is defined as the product of point density, sum of award voxels in the overall filter, and as well as a controllable parameter P s (0.5 in this study). If a remaining bright pixel has brightness greater than neighboring pixels, it is defined as a local extrema. The stem locations can be determined by searching the local extrema of the bright pixels from the 2-D image. The image coordinates are converted back to real-world coordinates by inverting the voxelization step.
The above-ground point clouds can be separated in to stem-wise occupation areas based on the detected stem locations. We define stem occupation area approximately as the Thiessen polygon around the stem location. In this study, we observed that pine stems did not move beyond 1 m horizontally from the center location. The point clouds are therefore trimmed to be within 1 m horizontal radius from the stem location, so as to reduce computing overhead. Trimming based on prior knowledge or exploratory analysis is not a necessary step, but helps improve automation efficiency.
Stem Form Extraction: Segmentation
Region growing method is useful to approximate stem and branch morphology based on the geometric properties of a surface, including local connectivity and fractals, as well as the dynamics of the geometry and curvature [65, 66] . An illustration of the region growing algorithm is shown in Figure 4 , where the algorithm is used to segment whole point clouds into numerous cylinders without a need for initial seeds. The region growing algorithm starts from one arbitrary point as shown in Figure 4a , and incorporates its neighboring points to be the 1st grown region. In this study, the neighboring points are defined as any remaining points whose absolute coordinate differences from a growing region are smaller than R s . Intuitively, the neighboring points lie inside nearest cubes (size R s × R s × R s ) from the grown region. In the same manner, the next region growing iteration incorporates neighboring points around the boundary of the 1st growing region as the 2nd growing region, which is highlighted in blue in Figure 4a . The 4th, and 6th growing regions are also highlighted in different colors. At this stage, the 6th growing region is no longer continuous. The upper side of the 6th growing region ("end 1") is separate from the lower side of the 6th growing region ("end 2"). A visual illustration of "end 1" and "end 2" is also shown in Figure 4a . We consider the status of the 6th region growing as a "hit" of the surface boundary. The boundary "hit" condition is judged by near-zero width increment of the nth grown region. Upon the "hit" of surface boundary, the grown regions together (from 1st to 6th) exhibit a cylindrical shape. After the "hit", the growing region (i.e., "end 1" and "end 2") continues growing, until the width of the "end 1" or "end 2"increases by more than W ir (0.8 in this study), or the direction of the "end 1" or "end 2"changes by more than D c (60 • in this study). The first termination condition indicates that the growing region reached a branch or a stem portion with a width at least W ir greater than the current width. The second termination means that the growing region reaches another branch with more than D c angular difference. After the current region growing is terminated, we select a new starting point from the rest of the points and repeat the above region growing, until no new points can be found from the remaining point cloud. prior knowledge or exploratory analysis is not a necessary step, but helps improve automation efficiency.
Region growing method is useful to approximate stem and branch morphology based on the geometric properties of a surface, including local connectivity and fractals, as well as the dynamics of the geometry and curvature [65, 66] . An illustration of the region growing algorithm is shown in Figure 4 , where the algorithm is used to segment whole point clouds into numerous cylinders without a need for initial seeds. The region growing algorithm starts from one arbitrary point as shown in Figure 4a , and incorporates its neighboring points to be the 1st grown region. In this study, the neighboring points are defined as any remaining points whose absolute coordinate differences from a growing region are smaller than . Intuitively, the neighboring points lie inside nearest cubes (size × × ) from the grown region. In the same manner, the next region growing iteration incorporates neighboring points around the boundary of the 1st growing region as the 2nd growing region, which is highlighted in blue in Figure 4a . The 4th, and 6th growing regions are also highlighted in different colors. At this stage, the 6th growing region is no longer continuous. The upper side of the 6th growing region ("end 1") is separate from the lower side of the 6th growing region ("end 2"). A visual illustration of "end 1" and "end 2" is also shown in Figure 4a . We consider the status of the 6th region growing as a "hit" of the surface boundary. The boundary "hit" condition is judged by near-zero width increment of the nth grown region. Upon the "hit" of surface boundary, the grown regions together (from 1st to 6th) exhibit a cylindrical shape. After the "hit", the growing region (i.e., "end 1" and "end 2") continues growing, until the width of the "end 1" or "end 2"increases by more than (0.8 in this study), or the direction of the "end 1" or "end 2"changes by more than (60° in this study). The first termination condition indicates that the growing region reached a branch or a stem portion with a width at least greater than the current width. The second termination means that the growing region reaches another branch with more than angular difference. After the current region growing is terminated, we select a new starting point from the rest of the points and repeat the above region growing, until no new points can be found from the remaining point cloud. Figure 4b has the more complex situation with branching bifurcation. We intend to control region growing only along the same stem/branch surface. So bifurcated branch points need to be excluded during region growing. This is realized by partitioning the nth growing region points into clusters, and only keeping the largest two clusters. The nearest distance between any two clusters should be greater than G t . In other words, G t is a gap parameter to differentiate region connectivity. In this study, G t is assigned to be a constant 0.01 m but can be also set as a multiple of the average point resolution, to adapt to different point cloud datasets. Here we focus on the largest two clusters. The largest cluster is assigned to be the "end 1", and the second largest cluster to be the "end 2", so as to limit the growing region to be on the stem surface. However, due to point occlusion, the branch may be larger than the stem, and "end 2" may thus be a branch. As such, we add a restriction that "end 2" is classified as the second largest cluster only if that cluster is located in the opposite growing direction of "end 1". The whole segmentation algorithm and its required parameters are described in Algorithm 1. Note that our segmentation algorithm is not aimed to filter a perfect whole stem, instead, it prepares cylindrical segments for the next step of stem classification. Algorithm 1. Description of point cloud segmentation using region growing method.
Input:
PointCloud GrownRegion ← {GrownRegion ∪ end 1 ∪ end 2 } ; 28
Segments ← {Segments ∪ GrownRegion} ;
Stem Form Extraction: Classification
Grown region with the most points is selected to initiate stem classification. The first principle component of the principle component analysis (PCA) for the stem region is chosen as an overall stem direction. The initial stem points are then perpendicularly projected to the stem direction to create their projected lengths along the stem direction. The stem points are separated into slices by splitting the projected lengths at equal intervals of 0.2 m. The purpose of slicing at equal intervals is merely to conform to validation data format. Each slice is projected along the stem direction into a plane. A circle-fit algorithm which minimizes the geometric error using least square [67] is adopted to find the circle center and radius from the projected points. As a result, the form of the initial part of stem is delineated by a sequence of the circle centers (stem nodes), circle radii (node radii), and circle directions (node directions).
More regions need to be classified as part of the stem. One condition is set to satisfy: the region points shall fall inside a cylinder. The centerline of the cylinder starts from the closest node and is collinear with that node direction. The radius of the cylinder is the closest node radius. A concentric buffer cylinder is used to search new regions. The radius of the buffer cylinder is equal to the node radius timed by D t . Here D t is a user-defined ratio parameter indicating the degree of tolerance to the buffer cylinder radius (1.3 in this study). Priority is given to closer and larger regions. After a new region is classified as part of the stem region each time, the stem form is re-delineated using the circle fitting algorithm. Upper-stem and occluded regions may have few points to support circle fitting. Neighboring regions are then searched until sufficient points (e.g., 200) are found. The whole classification process terminates when no regions are found to fall inside the cylinder.
Upper-stem occlusion is common in plot-level TLS scans. Due to upper-stem occlusion, the extracted stem form contains only visible components, yet the full stem form should extend continuously from the bottom to the tree top. Tree height is determined in our algorithm as the vertical distance between the highest and lowest points inside each isolated stem point cloud. The previous delineated stem form is linearly interpolated to zero radius at the tree top. Deficient stems with height lower than 2 m, or diameter smaller than 5 cm are removed from the final results of stem form extraction.
Validation
DTM, stem detection, stem DBH, stem height, and stem form can be validated using the reference data. The DTM error is defined by the mean distance between extracted DTM points and corresponding nearest points in reference DTM. We only focus on how well the extracted locations from TLS matched the surveyed locations. Our detection rate is defined as the number of detected stems within a tolerable distance to the closest reference stems, divided by the total number of reference stems. The tolerable distance is set to be 0.5 m, so as to allow for possible surveying error of reference locations. This automated calculation of detection rate produces the same results as manual matching in our study. The reference stem nodes manually extracted from each stem point clouds by FGI are organized as 3-D coordinates of the stem nodes following a height sequence of 0.65 m, 1.3 m, 2 m, 3 m, 4 m, and so on. Automatically extracted stem nodes are also interpolated to the same height sequence in order to match the reference stem nodes. The match of our nodes and reference nodes is based on the nearest neighbor search from the reference nodes. For each detected stem curve, RMSE of diameters, and r 2 of diameters between the extracted nodes and the reference nodes are investigated.
The parameters needed in all steps are displayed in Table 1 . The parameter values in the right column can be used as default values in different TLS datasets. Other values were attempted in a few trials and errors, and extraction results did not vary greatly, because the algorithms allow reasonable variations of scanning conditions, point density, and stem geometry. For example, if R s or G t is set to smaller values (larger than minimum point resolution), the point clouds will be segmented into smaller pieces, but the following classification step will still recognize stem points based on D t . Parameter tuning is not suggested for the purpose of improving accuracy. We fixed the parameter values as in the right column of Table 1 throughout the processing of both SS and MS datasets. 
Results and Discussion

DTM Extraction
Both SS and MS point clouds from plot-1 were processed fully automatically based on the a-priori parameters without referring to any mensuration data. 
Stem Location Extraction and Isolation
The projected 2-D image of 3-D directional filter convolution using MS dataset is shown in Figure 6b , offering comparison to the projected image without applying the directional filter in Figure 6a . It can be seen that irrelevant matters such as branch and foliage are cleared using our directional filter in Figure 6b . The pixel brightness stays consistently high near the likely stem locations and drops drastically further away. The brightness change (or sharpness) is controlled by the 3-D filter size parameter s and filter value C v . A high degree of sharpness produces speckled effect of the 2-D image and leads to over-detection of stem locations. To avoid high sharpness, s is suggested to approximate or exceed the size of stem target and C v stay below 2. In addition, high sharpness can be mitigated by increasing the maximum-allowed leaning angle θ max . A large leaning angle (>40 • ), however, causes a risk of detecting oblique branches. Also in Figure 6b , Thiessen polygons are shown as lines surrounding each extracted stem location. Among the detected stems from filter convolution, deficient stems were further discarded in the stem classification step. As a result, a total of 50 (SS) and 58 (MS) stems were detected, where 40 (SS) and 41 (MS) stems could match to reference stems (49 stems). Therefore, a few trees exist in TLS scans but are not sampled in the reference data. This coincides with the finding from Liang and Hyyppä [38] that around 10% of reference stems do not show in their SS dataset. The detection rates are 81.6% (SS) and 75.5% (MS). Our detection rates are satisfactory, considering Brolly [44] 's summary of nine papers that detection rates are between 22%-94% (SS), and 52%-100% (MS). The detection rate from SS alone is also competitive, in comparison to the common range of 68%-90% from SS [68] . It is not absolute though, for detection rate relies on plot conditions such as tree species, stem density, age, and elevation. For example, detection rates of four different species with over 40 trees in Liang and Hyyppä [38] range from 81% to 100%. Also in Figure 6b , Thiessen polygons are shown as lines surrounding each extracted stem location. Among the detected stems from filter convolution, deficient stems were further discarded in the stem classification step. As a result, a total of 50 (SS) and 58 (MS) stems were detected, where 40 (SS) and 41 (MS) stems could match to reference stems (49 stems). Therefore, a few trees exist in TLS scans but are not sampled in the reference data. This coincides with the finding from Liang and Hyyppä [38] that around 10% of reference stems do not show in their SS dataset. The detection rates are 81.6% (SS) and 75.5% (MS). Our detection rates are satisfactory, considering Brolly [44] 's summary of nine papers that detection rates are between 22%-94% (SS), and 52%-100% (MS). The detection rate from SS alone is also competitive, in comparison to the common range of 68%-90% from SS [68] . It is not absolute though, for detection rate relies on plot conditions such as tree species, stem density, age, and elevation. For example, detection rates of four different species with over 40 trees in Liang and Hyyppä [38] range from 81% to 100%. Also in Figure 6b , Thiessen polygons are shown as lines surrounding each extracted stem location. Among the detected stems from filter convolution, deficient stems were further discarded in the stem classification step. As a result, a total of 50 (SS) and 58 (MS) stems were detected, where 40 (SS) and 41 (MS) stems could match to reference stems (49 stems). Therefore, a few trees exist in TLS scans but are not sampled in the reference data. This coincides with the finding from Liang and Hyyppä [38] that around 10% of reference stems do not show in their SS dataset. The detection rates are 81.6% (SS) and 75.5% (MS). Our detection rates are satisfactory, considering Brolly [44] 's summary of nine papers that detection rates are between 22%-94% (SS), and 52%-100% (MS). The detection rate from SS alone is also competitive, in comparison to the common range of 68%-90% from SS [68] . It is not absolute though, for detection rate relies on plot conditions such as tree species, stem density, age, and elevation. For example, detection rates of four different species with over 40 trees in Liang and Hyyppä [38] range from 81% to 100%.
Stem Form Extraction
A visualisation of the stem curve extraction is shown in Figure 7 for a single tree. The stem points are heavily shaded by branches and leaves at the height above 10 m (Figure 7a ). The loss of stem points in upper stems above 10 m is also reported in Henning and Radtke [23] , and above 7.8 m reported in Bienert et al. [53] . The extraction algorithm used is able to identify the stem shape and taper through the canopy (Figure 7c ) by segmenting branches (Figure 7b ). Optimal region growing automation ideally requires the avoidance of a-priori estimates of stem or branch radius. A number of existing branch reconstruction studies use a predefined sphere as an initial guess of radius [69] [70] [71] . The classified stem reaches a height of 14.8 m, 67% of field measured height. Heavy occlusion above that height prevents our stem classification algorithm from detecting further stem surfaces. In general, the average proportion of our classified stem height reaches 64% (SS) and 74% (MS), greater than the average proportion of FGI's software measured stem height 62% (SS) and 61% (MS). Stem diameter narrowing in the crown is another bottleneck of stem classification from branch clumps. A potential solution is to sacrifice time efficiency in order to gain classification accuracy. This could be, for example, finer region growing in terms of smaller R s and W ir , or greater classification tolerance in terms of larger D t . Figure 7d plots the shape and radius of the extracted curve nodes. Visually, the overall curve shape is smooth. The occlusion of the crown introduces biases in the node direction above 12 m and radius above 6 m.
Correspondence between TLS detected stem DBH, height, and form (for those identified within 0.5 m of the reference stems) and reference is provided in Table 2 . According to Liang et al. [26] 's accuracy assessment of over five studies about stem attribute extraction, DBH RMSE ranges between 0.82-9.17cm (mean: 3.8 cm), and stem diameter RMSE between 1.13-7.0 cm (mean: 3.9 cm). Our DBH and stem diameter results from MS show improvement over the average at 0.9 cm RMSE, yet results from SS are less satisfactory at 2.4 cm RMSE. The difference of DBH RMSE 1.5 cm represents 6.5% of the mean reference DBH. Here, we define "error" as the absolute difference between measured and extracted. A right-tailed two-sample t-test of DBH error comparing SS and MS shows a p-value of 0.0008 at the 5% significance level, and the same test of height error has a p-value of 0.13 at the 5% significance level. It can be concluded that DBH error from SS is significantly greater than from MS and height error from SS is not. The detailed disparity between measured and extracted DBHs can be seen in Figure 8a ,b. Systematic underestimation error can be found from Figure 8a where 67.5% of extracted DBHs from SS and 94.6% from MS are smaller than the reference. It is believed that the systematic error and bias are likely due to the circle-fitting algorithm and field measurement uncertainty. The measured and extracted heights are compared in Figure 8c ,d. The leading error is presented by two obvious outliers that are far from the dashed regression line in both figures. The outliers show errors greater than 5 m. We visually examined the corresponding stems and found crown tops were actually overlaid by several higher crowns from neighboring trees. At such, tree crown overlapping contributes much of the error. The distance to scanner is plotted against DBH error (SS and MS) in Figure 9 . From Figure 9a , it is clear that the largest DBH errors (>5 cm) from SS correspond to a distance greater than 10 m to the plot center. Indeed, with the increase of distance to plot center, stem surface points become thinner and more scattered [72] , and therefore challenge DBH extractions. In contrast, extracting DBH from MS is less affected by distance to plot center (Figure 9b ), owing to additional corner scans.
Extracting full stem diameters is more challenging than extracting DBH. The increased difficulty is clear in the mean RMSEs of extracted stem diameters (SS: 3.2 cm, MS: 2.4 cm) in Table 2 compared to that of DBH (SS: 2.4 cm, MS: 0.9 cm). The average RMSEs of extracted diameters are 3.6 cm (SS) and 3.1 cm (MS) above half tree height, contributing 65.4% and 73.3% to total RMSEs, respectively. The relationship between diameter extraction errors and relative tree heights is illustrated in Figure 10 . Outliers are mostly distributed near the ground and above 40% height. It is clear that more diameters are underestimated from SS (Figure 10a 
Time Efficiency
In the process of stem form extraction, searching for the neighboring points is accelerated by a voxel indexing method. The voxel indexing method first groups the points into voxels and any nearby voxels are then searched directly by the spatial index. This method reduces the computation and storage cost of iterative point cloud subdivision in the octree method. Partitioning of the growing region into clusters is also facilitated by the voxel indexing method. In our test, the overall computation time is reduced to half by applying the voxel indexing method.
Our overall processing time for the plot-1 using an Intel i7 2 GHz with 8 GB memory are 27 min (SS) and 2 h 28 min (MS), respectively. The processing time for MS is distributed approximately in Table 3 . Note that processing time varies with the tree geometry, point number, scan quality, and computer specification. The number of points are 23,568,575 (SS) and 111,065,193 (MS). The point cloud files are 0.5 GB (SS) and 2.5 GB (MS) and isolated stem files had a median of 1 MB (SS) and 10 MB (MS), respectively. Table 3 illustrates that the time complexity of our algorithm is highly proportional to the point number, which is partly because our algorithms limit nonlinear traversal of point clouds. A countable processing time is essential to an unsupervised, ceaseless, and achievable product line of plot-size inventory. Foresters can rehearse processing smaller point clouds, determine desired point size and resolution, and then arrange a favorable processing timeline. Only a limited number of studies share information about processing time. Aschoff and Spiecker [31] reported that their algorithms allocate 16.2 second per million points (sppm) to DTM creation, 10.8 sppm to tree recognition, but a large 865 sppm to noise reduction and export, based on a 2.0 GHz CPU. Bienert et al. [29] provided sppm statistics for three SS plots and one MS plots using Intel Xeon CPU (2.4 GHz) with 1.0 GB RAM. Their algorithm of DTM filtering, segmentation and classification has around 240 sppm (SS) and 180 sppm (MS), and their algorithm of stem form extraction has 15-22 sppm (SS) and 23 sppm (MS), respectively. In comparison, our algorithms exhibit more stable sppm between SS and MS. 
Our overall processing time for the plot-1 using an Intel i7 2 GHz with 8 GB memory are 27 min (SS) and 2 h 28 min (MS), respectively. The processing time for MS is distributed approximately in Table 3 . Note that processing time varies with the tree geometry, point number, scan quality, and computer specification. The number of points are 23,568,575 (SS) and 111,065,193 (MS). The point cloud files are 0.5 GB (SS) and 2.5 GB (MS) and isolated stem files had a median of 1 MB (SS) and 10 MB (MS), respectively. Table 3 illustrates that the time complexity of our algorithm is highly proportional to the point number, which is partly because our algorithms limit nonlinear traversal of point clouds. A countable processing time is essential to an unsupervised, ceaseless, and achievable product line of plot-size inventory. Foresters can rehearse processing smaller point clouds, determine desired point size and resolution, and then arrange a favorable processing timeline. Only a limited number of studies share information about processing time. Aschoff and Spiecker [31] reported that their algorithms allocate 16.2 s per million points (sppm) to DTM creation, 10.8 sppm to tree recognition, but a large 865 sppm to noise reduction and export, based on a 2.0 GHz CPU. Bienert et al. [29] provided sppm statistics for three SS plots and one MS plots using Intel Xeon CPU (2.4 GHz) with 1.0 GB RAM. Their algorithm of DTM filtering, segmentation and classification has around 240 sppm (SS) and 180 sppm (MS), and their algorithm of stem form extraction has 15-22 sppm (SS) and 23 sppm (MS), respectively. In comparison, our algorithms exhibit more stable sppm between SS and MS. 
Conclusions
This study presents a new methodology for the automated extraction of tree locations, complex DBH cross sections and detectable stem heights within a plot with single and multiple TLS scan lines. The study uses automated methods to (a) filter and retain ground returns and high resolution variability of the ground surface using an automated, piece-wise interpolation function; (b) identify stem locations via rapid matching of 3-D shapes within point clouds in entire 3-D space instead of focusing on predefined slices or point-wise principal components analysis (PCA) described previously in the literature [29, 30, 34, 48] ; and (c) applying an automated stem form extraction methodology for all identified trees within the plot such that issues associated with complex stem shape and point occlusion due to canopy interception of laser pulses are addressed. Although numerous steps are required to perform the analysis, the integration of these methods can be applied to answer numerous questions about canopy attributes that would otherwise require greater user intervention and processing time. For example, our segmentation algorithm can provide branch segments as a preliminary input to the cylinder fitting step in most branch reconstruction algorithms [70, [73] [74] [75] [76] [77] . Differentiating branch segments is also an essential step to isolate overlapping trees [69, 78] . Our stem detection algorithm can also aid the process of multi-scan co-registration [23] .
While this study may not provide the most accurate results compared with Liang et al. [26] , the automation of steps for complete plot-level assessment will reduce time spent in the field and more manually intensive TLS-based extraction methods [42, 79] . Algorithm versatility is also an aim of improvement. As Côté et al. [73] pointed out, current TLS measurement still faces the problem of object occlusion, multi-scan oversampling, wind sway, and tree component identification. Solving these problems entirely is indeed a long run. Author Contributions: Z.X. designed the algorithms and wrote the manuscript; C.H. supervised the study and introduced the datasets; C.H. and L.C. revised the manuscript.
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