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ABSTRACT
In this thesis, seismic waves generated by sources-
ranging from 2.7 kg shots of TNT to magnitude 5 earthquakes
are studied in order to determine 'the seismic activity and
crustal structure of the Orozco transform fault. Most of thedata were collected by a network of 29 ocean bottom
seismometers (OBS) and hydrophones (OBH) which were deployed
as part of project ROSE (Rivera Ocean Seismic Experiment).
Additional information is provided by magnetic anomaly and
bathymetric data collected during and prior to ROSE and by
teleseismic earthquakes recorded by the WWSSN (Worldwide
Seismic Station Network).
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Chapter III contains an examination of the transfer
function between seafloor motion and data recorded by the MIT
OBS. The response of the recording system is determined and
the coupling of the OBS to the seafloor during tests at two
nearshore sites is analysed. Applying these results to the
ROSE data, we conclude that the ground motion in the absence
of the instrument can be adequately determined for at least
one of the MIT OBS deployed during ROSE.
Hypocentral parameters for 70 earthquakes, calculated
for an assumed laterally homogeneous velocity structure which
was adapted from the results of several refraction surveys in
the area, are presented in Chapter IV. Because of the large
number of stations in the ROSE network, the epicentral
locations, focal depths and source mechanisms are determined
with a precision unprecedented in marine microseismic work.
Relative to the assumed model, most horizontal errors are
less than ±1 km; vertical errors are somewhat larger. All
epicenters are within the transform region of the Orozco
Fracture Zone. About half of the epicenters define a narrow
line of activity parallel to the spreading direction and
situated along a deep topographic trough which forms the
northern boundary of the transform zone (region 1). Most
well determined depths are very shallow (44km) and no
shallowing of activity is observed as the rise-transform
intersection is approached. In fact, the deepest depths
(4-10km) are for earthquakes within 10 km of the
intersection; these apparent depth differences are supported
by the waveforms recorded at the MIT OBS. First motion
polarities for all but two of the earthquakes in region 1 are
compatible with right lateral strike-slip faulting along a
nearly vertical plane striking parallel to the spreading
direction. Another zone of activity is observed in the
central part of the transform (region 2). The apparent
horizontal and vertical distribution of activity is more
scattered than for the first group and the first motion
radiation patterns of these events do not appear to be
compatible with any known fault mechanism. No difference can
be resolved between the stress drops or b values in the two
regions.
In Chapter V, lateral variations in the crustal
structure within the transform region are determined and the
effect of these structures on the results of the previous
chapter is evaluated. Several data sources provide
information on different aspects of the crustal structure.
Incident angles and azimuths of body waves from shots and
earthquakes measured at one of the MIT OBS show systematic
deflections from the angles expected for a laterally
homogeneous structure. The effect of various factors on the
observed angles and azimuths is discussed and it is concluded
that at least some of the deflection reflects regional
lateral velocity heterogeneity. Structures which can explain
the observations are found by tracing rays through three
dimensional velocity grids. High velocities are inferred at
upper mantle depths beneath a shallow, north-south trending
ridge to the west of the OBS, suggesting that the crust under
the ridge is no thicker, and perhaps thinner, than the
surrounding crust. Observations from sources in region 2
suggest the presence of a low velocity zone in the central
transform between the sources and the receiver. That the
presence of such a body provides answers to several of the
questions raised in Chapter IV about the hypocenters -and
mechanisms of earthquakes in region 2 is circumstantial
evidence supporting this model. These proposed structures do
not significantly affect the hypocenters and fault plane
solutions for sources in region 1. The crustal velocity
structure beneath the north-south trending ridges in the
central transform and outside of the transform zone is
determined by travel time and amplitude modeling of the data
from several lines of small shots recorded at WHOI OBH.
Outside of the transform zone, a velocity-depth structure
typical of oceanic crust throughout the world oceans is found
from three unreversed profiles: a 1 to 2 km thick layer in
which the velocity increases from about 3 to 6.7 km/sec
overlies a 4 to 4.5 km thick layer. with a nearly constant
velocity of 6.8 km/sec. A reversed profile over one of the
north-south trending ridges, on the other hand, indicates an
anomalous velocity structure with a gradient of 0.5 sec- 1
throughout most of the crust ( from 5.25 km/sec to 7.15
km/sec over 3.5 km). A decrease in the gradient at the base
of the crust to about 0.1 sec- 1 and a thin, higher gradient
layer in the upper few hundred meters are also required to
fit the travel time and amplitude data. A total crustal
thickness of about 5.4 km is obtained. An upper mantle
velocity of 8.0 to 8.13 km/sec throughout much of the
transform zone is determined from travel times of large shots
of TNT recorded at MIT and WHOI instruments. "Relocations" of
the large shots relative to the velocity model assumed in
Chapter IV support the conclusion from the ray tracing that
results from region 2 may be systematically biased because of
lateral velocity heterogeneity whereas results from region 1
are not affected.
In the last chapter, the results on crustal structure
and seismicity are combined in order to define the present
plate boundary and to speculate on the history of the present
configuration.
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CHAPTER I
INTRODUCTION
Understanding the process of creation of crust and
lithosphere at mid-ocean ridges is a major goal of marine
geophysics, and answers are being sought through several
different and complementary approaches. Seismic refraction
and reflection data provide information on crustal structure
and how it changes with age, and additional constraints are
imposed by other geophysical methods such as gravity and heat
flow. Petrologic studies attempt to trace the temporal and
spatial path of magma as it is emplaced. The most direct
signal of present tectonic processes, however, is earthquake
activity. The distribution of activity in time and space and
the source parameters of the earthquakes along spreading
centers and transform faults contain information on the forces
active in the spreading process, and the maximum depth of
activity constrains the thermal structure by determining the
temperature sensitive transition between brittle and ductile
behavior of the rock.
In the past few years, a number of research groups have
independently been using ocean bottom seismometers (OBS) and
hydrophones (OBH) to study crustal structure and seismicity of
mid-ocean ridges and transform faults. Refraction studies
have indicated regional heterogeneity as well as systematic
changes in the crustal structure as a function of age (e.g.,
Houtz and Ewing, 1976; Orcutt et al., 1976; Lewis and
Snydsman, 1979; Detrick and Purdy, 1980; McClain and Lewis,
1980;
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Several years ago, the marine seismological community
decided that a joint experiment assembling instruments from
many research groups would produce data of a quality
unattainable by any single group. The result of this
consensus was project ROSE (Rivera Ocean Seismic Experiment,
Ewing, 1982). As indicated by its name, project ROSE was
originally planned for the Rivera Fracture Zone which forms
the plate boundary between the Pacific, Cocos and Rivera
plates. This site had been chosen for the experiment because
of its known high level of seismic activity (Reid, 1976).
Moreover, the bathymetry of the area was already well charted,
facilitating the design of an optimal configuration for-the
OBS array. Project ROSE, however,-became a victim of the
vagaries of international diplomacy and, on the eve of the
expedition, permission to conduct the experiment within the
territorial waters of Mexico was not granted. The experiment
was therefore moved to the next closest major fracture zone,
the Orozco, about which next-to-nothing was known.
Field work for Project ROSE consisted of two phases
during January to March 1979 (Figure 1.1). During Phase I
(active phase), seismic refraction lines were shot both
parallel and perpendicular to isochrons on 0 to 4 m.y. old
seafloor near the East Pacific Rise at 110 to 13* N. Phase II
(passive phase) was primarily a survey of microearthquake
activity on the Orozco transform fault and adjacent rise axis
areas. Several refraction experiments were also conducted to
provide additional constraints on the velocity structure.
(the University of California at
San Diego and at Santa Barbara, University of
Instituto Oceanographico at Manzanillo, Lamont-Doherty
Geological Observatory, Massachusetts Institute of Technology,
Naval Ocean Research and Development Activity, Naval Research
Laboratory, Oregon State University, University of Texas,
University of Washington, and Woods Hole Oceanographic
Institution) participated in the field work which was
conducted from five research vessels (R/V Robert Conrad, R/V
Kana Keoki, R/V Thomas Thompson, USNS De Steiguer, USNS
Hayes). A total of 67 ocean bottom seismometers and
hydrophones as well as several hydrophone arrays were
deployed. A centralized data exchange system was established
so that all the data from the experiment would be accessible
to the participants and, eventually, the entire scientific
community.
The main objective of this thesis is to determine the
active tectonic regime of the Orozco transform fault as
reflected by the seismic activity, and the primary data are
the microearthquakes recorded by the ROSE network during Phase
II. Because determination of earthquake source parameters and
tectonic processes cannot be decoupled from the crustal
structure, several data sets, from both natural and artificial
sources, are also studied in an attempt to constrain the
velocity structure of the crust and upper mantle throughout
the transform zone.
Hawaii,
0100ft
Groups from 12 institutions
In Chapter II, the tectonic setting and teleseismic
history of the Orozco Fracture Zone are summarized. This
chapter also contains a study of the source mechanism of one
of the largest teleseismic events recorded from the fracture
zone (mb = 5.1). The transform region covers a 90 x 90 km
area which includes ridges and troughs trending both parallel
and perpendicular to the spreading direction. Because
teleseismic earthquake locations are too imprecise to define
the present plate boundary and magnetic anomaly data are too
sparse to resolve the recent tectonic history, more questions
are raised than are answered.
Chapter III contains an examination of the transfer
function between seafloor motion and the data recorded by the
MIT OBS. This study applies to the MIT OBS in general and is
a prerequisite to the further study of the waveforms recorded
by these instruments. It is important because the
three-component, digitally recording MIT OBS with an
externally deployed geophone package has the potential of
recording data of a quality heretofore unattained with
deep-sea OBS.
Chapter IV presents the earthquake locations calculated
from travel times submitted by the different groups
participating in the experiment. Fault plane solutions and
seismic moments of some of the larger events are also
presented. Project ROSE is unprecedented in the large number
of ocean bottom stations deployed; the epicentral locations,
focal depths, and source mechanisms are therefore unusually
well constrained and clearly define the active plate boundary.
All calculations in this chapter are relative to a laterally
homogeneous velocity structure; several observations, however,
suggest the presence of lateral heterogeneity.
In Chapter V, several independent data sets are used to
look at various aspects of the velocity structure in the
transform zone. Incidence angles and azimuths of body waves
from both shots and earthquakes show systematic deflections
from the angles expected for a simple layered structure, thus
signaling the presence of lateral velocity gradients.
Structures which could explain these observations are examined
by tracing rays through three-dimensional velocity model-s.
Refraction profiles recorded by WHOI OBH are analyzed using
both travel time inversion and synthetic seismogram techniques
and a significant departure from "normal oceanic crust" is
found to be correlated with topographic highs. Travel times
from large shots recorded by the MIT and WHOI instruments are
used to determine the upper mantle velocity. The effects of
the inferred lateral velocity variations on the hypocenters
and fault plane solutions of the previous chapter are
discussed.
The last chapter summarizes the major points of the
thesis.
FIGURE CAPTIONS
1.1 Geographic location of project ROSE.
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CHAPTER II
TECTONICS AND TELESEISMIC HISTORY
OF THE OROZCO FRACTURE ZONE
In this chapter, the tectonic history of the Orozco
Fracture Zone is summarized, the bathymetry of the transform
zone is examined, and the historic record of teleseismic
earthquakes is compiled. The interpretation of the tectonic
history is drawn primarily from Klitgord and Mammerickx (1982)
and points out the changing configuration of the plate
tectonic boundaries in the eastern Pacific Ocean during the
past several million years. The detailed bathymetry of the
transform zone suggests a complicated tectonic regime, but
teleseismic earthquake locations are too imprecise to define
the location of the active plate boundary over the past tens
of years.
2.1 TECTONIC HISTORY OF THE OROZCO FRACTURE ZONE
At the present time, the Orozco transform fault* offsets
the East Pacific Rise left laterally by approximately 90 km.
The local spreading rate is 93 mm/yr (full rate) with an
azimuth of N80*E. The pole of rotation is at 37.150 N, 107.88'
* Note: In accordance with commonly accepted nomenclature,
the term "fracture zone" will be used throughout this thesis
to refer to the entire physiographic feature and the term
"transform fault" will be reserved for that portion of the
fracture zone which links the two branches of the spreading
center. According to the theory of rigid plate tectonics,
seismic activity should be restricted to the transform fault
zone.
with an angular rate of 2.21*/my (Klitgord and Mammerickx,
1982). This pole was determined from the width of the central
anomaly along the Pacific-Cocos boundary and thus represents
motion over the past 700,000 years. It is very similar to
that obtained by Minster and Jordan (1978) (38.720 N, 107.394
W, 2.2*/my) from a data set containing spreading rates,
fracture zone trends and earthquake slip vectors. The present
maximum age contrast across the transform is less than 2 m.y.
Figure 2.1 places the Orozco Fracture Zone within the
tectonic framework of the central eastern Pacific and shows
the age of the seafloor as determined from magnetic anomalies.
Because of the proximity to the pole of rotation, the
spreading rate along the East Pacific Rise increases rapidly
from north to south, the fracture zone exhibits a pronounced
curvature, and the magnetic anomalies fan away from the axis.
The large scale topographic manifestation of the fracture
zone belies its currently modest offset and is a reflection of
its past tectonic role. Klitgord and Mammerickx (1982) have
interpreted the complex bathymetric and magnetic patterns to
the west of the present rise axis to be traces of an extinct
spreading center. On the basis of this interpretation, a
series of eastward jumps and reorientations of the spreading
center are thought to have occurred in the past 15 m.y.;
several other investigators had previously identified portions
of this fossil system (e.g., Sclater et al., 1971;
Handschumacher, 1976). The tectonic history proposed by
Klitgord and Mammerickx is summarized in Figure 2.2.
According to their scenario, the Orozco Fracture Zone was the
Rivera-Cocos plate boundary from the time of anomaly 5 through
anomaly 3.
2.2 PHYSIOGRAPHIC DESCRIPTION OF THE OROZCO TRANSFORM FAULT
Most transform faults which have been studied in detail
fall into one of two classifications on the basis of
topography. The simplest are those which have a single well
defined trough, often flanked by one or two narrow, shallow
ridges running parallel to the trough (e.g., Vema Fracture
Zone-Eittreim and Ewing, 1975; Oceanographer Fracture Zone-Fox
et al., 1976; Kane Fracture Zone-Detrick and Purdy, 1980).
More complicated transforms show two parallel troughs
connected by a median ridge perpendicular to the troughs which
in several cases has been identified to be a small spreading
segment (e.g., Rivera Fracture Zone-Reid, 1976; Siqueiros
Fracture Zone-Crane, 1976; Tamayo Fracture Zone-Kastens et
al., 1979; CYAMEX scientific team, 1981; Gibbs Fracture
Zone-Searle, 1981).
The topography of the Orozco transform fault (Figure 2.3)
cannot be readily placed in either category. The transform
fault is characterized by a 90 x 90 km zone in which the depth
ranges from shallower than 1800m to deeper than 4000m. Figure
2.4 schematically illustrates the major topographic features
and defines the nomenclature used to refer to these features
throughout this thesis. A deep, narrow east-west trending
trough forms the northern boundary of the transform (trough
A). The central part is characterized by two broad, shallow
north-south trending ridges separated by a trough (ridges a
and a and trough C). This system extends to the south
parallel to the present axis of the East Pacific Rise. Ridge
a is bisected by a northwest-southeast trending trough which
joins the southern branch of the East Pacific Rise (trough B);
the extensions of ridges a and to the north of trough C are
distinguished by a' and S'. Regions 1 and 2 refer to seismic
groupings discussed in Chapter IV. In an attempt to determine
whether ridges a and a and trough C represent a short
spreading segment with an axial valley and flanking highs,
topographic and magnetic anomaly profiles were collected
across these features. The track lines (oriented
approximately perpendicular to the East Pacific Rise) are
displayed in figure 2.5a, bathymetric profiles are shown in
figure 2.5b, and magnetic anomaly profiles are shown in figure
2.5c. Unfortunately, the existence of ridges a and a and
trough C was not known when the experiment was being conducted
and few bathymetric and magnetic survey lines were long enough
or oriented appropriately to address this question.
Comparing bathymetric profiles A and B to G, I, K and L,
we see that to the north of the transform the topography is
very rough and shallow; to the south, the East Pacific Rise
shows the low amplitude topography characteristic of a fast
spreading rate (Shih, 1979). The anomalously shallow depth to
the north of the transform continues to about 16*N where the
East Pacific Rise resumes a "normal" profile (Klitgord and
Mammerickx, 1982). Profiles D and E show the transition from
the rough topography of ridges a and 0, which resembles that
of profiles A and B, to the smooth crust recently formed at
the East Pacific Rise. A narrow trough can also be noted at
the boundary between the two types of crust. Similar troughs
were found by Klitgord and Mammerickx (1982) to the west of
the East Pacific Rise at the boundary between different age
crust formed at different spreading centers.
In Figure 2.5c, profile K appears to show symmetric
magnetic anomalies from the central anomaly through what is
tentatively identified as anomaly 2. The central anomaly
through anomaly 2 are also seen in profiles H and L, on-the
east and west
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on K. Profiles
anomaly J can
a was formed a
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might actually
flanks of the East Pacific Rise,
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defining the edge of the central anomaly is not clear
and identification of anomaly J is uncertain. A profile
extending further to the west would be required to make a
definitive identification.
Several SEABEAM lines have also been recorded across the
Orozco Fracture Zone and East Pacific Rise in this area (J.
Francheteau, personal communication, 1981). With SEABEAM, a
contour map approximately 2 km wide is obtained directly from
reversal
a single line. Ideally, the region of interest is covered by
parallel, overlapping lines; interpretation of a single line
is limited. We can, however, observe lineations in the
topography if a few directions are dominant. The location of
the lines and the observed lineations are shown in Figure 2.6.
Where no direction is indicated, no predominant lineations
were observed. The shaded areas are regions of unusually
smooth topography. The most striking features are the scarps
parallel to the spreading axis in crust formed along the East
Pacific Rise. Along profile A, a single scarp can be traced
for at least 10 km. From these observations we can identify
crust formed at relatively undisturbed portions of the -
spreading center. Features trending 800 to 90* NE are
observed in trough A and at the eastern end of trough B. Few
systematic trends are observed over ridges a, a', s and a' or
in the old fracture zone.
These data are incorporated into the map of Klitgord and
Mammerickx (1982) in Figure 2.7. The dotted lines indicate
the location of data used in constructing this map. The
additional data are denoted by dashed lines. Between the
Orozco Fracture Zone and 140N, we note a pronounced asymmetry
in the magnetic anomalies since the time of anomaly 2. This
pattern suggests an eastward shift of the spreading center.
The offset of the central anomaly along offset B and the
progressive rapproachment of J and 2 to the east are
constrained by lines H and M. The interpretation of symmetric
anomalies along profile K in figure 2.5c is not consistant
with this pattern which predicts that the distance from
anomaly J to anomaly 2 should be less toward the east than
toward the west. The interpretation of a complete central
anomaly along profile E must also be questioned; what appears
to be the eastern edge of the central anomaly may actually be
anomaly J or 2. Without more data to the east and west along
profiles K and E, we cannot determine which interpretation is
correct. A few minor changes in the map which are imposed by
the data presented above are marked by arrows: Profile E
indicates that anomaly J should not be explicitly extended so
far north and the lineations observed in the SEABEAM data
suggest that the trace of the old fracture zone to the east of
the present transform zone should Be further north. These
changes do not contradict any data from which Fig. 2.1 was
originally constructed.
Questions that arise from this figure are: Where is the
trace of the active plate boundary as defined by the
seismicity and is it a narrow or a diffuse zone? What is the
origin of ridges a and a and do they represent current or
relict tectonic features? What is the recent history of the
present plate tectonic configuration of the transform zone?
These questions will be addressed directly or indirectly
throughout this thesis.
2.3 TELESEISMIC HISTORY OF THE OROZCO FRACTURE ZONE
All earthquakes listed in the NOAA earthquake data file
(1838-1963) or the ISC bulletin (1964-1979) with epicenters
between 130 N and 17* N and 103* W and 107*W are compiled in
Table 2.1. Most of these epicenters, especially since the
inception of the WWSSN, actually fall between 140 N and 16* N,
104* W and 106* W and are clearly associated with the Orozco
Fracture Zone. That several of the others were probably also
associated with the Orozco Fracture Zone is suggested by
calculated locations between 130 N and 140 N or 160 N and 17*
N for events that appear to be foreshocks or aftershocks of
Orozco Fracture Zone events (e.g., September 24, 1965; May
24, 1974). Note, also, that two of the largest events ever
recorded from the Orozco (mb=5.1) occurred in October, 1978,
approximately four months before the ROSE experiment. No
teleseismic earthquakes were detected during ROSE.
The epicenters from Table 2.1 are plotted in Figure 2.8.
Although many are aligned along a general east-west trend in
the northern part of the transform, the epicenters are quite
scattered. Because most of these events were located using
only a few readings from a narrow azimuthal range, the
calculated locations probably have errors of tens of
kilometers and are not accurate enough to delineate the active
plate boundary. No particular pattern of temporal migration
along the transform can be discerned for the period
1961-78, nor are any conspicuous quiet zones observed (Figure
2.9).
Figure 2.10 is a plot of log(N) vs. mb where N is the
number of earthquakes with magnitude greater than or equal to
mb. Two curves are shown: the first includes all events in
Table 2.1 since 1964; the other includes only those events
located between 150 N and 16* N, 104* W and 1060 W. For
mb < 4.2, both curves level off suggesting incomplete~sampling
of the seismicity; for mb > 4.2 the b values* are 1.40 ± .09
and 1.15 ± .09, respectively. The value of 1.15 is similar to
that found by Francis (1968) for other transform faults and
the value of 1.4 is intermediate between the b value for
spreading centers (1.7) and that for transforms. High b
values, reflecting an abundance of small events, are generally
associated with low stress volcaniC environments (Wyss, 1973).
A possible explanation for the lower b value observed with the
restricted data set is that two populations of earthquakes are
being sampled, one with a high b value and scattered locations
and the other with epicenters along trough A (Figure 2.4) and
a lower b value. Alternatively, the difference is probably at
least partly due to an increasing degree of mislocation for
smaller events. Extrapolating from the curves in figure 2.10
implies 20 to 225 events per day with mb > 1.
The maximum magnitude observed (mb=5.1) since 1964 is
also rather modest and probably does not represent slip along
the entire transform during a single event. Only two
pre-WWSSN magnitude determinations are available from the
* Defined by log(N) = c - b-mb where N is the number of
events with magnitude >mb and c and b are constants.
literature: a magnitude of 6.0 for
(Gutenberg and Richter, 1954) and a
event in 1955 (Rothe, 1969). These
directly comparable to mb but are p
determined from 20 second surface w
an event
magnitude
magnitude
robably si
aves
in 1931
of 6.2
values a
milar to
recorded on the WWSSN
long period seismometers (Geller and Kanamori, 1977). T
relationship between mb and Ms has been found to vary w
geographic province (Liebermann and Pomeroy, 1969). Fr
(1969), Ms ~ 1.64mb -3.35 for 14 earthquakes along East
Pacific Rise transform faults (5<mbC7) ; Reichle (1975
Ms 1.69mb -3.49 for earthquakes in the Gulf of Califo
(4 <mbC5.5). In the magnitude range 4.2 < mb < 5.1 these
relations yield essentially the same Ms for a given mb-
Ms=6.0, mb=5. 6 from Reichle (1975) or mb= 5 .7 from Tsai
indicating that the Orozco Fracture Zone may have been
site of larger earthquakes in the recent past.
A more fundamental measure of earthquake size than
magnitude is the seismic moment (Aki, 1966):
M,= yLwd
he
i th
om Tsai
) found
rni a
-two
For
(1969)
the
(2.1)
where P is the shear modulus, L is the fault length, w is
fault width, and d is the displacement. The moment can be
measured from the excitation of long period waves (wavelength
>> dimensions of source). Seismic moments were estimated by
combining the mb - Ms relation of Reichle (1975) with the
Ms - Mo relation determined empirically by Brune (1968) for
for an
re not
Ms
earthquakes in the Imperial Valley of California (log(MO) = Ms
+ 19.2) and which should apply for Ms<6 (Aki,1972). Burr and
Solomon (1978) found that this MO-Ms relationship agreed with
data from oceanic transform fault earthquakes for which Mo had
been determined independently. Combining the mb - Ms and
Mo - Ms relations gives:
log(MO) = 1.6 9 mb + 15.71 (2.2a)
N = AMOB (2. 2b)
where A=10(c+15.71b)/1.69 and B=b/1.69. Errors related to
these estimates have been discussed by Brune (1968) and Reid
(1976) and may be as large as a factor of 5 for individual
events. For the January 31, 1975 event (mb=5.1), however,
equation 2.2a indicates a moment of 2.1 x 1024 dyne-cm which
agrees well with the double couple moment of 2.3 x 1024
dyne-cm obtained from an inversion of the surface wave data as
described below. Figure 2.11 shows the cumulative moment from
1964 to 1979 as estimated from equation 2.2. We can see a
quiet period from 1968 to 1973 and an apparent sharp increase
in the moment rate from 1974 to 1978. Most of this is due to
the three mb= 5 .1 events of 1975 and 1978. With our small data
sample, a mistake in the magnitude of even one event (not
unheard of in the ISC bulletin) would affect the slope of the
curve considerably.
Given the length of the transform fault and the spreading
rate, we can estimate the width of the seismic zone from the
sums of the moments of all earthquakes during a time period
long enough to represent movement along the entire fault and
assuming that all slip is seismic (Brune, 1968):
W = EMO/(yLVT) (2.3)
where V is slip rate, T is the time period over which the sum
is taken, L is transform length and W is width. Evidence as
to whether the period from 1964 to 1979 is adequate for this
estimate is ambiguous. The scattering of earthquake
epicenters throughout the transform zone and a level of
activity showing several peaks during the period of
observation suggest that the transform has been active along
its entire length, whereas the change in the moment rate with
time and the recording of earthquakes with magnitudes > 5.1
prior to 1964 suggest that one full cycle of activity may not
yet be complete.
For all events in Table 2.1 since 1964 with mb > 4.2, the
moment rate is 0.94 x 1024 dyne-cm/yr; for only those events
between 150 N and 160 N, 104* W and 106* W, it is 0.75 x 1024
dyne-cm/yr. We can estimate the fraction r of total moment
due to events with mb < 4.2 (MO < 2.45 x 1022) from the
observed b value following Reid (1976) (see also Wyss, 1973).
The total moment due to earthquakes with M1 <M0 <M2 is:
N(Mi) M
Mo = f MdN f BAMO-BdMo (2.4a)
N(M2 ) Mi
and the fraction of the total moment due to earthquakes with
M0 4M1 is:
r Mi M2 Mi)r f M + f
0 M1 0
where M1 is the
largest, and B i
that B is a cons
r = 0.40 giving
= (Mi/M 2 )(1-B) (2.4b)
smallest moment included in the sum, M2 is the
s the slope of log(N) vs. log(Mo) (assuming
tant not equal to 1). For b=1.4, B = 0.83 and
a total moment rate of 1.32 x 1024 dyne-cm/yr.
The assumption of a constant B may not, however, be valid. In
chapter 4.8, B=0.5 is found for the microearthquakes located
during ROSE (MC1022 ) ; this implies r=0.1 and a moment rate
of 1.17 x 1024 dyne-cm/yr. Adding the 1931 and 1955 events to
the moment sum (moments of 15.8 x 1024 and 25.1 x 1024
dyne-cm) and taking T from 1931 to 1979, a moment rate of 1.27
dyne-cm/yr is obtained.
For V=9.3 cm/yr, L=92 km (the total logitudinal distance
between the north and south branches of the East Pacific
Rise), and y=3 .3 x 1011 dyne/cm 2, we obtain an effective fault
width of only 0.43 to 0.48 km. Similar studies by Brune
(1968), Reichle (1975), Reid (1976) and Burr and Solomon
(1978) found widths of 0.04 to 6.5 km for most oceanic
transform faults. The possible error on the moment rate
determination has already been discussed. A related error
source is the spreading rate which was determined from
magnetic anomaly data (Klitgord and Mammerickx, 1982) and
represents an average over 700,000 years (the width of the
central anomaly). This slip rate may not be applicable for a
time scale measured in decades. The value of p assumed is
appropriate for most oceanic rocks but is twice that
appropriate for hydrated serpentinite (p=1. 6 x 1011 dyne/cm 2 )
which may be a major component of fracture zone crust
(Christensen, 1972). Considering these various errors, the
estimate of 0.47 km for the width of the seismic zone may be
in error by as much as an order of magnitude and does not
necessarily indicate a major component of aseismic slip. It
does indicate, however, that the average width of the seismic
zone is at most a few kilometers.
2.4 SOURCE MECHANISM OF THE JANUARY 31, 1975 EARTHQUAKE
Figure 2.12 shows the fault plane solution from first
motion polarities for the mb=5.1 earthquake of January 31,
1975. Although the dip of the nodal planes is not well-
constrained, the solution clearly is compatible with right
lateral strike-slip motion along a fault striking 75*-80* NE.
In order to determine the depth and moment of the event, data
from the vertical component of the Rayleigh wave were inverted
to obtain the source moment tensor (Gilbert, 1970; McCowan,
1976; Mendiguren, 1977; Patton, 1980). The technique
employed here has been described in detail in the paper
by Trehu et al. (1981), included in this thesis as Appendix I.
The stations used in the surface wave analysis are listed in
Table 2.2 and displayed in Figure 2.13. The azimuthal
distribution is poor, with stations available over a range of
only 1540 in azimuth, and many of the earthquake-station paths
cross several complicated structural provinces at highly
oblique angles. This results in multipathing and focusing of
11
surface wave energy which distorts the observed amplitude and
phase radiation patterns so that the corrections described in
Appendix I do not retrieve the true source radiation pattern.
Moving window analysis of the data (Landisman et al., 1969)
revealed that data from stations in the eastern United States
were indeed contaminated, especially for periods less than
about 30 seconds. Samples of data are shown in Figure 2.14.
Input data for the inversion are the real and imaginary
parts of the source spectrum as functions of azimuth and
period. For a given depth, the moment tensor components can
be retrieved by a one-step linear inversion. Depth is
determined by performing the inversion at a series of depths
and choosing that which produces the smallest residual.
Because of the behavior of the excitation functions with depth
and frequency, most of the resolving power of the inversion
resides in the real part of the spectrum.
As discussed in Appendix I, a major drawback in applying
the moment tensor inversion technique to a single isolated
event is the requirement that phase velocities along the
earthquake-station path be known very precisely in order to
obtain the source phase from the observed phase. Moreoever,
for a very shallow source the behavior of the excitation
functions for the vertical component Rayleigh wave as a
function of depth and period is such that any errors in the
data will be magnified in the Mxy and Mxz components of the
moment tensor which are obtained from the imaginary part of
the spectrum (see Appendix I for a more detailed discussion of
the resolving power of the inversion). For very shallow
sources, when faced by imperfect data, it may be necessary to
constrain the imaginary part of the source spectrum to be
zero; this is equivalent to constraining the principal axes
of the moment tensor to be either horizontal or vertical
corresponding to a double couple fault mechanism of either
pure dip-slip with a dip of 450 or vertical strike-slip. The
source phase radiation patterns of these mechanisms are
illustrated in Figure 2.15.
Since all previous detailed studies of transform fault
earthquakes have indicated very shallow source depths (e.g.
Tsai, 1969; Weidner and Aki, 1973), we began by assuming that
the earthquake of January 31, 1975 was probably also very
shallow and inverted the amplitude radiation pattern assuming
a vertical, right lateral strike-slip fault. Stations in the
northeast quadrant were assigned an initial phase of 0.5
cycles and stations in the southeast quadrant a phase of 0.0
cycles. Whether the phase at station TUC, which falls on a
nodal plane of the fault plane solution, is 0.0 or 0.5 cycles
does not affect the solution significantly. Figure 2.16 shows
the residuals as a function of depth and indicates a shallow
source at 0 to 7 km below sea floor. In this case, the
additional work of correcting the observed phase back to the
source would probably not improve the resolution of the moment
tensor components.
The results of the inversion at a depth of 3 km below sea
floor are displayed in Table 2.3. The orientation of the axes
for solutions at depths in the neighborhood of 3 km is stable,
with scalar moment increasing gradually with depth as
expected. The orientation of the axes indicates right lateral
strike slip along a plane with a strike of about N 760 E.
Note, however, the large non-double component in the solution
and the apparently very good resolution of the moment tensor
components. This is probably an artifact induced by noise in
the data combined with poor azimuthal distribution. Figure
2.17 shows the fit of the solution to the data. The
amplitudes in the northeast quandrant are systematically
greater and more scattered than those in the southeast
quandrant. Although this could be due to a dip of the fault
plane and/or a dip-slip component in the source, we have
already seen from the moving window analysis that these
stations also appear to be more contaminated by structural
effects along the path. The offset of the sinusoidal curve
fit to the data is manifested as a non-double component in the
solution when the solution is constrained to have vertical and
horizontal axes. Were data available from a broader range of
azimuths, the "fit" to the data would appear less good unless
the noise had the same azimuthal variation as the source
radiation pattern. (See Romanowicz, 1982, for a detailed
study of the effects of various noise sources on the moment
tensor inversion.) Because of the poor distribution of data
and the apparent shallow source depth, no significance can be
attributed to the presence of a non-double couple component in
the source.
To further constrain the source depth would require
extending the
further reduce
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2.5 SUMMARY
The bathymetric and magnetic anomaly patterns of the
central eastern Pacific indicate a number of reorganizations
of the plate boundaries in the past 15 million years and the
bathymetry of the Orozco Fracture Zone probably reflects this
history. Unfortunately, the available magnetic anomaly data
are inadequate for reconstructing the detailed history of the
fracture zone for the last few million years. The present
transform zone is a 90 km x 90 km square of dramatic
topography with features trending both parallel and
perpendicular to the spreading direction. The current zone of
transform activity is not clearly delineated in the bathymetry
and epicenters of teleseismically recorded earthquakes are too
scattered to constrain the locus of seismic activity. The
moment sum for teleseismic earthquakes from 1964 to 1979
indicates an average width of the seismic zone of only 0.47
km, but this estimate may be in error by up to an order of
magnitude. A detailed study of the body and surface waves
from one of the larger of these earthquakes (mb = 5.1)
indicates right-lateral strike-slip motion along a nearly
vertical fault plane with a strike of about N75*E and a focal
depth of less than 5 km.
TABLE 2.1
Teleseismic Earthquakes in the Orozco Fracture
origin
year mon day
931
932
933
934
934
934
935
936
937
937
952
954
954
955
955
956
961
961
962
962
963
964
964
964
965
965
965
965
965
966
966
966
966
966
966
967
968
968
970
970
970
970
970
972
25
24
8
14
22
28
10
25
22
22
15
12
12
20
1
25
3
8
5
29
23
23
10
27
13
13
24
24
24
17
11
11
16
16
13
25
20
23
3
3
3
27
26
15
time
hr
12
3
18
22
18
11
7
20
1
3
19
5
8
3
14
17
12
7
1
22
18
6
10
06
20
22
3
3
3
6
1
9
8
10
2
9
21
4
08
18
20
2
5
02
lat. long. depth
min sec (0) (0) (km)
34
40
1
18
33
23
5
3
18
37
3
11
7
48
11
2
15
57
50
35
21
12
00
27
43
37
9
33
57
12
32
49
59
14
38
49
41
20
59
35
57
12
41
21
24
6
6
12
30
0
12
54
24
12
35
34
40
52
47
14
27
53
59
21
18
31
42
53
02
21
28
45
20
11
32
38
35
11
02
41
10
29
36
34
15
07
17
04
15
17
17
17
17
17
17
16
17
17
13.8
15.5
15.5
15.5
15.6
13.0
15.3
15.3
16.8
15.3
14.5
16.6
16.5
16.8
15.4
15.4
14.2
15.4
14.4
15.6
15.4
15.6
15.6
15.6
15.2
15.6
16.2
15.2
14.2
15.0
15.8
13.5
14.8
14.7
105
104
103
106
106
106
107
105
104
107
104.6
106.3
106.3
104.4
103.1
103.2
104.6
104.7
105.0
105.2
105.2
105.1
104.6
104.9
104.7
104.7
106.3
105.5
105.3
104.5
104.5
104.3
104.4
104.2
105.6
105.0
105.3
105.4
105.1
104.9
104.7
104.9
105.1
104.4
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
25
33
33
33
33
33
33
33
33
33
33
33
33
33
53
33
33
33
33
33
51
33
33
33
33
33
33
0
Zone*
Mb number of
stations
6.0
6.2
3.9
3.7
3.9
4.2
4.3
3.8
4.5
4.0
4.2
4.8
4.6
4.2
4.4
4.2
4.0
4.8
4.3
4.0
4.3
4.3
4.1
4.2
4.0
13
12
10
1
8
5
19
12
9
22
9
14
38
46
19
41
20
20
66
26
4
-9
32
4
4
9
TABLE 2.1 (cont'd.)
origin
year mon day
1973
1973
1973
1973
1973
1973
1974
1974
1974
1974
1974
1974
1975
1975
1975
1975
1976
1976
1976
1976
1977
1977
1978
1978
1978
1978
1978
1978
1979
1979
time
hr
21
05
12
22
7
14
7
11
12
3
8
17
16
18
6
12
20
23
9
11
3
0
05
3
5
9
14
14
14
09
* Earthquake parameters
lat. long.
min sec (0) (0)
16.
16.
14.
16.
15.
16.
14.
15.
13.
15.
15.
15.
15.
15.
14.
15.
14.
14.
15.
16.
14.
15.
16.
14.
15.
15.
15.
15.
15.
16.
104.
105.
105.
106.
105.
105.
105.
104.
105.
105.
105.
105.
104.
104.
105.
104.
104.
104.
104.
104.
104.
104.
103.
105.
105.
104.
104.
104.
104.
104.
are from the NOAA
for events before 1964 and are from the
depth
(km)
number of
stations
33 4.0
0 4.0
33 4.3
0 4.3
0 4.4,
0 4.4
33 4.5
33 4.2
0 4.2
33 4.2
0 -
0 4.6
44 5.1
110 21 4.4
33 4.5
33 4.4
33 4.7
24 -
33 4.6
33 -
33 -
33 4.6
33 4.5
33 4.6
33 4.7
33 4.5
38 ±8.5 5.1
33 5.1
0 -
44 4.3
10
4
10
9
10
6
12
17
4
17
4
10
41
13
7
7
34
6
16
13
12
9
10
9
112
83
6
15
Earthquake Data File
Regional Catalogue
of Earthquakes of the International Seismological Center for
events since 1964. The magnitudes for the 1931 and 1955
events are from Gutenberg and Richter (1954) and Rothe
(1969) respectively (see text).
TABLE 2.2 Stations Used in
January 31, 1975
Zone.
the Surface Wave Analysis of the
Earthquake on the Orozco Fracture
Station Azimuth
(degrees)
ALQ
ATL
BHP
BLA
BOG
CAR
GIE
JCT
LPS
LUB
OGD
OXF
QUI
TUC
-4.2
42.1
101.6
40.2
106.3
92.8
137.0
16.0
92.0
7.7
39.6
33.2
118.4
-17.0
Distance
(degrees)
19.6
25.8
25.4
30.7
32.0
37.1
21.5
15.7
15.1
18.4
36.6
23.6
30.2
17.8
Peri od
(seconds)
22-50
30-50
22-50
30-50
26-50
22-50
22-50
22-50
22-50
22-50
30-50
30-50
22-50
22-50
TABLE 2.3 Results of the Moment Tensor
January 31, 1975 Event for a
Below Sea Floor
Inversion for the
Depth of 3 km
(a) (b) 24
moment tensor components (xlo
(c)
dyne-cm)
-1.27 ±0.07
2.92 ±0.07
1.96 ±0.07
-069 ±0.06
-1.25 ±2.23
2.92 ±0.15
1.98 ±2.17
-0 .60 ±10. 3
-1.18 ±0.07
3. 08 ±0. 08
1.76 ±0.07
-0. 59 ±0. 06
eigenvalues
Tensi on
Intermediate
Compression
3.68 .09
-0. 69 .06
-2 .99 .09
eigenvectors
Tension
Intermediate
Compression
31/0
0/180
-59/0
3.70±1 .72
-0.60±10.30
-2.97±1 .75
(strike/dip)
31/0
0/180
-59/0
3.71 ±0.09
-0. 59 ±0.06
-3.12 ±0.09
32/0
0/180
-58/0
components of source (percent)
Double couple
CLVD
Expl osi on
double couple scalar moment
2.3 2.3
phase
phase
phase
at TUC
at TUC
at TUC
w radians;
" radians.
0 radians;
EMi i
zMi i
Mxx
Mxy
Mxz
Myz
Mzz
(x10 24 dyne-cm)
68
32
dyne-cm)
2.5
niti
niti
initi
(x10 2
= 0.
- 0.
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2.3 Offset of the East Pacific Rise by the Orozco Fracture
Zone (Mammerickx, 1980). Contours are in corrected
meters; the contour interval is 100m. The axis of the
East Pacific Rise to the north and south of the fracture
zone is at longitudes of 105*20'W and 104 020'W,
respectively.
2.4 Schematic map pointing out
in the Orozco Fracture Zone
used throughout this thesis
Figure 2.3 is included. Th
was determined from magneti
Mammerickx, 1982).
2.5 a. Track lines for
profiles displayed i
were collected by th
ROSE; profiles F, H
Mammerickx (1982).
the major topographic features
and defining the nomenclature
The 3000 km contour from
e location of the rise axis
c anomalies (Klitgord and
bathymetric and magnetic anomaly
n Figure 2.5b and c. Most profiles
e R/V Conrad or R/V Kana Keoki during
and J are from Klitgord and
b. Bathymetric profiles across the East Pacific Rise.
The horizontal line on the profiles indicates a depth of
3 km. The arrows mark the location of the axial anomaly.
The location of the axis to the north of the Orozco
Fracture Zone, 105*N20'W, was determined by extrapolation
from profiles in Klitgord and Mammerickx (1982).
c. Magnetic anomaly profil
Rise. The horizontal line
the location of the axial a
"J" anomaly and anomaly "2"
es across the East Pacific
indicates Oy. The arrows mark
nomaly. The central anomaly,
are also indicated.
2.6 Dominan
across
pl otted
lineations observed on
he Orozco Fracture Zone
along the track line.
the SEABEAM profiles
and East Pacific Rise
2.7 Enlargement of Figure 2.1
Orozco transform fault.
data from which Figure 2.
indicate additional data
changes suggested by addi
2.8 Epicenters
the Orozco
in the neighborhood of the
Dotted lines show location of
1 was constructed; dashed li'nes
discussed in text. Arrows show
tional data.
of teleseismically recorded earthquakes along
Fracture Zone for the period 1931 to 1979.
and
2.9 Longitude vs. time for teleseismically recorded
earthquakes along the Orozco Fracture Zone. No
systematic temporal or spatial pattern of activity
resolved.
2.10 Plot of log(N) vs. mb fo
earthquakes. N is the n
magnitude >mb. The soli
of all earthquakes with
104 0 W and 106 0W; the ope
earthquakes between 15*N
text.
r Orozco Fracture Zone
umber of earthquakes with
d dots correspond to the dataset
epicenters between 14*N and 16*N,
n triangles correspond to
and 160N, as described in the
2.11 Cumulative moment
earthquakes on th
correspond to the
2.10.
vs. time
e Orozco F
two data
for teleseismically recorded
racture Zone. The two curves
sets described in Figure
2.12 Fault plane solution for the
on the Orozco Fracture Zone.
compressional first arrivals;
di 1 i tati ons.
2.13 WWSSN stations used for surface
31, 1975, earthquake. The star
anuary
Filled
open ci
31, 1975, earthquake
circles represent
rcles represent
wave analysis of January
represents the epicenter.
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CHAPTER III
RESPONSE OF THE MIT OBS
To interpret information about path and source effects
which is contained in the waveforms recorded by an OBS, we
must be able to describe the relationship between the signal
and the motion-of the ground. This has been limited by the
lack of a model to characterize the coupling between sensed
motion and the sea-floor motion in the absence of the OBS.
Progress toward solution of this problem has recently been
made by Sutton et al. (1981) and Zelikovitz and Prothero
(1981), who adapted a model from the engineering literature
(e.g., Richart et al., 1970) in which a structure sitting on
sediment is represented as a mass-spring-dashpot system. This
model satisfactorily explains the results of transient tests
performed on OBS from different institutions during tests
conducted at Lopez Island, Washington in preparation for
ROSE.
In this chapter, we attempt to derive the total
instrument response. We first briefly describe the MIT OBS.
The response of the geophones and recording hardware is
examined step by step. The coupling model is summarized and
the results obtained for the MIT OBS at Lopez Island are
compared to results from similar tests conducted at a dockside
site at Woods Hole, Massachusetts. The model is then used-to
qualitatively explain differences in the character of the
seismograms recorded by the MIT OBS during several
deployments.
3.1 THE MIT OBS
The MIT OBS is a freefall, pop-up instrument designed
primarily for microearthquake work and has been described by
Mattaboni and Solomon (1977) and Duschenes et al. (1981). Its
external design is shown schematically in Figure 3.1. The
recording and timing electronics and power supply are housed
in a cylindrical pressure vessel which sits vertically atop a
circular base plate. Without the baseplate, the instrument
package is buoyant; the baseplate serves as ballast and
remains on the seafloor after recovery of the OBS. Attached
to the main pressure case are three glass spheres providing
buoyancy, two flashing lights and a radio transmitter wi-th
pressure sensitive switches to aid-in locating the instrument
during recovery, and an electromagnetic compass to orient the
horizontal components relative to magnetic north. After a
preset time interval, a motor driven mechanical latch releases
the instrument from the baseplate and it floats to the
surface.
To determine the instrument response of the MIT OBS, each
stage of the recording process must be examined.
3.1.1 GEOPHONES
The ground motion sensors are three orthogonal 4.5 Hz
geoDhones which are housed in a smaller cylindrical pressure
vessel. This package is placed on the seafloor a few hours
after deployment by means of a rigid arm attached to the main
package (Duschenes et al., 1981) and a "lollipop" release
(Barash, 1981). After deployment, the arm springs back,
decoupling the deployed package from the main package. To
assure horizontal and vertical orientation of the geophones
even if the package lands on an inclined surface, the
geophones are mounted in a gimbal and the system is damped by
submersion in viscous oil. This configuration can compensate
for up to 30* of inclination of the package.
The deployed package represents a modification of the
original instrument which was introduced to counteract several
problems encountered when the geophones were housed in the
main pressure vessel (Duschenes et al., 1981). In particular,
this design modification greatly improved the signal to noise
ratio of the data by decreasing resonances which appear to be
excited by bottom currents and the mechanical operation of the
tape recorder. The simple geometry of the deployed package,
moreover, permits relatively rigorous application of the
theoretical results on OBS-bottom coupling to actual data
(section 3.2) and facilitates testing of alternate
configurations for the baseplate. The major disadvantages of
the deployed package are that it entails an additional
underwater electrical connection and that the cable joining
the two packages can become entangled on the sea floor.
Although their importance is uncertain, these two factors
increase the possibility of an instrument malfunction.
We have determined the response of the geophones from the
theoretical response, with constants determined from the
manufacturer's specifications, and have tested the geophones
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individually to obtain an estimate of the variability.
Theoretically, the response of a geophone to oscillatory
ground motion is:
where V
vel ocity
3.2); A
natural
-2
V/I =- -wA , (3
or 2_e2+2btwwri
is the voltage output of the geophone; I is ground
(actually, the velocity of the geophone package,
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coil of wire wrapped around a support and suspended
spring with spring constant K) induces a current in the coil.
The voltage across the coil is proportional to the velocity of
the casing which is generally assumed to be rigidly coupled to
the ground. In section 3.2 we will examine a way of
parameterizing the transfer function between ground motion and
case motion when this assumption does not hold.
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For the geophones used during ROSE (Walker-Hall-Sears
model Z-3CA), the natural resonant frequency fr(=wr/ 2r) is
4.5Hz±O.5Hz and the damping bo due to the resistance Rc of the
geophone coil is 60%lO% of critical (manufacturer's
specifications). The total damping is adjusted by changing
the value of resistance R across the poles of the geophone:
bt = bo + G2 /[4wfrm(R+Rc)10- ] (3.2)
where G is the intrinsic sensitivity of the geophone (G = Bk
where B is the average magnetic field strength and t is the
length of the wire) and m is the mass of the inertial element.
From the manufacturers specifications for the Z-3CA geophone,
G = 0.598 volts/cm/sec, m = 23 gram's and Rc = 1060 ohms. (The
factor 10- 7 is a conversion factor relating volts and ohms to
cgs units).
A response which is "maximally flat" for w>wc is achieved
with bt = l//7 = 0.707 (see Figure 3.3) and is generally used
for OBS geophones. Because of human error, M2 at ROSE and the
external package at Lopez Island had R = 3800 resulting in bt
= 1.16. The other MIT OBS in ROSE (Ml and M2) were open
circuit so that R was effectively - and bt = bo = 0.60. For
reasons discussed in section 3.2, most of the data used for
particle motion and spectral analysis were recorded by M2.
The constant A represents the gain of the geophone and is
determined from:
A = GR/(R+Rc) (3.3)
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The frequency response was tested by shaking the
geophones with a constant displacement amplitude over a sweep
of frequencies. The displacement was produced by driving a
piezoceramic cylinder to which the geophone was rigidly
coupled with an oscillatory voltage. With a peak-to-peak
voltage of approximately 600V, a peak displacement on the
order of 10- 3cm can be produced. Because we have not
calibrated the displacement of the peizoceramic cylinder
exactly, we cannot calibrate the geophones exactly. We can,
however, compare the variability among geophones. It must be
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noted that repeated tests of a given geophone yielded
essentially identical results. The results for the geophones
used in M2 and M3 are shown in Figure 3.4. At low frequencies
(~5 Hz), variability of up to 30% of total output can be
observed. The three geophones used in M2, however, had very
similar responses. The ringing at high frequencies was due to
a vibration of the testing apparatus and not to the geophones.
From these tests, we conclude that the response of the three
channels of M2 is adequately represented by a single
equation.
Similar tests were performed on the HS-1 4.5 Hz geophones
manufactured by Geospace which had been used in the MIT OBS
before ROSE and were readopted for subsequent expeditions.
These geophones showed less variability and the measured coil
resistances were closer to the manufacturer's specifications.
3.1.2 RECORDING SYSTEM
Figure 3.5 shows a simplified block diagram of the data
recording system (from Mattaboni and Solomon, 1977). The
signals from the three sensors are preamplified and low-pass
filtered through an anti-aliasing filter with a cut-off
frequency of 30 Hz. The signal from each channel is then
passed through an automatic gain control circuit, a
sample-and-hold circuit, and a 12 bit analogue to digital
converter. The digital signal from each channel is loaded'
into a 2195-word memory which is e.quivalent to about 18.3
seconds of data at a sampling rate of 120 samples/sec. The 12
bit word length results in a resolution of over 66 dB for a
single event; combined with 8 bits of automatic gain control,
this leads to a total dynamic range for the recording system
of 108 dB.
The preamplified and filtered signal from the vertical
component is simultaneously passed to the event detection
circuitry which compares the output of a long term average of
the rectified signal (time constant of 500 seconds) to a short
term average (time constant of 1 second). When a set fraction
of the short term average exceeds the long term average, the
tape recorder is turned on and the contents of the memories
are written on 9 track magnetic tape along with sync channel,
timing, gain, and mission code. During an event, the gain and
long-term average are frozen and data are recorded
continuously for a period of 30 seconds after the long term
average falls below the detection threshold. The logic of the
detection circuitry has been described in detail by Ambuter
and Solomon (1974). At a tape speed of 4.8 cm/sec, about
seven hours of recording time are available, enough to record
several hundred local events.
Timing signals are provided by a 5 MHz oscillator housed
in a temperature controlled oven (Austron Sulzer model 1115).
The manufacturer's rated timing stability of 1 part in 109 per
day (-2 x 10-5 sec/day) has been achieved to within nearly an
order of magnitude in laboratory tests of the oscillators with
respect to WWV standard time (Figure 3.6). These tests also
confirm that, after letting the oscillator stabilize for
several days, the drift rate is indeed linear as is assumed
when correcting field data. During ROSE I and II, total
drifts corresponding to drift rates of ±2 to 23 x 10-3 sec/day
were observed for different instruments. This increase in the
drift may be due to the extremes of temperature encountered by
the OBS on the trip to and from the sea floor, in which case
this added drift component would not be linear. The timing
error introduced by clock drift during ROSE was probably
smaller for most instruments than that introduced by other
sources such as instrument mislocation (see Chapters IV and
V).
To retrieve ground motion from the recorded data, we must
specify the response of the low-pass filters, the gain of the
system and the digitizing interval: The low-pass filter is
constructed from three identical cascaded circuits of a form
illustrated in Figure 3.7. This configuration approximates a
two-pole, low-pass Chebyshev filter with a cut-off frequency
of 30 Hz and a passband ripple amplitude of 1 dB. The
response of each circuit can be described by:
V2/v1 = Gbo/(- 2+bliw + bo) (3.4)
b = 1/(R 1 R2ClC)
bl = R2Cl 1 - + +
G = 1 + R4/R3
where V2 is the output voltage; V1 is the input voltage; Rl,
R2 , R3, R4, Cl and C are the values of the circuit elements in
ohms and farads, respectively; and w is angular frequency.
For the MIT OBS, Rl = 33kQ, R2 = 36kQ, R3 = l50kQ, R4 = 130kg,
and C = C= 0.15pf. Normalizing to oc = o = 2--30.779,
this gives:
3
V2/ 1 = [1.8776/(-(w/oc) 2  + 1.1722 (1/ c)i + 1)] (3.5)
for the response of three identical filters in series.
Additional amplifiers in the circuit lead to a total gain of
approximately 680 for the maximum gain setting (including the
preamplifier in the deployed package).
In Figure 3.8 the amplitude and phase response indicated
by equation 3.5 is compared to the response of the MIT OBS
analog circuit (filters and amplifiers) measured directly
(Table 3.2). Amplitude responses have been normalized to 6.8
at 10 Hz. Once again, the three components of M2 have a very
similar response.
The eight bits of automatic gain control add a factor of
Vout = Vin-G/256 where G is the gain represented by the 8 bits
of automatic gain control. The data are then digitized at a
rate of 120 samples/sec, and each digital unit equals 1.22
millivolts.
The complex spectrum of ground displacement M(w) in
cm-sec (actually, displacement of the geophone package) is
thus related to the complex spectrum of the recorded
seismogram D( w) through:
M(w) = D(w)-0.0012[680(G/256)S()] 1 3( .6)
where S(w) = io - -Aw 2
(wf 2_ 2+2bt(wri) ((W/wc) 2+1.l722(w/c)i+l)3
and A=0.468 volts/cm/sec, bt=l.16 for M2; A=0.598 volts/cm/
sec, bt=0.60 for Ml and M3. The response of S(w) for M2 and
M3 is shown in Figure 3.9.
3.1.3 PLAYBACK
The format of the tape recorded in the OBS is not
compatible with most computers and must be reformatted. The
same tape recorder as that in the OBS is used to play back the
data. As a first step, the data are reconverted to analogue
form and played back on a strip chart recorder. These plots
provide a guide to which data should be reformatted for
further analysis.
Because the OBS tape does not contain any gaps within an
event, an entire event must be read into the computer at once
through a driver program written specifically for this
purpose. An HP1000 computer was used to reformat the ROSE
data. To store 60 seconds of data with 14 words/sample
requires 100k words of storage. At the present time, the
available memory on the HP1000 limits the length of an event
to 60 seconds (a longer event can, of course, be reformatted
as several overlapping events). The format of the tape
recorded in the OBS includes much redundant information on
timing because the full header (year, month, etc.) is attached
to each data sample. Since accurate timing is an essential
component of the data, this provides a safeguard against
temporary malfunctions during the experiment. During
reformatting, the four data bits containing the seconds digit
are monitored to confirm that each second does indeed contain
120 samples; if not, interpolated data points are inserted.
After checking, the data are written to a second tape in a
much condensed format where only the time of the first sample
of an event and the seconds digit are explicitly saved. The
ROSE data were reformatted a second time to correspond to the
standardized ROSE format (LaTraille et al., 1982). The event
headers in ROSE format contain the time of the first sample
corrected for clock drift and for the 18.3 second lag of the
OBS memory and include additional information on instrument
characteristics, shot description, etc. In this form, the
data can be plotted, filtered and otherwise analyzed to answer
a variety of scientific questions.
3.2 COUPLING OF AN OBS TO THE SEAFLOOR
Data recorded by OBS are often very narrow band
indicating some sort of resonance phenomenon. Several
possible sources which have been identified are bottom
currents (Duennebier et al., 1981), mechanical noise due to
the instrument tape recorder, "fish bumps" (Buskirk et al.,
1980), and the effect of the presence of the OBS on the motion
of a soft sedimentary bottom. Although the development of the
deployed package represented a major step in improving the
quality of the data recorded by the MIT OBS, even with the
deployed package very monotonic data are sometimes collected.
This suggests that, in some cases, a description of the
interaction of the package with the seafloor must be included
in S(W) in equation 3.6.
3.2.1 THE MODEL
Recently, Sutton et al. (1981) and Zelikovitz and
Prothero (1981) have independently adapted a model from the
engineering literature (e.g. Richart et al., 1970) in which a
structure sitting on sediment is represented as a
mass-spring-dashpot system. Briefly, the system can be
parameterized by a resonant frequency and a damping constant,
both of which are functions of the instrument geometry and
mass and of the physical properties of the underlying
sediment. For the OBS situation, a coupling constant which
includes the effect of instrument buoyancy multiplies the
system forcing function (ground motion in the absence of the
instrument), and a correction factor must be added to the mass
of the instrument to compensate for the hydrodynamic force of
the water when the water moves relative to the instrument.
Near the resonant frequency, the OBS motion is amplified
relative to the overall ground motion we wish to measure, and
the amplification is determined by the damping of the system
and the buoyancy of the instrument. At frequencies above the
resonant frequency, the response is attenuated. It has also
been shown that the response of a geophone-sediment system
calculated from wave theory for a mass sitting on an elastic
half-space is essentially equivalent to this simple model
(e.g. Lamer, 1969; Hoover and O'Brien, 1980).
Figure 3.10 illustrates the model. The equation of
motion for this system is:
x+[d/M*]-x+[K+(ps-p)Ag]/M*-x = (M-Mw-Ms)/M*-z (3.7)
where M is the mass of the object, Mw and Ms are the average
masses of water and sediment displaced by the object; pw and
ps are the density of water and sediment; M* = M + Mv where Mv
is a term which compensates for the hydrodynamic forces
resisting motion of the object through the water; K is the
spring constant; d is damping; A is' the area of the base; g is
the gravitational constant; z is displacement of the seafloor;
and x is displacement of the mass relative to the seafloor.
Dots signify differentiation with respect to time.
Defining C = (M -MW -Ms)/M* and 2 = [K + (ps-po)Ag]/M*
c
this can be rewritten in the form:
2
x + 2Dwcy + w y = Cz (3.8)
c
where D is the damping expressed as a fraction of critical.
The position of the bottom of the OBS is i=z-x and the response
spectrum is (Sutton et al., 1981):
I(W)/Z(W) = 1 - X(W)ZTTT
2
22(iw) +2Dwcwi+wc2
-w 2+2D/(l-C)-wcwi+w 2c/(l-C)
= (1-C)
W2 c-2 + 2dwcwi
where X, I and Z represent the complex Fourier transforms
i and z. The amplitude response is illustrated in Figure
for several values of C and D.
(3.9)
of x,
3.11
Ignoring the mass of sediment displaced, C represents the
effect of buoyancy (Sutton et al., 1981). In the dry land
situation developed in the engineering literature, C = 1; when
the OBS is neutrally buoyant (M=Mw), C=O and the OBS moves
exactly with the seafloor. Of course, in practice a neutrally
buoyant instrument would be affected by the slightest current.
To calculate C, Mw can be calculated from the known OBS
dimensions and Mv can be estimated from analytic or laboratory
determinations for simple geometric shapes (Byrd, 1978;
Zelikovitz and Prothero, 1981). For horizontal motion or for
the transient tests described in 3.2.2, C = 1.
The resonant frequency and damping of the system are
related to the physical properties of the sediment; if the
properties of the sediment are known, the coupling response is
known and vice-versa. By calculating the full wave-theory
response for a mass on an elastic half-space for a wide range
of elastic parameters, Lysmer (1965) found that the effective
spring constant and damping were independent of frequency.
For vertical motion and a circular base,
d ~ [3.4R(l-v)].'p-s and K~49R/(l-v) where R = radius of base
and i', v and Ps are the shear modulus, Poisson's ratio and
density of the sediment. These relations are valid if
non-dimensional frequency a = wRVp/y is less than 1, which
holds for the MIT OBS situation where w < 2w30, R = 20 cm, ps
< 2 gm/cm 3 and 1-10 6 -108 dynes/cm 2. Similar relations can be
obtained for horizontal, torsional, and rocking modes of
motion (see Richart et al., 1970). Ignoring the effect of
buoyancy on wc and D, we can express wc and D as:
1/2
c~=2[yP/ ( 1-v)-R/M*] (3.10a)
1/2
D~=0. 85[ Ps/ ( 1-v) -R 3/M*] (3.10b)
3.2.2 RESULTS OF TRANSIENT TESTS
At the Lopez Island OBS intercomparison experiment in
June, 1978 (Sutton et al., 1981), transient tests were
conducted to measure the system responses of ocean bottom
seismometers of a variety of designs. The underlying theory
and experimental apparatus for the transient tests has been
described by Sutton et al., (1981). A float attached to the
instrument by an electromagnet is suddenly released, resulting
in a step in force on the instrument. In a highly damped
mass-spring-dashpot system, the instrument-mass will
essentially experience a step in displacement and an impulse
in velocity as the equilibrium position of the sediment-spring
readjusts to the step in force. The spectrum of the velocity
response will therefore be flat for frequencies below the
characteristic system frequency.
Sutton et al. (1981) and Zelikovitz and Prothero (1981)
have demonstrated that the resonant frequencies and damping
constants measured from these transient tests generally vary
with (R/M*) as predicted by the model (Figure 3.12).
Unfortunately, many instruments showed a resonant frequency
well within the range of interest for seismic data.
Resonances at the frequencies determined from the transient
tests can also be observed in records obtained from airgun and
explosive shots (Johnson and McAlister, 1981).
One of the instruments which showed the most desirable
response at Lopez Island was the MrT OBS with an external
geophone package. The results of the transient tests are
illustrated in Figure 3.13 and the amplitude spectra are shown
in Figure 3.14. The spectra have been corrected for the
velocity response of the geophones. At Lopez Island, one
vertical and one horizontal component were recorded on land
from the external package and one horizontal component was
recorded from the main package. The response of the vertical
component to a vertical transient shows a highly damped
resonance at about 22 Hz with a flat response below this
frequency. The response of the horizontal channel to a
horizontal impulse shows a corner frequency at about 6-10 Hz
which may reflect the horizontal mode of resonance. A
secondary peak at 22- Hz is possibly a manifestation of the
vertical resonance. The vertical resonance at 22 Hz indicates
a sediment shear modulus (equation 3.9) of about 5 x 106
dyne/cm 2 (Table 3.3).
During the vertical transient, a signal was sometimes
observed on the horizontal component and vice versa
(transients #233 and #234). These signals reflect both
vertical and horizontal resonances, and the maximum amplitude
is about 0.2 times the amplitude observed on the channel
parallel to the force direction (Figure 3.14). Vertical
transient #136, however, does not show any signal on the
horizontal component. In practice, the vertical and
horizontal transients are probably not purely vertical and
horizontal.
Another noteworthy feature of Figure 3.13 is the signal
observed on the horizontal component in the main package. The
amplitude of this signal is approximately two orders of
magnitude smaller than that for the signal on the external
package. One of the often-stated objections to externally
deployed packages is that the effect on the external package
of the presence of the main package is not known. Although
here the geometry is reversed and the situation is not
directly analogous to a seismic wave incident on both packages
from below, this observation provides a qualitative estimate
of the importance of this effect. This problem deserves
further study, both experimentally and theoretically.
During the tests at Woods Hole, only the response of the
vertical component to a vertical transient was measured. The
test was performed on both the external package and the main
package, but the two instruments were not deployed
simultaneously.
The tests were originally designed to determine the
effect of varying the diameter of the baseplate on the
external package from 0.33m to 0.47m, thus changing the
bearing pressure from 12.4 to 6.2 x 103 dyne/cm 2 (Duschenes
et al., 1981). If we look at the relationship between the
coupling parameters and the instrument geometry (equations
3.10a and b), however, we see that for a given site the ratio
of R/M* and not the bearing pressure determines the coupling
parameters; the bearing pressure will act only indirectly by
perhaps embedding the instrument into the bottom so that it
feels the shear modulus of deeper sediment. For the range of
R/M* used in this experiment (Table 3.3), the correction
factor Mv, which compensates for the hydrodynamic force of the
water, increases so as to nearly counteract the increase in R
even though the actual mass of the package M is not greatly
increased. (R/M*) 1/2 increases by only about 6% and we should
not expect a significant difference in the resonant frequency
for the different baseplates. The quantity (R 3/M*)1/2 changes
by about 33%, so we might expect to see a difference in the
system damping. Mv was determined by calculating the factor
for a disk of radius R minus a disk of radius r and adding the
factor for a cylinder of radius r and height h, where r and h
are radius and height of the deployed geophone package (Byrd,
1978; Zelikovitz and Prothero, 1981).
The results of the tests at Woods Hole are shown in
Figure 3.15. The amplitude spectra have again been corrected
for the velocity response of the geophones. The spectra show
a pronounced peak, unlike those from Lopez Island, and the
shapes are similar to those of the theoretical spectra of
Figure 3.11 for C = 0.8 and D = 0.08. Although only one
example is shown for each baseplate, the tests were repeated
four to ten times for each case and no significant differences
could be observed.
The system resonance fr = wc/(2w) and damping constant D
for each case were determined by trial and error to be the
pair which best removed the peak in the amplitude spectrum
when the spectrum was corrected for the effect described by
equation 3.9. Figure 3.16 illustrates this procedure. The
results for different baseplates are listed in Table 3.3. No
significant relationship between the coupling parameters and
baseplate size could be determined. The shear modulus of the
sediment indicated by the coupling resonance at 13 Hz is very
low, approximately 1.5 x 106 dyne/cm 2 .
The main instrument package shows a higher resonant
frequency and damping than the external package. This
suggests that, from the point of view of the coupling model,
the configuration of the main package is preferable to that of
the external package, at least at the Woods Hole site. In
practice, however, the main package is susceptible to several
additional noise sources which are avoided with the external
package (Duschenes et al., 1981). The main package indicates
a sediment shear modulus which is an order of magnitude higher
than that indicated by the external package.
Does the apparent difference between the shear moduli of
the sediments at the two sites correspond to a difference in
sediment type? At Lopez Island, 3 meters of soft, silty mud
overlie a horizon (identified on seismic reflection profiles)
which is probably a glacial deposit or hard siltstone. The
density of the surficial sediment is approximately 1.57 g/cm 3
and the shear velocity in the top few meters, obtained from
surface wave dispersion data, is approximately 20 m/sec
(Tuthill and Lewis, 1981) giving a shear modulus of 6.3 x 106
dynes/cm 2 . This value agrees well with that deduced from the
transient tests.
The only data available from the Woods Hole site are from
a core taken by the contractor who built the dock. Sediment
strength is measured in units of "number of blows with a 140
lb hammer falling from a height of 30 inches needed to insert
a 1 3/8 inch sampler 6 inches." At this site, the top 0.6 m
of sediment consists of very soft, porous, black organic silt
into which the sampler could be pushed by hand. This silt is
underlain by 5.5 m of porous, medium-soft sand (10 blows per
6 in of sampler) followed by a meter of very dense,
coarse-medium sand (46 blows per 6 in). The resonant
frequency of the external package is probably determined by
the top layer which must indeed have a very low shear modulus;
the resonance of the main package is probably determined by
the underlying layer. The presence of an interface just below
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the surface may reflect energy back into the system,
decreasing the damping as compared to the Lopez site. In the
model, damping results from energy being radiated into an
infinite elastic half-space in the form of seismic waves.
That the elastic half-space assumption is so clearly violated
at the Woods Hole site may also explain why we do not see the
predicted variation in damping with baseplate size.
3.2.3 APPLICATION TO FIELD RESULTS
The results of this comparison of the response of the MIT
OBS to transient tests at two different sites has implications
which are both encouraging and discouraging for future OBS
studies. They are discouraging because, even for the MIT OBS
which showed a good response at Lopez Island, the
characteristic system resonance is well within the frequency
band of interest for very soft sediments which may sometimes
be encountered in the marine environment. The results are
nonetheless encouraging because they suggest that the
mass-spring-dashpot model, which can be simply parameterized
by a resonant frequency and a damping constant for each mode
of motion, does indeed describe one of the major coupling
problems which has plagued OBS studies.
Qualitatively applying this model to data collected by
the MIT OBS during ROSE, one can observe both "well-coupled"
and "poorly coupled" deployments. Figure 3.17 shows amplitude
displacement spectra of S waves from several earthquakes
recorded by M2 and M3 during ROSE II. At M2, we observe a
wide range of spectral shapes. At M3, we consistently observe
a pronounced peak at about 6 Hz for these same events.
Because the takeoff angles, azimuths and earthquake-station
paths are similar for the two stations, this peak probably
reflects an OBS coupling resonance at M3 rather than a source
or path effect. Additional support for this inference is
provided by the observation that incidence angles observed at
M3 (see Chapter V) are nearly vertical for P waves and nearly
horizontal for S waves, suggesting that M3 was sitting on very
low velocity material. At M2, incidence angles ranging from
about 45* to nearly vertical can be observed. During other
deployments of the MIT deployed geophone package both previous
and subsequent to ROSE, sites for which observed P waves have
very steep incidence angles are correlated with narrow band
data with a resonance in the range of 5 to 10 Hz; broad band
data are associated with observed P-wave incidence angles
which apparently vary with azimuth and distance to the
source.
Some features of the resonance of M3 cannot be directly
explained in terms of the simple mass-spring coupling
resonance. In particular, we note consistently higher
amplitudes on one of the horizontal components (H1), regard-
less of the azimuth from source to receiver. Apparent
polarizations of the S waves measured during the first cycle
of notion (see Chapter V) are also approximately in the
direction of this component. The tests of the geophones and
filters discussed in the previous section and the response of
the horizontal components to the water wave from shots (see
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Chapter V) do not indicate a systematically greater
amplification on H1 for this instrument; any preferential
amplification should occur on H2, according to the geophone
tests. This apparent polarization of the S waves is therefore
probably controlled by the detailed geometry of the sediment
pond below M3. We also cannot resolve the several peaks which
should correspond to the different modes of motion.
Neglecting the effect of C and D which shift the resonant
frequency somewhat from /7TR, the resonant frequency for
horizontal motion should be approximately (1-v) 1/2 times the
vertical resonant frequency. For an infinite half-space, D
for horizontal and vertical motion are similar. In a real
situation, however, the departure from the half-space
assumption, which decreases the damping by reflecting energy
back into the system, is usually quite different for the
horizontal and vertical directions. Moreover C=l for
horizontal motion since the bouyancy force is vertical; C is
approximately 0.3 for the MIT OBS for vertical motion. The
resonant frequency for the rocking mode depends on the moment
of inertia, and should be much less damped than vertical or
horizontal motion. At M3, we see a single pronounced peak at
6-7 Hz for all events on all components. A second peak at
12-14 Hz may be seen in some cases and may represent a
harmonic of the 6 Hz resonance. In later portions of the
records beyond the S waves, a rocking mode with a very low
damping can be observed. This mode also has a frequency of
6.5 Hz which appears as 13 Hz on the vertical channel.
One can also question the applicability of this model of
OBS-sediment coupling for sites near spreading centers where
bottom photographs indicate the absence of any sediment cover.
Some of the "well-coupled" OBS may indeed be sitting directly
on basement whereas the "poorly-coupled" OBS might be perched
on a boulder and rocking. In the former case, the nature of
the bottom just below the instrument is not important for
interpreting the coupling response since no correction for
coupling is needed in the frequency range of the observations.
The observations of vertically incident P waves and delayed
arrivals on the horizontal components and the consistent
pattern of apparent azimuth of approach for water waves from
explosive shots at sites which do show a coupling resonance
suggest that low velocity sediments have probably been
responsible for the resonance observed in past MIT OBS
deployments.
In a very young tectonic environment where bottom
photographs indicate that basement volcanics are exposed, the
topography is very rough for wavelengths comparable to the
radius of the baseplate of the MIT OBS. For an OBS that is
freely thrown overboard to land on a smooth site several
kilometers below the ship requires a certain element of luck.
The most fruitful approach to an OBS network in such an
environment is probably to deploy a large number of relatively
simple, inexpensive instruments to provide arrival time
readings and first motion polarities. A few sites wh.ere the
bottom appears smooth as determined from underway reflection
data can then be carefully chosen for the emplacement of a few
more complicated, three component instruments. These sites
will probably usually have a continuous sediment cover.
For cases like M3 where the coupling resonance is in the
dominant frequency range of the instrument and has a low
damping, the presence of harmonics and the effects of detailed
site geometry will probably not permit us to use the trial and
error method described in Figure 3.16 to remove the effect of
the coupling resonance accurately enough to confidently
retrieve parameters of the displacement spectrum such as
corner frequency, falloff'rate, etc. The results of the
transient tests and the qualitative extension of those results
to past MIT OBS deployments, however, do suggest that the
simple mass-spring-dashpot model provides a useful framework
for understanding the factors involved in OBS-bottom coupling
and for designing an instrument so that the effect of coupling
resonance will be outside of the frequency range of interest
for most environments. Additional controlled tests are needed
to study the effect of instrument geometry on the coupling
constants for sites on a range of sediment types with known
physical properties and local structure. In situ tests to
determine coupling parameters (Zelikovitz and Prothero, 1981)
and surficial sediment properties for each deployment should
also be very useful.
3.3 SUMMARY
The effect of instrument response can be removed from
data recorded by the MIT OBS through equation 3.6 which
describes the theoretical response of the geophones and
recording system for specified values of the circuit elements.
Tests on individual components of the OBS used during ROSE
demonstrate that for instrument M2 variability among the
components was negligible.
An important factor not included in equation 3.6 is the
transfer function between seafloor motion in the absence of
the OBS (the desired quantity) and the actual motion of the
OBS package. The effect of the presence of the OBS package on
seafloor motion can be described by a mass-spring-dashpot
system. The system is parameterized by a resonant frequency
and a damping constant which are functions of the instrument
geometry and of the local sediment properties. Results of
tests on the MIT OBS at two nearshore sites suggest that, for
the range of sediment types encountered in the ocean, the
resonant frequency for the MIT deployed geophone package will
be above the frequency range of interest for many sediments
(P>4.5 x 106 dynes/cm 2 ), but may be a problem for very soft
sediments (1.5 x 106 dynes/cm 2 ). Of the two MIT OBS
recording data during ROSE II, one instrument (M2) appears to
have been well coupled whereas spectra for the other (M3) show
a pronounced resonance peak.
TABLE 3.1 Measured Coil
Geophone
Resistances of Litton Z-3CA Geophones*
Type
Hi
H2
V
H2
Hi
V
H2
H1
H
H
H
H
H
Coil Resistance
939
1017
986
970
981
1025
1008
1042
938
1038
1037
1041
1039
*Manufacturer's specifications cite 1060g. Those geophones
deployed in Ml, M2 and M3 during ROSE are identified. The
vertical geophone in Ml ruptured and was flooded by oil during
ROSE II.
TABLE 3.2 Measured Frequency Response of the MIT OBS Analog
Card for OBS Deployed During ROSE
a) Gain as a function of frequency - normalized to 6.8 at
10 Hz. Input signal was 100 mV peak to peak
frequency
Hz Ml M2 M3
1.5 6.1 6.5 6.2 6.1 6.2 6.0 6.1 6.2 6.2
2 6.2 6.5 6.2 6.2 6.3 6.1 6.1 6.3 6.3
2.5 6.2 6.6 6.3 6.2 6.3 6.2 6.2 6.3 6.3
3 6.3 6.6 6.3 6.2 6.-4 6.2 6.2 6.4 6.3
4 6.3 6.7 6.3 6.3 6.4 6.2 6.2 6.4 6.3
5 6.4 6.7 6.4 6.4 6.4 6.3 6.3 6.5 6.4
6 6.5 6.8 6.4 6.4 6.5 6.4 6.4 6.5 6.5
8 6.7 6.8 6.6 6.6 6.6 6.6 6.6 6.7 6.6
10 6.8 6.8 6.8 6.8 6.8 6.8 6.8 6.8 6.8
15 7.2 6.6 7.2 7.3 7.2 7.4 7.5 7.2 7.4
20 7.1 5.8 7.2 7.4 7.0 7.6 7.7 7.0 7.4
25 5.9 4.2 6.2 6.5 6.0 6.7 6.8 6.0 6.6
30 4.0 2.7 4.4 4.2 4.3 4.9 4.2 4.2 4.8
40 1.5 1.2 1.7 1.4 1.4 1.1 1.5 1.4 1.6
50 .62 .72 .76 .46 .42 .46 .42 .43 .48
60 .40 .70 .56 .15 .15 .15 .15 .15 .15
80 .02 .02 .03 .03 .03 .03 .03 .03 .03
100 .01 .01 .01 .01 .01 .01 .01 .01 .01
TABLE 3.2 (cont'd.)
b) Frequency
phase delay
degrees
(Hz) as a function of phase
1.6 1.3 1.6
12.6 10.6 12.8
21.7 19.1 22.0
1.5 1.6 1.6
13.2 12.8 13.4
22.6 22.4 22.7
1.4 1.7 1.6
13.4 12.8 13.4
22.4 22.3 22.7
30.0 27.3 30.4 31.0 31.2 31.2 30.6 31.1 31.4
360 42.2 39.5 42.7 43.2 43.5 43.2 42.1 43.7 43.7
del ay
0
90
180
270
TABLE 3.3. Summary of the r
tests on the MIT
M*, fr and D wer
text;
range
.33 <
P was calc
of values
v < .49.
esults of vertical transient
OBS. R is the baseplate radius;
e determined as described in the
ulated from equation (3.10a). The
for P reflects the range
Site R(meters)
Lopez
WHOI
0.205
0.165
0.205
0.235
0.636
M*(kg)
31
28
31
35
fr(Hz) D y1(x10 6 dynes/cm 2 )
22 >.25
.10
.10
.12
643 18 .16
4.5-5.9
1.4-1.9
1.3-1.7
1.3-1.7
17.-22.
FIGURE CAPTIONS
3.1 Schematic illustration of the MIT OBS capsule.
3.2 Schematic illustration of the moving coil,
electromagnetic ground motion sensor (from Aki
Richards, 1980).
and
3.3 Velocity and phase response of the geophones in the MIT
OBS. For a discussion of the parameters bt and A, see
the text.
3.4 Response of the individual geophones tested as described
in the text. The three geophones in M2 are shown to
have essentially the same response. Of the other
geophones tested (Table 3.1), only those which gave a
response which was noticeably different from the
response for the three geophones in M2 are shown.
3.5 Block diagram of the data recording system. In the
upper left are triaxial seismometers each of which is
connected to a preamplifier and a low-pass filter. The
vertical component waveform i's applied to the automatic
gain circuits. The X and Y component gains are
slave-controlled from the vertical channel. The output
of the gain circuit is applied to the analogue to
digital converter through a sample and hold circuit.
Digital data from the A/D are converted from parallel to
serial form and delayed by the buffer memory for 18
seconds. Data are then recorded on maqnetic tape via
the tape head d
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3.6 Drift of the oscillators used for timing in the MIT OBS
during ROSE measured at MIT several months after ROSE.
Slopes of drift lines are in units of msec/day.
3.7 Circuit diagram for the filter described by equation 3.4.
3.8 Amplitude and phase response of the cascaded filters
described by equation 3.5 (solid line). The dotted
lines and the squares delimit the responses measured for
the three components of M2. In Table 3.2, one can see
that all but one channel (Hl in Ml) is well described by
equation 3.5.
3.9 Combined response of the geophones and filters for the
MIT OBS. The total recording gain of 680 is included.
3.10 Schematic illustration of the spring-dashpot model for
describing coupling of an OBS to the seafloor (from
Sutton et al., 1981).
3.11 Amplitude response of the OBS-sediment system relative
to ground motion in the absence of the OBS. The
parameters are described in the text (from Sutton et
al., 1981).
3.12 a. Observed resonant frequency as a function of
(R/M*)1/ 2.(1-2D 2 )1/2 for the OBS tested at Lopez Island.
The lines represent a constant value of sediment shear
modulus. Most of the instruments indicate a shear
modulus of about 2.5x10 6 dynes/cm 2 . The higher shear
modulus felt by UWF can be attributed to the very h.igh
bearing pressure of this instrument; this may have
caused it to be imbedded in the sediment where it felt a
stiffer layer found at a depth of about 3 meters below
sea floor (from Zelikovitz and Prothero, 1981).
b. Damping as a function of instrument geometry; B =
(1-v)/(4ps)-M*/R 3 . The dashed line represents the
theoretical damping for a half-space. In the model,
damping results from the radiation of energy away from
the mass. In the earth, we expect that some energy is
reflected back into the system, decreasing the total
damping. The expected trend as a function of instrument
geometry can, nevertheless, be observed (from Zelikovitz
and Prothero, 1981).
3.13 Results of transient tests on the MIT OBS external
package at Lopez Island. The numbers on the left are
the identification numbers from the Lopez catalogue; V
and H indicate vertical and horizontal test,
respectively. Trace a is the vertical component in the
external package; b and c are the horizontal components
in the external and main packages, respectively. The
numbers on the right are the scaling factors relative
to the trace from the component in the direction of the
applied force.
3.14 Spectra of the traces shown in Figure 3.13. Scale on
the left refers to test #233; scale on the right to
#234.
3.15 Examples of transient tests performed at the Woods Hole
site. 'Main' indicates main instrument package; 'lbp'
indicates large base plate with radius 0.235 m; 'mbp'
indicates medium base plate with radius 0.205 m; 'sbp'
indicates small base plate with radius 0.165 m.
3.16 Example illustrating determination of fr and D by
removing the coupling effect described by equation 3.9.
At frequencies above the resonant frequency, the
spectrum does not fall off as rapidly as predicted by
the model and a peak is observed in the corrected
spectrum. The frequency of this peak is approximately
double the resonant frequency for both the Lopez Island
and Woods Hole results and probably represents a
harmonic of the main resonance. The uncorrected
spectrum is also shown for comparison. The
best-fitting values for fr and D are 13 Hz and 0.10,
respectively. Other values for fr and D are: (a) fr =
12.5, D = 0.10; (b) fr = 13.0, D = 0.12; (c) fr = 13.0,
D = 0.08; (d) fr = 13.5, D = 0.10.
3.17 Amplitude spectra of S waves observed at M2 and M3 from
several of the earthquakes located in Chapter IV. The
spectra have been corrected for instrument response
with equation 3.6. No correction for range or
attenuation has been included. The solid line
represents the vertical component; the dashed line, Hl;
the dash-dotted line, H2.
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CHAPTER IV
MICROEARTHQUAKE LOCATIONS AND SOURCE PARAMETERS
In this chapter, microearthquakes recorded in the Orozco
Fracture Zone during the second phase of ROSE (ROSE II) are
located. The primary data sources for this study are the
arrival time readings reported by the various groups '
participating in the experiment. Fault plane solutions and
moments for the larger events are also presented.
The results in this chapter are all relative to a
laterally homogeneous velocity structure adapted from the
results of several earlier refraction experiments in the
region. In Chapter V, the velocity structure of the transform
will be studied from data collected during ROSE II. Although
lateral velocity variations are found, the major conclusions
of this chapter are not changed and some of the questions
raised here will be tentatively answered.
4.1 THE ROSE NETWORK
Forty-four OBS and OBH operated by nine institutions
recorded data during the second phase of ROSE, and arrival
times from 29 instruments were reported for the
microearthquake locations. This data set includes nearly all
of those stations deployed in the vicinity of features which
were found to be seismically active and eventual inclusion-of
the data from additional stations will not increase
significantly the number of locatable earthquakes or the
precision of the calculated hypocenters.
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The instruments varied from three component, digitally
recording, event detecting seismometers to continuously
recording, one-channel hydrophones. Table 4.1 summarizes the
distinctive features of these instruments. Figure 4.1 shows
the locations of the instruments with respect to the regional
bathymetry; their geographic coordinates are listed in Table
4.2. Because the total recording time for the Woods Hole OBH
is approximately 8 days, most of these instruments were
retrieved and redeployed midway through ROSE II. Instrument
SCl released prematurely and was also redeployed.
The deployment pattern was designed so that each
geographic alliance of groups would have a self-contained data
set with which to work during the initial stage of data
analysis. The University of California at Santa Barbara and
at San Diego monitored the seismicity of the northern
transform trough and the Woods Hole-M.I.T. group deployed a
network in the central transform. A number of instruments
were deployed outside the active transform in order to study
the effect of propagation through the oceanic crust on
earthquake generated waves, in particular shear waves. The
asymmetry of the deployment pattern depicted in Figure 4.1
also reflects certain unscientific considerations such as the
200 mile limit of Mexican jurisdiction and the limited ship
time available for deploying the network.
Figure 4.2 shows histograms of earthquake activity per 12
hour period reported by the instruments providing arrival time
readings for this study and indicates the time period during
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which each instrument was recording data. The histograms are
stacked from top to bottom in order of decreasing latitude.
The hatched area represents all events reported for the
instrument whereas the solid area represents only those
earthquakes located in this study and listed in Table 4.5. No
arrival times from T13 were used for the locations because of
a problem with the internal clock in the instrument. The
great number of events reported by the Woods Hole instruments
is partly an artifact of the method of defining an "event."
For the continuously recording Woods Hole instruments, any
discrete event with a maximum amplitude of at least twice the
background noise level was counted; for many of these, it is
impossible to pick a first arrival. For the other
instruments, only those events whose arrival time had been
determined were included. From this figure we can make a few
preliminary inferences about the seismicity. We can see that
several groups of earthquakes were detected throughout the
network. Instruments SB1, SB2, SCl, SC2, T2, WHl and WH7 also
recorded many presumably very local events which were not
recorded by enough instruments for a location to be
calculated; UTl4 also recorded many events but did not record
many of those detected throughout the network (Ouchi et al.,
1982).
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4.2 LOCATION METHOD
The earthquake location problem was the first inverse
problem studied in seismology and has been discussed by many
authors. Thorough reviews are given by Stewart and Lee (1981)
and Aki and Richards (1980). The non-linear nature of the
problem is well known, as is its linear approximation in the
form:
[A]-x = b (4.1)
where [A] is an nx4 matrix of the travel time derivatives for
an assumed velocity model, x is a 4-dimensional vector of
adjustments to an assumed hypocenter and origin time, and b is
an n-dimensional vector of differences between the observed
arrival times and those calculated for the assumed hypocenter.
The solution is found by iterating until x becomes negligible
as defined by a specified convergence criterion.
In this study, earthquakes were located usi
program HYPOINVERSE developed at the USGS (Klein
HYPOINVERSE solves for x by doing a singular val
decomposition of [A] and calculating the general
The matrix [A] can be decomposed into:
[A] = [U][A][V] = [Up][Ap][Vp]]
ng the c
, 1978).
ue
ized inv
where [U] and [VI
space" and "model
matrix of eigenval
represent the e
space", respect
ues. A "-" ind
complex conjugate of the matrix.
igenvectors of the "data
ively, and [A] is a diagonal
icates the transpose of the
[Up] = [U]-[Uo] and [Vp] =
[V]-[V0] contain the eigenvectors corresponding
omputer
erse.
(4.2)
to non-zero
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eigenvalues in [Ap] and couple the data to the model; [Uo]
represents the discrepancy between the model and the data and
[Vo] represents elements of the model which cannot be
determined from the data. The generalized inverse of [A] can
be defined as:
[Ag]-l = [Vp][Ap]-l[Up] (4.3)
For the (usually) overdetermined problem of hypocenter
d'etermination where [Vo] = 0 and [U0] *0, the generalized
inverse is equivalent to the least squares solution
classically used to locate earthquakes. The advantage of the
singular value decomposition is that the resolution
([Vp]-[Vp]), data importance ([Up]-[Up]) and covariance
(ad2.[Vp],[Ap]-2-.[Vp] where ad 2 = variance of data, assuming
all data have same variance) matrices can be easily
determined. Since the hypocenter location problem is usually
overdetermined, the model is perfectly resolved. The data
importance matrix represents the weight of each observation
towards the solution and is useful for examining the effect of
network geometry for individual events. The covariance matrix
represents the errors in the solution due to the errors in the
data but does not include the effect of errors in the assumed
velocity model.
Sometimes, because of the geometry of the network
relative to the source, the solution may actually be -
underdetermined even though more than 4 data are available.
In this case, one of the eigenvalues of [A] is very small
resulting in instability in [Ap]-1 and [Ap]- 2 . The
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4.3 ARRIVAL TIME DATA
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most of the instruments. For the MIT OBS, arrival times could
be picked with a precision of about 0.01 seconds for all but a
few emergent events.
MIT, the University of California at San Diego and at
Santa Barbara, and the University of Texas also reported S
wave arrival times. On the MIT instruments, the S wave
arrivals were picked by looking at the waveform recorded on
three orthogonal components and are, in most cases, precise to
within approximately 0.03 seconds. On the University of Texas
and University of California at San Diego OBS, the S wave was
picked from only a single vertical component. Although the
University of California at Santa Barbara OBS is equipped with
three orthogonal components, because of instrument
malfunctions the S wave was picked from only a vertical and a
single horizontal component (SB1) or one vertical component
(SB2). Experience gained with the MIT data indicates that S
wave picks from fewer than 3 components must be regarded with
caution.
Figure 4.3 illustrates a few of the pitfalls of picking
S arrival times with fewer than three orthogonal components.
Figure 4.3a shows the seismograms from an event recorded by
the MIT OBS. Because this instrument was located on low
velocity material, P wave incidence angles are nearly vertical
and S wave incidence angles are close to horizontal. Although
an S wave can be observed on the vertical component, it is
usually emergent and delayed by one or two cycles relative to
the horizontal component. Moreover, on the example of figure
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4.3a the S wave is polarized such that it is essentially
parallel to one of the horizontal components and demonstrates
the false economy of saving tape by recording only one
horizontal component. In Figure 4.3b, the S wave arrival is
well identified on both horizontal components. On the
vertical component, however, a phase arrives considerably
earlier which might be misidentified as S although its high
frequency would argue against such an interpretation. This
problem increases with range as refracted and converted phases
become important in the seismogram (Kanasewich et al., 1973).
Example 4.3b also illustrates an effect which again
demonstrates the importance of having two horizontal -
components; a time difference of 0.'12 seconds is observed
between the arrival of SV on the radial component and SH on
the transverse component. (The process of orienting the
horizontal components will be discussed in Chapter V).
Example 4.3c shows that even when the S wave arrival appears
to be impulsive on the vertical channel, it may be
considerably delayed r.elative to the arrival observed on the
horizontal components.
Example 4.3a is the most extreme illustration from the
MIT dataset of the above effects. Examples 4.3b and 4.3c,
however, are representative of most of the data as can be seen
in Appendix II which contains a catalogue of waveforms
recorded from earthquakes in the Orozco Fracture Zone by the
MIT OBS. Because of these effects, S wave arrivals read from
fewer than three components were used only when their
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inclusion permitted location of an event which had too few P
wave arrival time readings.
All arrival times were corrected for the drift of the
internal instrument clock during its time on the bottom
relative to international standard time (WWV). For most of
the instruments, the total drift over a period of a month was
less than 0.25 seconds although a few instruments in ROSE had
a total drift of a few seconds per month. A linear drift rate
is usually assumed when making the correction. It is
probable, however, that for clocks which are not encased in a
temperature-controlled oven, much of the drift is due to
temperature changes during trips to and from the ocean floor.
The MIT OBS uses an oven encased 5 'MHz oscillator rated to an
accuracy of 1 part in 109 per day (Mattaboni and Solomon,
1977) and had an actual drift rate of approximately 6.5
msec/day during ROSE. For the network as a whole, errors due
to errors in the clock drift correction are probably on the
order of a few hundredths of a second.
The arrival time readings were also corrected to
normalize all stations to the same water depth of 3000 meters
by adding Ah/V where Ah is the depth of the OBS minus 3000
meters and V is the crustal velocity. An average crustal P
wave velocity of 6.5 km/sec was assumed in making this
correction and S wave arrivals were corrected by assuming a
ratio of P wave to S wave velocity of 1.75. This velocity is
midway between an upper crustal velocity of 5 km/sec and a
mantle velocity of 8 km/sec and represents a compromise
121
between attributing depth variations to either variations in
the thickness of the upper crust or to deepening with age of a
constant thickness crust. Both mechanisms are probably
affecting this dataset. The depths of the instruments ranged
from 2203 to 4068 meters with most between 2700 and 3350
meters - this corresponds to corrections to the P wave arrival
times between 0.13 and -0.15 seconds with most between 0.05
and -0.06 seconds. The error in the correction due to errors
in the instrument depth and in the velocity used for the
correction is probably 0.01-0.03 seconds.
Errors in the geographical coordinates of the OBS due
both to navigation errors and to lateral motion of the OBS
during the trip through the water Golumn may range up to a
kilometer. The effect on the locations is similar to the error
induced by differences between the assumed and actual velocity
structure. These errors are not included in the "picking
error" and will be discussed in section 4.5.
For the calculation of the covariance matrix, an
effective "picking error" of 0.07 seconds was assumed.
4.4 VELOCITY MODEL FOR HYPOCENTER LOCATIONS
The assumption that the [A] matrix in equation 4.2 is
known implies that the velocity structure is known. To locate
the earthquakes recorded during ROSE, a P wave velocity
structure of 9 homogeneous, flat layers was assumed which
approximates a crust with velocity increasing rapidly from 4.4
to 6 km/sec in the first two kilometers and then gradually
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increasing to a Moho velocity of 7.8 km/sec at a depth of 6.65
km (Table 4.3). This velocity structure was based on the
results obtained from line 57 of Lewis and Snydsman (1979) on
0 to 0.4 million year old crust at 13.5*N and from line B of
Orcutt et al. (1976) on 2.9 million year old crust at 90N.
Similar velocity-depth profiles were obtained independently
from these two data sets and seemed ap
which involves crust of age 0 to 2 mil
several refraction lines along the axi
Rise have suggested the presence of a
crust (e.g., Orcutt et al., 1976) or u
1981), the lateral extent of this low
limited to a few kilometers and was no
the S wave velocity structure, a Vp/Vs
corresponding to a Poisson's ratio of
effect on the hypocenter calculations
P-wave velocity structure or Vp/Vs wil
section 4.5 and the effect of lateral
will be examined in Chapter V.
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and intercepts of lines determined by a
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least-squares regression assuming all error to be in S are
given in Table 4.4. Because of errors in the data, the lines
were not constrained to pass through the origin.
Data sets 1, 2 and 3 give a slope of about 1.77 which
corresponds to a Poisson's ratio v of 0.27. This is similar
to the values for Vp/Vs which are found from laboratory
measurements on the type of rocks thought to make up the lower
oceanic crust and upper mantle (Christensen and Salisbury,
1972, 1973, 1975). Data sets 4 and 5, however, indicate very
low values of Vp/Vs. Both in situ experiments and laboratory
measurements have observed Vp/Vs considerably greater than
1.77 (up to 2.05), and these observations have been explained
in terms of cracking and weakening of the upper layer of
oceanic basalt (Christensen and Salisbury, 1973; Francis,
1976) or serpentinization of peridotite (Christensen, 1972).
No oceanic rock types, however, have Vp/Vs much lower than
1.70 (v = 0.24) (Spudich and Orcutt, 1980) and a geologic
process resulting in such a situation is difficult to
envisage. Moreover, the intercepts are significantly
different from zero, suggesting a systematic bias in the
data.
Reexamining Figure 4.4, we see that the lower Vp/Vs ratio
is determined by data with AP>2 seconds. If we divide
datasets 4 and 5 into two subsets, we find that, with the
exception of datset 4 which was determined from only 4 points,
the slopes increase (Table 4.4b) and are no longer
significantly different from 1.77. The data do not permit us
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to determine whether this observation is due to a systematic
mispicking of phases or to local velocity anomalies. For
data set 4, AP>2.1 seconds corresponds to hypocenters in the
central transform whereas AP<2.1 seconds corresponds to
hypocenters in the northern transform. In section 4.6, a
pronounced delay of S waves relative to P waves is observed at
M2 and M3 for events in the central transform. This would
also produce the result observed in Figure 4.4 and signals a
structural cause. For data set 5, the difference corresponds
to hypocenters near 105*12'W (AP<2.1) and 105 06'W (AP>2.1)
along trough A. These two groups of earthquakes also appear
to be distinguished by differences in focal depth (section
4.5.2) and the observation of Figu're 4.4 may be due to either
local velocity structure or to a systematic mispicking of
phase.
4.5 HYPOCENTER LOCATIONS
The hypocentral parameters of earthquakes located during
Phase II of ROSE are presented in Table 3.5. All events
located with a root-mean-squared residual of less than 0.25
seconds are included. These 70 events represent 85% of the
events for which four or more arrival time readings were
available. Although data from 29 stations were reported, no
event was reported by all stations. Thirteen events were
located using at least 15 arrival time readings and most
locations calculated from only four or five readings are
supported by spatial and temporal association with a larger,
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well-located earthquake. The number of stations reporting an
event provides a crude measure of relative magnitude.
Magnitude will be discussed further in section 4.8.
An initial hypocenter close to the station reporting the
earliest arrival time was assumed. The locations were
calculated twice, starting from initial depths of 5 and 12 km.
For most events, the two initial hypocenters converged to the
same solution. When two different depths were obtained, the
solution giving the smaller residual was chosen; with only one
exception (March 4 at 20hl0m) this was the shallower depth.
That this one exception is probably a spurious result will be
discussed in 4.5.1.
Although most of the earthquakes were not detected by all
of the instruments, the large number of instruments deployed
during ROSE was useful for two reasons. Obviously, it
extended the spatial extent of good hypocentral resolving
power of the network compared to the much smaller networks of
instruments used in earlier studies. Equally importantly, the
large number of stations led to the detection of errors in
data processing which might otherwise have been undetected and
would have therefore led to erroneous locations. An
examination of the residuals at each station for those events
located using 18 or more arrivals revealed systematic trends
which could be traced to errors in the clock drift correction
for a few instruments. Small events located using only 4-6
arrival times including the erroneous data often seemed to be
well located (as indicated by small root-mean-squared
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residuals and covariance ellipses) when actually their
locations were in error by several kilometers.
The calculated epicenters are superimposed on the local
bathymetry in Figure (4.5). Unlike the teleseismic epicenters
of Figure 2.6 most of the activity is localized in two regions
and is clearly related to topographic features. Over half of
the epicenters are aligned along trough A (Figure 2.4),
subsequently referred to as region 1. The second
concentration of activity is associated with the western
end of trough B and ridge 8', subsequently referred to as
region 2. The epicenters are quite scattered, and some do not
bear any obvious relationship to topography. Before
discussing the implications of this pattern of seismicity, we
must first examine the precision of the calculated locations
with respect to the layered velocity model.
4.5.1 PRECISION OF THE LOCATIONS
The axes of the covariance matrix of the solution
calculated by HYPOINVERSE define the 32% confidence ellipse of
the solution to the linearized problem. The 95% confidence
ellipse is obtained by multiplying the axis lengths by a
factor of 2.4. Because the problem is not linear, these
ellipses provide only a qualitative measure of the precision
of the location. The projection of these axes (95% confidence
level) onto horizontal and vertical planes through the
hypocenter are listed in Table 4.5 as measures of the
horizontal and vertical errors in the solution. Only the
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larger of the two horizontal errors is listed. These formal
errors suggest that most of the earthquake locations are
precise to within one or two kilometers in the horizontal
direction and point out those events for which one of the
eigenvalues is less than the cutoff value, indicating that the
geometry of the available data provides little constraint in
that direction. In general, the poorly constrained direction
is nearly vertical, corresponding to depth. Locations for
several events near the northern ridge-transform intersection,
however, have a zero eigenvalue corresponding approximately to
latitude. These events were located using P and S arrival
times at only two stations. Usually this leads to two
possible epicenters. For these events, however, the two
stations and the epicenter fall approximately on the same line
and the two possible solutions degenerate to one.
Additional information for evaluating the precision is
contained in the parameters "maximum azimuthal gap" and
"distance to the closest station" which are also listed in
Table 4.5. As can be seen in Figure 4.5, most of the
earthquakes were along the perimeter of the network and the
maximum azimuthal gap is sometimes quite large. Lilwall and
Francis (1978) have demonstrated through numerical experiments
that this does not necessarily imply poor resolution of the
hypocenter, provided that the distance between the event and
the closest station is "small." In fact, for a three or
four station array with a station spacing of 10 km, the best
depth and epicenter resolution is obtained for events just
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outside the array near one of the instruments.. A generally
accepted rule of thumb for evaluating depth resolution is that
the closest station to the event should be within a horizontal
distance less than the focal depth.
The effects of errors in the assumed layered model were
also examined empirically by perturbing parameters of the
layered model and recalculating the locations. The latitude,
longitude and depth of the new location were subtracted from
the latitude, longitude and depth calculated with the model of
Table 4.3 and the differences were plotted as histograms.
Results from three alternate models are shown in Figure 4.6.
In Figure 4.6a, the locations were recalculated with the-
crustal model of Table 3 and a Vp/Vs ratio of 1.78; in 4.6b, a
model consisting of a single 6 km thick layer with a velocity
of 6 km/sec overlying an 8 km/sec half-space was assumed; and
in 4.6c the crust of Table 4.3 was modified by increasing the
half-space velocity to 8 km/sec and decreasing the thickness
of the 7.72 km/s layer to 0.5 km.
For all three cases, most latitude and longitude changes
are less than 0.3 km and almost all are 1-ess than 1 km. All
larger epicentral perturbations correspond to events for which
HYPOINVERSE indicated poor depth control and for which the
calculated depth changed by several kilometers when the model
was perturbed.
The depths are more sensitive than the epicenters to
changes in the model. In Figures 4.6a and 4.6c, most depth
changes are within ±1 km; 4.6b shows a bit more scatter.
129
Increasing the Moho velocity (Figure 4.6c) systematically
decreases the depths, and the velocity model of Figure 4.6b,
which decreases the velocity in the lower crust, increases the
depths. In most cases, relative depth differences among
events are preserved. The change in the rms travel time
residual is not significantly different from 0.0 for any of
the models tested and we cannot resolve whether any of these
models represents a more appropriate average velocity model
than that of Table 4.3.
To summarize the results presented in this- section, the
errors indicated by HYPOINVERSE appear, in most cases, to be
an accurate reflection of the precision of the locations with
respect to a layered velocity model. For most events the
calculated hypocenters are precise to within less than a
kilometer horizontally and to within about 2 km vertically.
Errors due to small changes in the assumed layered velocity
structure are of the same order. The effect of possible
lateral heterogeneity in the true velocity structure has not
been considered here and will be discussed in Chapter V.
4.5.2 SEISMICITY OF REGION 1
Figure 4.7 shows the epicenters which were located along
the northern trough and illustrates the temporal pattern of
activity. Most of the earthquakes were clearly aligned along
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the topographic trace of the trough.*
No earthquakes were recorded along the northern transform
trough on February 27 and 28. During the first few days of
March, earthquakes occurred near 105*W and from 105*10'W to the
intersection of the transform with East Pacific Rise near
105'17'W. On March 5,6, and 7, only a few events were located
and the epicenters are quite scattered. Unfortunately, most
of the instruments deployed near the ridge-transform
intersection were no longer recording data at this time and at
least part of this scatter may result from poor station
distribution. The cluster of earthquakes at 105*06'W on March
8 represents a mainshock-aftershock sequence along a sec-tion
of the transform which did not show any seismic activity
during the preceding week. The main shock of this sequence
was the largest earthquake recorded during ROSE II. Within
the sequence, an eastward progression of activity with time
(with a few exceptions) can be observed (Figure 4.8). All
* Note: The bathymetric contours in Figure 4.7 and 4.14 were
drawn by myself from the data collected by the R/V CONRAD
and R/V KANA KEOKI during ROSE. Although, in general, the
contours I determined were the same as those determined by
Mammerickx (1980) from data collected previous to ROSE and
including a subset of the ROSE data, a few differences can
be observed, most notably in the position of the 3000 m
contour at the intersection of the East Pacific Rise and
trough A (Figure 2.4 and at the intersection of troughs B
and C. I have preferred to use the Mammerickx (1980) map as
a base map for several figures because of its better
coverage of areas outside of the immediate vicinity of t-he
ROSE II network and because of its more "professional"
aspect. Because of my interest in the detailed tectonics of
the transform, however, I reexamined the areas of
discrepancy when the Mammerickx map became available and
feel that, in the two areas mentioned, the contours I
determined are a more accurate portrayal of the bathymetry.
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epicenters could have occurred along a single 5 km long fault
with a strike of N75 0 E.
Figure 4.9 is a vertical section of the earthquakes in
region 1 projected onto an east-west striking plane. Most of
the earthquakes appear to be shallower than about four
kilometers. It has been predicted that the depth of the
seismic zone in transform faults should decrease as the
spreading center-transform intersection is approached because
of the elevation of the isotherms predicted by thermal models
of spreading centers. For a spreading rate of 9.3 cm/yr at a
distance of 10 km from the rise crest, the 3000 isotherm
should be at a depth of less than 1 km and temperatures -near
the melting point should be encountered at a depth of 5 km,
according to the model of Sleep (1975). This model does not
include the effect of deep hydrothermal circulation or of
cooling of the crust due to lateral conduction of heat into
the older, colder crust on the other side of the transform.
In Figure 4.9, we certainly do not see a shallowing of the
activity as the ridge-transform intersection is approached.
In fact, the deepest hypocenters are near 105*12'W and are
within 10 km of the intersection. These events (March 2 at
l3hOOm and 17h21m and March 3 at 17h24m) were among the larger
earthquakes recorded during ROSE and were located using
readings from stations throughout the network. Unlike the
sequence of March 8, they do not appear to represent a
mainshock-aftershock sequence along a single fault.
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This sequence of events at 105 0 12'W illustrates the
importance of having a station at an epicentral distance less
than one focal depth. Data from Scripps were not reported
until after the initial locations had been calculated and
interpreted (ROSE project scientists, 1981). Without SC2, the
closest station was SBl at a distance of about 15 km, and
apparently well-constrained hypocentral depths of 12 to 15 km
were obtained for these events. Figure 4.10 shows residuals
for locations calculated for a series of fixed depths. The
weighting of arrivals as a function of the residual during the
previous iteration was suppressed so that all locations were
calculated from the same dataset. For all events except that
of March 2 at 16h45m, minima at dep'ths ranging from 7 to 15 km
are indicated when SC2 is not included in the dataset. These
apparent depths were particularly puzzling because of the
proximity of these events to the intersection of the transform
with the East Pacific Rise. When SC2 is added to the dataset,
the depths decrease and the minima in the residuals are very
sharply defined. The travel time residual at most stations is
not affected by the change in depth of the hypocenter. At
SBl, however, the shallow depth induces a P-wave residual of
0.13 to 0.23 sec and an S wave residual of 0.83 seconds.
These residuals may be indicative of significant departures of
the true velocity structure from the assumed layered model.
Depths for the earthquakes on March 8 are not changed
significantly by the addition of data from SCl' which
decreases the distance to the closest station from 9 to 3 km
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(Figure 4.11).
Because of the large importance of SC2 on the solution,
the effect of errors in the geographical coordinates of SC2
was examined by perturbing the location of SC2 by 0.5 minutes
to the north, east, south, and west and recalculating the
locations for the crustal structure of Table 4.3 and for a
single 6 km/sec layer over an 8 cm/sec half-space, The results
are displayed in Figure 4.12. In general, calculated depths
decrease as the station moves away from the epicenter of the
earthquakes and vice versa. For the single layer crustal
model, the variation in depth among the events is decreased so
that all events appear to be at approximately the same depth.
Most epicentral perturbations are well within the indicated
error and the relative position of the epicenters does not
change.
The apparent depth difference between earthquakes near
105*6'W and 105*12'W is supported by the waveforms recorded on
M2 and M3 (Fig. 4.13). For earthquakes near 105 0 12'W, the
onset of the P wave is impulsive and the waveform is simple;
for events near 105'6'W, the first arrival is a low amplitude,
relatively long period phase, interpreted to be Pn, followed
0.35 to 0.38 seconds later by a larger amplitude, higher
frequency arrival interpreted to be either the direct arrival
or the wide angle reflection from the Moho. In fact, the P
waveforms for events near 105 06'W are very similar to those
observed from 500 lb shots of TNT at similar ranges, and the
shots are known to be very shallow.
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The differences between the P waveforms do not result
from radiation pattern or path differences since the fault
plane solutions (see section 4.7) and paths to M2 and M3 are
similar for sources in the two groups; nor are the differences
due to source strength since the moments of several events
are also comparable (see section 4.8). The difference must
therefore be attributed to differences in depth and/or in the
crustal structure of the source region. In particular, the
absence of a Pn arrival for earthquakes near 105*12'W
indicates that the source was below the Moho, suggesting that
the crust is very thin near the ridge-transform intersection.
The upper mantle, moreover, must be cold enough to store
elastic energy and fail seismically.
The arrival time difference between the Pn and the direct
arrival for events near 105*6'W further constrains the source
depth. This difference increases as the Moho is approached
from above. For a crust with a thickness of 5.5 km and a
velocity of 6.5 km/sec overlying an 8 km/sec upper mantle, at
a range of 40 km the time difference increases from 0.16 to
0.55 seconds as depth increases from the surface to 3.5
kilometers. For a crustal velocity of 6.8 km/sec, the time
difference increases from 0.05 to 0.37 seconds. The observea
arrival time difference therefore suggests that the
earthquakes of the sequence were all at a similar mid-crustal
depth.
In Figure 4.2, it can be seen that several stations
deployed near the trough recorded many more earthquakes than
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could be located. Although the sensitivity of different
instruments may not have been the same because of differences
in both the gain of the recording electronics and the geologic
parameters of the deployment site (see Chapter 3.2),
examination of the arrival time difference between P and S
waves at these stations provides additional insights into the
temporal and spatial pattern of activity during the two weeks
of the experiment (Figure 4.14). The solid circles represent
earthquakes which were located and are listed in Table 4.5.
Several of the larger, located events do not appear on Figure
4.14 because the P wave saturated the recording system and no
S wave arrival could be pi
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sequence is reflected by the smallest events recorded. In
particular, note that SBl detected many events with a wide
range of S-P times; only one had S-P<l.15 seconds which
corresponds to a distance of approximately 9 km for a surface
source or 7 km for a source at 5 km depth. SC3 (SC1' in Table
4.2) also lacks S-P times corresponding to the portion of the
fault affected by the March 8 sequence; one or both ends of
the fault beyond this section showed a fairly continuous level
of activity before March 8 and then became quiet. SB2 and
H517 (see Figure 4.2) detected very few events which were not
detected by several other instruments.
4.5.3 SEISMICITY OF REGION 2
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Several earthquakes were located in region 2 outside of
trough B. The hypocenters of the March 2 05h23m, March 4
14h59m and March 5 lOhlOm earthquakes were calculated from
data recorded throughout the array and are well determined
with respect to the assumed layered velocity model. Most of
the others were located with only four or five arrival time
readings and probably have errors larger than those indicated
by HYPOINVERSE. In particular, the hypocenters of the March 2
events at 08h53m and 13h35m are indistinguishable from that of
the March 3 23hllm event when they are relocated relative to
the March 4 09hl9m earthquake using a master event technique.
These two events were located using data from H520 but no
readings from WH1, and in section 4.4, where average residuals
at individual stations are discussed, we will see that
this would indeed bias the location. The station distribution
was poor for determining hypocenters at the eastern end of the
trough and the locations of these events are quite scattered.
Four events were located near the site of instrument UT13. As
previously mentioned, arrival times at this instrument could
not be included in the dataset for the inversion. The
observed arrival time difference between S and P at UT13,
however, is not consistent with the calculated hypocenter.
Assuming a surface source, the S-P arrival time difference at
UT13 and UT14 places these events near either 15*11'N, 104*32'
or 15*N, 104*33'W (Ouchi et al., 1982).
Figure 4.16 shows a vertical section of the hypocenters
in region 2 projected on a north-south plane. The depths are
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scattered from 0 to 15 km. Figure 4.17 shows residuals as a
function of depth for the largest events. Although
HYPOINVERSE placed the March 2 05h23m earthquakes at a depth
of 11-13 km, we can see that this minimum in the residuals is
probably not significant. Among the other events, some depth
variation is suggested.
As previously mentioned, 150 13'N, 104*47'W was the site
of recurrent activity during ROSE II. This activity includes
both isolated events and sequences that resemble "swarms"
rather than mainshock-aftershock activity. Relocating these
earthquakes relative to the March 4, 09hl9m event, these
earthquakes appear to have been aligned in a north-south
direction and some depth differences are indicated (Figure
4.18).
As previously mentioned, UT14 recorded a continuously
high level of activity which was not detected throughout the
network. The S-P arrival time difference for these events is
shown in Figure 4.19. The S-P times of 3 to 4 seconds
correspond primarily to events located near 15*12'N, 104*47'W.
The many earthquakes with S-P times of 1.2 to 2.2 seconds
represent the population of earthquakes which was not detected
throughout the array. From a magnitude scale based on
duration, Ouchi et al. (1982) have suggested that these events
may also have a higher "b" value than those in either region I
or in the region near 15*13'N, 104*47'W. Note, also, that no
S-P times are observed which would indicate activity very near
UT13; as previously noted, this contradicts several of the
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calculated epicenters. At UTlO and 03, the shortest S-P times
correspond to activity near 150 12'N, 104*47'W, confirming that
trough C (Fig. 2.4) was seismically inactive during ROSE.
4.6 RESIDUALS AT INDIVIDUAL STATIONS
The travel time residuals observed at individual stations
potentially contain information about local departures from
the assumed velocity model. The residuals at each station
from earthquakes in region 1 and region 2 were therefore
separated into two groups to see if systematic differences
could be observed. Each group was further subdivided into
residuals from earthquakes located by at least 10 arrival time
readings and residuals from events with fewer than 10
readings. This additional division was designed to determine
whether locations calculated with only a few readings might be
systematically biased relative to locations calculated from
data from stations throughout the network.
The mean of the residuals, rms deviation of the mean, and
number of events at each station for these four groups is
presented in Table 4.6. The rms deviation of the average
residuals at a given station reflects the random arrival time
picking errors combined with variations in the source region
anomaly for events within a group. The average rms deviation
for P wave arrivals (excluding stations T14 and T4 for sources
in region 2) is 0.067, indicating that the generalized
"picking error" of 0.07 seconds used to calculate the
covariance matrix of the solution is reasonable (Table 4.6b).
140
As expected, the rms deviation of the S wave residuals (0.12
seconds) is somewhat higher.
At many stations, the average residual is less than 0.10
seconds and no significant difference among the four
groupings is observed. The residuals at several stations,
however, deserve further discussion.
The marked increase in residuals at SB] from the group of
earthquakes near 15023'N, 104 0 12'W when SC2 was added to the
dataset has already been mentioned. For SB1, these
earthquakes dominate the residual for "region 1, >10 readings"
in Table 4.6. Not surprisingly, for earthquakes located with
fewer than 10 readings this large residual is not observed.
For the March 4, 18h56m and March 4, 09h42m earthquakes, the
only other events recorded by both SB1 and SC2 and located
with more than 10 readings, these large residuals were also
not determined. We therefore cannot distinguish whether the
residual at SBl results from a very local structural effect
and should not be included as a station correction when
locating small earthquakes west of 105 0 12'W or whether it
represents a more regional anomaly. Relocating these events
with station corrections determined from the average
residuals, however, does not significantly alter the pattern
of seismicity described in 4.5.2.
WHl and H520 both show a small average residual from
earthquakes in region 1. For region 2, however, WHl has a
consistent residual of about -0.13 seconds and H520 has a
residual of about +0.13. The distance between the two
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stations is approximately 2.5 km according to the reported
geographical coordinates. Although the relative delay of 0.26
seconds between H520 and WH1 might be due to a pronounced
local P velocity anomaly between the two stations, a more
likely cause is errors in the geographic coordinates of one or
both instruments. Moving WHl east by 0.5 minutes
(approximately 1 km) and H520 west by the same distance
eliminates these observed residuals without significantly
changing the residual for events in region 1. The hypocentral
parameters of earthquakes in neither region change and the rms
residual for events in region 2 decreases (Figure 4.20).
At stations M2 and M3, the residual for both P and S
waves is, in general, small for events in region 1. For
events in region 2, a negative average residual is observed
for the P wave at each station. We cannot determine whether
this results from a structural anomaly or from errors in the
instrument coordinates. This residual is not observed for the
S wave arrivals, however, and thus indicates that S waves are
delayed relative to P waves for events in region 2. This can
result either from a very low S wave velocity in region 2 or
from a true ray path from source to station which is actually
about 10% longer than that calculated for the layered
structure. That the S waves do not appear to be highly
attenuated compared to the P waves argues against passage
thruugh a low velocity body caused by partial melting and
supports the explanation of a longer ray path.
Assuming that the calculated locations are correct, for
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those earthquakes located with more than 10 readings the
travel times of S and P to M2 and M3 from earthquakes in
region 1 indicate Vp/Vs ratios of 1.76±0.02 and 1.78±0.02,
respectively. For earthquakes in region 2, a Vp/Vs ratio of
1.83±0.04 and 1.91±0.04 is indicated at M2 and M3,
respectively. These average Vp/Vs ratios do not change when
the locations are calculated from P wave arrival times only.
In Table 4.4 and Figure 4.4 a Vp/Vs ratio of 1.78±0.22 was
indicated for dataset 1. This previous result measured Vp/Vs
in the region between the two stations since the sources and
the stations were approximately aligned. The Vp/Vs ratio
indicated by the residuals from the hypocenter locations
reflects the average Vp/Vs along the earthquake-station path,
implicitly localizing the cause of the Vp/Vs anomaly in the
source region.
At T14, large average residuals with large-rms deviations
are observed for both P and S waves. This may be due at least
partly to structural complexity in region 2. At WH5 and WH6,
a positive residual is observed from region 1 and a negative
residual from region 2 but we cannot determine whether this
reflects instrument mislocation or structural heterogeneity.
WH2 and L4 both show consistent residuals from both regions
which probably reflect instrument mislocation or a timing
error.
We had originally hoped to invert the travel time data
from earthquakes and from large explosive shots to jointly
determine the hypocenters and the velocity structure. The
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possibility that at least some of the systematic velocity
residuals are due to instrument mislocations would render such
an exercise futile. Creager and Dorman (1980) have proposed a
method to relocate the instruments relative to each other
using the observed arrival time of the direct water wave from
shots. If this source of error were thus removed, some
lateral velocity heterogeneity might be resolvable. Because
the seismic activity was localized in narrow zones and the
distribution of shots (Figure 5.1) and receivers (Figure 4.1)
is such that very few paths cross these zones, the velocity
structure in regions of current tectonic activity where we
might expect the largest anomalies would nonetheless be poorly
resolved even if the station locations were known perfectly.
4.7 FIRST MOTION POLARITIES
First motion polarity determinations were available from
the MIT, Woods Hole, University of California at Santa Barbara,
University of Texas, and University of Hawaii instruments.
Fault plane solutions were determined from the takeoff angles
and azimuths calculated by HYPOINVERSE with respect to the
layered model of Table 4.3. The uncertainty in the depth of
several of the events results in a large uncertainty
in the takeoff angle. When the calculated take off angle is
between 900 and 100* (0* = vertical down), the observed
polarity is plotted at the station azimuth with a takeoff angle
of 900 rather than being rotated about the vertical by 1800
(for lower hemisphere projections). This preserves a direct
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indication of the azimuthal distribution of the data.
4.7.1 FAULT PLANE SOLUTIONS: REGION 1
Composite fault plane solutions of the earthquakes in
region 1 are shown in Figure 4.21. The earthquakes have been
divided into four groups: a) events west of 105*14'W; b) the
sequence near 104 012'W discussed in 4.5.2; c) the March 8
mainshock-aftershock sequence; d) events east of 105 0 05'W. Of
the 33 earthquakes included, all b.ut two a
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nearly vertical fault plane. This determi
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Only two earthquakes in region 1 are not compatible with
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The earthquake of March 7 at 16h43m, which was the only event
located with at least 10 arrival time readings that was not
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the March 4, 09h42m earthquake dilatations were observed at
azimuths near 300* whereas compressions were observed for the
other events. These "quadrants", however, cannot be separated
by any configuration of orthogonal nodal planes. An
east-west, right-lateral strike slip solution requires
azimuthal deflections of up to 450 for take-off angles in the
north-east quadrant.
Although many first motion polarity readings were
available for the March 2 05h23m earthquake, the fault plane
solution is very poorly constrained because of the uncertainty
in the depth. Almost all first motions over a broad range of
azimuths are compressional (Figure 4.22d). If the true
take-off angles are indeed approximately horizontal, then
normal faulting along an undetermined strike is suggested.
A composite solution for the events near 15*10'N,
104'49'W shows only compressional first motions (Figure
3.22e). The events of March 2 at 08h53m and 13h35m were
plotted with take-off angle and azimuth calculated for March 3
at 23hllm because, as discussed in 4.5.2, the master event
relocations indicated that the epicenters of the March 2
events were indistinguishable from that of the March 3 event.
These observations are consistent with a north-south striking
norlil fault although this interpretation is poorly
constrained.
All observed first motions were also compressional for
the scattered events east of 104*45'W (Figure 4.21f). Because
of the large uncertainties in these hypocenters, however, no
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interpretation is attempted.
The first motions of earthquakes in region 2 show (very)
tentative evidence for both normal faulting and strike-slip
activity as well as for severe distortions of the azimuthal
radiation pattern. In Chapter V, we shall see that incidence
angles and azimuths observed at M2 from earthquakes and shots
passing through this region are deflected from those expected for
a laterally homogeneous structure. These observed first motion
patterns will be reexamined in light of possible velocity
anonalies inferred from the observations of incident angles.
4.8 EARTHQUAKE MOMENTS AND CORNER FREQUENCIES
Moments and corner frequencies were determined for
earthquakes recorded on OBS M2. This includes all events
located with more than 15 readings. For several sequences of
earthquakes for which the waveforms were similar from event
to event, moments of earthquakes too small to be detected by
M2 were estimated from the amplitude observed on instruments
M3 and SB2 relative to a larger event for which the moment
had been determined from M2. The apparent moment of 500 lbs
of TNT was also calculated.
The amplitude spectrum of the vertical component of the
P and S waves was calculated and corrected for instrument
response by equation 3.6 and for attenuation by a factor of
exp(7rfx/(cQ)) where f = frequency, x = distance, c = phase
velocity and Q-1 is the attenuation factor. Values of 6.5
km/sec and 3.7 km/sec were assumed for cp and cs,
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respectively. Several workers have found that Q of S waves
and coda waves decreases with frequency in the range 1 to 24
hz from about 800-1000 at high frequencies to less than 500 at 2
Hz (e.g., Rautian and Khalturin, 1978; Aki, 1980; Roecker,
1981). The rate of change varies strongly with depth and
degree of tectonic complexity, suggesting that attenuation of
S waves is due primarily to scattering. In this study, the
data were not adequate for constraining Q directly and a
constant Q of 500 was assumed.
Examples of seismograms and spectra are shown in Figure
4.24. The observed spectra, in general, have the shape
predicted by most models of earthquake sources (Aki, 1967;
Brune, 1970) showing a constant level for frequencies below a
corner frequency fc and falling off approximately as (27rf) 2 for
f greater than fc. The observed low frequncy level and corner
frequency are rather insensitive to the length of record
transformed or the values for Q and c assumed. The spectrum
of the P wave from a 500 lb. shot of TNT is shown for
comparison and shows a broad peak at about 4 Hz which
corresponds to the bubble pulse frequency of the source.
The moment was calculated from (Brune, 1970):
4irpxc 3 %
o= Kpe Q (4'4)
where %o is the low frequency level of the spectral
amplitude, p is density, Re0 is the radiation pattern factor
and K is the free surface correction. For earthquakes in
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region 1, the fault plane solutions indicate that M2 was near
a lobe in the radiation pattern, and for region 2 the fault
plane solutions are indeterminate; Re0 was therefore taken to
be 1 in all cases.
For shots, the spectral level at the peak was picked for Qo,
and an apparent moment of 4.3±1.0 x 1019 was obtained.from 5
shots at distances ranging from 7.4 to 34.8 km, assuming Q = 500.
For Q = 1000, Mo = 3.0 x 1019; for Q = 250, Mo = 5.2 x 1019.
Because the source is narrow band and 0o is measured from a
spectral peak, this moment value is somewhat larger than that
which would be obtained for an earthquake releasing the same
energy. This calculation does, however, give an idea of the
error induced by our estimate of a'constant Q and by the
simplified linear relationship between distance x and moment in
equation 4.4.
The moments and corner frequencies for the earthquakes
are shown in Table 4.7. The moments are probably accurate to
within a factor of 2 and the relative accuracy within a
region is somewhat better; most of the corner frequency picks
are precise to within ±2 Hz. Over 3 orders of magnitude are
represented. The largest event, representing about half of
the total moment released along the Orozco transform fault
during ROSE II, is the March 8, 12hl4m main shock. For
region 1, P wave moments are about 30% smaller than the S
wave moment; for region 2, the P wave moments are, in
general, about twice the S wave moment. This may result from
radiation pattern differences which were not accounted for.
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The corner frequency can be related to source dimension
r through the equation r = Ka/fc where fc is the corner
frequency of the S wave and K is a factor which depends on
the azimuth relative to the source and on a model of the
faulting process (e.g., Brune, 1970; Madariaga, 1976; Brune et
al., 1979). For most models and azimuths, 0.2<K0.4; r
therefore ranges from several tens to several hundreds of
meters for these events.
In Figure 4.25, the moments are plotted against corner
frequency and against cumulative number of events with moment
less than Mo. In Figure 4.25a lines of constant stress drop,
calculated from the model of Brune (1970), are also shown.
Stress drops range from about 1 to.20 bars and appear to
increase with moment. No difference is observed between
region 1 and region 2. These results are similar to those
obtained by Prothero and Reid (1982) in the Rivera Fracture
Zone and by Chouet et al. (1978) in the Stone Canyon area of
the San Andreas fault. Chouet et al. (1978) found that the
relationship between moment and corner frequency varied with
geographic locality and related this to the scale length of
heterogeneities on the fault plane.
No difference can be observed between the B values obtained
for regions 1 and 2 (Fig. 4.25b). The B value of 0.5 is
somewhat lower than that found in Chapter 2.3 from the
teleseismic earthquakes.
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structure. Moments of the earthquakes range over more than
three orders of magnitude and no differences are observed
between the stress drops and b values in regions 1 and 2.
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TABLE 4.1 Characteristics of Ocean Bottom Seismometers and
Hydrophones Used for This Study
Institution Institution
Abbreviation
Com-
ponents
Recordingt Reference
Univ. of
California,
Santa Barbara
Univ. of Hawaii
Lamont-Doherty
Geol. Observ.
Mass. Inst. of
Tech.
Oregon State
Univ.
Scripps Inst.
of Oceanography
Univ. of Texas
Galveston
Univ. of
Washington
Woods Hole
Ocean. Instit.
V,H,H
V,H,P
V,P
V,H,H
V,P
V,H,H
WH
D,E Prothero [1979]
A,C Sutton et al.
[1977] - _
A,C Bookbinder et
al. [1978] ~
D,E Mattaboni and
Solomon [1977]
Duschenes et
al. [1981] ~
A,C S.H. Johnson
et al. [1977]
D,E
A,E
A,C
A,C
Prothero [1974]
Latham et al.
[1978]
R.V. Johnson
et al. [1977]
Koelsch and
Purdy [1979]
geophone;
A, analog;
horizontal geophone;
event detection; C,
P, hydrophone.
continuous.
note: The ra
range of sci
designed pri
designed to
nge
enti
mari
moni
of instrument types reflects in part the broad
fic objectives of their creators. Some were
ly for refraction work whereas others were
ter microearthquake activity.
*V
tD,
vertical
digital ;
TABLE 4.2 Geographic Coordinates of
During Phase II of ROSE
Instruments
Instrument
LI
H516
SB]
H51 7
T2
SC2
SC1
SCl
SB2
T3
A H
WH7'
H520
W2
M3
WH7
WH1
T5
T13
T14
T4
M2
WH6'
WH5
WH3'
WH2
03
WH4
WH4'
L6
WH5'
WH6
WH8
Ti0
WH2'
WH3
L4
Latitude Longitude Depth
Corrected
Degrees Minutes Degrees Minutes Meters
30.30
29.60
26.20
25.40
25.20
24.50
22.60
22.10
21.70
18.16
13.98
13.98
12.70
10.50
9.30
9.18
9.12
8.70
6.92
6.67
6.10
5.58
3.42
1.98
59.88
59.10
58.43
54.90
53.82
52.38
51 .00
50.52
49.68
48.43
40.80
40.38
31 .32
105
105
105
104
105
105
105
105
105
105
104
104
104
105
104
104
104
105
104
104
105
104
104
104
105
105
104
105
105
104
104
104
105
104
105
105
105
25.98
5.30
4.40
56.60
15.10
10.10
6.10
7.50
2.00
12.76
54.72
54.48
55.10
18.50
55.32
50.58
52.38
11.30
38.73
31.27
27.10
56.22
45.18
44.88
16.50
16.98
50.14
8.52
8.01
30.00
44.40
44.40
22.62
59.43
15.00
15.72
15.35
2800
2842
2801
3883
3010
3288
3366
3319
3032
3041
2678
2740
2725
3388
2855
2863
2890
3572
3214
2791
3090
2856
2203
2517
3013
2996
4068
3098
3090
2966
2678
2715
3184
3347
3311
3329
3203
In the instrument identifications the
institution abbreviations of Table 4.1,
letters refer to the
and the numbers to
each institution's numbering scheme. The 'primed' WHOI
identifications correspond to the position of each instrument
after being redeployed. Because the tape capacity of the WHOI
instruments is about 8 days, most were retrieved and
redeployed midway through phase II.
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TABLE 4.3 Layered P-Wave Velocity Model
Used for Earthquake Locations
Vel ocity,
km/s
4.38
5.00
5.62
6.05
6.39
6.73
7.07
7.42
7.72
7.84
Depth,
km
0.00
0.40
0.80
1.20
2.00
3.00
4.00
5.00
6.00
6.65
Thickness,
km
0.40
0.40
0.40
0.80
1.00
1.00
1.00
1.00
0.65
Layer
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TABLE 4.4 Slopes and Intercepts for Data Displayed
in Figure 4.4
data set
(M2-M3)
(SBl-SC2; SB2-SC3)
(T14-M2, M3)-
(T5-M2, M3)
(T5-SBl, SB2,
SC2, SC3)
sl ope
.78 ±0.
.76 ±0.
.77 ±0.
.43 ±0.
.05 ±0.
intercept
-0.10 ±0.16
-0 .02 ±0.13
-0.14 ±0.40
0 .37 ±0. 14
1 .00 ±0.61
# of
pts.
11
15
10
13
22
(APC2 .1 S)
(AP>2.1S)
(AP<2.l S)
(AP>2.1S)
.72 ±0.13
.54 ±0.18
.80 ±0.23
.83 ±0.12
0 .06 ±0. 18
-0.18 ±0.61
-0.39 ±0.35
-0.74 ±0.44
a) 1
2
3
4
5
b) 4
4
5
5
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TABLE 4.5
Hypocentral Parameters of EarthquakesLocated
Orozco Transform Fault
origin time latitude longitude
m d h m sec deg min deg min
36.31
7.13
23.12
51.02
34.76
23. 33
10.72
4.84
5.75
21.18
1.61
8.66
9.63
42.24
12.23
31.23
56.79
25.27
58.13
51.87
15.25
59.87
23.80
47.56
18.15
7.86
53.65
12.11
8.28
16.95
37.96
46.01
5.15
37.26
15.77
4.29
27.31
42.83
41.65
34.24
12.84
35.77
31.60
35.97
55.42
5.37
55.01
26.51
0.61
38.66
22.70
16.74
35.19
26.74
18.29
54.61
59.96
16.87
9.50
29.95
13.17
4.69
21.54
22.41
21.84
8.97
14.81
25.02
6.85
23.22
6.77
23.55
23.59
24.68
22.87
24.76
22.62
22.58
24.52
22.31
23.23
10.30
12.38
12.98
12.72
12.00
12.54
9.40
9.49
25.69
29.44
18.65
25.54
23.84
39.52
13.07
18.56
8.78
28.21
25.18
25.95
25.39
26.43
13.01
13.14
13.33
13.79
24.09
24.12
24.19
24.11
24.20
24.49
24.19
24.26
24.33
24.34
24.69
24.34
24.49
104
104
105
105
105
104
104
104
104
105
104
105
105
105
105
105
105
105
105
105
105
104
104
104
104
104
104
104
104
104
104
104
105
105
104
104
104
104
104
105
105
105
105
104
104
104
104
105
105
105
105
105
105
105
105
105
105
105
105
105
47.71
38.14
17.84
14.20
16.59
39.32
44.10
57.70
49.17
12.70
48.93
12.51
12.09
12.30
15.82
9.40
16.21
16.26
13.31
17.91
14.80
49.15
47.00
47.47
46.44
47.30
47.57
50.97
49.80
59.06
59.86
46.63
0.00
12.45
47.44
47.68
44.45
38.99
59.48
13.95
4.30
16.05
12.31
47.70
48.29
47.21
47.55
7.03
6.40
6.11
6.86
7.17
7.01
5.81
5.53
5.51
6.13
6.43
5.31
5.79
depth nor
km p s
0.85
3.64
5.20
0.05
3.82
2.65
11.43
3.08
9.92
3.96
10.44
1.70
4.64
8.89
0.94
4.58
0.26
0.63
7.31
0.22
3.10
6.72
3.18
7.32
6.41
6.15
7.01
5.63
11.37
0.17
1.61
2.93
2.66
15.11
23.01
6.70
17.38
0.56
1.47
5.01
3.16
1.32
0.30
8.82
1.61
3.77
0.00
0.50
0.18
0.20
0.84
0.06
2.40
1.87
0.04
0.39
1.08
3.72
0.04
0.95
147
191
271
87
180
241
191
150
323
124
327
130
128
343
360
143
360
360
222
360
359
298
145
226
179
225
224
173
204
176
268
229
171
136
287
147
192
180
332
281
304
283
257
145
280
149
151
88
82
146
147
177
183
84
80
87
90
208
156
79
in the
mag dcs
deg km
erh erz
km km
13.3
12.8
8.3
5.4
6.8
15.0
15.6
2.0
5.0
5.3
5.3
4.6
3.9
4.0
10.6
1.3
11.5
11.6
5.8
14.5
8.8
3.3
8.8
13.6
9.9
14.0
13.5
0.8
9.9
4.4
9.5
16.8
6.0
15.0
30.9
13.3
20.3
14.3
12.9
14.8
6.9
18.5
13.2
8.8
8.4
9.8
16.2
3.3
2.8
2.9
3.1
3.5
3.9
3.0
3.2
3.3
3.3
30.9
3.5
3.5
rms
sec
0.24
0.04
0.02
0.21
0.10
0.06
0.15
0.07
0.00
0.09
0.09
0.12
0.10
0.01
0.02
0.07
0.09
0.12
0.11
0.14
0.01
0.12
0.15
0.14
0.13
0.13
0.12
0.00
0.05
0.13
0.15
0.11
0.11
0.07
0.20
0.10
0.10
0.06
0.08
0.16
0.10
0.10
0.07
0.09
0.14
0.14
0.04
0.08
0.09
0.10
0.10
0.10
0.13
0.13
0.18
0.04
0.09
0.09
0.10
0.13
0.9
1.4
1.6
0.4
0.8
2.9
0.9
1.6
5.3
0.6
5.5
0.7
0.6
plc
plc
0.8
plc
plc
0.9
plc
plc
t.5
0.5
1.4
0.8
1.2
1.3
2.7
1.0
1.0
4.0
1.3
1.3
1.0
1.3
0.8
1.2
1.8
1.5
1.8
1.3
3.6
2.2
0.9
1.7
0.6
0.8
0.5
0.5
0.9
0.5
0.6
1.2
0.6
0.6
0.6
0.6
1.0
0.6
0.5
3.0
pdc
2.4
1.3
1.1
2.9
1.9
1.8
3.1
1.3
3.1
1.5
1.2
1.3
3.1
0.4
3.8
3.7
2.2
5.1
2.4
1.9
1.0
pdc
2.1
pdc
pdc
1.6
pdc
3.6
3.5
3.1
1.6
2.6
4.8
pdc
4.6
3.0
1.6
0.5
1.0
4.0
2.3
3.7
1.9
1.5
2.4
0.8
0.9
2.3
0.9
1.5
0.9
0.7
1.3
1.2
0.9
3.7
1.1
0.8
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TABLE 4.5 (cont'd.)
44.65
35.17
38.88
37.94
30.26
15.65
54.14
17.85
10.60
16.68
23.90
25.12
24.62
24.46
24.24
11.57
8.27
9.84
104
105
105
105
105
104
104
104
104
31.38
15.97
16.57
4.77
11.63
59.07
45.80
40.90
46.03
5.01
0.16
0.11
0.25
1.20
3.38
4.14
4.84
6.24
276
209
240
143
226
193
212
287
243
36.4
17.8
19.3
4.4
10.5
4.8
12.6
11.8
22.3
0.08
0.14
0.10
0.12
0.24
0.03
0.08
0.01
0.08
5.5
1.5
2.1
1.0
1.0
1.6
1.0
5.9
1.6
pdc
2.1
1.7
2.7
2.5
pdc
1.7
2.1
pdc
*Latitudes and longitudes are in degrees and minutes N and W, respectively;
nor = number of readings; mag = maximum azimuthal gap; dcs = distance to
the closest station; rms = root mean squared travel time residual; erh =
horizontal error (from projection of error ellipse onto horizontal plane);
erd =depth error; pdc = poor depth control (as indicated by an eigenvalue of
[A] less than 0.016, corresponding primarily to the hypocentral adjustment
in depth); plc = poor latitude control.
TABLE 4.6a. Average Station Residual
in the Orozco Transform
s for Earthqakes Located
Fault (x 10- seconds)
REGION 1 REGION 2
station >10 readings
a* b** c* *
LI P
H516 P
SBl P(a)
P(b)
S
H517 P
T2 P
S
SC2 P
S
SCl' P
S
SCl P
S
SB2 P
S
T3 P
S
WH1 P
WH7' P
H520 P
W2 P
M3 P
S
WH7 P
WH1 P
T5 P
S
T14 P
S
T4 P
M2 P
S
WH6' P
WH5 P
WH3' P
WH2 P
03 P
WH4 P
WH4' P
L6 P
1 6 9
7 2 4
13 10 5
-7 1
83 1 2
-9 11 11
0
0
0 6 6
0
0 3 5
8 6 2
0
0
-9 4 5
0
0
0
2 3 11
0
-4 6 8
0
3 4 9
9 10 8
4 5 11
0
9 8 8
7 11 4
0
0
-6 4 7
-5 6 9
-3 7 9
0
8 6 9
0
-14 3 10
9 3 6
-6 1 4
14 6 6
0
<10 readings
a b c
4 7 8
7 8 10
2 7 10
0
9 11 10
6 13 15
-1 1 2
4 1 2
-6 1
6 1
-9 7 16
14 10 14
-17 1
15 1
1 7 7
6 16 7
0 2 2
-7 3 2
-6 10 5
0
6 13 3
3 1
0 9 2
25 8 2
-4 10 3
0
8 9 17
6 20 16
0
0
6 3 2
0
0
0
0
0
-9 8 7
0
0
0
0
>10 readings
a b c
32 10 2
0
8 1
0
0
-7 6 6
0
0
6 6 3
0
0
0
0
0
7 1
0
0
0
-12 3 5
0
16 1 6
0
-19 4 5
3 6 5
5 8 5
0
4 6 6
-21 30 3
22 18 6
57 30 5
-5 35 4
-12 5 6
9 10 6
-7 1
-12 4 3
5 1
-12 9 5
4 6 7
16 10 4
12 1
-19 13 4
<10 readings
a b c
0
0
0
0
0
0
0
0
0
0
0
0
00
1 7 93
0
-13 8 13
2 7 12
1 6 17
2 1
14 1
-6 20 16
-6 11 5
13 19 5
0
-21
17
0
0
0
23 1
0
-4 1
0
-6 1
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Mlmwwft
0 8 1
0 -9 10 4
8 9 3 2 7 4
0 8 9 5
0 -14 1
0 -3 8 3
0 32 11 2
0
-1 1
0
-7 14 3
0
0
0
mean resi
**rms devi
***number
dual (xlO-2 seconds)
ation from mean residual
of earthquakes
(x10-2 seconds)
Table 4.6b Mean of RMS Deviation
in Table 4.6b (x 10-2
of Average Station
seconds).
Residuals
reg
reg
regi
0)
0)
0)a*
region 2 (<10)b**
mean of rms deviation
**without T4 and T14
with T4 and T14
WH5' P
WH6 P
WH8 P
T10 P
WH2' P
WH3 P
L4 P
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14 6
34 8
6 ±3
7 ±3
10 ±8
7 ±3
7 ±3
7 ±4
0 ±6
5 ±1
9 ±1
3 ±6
1
1
1
1
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TABLE 4.7 Moments and Corner Frequencies for Earthquakes
Recorded on OBS M2. MO(P) determined from P waves;
MO(S) and fc determined from S waves. Q=500,
Vp=6.5, km/sec, Vs=3.7 km/sec assumed. Moment
values in parentheses found from OBS M3 or SB2 as
described in text.
a. Region 1
event MO(P) MO(S) fc
dyne-cm dyne-cm
02 0718 1.4 x 1018 2.2 x 1018 20
02 1300 (1.7 x 1018
02 1645 (6.2 x 1017
02 1721 3.4 x 1018 53 x 1018 14
03 1724 4.5 x 1018 i 18 9
04 1856 2.1 x 101 2.2 x 1020 15
08 1214 >3.6 x 1020 >2.3 x 1019 <2
08 1219 4.5 x 101 7.2 x 101 9
08 1238 8.2 x 1017 15
08 1339 (8.0 x 10 )
08 1432 (1.3 x 1018
08 1445 (1.1 x 101
08 1451 (6.8 x 1018
08 1452 7.2 x 10 15
08 1514 (6.6 x 10w)
08 1601 4.0 x 101 2 8
b. Region 2
19 1902 0523 2.8 x 1017 2.7 x 1017 13
03 2311 3.8 x 10 1.8 x 1018 25
04 0919 5.7 x 1017 16
04 0938 (7.5 x 10 19
04 0942 2.4 x 1017 15
04 1001 (7.5 x 10 <2
04 1012 18 (1.2 x 1018)
05 0219 7.4 x 12.0 x 1017 17
08 0002 (8.5 x 10 17)
08 0023 8(9.2 x 1018)
08 0058 5.5 x 1018 2.6 x 1018 15
08 0131 (8.9 x 1017)
08 1257 1.1 x 1018 13
12 1101 2.4 x 1018 17
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FIGURE CAPTIONS
4.1 Location of instruments in the ROSE microseismic network.
Geographic coordinates of the instruments are listed in
Table 4.2. Instrument identification codes are given in
Table 4.1.
4.2 Histograms of earthquake
during Phase II of ROSE.
codes are given in Table
see text.
4.3 Examples of seismograms r
MIT OBS which illustrate
arrival times from a sing
in text).
a. Event of March 3 at 2
b. Event of March 2 at 1
c. Event of March 8 at 0
activi
The i
4.1.
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For further discussion,
ecorded by the three component
pitfalls of picking S wave
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recorded
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M3 is abbreviated from T14-M2, T14
nd intercepts of lines fit through
Table 4.4.
S2 are arrival
s 1 and 2,
groupings of
Notation
-M3, etc.
the data are
4.5 Epicenters of earthquakes located in the Orozco Fracture
Zone during ROSE II.
4.6 Effect on the locations of changing parameters of the
assumed velocity model. Results are presented in the
form of histograms of latitude, longitude and depth
calculated with respect to the model of Table 3.3 with
Vp/Vs = 1.75 (crust A) minus latitude, longitude and
depth for the perturbed model. The perturbed models
are:
a. velocity model of Table 4.3 with Vp/Vs = 1.78
b. a 6 km
half-space
thick crust with a velocity of 6 km/sec
with a velocity of 8 km/sec (crust B).
c. velocity model
of the 7.2 km/sec
half-space velocit
of Table 4.3 except that
layer is decreased to 0.5
y is increased to 8 km/sec
the thi
km and
(crust
over a
ckness
the
C).
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4.7 Seismic activity in region 1 displayed in three time
periods. No activity was located in this region on
February 27 and 28 or March 10 and 11. Open triangles
represent stations operating during the given time
period. Squares represent locations calculated from at
least 10 arrival time readings, circles from fewer than
10 readings. The axis of the East Pacific Rise
intersects the transform fault near 105*18'W.
Bathymetric contours are labeled in meters; contour
interval is 200m.
4.8 Latitude and longitude of the March 8 earthquake at
12hl4m and its aftershocks plotted versus time showing
the eastward migration of activity. Large dots represent
locations calculated from at least 10 arrival time
readings; small dots, fewer than 10 readings. Error bars
indicate the 95% confidence limits of the solution.
4.9 Depth of earthquakes in region 1 projected onto a
vertical east-west plane. Large dots represent locations
calculated from at least 10 arrival time readings; small
dots, fewer than ten readings. Open circles indicate
that the geometry of the network with respect to the
earthquake provided poor depth control. Error bars
indicate 95% confidence interval of the solution.
4.10 Rms travel time residual for events near 105*12'W vs.
depth. Squares represent solutions with data from
station SC2 included; dots represent solutions without
SC2. Automatic weighting of the readings as a function
of residual was suppressed so that locations at each
depth were calculated from the same dataset.
4.11 Same as figure 4.10 for events in the March 8 sequence
with and without readings from station SC1'.
4.12 Effect on the calculated hypocenter of perturbing the
geographic coordinates of station SC2 by 0.5' minutes
(approximately 1 km) to the N, S, E and W. Dots indicate
location in table 3.5; open circles indicate only station
coordinates perturbed; open triangles indicate both
station coordinates and velocity model (see Figure 4.6b)
perturbed.
4.13 Vertical component P-wave seismograms recorded on the MIT
OBS.
a. Sources near 105*12'W
b. Sources near 105*6'W. A record from a shot of 500
lbs. of TNT (#3426) is shown for comparison.
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4.14 (S-P) arrival time difference as a function of time for
stations near trough A. Filled circles represent
earthquakes which were located; open circles represent
events with too few arrival time readings to locate. The
dashed line represents the minimum travel time for a
surface event located along the line of activity defined
by the epicenters, assuming VP = 6.0 km/sec and Vp/Vs =1.75. See text for further discussion.
4.15 Seismic
February
location
readings
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interval
4.16 Depth of
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4.21 Composite fault plane solutions for
Dots represent compressional first
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events in region 1.
arrivals; open circles
4.22 Composite fault plane solutions for events in region 2.
4.23 Vertical component seismograms recorded at OBS M3 from a
sequence of earthquakes near 15*12'N, 104*47'W. The
moment of the 0058 event is about 3 times larger than
that of the other events.
events
figures
s was
in
4.10 and
165
4.24 Examples of P and S waveforms and spectra recorded on the
vertical component of OBS M2. The portion of the
waveform used to calculate the spectrum is indicated by
arrows above the seismogram. The spectra are not very
sensitive to the length of record transformed.
4.25 a. Log(Moment) vs. corner frequency for earthquakes in
the Orozco Transform Fault. Lines of constant stress
drop (Brune, 1970) are also shown.
b. Log(Moment) vs. cumulative number of earthquakes with
moment (Mo for earthquakes in the Orozco Transform Fault.
A B value of 0.5 is indicated in both regions.
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CHAPTER V
CRUSTAL STRUCTURE OF THE OROZCO TRANSFORM FAULT
In this chapter, the crustal structure of the transform
zone is examined. In the first section, the incident angles
and azimuths of body waves from both shots and earthquakes
observed at station M2 are discussed. These angles, measured
from particle motion plots of the three orthogonal
components, show pronounced systematic deviations from those
expected for a laterally homogeneous velocity structure.
Three dimensional ray tracing is used to examine possible
models which might explain the observations. A velocity
structure is found which adequately reproduces the
observations and the effect of this structure on the
earthquake hypocenters and source parameters presented in the
previous chapter is discussed.
In the second part of the chapter, refraction data from
ROSE II are analyzed in an attempt to confirm the existence
of the structures inferred from the incidence angles. Figure
5.1 shows the location of refraction data collected during
ROSE II. The lines represent profiles of closely spaced
shots. The dots represent individual large shots. Geographic
coordinates of the large shots are given in Table 5.1. Many
of the large shots also provided data for the particle motion
study.
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5.1 INCIDENT ANGLES AND AZIMUTHS
The particle motion plots were initially calculated as
part of the coupling study presented in Chapter III in order
to see if the body waveforms showed simple rectilinear
motion. When large systematic deflections of the incident
azimuths were observed, we decided to use these data.to
examine the possibility of lateral velocity variations in the
transform zone.
5.1.1 ORIENTATION OF THE HORIZONTAL COMPONENTS
The orientation of the horizontal components relative to
north was determined from the motion of the OBS in response
to the water wave from large shots. Although a reliable
orientation device, of course, provides a simpler means of
orienting the components, laboratory tests indicated that the
MIT OBS compass was not reliable*. The water waves were
examined to provide an independent determination. Since
other attempts to orient horizontal components by this method
are not documented in the readily accessible literature,
several potential sources of error will be discussed in
detail. This discussion also applies to the body wave
observations presented in section 5.1.2.
Use of the water wave to orient the components was
originally suggested by the observations shown in Figure 5.2
from ROSE I, when OBS Ml was deployed near the intersecti'on
of two shot lines. One would expect the first motion to be
* The compass has since been replaced by a new system.
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down on the vertical component and away from the azimuth of
approach on the horizontal components. At ranges greater
than about 10 km, the first few cycles of the water wave are
clearly observed on Hl and not on H2 for shots along the
east-west line; for shots along the north-south line, the
water wave is observed on H2 and not on Hl. This suggests
that the horizontal components were oriented approximately
along the direction of the shot lines. The change in
amplitude and sign of the first cycle on the horizontal
components when the north-south line passes within a few
kilometers of the OBS also supports this conclusion.
For M2 and M3 during ROSE II, the water waves from- large
shots were used to orient the components. Unlike the case
described above, a wide range of shot to receiver azimuths
was available and the orientation was measured from the
particle motion in the X-Y, X-Z and Y-Z planes during the
first cycle of the water wave. Examples are shown in Figure
5.3. As expected for a water wave arriving obliquely from
above, a sharp rectilinear motion is observed in X-Y and a
rolling motion observed in X-Z and Y-Z. In most cases the
observed first motion on the vertical component is down
(e.g., shot 3427). For a few shots at long ranges, however,
the first motion is up (e.g., shot 3430). Assuming that these
observations represent a phase reflected at the air-sea
interface (which is the first water wave arrival because of
the local velocity structure of the water column), the first
motion should be towards the direction of the incident water
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wave; the apparent polarity of the horizontal components was
adjusted accordingly.
Figure 5.4 shows the apparent orientation of the Y axis
(component Hl) as a function of azimuth from the OBS to the
shot. The mean azimuth of the Y axis is 57±13*NE for M2 and
32±8* NE for M3. The corresponding X axis orientations
(component H2) are 1470 SE and 1220 SE, respectively.
Several effects which can bias the apparent orientation
are illustrated in Figure 5.5 for Y and X components oriented
north and east. An instrument mislocation where the true
location is 1 km to the north of that assumed is shown in
5.5a for assumed source-receiver ranges of 10 and 20 km-. The
maximum difference between the app-arent azimuth and the true
azimuth increases with decreasing range and is almost 6* for
a range of 10 km; the observed incident angle is not affected
by instrument mislocation. In chapter 4.6, patterns in the
average station residuals were noted which suggested errors
in the geographical coordinates of the instruments of about
1 km. The scatter in figure 5.4 for station M2 can be
decreased slightly by perturbing the coordinates of M2 by
1 km to the northeast, giving an orientation for Y of 56±110
NE. Instrument mislocation may contribute to but cannot
entirely explain the observed scatter.
Figure 5.5b shows the effect of a 50 tilt towards the
west of the east-west geophone. The gimbaled geophone mount
in the MIT OBS should compensate for tilt of the package to
within at least 50; moreover, the horizontal geophones would
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not function properly for greater tilts and would probably
yield seismograms that were clearly "anomalous". The
azimuthal pattern is the same as for an instrument
mislocation and the maximum deflection depends strongly on
the angle of incidence. For the direct wave at long ranges,
we expect the incident angle to be large. This effect does
not depend on range.
Figure 5.5c shows the effect of a consistently greater
amplification on the east-west component. The predicted
azimuthal variation of the apparent azimuth of Y is different
from the cases discussed above. In Figure 3.17, a
consistently greater amplification of up to an order of-
magnitude was observed for component Hl on M3. The apparent
azimuth of water waves at M3, however, does not show the
pronounced azimuthal deflection predicted by Figure 5.5c.
This supports the conclusion of Chapter 3.2.3 that the
amplification of Hl is caused by a geologic feature of the
deployment site rather than by the geophones or recording
hardware. Figure 3.17 did not indicate any systematically
greater amplification for either of the horizontal components
of M2.
Combinations of the factors discussed above could lead
to a complicated pattern of apparent orientation of Y.
Additional scatter could be due to the presence of
topographic obstacles along the path or to interaction of the
water wave with the seafloor close to the instrument. For
both M2 and M3, the main package was aligned along the X axis
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and this may explain the scatter for M2 at azimuths of -5 to
-30* and for M3 at -60*.
Considering the various factors discussed above, the
orientation of the horizontal components determined from the
water waves is probably accurate to within ±10*.
5.1.2 BODY WAVE INCIDENT ANGLES AND AZIMUTHS
The incident angles and azimuths of body waves from both
shots and earthquakes were measured from plots of the
particle motion in the X-Y, X-Z and Y-Z planes. Several
examples are shown in Figures 5.6 and 5.7.
At station M2, the incident angles and azimuths can be
measured to within a few degrees. In the examples of Figure
5.6, the horizontal components have been rotated so that the
positive Y axis corresponds to the radial direction away from
the source, assuming a laterally homogeneous velocity
structure and an orientation of 570 NE for component Hl. The
P wave from the March 2 earthquake at 17h21m shows a
dilatational first arrival deflected 20-24' counterclockwise
from the expected radial direction. The angle of incidence,
measured after rotating the Y axis to the apparent azimuth,
is 39-45'. The neighboring shot 3437 shows a similar pattern
for a compressional first arrival. The first S wave arrival
(Figure 5.6b) for the 17h21m event represents SV motion (also
see Figure 4.4) and shows the same azimuthal deflection a-s
the P wave. The March 2 earthquake at 05h23m also represents
a compressional first arrival. For this event, the apparent
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azimuth is deflected by more than 90* from the radial
direction and the incident angle is small. The S wave arrival
is polarized along the transverse component.
Figure 5.7 shows examples of particle motions at station
M3 for the same events as in Figure 5.6. The first cycle of
motion is nearly vertical (0*-15*) followed by nearly
horizontal motion along Y( H1). S waves observed at M3 from
earthquakes in regions 1 and 2 are polarized along Y,
regardless of the azimuth of approach, reflecting the same
coupling problem as that causing the high spectral amplitudes
on Hl in Figure 3.17. Unfortunately, this masks any
information on regional velocity structure which might -be
contained in the incident angles and azimuths recorded by
M3.
The measured incident angles and azimuths of P waves and
the apparent polarization of S waves at M2 are compiled in
Table 5.2; the P wave angles are illustrated in Figure 5.8.
Pronounced systematic deviations from angles expected for a
laterally homogeneous structure can be observed. For
earthquakes and shots to the north, south, and west of the
OBS, the observed incident angles are consistently between
380 and 47* and the apparent azimuths show a deflection that
varies with geographic azimuth; the maximum deflection is
observed for sources to the north and south of the OBS and
the maximum amplitude of the deflection is greater than the
uncertainty in the orientation determined from the water
waves. The first cycle of the S wave from earthquakes in
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region 1 is polarized as SV and shows a deflection from the
radial direction similar to that observed for P waves.
For earthquakes and shots from the central part of the
transform, the incident angles are small and the apparent
azimuth of approach is deflected by more than 90*; the
apparent S wave polarization directions are scattered.
Before discussing the observations in Table 5.2 in terms
of lateral velocity heterogeneities, we must first examine
other factors which may contribute to the observed anomalies
in propagation direction. The azimuthal effects of
instrument mislocation (Figure 5.5a) or of consistently
greater amplification of one channel (Figure 5.5c) do n-ot
depend on the incidence angle and -are the same for the P
waves as for water waves. The effect of tilt (Figure 5.5b),
however, depends strongly on the incidence angle. The effect
of a 50 tilt of the east-west component towards the west is
illustrated in Figure 5.9 for incident angles of 45*, 200 and
5*. Note that the azimuthal pattern for a wave incident from
below is the opposite of that for the water wave which
impinges from above. For a small angle of incidence, the
apparent azimuthal deflection can be as great as ±454.
The observed incident angle i is also affected by waves
reflected and transmitted at the seafloor-water interface.
If the amplitude of the incident P wave is 1 and the angl. )F
incidence is i, the apparent incident angle i is:
tan T = DH/Dy =
sin i+PP
,, i
Cos i-PP
sin i+PS cosj+PP
cos i+PS sinj+PP
where DH and Dy are the total horizontal and vertical
displacements, PP and PS are the reflection coefficients for
the reflected P and S wave displacements, PP is the
transmission coefficient for the P wave transmitted into the
water, and j and i' are the angles of the reflected S and
transmitted P waves, respectively. Ergin (1952) calculated
the square root of energy ratios of the reflected and
transmitted waves for the case of a P wave in a solid
half-space incident on a solid-liquid interface. Modifying
these energy ratios to correspond to displacements (Aki and
Richards, 1980), the appropriate coefficients are:
,, al
PP = -[cosi'( Cos
.0 % a c 0 s 1 1/,, lcos
PS = [2( i 1/2(81cosj
P, alcos1
PP = [ 2 ( ,)L 2a2cosi
2 81 t~ P2(5.2a)2 al a2 ( 
)
2j- - sin2i sin2j)- cosi]/D
al al pl
sin2i sin2j) 1 /2cos2j cosi']/D (5.2b)
ala P2 . 12 .
/2 ( l - cosi cosi')I/ cos2j]/D (5.2c)
812 P(
al 2  + 1 a2 P2
D = cosi'(- cos22j + - sin2i sin2j) + - - cosi81 al 81 P1
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sin i
Cos i
(5.1)
(5. 2d)
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where al, l and pl are the P wave velocity, S wave velocity
and density in the basement, and a2 and P2 are the velocity
and density in the water.
In Figure 5.10, the apparent and
incidence are compared for a range of
where a is the Poisson's ratio (a= 1/
For all cases, the apparent angle is
because of the P wave which is transm
the effect increases with increasing
between the basement and the water an
Poisson's ratio.
For a Poisson's ratio between 0.2
values for upper oceanic crustal rock
observed incident angles of 39 to 450
true angles of
values for al, a and p,
2(1-[(V p/Vs) -1]~l))-
less than the true angle
itted into the water;
velocity contrast
d with increasing
5 and 0.30 (
s; Hyndman,
correspond
reasonable
1979), the
to true
angles of 50 to 650. Assuming that the arrivals have a phase
velocity of about 8 km/sec (see section 5.3), these incident
angles correspond to a velocity of about 6 km/sec below the
OBS. Although the angles of incidence may be systematically
overestimated because of a possible difference in the
horizontal and vertical coupling responses (note higher
spectral levels on the horizontal components in figures 3.17
and 4.24), this observation suggests that the low velocity,
high gradient layer which generally constitutes the upper one
to two kilometers of the oceanic crust may be unusually thin
beneath M2 (i.e. invisible to a seismic wavelength of
hundreds of meters). The observed incident angles of 22 to
270 correspond to true angles of about 28 to 380.
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The effect illustrated in figure 5.10 also provides an
explanation for the nearly vertical incident angles observed
for all P wave arrivals at instruments which we suspect were
sited on low velocity, low strength sediment (see chapter
3.2.3). For a P wave velocity beneath the instrument of 2.5
km/sec, arrivals with a phase velocity of 8 km/sec should
have an incident angle of 180. If a is greater than 0.40,
however, the apparent incident angle will be less than 100;
in the ocean, a of the surface sediments may be as low as
0.498 (Hamilton et al., 1970).
Applying the above discussion to the observations in
Table 5.2 and Figure 5.8, we note that the pattern of -
azimuthal deflection for events to the north, west and south
of M2 is similar to that observed for the water waves and may
be due in part to instrument mislocation (Figure 5.5a). At a
given station, however, the amplitude of the P wave
deflection is greater than that of the water waves. The
effect of tilt (Figures 5.5b and 5.9) depends strongly on
incident angle but the azimuthal pattern for the water wave
should be the opposite of that for the P waves. The observed
pattern also does not match the pattern of Figure 5.5c for a
systematically greater amplification on one horizontal
channel. The deflection of body wave incident angles for
sources to the north, west and south of M2, therefore,
probably does reflect, at least in part, a regional geologic
effect.
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Because of the large influence of geophone tilt on the
apparent azimuth when the incident angle is small, the
numerical value of the observed angles from sources in the
central part of the transform should be interpreted rather
loosely. The "steep" angles of incidence and "large"
azimuthal deflection, however, probably do reflect regional
lateral velocity heterogeneity.
5.1.3 RAY TRACING THROUGH
STRUCTURES
A number of geologic scenarios
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Several other papers which discuss the principals and
practice of ray tracing are Jacob (1970), Julian (1970),
Wesson (1971), Pereyra et al. (1980), Thurber (1981) and Luk
et al. (1982).
The boundary value approach is generally referred to as
the "bending" method because an initial path between the two
endpoints is mathematically perturbed or "bent" until it
converges
The veloci
at each po
known as t
an initial
increment
For t
et al. (19
and source
observed.
obtained b
to a minimum time path satisfying
ty and first
int along the
he "shooting"
point and fo
by the local
his study, a
80) was used
s for which i
To qualitati
y the bending
the ray equation.
and second derivatives must be known
ray. The initial value approach is
method because the ray is shot from
llows a trajectory directed at e-ach
velocity and first derivative.
bending program developed by Pereyra
to calculate the ray path between M2
ncident angles and azimuths had been
vely evaluate whether the rays
program represent significant
arrivals, the program of Luk et al. (1982) was used to
"shoot" a cone of rays around the takeoff angle and azimuth
determined by the "bending" program and determine whether the
receiver was in a shadow zone or at a focus with respect to
the model. For both programs, the velocity model was
described by a three dimensional grid. A cubic spline under
tension (Cline, 1974) was used to interpolate the velocity
and first and second derivatives between the nodes of the
grid.
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Because several rays representing local travel time
minima may exist between a given source-receiver pair, the
initial ray path for the bending method must be close to the
path for the arrival under consideration. For a deep source,
an initial estimate of a straight line between the endpoints
will probably converge to the first arrival. If both
endpoints are on the seafloor, however, a straight line
initial estimate will, in most cases, converge to an arrival
which is not the first arrival. To avoid explicitly
specifying each initial path, the source locations for shots
and very shallow earthquakes were projected onto the Moho
along the raypath for a laterally homogeneous model; th-e
initial ray was then the straight.line between this point and
M2. Because the sources were well outside of the zone of
lateral heterogeneity in the model and were at
source-receiver distances much longer than the critical
distance for Moho arrivals, this should not significantly
affect the calculated incidence angles and azimuths at M2.
A velocity model which reproduces the general features
of the observed pattern of incident angles and azimuthal
deflections while remaining geologically reasonable was found
by trial and error. Initial models were constructed to
simulate the type of structures mentioned at the beginning of
this section. The initial models were then perturbed
changing either the vel
grid spacing. Because
ity values at the grid
the large uncertainty
points or the
in the
by
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determination of incident angles and azimuths, no
quantitative measures of fit were applied.
The lateral distribution of sources and grid points for
the final model is illustrated in Figure 5.lla. The 3000m
contour from the map of Mammerickx (1980) is also shown. The
velocity values at the grid points and velocity-depth
profiles at several points in the model are shown in Figures
5.11b and 5.llc, respectively. The major features of the
model are high velocities beneath the north-south ridge to
the west of M2 and low velocities between M2 and sources in
the central transform region. Outside of these anomalous
zones, the grid describes a laterally homogeneous structure
similar to that used for the hypocenter locations in Chapter
IV. The calculated incident angles and azimuths at M2 are
compared to the observations in Table 5.3.
For azimuths affected by the high velocities beneath the
north-south ridge to the west of M2, the angles of incidence
can be matched quite well and, although the amplitudes of the
calculated azimuthal deflections are smaller than those
observed, the signs and relative amplitudes are reproduced
(rays 1-6; Table 5.3). The azimuthal deflection depends
primarily on the horizontal velocity gradient in the upper
mantle and is not changed significantly by changing the depth
d 4stribution of the grid to model a narrower Moho transition
zone (dotted line in Figure 5.llc). The numerical value of
the calculated deflection is sensitive to small changes in
the lateral position of the grid points; the general pattern,
208
however, is quite stable. The magnitude of the azimuthal
deflection could be increased by increasing the number of
horizontal grid points and adjusting the local horizontal
velocity gradients. Because of the uncertainty in the
orientation of the horizontal components and the
oversimplification of modeling a complex structure by a
coarse grid, a numerical improvement of the fit would not
necessarily imply
To interpret
amplitude of the
uplift of isovelo
that the velocity
the transform zon
crustal thickness
very little actua
next section, we
to see if we can
a more "'accurate" geologic model.
these results geologically, note that the
topography in this region is similar to the
city surfaces in the model. This suggests
increase beneath the north-south ridges in
e may reflect an approximately constant
with the Moho being parallel to topography;
1 crustal thinning need be invoked. In the
shall examine refraction data from ROSE II
determine the crustal structure and
thickness.
The SV wave deflection for earthquake sources in region
1 can be explained by the same model. The observation that
SH is delayed relative to SV may reflect anisotropy of the S
wave velocity in the crust or upper mantle with the vertical
velocity being higher than the horizontal velocity. A system
of vertical cracks, for example, would have such an effect.
Stephen (1981) observed similar SV-SH polarization for data
recorded by a three component borehole seismometer emplaced
in the upper crust. Because the anisotropy may occur over any
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portion of the earthquake-station path, however, more data is
required before any significance can be attributed to this
observation.
In the central part of the transform, the model of
Figure 5.11 simulates a crustal magma chamber. The lowest
velocity, of 3 km/sec at a depth of 2 km is appropriate for
molten basalt as determined in laboratory experiments (Murase
and McBirney, 1973). The low velocity in the model increases
to a "normal" crustal velocity over a radius of approximately
10 km. When the low velocity zone is between the source and
the receiver, the rays are bent down and around the low
velocity zone resulting in small angles of incidence and
large azimuthal deflections at M2:
The incident angles and the sign of the azimuthal
deflections are matched quite well (rays 7-14, Table 5.3).
The amplitudes of the deflections, however, are much smaller
than those observed, and no rays have been calculated with
deflections so great that they actually appear to arrive from
the west. For several reasons discussed below, the fit to
the data is nevertheless considered to be adequate.
In Figure 5.9, we saw that large deflections in the
apparent azimuth are caused by a small tilt of the geophones
if the angle of incidence is small. In the central region of
the transform (rays 9-14), the source locations are within a
narrow azimuthal range from M2; this azimuth also
approximately corresponds to the orientation of the Y
component. If the Y axis were tilted away from the sources,
MMMNMMMMMM
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both the positive and negative "apparent" deflections would
increase by tens of degrees for "true" azimuthal deflections
like those calculated for the model.
Rays could also be made to bend back on themselves by
adjusting the velocity model of Figure 5.11 in the vicinity
of M2. The velocity
large with respect to
modeled (400-500m) so
for explaining the ob
suggested is a steepl
west. This scenario
5.12. A nearly verti
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reflect arrivals near
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of incidence below M2
model of Figure 5.11.
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the wavelength of the data being
that the results would be inappropriate
servations. What is effectively
y dipping reflector below M2 to the
is illustrated schematically in Figure
cal boundary would not seriously affect
(ray A in Ftgure 5.11) but might
grazing incidence (ray B). For the
be first arrivals, M2 must be in a
leaving the source (ray C). Any
bout the geometry or nature of such an
y speculative; for example, the
resent a dike of a composition or fabric
f the surrounding rock.
cts discussed above require small angles
and are essentially variations of the
We were not able to construct
le models which would result in small
incident angles at M2 that did
between the sources and M2. Al
incident angles observed at M2
not have a low velocity region
though we conclude that the
suggest the presence of a low
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velocity body in the central transform region, we are not
able to constrain details of the geometry. For example, the
vertical extent of the low velocity zone in Figure 5.11 is
required in order for rays to converge at M2; shooting a cone
of rays from the source point indicates that M2 is in a
shadow zone for a purely crustal low velocity zone. 'Although
the root is "required" by our method of modeling the
situation through ray tracing, the discussion of the previous
paragraph suggests that it is not necessarily required
geologically. Unsupported by additional information, these
observations would not provide an irrefutable case for a
magma chamber; that the model described here can tentatively
answer several questions raised iA the previous chapter,
however, is circumstantial evidence for its general
validity.
5.1.4 EFFECT ON HYPOCENTER LOCATIONS AND FAULT PLANE
SOLUTIONS
The lateral heterogeneities invoked to explain the
observed incident angles and azimuths at M2 also affect the
travel time and take-off angle and azimuth at the source,
thus inducing errors into the hypocenter locations and fault
plane solutions determined in Chapter IV. To examine these
effects, synthetic travel time data were generated by tracing
rays through the structure of Figure 5.11 from source points
corresponding to earthquake hypocenters to points
corresponding to stations in the array. These travel times
were then inverted for the apparent hypocentral parameters
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using HYPOINVERSE and the velocity structure of Table 4.3.
The results of the locations are shown in Table 5.4 and
Figure 5.13.
In region 2, the structure for Figure 5.11 leads to
epicentral mislocations of up to 10 km, much larger than the
errors indicated by the 95% confidence ellipse of the
solution as defined in Chapter 4.2. Although the true depths
are all 8 km, the apparent depths range from 4 to 17 km. The
location of event 6, in region 1, is not affected.
Because we do not know the detailed geometry of the low
velocity region, particularly its extension into the
topographic troughs to the north and east, we cannot apply
these results to quantitatively correct the hypocentral
parameters determined in Chapter IV. These results do,
however, provide tentative answers to some of the questions
raised in Chapter IV. In particular, the earthquakes which
appear to be located beneath ridge s' (Figs. 2.4 and 4.5) may
actually have occurred within trough B, and the discrepancy
between calculated locations near the site of instrument T13
and the arrival time difference between S and P waves at T13
may be due to hypocentral mislocation. Events in the cluster
near 150 12'N, 104*47'W do not appear to be severely
mislocated. The ray tracing model, which results in ray paths
to stations M2 and M3 which are 8-15% longer than those for a
laterally homogeneous structure, is also compatible with the
apparent delay of S relative to P observed at M2 and M3, from
events in region 2 (see Chapter 4.6).
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The difference between the "true" take off angles and
azimuths at the source and the "apparent" angles calculated
from the locations with respect to a laterally homogeneous
structure are shown in Figure 5.14a. We see that the
"apparent" angles differ from the "true" angles by tens of
degrees. The error in the take-off angles is due to the
uncertainty in the hypocentral depth as well as to the effect
of the laterally heterogeneous velocity model and is a common
problem for fault plane solutions from local events. The
azimuthal error, however, is due primarily to the effect of
deflection of the ray paths by the laterally heterogeneous
velocity structure; at most ±50 are contributed by the -
epicentral mislocation. For event 6, the azimuthal
deflections are all less than 5*.
In Figure 5.14b, the results for source location 1 are
used to compare "true" and "apparent" fault plane solutions
for several possible mechanisms. Comparing solutions a', b'
and c' to the fault plane solutions in Figure 4.22, we see
that the perplexing four-quadrant pattern in Figure 4.22c,
which represents a composite solution for the cluster of
events near 15*12'N, 104*47'W, may be compatible with normal
faulting along a north-west striking plane; the component of
strike-slip motion is also compatible with the expected sense
of transform motion. The entire range of solutions observed
in Figure 4.22 can be modeled by small changes in strike and
dip. The observed fault plane solutions for events in region
2, therefore, may suggest a "leaky" transform fault with
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either an en echelon system of ridges and transforms or an
obliquely spreading segment.
5.1.5 SUMMARY OF RESULTS FROM INCIDENT ANGLES AND AZIMUTHS
The orientation of the MIT OBS can be determined to
within about ±10* from the observed particle motion of water
waves from shots. Incident angles and azimuths at OBS M2
from earthquake and explosive sources throughout the
transform show systematic deflecti.ons from the angles
expected for a laterally homogeneous velocity structure which
are much larger than the uncertainty in the orientation of
the components. P wave arrivals from sources to the north,
west and south have incident angles of about 450 and ~
azimuthal deflections which vary with geographic azimuth;
arrivals from the east have incident angles of about 250
(measured from vertical) and azimuthal deflections greater
than 90*.
Rays traced through three dimensional P wave velocity
grids using a "bending" method with endpoints fixed at the
source and receiver positions suggest a positive velocity
gradient in the upper mantle to the west of M2.
Geologically, this might correspond to a positive (downward)
velocity gradient in the upper mantle and a constant
thickness crust so that the Moho would follow the surface
topography beneath ridge a (Fig. 2.4).
For P waves from sources in the central transform, we
observe small angles of incidence (measured from vertical)
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and the azimuthal deflections are so large that the P waves
actually appear to arrive from the west. Low velocities in
the model, simulating a magma chamber in the central
transform between the sources and the receivers, bend rays
down and around the low velocity zone resulting in small
incident angles and large azimuthal deflections at station
M2. We are not able to constrain the detailed geometry and
latieral extent of the proposed low velocity body with the
data available from ROSE.
The effect of this velocity structure on the hypocentral
parameters and fault plane solutions determined in Chapter IV
is studied by tracing rays to calculate synthetic travel time
data and then relocating the events relative to the laterally
homogeneous model of Chapter IV. Possible mislocations of up
to 10 km and large distortions of the take off angles and
azimuths are indicated. These results tentatively answer
several of the questions raised in the previous chapter. In
particular, the hypocenters under ridge a' may actually have
been within trough B and the contradiction between calculated
hypocenters near station T13 and the observed arrival time
difference between P and S waves from these events at T13 may
have been due to mislocation. The ray paths in the model are
8-15% longer than those expected for a laterally homogeneous
model and provide an explanation for the apparent delay of S
waves relative to P waves which was observed at stations M2
and M3 for sources in region 2.
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5.2 SEISMIC REFRACTION DATA: SMALL SHOTS
Figure 5.16 (a-g) shows record sections of the data
recorded from lines 1, 2 and 4 (Fig. 5.1) at OBK WH4, WH5,
and WH6 (Fig. 4.1), and Figure 5.15, illustrates the location
of these profiles. For lines 1 and 2, sources were 2.73 kg.
charges of TNT; for line 4, sources were 0.82 kg. SUS
charges. Shot-receiver ranges were calculated from the
arrival time of the direct water wave as described by Detrick
and Purdy (1980) for a regional water column sounding
velocity 1.4944 km/sec. Errors in the range determination
are less than 20 meters. The topography beneath the shots is
shown below the record sections and the travel time through
the water column has been removed from the seismograms. A
range dependent amplification of (R/Ro)a has also been
applied for R>Ro where R is range, R. = 5 km and a= 1.
Travel times were picked from traces plotted at a scale
of 5 in/sec (uncorrected for topography) and could be picked
to within 0.02 seconds in most cases. The smoothed apparent
slowness ( 1/velocity) and depth beneath the shot were
used to correct the travel times (T) and ranges (X) for the
effect of topography using the "water path" correction method
(Purdy 1982b). This correction removes the water column
portion of the ray path and projects the shot point onto the
seafloor. It is calculated by:
h
AT = f [c(z).(1-u 2 .c2 (z))] 1-/ 2 dz
0
h
AX = f u-c(z)[l-u 2 .c2 (z)]-1/ 2dz
0
where AT and AX
range; h is the
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hundred meters f
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corrected data.
are the corrections to the travel time and
water depth; u is the apparent slowness; and
ve velocity in the water column as a function
e of the large topographic variation along
s, this correction is the major source of
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the ray entry point which may be several
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be discussed further with respect to
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errors
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were adjusted so that slowness decreased with range.
Differences in the minimum acceptable error among the lines
probably reflect variations in topographic roughness on the
scale of several hundred meters.
The intercept time (t)-slowness (p) relationship was
derived from the smoothly increasing curve fit to the travel
time data. Slowness at point (X1 ,Tl) on the T-X curve is
equal to the slope of the curve at this point; the intercept
time is related to T,X and p through the equation T(p) =
T(p)-pX(p). The -p curve was then inverted to find velocity
as a function of depth through:
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(5.2a)
(5.2b)
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t(p) 2 2
z(p) = 1/ir f dT[v2 ]1/2 (5.3)
0
where v is the inverse function to T(p) and z(p) is the depth
at which the velocity is 1/p (Johnson and Gilbert, 1972,
Bessonova, 1974). The velocity in the uppermost crust, from
which no arrivals are observed for surface shots, was,
determined as described by Ewing and Purdy (1982).
Although the propagation of seismic energy through the
crust in this region is very good (noted also by Ouchi et
al., 1982) and arrivals are clear out to relatively long
ranges for 2.73 kg. shots, Pn arrivals are not observed and
the Moho velocity and crustal thickness cannot be determined
from the travel time data alone. The high amplitude region
at the triplication in the travel time curve where the layer
3 refraction and the Moho refraction and wide angle
reflection interfere, however, is well developed and the
crustal thickness can be constrained by comparing the
observations to synthetic seismograms. Seismograms were
calculated for this purpose using the WKBJ method developed
by Chapman (1978).
5.2.1 LINE 1-WH5-S and LINE 1-WH6-N
The travel times from line 1 to the south of WH5 (Fig.
5.16b) and line 1 to the north of WH6 (Fig. 5.16c) are shown
in Figure 5.17a. For a range of 0 to 20 km, these data
represent a reversed profile along ridge in the central
transform; the topography is also quite smooth along this
portion of line 1. The similarity of the travel time-distance
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relationships for the two profiles indicates a flat-lying,
laterally homogeneous crust. The curvature of the travel
time-distance curve suggests a velocity gradient rather than
a stack of homogeneous layers.
The travel times in Figure 5.17a differ for ranges
greater than 20 km. Both profiles al so show a sharp change
in topography at this range with lin
and line 1-WH6-N becoming shallower.
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line l-WH5-S (Figure
5.16b). This arrival is not observed on the other profiles
and probably represents energy traveling as S in the crust.
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Spudich (1979) and White and Stephen (1981) have discussed
the conditions required for efficient P to S conversion in
oceanic crust and have concluded that most conversion must
take place at the sediment-basement
interface and that conversion effic
interface that is sharp relative to
hundred meters). The observation of
1-WH5-S but not on the other lines
variability in the basement-water i
of this arrival is appropriate for
at the seafloor. The corresponding
also shown in Figure 5.19a; a conti
0.3 sec-I is observed. Because of-t
or water-basement
iency is enhanced by an
a shear wavelength (a few
this arrival on line
probably reflects
nterface. The travel time
an S wave converted from P
velocity-depth profile is
nuous gradient of 0;28 to
he lack of data at ranges
less than 10 km, the upper crustal velocity, and consequently
the depth to an observed velocity, is poorly determined, and
we cannot constrain the the Poisson's ratio of the crust. The
observed gradient is consistant with a Poisson's ratio of
0.22 to 0.27.
5.2.2 LINE 1-WH6-S, LINE 2-WH4-S, LINE 4-WH4-W
Figure 5.17b shows the travel times along line 1 to the
south of WH6 (Fig. 5.16d), line 2 to the south of WH4 (Fig.
5.16e), and line 4 to the west of WH4 (Fig. 5.16f). These
three lines are on topographically "normal" crust of age 0.8
my, 1.5 my and 2 my, respectively. Lines 1-WH6-S and 2-WH4-S
are oriented parallel to the spreading center and line
4-WH4-W is perpendicular to the spreading center. The travel
time-distance relationships are similar for the three
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profiles. Although differences among the three lines might
reflect changes in the crustal structure with age, these
differences may also reflect errors in t
corrections. For example, the travel ti
along line 1-WH6-S and line 2-WH4-S can
spline curve with slowness decreasing wi
for an assumed travel time error of 0.01
observed oscillations in the data for li
assumed error of 0.025 seconds. The osc
4 may result from the fact that the topo
lineated parallel to the spreading axis
series of steps spaced approximately 1-2
he topographic
me-distance data
be fit by a smooth
th increasing range
5 seconds whereas
ne 4-WH4-W require an
illations along line
graphy is strongly
and appears as a
km apart along
profiles perpendicular to the spreading axis (Fig. 2.6).
The travel times along these three profiles are
significantly different from those in Figure 5.17a and
resemble those typically observed for oceanic crust. Figure
5.19b shows the corresponding velocity depth functions.
Although the gradient and thickness of the upper layer are
poorly constrained, the range of values is typical for
oceanic layer 2. A thick layer with a nearly constant
velocity of about 6.8 km/sec is well resolved for all three
profiles. The increase in the velocity at the base of this
layer is at least partly an artifact of the smoothing induced
by fitting a continuous spline curve rather than straight
line segments to the data. Again, the crustal thickness
cannot be resolved from the travel time data alone and will
be examined in section 5.2.4.
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5.2.3 LINE l-WH5-N AND LINE 2-WH4-N
Line 1-WH5-N (Fig. 5.16a) crosses the seismically active
east-west trough in the central transform and might be useful
for discriminating between a transform and a spreading
environment. Unfortunately, the topography along the line
precludes any serious interpretation of the travel tiame data.
Figure 5.20 shows the corrected and uncorrected travel time
data. The corrected data define an apparent velocity of
approximately 6 km/sec at a depth of 1 to 3 km, assuming an
error of 0.03 seconds on the travel time data. Whether or
not shots over the trough are delayed during their passage
through the crust cannot be resolved, given the error on the
appropriate depth for the topographic correction. The
amplitude variation, moreover, mi ght be
and defocussing effect of topography (P
as to attenuation within the crust.
Line 2 to the north of WH4 (Fig. 5
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seems to have drifted on and off of the crest of the
topographic ridge, and the appropriate depth for the
topographic correction might be along the crest. Corrections
made assuming two different profiles for the ridge are also
shown in Figure 5.21. Profile A results in the smoothest
travel time-distance curve and indicates an apparent velocity
of approximately 6 km/sec assuming an error on the travel
times of 0.03 seconds. Given the uncertainty in the
correction, however, not much significance is attributed to
this observation.
It should be noted here that Ouchi et al. (1982) have
published an interpretation
instruments T1O and T5.
velocity of 7.0 km/sec
which was on the shot 1
with a velocity of 4.4
km/sec, 3.7 km with a v
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5.2.4 SYNTHETIC SEISMOGRAMS
In the record sections in Figure 5.16, an increase in
amplitude resulting from interference between the crustal
refraction and the Moho refraction and wide angle reflection
at the triplication in the travel time curve is seen clearly
on most of the profiles. On line 1-WH5-S and line 1-WH6-N
(Figs. 5.16b and c), the maximum amplitude is observed for a
range of approximately 22 to 25 km; for line 1-WH6-S, line
2-WH4-S and line 4-WH4-W, (Fig. 5.16d,e,f), the maximum
amplitude occurs near 30 km range. The amplitude patterns,
moreover, can be related to the two different types of
crustal structure shown in Fi.gure 5.19. The structures in
Figures 5.19a and 5.19b will subsdquently be referred to as
Crust A and Crust B, respectively.
For the profiles indicating Crust B, the Moho reflection
can be seen as a second arrival for ranges of 24 to 30 km and
the amplitudes of arrivals from the 6.8 km/sec layer are very
small, as expected for arrivals from a homogeneous layer. On
line 1-WH6-S, large amplitudes are observed for ranges less
than 12 km, supporting the interpretation of a strong
velocity gradient in the upper crust. Variability in the
amplitudes for shots along line 4-WH4-W at close ranges is
probably due to the rough topography.
In contrast to the amplitude pattern described above, no
second arrival corresponding to a Moho reflection can be
observed on line 1-WH5-S and line 1-WH6-N; moreover, the
amplitude of crustal arrivals is relatively large at all
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ranges, supporting the interpretation from the travel times
of a continuous gradient through the crust. For both sets of
profiles, the arrival interpreted to be the wide angle
reflection from the Moho is well developed, indicating that
the Moho exists as relatively a sharp boundary beneath both
types of crust.
To quantify these observations and constrain the crustal
thickness, synthetic seismograms were calculated by the WKBJ
method developed by Chapman (1978) and implemented at WHOI by
R. Stephen (personal communication, 1981) for velocity models
derived from the results in Figure 5.19. The main advantage
of the WKBJ method is that the computation is very rapid
because integration over both ray-parameter and frequency is
performed analytically. The disadvantage is that the method
is not exact and the WKBJ approximation breaks down in the
vi'cinity of turning points. Chapman (1978) has modified the
method to include head waves, but the complexities of
"interface head waves" and "whispering gallery" phases are
not modelled. For waves propagating along discontinuities in
the earth, such effects are important and the WKBJ method is
therefore not appropriate for modelling the detailed
structure of the Moho transition zone.
In this study our objective was to examine the gross
effect of the crustal thickness and velocity gradient on the
arrivals which interfere at the triplication point in the
travel time curve. No attempt was made to model waveforms
exactly. In the models presented here, the Moho transition
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zone was represented by a velocity gradient which was the
same for all models. The source pulse was defined by:
S(t) = cos(2wft)exp[-((2rft)/y) 21 (5.4)
where f = 10 Hz and y = 5. The amplitudes in the plotted
recorded sections were normalized and amplified with range to
correspond to the record sections of observed data.
Seismograms calculated for three models compatible with
Crust A are shown in Figure 5.22a. The corresponding
velocity-depth profiles are shown in Figure 5.22b and the
predicted travel times compared to the data in Figure 5.22c.
Model C, which includes a decrease in the velocity gradient
at the base of the crust and has d total crustal thickness of
5.4 km, best reproduces the major features of the data Fig.
5.21d). The decrease in gradient at the base of the crust is
required to simultaneously match the travel times and the
range at which the maximum amplitude is observed. The
appearance of a prominent phase representing a wide angle
reflection from the Moho also requires a low gradient just
above the Moho. This decrease in gradient causes a small
triplication point at a range of approximately 16 km
resulting in an increased amplitudes. Such an increase can
be observed along line 1-WH6-N at about 14 to 15 km range
and, less clearly, on line 1-WH5-S from about 14 to 18 km.
That no Pn arrival is observed in the data beyond the
triplication point may be related to both the small shot size
and to the nature of the Moho transition zone which we cannot
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model accurately with this method.
The crustal structure under the northern part of line 2
cannot be determined from the travel times because of
uncertainties in the appropriate depth to use for topographic
corrections. Assuming the structure under the northern part
of line 1 and increasing the thickness of the basal layer, a
total crustal thickness of about 5.8 km is required to match
the range at which the Moho triplication is observed. This
estimate is very uncertain, however, because the amplitudes
may also be significantly affected by the topographic
roughness with a wavelength of a few hundred meters along the
line.
Seismograms calculated for m6dels compatible with Crust
B are shown in Figure 5.23a and the corresponding
velocity-depth profiles and travel times are shown in Figures
5.23b and 5.23c, respectively. Profiles A and B demonstrate
that we cannot resolve the gradient and thickness of the
upper layer, given the apparent errors on travel times from
line 4-WH4-W. A crustal thickness of about 6 km is required
to fit the observed range for the triplication point (Model
C). We see, moreover, the pronounced effect of the thick,
nearly homogeneous layer on the amplitudes in the range of 15
to 25 km. The Moho reflection can be seen as a second
arrival in both the synthetic and the real data from 25 to 30
km range, and the wide angle reflection is prominent at
ranges beyond 30 km. On line 4-WH4-S, the "first" arrivals
picked for ranges greater than 30 km probably represent the
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wide angle reflection; along line 1-WH4-W, Pn arrivals may
possibly be observed. Differences in the relative amplitude
of the Moho reflection and refraction corresponding to paths
perpendicular and parallel to the spreading direction have
also been observed by G. M. Purdy (personal communication,
1981) from the ROSE I data. Further examination of this
question is beyond the scope of this study.
5.2.5 SUMMARY OF RESULTS FROM SMALL SHOTS
The velocity structure of the crust beneath ridges a and
a in the central transform zone (Fig. 2.4) is anomalous,
showing a fairly constant P wave velocity gradient of about
0.5 (sec)-l and an S wave velocity gradient of about 0.29
(sec)- 1 throughout most of the crust (lines 1-WH5-S and
WH6-N). The value of a steeper gradient in the top few
hundred meters is poorly resolved. A 1.4 km thick layer with
a velocity of about 7.1 km/sec is required at the base of the
crust in order to simultaneously fit both the travel time and
amplitude data and the total crustal thickness along line 1
between WH5 and WH6 is about 5.4 km.
Lines 1-WH6-S, 2-WH4-S and 4-WH4-W all reveal the two
layer crustal structure commonly found throughout the world's
oceans: a 1.5 km thick layer with a gradient of about 2.5
sec-I overlying a 4.5 thick layer with a low gradient of 0.1
to 0.2 sec-I and a velocity of about 6.9 km/sec. The rang-e at
which the amplitude signature of the Moho triplication
point is observed constrains the crustal thickness to be
approximately 6 km. Differences in the amplitudes for
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crustal arrivals also support the differences in crustal
structure obtained from inversion of the travel times.
The upper mantle velocity can not be determined from
this dataset. Clear arrivals interpreted to be wide angle
reflections from the Moho, however, indicate that it exists
beneath both types of crust as a sharp interface on the scale
of a seismic wavelength.
5.3 LARGE SHOTS
Travel times from the large shots (Fig. 5.1 and Table
5.1) to the MIT and WHOI instruments were also examined in
the hope of determining the upper mantle velocity and further
constraining the crustal structure. The shots were also
"relocated" using HYPOINVERSE and the velocity structure of
Table 4.3 to obtain additional information for evaluating the
effect of lateral heterogeneities on the earthquake
locations.
5.3.1 TRAVEL TIMES
The travel times observed at MIT and WHOI instruments
are plotted against range in Figure 5.24a. When the water
wave arrival time could be picked, the ranges were calculated
from the water wave travel time assuming a P wave velocity in
water of 1.5 km/sec. For a few shots, indicated by crosses
in Figure 5.20a, the range was determined from the
navigation. In general, ranges determined from the water
wave travel time are one or two kilometers less than those
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determined from the navigation and show less scatter in
Figure 5.24.
Corrections were applied to the travel times to
normalize all stations and shots to a depth of 3 km.
Topographic corrections under the shot points were calculated
by the method of Whitmarsh (1975) for an assumed crustal
velocity of 5.0 km/sec:
AT
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since similar paths from 3426, 3428, and 3429 do not
this delay.
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mantle P wave velocity anisotropy (Raitt et al., 1969) cannot
be resolved from this data set.
5.3.2 RELOCATIONS
In order to test whether the velocity model assumed in
Chapter IV was biasing the locations, travel times from the
shots to the MIT and WHOI instruments were used to "locate"
the shots relative to this model. In Figure 5.26, the
structure from Chapter IV is compared to the two models found
in section 5.2 and we see that it represents a compromise
between the two models. The upper mantle velocity of 7.8
km/sec, however, is lower than that indicated by the large
shots. Tests discussed in Chapter IV demonstrate that an
increase in the upper mantle velocity to 8 km/sec does not
significantly bias the hypocenters (Fig. 4.6c) and we would
expect the calculated origin times to be early by a few
tenths of a second.
For the "locations" of the shots depth was fixed at 0.05
km and the data were inverted to obtain origin time and
"epicenter." The results are shown in Figure 5.27 and Table
5.6. Most of the shots are "located" at their true source to
within the 95% confidence ellipse of the solution. Generally
"early" origin times support the conclusion that the 7.8
km/sec upper mantle velocity is too low. Exceptions are shots
3425, 3441 and 3442. Shots 3425 and 3441 are well outside of
the array and, moreover, are not in a region from which
earthquakes were detected. Shot 3442, however, was within
the central transform and shows a direction of mislocation
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5.3.3 SUMMARY OF RESULTS FROM LARGE SHOTS
Arrival times from shots with paths which cross troughs
A and B (Fig. 2.4) appear to be delayed by 0.1 to 0.4 sec-onds
compared to most of the shots. When these shots are removed
from the data set and data from all MIT and WHOI instruments
is combined, a velocity of 6.9 km/sec with an intercept time
simi 1
near
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of 0.4 seconds and a velocity of 8.0 km/sec with an intercept
time of 1.0 seconds are obtained for ranges less than and
greater than 30 km, respectively. These values are typical
of oceanic crust throughout the oceans. For different
station groups on topographically distinct structures, upper
mantle velocities of 8.00-8.13 km/sec are determined and
small differences are observed in the intercept times. The
largest intercept time is for stations located on the local
"normal" oceanic crust as defined by Figure 5.19b and the
smallest intercept time is for stations on the eastern flank
of ridge a.
Relocating the shots with HYPOINVERSE and the velocity
model of Table 4.3 indicates that- the assumed model does not
significantly bias the locations throughout most of the
transform zone. Systematically early origin times support
the conclusion that the 7.8 km/sec upper mantle velocity in
Table 4.3 is too low. Shot 3442, located in trough B in the
central transform, shows a mislocation similar to those
obtained from synthetic data in section 5.1.4. Station
residuals from these "locations" support the conclusion in
Chapter IV that the geographic coordinates of the stations
may be in error by as much as a kilometer.
5.4 SUMMARY
Several independent data sets provide information on the
crustal structure in the transform region of the Orozco
Fracture Zone. The results have been summarized in sections
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This gradient decreases
the crust. A thin
pper few hundred meters
e data. The total
Although the crustal
termined directly because
aphic corrections, the
and the intercept times
e ridge also suggest a
logic implications of
these observations are reserved for the next chapter.
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The upper mantle velocity, determined from large shots
at ranges from 30 to 100 km (section 5.3.1) is 8.00 to 8.13
km/sec throughout most of the region; no difference is
observed between the velocity beneath the two types of crust.
That the Moho exists as a well-defined velocity contrast with
respect to a wavelength of about 1 km is indicated by the
large amplitude of the wide angle reflection observed on the
refraction profiles (section 5.2.4).
Incident angles and azimuths observed at station M2 from
sources in the central transform suggest the presence of a
low velocity zone, perhaps a magma chamber, at the western
end of trough B (section 5.1.3). That the presence of--such a
body provides an explanation for several of the questions
raised in Chapter IV about earthquake locations and fault
plane solutions from region 2 is circumstantial evidence
supporting this possibly controversial interpretation. The
detailed geometry and lateral extent of the proposed body
cannot be resolved by the data currently available.
The crustal structure in the northern transform trough,
where the earthquake epicenters and bathymetry clearly
delineate the active transform fault, cannot be determined
from the data presented in this chapter. Waveforms from
earthquakes along the trough (Chapter IV), however, suggest
that near the intersection of the transform with the East
Pacific Rise (near 105*12'W), the Moho may be shallower than
about 3 or 4 km. Further to the east (near 10547'W), the Moho
exists within the transform at a depth of several km.
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In the next chapter, this information on the crustal
structure of the transform zone will be combined with the
results of Chapters II and IV in an attempt to deduce the
present tectonic regime of the Orozco transform fault.
TABLE 5.1 Large Shots
Shot
no.
3425
3426
3427
3428
3429
3430
3431
3432
3433
3434
3435
3436
3437
3438
3440
3441
During ROSE II
time
d hr
4 17
4 20
4 22
5 1
5 3
5 15
5 19
6 22
6 1
6 3
6 15
6 18
6 21
6 23
7 17
7 20
mi n
20
15
15
14
19
44
21
46
26
25
44
26
37
37
20
12
3.91 15 9.9 104 34.2 2978 218 .260
239
sec
37.66
1.84
38.59
17.12
19.72
11.23
1.38
58.76
46.09
54.18
10.75
1.62
26.77
52.22
4.33
16.49
latitude
deg min
14 33.9
14 50.3
15 2.3
14 49.4
14 38.4
14 31.3
14 50.2
15 3.5
15 10.3
15 18.4
15 5.4
15 21.0
15 19.2
15 29.6
14 53.5
14 55.8
longitude
deg min
104 46.0
104 43.4
104 44.2
104 57.6
105 0.3
105 15.1
105 23.2
105 9.1
104 55.2
104 58.3
105 26.1
105 29.4
105 8.1
105 5.8
103 58.4
104 21.5
shot
depth size
m kg
3161 218
2683 218
2303 218
3144 218
3233 218
3214 218
3195 218
2846 218
2762 218
2655 218
3225 218
2841 218
6227 218
2711 218
3107 907
2901 907
bubble
pul se
period
sec
.250
.240
.245
.240
.250
.250
.245
.245
.245
.240
.245
.250
.245
.245
.400
.410
3442 3 7 22 45
TABLE 5.2a Incidence Angles and Azimuths of P Waves
Observed at M2
Origin time
(d-hr-min)
shot no.
distance azimuth
(km) OBS to
source
02-05-23
02-17-21
03-17-24
04-09-19
04-09-42
05-02-19
05-00-58
08-12-14
08-12-19
08-12-38
12-11-01
52 232
319
47 318
53 233
27 100-104 -(128-132)
139 39-44 115-119 -(20-24)
138 39-44 109-113 -(25-29)
22 80-95 -(139-153)
53 233 23-30 99-103 -(130-134)
48 228
49 229
39 330
39 332
39 331
60 240
28 105-109 -(119-123)
28 99-105 -(124-130)
150 35-41 117-121
152 41-45 109-113
151 37-45 116-120
-(29-33)
-(39-43)
-(31-35)
37-57 +(157-177)
141
107
30 185
26 259
23 351
35 320
*a - incidence angle,
321
287
33 34-40 +(73-79)
19 77-81 +(150-154)
5 40-45 44-48
79 45-50 77-81
192 45-50 129-133
171 40-42 123-127
140 43-45 106-110
in degrees,
+(39-43)
-2-+2
-(59-63)
-(44-48)
-(30-34)
measured from vertical
**b - azimuth, in degrees, measured clockwise from north,
assuming positive Y axis oriented
- deflection, in degrees; from azimuth expected
for a laterally homogeneous structure
240
azimuth
source
to OBS
P waves
3426
3427
342 3
3432
3433
3439
3437
5 7*N E
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TABLE 5.2b Incidence Angles and Azimuths of S Waves
Observed at M2
Origin time distance
(d-hr-min) (kim)
shot no.
02-05-23 28
02-17-21 44
03-17-24 47
03-23-12 15
04-18-56 38
05-02-19 21
05-00-58 22
08-12-14 39
08-12-19 39
08-12-38 39
08-14-52 40
12-11-01 22
13-13-49 28
azimuth
OBS to
source
52
319
318
56
349
48
49
330
332
331
332
60
80
azimuth
source
to OBS
232
139
138
236
169
228
229
150 -
152
151
152
240
260
a
78-85
82
82
90
75-85
80
80-85
82
90
82
75-80
72
77
S waves
b
142-162
113
118-128
186-201
139
139-159
159-164
130-140
132-142
131-150
127-132
212
c
-(70-90)
-26
-(10-20)
-(35-50)
-30
-(70-90)
-(-65-70)
-(10-20)
-(10-20)
-(0-20)
-(20-25)
-28
200-222 -(38-60)
*a - incidence angle, in degrees, measured
**b - azimuth, in degrees, measured clockwi
assuming positive Y axis oriented 57*NE
from vertical
se from north,
***c - deflection, in degrees; from azimuth expected
for a laterally homogeneous structure
TABLE 5.3 Deflections of the Inciden
For the Model of Figure
ce Ang
5.11
incidence azimuth
model observed
+14 +(39-43)
-2 -2-+2
-10 -(30-34)
-10 -(20-29)
-14 -(29-43)
-19 -(44-48)
+16 +(73-78)
+42 +(150-154)
+30
+27
Number
Figure
March 11,11hOlm +22
C ** *
March 2,05h23m
-35
-24
-44
+(157-177)
-(119-153)
-(128-132)
18 17
18 22-30
18 27
*A - March 2, 17h21m and March 3,
**B- March 8,
***C - March 4,
March 8,
12hl4m, 12hl9m and 12h38m
09hl9m and 09h42m;
00h58m
e and Azimuth
incidence angle
model observed
43 40-45
48 45-50
48 43-45
47 39-45
46 35-45
46 40-42
32 33
31 19
17
17
on
5.10
Source
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3428
3432
3437
3434
3426
3427
17h24m
March 5 02h19m;
TABLE 5.4 Effect of the Model in Figure 5.10
on Hypocenter Determinations*
Event Source
No. Coordinates
(km)
Y
81
78
74
74
77
105
z
8
8
8
8
8
.5 6
"location" calculated with HYPOINVERSE*
x
50.1
46/6
50.4
41.4
58.7
84.6
coordinates
(km)
Y
85.7
65.4
69.2
73.3
76.0
106.1
ori gi n
time
(sec)
nor
-0.04
0.85
0.85
0.52
0.68
0.19
dcs mag rms erh erz
.6
.3
.0
.0
.8
.1
2.3
2.5
2.6
pdc
2.1
1.5
Al thoug
to the
h the hypocentral coord
grid of Fig. 5.11, for
source coordinates were gi
(minutes) = X/2 and depth
"true" origin time of 0.
4.5.
inates are given in
calculations with H
as latitude minutes
= Z. The origin time is
The other parameters are
kilometers corresponding
POINVERSE station and
= Y/2, longitude
given relative to a
as described in Table
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TABLE 5.5 Slope and
Only shots
water wave
3436, 3438
Intercept for Travel Times of Large Shots.
for which range was calculated from
travel times are included. Shots 3425,
3441 and 3442 not included.
a. Range less
data set
all
W2,
W5,
M2,
W3,
W6
M3,
W4, W8
Wl, W7
than 30 km
no. of
readings
20
4
5
11
sl ope
145 ±0.007
174 ±0.034
148 ±0.023
139 ±0.007
intercept
0.414±0.146
-0.231 ±0.828
0.479±0.538
0.473±0.140
vel ocity
6.90 ±0.34
5.75±1 .17
6.76±1 .20
7.19 ±0.37
b. Range greater than 30 km
data set no. of
readings
slope intercept velocity
W3, W4, W8
W6
M3, W1, W7
W1, W7
M2, M3
a11
W2,
W5,
M2,
.001
.002
.002
.002
.002
.006
1.000
1.233
1 .129
0.747
1.083
0.869
±0 .104
±0.118
±0.130
±0.126
±0.134
±0.236
00 ±0.
13 ±0.
13 ±0.
75 ±0.
00 ±0.
13 ±0.
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TABLE 5.6 Relocations of Large Shots Relative to the Velocity
Structure of Chapter IV.
Depth fixed at 0.05 km for all events.
shot origin time*
number sec
latitude longitude nor mag dcs rms
33.16 104
50.87 104
2.64 104
49.48 104
38.44 104
30.33 105
49.91 105
3.28 105
9.71 104
18.46 104
5.95 105
18.87 105
29.24 105
0.53 104
12.10 104
45.40
43.50
45.23
57.24
59.61
14.95
22.05
8.64
55.56
58.22
27.66
8.63
6.61
21.36
29.59
281 32.3 0.31
258 20.7 0.11
192 1.4 0.11
159 20.9 0.07
228 29.1 0.08
285 18.6 0.04
141 1.0 0.11
168 16.8 0.10
127 7.8 0.13
277 10.4 0.11
272 22.9 0.10
265 26.4 0.07
300 35.3 0.11
313 42.2 0.31
299 33.2 0.15
*r i g i n time of OhOmOsec corresponds to the true shot time
** See Table 4.5 for explanation of column headings
erh**
3425
3426
3427
3428
3429
3430
3431
3432
3433
3434
3435
3437
3433
3441
3442
23
23
0
23
23
23
23
23
23
23
23
23
0
0
23
59
59
0
59
59
59
59
59
59
59
59
59
0
0
59
59.82
59.89
0.07
59.85
59.82
59.73
59.88
59.98
59.99
59.82
59.57
59.83
0.12
0.86
59.16
6.3
4.3
1.2
1.0
2.2
4.1
0.9
1.1
0.7
3.7
3.2
4.7
1.1
1.7
8.0
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FIGURE CAPTIONS
5.1 Location of refraction shots during ROSE II.
represent small charges spaced approximately
the dots represent large shots (Table 5.1).
is from Mammerickx (1980).
The lines
1 km apart;
Topography
5.2 Orientation of OBS Ml, deployed during ROSE I. The
seismograms show the water wave recorded on the three
components of the OBS. The insert shows the orientation
and polarity of the horizontal components as determined
from a visual examination of the relative amplitudes and
polarities on the two horizontal components.
5.3 Examples of particle motions.of water waves observed on
OBS M2. The Z axis is positive upwards. Records were
high-pass filtered with a cutoff frequency of 10 Hz
before calculating particle motions. The heavy line
emphasizes the first cycle of motion. A total of 0.15
seconds is shown.
5.4 Apparent
function
orientati
azimuth of the Y axis relative
of azimuth from the OBS to the
on is indicated by a straight 1
to north as a
shot. The mean
ine.
5.5 Examples of effects which might bias the det
of the orientation of horizontal components
from observations of water waves. Examples
calculated for a true azimuth of 0* for the
difference between the apparent azimuth and
azimuth is plotted as a function of azimuth
to the source. The situations modeled are:
ermination
obtained
were
Y axis. T
the true
from the 0
a. a mislocation of the OBS with the true locat
1 km to the north of that assumed. The effect
calculated for source-receiver ranges (relative
assumed OBS location) of 10 and 20 km.
being
the
b. a tilt
is calcul
measured
of the X component 50 to the west.
ated for incident angles of 800 and
from the upward vertical.
The effect
450,
c. a systematic
relative to the
amplification of the X component
Y component of 110% and 150%.
he
BS
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5.6 Particle motion of the first cycle of body waves from
earthquakes and shots observed at instrument M2.
Incidence angles and azimuths were measured from these
plots. Records were low pass filtered with a cutoff
frequency of 10 Hz before calculating particle motions.
The heavy line emphasizes the first cycle of motion. A
total of approximately 0.5 seconds is shown. The
horizontal components have been rotated to the radial (R)
and transverse (T) directions.
a. P waves
b. S waves
5.7 Particle motions of P waves observed at M3 (see figure
caption 5.6). Horizontal components have not been
rotated.
5.8 Incident angles and azimuths of P waves observed at OBS
M2. The arrows represent the apparent azimuth of
propagation as seen at M2, assuming an orientation for
Hl of 57*NE. The number represents the observed -
incidence angle, in degrees, measured from the downward
vertical. The straight line 'at the shots shows the
straight line azimuth from source to receiver and the
dashed line shows the difference between the orientation
of Y determined from the water wave from that particular
shot and the average orientation. The amplitude of the
azimuthal deflection of the P wave is much larger than
the scatter in the orientation determined from the water
waves. The 3000 m contour from the Mammerickx (1980)
map of the Orozco Fracture Zone is shown for geographic
reference.
5.9 Effect of 50 westward tilt of the geophones on the
apparent incident angle and azimuth. Curves are shown
for incident angles of 50, 20* and 450, measured from
vertical and an incident azimuth towards the west.
5.10 Apparent vs. true incident angle for P waves as a
function of the P wave velocity, Poisson's ratio and
density beneath the OBS.
5.11 Model for tracing rays
angles and azimuths at
a. Horizontal distribution of t
105*W, latitude 150N and the 30
Mammerickx (1980) map are shown
represents the position of OBS
represent the position of sourc
circles are the source position
6 km. The shaded areas delimit
velocity gradients and the lett
the velocity-depth profiles in
to match the observed incident
M2.
he grid. Longitude
00m contour from the
for reference. The star
M2 and the circles
e points. The open
projected to a depth of
the zones of lateral
ers show the position of
Figure 5.11c.
b. Values of P-wave velocity at the grid points.
c. Velocity-depth profiles at points A,B,C and D marked
on Figure 5.lla.
5.12 Schematic illustration
in apparent azimuthal
5.13 Effect of the velocity
earthquake locations.
locations. The "true"
parameters are given i
explanation, see the t
of a structure which could result
deflections of more than 900.
model of Figure 5.11 on
The numbers identify source
and "apparent" hypocentral
n Table 5.4. For further
ext of figure caption 5.lla.
5.14 a. Effect of the velocity model of Figure 5.11 on the
takeoff angles and azimuths for sources in region 2.
Events 1, 3 and 5 from Figure 5.13 and Table 5.4 are
shown. The "true" takeoff angles are plotted on the
lower hemisphere of the focal sphere for all events; the
"apparent" angles for events 1 and 3 are plotted on the
upper hemisphere.
b. Examples
fault plane
fault plane
of "true"
solutions
sol uti ons
(a,b,c) and "ap
from event 1.
in Figure 4.22.
parent" (a',b',c')
Compare to the
5.15 Location of the refraction
chapter. The nomenclature
profiles is shown.
profiles analyzed in this
used to refer to these
248
249
5.16 Record sections discussed in this chapter. Travel times
in this, and in all subsequent travel time-range plots,
have been reduced by A/(8.0 km/sec), where A is range
(km). Travel times have been corrected for topography
and a range dependent amplification has been applied
(see text).
a. Line 1-WH5-N
b. Line 1-WH5-S
c. Line 1-WH6-N
d. Line 1-WH6-S
e. Line 2-WH4-S
f. Line 4-WH4-W
g. Line 2-WH4-N
5.17 P-wave travel time-distance data for refraction lines
from ROSE II. The data have been corrected for
topography as described in the text.
a) Line l-WH5-S and Line 1-WH6-N
b) Line 1-WH6-S, Line 2-WH4-S and Line 4-WH4-W
5.18 Travel times uncorrected for 'topography for lines shown
in Figure 5.17a. For ranges less than 20 km, the shape
of the T-X curve is not affected by the correction. The
effect for ranges greater than 20 km is shown by the
arrows.
5.19 Velocity-depth profiles derived from the travel
time data in Figure 5.17a.
5.20 a) Corrected and uncorrected travel time data for line
1-WH5-N. The label in parentheses on the time axis
corresponds to the uncorrected travel times.
b) Corresponding P-wave velocity-depth profile.
5.21 Corrected and uncorrected travel time data for line
2-WH4-N. The effect of modifying the topographic
profile used for the correction is illustrated.
The data corrected using the depth beneath the shot and
two alternate models (A and B) are shown.
5.22 Figure 5.22a shows synthetic seismograms calculated for
the velocity models of Figure 5.22b in order to model
the amplitude-range pattern observed on line 1-WH5-S'and
line 1-WH6-N. Figure 5.22c shows the corresponding
travel time curves compared to the data. See text for
further discussion.
5.2. Same as Figure 5.22 for line 1-WH6-S, line 2-WH4-S, and
line 4-WH4-W.
5.24 Travel
during
time-distance data for the large shots
ROSE II at WHOI and MIT instruments.
recorded
5.25 Average travel times at groups of stations for
individual large shots with ranges greater than 30 km.
5.26 Velocity structure used to calculate the locations in
Chapter IV compared to the results from the refraction
data.
5.27 "Locations
Chapter IV
locations
are the ca
confidence
triangles
of shots relative to the velocity model o
The open circles represent the shot
determined from the navigation and the dots
lculated locations. The axes of the 95%
ellipse of the solution are also shown. 0
represent the station locations.
5.28 Station residuals from the shot locations a
of azimuth. The shaded rectangles show the
the earthquake locations presented in Table
region 1 and the diagonal lines indicate re
region 2. The mean residual at the station
shown.
f
pen
s a function
results from
4.6 for
siduals from
is also-
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CHAPTER VI
SUMMARY, SYNTHESIS & SPECULATIONS
In this thesis, seismic waves generated by sources
ranging from 2.7 kg. shots of TNT to magnitude 5 earthquakes
(approximately equivalent in energy release to the 1946
atomic blast at Bikini Island; Bolt, 1978) have been studied
to determine the seismic activity and crustal structure of
the Orozco transform fault. The purpose of this chapter is
to summarize and synthesize these diverse results into a
picture of the current tectonic activity and to speculate on
the history that has resulted in the present configuration.
The tectonic history of the-central eastern Pacific
Ocean and the bathymetric and magnetic anomaly data from the
transform zone were summarized in Chapter II; the teleseismic
history, as recorded by the World Wide Standard Seismograph
Network (WWSSN) was also studied. That the plate tectonic
configuration of the central eastern Pacific has undergone a
major reorganization during the past several million years is
well documented in the bathymetry and magnetic anomalies to
the west of the present axis of the East Pacific Rise
(Klitgord and Mammerickx, 1982). Portions of the East
Pacific Rise have jumped to the east, and the Rivera-Cocos
plate boundary has migrated northward. The tectonic role of
the Orozco Fracture Zone has changed during this evolution.
From the time of anomaly 5 to anomaly 3, it was the boundary
between the Rivera and Cocos plates and offset the East
Pacific Rise by hundreds of kilometers. This role is
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now played by the Rivera Fracture Zone to the north, and
the Orozco Fracture Zone offsets the East Pacific Rise by
only 90 km.
The bathymetry of the transform portion of the Orozco
Fracture Zone does not resemble that of other transform
faults which have been studied in detail. Most transform
faults are represented by a zone about 10 to 30 km wide
containing one or two well-defined troughs oriented parallel
to the spreading direction. The Orozco transform fault, on
the other hand, covers an area of 90 x 90 km which includes
ridges and troughs trending both parallel and perpendicular
to the present regional spreading direction. The zone of
disturbed topography, moreover, extends to the south parallel
to the axis of the East Pacific Rise. Magnetic anomalies
indicate a recent eastward shift of the spreading axis. The
details of this evolution, however, cannot be resolved from
the available magnetic anomaly data. The main physiographic
features of the transform zone are illustrated in Figure 6.1.
Questions posed are: Where is the trace of the active plate
boundary as defined by the seismicity? What are the lateral
and vertical dimensions of the seismic zone and what are the
source mechanisms of the earthquakes? What is the origin of
ridges a and a and do they represent current or relict
tectonic features?
The results of the teleseismic study are consistent with
those of similar studies of teleseismic earthquakes from
transform faults but are not precise enough to answer the
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above questions. The epicenters of teleseismic earthquakes
are too scattered to delineate the active plate boundary.
The average fault width, determined from the seismic moment
sum, is 0.5 km but this estimate may be in error by up to an
order of magnitude. A detailed study of one of the largest
earthquakes (mb = 5.1) indicates right lateral strike slip
motion along a fault with a strike parallel to the spreading
direction and constrains the source depth to be less than 5
km.
The transfer function between
recorded by the MIT OBS, including
ground motion and the
the response of the
recording electronics and the coupling of the instrument to
the seafloor, was determined in Chapter III. This
information is required for further study of the waveforms
recorded by these instruments.
Hypocentral coordinates of 70 microearthquakes recorded
by the 29 station ROSE network in the Orozco Fracture Zone
were determined in Chapter IV. This represents 85% of the
events for which 4 or more arrival time readings were
available. The locations were calculated on the basis of an
assumed laterally homogeneous velocity structure which was
adapted from the results of several seismic refraction
profiles obtained during previous experiments in the region.
The 95% confidence ellipsoids of the solutions indicate that
most of the epicenters are precise to within at least 2 km
given the assumed velocity model; the error on the depths are
slightly larger. The effect on the locations of changes in
data
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the layered velocity model are, in general, less than 1 km.
The epicenters are shown superimposed on the bathymetry
in Figure 6.2 and clearly define the active plate boundary.
Squares denote earthquakes located with at least 10 readings;
dots denote fewer than 10 readings. This provides a rough
estimate of relative size. Moments of the larger events,
derived from the spectra of waveforms recorded by the MIT
OBS, range over more than three orders of magnitude with
largest being at least 2.3 x 1020 dyne cm.
All but one of the earthquakes lie within the transform
portion of Orozco Fracture Zone. About half are aligned
along trough A which is a narrow, deep trough striking
parallel to the spreading direction and defines the northern
boundary of the transform zone (referred to as region 1).
The other epicenters, along trough B and ridge a' (region 2),
are not obviously related to topographic features. No
activity was located in trough C; the apparent absence of
seismic activity in this region is supported by the
observation at stations in or near the trough that the
arrival time difference between P and S waves for the closest
events recorded corresponds to sources in region B. No
earthquakes were located at the eastern end of trough B near
the intersection with East Pacific Rise; a station located in
this region, however, detected many close events which were
probably too small to be detected throughout the network.
The temporal-spatial sequence of activity in region 1 is
shown in Figure 6.3. During the first few days, activity
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occurred at both ends of the trough. This was followed by
several days with very little activity which was terminated
on March 8 by a mainshock-aftershock sequence near 105*6'W
which broke a portion of the fault which had previously been
quiet. The mainshock of this sequence is the largest
earthquake of the experiment and represents over half of the
total moment. An eastward migration of the aftershocks with
time along what may be a single fault plane can be resolved.
A "seismic gap" preceeding this sequence is observed even for
earthquakes so small that they were recorded at only a single
station and for which locations were estimated from the P-S
arrival time difference. All but three of the earthquakes in
region 1 show first motion radiation patterns compatible with
right lateral strike slip motion along a steeply dipping
fault parallel to trough A.
Most of the earthquakes in region 1 were very shallow
(<4 km). The decrease in depth as the rise-transform
intersection is approached which is predicted by simple
thermal models of spreading centers, however, is not
observed. In fact, the deepest hypocenters, observed for a
sequence of events near 105*12'W, are within 10 km of the
rise-transform intersection and the focal depths of 4 to 7 kml
appear to be well determined. This contrasts with depths of
less than 2 km for most of the earthquakes in the
mainshock-aftershock sequence. The apparent depth difference
is supported by the waveforms observed at the MIT OBS M2 and
M3. For events near 105*6'W, a clear Pn arrival is observed
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as the first arrival, and the arrival time difference between
Pn and the direct arrival constrains the mainshock and the
four largest aftershocks to be at essentially the same depth.
First arrivals from events near 105*0'W also show Pn
character. P waves from earthquakes near 105 0 12'W, however,
have simple, impulsive waveforms indicating a source below
the Moho. This observation suggests that the Moho is
shallower than about 4 km near the rise-transform
intersection; moreover, it requires that the rock at this
depth be cool enough to generate earthquakes with moments of
about 1019 dyne cm.
These results on the seismicity in region 1 are not
affected by the lateral velocity heterogeneities found in
Chapter V.
In Figure 6.4, the temporal-spatial sequence of activity
in region 2 is shown. Except for recurrent activity near
150 12'N, 104 0 47'W, no systematic pattern is observed and
apparent depths are scattered from 0 to 15 km. Also note the
marked difference in topographic character between trough A
and trough B. The first motion radiation patterns for these
events plotted relative to a laterally homogeneous model
cannot be interpreted in terms of double couple fault plane
solutions. Inconsistencies are also observed between
locations calculated primarily from P wave arrivals and S-P
arrival time differences observed at stations M2, M3 and T13.
The questions that arise are: What is the nature of
earthquakes beneath ridge 0'? Are the source mechanisms
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truly anomalous or is our assumption of lateral homogeneity
at fault? What is the cause of the apparent S wave delays?
These questions can be tentatively answered by the results of
Chapter V.
Various aspects of the crustal structure in the tranform
were determined in Chapter V. Incident angles and azimuths
observed at station M2 from natural and explosive sources,
lines of small charges shot to WHOI OBH, and 500 lb shots of
TNT recorded by WHOI and MIT instruments provided data for
this study. The results from the three data sets are
mutually consistent and are summarized in Figure 6.5. The
upper mantle velocity is 8 to 8.13 km/sec throughout much of
the transform region; the crust under ridge a (and inferred,
by symmetry, under ridge a) is anomalous compared to the
"normal oceanic crust" in the region; and a low velocity
zone, perhaps a magma chamber, is suggested near the western
end of trough B.
Wave propagation directions observed at station M2 from
both earthquake and explosive sources to the north, west and
south show a systematic deflection relative to the angles
expected for a laterally homogeneous crust. The azimuthal
deflection varies with geographic azimuth while the angles of
incidence are consistently around 400. Sources in the
central transform (region 2) have small incident angles and
the azimuths are deflected to such a degree that they
actually appear to arrive from the west. Several factors
affecting the observed angles are discussed and we conclude
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that at least some of the deflection must be caused by
lateral velocity gradients in the transform region.
Geologically reasonable structures which might explain the
observations are examined by tracing rays with endpoints
fixed at the source and receiver through three dimensional
velocity grids.
To explain the observations from the north, west, and
south, the final model has high velocities in the upper
mantle below ridge a to the west of M2. Geologically, this
model is compatible with a Moho which approximately follows
the topographic contours. To model the general features of
the observations from the central transform, a region.of low
velocities simulating a magma chamber is required between the
sources and the receivers. We cannot, however, resolve the
detailed geometry and lateral extent of this proposed body
from the available data.
By calculating synthetic travel time data from sources
in regions 1 and 2 to points corresponding to stations in the
ROSE network, we can qualitatively evaluate the effect of the
proposed structures on the hypocenter and fault plane
solutions calculated relative to a laterally homogeneous
structure. Results from region 1 are not significantly
affected. In region 2, however, hypocentral mislocations of
up to 10 km are induced. In particular, an 8 km deep
"source" along the northern edge of trough B appears to be
under ridge a' at a depth of 17 km, near the apparent
hyoocenter of one of the largest events from ROSE. The
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"relocation" of a 500 lb shot in trough B from travel times
recorded by MIT and WHOI instruments also shows a similar
mislocation. Because the ray paths are 8 to 15% longer than
for a laterally homogeneous model, this structure is
consistent with the observed delay of S waves relative to P
waves observed at M2 and M3. Model fault plane solutions,
corrected for the distortions of the azimuths and take-off
angles induced by the low velocity zone, suggest that the
perplexing observations from earthquakes in region 2 might
actually represent normal faulting with a component of right
lateral strike slip along NW striking planes. That the low
velocity region deduced from the observed incident angles and
azimuths provides answers to the questions posed by the
locations calculated with a laterally homogeneous model is
circumstantial evidence supporting the validity of the
model.
Two distinct crustal types were determined from the
refraction profiles recorded on the WHOI OBH. For the
relatively smooth crust characteristic of that formed at fast
spreading rises, a structure typical of oceanic crust
throughout the world's oceans is found from 3 different,
unreversed profiles. A 1.5 km thick layer in which velocity
increases from 3 to 6.7 km/sec overlies a thick layer with
nearly constant velocity of about 6.8 km/sec. Modeling of
the amplitude pattern of the Moho triplication point
constrains this layer to be about 4.5 km thick with a total
crustal thickness of 6 km.
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A reversed profile under ridge , on the other hand,
indicates a velocity gradient of 0.5 sec- 1 throughout most of
the crust (from 5.25 km/sec to 7.15 km/sec over 3.5 km).
This gradient decreases to about 0.1 km/sec at the base of
the crust. A thin, high gradient layer must exist in the
upper few hundred meters to satisfy the travel time data.
Modeling of the amplitudes at the Moho triplication point
constrains the crustal thickness to be about 5.4 km. Because
of the topographic similarity of ridges a and a, this
anomalous structure is also inferred for ridge a.
The upper mantle velocity of 8 to 8.13 km/sec is
determined from the travel times of large shots to MIT and
WHOI instruments. No difference can be resolved between the
upper mantle velocity beneath the "anomalous" crust of ridges
a and 6 and that beneath "normal oceanic crust". Delays are
observed for shots crossing troughs A and B but the data are
too sparse to provide quantitative constraints on the
structure. No delays are observed for shots crossing beneath
trough C. The intercept times support the inference from the
other two data sets that the crust under ridges a and is no
thicker, and is possibly thinner, than that beneath "normal
oceanic crust".
Although we must remember that a mere two week sample of
seismicity may be significantly biased, we conclude from the
results presented above that the actual plate boundary in the
Orozco transform fault extends along trough A from the East
Pacific Rise to 15*25'N, 104*55'W with a strike of 080*,
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changes to a north-south strike until 15015'N, 104 0 50'W, and
then continues along trough B with a strike of 2900 until it
reaches the East Pacific Rise at 1507'N, 105 030'W. The band
of seismicity along trough A indicates that the instantaneous
plate boundary is less than 3 km wide. In contrast to
results from other studies of seismicity at ridge-transform
intersections, the seismic zone does not appear to widen near
the intersection; nor does the depth of the trough increase.
No earthquakes were detected along the north-south section
which must, by this interpretation, be a 20 km long spreading
center. This is consistent with results from other studies
which find that transform faults are more active seismically
than spreading centers, particularly at intermediate to fast
spreading rates. Seismicity resumes along trough B which must
be either a series of short ridge and transform sections or
an oblique spreading center. The tentative interpretation of
normal faulting with a component of right lateral strike-slip
motion suggests a configuration intermediate between these
two extremes. For example, the narrow section of trough B
near 15*11'N, 104*46'W may be a zone of oblique shear which
joins two small spreading basins and along which earthquakes
are concentrated. The absence of seismicity, even to the
lowest level detectable by a single instrument, associated
with trough C and ridges a and a over the two-week period of
ROSE is insufficient evidence to justify discounting this
system as an active tectonic element. The absence of any
upper mantle velocity anomaly below C, however, supports the
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inference that these are relict features.
The present configuration, however, cannot have existed
for more than a few hundred thousand years because, closing
the seafloor along this boundary, one soon encounters
topographic obstacles. Figure 6.6a shows an estimate of the
extent of crust formed at the present boundary in the past
700,000 years (the width of the central anomaly). This
figure suggests that before this time trough C represented
the axial valley of the spreading center (Figure 6.6b). The
apparent rotation of trough C and ridges a and a and the
pinching out of anomalies J and 2 (and perhaps also the
central anomaly) on the east flank of the present rise axis
from 12 to 150N suggest a "propagating rift" (Hey et al.,
1980) mode of transferring the locus of spreading. More
detailed bathymetric and magnetic anomaly data are required
before the timing of the process can be resolved.
A possible explanation for the anomalous velocity
structure under ridge is that hydrothermal circulation
penetrated more deeply into the crust as spreading became
slower, and that the continuous velocity gradient reflects
cracking and hydrothermal alteration which extend through
almost the entire crust. Alternatively, the similarity of
topographic profiles across ridges a and to those across
the East Pacific Rise from 15030'N to 160N, where the rise is
anomalously shallow and rough (for a topographic wavelength
of several kilometers) for a moderately fast spreading
center, suggests that the topography may at least partly
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reflect a regional chemical anomaly in the upper mantle.
More data, measuring a range of geological, geophysical and
geochemical parameters, are required before this hypothesis
can be evaluated.
The northern part of the Orozco Fracture Zone shows a
topographic pattern characteristic of the "finite width"
transform faults described by Schouten et al. (1980). The
features of their model are summarized in Figure 6.7.
Although the active transform fault is only a few kilometers
wide on a human time scale, in a "steady state" time
frame of thousands of years, the transform migrates back and
forth across a zone 10 to 30 kilometers wide.
In conclusion, the second phase of project ROSE has
provided a data set which is valuable for a number of
reasons. The size of the ROSE network has permitted
hypocentral parameters and source mechanisms of
microearthquakes to be determined with a precision
unprecedented in marine microseismic work. Because of the
complexity of the Orozco transform fault, a variety of
tectonic elements within the general spreading
center-transform fault environment has been sampled. The
refraction data collected in the region have complemented the
study of the microearthquakes by providing additional control
on the crustal and upper mantle velocity structure. Compari-
son of different instruments, both during ROSE and during
preliminary tests, has led to a better understanding of some
of the problems which have plagued OBS studies in the past.
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FIGURE CAPTIONS
6.1 Physiographic features of the Orozco Fracture Zone (see
figure caption 2.4).
6.2 Epicenters of earthquakes located in the Orozco Fracture
Zone during project ROSE.
6.3 Seismic activity in region 1 (see figure caption 4.7).
6.4 Seismic activity in region 2 (see figure caption 4.17).
6.5 Summary of the information on crustal structure in the
Orozco transform fault region determined in Chapter V.
6.6 a. Present location of the Pacific-Cocos plate boundary
in the region of the Orozco transform fault.
b. Proposed plate boundary 700,000 years ago.
6.7 "Steady-state" geometry of a finite width transform zone
that offsets two spreading centers (heavy double lines).
This geometry has been calculated for strike-slip
transform fault activity that is normally distributed
about the median axis of the transform zone with
standard deviation a. The numbered ioschrons illustrate
the asymmetric evolution of the seafloor in a finite-
width transform zone. Note the mixed-age isochrons in
the inactive parts of the transform. Hachures indicate
seafloor with transform deformation history (from
Schouten et al., 1980).
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Source characterization of two Reykjanes Ridge
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Source Characterization of Two Reykjanes Ridge Earthquakes:
Surface Waves and Moment Tensors;
P Waveforms and Nonorthogonal Nodal Planes
ANNE M. TRE-Hu
MIT/ WHOI Joint Program in Oceanography, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139
JOHN L. NABELEK AND SEAN C. SOLOMON
Department of Earth and Planetary Sciences, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139
Well-constrained fault plane solutions from P wave first motions for mid-ocean ridge normal-faulting
earthquakes usually require nonorthogonal nodal planes. Local structural effects and/or departures from -
a double-couple source mechanism have been invoked to explain this phenomenon. In order to obtain an
independent determination of the source mechanisms for the April 24, 1970, and April 3, 1972, events on
the southern Reykjanes Ridge, we invert the Rayleigh wave radiation pattern to obtain the source mo-
ment tensor. The moment tensor formulation should be particularly well suited to this problem because
it is not restricted a priori to a double-couple source mechanism. A potential drawback of the technique,
however, is the requirement that phase velocities along the earthquake-station paths be known very accu-
rately in order to obtain the source phase from the observed phase, and an objective of this study was to
determine whether a regionalized phase velocity model compiled from published dispersion curves is
adequate. The results of the moment tensor inversion for both events indicate shallow normal faulting
with the tension axis approximately horizontal and perpendicular to the local strike of the ridge. Appar-
ent departures from a pure double-couple source seem to result from errors in the data and the poor reso-
lution of the M., and M, components of the moment tensor for shallow sources. After performing-she
inversion under a series of increasingly more stringent constraints we conclude that the data for both
events are compatible with pure double-couple sources with moments of 4.8 and 7.5 x 104 dyn cm, re-
spectively. We then show that interference between P, ,P, and sP due to shallowness of the source can
account for the observed nonorthogonality and match the observed P waveforms for the April 3, 1972,
event with theoretical seismograms calculated for a shear fault whose orientation is consistent with the
surface wave solution. The best fit to the data is obtained for a long, narrow fault (13 km by 3 km), with
rupture initiating near the seafloor. The moment indicated by the P waves is 7.5 x 102" dyn cm. These
source parameters give an average displacement of about 60 cm and a stress drop of 30-60 bars, taking
into account various uncertainties. Although we might expect attentuation to be high in the mid-ocean
ridge environment, the average attenuation required to fit the teleseismic data is not higher than normal
(t* - 1 s). The P waves from the April 24, 1970, earthquake were too small to be suitable for quantitative
modeling by synthetic seismograms but are qualitatively consistent with a shallow fault model similar to
that for the larger event. We conclude that the faulting process described by these two earthquake mech-
anisms is directly related to the formation of rift valley topography.
INTRODUCTION
Fault plane solutions of ridge crest earthquakes regularly
indicate nonorthogonal nodal planes for -normal faulting
events (Sykes, 1967, 1970; Solomon and Julian, 19741. Because
orthogonal nodal planes are implicitly required by the
double-couple faulting mechanism from which the fault plane
solution is derived, either a process must be found whereby
the true body wave radiation pattern is distorted to yield an
apparent nonorthogonality, or an alternative faulting mecha-
nism must be found. Several explanations for this phenome-
non have been proposed. Solomon and Julian [1974] demon-
strated that a low-velocity wedge below the ridge, the
existence of which is predicted by thermal models and con-
firmed by surface wave and refraction studies, can focus rays
from a source on the ridge, thus collapsing the apparent di-
latational quadrant. Other explanations include (1) an ex-
plosive volcanic component superimposed upon the double
couple {Solomon and Julian, 19741, (2) a mechanism of exten-
sional failure in a porous, fluid-saturated medium [Robson et
Copyright @ 1981 by the American Geophysical Union.
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al., 19681, and (3) interference between P, pP, and sP resulting
from the shallowness of the source [Hart, 19781.
Focusing of rays below the source and interference at the sur-
face are explanations invoking structural effects which would
distort the apparent body wave radiation pattern of a double-
couple fault but which should not strongly affect the surface
wave radiation pattern. A true source mechanism of an ex-
plosion or of tensional cracking, on the other hand, should be
manifested in the surface waves as well as in the body waves.
An independent source mechanism determination obtained
from the surface waves should therefore help to distinguish
the cause of the nonorthogonality. The recently developed
technique of inverting surface wave data to obtain the source
moment tensor should be especially suited to this problem,
since the moment tensor is not restricted a priori to corre-
spond to a double couple. The surface wave solution can then
provide a base from which the body wave problem can be re-
examined.
The frequency of teleseismically observable events com-
bined with a fortuitous location with respect to azimuthal cov-
erage by the World-Wide Standard Seismograph Network
(WWSSN) makes the southern Reykjanes Ridge an excellent
laboratory for studying the mechanism of faulting on a slowly
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Fig. 1. Bathyametrc map of the southern Reykjanes Ridge and Gibbs Fracture Zone. Contours are at 1-km intervals.Earthquakes of mb greater than 5.0 recorded by the WWSSN from 1962 to 1978 are shown by dots. Fault plane solutions
are from Einarsson 119791. Bathymetry from NAVOCEANO World Relief Map, NA-4, May 1977.
spreading ridge and the phenomenon of nonorthogonal nodal
planes. Although one could argue that the area might be
anomalous owing to proximity to the Iceland hot spot, topo-
graphically and geochemically, the ridge south of about 59*N
appears to be beyond the hot spot's direct influence [Vogt and
Johnson, 19751. Spreading direction is approximately per-
pendicular to the ridge, and the axis is broken by an axial val-
ley characteristic of its spreading rate. This contrasts with the
obliquely spreading, smooth, shallow ridge to the north. The
seismicity south of 59*N is also much more characteristic of
that of the 'average' Mid-Atlantic Ridge [Francis, 1973].
North of 59*N the Reykjanes Ridge is nearly aseismic, resem-
bling in this respect a fast spreading rise. The southern Reyk-
janes Ridge, on the other hand, has experienced several earth-
quakes with body wave magnitude mb up to 5.5 since the
inception of the WWSSN. Detailed bathymetric studies show
that the transition between the two regimes is marked by a
several-fold increase in offset across the fault scarps which
border the axial constructional volcanic pile [Laughton et aL,
19791.
Figure 1 is a topographic map of the area showing earth-
quakes with m, greater than 5 which were recorded between
1962 and 1978. Most of the ridge earthquakes display the pro-
nounced distortion of the body wave radiation pattern charac-
teristic of mid-ocean ridge events. Note, however, that for the
April 24, 1970, earthquake at 56*N, compressional first arriv-
als appear nearly to cover the focal sphere.'This mechanism,
determined by Einarsson [1979], originally inspired our inter-
est in the area. Einarsson suggested that this event might be
an extreme manifestation of the nonorthogonality. An analy-
sis of the surface wave radiation pattern was undertaken to
determine whether this event might perhaps be an explosion.
In this paper the Rayleigh wave displacement spectra from
the April 24, 1970, Reykjanes Ridge earthquake are inverted
to obtain the source moment tensor. A moment tensor solu-
tion was also obtained for the April 3, 1972, event (Figure 1),
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TABLE 1. Locations of Reykjanes Ridge Earthquakes Studied in
This Paper (From the International Seismological Centre)
Magnitude*
Date Time, UT Location, deg mb Mst
April 24, 1970 0123:17 55.64*N, 35.03*W 5.3 5.4
April 3, 1972- 2036:20 54.33*N, 35.20*W 5.1 5.5
*Although the 1970 event is assigned a larger mb by the ISC, an ex-
amination of seismograms recorded at the same station for the two
events indicates that these values are erroneous, as P wave as well as
surfbes wave arrivals are consistently of larger amplitude for the 1972
event.
tFrom USCOS and NEIC
*This event was the second of a pair of events at the same location
and of approximately the same magnitude which were separated in
time by I hour, 43 min. Seismograms for the two events are remark-
ably similar. The second event was chosen for study because clear P
wave arvals were observable for a greater range of azimuths and dis-
tances. These two events were not accompanied by any smaller tele-
seismically recorded events, unlike the 1970 earthquake, which was
the largest event of a swarm sequence.
which yielded a well-constrained fault plane solution from P
wave first motions requiring nodal planes separated by ap-
proximately 60*. The locations of these events are given. in
Table 1. The moment tensor solutions for both events indicate
shallow normal faulting with the tension axis perpendicular to
the strike of the spreading center.
We then show that the apparent nonorthogonality of the
body wave solution for the April 3, 1972, event may be attrib-
uted to the interference effects between direct P, pP, and sP
and that the body waveforms can be reconciled with the
source mechanism obtained from the surface waves. We con-
clude that the April 24, 1970, event was too small to yield a re-
liable fault plane solution if the amplitude of the background
noise and expected amplitude of the first arrival are consid-
ered. The observed body waves from the slightly larger April
3, 1972, event, however, are matched with synthetic seismo-
grams calculated for a finite fault with an orientation corre-
sponding to the moment tensor solution and suggest a narrow,
long, shallow fault plane which reached the seafloor. This
mechanism may correspond to faulting which breaks through
the thin axial crust and contributes to the topography of rift
valley and mountains.
SOURCE MECHANISM FROM SURFACE WAVES
Background
Surface waves are especially useful for studying oceanic
earthquakes because such events are often too small to yield
reliable fault plane solutions [Kaka and Weidner, 19791; those
fault plane solutions which have been obtained for spreading
center events raise questions concerning the basic assumptions
about the source mechanism. The radiation pattern of surface
waves can be used to obtain an independent determination of
the source mechanism. Moreover, because the surface waves
used for this determination have a longer wavelength than the
body waves used for the fault plane solution, they are less af-
fected by structural anomalies immediately below the ridge
axis.
The representation of the far-field displacement in terms of
the moment tensor was first presented by Gilbert [19701 and
Gilbert and Dziewonski [19751 for free oscillations and was ex-
tended to surface waves by McCowan [19761 and Mendiguren
[1977] and to body waves by Stump 119761 and McCowan
[1977. Seismic waves radiated from a source at a given depth
can be expressed as a linear combination of the moment ten-
sor components. For surface waves, the inversion to obtain the
moment tensor is much more rapid than the traditional trial
and error method of calculating theoretical spectra for all pos-
sible combinations of strike, dip, and slip of a double-couple
fault and matching the observed amplitude and phase spectra
independently [e.g., Ben-Menahem and Toks#z, 1962, 1963;
Mitchell, 1973; Patton, 19761. Another advantage of the mo-
ment tensor representation is that it is not restricted to a
double-couple source mechanism and should therefore pro-
vide insights into possible departures from this generally as-
sumed faulting model. Other possible mechanisms contain
isotropic and/or compensated linear vector dipole com-
ponents [Knopoffand Randall, 19701. For example, a tensional
crack corresponds to the superposition of an explosion and a
compensated linear vector dipole.
The formulation of the problem of retrieving the moment
tensor from the vertical component of the Rayleigh wave is
given in Appendix A. In summary, the moment tenSor com-
ponents can be retrieved from the real and imaginary parts of
the observed source spectrum [Mendiguren, 1977; Patton and
Aki, 19791:
real = A,, cos , M.G 2(h, f) + (M.
+ M,,)G,(h, f,) - (M,, - M.)GI(h, f,) cos 28,
- + 2MyG, (h, f,) sin 29, + Eu" (la)
imaginary = A, sin oy= M.G 3(h, f,) cos 8,
+ M,G 3(h, f,) sin , + E~j (lb)
In (1), A. and 4, are the amplitude and phase delay observed
at station ] and frequency f, after having been corrected for
the effects of propagation and the source time function, 9, is
the azimuth of station j with respect to the earthquake, and
the E" and Ej are error terms. The G, are real functions of
depth and frequency and are calculated for the appropriate
source velocity and density structure using Saito's [1967] al-
TABLE 2. Velocity Model for the Mid-Atlantic Ridge, From
Weidner (19741
Thickness, p, a,
km g/cm3  km/s km/s
3 1.03 1.52 0.0
6 3.05 6.40 3.70
11 3.40 8.10 4.60
10 3.40 8.10 4.33
10 3.38 8.00 4.33
20 3.38 7.92 4.33
20 3.38 7.68 4.33
20 3.36 7.65 4.33
20 3.36 7.76 4.00
20 3.36 7.82 - 4.00
20 3.36 8.10 4.00
100 3.36 8.15 4.00
20 3.37 8.15 4.00
20 3.38 8.15 4.00
20 3.39 8.15 4.00
20 3.40 8.15 4.44
20 3.41 8.22 4.51
20 3.45 8.27 4.55
20 3.50 8.32 4.58
300 3.68 8.70 4.80
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Fig. 2. Response curves calculated at different depths for the oceanic model of Table 2: G, - AkY3(h, W)/2; G2 -
A[-Y 2(h, w) - A(h)kY 3(A, o)]/[A(h) + 2p(h)]; G3 - A Y4(h, w)/ph); A - [Y,(0, o)/4Uw21](2k/vr)v2, where r is the data
equalization distance of 4000 km. For definition of other terms, see Appendix A.
gorithm; G, calculated for an oceanic model (Table 2) are dis-
played in Figure 2. For a given depth, the moment tensor
components can be obtained from a one-step inversion of the
real and imaginary parts of the spectrum. Depth can be deter-
mined by inverting for the moment tensor at a series of depths
and choosing that depth which minimizes the residual E2
L{ER)2 + (Ei)2
The resolving power of the inversion is determined by the
behavior of the functions G, over the period range of the data.
We see from (la) that with data from only a single frequency
we cannot independently determine (M,, + M,,) and M.,;
even with data from a range of frequencies, G, and G2 have
too similar a frequency dependence over the frequency range
of long-period surface wave data to permit independent reso-
lution of the diagonal components for most source depths
[Mendiguren, 19771. The constraint -.3MV= 0, equivalent to
no volume change, can be analytically imposed without de-
stroying the linearity of the problem. Under this constraint,
however, an explosive component in the source will masquer-
ade as a vertically oriented compensated linear vector dipole.
This effect will be examined further in the discussion of the
surface wave results. We can also see that G3 approaches zero
as depth decreases because it is proportional to one of the
stress eigenfunctions (Appendix A). This results in poor reso-
lution of the M, and M,, components for very shallow
sources, and we may be forced to impose an additional con-
straint. If we have evidence indicating that the principal stress
axes are approximately horizontal and vertical, we can as-
sume that the imaginary part of the spectrum is due to noise
in the data and solve for M M,,,, M,,, and M,,y with M,,, and
M,, identically equal to zero. This constrains the correspond-
ing double couple fault mechanism to be either dip slip with a
dip of 450 or vertical strike slip.
A drawback of the moment tensor inversion method is the
requirement that the phase velocity along the earthquake-sta-
tion path be known very accurately [Aki and Patton, 1978] in
order to correct the observed phase back to the source. In the
moment tensor formulation, amplitude and phase cannot be
decoupled without destroying the linearity of the problem (for
an example of a nonlinear inversion using amplitude data
alone, see Kafka and Weidner [1979]).
The relationship between the observed phase and the 4, of
(1), in units of cycles, is
o = +,* --e" ' +{[T - D,/Cy4]f,+ 0.125 ± n (2)
where 0,J is the instrument phase response, T is the time
between the origin time and the beginning of the digitized rec-
ord, D, is epicentral distance in kilometers, C, is the phase ve-
locity, the constant 0.125 includes the effects of the source
time function (assumed to be a step) and the asymptotic ex-
pansion of the Hankel function for the notation of equations
(A5) and (1), and n is a constant which arises from the perio-
dicity of the phase and is determined by Cj, . If we assume that
T and D. are known exactly, the error in 4, due to an error
ACy in C,, is A4i = (f,DAC#)/C,,. Numerical experiments [Pat-
ton and Aki, 19791 indicate that random errors on the phase of
up to ±0.125 cycles lead to the introduction of an apparent
non-double-couple component of 0 to 10%; an error of up to
0.25 cycles can lead to 36% non-double couple. The orienta-
tion of the principal axes of the moment tensor, however, re-
mains very stable. For values typical of our data set, an epi-
central distance of 2500 km and a velocity of 4 km/s, the
phase change for a 50-s wave resulting from 0.25% error in the
phase velocity is 0.13 cycles. For a given error in C, the error
increases with increasing epicentral distance and decreasing
period.
In his application of the method to a family of earthquakes
in central Asia, Patton [19801 began by calculating phase ve-
locities for the station-source paths by the method of Weidner
and Aki [19731 using two neighboring earthquakes with differ-
ent known source mechanisms to separate the path and source
Xi 0.24
-12
10
8
C
N.
U
100 70 5040 30
P E R IOD
(seconds)
328
TREHU ET AL.: SOURCE CHARACTERIZATioN OF TwO RIDGE EARTHQUAKES 1705
Fig. 3. Stations and regionalization used for the surface wave
analysis plotted on an azimuthal equidistant projection centered on
the April 3, 1972, event. Regions are labeled with Roman numerals,
and the corresponding phase velocity dispersion curves are displayed
in Figure 4. Circles mark distances of 300 and 60* from the epicenter
of the 1972 event.
effects. The moment tensors of other earthquakes in the re-
gion were then calculated using these path parameters. An
iterative scheme was adopted whereby once the mechanism of
an earthquake had been determined, its 'known' mechanism
was used to refine the values of the path parameters. A moti-
vation for conducting the moment tensor inversions for the
Reykjanes Ridge earthquakes was to see if reasonable results
could be obtained simply by using a regionalized velocity
model to correct for propagation and thus obtain a source
mechanism solution for a single isolated event. An excellent
azimuthal distribution of stations with short, structurally
simple earthquake-station paths coupled with the availability
of layleigh wave phase velocity studies in the North Atlantic
Ocean and adjacent continental regions suggested that such
an approach might be fruitful.
Data
For the April 24, 1970, event, vertical component Rayleigh
waves from 23 stations of the WWSSN and Canadian net-
work were digitized at an interval of 2 s. Each digitized time
series was then Fourier-analyzed and corrected for instrument
response, geometrical spreading, and attenuation. The Q
model of Tsai and Aki (19691 was used. Amplitude spectra
were equalized to a common distance of 4000 km. To decrease
the effect of amplitude fluctuations due to multipathing, the
amplitude spectra were smoothed by averaging over a fre-
quency window of 0.04 Hz centered at each frequency.
The phase spectra were corrected for propagation effects us-
ing the regionalized phase velocity model of Figures 3 and 4.
Regional boundaries were determined from geologic and
bathymetric considerations. The oceanic domain was divided
into young and old lithosphere roughly by the 20-m.y. iso-
chron, and the continental margin was defihed by the 4000-m
isobath. For several necessary continental provinces, phase
velocity dispersion curves were not available in the literature
for the entire period range from 20 to 100 s, and an appropri-
ate curve was extrapolated from curves published for geologi-
caily similar regions. The estimated errors on the phase veloci-
ties given by the authors of the regional studies range from
about 0.2% (oceanic regions and recent studies of continental
regions) to 1.0% (older continental studies). Table 3a shows
the percentage of each earthquake-station path within a given
region. These percentages were used to calculate an appropri-
ate phase velocity for each period at each station.
The corrected source spectra were then sampled at 2-s inter-
vals in period. Examples of seismograms and corrected source
spectra are shown in Figure 5a. Only data for periods between
30 and 60 s were used in the inversion. The earthquake was
too small to excite waves at periods much greater than 60 s,
and data at periods shorter than 30 s were considered unre-
liable because of the effects of structural heterogeni e along
the path and of phase velocity errors on the phase correction.
The source spectra were then examined visually to see if
phases were coherent. A few stations were dropped from the
calculations at this stage, leaving 16 stations (256 data) for the
final inversion. The rejected stations usually corresponded to
long paths with sections parallel to structural discontinuities,
and the incoherency of the phase was probably due to the in-
terference effects of multipathing. Spurious phases or ampli-
tudes at certain periods for otherwise coherent spectra were
also noted and assigned zero weight (e.g., 52-s period at sta-
tion VAL; see Figure 5a).
The vertical component of the Rayleigh wave for the April
3, 1972, event was treated similarly to that for the 1970 event
except that amplitude spectra were not smoothed. The sta-
tions used for the analysis of this event are show-ain Figure 3,
the regionalization of the paths is given in Table 3b, and a
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Fig. 4. Phase velocity dispersion curves for the regions shown in
Figure 3. References are I, Naponen 119661 and Calgagnde and Panza
[19781; I, Gregersen 119711; I and IV, Wickensfl9711h V, Oliver et al.
[19611: VI. Forsyth [19751 (5-10 m.y. normalized to water depth of 3.2
km); VII, Weidner [1974] (normal ocean basin).
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TABLE 3a. Regionalization of Surface Wave Paths for the April 24, 1970, Event
Fraction of Path by Region
Distance, Azimuth,
Station deg deg I H I1 IV V VI VII
AKU 13.0 32.4 --- - -- 1.0 ---
COL 49.2 328.8 0.20 0.66 --- --- 0.03 0.11
GDH 16.0 335.8 -- 0.56 --- - . 0.16 0.28
KTG 15.9 16.1 --- 0.20 - - - 0.48 0.32
MAL 28.0 119.5 --- --- --- 0.25 --- 0.15 0.60
NAT 60.6 180.0 --- --- 0.44 0.56
NOR 26.6 5.9 --- 0.60 --- --- 0.20 0.20
NUR 30.9 56.1 0.36 --- --- --- 0.18 0.46
PDA 19.0 156.6 --- --- --- -- - 1.0
PTO 22.6 118.9 -- .. 0.08 .. 0.18 0.74
SCH 18.0 280.6 --. --- 0.30 --- 0.06 . 0.64
S1G 44.3 224.8 --- --- - -- 0.09 0.91
STJ 13.6 241.0 --- --- 0.22 --- 0.16 0.62
STU 27.5 85.7 --- 0.60 0.09 0.31
TRN 49.5 215.1 -- -... ... - 0.11 0.89
VAL 15.0 93.9 --- --- 0.21 --- --- 0.17 0.62
sample of the data is shown in Figure 5b. Periods from 32 to
78 s at 19 stations were used for a total of 456 data.
The data for the 1972 earthquake were filtered using the
time variable filter technique of Landisman et al [1969] to
avoid potential interference from higher modes and multi-
pathing. This time-variable filtering did not significantly
change the source spectrum at most stations. Erratic phase
values were not eliminated by the filtering, although they
were sometimes shifted by up to ±4 s in period (Figure 5b).
For one station, BLA, the analysis did suggest interference
from a mode clearly separated in time from the fundamental
mode. In this case, the filtering smoothed the source spectra
significantly (Figure 5b), suggesting that the technique will be
useful for treating the data from events less auspiciously lo-
cated with respect to the WWSSN than those along the south-
ern Reykjanes Ridge. Using filtered data did not improve the
resolution of the inversion, and in the rest of this study, only
results obtained from the unfiltered data will be presented.
Results
The inversions were performed under a series of increas-
ingly more stringent constraints. With all six moment tensor
components unconstrained (constraint I in Table 4) the diago-
nal components were poorly resolved. The no-vohume-change
epnstraint was therefore imposed (constraint 2). It then be-
came apparent that the sources were very shallow and that
large, poorly determined M. and M,, components were
dominating the solutions. As normal faulting with the tension
axis approximately horizontal was indicated, the constraint
that the imaginary part of the spectrum be zero was then im-
posed, both without and with the no-volume-change con-
straint (constraints 3 and 4, respectively).
The residuals of the inversions, normalized to the number
of data minus the degrees of freedom, are plotted against
depth in Figure 6. The behavior of the residuals with depth is
similar for the two events. For the inversion of the real part,
TABLE 3b. Rogionalization of Surface Wave Paths for the April 3, 1972, Event
Fraction of Path by Region
Distance, Azimuth,
Station deg deg I II III IV V VI VII
0.12
0.39
0.15
0.25
0.06
0.26
0.19
0.23
--- 0.12 0.76
.32 0.08 0.21
--- 0.09 0.91
--- 0.08 0.07
0.17 0.47
--- 0.16 0.49
--- 0.53 0.35
--- 0.53 0.28
--- 0.13 0.62
'-- 0.35 0.65
--- 0.24 0.20
--- 0.11 0.52
--- 1.0 --
--- 0.15 0.79
--- 0.15 0.59
-- 0.10 0.90
--- 0.25 0.56
--- 0.11 0.30
0.13 0.64
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BEC
BLA
CAR
COL
ESK
FRB
KEV
KTG
MAL
NAT
NOR
NUR
PDA
PTO
SCH
SJG
STJ
STU
TOL
0.63
0.36
0.59
30.3
35.1
50.5
50.3
18.3
19.3
31.2
17.2
27.5
59.3
27.9
31.7
17.8
22.0
18.2
43.3
12.9
27.7
25.4
0.22
0.20
0.19
0.56
235.7
259.7
222.2
329.3
73.8
312.4
36A
15.1
117.1
179.8
5.7
54.2
154.6
115.8
284.5
225.6
245.6
83.0
111.8
0.12
0.37
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Fig. Sa. Examples of seismograms and corrected source spectra for the April 24, 1970, evenL Displayed seismograms
were traced directly from WWSSN records and are not equalizd to a common epicentral disace and station magnifica-
tion. Open circles in the source spectra indicate points which were eliinamt from the data set for the inversion during the
visual inspection of the data; A is epicentral distance in degrees, az is station azimuth in degrees from north, and mag is
station magnification.
we observe minima for both shallow (4-10 km, or 1-7 km be-
low seafloor) and deep (80-90 km) depths, regardless of the
constraint imposed. This ambiguity is to be expected because
over the period range of the data the behavior of G, and G2 is
similar for both shallow and deep events. The minima are
more sharply defined when the constraint L.MU - 0 is im-
posed. The inversion of the imaginary part provides no con-
straint on the depth. Imposing the constraint that the imagi-
nary part of the spectrum is zero and that the observed
amplitude reflects the real part decreases the residuals. Since
one would expect to obtain larger residuals for the more
highly constrained case, this behavior implies that by recast-
ing the amplitude and phase spectra in terms of real and
imaginary components, we are actually adding noise to the
real part. This question will be discussed further when the re-
suIts of the inversion under the various constraints are com-
pared to the observations.
The results of the inversion for depths corresponding to
minima in the residuals are given in Tables 4a and 4b. The er-
rors for the eigenvalues and eigenvectors represent the first-
order perturbation resulting from errors in the moment tensor
components (Mathews and Walker, 1964; Strelitz, 19801. First,
note that although the calculated errors on the diagonal com-
ponents are so large as to render the solution meaningless
when the trace is not constrained to be zero (solutions for a
depth of 4 km below seafloor, constraints I and 3), the orien-
tation of the--principal axes and the percentage of double-
couple mechanism in the solution are similar to those for the
corresponding solutions with the trace constrained (con-
straints 2 and 4, respectively). By imposing the no-volume-
change constraint we are not suppressing any information
which could otherwise be extracted from the data.
Next, let us discuss the results of the inversion under con-
straint 2. For shallow depths the solutions indicate normal
faulting with tension approximately perpendicular to the
spreading center. They do, however, contain important strike
slip components and suggest significant departures from a
pure double-couple source mechanism. We can also observe a
marked rotation of the axes as depth increases from 1 to 7 km
below the seafloor. Examination of the individual moment
tensor components reveals that as depth decreases, the solu-
tion becomes increasingly dominated by the M,. and M,
components. The reason for the instability of the inversion of
the imaginary part for shallow sources has been discussed
above.
In order to avoid problems due to the poor resolution of
M, and M, we tried performing the inversion under con-
straint 4, assuming a normal faulting mechanism (0g - 0.5 cy-
cles for all i and j). For both events, the solution for a depth of
I to 7 km below seafloor is very stable: double-couple normal
faulting along a strike pasallel to that of the spreading center.
The moments increase regularly with depth; for a depth of 7
km (4 km below seafloor) the moments are 4.8 and 7.5 x 10"
dyn cm for the 1970 and 1972 events, respectively.
The solutions at 80 km under constraints 2 and 4 indicate
primarily non-double-couple source mechanisms and do not
bear any apparent relationship to the local geologic setting.
The interchanging of the compression and tension axes rela-
tive to the shallow solutions (constraint 4) indicates that the
ambiguity in determination of depth from the minimum in
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Fig. 5b. Examples of seismograms and corrected source spectra for the April 3,
filtered records are also shown.
the residuals of the surface wave inversion is a direct result of
the similar behavior, with opposite sign, of G, and G2 for both
shallow and deep sources. In the next section we will see that
the body waves are not compatible with a deep source and the
solutions at 80 km will not be considered further.
Discussion
The fault plane solutions corresponding to the moment ten-
sors obtained under constraints 2 and 4 for a depth of 7 km
are superimposed on the observed P wave fault plane solu-
tions in Figures 7a and 7b. We can see that the P wave first-
motion pattern for the 1972 event displays the nonorthogonal
nodal planes characteristic of mid-ocean ridge normal faulting
events (Figure 7b). For the 1970 event, the data coverage is
less complete, and the observed nodal planes are poorly con-
strained but are consistent with a normal faulting solution re-
quiring nonorthogonal nodal planes. The large strike slip
component in both moment tensor solutions under constraint
2 implies a pronounced asymmetry in the P wave radiation
pattern which is not observed. Except for the observed nonor-
thogonality, the P wave first-motion patterns are consistent
with the results of the surface wave inversion under constraint
4.
It has been noted that the residuals of the inversion are
0
0e 0000*
t I
-1.0
-2.0
0
30 40 50 60 70 80 90
1972, event. Source spectra obtained from
~G)
2*.
M
no
(A>
*.
a(/
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smaller under constraints 3 and 4 than under 1 and 2, im-
plying that by separating the observed spectrum into its real
and imaginary parts one is actually adding noise to the real
part. An examination of the fit of the solution to the data, ex-
pressed both as real and imaginary part and as amplitude and
phase, provides insights into this behavior. For the 1970 event
(Figure 8), the observed value of the imaginary part is gener-
ally greater than that of the model (Figure 8a), and the phase
is about 0.1 cycle less (Figure 8b). From (2) an origin time er-
ror of 5 s can result in a 0.1-cycle underestimation of the ini-
tial phase delay for a 50-s wave. If the true initial phase delay
is 0 or 0.5 cycles, the result of such an error in the real part is
to underestimate the amplitude and consequently the mo-
ment. That this is indeed happening is clear in Figure 8b,
where the amplitude data are compared to the solutions calcu-
lated under constraints 2 and 4.
By comparing Figures 8a and 9a to Figures 8b and 9b, we
see that the variation in the imaginary part of the spectrum
with azimuth leading to large M,. and M,, components is pri-
marily controlled by the variation in phase and that stations
in the Caribbean (215* to 230* azimuth) are particularly im-
portant in defining this pattern. These stations have long
earthquake-station paths relative to most of the other data
used in this study and therefore have a greater potential error
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TABLE 4a. Results of the Moment Tensor Inversion for the April 24, 1970, Event
Depth Below Seafloor (Constraint)
4km (4) 4 km (3) 4 km (2) 4 km (1) I km (4) - 1 km (2) 7 km (4) 7 km (2) 77 km (4) 77 km (2)
Moment Tensor Components, 104 dyn cm
4.83 ± 0.10 4.94± 5.11 3.88 ±0.17 4.74 ± 8.68 3.86 ±0.08 3.14 ± 0.14 5.71 ± 0.12 4.58 ± 0.20 -13.9 ±0.4 -12.1 ± 0.7
-1.03 ± 0.09 -1.03 ± 0.09 -0.46 t 0.15 -0.46 ± 0.16 -0.87 ± 0.08 -0.39 ± 0.13 -1.22± 0.11 -0.55 ±0.19 4.2± 0.4 1.9 ± 0.7
M 0.47 ± 0.10 0.58±1-5.13 -0.54 ±:0.17 0.33± 8.73 0.20± 0.08 -0.58 ± 0.14 0.45 ± 0.12 -0.70 ± 0.20 4.2 ± 0.4 6.1 ± 0.7
MZ --- --- 2.67 ±0.65 2.67 ± 0.65 -.. 10.3 ± 2.50 --- 2.53 ± 0.61 --- 0.7 *0.2
MY --- -4.47 ±0.66 -4.47 ±0.66 --- -17.3 ± 2.56 -4.24± 0.62 -1.1 *0.2
Mz -5.30 ± 0.09 -4.81 ± 23.8 -3.34 ± 0.15 0.67 ± 40.40 -4.05 ± 0.07 -2.56 ± 0.12 -6.16 ±0.10 -3.88 ± 0.18 9.6 ± 0.2 6.1 ± 0.3
Eigenvalues, 10'4 dyn cm
Tension 5.06 ± 0.10 5.17 ± 4.87 5.53 ± 0.53 7.21 ± 14.11 4.05 ± 0.09 19.39 ± 2.53 5.98 ± 0.12 5.83 ± 0.46 9.6 *0.2 7.3 0.4
Intermediate 0.24 ± 0.10 0.34 ± 4.89 1.43 * 0.49 2.78 ± 8.35 0.00± 0.09 1.79 ± 0.48 0.18 ± 0.12 1.27 ± 0.51 5.2 ± 0.4 5.1 ± 0.4
Compression -5.30± 0.09 -4.81 ± 23.80 -6.96 ± 0.63 -4.25 ± 20.95 -4.05 ± 0.07 * -21.18 ± 2.54 -6.16 ± 0.10 -7.9 ± 0.59 -14.8 *0.4 -12.1 ± 0.7
Eigenvectors (Strike*/Dip*)
Tension -77± 1/0 -77 ± 19/0 -64 ±6/26 ± 2 -59 ± 218/35 ± 26 -77 ±1/0 37 ± 8/42 ± 4 -78 ± 1/0 -70 ± 5/21 ± 1 0/90 4± 5/43 ± 8
Intermediate 13 ± 1/0 13 ± 19/0 37 ± 3/22 ± 6 49 ± 251/24 ± 82 13± 1/0 58 ± 3/5± 6 12± 1/0 30 ± 3/25 ± 5 12±1/0 -171 ± 2/48 8
Compression 0/90 0/90 162 ± 2/54 ±4 165 ± 156/45 ± 81 0/90 154 ± 3/47 ± 5 0/90 164:± 2/56 ± 4 -78 ± 1/0 96 ± 2/2 ± 2
Percent
Double couple 91 91 59 53 100 83 94 64 30 18
CLVD 9 4 41 21 0 17 6 36 70 82
Explosion - 5 - 26 - - - - -
Double-couple 4.8 4.7 4.1 3.8 4.1 17.6 5.8 4.5 4.4 2.2
scalar moment,
1024 dyn cm
0-)
I
TABLE 4b. Results of the Moment Tensor Inversion for the April 3, 1972, Event
Depth Below Seafloor (Constraint)
4 km (4) 4 km (3) 4 km (2) 4 km(1) 1 km (4) 1 km (2) 7 km (4) 7 km (2) 77 km (4) 77 km (2)
7.84 ± 0.16 7.99 ± 7.73 7.32 ± 0.18
-0.71 ± 0.12 -0.71 ± 0.12 -1.60 ± 0.14
0.49 ± 0.16 0.64 ± 0.12 -1.28 ± 0.18
--- 
--- -8.85 ±0.81
--- 
--- -5.96 ±0.99
-8.33 ± 0.13 -7.69 ± 33.6 -6.04 ± 0.15
7.91 t 0.16
0.42 ± 0.16
-8.33 ± 0.13
95 ± 1/0
5 ± 1/0
0/90
8.06 7.66
0.57 ±8.05
-7.69 ± 33.60
95 ± 8/0
5 ± 8/0
0/90
11.86 ± 0.69
1.60 ± 0.66
-13.47 ± 0.88
83 ± 3/28 ± 1
-18 ± 3/21± 3
-140 ± 3/54 ± 3
Double couple
CLVD
Explosion
Double-couple
scalar moment,
1024 dyn cm
Moment Tensor Components, 10dyn cm
7.12± 8.90 6.43 * 0.14 6.08 ± 0.16
-1.60 * 0.14 -0.61 t 0.11 -1.37± 0.12
-1.48 t 9.35 0.21± 0.14 -1.27 ± 0.16
-8.85t ±0.81 --. -34.3 ± 3.15
-5.96 ± 0.99 -23.2 ± 3.87
-6.90± 38.6 -6.64 * 0.11 -4.80 ± 0.13
Eigenvalues, 102 dyn cm
11.52 ± 10.67 6.49 ± 0.14
1.33 ± 8.85 0.15 ±0.14
-14.10± 26.01 -6.64 ± 0.11
40.64 ± 3.31
2.24 ± 0.71
-42.88 ± 3.44
Eigenvectors (Strike*/Dip*)
83 ±67/27 ± 12 96± 1/0 62 ± 5/42 2
-17±45/20±37 6±1/0 -33±3/5±4
-139 ± 89/55± 44 0/90 -129 ± 4/47±
Percent
75 95 90
10.6 38.6
9.04 ± 0.19
-0.83 ± 0.15
0.35 ± 0.19
-9.39 ± 0.15
9.12 ±0.19
0.27 ± 0.19
-9.39±0.15
95 ± 1/0
5±1/0
3 0/90
8.46 ± 0.21
-1.87± 0.17
-1.64 * 0.21
-8.35 0.76
-5.59 ± 0.81
-6.82 0.17
12.16 0.60
1.26± 0.61
-13.42 ± 0.75
-23.3 ± 0.7
3.1 ±0.6
8.0 * 0.7
15.4 * 0.3
15.4 * 0.3
8.3 * 0.7
-23.7 ± 0.7
87 * 3/24* 1 0/90
-14±3/23±2 6±1/0
-141 ± 3/55 ± 2 96 ± 1/0
-24.3 t 0.8
6.9 t 0.6
12.7 * 0.8
-2.0 * 0.2
-1.3 t 0.2
11.6 * 0.3
14.7 * 0.6
10.9 * 0.3
-25.6 ±0.8
12± 1/27 ± 1
-175±1/62±3
-80 ± 2/3 ± 3
10.9
Tension
Intermediate
Compression
Tension
Intermediate
Compression
APRIL 24,1970
I I
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Fig. 6. (a) Residuals versus focal depth for the inversion of the Rayleigh wave radiation pattern to obtain the moment
tensor for the April 24, 1970, event. (b) Residuals versus focal depth for the April 3, 1972, event.
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APRIL 24, I9O
55.6 N 35.oW
M. and M., components, the values obtained from the in-
version of the imaginary part seem to be overestimated, and
we are unable to resolve their magnitude from our data.
Before proceeding to the body wave analysis, we should ex-
amine the effect on the inversion of the no-volume-change
constraint when the source actually contains a volume change
component, because this constraint must usually be imposed
to resolve the diagonal components of the moment tensor. For
a shallow explosive source with moment tensor
100
M0  010
001[-
the inversion should yield a solution of
1 0 0
b-Mo 0 1 0
0 0 -1
which corresponds to a compensated linear vector dipole
(CLVD) with compression along the z axis and tension along
APRI,L 3, I972
54.3 N 35.1W
Fig. 7a. Fault plane solution for the April 24, 1970, event. Super-
imposed are the axes and double-couple fault plane solutions corre-
sponding to the results of the moment tensor inversion under con-
straints 2 and 4 for a focal depth of 4 km below the seafoor. Dashed
line and solid square, constraint 2; solid line and hexagon, constraint
4. T is tension; B is intermediate; C is compressioL Closed circles in-
dicate compressional first motion of the P wave. Open circles indicate
stations for which the first motion was originally thought to be com-
pressional but for which this interpretation was subsequently modi-
fied when considering the moment tensor solution and the expected
amplitude of the first motion as predicted by synthetic seismograms.
In the lower right-hand corner is the fault plane solution presented by
Einrwon (19791. Large dots signify clear arrivals, whereas small dots
indicate less reliable picks. Arrows indicate S wave polarization an-
gles.
due to phase velocity errors. Moreover, the phase velocity
over the Caribbean portion of the path is poorly known.
Weidner (19741 found anomalous phase velocities for paths to
stations in the Caribbean from earthquakes along the Mid-At-
lantic Ridge at 35*N and 15*N and attributed this to anoma-
lously thick sediment cover. Inclusion of his model into the re-
gionalization further decreases the initial phase at station
CAR by about 0.23 cycles at 40 s, where the effect is maxi-
mum, and by 0.05 cycles at 80 s. Another possible source of
error In the initial phase is epicentral mislocation; a mis-
location of 12 km will impart a sinusoidal variation to the cor-
rected Initial phase with a maximum amplitude of about 0.1
cycles at 30 s and 0.04 cycles at 80 s.
If the true initial phase were close to 0.5 cycles at all azi-
muths, these errors would dominate the behavior of the imagi-
nary part and induce additional noise on the real part. That
the residuals decrease when the inversion is performed under
constraints 3 and 4 suggests that this is indeed happening to
some degree for the events studied in this paper. Although the
sources for the two events studied may indeed contain minor
S(Einarssoal)
Fig. 7b. Fault plane solution for the April 3, 1972, event. Super-
imposed are the axes and nodal planes corresponding to the resuts of
the moment tensor inversion for a focal depth of 4 km below the sea-
floor. Solid circles indicate compressional frst motion of the P wave;
open circles indicate dilatational first motion. Apparent nodal planes
separated by approximately 60* are constrained by the data. In the
lower right-hand corner is the fault plane solution presented by Ei-
narsson 119791: solid circles are compression; open circles are ddata-
tion; crosses are nodal.
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Fig. 8. (a) Examples at several periods of the it of the moment tensor solution to the observed data for the April 24,
1970, event for a depth of 4 km below seaffoor. Plots of the real and imaginary parts versus azimuth illustrate the fit when
the inversion is performed under constraint 2; plots of negative amplitude versus azimuth show the result under constraint
4 (real part - amplitude, imaginary part - 0). Open circles indicate data that were weighted by zero during the visual
inspection of the spectra. (b) Fit of the model to the data recast into the form of amplitude and phase: the solution under
constraint 2 is given by dashed lines, the solution under constraint 4 is given by solid lines.
x and y. The factor b depends on depth and is close to I for a
shallow source (Patton, 19781. An explosion should be clearly
distinguishable from a double-couple both with and without
the no-volume-change constraint. A vertical tension crack in
the y-z plane corresponds to the sum of a CLVD, with tension
along x and compression along y and z, and an explosion. Un-
der the 2,..1,M,, = 0 constraint, the explosive component will
masquerade as a CLVD with compression along z; the sum of
the two CLVD, assuming b = I and A = p, is
13/6 0 0
Mo 0 1/6 0
0 0 - 14/6
00 A-- 0
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Fig. 9. Examples of the ft to the data of the moment tensor solution for the April 3, 1972, event for a depth of 4 km
below seafoor (see caption to Figure 8).
resembling a source with 86% double-couple mechanism. For
the events studied in this paper, the double-couple component
of the source remains stable when the no-volume-change con-
straint is removed, and the CLVD component distributes itself
between the new CLVD and the explosive components; more-
over, the double-couple component increases as the residuals
decrease. This suggests that the sources were primarily double
couple and that noise in the data is appearing as apparent
non-double-couple components.
In summary, the inversion of the surface waves to obtain
the source moment tensor for two events on the Reykjanes
Ridge indicates double-couple source mechanisms corre-
sponding to normal faulting along planes with a dip of about
450 and strike parallel to the local strike of the spreading cen-
ter. Both events appear to have been very shallow (1-7 km be-
low seafloor). This study has demonstrated the diliculty in re-
solving M,., and M,, components of the moment tensor for
very shallow events using data that are less than perfect. Be-
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SURFACE
T-B C B-T
MODEL PARAMETERS:
FAULT SIZE = IIxIIkm
RUPTURE V EL. - 2.5 km/sec RISE TIME = 0.3 sec
HALF - SPACE: a = 6.0 km/sec # - 3.3 km/sec p = 3 g /crr t* = 1.2 sec
Fig. 10. Model parameters and fault geometry used in the example of P wave synthesis for a shallow, finite earthquake
source. Circles are successive rupture fronts. Rupture propagates from top to bottom (I-B), from the center (4 and from
bottom to top (B-T) in the three cases shown.
cause errors in the corrected initial phase due to mislocation
and origin time errors alone are large enough to severely af-
fect the determination of M. and M,, the corrected source
phase obtained using a regionalized phase velocity model is
not sufficiently accurate to resolve these two components of
the moment tensor. We have not determined whether the re-
gionalized model is adequate for slightly deeper events for
which the inversion is not inherently plagued by this problem.
BODY WAVE ANALYSIS
Background
A striking feature discerned in the surface wave analysis of
the two mid-ocean ridge events is the exceptionally shallow
focal depth. This result suggests that interference between the
direct and reflected body wave phases, as proposed by Hart
[19781, might be responsible for the apparently nonorthogonal
nodal planes. For a dip slip fault, arrivals reflected from the
surface at the epicenter can have much larger amplitudes than
and opposite polarities to the direct arrivals. If the source is
shallow, the temporal separation of the arrivals is less than the
pulse width of the impulse resonse of the long-period
WWSSN seismometer convolved with the attenuation oper-
ator. The arrivals interfere destructively and the apparent
nodal planes can be shifted well into the. dilatational quad-
rant. Langston [19761 used such interference to constrain the
depth of the 1967 Koyna, India, earthquake and cautioned
that the interference could lead to errors when determining
fault plane solutions from first-motion polarities for earth-
quakes with shallow focal depths.
We first present a simple hypothetical case of a shallow dip
slip fault in a homogeneous half space and show that the in-
teraction of surface reflections with the direct arrivals can in-
deed cause an apparent reversal of the first-motion polarity at
certain take-off angles. We then demonstrate that the surface
wave and the body wave observations can be reconciled for
the April 3, 1972, earthquake if the event originated near the
ocean floor. Although the April 24, 1970, event was too small
to be suitable for quantitative modeling by synthetic seismo-
grams, a qualitative inspection of the observed P waves sug-
gests that interference could be reponsible for the apparent re-
versal of first-motion polarity.
The method used to calculate the synthetic seismograms is
an extension of the point-source formulation of Bouchon
[i9761 to a finite fault. Seismograms are calculated by numeri-
cal integration of point sources distributed on a rectangular
grid approximating the fault area. Rupture propagation is
simulated by progressively firing individual point sources in a
circular pattern radiating from the rupture origin with an ap-
propriate rupture velocity. In order to approximate a smooth
rupture, the grid spacing must be such that the firing intervals
are smaller than the shortest period important to the problem.
As attenuation and the response of the long-period WWSSN
instrument effectively filter out periods shorter than 4s, a grid
spacing of 1 km is appropriate for a rupture velocity between
2 and 3 km/s. The method incorporates the propagator matrix
formulation [Haskell, 1953] for computation of the crustal re-
sponse at the source and receiver and is particularly well
A B
T-8
C
B-T
C D
I mm1
m
Fig. 11. Theoretical seismograms for models described in Figure
10. The dip of the fault is 55*. Also shown is the theoretical fault
plane solution; points A, B, C, and D represent projections of ray
paths for which seismograms were calculated, T-B, C, and B-T sigaify
rupture propagation radiating from top-to-bottom, from the center,
and from bottom-to-top, respectively.
I
339
TRHU ET AL.: SOURCE CHARACTERIZATION OF TwO RIDGE EARTHQUAKES1716
Ale-
_A-
I min
Fig. 12. Theoretical seismograms for case T-B in Figure 10 illus-
trating the apparent distortion of the fault plane solution due to inter-
fereace between the direct and reflected phases. Solid line is the true
fault plane solution, whereas dashed line delimits the apparent dilata-
tional quadrant. The dip of the fault is 55".
suited for crustal structures which cause extensive rever-
beration (e.g., structures with a water layer). A more detailed
description of the method is presented in Appendix B.
The fault geometry and the medium parameters used in the
example are shown in Figure 10. The fault is an 11 by 11 km
rectangle which is located in a homogeneous half space and
whose top edge reaches the surface. The rupture velocity is 2.5
km/s (0.8 times the shear velocity of the medium). Each point
source has a rise time of 0.3 s. We have investigated three pos-
sible situations (Figure 10): rupture initiation (1) at the top,
(2) in the center, and (3) at the bottom of the fault. Figure 11
shows synthetic P wave seismograms calculated for the three
models depicted in Figure 10. Also shown are the theoretical
nodal planes and the projections of the ray paths onto the
focal sphere. The dip of the fault is 55*. In all figures the cal-
culated seismograms begin at the time of the first expected ar-
rival. No motion will be observed at that time if interference is
canceling the first motion. In the examples, the seismograms
are equalized to a common radius on the focal sphere, and the
vertical-horizontal scale ratio is kept constant; the relative
variations in amplitude for different ray paths are as shown.
Points B, C, and D lie within the theoretical dilatational
quadrant, and we would therefore expect to observe down-
going first pulses. This is indeed what we observe when the
rupture initiates at the center or at the bottom of the fault.
An important aspect of the finite source model which influences
the relative amplitude of the direct and reflected arrivals is
vertical directivity; downward rupture propagation increases
the amplitudes and shortens the effective time functions of the
direct arrivals and decreases the amplitudes and lengthens the
effective oine functions of the reflected arrivals whereas up-
ward propagation has the opposite effect. Because of direct-
ivity, the first motion has a larger amplitude if the rupture ini-
tiates at the center than at the bottom. Although directivity
enhances direct arrivals most when rupture propagates
from top to bottom, it plays a secondary role if the hypocenter
is very shallow. In this case, destructive interference between
the direct arrivals and surface reflections effectively masks the
direct arrivals for certain take-off angles. First arrivals along
ray paths B and C appear to be compressional, although they
lie well within the theoretical dilatational quadrant. The
nodal plane appears to be shifted into the dilatational quad-
rant by approximately 150*. Figure 12 illustrates the distortion
of the fault plane solution for 550 dipping fault with rupture
initiating near the free surface. If noise were superimposed on
the signal, the observable dilatational quadrant would be fur-
ther reduced.
The fault geometry and medium parameters affect the de-
gree to which interference influences the waveform. For large
faults, the finiteness and directivity strongly infuence the ra-
diation pattern. Because the vertical directivity for a rupture
propagating from top to bottom increases the ampitude of the
direct arrivals, decreasing the width of the fault will diminish
this effect and increase the amount of observed nonor-
thogonality. Effects which increase the effective rise time will
also cause an emergent direct P arrival and may further con-
tribute to the distortion of the apparent dilatational quadrant
(e.g., higher attenuation, lower rupture velocity, and longer
rise time).
To apply the results for a normal fault to thrust faulting,
only the polarity of the seismograms must be changed. These
results can also be generalized to include earthquakes origi-
nating beneath low-velocity layers such as water or sediment,
the base of which provides sufficient impedance contrast to
produce large reflections. The predicted distortion of the ap-
parent first motions, however, applies only to normal and
thrust faults. For strike slip faults, the direct P and sFhave the
same polarity and, while pP has opposite polarity, its ampli-
tude is too small to entirely cancel the direct arrival.
Data
The P wave fault plane solution based on long-period ob-
servations from the earthquake of April 3, 1972, is showni
TABLE 5. Stations Used for the Body Wave Analysis of April
1972, Earthquake
Azimuth, Distance,
Station deg deg Magnification
WWSSN Network
ATU 87.5 42.6 1500
BKS -67.6 58.6 3000
CAR -137.8 50.5 3000
COL -30.7 50.3 1500
DUG -71.9 51.8 3000
IST 80.2 43.6 1500
JER 84.5 53.6 3000
KBL 58.1 70.1 6000
NUR 54.2 31.7 1500
OXF -95.1 42.2 3000QUE 62.4 72.5 6000QUI -130.7 65.0 3000
SCP -97.8 31.2 1500
TRI 85.1 32.0 3000
TUC -80.2 56.2 1500
Canadian Network
EDM -57.9 43.8 4500
FFC -61.5 37.0 4200
FSJ -51.3 48.3 3400
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Fig. 13. Examples of long-period P wave
component) observed for the April 3, 1972, eve
equalized by correcting for geometrical spreadi
in the seismometer magnificatins Dots indic
paths to the given stations. Also shown is the pr
lution.
Figure 7b and exhibits characteristically n
planes. Examples of the P waveforms use
analysis (Table 5) are shown in Figure 13.
background noise preceding each P arrival
to illustrate the signal-to-noise ratio. This
largest recorded on the Mid-Atlantic ridg
best possible data from this tectonic regioi
complications due either to core or uppe
only stations at epicentral distances betwee
used [Burdick and Helmberger, 19781.
equalized by correcting for differences in
cation and for geometrical spreading. The
metrical spreading was calculated using t
penter [19661 and the P wave travel time
The similarity in shape and amplitude of
neighboring stations indicates that bac
crustal structure below the receivers do no
the observations. One nodal plane appea
stations OXF and FFC; first motions at st
and EDM begin to show a dilatational
BKS, CAR, and COL are clearly dilatati
parent nodal plane passes between static
The monochromatic oscillations in the l
seismogram are due to reverberation with
Results
The synthesized seismograms are comp,
tions in Figure 14. The best overall match
source mechanism compatible with that
surface wave inversion under constraint 4.
eters used in the synthesis are shown in
do not enable us to determine which of t
corresponds to the actual fault plane, an
ping plane was arbitrarily chosen.
The match between the synthetic and o
is quite good. The fact that the observati
larger amplitude for the water reverberatic
ical esmgmsIndicates that the fault broke the seafloor. In
the calculation of theoretical sismgas the fault stop just
NUR below the surface of the seafloor, a finite displaceme nt of the
seafloor would enhance the amplitude of water arrivals The
/ KOL period of the water reverberations constrain the water depth
to, be 2.8 kin, in good agreement with the bathymetric data
QUEF (Figure I). The best overall match was obtained for a fault
length of 13 km and a width of 3 km with rupture initiating
IAW~ 1ST near the seafloor and propagating bilaterally. We assumed a
rupture velocity of 2.6 km/s (0.8 of-the shea wave velocity). if
TRI the rupture propagation were not perfecty bilateral, the &fautcould be somewhat shorter. Unilateral rupture propagation,
however, does not fit the observations, as it would require a
noticeable directivity effect for statioc= with northern and
ATU southern azimuths. The width of the fault is constrained, by
1W the observed nonorthogonaiity. Keeping the other para*eter
J ER unchanged, the width can be increased to 4 kn without sigf
icant deterioration of the overall match. Lowering the rupture
eiogas(vertical velocity 'may further slightly increase the maximnum acep-
Sdmg. were able width and decrease the length. For a 440 dip this bound
oand for differences on width implies that the fault is confined to the upper 3 km
teprojections of ray or less of the crust.
eferred fault plane so Figure 16a illustrates the sensitivity of the solution to the
fault geometry. For the 13 X 3 kmn fault, the effect of vertical
directivity is negligible, and interference between the direct
and reflected phases determines the apparepat nonor-
Diorthogonal nodal -thogonality. For a 6-kmn-wide fault with rupture propagation
~in the body wave from top to bottom however, the downward directiftiy enk-
Several seconds of hances the amplitude of the direct arrival, so that it can be ob-
are shown in order served at take-off angles corresponding to the examples in
event is among the Figure 16a. For bottom-to-top propagation, the direct and me
Sand provides the flected arrivals from a 6-km-wide fault are sufficiently sepa-
IIn order to avoid rated in time for the direct arrival to be observed. (Although
rmantle structure, top-to-bottomn rupture propagation matches the observed
S30)0 and 800 were seismograms better than bottom-to-top propagation for a 3
Seismograms were kmn wide fault, we do not ascribe any tectonic significance to
astrument magnifi- this observation).
correction for geo- In Figure 16a we can also see that a model of a point source
h~e formula of Car- below the seafloor at a depth of 0.35 kmn ma~tches the observed
~s of Herrin [11981. data as well as the 13 x 3 kmn finite fault model. This is not
seismograms from surprising, since for such a narrow fault the effect of vertical
ground noise and directivity is negligible. Although one might argue that exten-
tsignificantly affect sion of the point source model to a finite fault is therefore not
~rs to pass through justified, for this event we are able to constrain the fault ge-
ations TUC, DUG, ometry by using a finite fault model, and we feel that this
character, whereas added information is useful for understanding the tectonic
m)al. The other ap- processes involved.
Ins KBL and JER. The seismograms in Figure 16b were calculated for the mo-
ater portion of the ment tensor obtained from the surface wave inversion under
in the water layer. constraint 2 for a depth of 4 kmn below seafloor (Table 4b).
The overall match is worse than that for the solution under
constraint 4, supporting the conclusion that the magnitude of
sred to the observa- the M,,. and M, components of the moment tensor is indeed
was obtained with a an artifact of their poor resolution for shall6w sources.
Obtained from the The average moment from the body wave analysis is 7.5 x
The model param- 1024 dyn cm, the same as that obtained from the surface
-igure 15. The data waves. This moment corresponds to about 60 cm. of average
le two nodal planes displacement on the fault. The body wave moment was calcu-
i the westward dip- lated by normalizing the amplitude of the synthetic seismo-
grams to the first upgoing pulse of the observed P waves. The
)bserved waveforms variation in the moment obtained from individual stations
ions tend to show a (Figure 14) indicates that the average value may be in error by
Ins than the theoret- as much as 50%.
out
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EDM
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8.1
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__
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ATU
6.0
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Fig. 14. Theoretical seismograms (vertical component) compared to observed P wave data for the April 3, 1972, event.
Upper trace is observed; lower trace is calculated. Seismograms were equalized to a seismometer magnification of 3000.
Numbers below the station names corresponded to moment (in units of 102 dyn cm) at the given station, and Mo is the
average moment. Dotted lines on the observed seismograms indicate the time of the first motion observed on the short-
period vertical component.
For a dip slip fault the stress drop can be expressed as
4(X + p)MO
S +r(+ 2A)LW 2  (3)
where A and y are the Lame's constants, Mo is the scalar seis-
mic moment of the double couple, and L and W are the
length and width of the fault [Knopoff, 19581. Allowing for the
uncertainties discussed above, the stress drop is between 30
and 60 bars. This stress drop is similar to that found for other
interplate events [Kanamori and Anderson, 19751.
The attenuation correction was applied by keeping a con-
stant value of t* - T/Q, where T is the travel time and Q is
TUC
7.0
DUG
8.8
NVV-I-
A
lr
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W
a = 15 km/s A
2.8km 8 = 0 km/s T
p=|O0 g/cm3  E
R
dip=44*W
3km. '. ' .' .' . ' . '. ' ., ., slip=-90* Cstrike N4E
rupture vel = 2 6km/s U
4km a =60 rise time = 0 s S
0 =3 3 T
p =3 0
a =78
3 =43
p =30
t"=I Os
1/2
Fig. 15. Model parameters used for the calculation of the theoretical seismograms shown in Figure 14. The indicated
fault width is measured downdip and the fault is projected onto a vertical plane parallel to the strike of the fault. Dots
represent individual point sources. Fault length is 13 km. The medium structure below the receivers is a homogeneous
halfspace with a = 6 km/s, # = 3.46 km/s, and p = 3 g/cm 3.
the average quality factor along the path. A t* of 1 s yielded a
satisfactory match to the observed data, whereas a value
larger than this produced overly smooth synthetic waveforms.
We have also examined the short-period seismograms. At
most stations, a low-energy first arrival followed about 1.5 s
later by a much stronger arrival was observed (Figure 17).
The short-period first-motion arrival time corresponds well to
the expected first-motion time indicated by the synthetic long-
period records (Figure 14). In order to determine whether the
larger arrival could be a depth phase, we calculated seismo-
grams using the instrument response of the WWSSN short-
period seismometer but were not able to match the observa-
tions by either a simple point source or a smoothly rupturing
fault. A match could be obtained only if we assumed a discon-
tinuous rupture process. Because of the large degree of non-
uniqueness involved in modeling short-period seismograms,
we did not pursue this analysis further.
A poor signal-to-noise ratio for the P waves from the April
24, 1970, earthquake made them unusable for quantitative
waveform modeling. However, because of the similarity of the
source mechanisms deduced from the source moment tensor
inversions, we used the synthetic waveforms calculated for the
April 3, 1972, event for a qualitative comparison. Examples of
seismograms corresponding in distance and azimuth to those
used to model the April 3, 1972, event are shown in Figure 18.
If the amplitude of the background noise and expected ampli-
Fig. 16. (a) Theoretical P wave seismograms calculated for several fault geometries compared to the observed data
(seismogram I). Fault dimensions are 13-km length by 3-km width for seismograms II and III and 7-km length by 6-km
width for IV and V. Seismograms II and IV were calculated for rupture initiating at the top of the fault, whereas III and V
were calculated for rupture initiating at the bottom. Other parameters are the same as in Figure 15. Seismogram VI was
calculated for a point source at a depth of 0.35 km below seafloor and a triangular time function with a 0.8-s rise and 1.8-s
roll-off. (b) Theoretical P wave seismograms (lower trace) calculated for the moment tensor obtained from the Rayleigh
wave inversion under constraint 2 (Table 4b, 4 kin below sea floor) compared to the observed data at several representameI
stations (upper trace). The seismograms were calculated for a point source with the same depth and time function as in
Figure 16a. The fit is worse than that for constraint 4 (Figure 14). For example, constraint 2 requires that station CAR be
further within the dilatational quadrant than is indic.ated by the data and that KBL have the wrong first-motion polarity.
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Fig. 17. Examples of short-period P wave seismograms (vertical
component) for the April 3, 1972, event. Seismograms are direct cop-
ies of observed records.
tude of the first arrival are considered, it is not surprising that
all the first motions were originally picked to be compres-
sional. First motion polarity determinations at several stations
were later revised to be 'possible' dilatations (e.g., KBL, TAB;
Figure 18). The observed waveforms can qualitatively be ex-
plained by a shallow fault, similar to that deduced for the
April 3, 1972 event.
Discussion
In summary, the body waveforms for the April 3, 1972,
Mid-Atlantic ridge earthquake can be matched without in-
voking anomalous ray propagation if the source is confined to
the upper 3 km or less of the crust. The nonorthogonality of
the P wave fault plane solution can be entirely explained in
terms of interference between the direct and reflected phases.
Because of the trial-and-error technique used in the P wave
analysis we must, however, admit the possibility of non-
uniqueness in the solution.
The moment tensor inversion from the surface waves show
that the source was consistent with a pure double-couple
mechanism. Because of the long periods used in the surface
wave inversion, however, one might argue that a small pre-
cursor with an explosive or tensile mechanism could cause the
nonorthogonality of the P wave nodal planes and not be ob-
servable by the surface waves. Although this is a valid argu-
ment, it is not easy to prove because precursors of any mecha-
nism would cause an emergent P wave which, especially for a
shallow source, would be very difficult to pick. The agreement
between the arrival time measured on the short-period records
and that predicted by the synthetic seismograms argues
against this explanation.
Thermal models of mid-ocean ridges and observed atten-
tuation of teleseismic S waves passing under the southern
Reykjanes Ridge [Solomon, 19731 suggest that we might also
expect high attenuation of teleseismic P waves. The P wave
attenuation (* = I s), however, does not appear to be larger
than average. The results for P and S waves are not necessar-
ily contradictory. If the low Q zone in the vicinity of the ridge
crest is caused by partial melting, the compressional waves
should be less affected than shear waves.
Our results do not exclude the possibility of a small amount
of focusng contributing to the nonorthogonality. This would
allow a slightly wider fault than that indicated by our analy.
sis. We prefer that shallowness of the source be the ex-
planation for the anomalous P wave fault plane solutions be-
cause of the simplicity of such a mechanism and because of
the agreement between the results of the body wave synthesis
and surface wave inversion.
CONCLUSIONS
The major conclusions of this study are the following:
1. The source moment tensor can be retrieved from the
Rayleigh wave radiation pattern for a single isolated event.
This method of obtaining the source mechanism is useful for
small events for which the body wave fault plane solutions
may be inconclusive and/or perplexing. For very shallow
sources, however, the M,. and M, components become
poorly resolved and very sensitive to errors in the data; more-
over, the three diagonal components cannot be independently
determined. By comparing the results of the inversion per-
formed under a series of increasingly more stringent con-
straints, we are able to qualitatively evaluate the validity of
imposing constraints which lead to a stable solution.
2. The final moment tensor solutions for two events along
the southern Reykjanes Ridge indicate double-couple, normal
faulting mechanisms with the tension axis approximately hor-
izontal and oriented perpendicular to the spreading center.
For both events, the surface waves indicate a focal depth of I-
7 km below the seafloor.
3. The nonorthogonality of the nodal planes frequently
observed in the body wave fault plane solutions for mid-ocean
ridge normal faulting events can be attributed to extreme
shallowness of the source which results in interference be-
tween the direct and reflected phases and effectively masks the
first-motion recorded on long-period seismograms.
4. Comparison of observed P waveforms from the April 3,
1972, Reykjanes Ridge event to those calculated for a fault
with an orientation obtained from the surface wave analysis
indicates that the source was a long, narrow fault which broke
the seafloor.
The faulting process implied by these results provides addi-
tional constraints on models of spreading center tectonics and
thermal structure. The double-couple nature of the solutions
relates these earthquakes to tectonic rather than volcanic
processes and supports the evidence from seismicity and to-
pography which associates teleseismically observable ridge-
crest activity with rift valley formation. An important ques-
tion about mid-ocean ridges concerns the depth of hydro-
thermal circulation and its effect on the thermal structure of
the crust. The close agreement between observed ridge crest
topography and that calculated for the simple model of a con-
ste meg , I mm I 0Z A
AAM 1500 i4W-%IIBthI -92 34
ALO 3000 "\p'W -82 -52
KBL 6000 59 69
TAB 1500 --- \ W 72 55
IST 1500 e..w w 82 43
Fig. 18. Examples of long-period P wave seismograms recorded
for the April 24, 1970, earthquake. Seismograms are direct copies of
observed vertical component records. Mag is station magnification, az
is station azimuth, and A is epicentral distance.
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1/2 SPREADING RATE (cm/yr)
Fig. 19. Depth to various isotherms at a distance of 10 km from
the ridge axis versus spreading rate, calculated for the thermal model
of Sleep [1975]. Also indicated is the depth of faulting, 2.1-2.8 km,
corresponding to the 3- to 4-km-wide fault obtained for the April 3,
1972, event. Figure modified from Solonon and Burr [19791.
ductively cooling slab suggests that extensive hydrothermal
circulation is restricted to the top few kilometers of the crust
[Fehn and Cathles, 19791. On the other hand, deep (5-8 km)
hydrothermal circulation has been invoked in order to depress
the isotherms enough to produce a cold brittle layer of suf-
ficient thickness to support faults with the dimensions implied
by the moments of the largest spreading center events if it is
assumed that length-width ratios and stress drops are similar
to those observed for other plate boundary earthquakes [Solo-
mon, 19791. The long, narrow fault plane suggested by an
analysis of the body waves from the earthquake on the Reyk-
janes Ridge, however, can be entirely accommodated within
the brittle crust determined from the purely conductive model
of Sleep [1975] if it is assumed that the earthquake occurred
10 km from the axis, along the rift valley walls (Figure 19). An
as yet unanswered question is whether the length-width ratio
will increase with increasing moment; the largest earthquake
studied from this region had a moment of 2 x 10" dyn cm
[Hart, 19781, approximately twice that of the larger event
studied here. Further studies of fault dimensions, stress drops,
and recurrence intervals for ridge earthquakes in regions
spanning a range of spreading rates should permit the incor-
poration of time-dependent faulting and stress release in mod-
els which simulate the spreading process and are used to ex-
plain the relationship between spreading rate, topography,
and magma supply [e.g., Sleep and Rosendahl, 1979].
APPENDIX A: MOMENT TENSOR SOURCE REPRESENTATION
AND SURFACE WAVE RADIATION
The displacement at y at time in the direction I due to a
seismic source at time t can be represented as
u(y, 0) - f di dV.GSy, r; x, t)-yx, f(xt)
+ fdS.G.,fy, t; x, t)yj(x, 0)1 (Al)
where V is the source volume, S is the surface of the source
volume, -yj and yj are the equivalent volume and surface
forces corresponding to a physical mechanism, G,(y, r; x, t) is
the impulse response or Green's function of the medium, and
repeated indices imply summation [Aki and Richards, 1980. If
the 'moment density tensor' = is defined to be a symmetric
tensor such that m,0 - -y in V and n, - -yj on S (a being
the unit normal to the surface), we can regroup the expression
for displacement into one term using Gauss's theorem [Backus
and Mulcahy, 19761:
U(y, D = - fV dV,Gln,,, + f dS.Gknn,1PI dt
4dVGn + f dV,(Gknm,),, dtfoo f V_ in V n),
dt / dVm 1iGk,, c=/ dt MGj (A2)
For an effective point source, the 'moment tensor' M can be
defined as the integral of the moment density tensor over the
source volume and surface and can be retrieved from the far-
field displacement radiation pattern (for free oscillations, see
Gilbert [1970] and Gilbert and Dziewonski [1975]; for surface
waves, see McCowan [1976] and Mendiguren [19771; for body
waves, see McCowan 11977] and Strelitz [1978]). The advan-
tage of this representation is that the inversion of far-field dis-
placements to obtain the moment tensor is linear and is not
dependent on a presupposed source mechanism.
We can then relate observed moment tensors derived from
data to phenomenological source models through the equiva-
lent body forces. Although the total equivalent force is
uniquely determined from the resulting motion, the inter-
pretation in terms of a phenomenological source model, how-
ever, is not unique, as a given moment tensor can result from
several different linear combinations of moment tensors. This
ambiguity is inherent in any determination of source mecha-
nism from the displacement field [Aki and Richards, 1980].
If we assume that the principal stress axes of the various
components are coincident, the diagonalized moment tensor
can be uniquely decomposed into isotropic, double-couple,
and compensated linear vector dipole components. We first
remove the isotropic part:
M'= M - }(trace M)I
1 0 0
=MID 0 f - 1 0
-0 0 -fj
(A3)
where I is the identity matrix. We may then separate the
double couple and compensated linear vector dipole com-
ponents [Knopoff and Randall, 1970]:
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1 0 0
AFM'.M(1-2f) 0 -1 0
-0 0 0
1 0 0
+2f 0 - 0 (A4)
-0 0 -f -
The double-couple scalar moment Mac is (1 - 2f)Mo, and the
corresponding fault plane solution can be obtained from the
principal axes of the moment tensor. Mac can be related to
the dimensions of a shear fault: MDc - #A, where y is the
shear modulus, ft is average displacement, and A is fault area
[Aki, 19661.
In this study, the moment tensor is derived from the surface
wave radiation pattern. For a vertically heterogeneous earth,
the Fourier spectrum of the vertical component of the funda-
mental Rayleigh wave due to a point source with a step func-
tion source time function is
u(r, 9, w) - Ae* = Y,(0, W [2/(,dcr)11/2exp [-i(wrC -4CUIw
{ kY3(h, w) - Y2(h, w) - X(h)k Y3(h, o)2 +XM (h) + 2p(h)
k Y,(h, w) cos 28(M,, - M..) 2 + M,kY3(h, w) sin 26
Y4(h, w) cos + Y4(h, w) sin e
p(h) p(h) ] (A5)
where A and + are the observed amplitude and phase at the
angular frequency w and the My are the moment tensor com-
ponents in Cartesian coordinates with the x, y, and z axes
pointed east, north, and up [Mendiguren, 1977]. The position
of the receiver is expressed in polar coordinates, where r is dis-
tance and 6 is azimuth measured counterclockwise from east.
The Y,(h, w) are the eigenfunctions derived by Saito [1967] for
the surface wave excitation problem and are functions of an-
gular frequency and depth h; A(h) and p(h) are the Lam6 coef-
ficients; 92I, k, C, and U are the kinetic energy, wave number,
phase velocity, and group velocity. The moment tensor com-
ponents can be retrieved through a linear inversion of the real
and imaginary parts of the observed radiation pattern if a
good azimuthal distribution of stations is available.
APPENDIX B: METHOD OF P WAVE SYNTHESIS
FOR FINITE SOURCES
A fundamental assumption in calculations of teleseismic
body waves from shallow sources is that only the free surface
and the crustal and uppermost mantle structure at the source
and receiver have a significant effect on the shape of the
seismograms. Gradients within the mantle are considered to
be too small to cause converted or reflected phases and travel
time caustics, and the effect of the mantle portion of the prop-
agation path is restricted to geometrical spreading and attenu-
ation. For epicentral distances between 300 and 80* these as-
sumptions are well justified [Burdick and Helmberger, 1978).
The synthetic seismogram is obtained by convolution of the
response of the source U(t) with the responses of the receiver
I(t), the crust below the receiver R(t), attenuation A(t), and
geometrical spreading G.
Our technique for calculating source response is an exten-
sion of the formulation of Bouchon (1976 for a double-couple
point source to a finite fault with circular rupture propagation.
Contributions from point sources distributed along the fault
surface on an equally spaced grid are numerically integrated.
Rupture propagation is simulated by progressively firing indi-
vidual point sources in a circular pattern radiating from the
origin with a constant rupture velocity. In order to approxi-
mate a smooth rupture, the grid spacing must be such that the
firing intervals are smaller than the shortest period important
to the problem. The integration is performed in the frequency
domain and then transformed back into the time domain.
This enables efficient use of the propagator matrix algorithm
of Haskell [19531 to obtain the response of the medium. This
approach is particularly useful for the case exammed in this
paper because of the prolonged ringing of the P wave in the
water layer. The ray-theoretical approach [e.g., Lagsto. and
Heimberger, 1974] is less efficient for such a large number of
rays. Although we integrate in the frequency domain, we can
separate individual phases by setting appropriate potentials to
zero.
The problem configuration is the same as in the work of
Bouchon [1976]. We assume that the dislocation has the same
time dependence at any point on the fault surface and can be
written in the form
D(C, t) - F(J)E(t - It Col/c)
Its Fourier transform is
b(, w) - (9)B(w) exp (-iwIC - tol/c)
(B1)
(B2)
where J = (C,, J2) is a point on the fault surface, ;6 is the point
of origin of the rupture, e is the rupture velocity, and w is the
angular frequency. The fault is a rectangle of length L - NA,
parallel to the surface, and of width W - MC, dipping at an
arbitrary angle; At is the grid spacing; and N and M are in-
tegers. The far-field P wave displacement spectrum due to this
source can be expressed as
IV A
12(w) - 423 ,p, ',)
n-I M-I
exp [ik(J, cos t - J2 cos d -sin)]
4
- ge,(c) exp [iAy,(z,, + C, sin d)]1 (B3)
with
C,-(n - ) 2 -(m - )A
where zo is the depth to the top of the fault; k is the horizontal
wave number, which is determined by the take-off angle; 0
and d are azimuth and dip of the fault; and y, is the shear
modulus. The subscript j refers to the layer within the crustal
model in which the point source is located.-The terms g, and
Ay are as defined by Bouchon [19761 and are related to the up-
going and downgoing P and S waves excited by a source lo-
cated within the layerj.
Following the same notation, the response of the crustal
layers below the receiver to an incident P wave can be written
in the form
A(w) - [(A21 - A, 1)F, - (B,, + B21)kjna.w (84)
where A, and Bj represent upgoing and downgoing compres-
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sional and rotational potentials in the layer immediately be-
low the receiver, P, is the corresponding vertical compres-
sional wave number, and a, is the compressional velocity of
the medium below the crustal layers.
When calculated seismograms are to be compared to ob-
served data, a correction must be made for geometrical
spreading. This is a frequency-independent term which can be
expressed in the form [Carpenter, 19661
G=is Psas Ic
rsrit paR sin A cos is cos iR
with
sin i as dT
rs dA
a, dT
sin $A 
-
-d-
where a,, ps, a,, and p, are the velocity and density of the
material below the crustal layers at the source and receiver,
respectively, is is the angle the ray makes with the vertical at
the base of the crust below the source and it is the corre-
sponding angle below the receiver, rs and rA denote the dis-
tance from the base of the crust at the source and receiver to
the center of the earth, T is the P wave travel time, and A is
the angular distance between the source and receiver.
The effect of attenuation in the mantle is introduced by the
causal Q operator of Futterman [1%21. In the frequency do-
main the operator is given by
A(w) - exp It*I
1 n
-exP it*WQ -i (B6)
Cu 1n -' 1'EQ w Q W1
for the angular frequency w in the range t w ! ws , to, and
wo being the highest and lowest frequencies resolved in the
data. The quantity t* is defined as T/Q, where Q is the aver-
age quality factor along the path.
Finally, the seismogram must be convolved with the appro-
priate instrument response; for long-period WWSSN stations
we use the formula by Hagiwara [1958].
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APPENDIX
Catalogue of waveforms recorded
earthquakes in the Orozco
station M2 : region
regi on
station M3 : region
region
- pages
- pages
- pages
- pages
by the MIT OBS from
Fracture Zone.
349-353
354-358
359-365
366-370
For each event, the three components
bottom, H2, H1 and V.
The event time is given as day/hour/
vertical dotted lines indicate seconds.
The amplitude scale on the left is i
and applies to the two horizontal compone
scale for the vertical component is twice
hori zontal s.
are, from top to
mi nut
n uni
nts.
that
es. The
ts of millivolts
The amplitude
for the
All data can be obtained in digital format from the ROSE
data archive (see LaTraille et al., 1982).
11
*1
I ZI/L I /Zo
y ~ I I ~ ~ 'y~;jIJ
I
9 I /LO/ZO
I N01038
Ai A MA A H A,,VA.A- A A a-I. L Afiu
V-v vil FVV-Niv-v 
"V-V 6q
--.AA-AAAi P4 A Am- AA 14
I ,AII I
r v W-Tvv V-Vvfu V N 11TV J , " gA
Jvvvvvv, V
350
03/17/24
04/18/56
-,,. ,AAAAPdiAWAAA" A Adhgt& Q NAMIIIIJA.,A
351
08/12/14
08/12/18
lz zNJ Ii70
352
08/12/38
30 3
08/14/52
25 30
353
08/16/01
~.I .i..~iIIi L~i A A. i~ ~ &~ A I. aAJJ,, .~ .~ ~Aa. i.. RLI... ii h1AIiIJIiLiA liii II~
'V '~,I W 1,17 WI VII-I7TVIVvqY~yW IT7~ I1I1 rflllvwUriA 
IIA AIRLHft . .
354
REGION 2
02/05/23
5 5j Nj Nj 20 N
03/23/P I
65
355
04/09/19
30
04/09/42
25 1U
356
05/02/19
I i
08/00/58
1 10
10 Ill. !
357
08/12/57
SI I
I
I 2/1 1/01
60I
i ~A. &~
v P., I
A h ALL. A.
N ALI A..A A-..
v V11v 
v v v 
v -..
tqvMtVtf'9FVWt
13/18/49
1 4 4 25d a
358
q ii
U
A A 1.141 iLXjj. AftWT -"Vr
-vvwq 4jvv+A
*
L I //LOI0
I N0138
02/ I 3/00
I NJ NJ a E a U
.11 -- N 111
02/ I 6/45
20
360
VIPPM v VIV 'V V'V
361
02/17/21
20 1 E I
- -a a a a
v v - .1 -. V- vv w-.  v W'V- * v
03/17/24
65 70 I
0 yo i
.. A 04 A AAAJ
362
04/1 1/21
Ia 25 4 i I
MAJ
04/1 1 /30
45 I
VW~pAAA-AJ
Wr
363
04/18/54
70 75
5/00/58
25 30
08/12/14
08/12/18
364
365
08/ I 2/26
45 50
F j i S U
1I 
08/1 2/38
30 * 135
366
REGION2
02/05/23
I 
0
AAL f
02/08/53
70
02/13/34
65
I I
A
03/23/Il1
65
0
04/09/ I 9
367
30
04/09/37
50
04/10/12
q I I
I U I £
04/1I0/01I
10
q U qb I
04/10/37
Ii I 5
368
IVWAA
* I I I
05/02/18
70
AA j A-'A U A AJ A1jAWV
05/10/10
35 1
04/10/53
to
369
04/14/59
50
so
I'l 11 wlN VW
11 -- --------- 
I wk
~ A
12/10/90
00
99/00/i
2 * *
I I
44.,. I .IA I V U
0 t,
Z0/00/80
m
I
2Z/00/90
OLc
---AA.A.d A A A A , A. A A, A A- A A A. AN ,--,A
-V V-v -V 'i vv v V wy "Y 'Re
