A practical suboptimal (variable source coding) algorithm for lossy data compression is presented. This scheme is based on approximate string matching, and it naturally extends the lossless Lempel-Ziv data compression scheme. Among others we consider the typical length of approximately repeated pattern within the rst n positions of a stationary mixing sequence where D% of mismatches is allowed. We prove that there exists a constant r 0 (D) such that the length of such an approximately repeated pattern converges in probability to 1=r 0 (D) log n (pr.) but it almost surely oscillates between 1=r ?1 (D) log n and 2=r 1 (D) log n, where r ?1 (D) > r 0 (D) > r 1 (D)=2 are some constants. These constants are natural generalizations of R enyi entropies to the lossy environment. More importantly, we show that the compression ratio of a lossy data compression scheme based on such an approximate pattern matching is asymptotically equal to r 0 (D). We also establish the asymptotic behavior of the so called approximate waiting time N`which is de ned as the time until a pattern of length`repeats approximately for the rst time. We prove that log N`=`! r 0 (D) (pr.) as ! 1. In general, r 0 (D) > R(D) where R(D) is the rate distortion function. Thus, for stationary mixing sequences we settle in the negative the problem recently investigated by Steinberg and Gutman by showing that a lossy extension of Wyner-Ziv scheme cannot be optimal.
INTRODUCTION
Data compression is an important and much-studied area, and therefore fairly mature. It could be traced in the past at least to the seminal papers of Shannon. On the one hand, today many powerful trends are converging to make data compression even more crucial: The rapid growth of multimedia, of genetic and other huge on-line databases, and especially the convergence of computing and communications that has been accelerating since the triumph of digital HDTV over analog HDTV. On the other hand, recent theoretical developments (cf. 14, 20, 24, 25, 30, 32] ) bring to light unexplored so far new areas of research. This was initiated by a marvelous paper of Wyner and Ziv 32] , and continued by its followers (cf. 14, 20, 25, 28, 30, 31, 34] ) who brought into play \stringology", i.e., algorithms on strings. For example, a su x tree was used in 30] to solve an open problem posed by Wyner and Ziv 32] (cf. see also 25, 31] ), while recently digital search trees (and analytical analysis of algorithms on words) were used in 14] and 20] to obtain the limiting distribution of the number of phrases in the lossless Lempel-Ziv parsing scheme and its redundancy.
In this paper, we plan to adopt approximate pattern matching to lossy data compression. An approximate pattern matching searches for an approximate occurrence of a given pattern in a text string, where the \approximation" is measured by some distance between the pattern and the text strings (e.g., Hamming distance, edit or Levenshtein distance, squared error, etc.). In information theory, in particular in data compression, the distance is measured by distortion. Thus, we rst brie y review some aspects of the rate distortion theory to put our results in proper perspective. The reader is referred to 6] for more details.
Consider a stationary and ergodic sequence fX k g 1 k=?1 taking values in a nite alphabet A. For simplicity of presentation, we consider only the binary alphabet A = f0; 1g. We write X n m to denote X m X m+1 : : : X n . The fundamental problem of data compression can be presented as follows: Imagine a source of information generating a block x n 1 = (x 1 ; : : : ; x n ) which is a realization of a stochastic process X n 1 . We encode x n 1 into a compression code c n , and the decoder produces an estimatex n 1 of x n 1 . We assume for simplicity that the 
where d 1 (x; e x) = 0 for x = e x and 1 otherwise (x; e x 2 A). Let us now x D > 0. Then, a code c n is D-semifaithful (e.g., for lossy compression) if d n (x n 1 ;x n 1 ) = d n (x n 1 ; (c n (x n 1 ))) D (cf. 24] for a more precise de nition).
The optimal compression ratio depends on the rate-distortion function R(D). This is de ned as follows (we give the de nition of the operational rate-distortion function): Let B D (w n ) be the set of all sequences of length n whose distance from the center w n is smaller or equal to D, that is, B D (w n ) = fx n 1 : d n (x n 1 ; w n ) Dg. We call the set B D (w n ) a D-ball with the center at w n . Consider now the set A n of all sequences of length n, and let S n be a subset of A n . We de ne N(D; S n ) as the minimum number of D-balls needed to cover S n . Then 1 R n (D; ") = min Sn: P(Sn) 1?" log N(D; S n ) n ;
and the operational rate-distortion is de ned as R(D) = lim "!0 lim n!1 R n (D; ") (cf. 15, 24] ). Kie er 15], and Ornstein and Shields 24] proved that the optimal compression ratio in a lossy data compression is asymptotically equal to R(D) (a.s.), and this cannot be improved. (Observe that R(0) = h where h is the entropy of the underlying sequence.)
In this paper, we propose a practical (i.e., of a polynomial complexity) suboptimal lossy data compression scheme that extends the Lempel-Ziv scheme 38]. It achieves rate r 0 (D) which is asymptotically optimal only for D ! 0 and symmetric memoryless source. For D = 0 Wyner and Ziv 32] proposed the following data compression scheme based on L n : The encoder sends the position i 0 in the database, the length L n and possibly one more symbol, namely x n+Ln+1 . Using this information the decoder reconstructs the original message, and both the encoder and the decoder enlarge the database. Based on a probabilistic analysis the authors of 32] (cf. also 25, 30] ) concluded that with high probability the compression ratio of such an algorithm is equal to the entropy, thus it is asymptotically optimal. An e cient algorithm based on a su x tree (cf. 30]) can nd L n in O(n) steps in the worst case and in O(log n) steps on average (we shall use O( ) to denote average case complexity while O( ) is reserved for the worst case complexity).
The situation is more complicated in the lossy case considered in this paper (cf. also 28, 34] ) since one cannot use su x trees to nd the approximate longest pre x L n , and a decoder at any time might have as a database a sample of the distorted process not the original process. We propose, however, an algorithm that nds the approximate pre x of length L n in O(n 2 ) steps in the worst case. We only brie y address algorithmic issues at the end of Section 2.2, and the reader is referred to Atallah, Genin and Szpankowski 4] for a detailed discussion. It is worth mentioning here that the authors of 4] applied a signi cantly enhanced version of the lossy scheme described above to image compression. In 4] some promising results for pattern matching image compression are reported, especially when variable (adaptive) D is used. Similar conclusions for image compression were drawn by Constantinescu and Storer 8] who implemented a lossy extension of another Lempel-Ziv scheme, namely the parsing scheme LZ78 39] . However, no theoretical justi cations were provided in 8] (cf. Remark 1(iv)).
While our data compression scheme is suboptimal, it is only of a polynomial complexity, thus having a chance to be of some practical importance. The trade-o between optimality and implementability is a common issue in engineering, and often optimal algorithms are either NP-hard or too expensive to construct. Optimal lossy data compression algorithms so far proposed (cf. 15, 24, 33, 36, 37] ) are expensive. However, recently proposed locally (suboptimal) lossy data compression schemes are of reasonable complexity (cf. 7, 9, 18, 19] ). Actually, one can envision an optimal data compression scheme based on approximate pattern matching (cf. 11, 27]). It is an interesting and challenging theoretical problem that needs to be addressed. But one may wonder whether a practical (i.e., of good computational complexity) and optimal lossy compression exists at all? Yang and Kie er in their recent paper 33] expressed the following opinion: \... it is our belief that a universal lossy source coding scheme with attractive computational complexity aspects will never be found." We share this view, and we believe that further investigations of suboptimal and practical heuristics for lossy compression are needed.
We further generalize our problem and we search for largest L (b) n such that there exist at least b substrings in the database within distance D, that is, for some i 1 21 ] pointed out that the average redundancy rate can slightly decrease for b > 1.
Actually, the real engine behind this study is a probabilistic analysis of an approximate pattern matching problem, which we discuss next. Our probabilistic results are con ned to the stationary mixing model in which two random events de ned on two -algebra separated by g symbols behave almost like independent events as g ! 1; thus memoryless, . In passing, we should add that our r 0 (D) is related to the "-entropy (cf. 26] ) and/or r-entropy (cf. 10]), however, we de ne r 0 (D) with respect to the source distribution instead of the optimal one. Such an entropy seems to have other applications outside the data compression area (cf. Remark 1(iv)).
It turns out that the uctuation of L n is related to the probabilistic behavior of two other interesting parameters that we call shortest path s n and height H n due to an analogy between these parameters and similar ones studied in 30, 31] for the lossless case. Roughly speaking, s n is the largest K such that all strings of length K occur approximately somewhere in the training sequence of length n, while H n is the length of the longest substring that can be approximately recopied, that is, occurs twice. We prove that s n = log n ! 1=r ?1 (D) (a.s.) and H n = log n ! 2=r 1 (D) (a.s.) (cf. Theorem 2). Observe that s n L n H n .
In a related paper Steinberg and Gutman 28] 2 analyzed the so called waiting time N2
We should point out that the model of 28] (introduced in Wyner- Ziv 32] ) di ers slightly from ours. In 28, 32] the database is counted backward and a substring is compressed always at position n = 0 (in 30] it was called the left domain asymptotics model). This describes well the niteness of the database but fails which is de ned as length of the shortest string that contains approximately a string of length`at the beginning and at the end (or equivalently string of length`reoccurs approximately for the rst time after N`symbols). The authors of 28] proved that for a stationary and ergodic sequence lim sup`! 1 log N`=` R(D=2) (pr.). As a corollary of one of our results we show that in the mixing model lim`! 1 log N`=`= r 0 (D) (pr.), and this settles the problem of 28] (cf. Corollary 1) at least for the mixing model. 3 This also implies that a lossy extension of Wyner-Ziv scheme cannot be optimal. We should also mention here some recent results of Shields 29] 
MAIN RESULTS
This section contains our main results. After presenting some de nitions, we formulate the probabilistic model, and we introduce generalized R enyi entropies that are proved to exist in our probabilistic model (cf. Section 2.1). Finally, we present our main theoretical results (cf. Section 2.2) together with algorithmic results and applications (cf. Section 2.3).
Probabilistic Model and Preliminary Results
Let fX k g 1 k=?1 be a stationary and ergodic sequence generated over a binary alphabet A = f0; 1g. Throughout the paper we shall work only with the one-sided sequence fX k g 1 k=1 .
We write x n 1 for a realization of X n 1 = X 1 X 2 : : : X n and call it a training sequence or a database sequence. For a partial sequence x n m = (x m ; : : : ; x n ) with m n we de ne the to capture a dynamic nature of the sliding window mechanism. In our model, which was introduced in 30] and called the right domain asymptotics model, this dynamic nature of data compression schemes is well captured, but it does not describe well the niteness of the database.
(n ? m)-order probability distribution as P(x n m ) = PrfX k = x k ; m k n; x k 2 Ag.
We also use P(X n m ) as a random variable de ned on the Borel sets generated by X n m .
We start with a precise de nition of some parameters, namely: depth L n , the M-th depth L n (M), height H n , shortest path s n , and waiting time N`. As in (1) 
The probabilistic behavior of L n is related to two other parameters, namely the height H n and the shortest path s n . The height H n is the length of the longest substring in the database X n 1 for which there exists another substring in the database within distance D.
More precisely:
The height H n is equal to the largest K for which there exist 1 i < j n + 1
In order to de ne s n , we let A k to be the set of all words of length k, and w k 2 A k . Then:
The shortest path s n is the largest k such that for every w k 2 A k there exists
The waiting time N`is also of interest to data compression, and it was already studied in 28, 32] . It is the length of the shortest sequence for which the rst`symbols repeats approximately for the rst time. That is:
The waiting time N`is the smallest N 2`such that d(X1; X N N?`+1 ) D.
We observe that the waiting time is related to the rst depth L n (1). In the lossless
which directly implies probabilistic behavior of N`once we know characteristics of L n (1).
The situation is more intricate in the lossy case D > 0 where the above should be replaced by the following two implications:
fN` ng fL n (1) `g and fL n (1) `g
Our plan is to investigate the behavior of the above parameters in a general probabilistic framework. We assume that fX k g 1 k=1 is a stationary and ergodic sequence of symbols generated from a nite alphabet A satisfying a mixing condition as de ned below. We should point out that our results cannot hold in a general stationary and ergodic model due to some negative results of Shields discussed in 30, 31] for the lossless case. 
In some statements of our results we have to restrict the mixing model either to the Markovian model or to the Bernoulli model as de ned below:
The sequence fX k g forms a stationary, aperiodic and irreducible Markov chain where the (k+1)st symbol in fX k g depends on the previously selected symbol. The transition probability of the Markov chain is p i;j = PrfX k+1 = j 2 AjX k = i 2 Ag > 0 with the transition matrix denoted by P = fp i;j g 2 i;j=1 .
(B) Bernoulli Model
The sequence fX k g forms an i.i.d. sequence with PrfX 1 = 0g = p and PrfX 1 = 1g = q = 1 ? p.
As expected, probabilistic behaviors of the above parameters depend on some kind of entropies, which we de ne next. We rst need some additional notation. k :
The above follows from the inequality on means (cf Observe that "-entropy corresponds to an optimal cover of the space A n with D-balls, while from Lemma 1 below we conclude that using r 0 (D) the space is covered with typical D-balls centered at the source distribution. In other words, the probability of a typical D-ball centered at the source distribution is asymptotically equal to 2 ?nr 0 (D) , while from Ornstein and Shields 24] one concludes that the probability of a typical D-ball centered at the optimal output distribution is asymptotically equal to 2 ?nR(D) (see also the end of Section 2.2).
(iv) 
( 
Provided (10) is true we simply use the Subadditive Theorem 16] applied to the sequence a n = ?c log EP b (X n 1 ) to establish our claim. In the course of proving (10) we shall see that
will imply (8).
Let us now wrestle with (10) . Observe that for any string w n+m of length n + m we
where c is an universal constant whose value can change from line to line. The rst inequality of the above follows from the mixing condition of (A) (observe that we actually require only H n log n (a:s:) : (13) Let us add that the limits s n = log n and H n = log n exist under some stronger assumptions on the convergence of (g) (cf. Theorem 2 below) and, in general, do not coincide. The bounds for L n = log n in the almost sure convergence of the above theorem follows directly from the simple observation that s n L n H n . Furthermore, one can follow ideas of 30, 31] and show that a.s. the value of L n = log n does not tend to a limit, i.e. almost surely we have lim inf L n = log n < lim sup L n = log n. As a matter of fact we conjecture that in the rst and the last inequality of (13) ? x) ) ? x log(x ? F(x)) (18) ? D log(D ? F(x)) ? ( (20) where F is the function de ned by (19 becomes C = h(1 + O(log log n= log n) (pr.), which is asymptotically optimal for lossless compression.
In view of the above, one may ask how close is the rate (compression ratio) r 0 (D) of our scheme to the optimal compression ratio R(D). We end up this section with some remarks concerning algorithmic issues and applications of our scheme to lossy data compressions. With respect to the latter problem, one should observe that in the lossy case the decoder and encoder have di erent database (i.e., the decoder has as a database a sample of the distorted process), and this might lead to some complications. We can identify two general approaches to overcome this problem:
Adaptive Update of Database (AUD) in which we keep the same database on both sides of a transmission channel that is updated either periodically or adaptively (e.g., still image compression) The undistorted (reference) database is transmitted faithfully (e.g., by Lempel-Ziv scheme). As a compression code we use the position in the database (cost: log n bits) and the length of approximately repeated pattern (cost: log L n = O(log log n)), thus according to Theorem 1 and (23) the compression ratio is C = r 0 (D)(1 + O(log log n= log n) (pr.).
Distorted Version of Database (DVD) in which we modify the original database X n 1 to a distorted one, say e X n 1 that replaces substrings of length O(log n) of X n 1 by centers of a D-ball. The distorted database e X n 1 is transmitted faithfully, say by Lempel-Ziv scheme or Wyner-Ziv scheme. We discuss this scheme in more details below. It should be pointed out that the idea of this scheme was rst suggested by Steinberg and Gutman 28].
As mentioned above, when the database is varying quickly, Distorted Version Database (DVD) scheme is more appropriate. The algorithm of 28] can be used, and it is based on N`for a block source coding: Fix block length`. Let y ?V ?1 where V = jAj`be a sequence generated by the information source. We append it at the left end, so the new sequence y ?2V ?1 is of length 2V . We rst partition X 1 1 into blocks of size`, say X 1 (`); X 2 (`), etc.
For given block, say X i (`) we nd the smallest J(i) such that X i (`) 2 B D (y J(i) (`)) where y j (`) = y ?`j ?`(j?1)?1 . The distorted database is: e X = e X 1 (`) e X 2 (`) : : : where e X i (`) = y J(i) (`).
The distorted sequence e X is send faithfully. If we want to design a DVD version of our scheme based on L n we need only some modications. We use the sequence fy i g but we re-number it from 1 to 2V , that is, our reference is y 2V
1 . The sequence X 1 1 is parsed into distorted variable blocks of length l = O(log n) as before. More precisely: We nd the longest pre x of X that occurred approximately in And so on. The distorted sequences e X is send faithfully. By our construction and Theorem 1 we conclude that the compression ratio is r 0 (D) with high probability.
Finally, we brie y address the algorithmic issues. In the lossless case, the pre x of length L n can be found in O(n) time-complexity (and O(log n) on average) by a simple application of the su x tree structure (cf. 30]). In the lossy case, the situation is more intricate. To 
ANALYSIS AND PROOFS
In this section we present proofs of Theorem 1 for the depth (cf. Section 3.1), Theorem 2 for the shortest path (cf. Section 3.2) and the height (cf. Section 3.3), Corollary 1 (cf. Section 3.4), and Theorem 3 for evaluating the R enyi entropies in the Bernoulli model (cf. Section 3.5).
Throughout we use the rst moment method and the second moment method which we brie y review now. If Z n is a sequence of nonnegative random variables, then for every n from Markov's and Chebyshev's inequalities we have (cf. 1])
PrfZ n > 0g EZ n ; ( 
26) PrfZ n = 0g
Var Z n (EZ n ) 2 : (27) In applications, Z n is a function of a parameter k (e.g., length k of the depth L n ) such that for appropriately chosen k the average EZ n ! 0 in the case (26), while for (27) one requests that Var Z n =(EZ n ) 2 ! 0.
The Depth
We now prove Theorem 1(i) concerning the probabilistic behavior of the depth L n . We start with an upper bound, and use the rst moment method. Let Z n be the number of The main idea behind our argument will be to condition on the structure of X n+k n+1 . First observe that (8) of Lemma 1(i) can be translated into a generalization of the Asymptotic Equipartition Property (AEP) as follows: For a mixing sequence X n 1 satisfying (A) with (g) bounded and any xed " > 0, the state space A n can be partitioned into two subsets B " n (\bad set") and G " n (\good set") such that su ciently large n we have P(B " n ) ", and The proof of Theorem 1(i) concerning L n (M) follows exactly the same path as above. To establish Theorem 1(ii) dealing with the almost sure convergence of L n (M) we rst observe that L n (M) is a nondecreasing sequence of n (in contrast to L n ), that is, L n+1 (M) L n (M). Taking into account the de nition of L n (M) for xed M, and using our rate of convergence for the upper and the lower bounds proved above, together with the Borel-Cantelli Lemma along an exponentially increasing skeleton such as n k = 2 k , we obtain the almost sure convergence as in 2, 30, 31] provided P 1 n=1 P` n P(B " ) < 1. For example, the latter condition holds for sequences for which P(B " ) decays exponentially with`(e.g., sequences
satisfying the blowing-up property discussed in Remark 2).
Shortest Path
We now deal with the shortest path s n and establish Theorem 2(i). The proof is along the lines suggested in 30, 31] . Therefore, we only brie y sketch it.
We start with the upper bound which is quite simple in this case. Let P min (k) = min We show that with probability tending to 1 as n ! 1 for every w k 2 A k one can nd among these m substrings at least one which are within the distance D from w k and consequently s n k.
Indeed, from the mixing condition from (A) we get that the probability that such an event does not hold is bounded from above by Prfs n < kg
Thus, taking into account our condition (14) we immediately prove that Prfs n < b(1 ? ")r ?1 ?1 (D) log ncg O(exp(?n "=2 = log n)) which completes the proof of the convergence in probability of s n .
The rate of convergence for the upper bound does not yet justify to apply Borel-Cantelli lemma. But, as before taking exponentially increasing skeleton such as n l = 2 l , we obtain almost sure convergence for the shortest path.
The Height
We establish now Theorem 2 (ii). The lower bound for the Bernoulli model for the height follows directly from Theorem 2 of Arratia and Waterman 2], while for the Markovian model we must use Theorem 6 of 2].
The upper bound is more intricate (especially that there is a minor recoverable error in 2] which has some subtlies for the upper bound proof). To show this, let us estimate the probability of fH n kg. Observe (36) Let us rst estimate the second term of (36) which we denote as T 2 (k). We obtain in 
Waiting Time
To prove Corollary 1, we observe that a lower bound for N`follows directly from property (2) and Theorem 1. Indeed, from fN` ng fL n (1) `g of (2) where the convergence to zero of the latter probability follows from Theorem 1 (i.e., the upper bound on L n proved in Section 3.1; cf. (29) ). In order to derive an upper bound for N`, it is enough to argue as in the proof of the lower bound for L n of Theorem 1(i). Thus, one should consider a random variable Z 00 n that counts the number of strings lying within distance D from X1 that occur at places of X n 1 separated by gaps of length`. Then, we use the second moment method as above to show that Z 00 n > 0 with probability tending to 1.
Since the argument and all calculations are the same as in the case of the random variable Z 0 n (only now we consider substrings of length precisely`) we omit the details.
R enyi Entropies in the Bernoulli Model
In this section, we present explicit formul for r b (D) in the Bernoulli model, that is, we prove Theorem 3.
We must compute the probability of the D-ball P(B D (w k )). Consider rst b = ?1.
It is not hard to see the P(B D (w k )) is minimized for w k = w min , where w min consists of symbols that appear with probability p min . Then n (x + y ? 2z) log(p=q) + log q + x log x (38) Thus, we should set z = F(x), where F is de ned by (19) , and (18) follows.
In order to get r 1 (D) it is better to start directly from (38 Finally, let us notice that the case when b = 0 can be easily deduced from (18) . Indeed, for b ! 0 the sum of the rst two terms x log(x=p) and (1 ? x) log((1 ? x)=q) must vanish, which is possible only for x = p. Thus, (20) follows.
