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STONE DUALITY FOR KOLMOGOROV
LOCALLY SMALL SPACES
ARTUR PIĘKOSZ
Abstract. We prove three new versions of Stone Duality. The main
version is the following: the category of Kolmogorov locally small spaces
and bounded continuous mappings is equivalent to the category of spec-
tral spaces with decent lumps and with bornologies in the lattices of
compact (not necessarily Hausdorff) open sets as objects and spectral
mappings respecting the decent lumps and satisfying a boundedness con-
dition as morphisms as well as it is dually equivalent to the category of
bounded distributive lattices with bornologies and with decent lumps
of prime filters as objects and homomorphisms of bounded lattices re-
specting those decent lumps and satisfying a domination condition as
morphisms.
1. Introduction.
Stone Duality is one of the most important dualities in mathematics. It is
very widely known for Boolean algebras and a little less known for bounded
distributive lattices. In fact, M. H. Stone’s two fundamental papers [18, 19]
described duality between generalized Boolean algebras (or Boolean rings)
and locally compact Hausdorff Boolean spaces, where usual Boolean algebras
(or unital Boolean rings) correspond to Hausdorff compact Boolean spaces.
He achieved a beautiful theory of ideals in Boolean rings and a beautiful the-
ory of representations of Boolean rings in powersets. The case of distributive
lattices was considered by M. H. Stone in [20]. Many versions of this duality
exist (see, for example, [6] or [7] for further literature), including versions
of Priestley Duality proved by H. Priestley in [16] with many consequences
developed in [17]. Stone Duality for bounded distributive lattices has been
presented in detail in a recent monograph [4] by M. Dickmann, N. Schwartz
and M. Tressl.
In this paper, three new versions of Stone Duality are proved: for small
spaces, for locally small spaces with usual morphisms (bounded continuous
mappings) and for locally small spaces with bounded strongly continuous
mappings as morphisms. In each of the cases, the Kolmogorov separation
axiom (T0) is assumed.
Locally small spaces may be understood to be a special kind of generalized
topological spaces in the sense of Delfs and Knebusch ([14]), which in turn
are a special form of Grothendieck topologies (see [2, 11]). Locally small
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spaces were used in o-minimal homotopy theory ([2, 13]). A simpler language
for locally small spaces was introduced and used in [12] and [14], compare
also [15]. We continue developing the theory of locally small spaces in this
simple language, analogical to the language of Lugojan’s generalized topology
([10]) or Császár’s generalized topology ([1]), where a family of subsets of
the underlying set is satisfying some, but not all, conditions for a topology.
The main result of the paper reads as follows: the category of Kolmogorov
locally small spaces and bounded continuous mappings is equivalent to the
category of spectral spaces with decent lumps and with bornologies in the
lattices of compact (not necessarily Hausdorff) open sets as objects and
spectral mappings respecting the decent lumps and satisfying a boundedness
condition as morphisms and is dually equivalent to the category of bounded
distributive lattices with bornologies and with decent lumps of prime filters
as objects and homomorphisms of bounded lattices satisfying a domination
condition and respecting the decent lumps as morphisms.
Small spaces are a special case of locally small spaces, with some com-
pactness flavour. While we meet small spaces as these underlying definable
spaces over structures with topologies, we meet locally small spaces as those
underlying analogical locally definable spaces ([12, 14]). We prove that a Kol-
mogorov small space is essentially a patch dense subset of a spectral space.
More precisely: the category of Kolmogorov small spaces and continuous
mappings is equivalent to the category of spectral spaces with distinguished
patch dense subsets and spectral mappings respecting those patch dense sub-
sets and is dually equivalent to the category of bounded distributive lattices
with distinguished patch dense sets of prime filters and homomorphisms of
bounded lattices respecting those patch dense sets. This means that spectral-
ifications of a Kolmogorov topological space may be constructed by choosing
bounded sublattice bases of the topology.
We have another version of Stone Duality: for Kolmogorov locally small
spaces with bounded strongly continuous mappings. This category is equiv-
alent to the category of strongly locally spectral spaces with distinguished
patch dense subsets as objects and strongly spectral mappings respecting
those patch dense subsets as morphisms and is dually equivalent to the
category of distributive lattices with zeros and distinguished patch dense
sets of prime filters as objects and lattice homomorphisms respecting ze-
ros and those patch dense sets and satisfying a condition of domination as
morphisms. Moreover, some theory of strongly locally spectral spaces is
developed.
The paper is organized in the following way: Section 2 is devoted to Stone
Duality for Kolgomorov small spaces, Section 3 deals with the locally small
case with usual morphisms, and Section 4 is about the locally small case with
bounded strongly continuous mappings as morphisms. Examples throughout
the paper illustrate the topic.
Regarding the set-theoretic axiomatics for this paper, we follow Saunders
Mac Lane’s version of Zermelo-Fraenkel axioms with the axiom of choice plus
the existence of a set which is a universe ([9], page 23).
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We shall freely use the notation for family intersection and family differ-
ence, compatible with [11, 12, 14, 15]:
U ∩1 V = {U ∩ V : U ∈ U, V ∈ V}, U \1 V = {U \ V : U ∈ U, V ∈ V}.
2. Stone Duality for SS0.
2.1. The category SS0.
Definition 1 ([14], Definition 2.21). A small space is a pair (X,LX ), where
X is any set and LX is a bounded sublattice in the powerset P(X). This
means LX satisfies the conditions:
(a) ∅,X ∈ LX ,
(b) if L,M ∈ LX , then L ∩M,L ∪M ∈ LX .
Elements of LX are called smops (i.e., small open sets) or just open sets in
X. (The disinction makes sense for locally small spaces, see Definition 27).
If (X,LX ) and (Y,LY ) are small spaces, then a mapping f : X → Y
is continuous (or bounded continuous or strictly continuous) if f−1(LY ) ⊆
LX (compare [14], Definition 2.40). The category of small spaces and their
continuous mappings is denoted by SS ([14], Remark 2.48).
Definition 2. A small space (X,LX) will be called T0 (or Kolmogorov) if
the family LX separates points ([4], Remainder 1.1.4), which means that for
x, y ∈ X the following condition is satisfied:
if x ∈ L ⇐⇒ y ∈ L for each L ∈ LX , then x = y.
We get a full subcategory SS0 of Kolmogorov small spaces in SS.
Definition 3 ([14], Definition 2.9). If (X,LX) is a small space, then the
topology LwoX = τ(LX), generated by LX in P(X), is called the family of
weakly open sets in (X,LX).
Proposition 4. For any small space (X,LX ), the following conditions are
equivalent:
(1) (X,LX) is T0,
(2) the topological space (X,LwoX ) is T0.
Proof. Easy. 
Example 5. (1) The small spaces Rom = (R,Lom), Rrom = (R,Lrom),
Rslom = (R,Lslom), Rst = (R, τnat) from [14], Example 2.14 (compare [15],
Definition 1.2) have the natural topology τnat on R as the topology of weakly
open sets, so they are Kolmogorov small spaces. In the above, we have:
i) Lom = the family of all finite unions of open intervals,
ii) Lrom = the family of all finite unions of open intervals with rational
numbers or infinities as endpoints,
iii) Lslom = the family of all locally finite (in the traditional sense) unions
of bounded open intervals.
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(2) The space (R,Liom), where Liom is the family of all finite unions of
open intervals with integers or infinities as ends, is not Kolmogorov.
(3) The mappings idR : Rst → Rslom, idR : Rslom → Rom, idR : Rom →
Rrom are morphisms of SS0, but their inverses are not.
2.2. The category SpecD.
Definition 6. For any topological space X = (X, τX), we consider the
following families of subsets:
(1) CO(X), the family of compact (not necessarily Hausdorff) open sub-
sets of X,
(2) ICO(X), the family of intersection compact open subsets of X. (An
open subset Y of X is intersection compact open if for every compact
open set V their intersection V ∩ Y is compact, see [5].)
Definition 7. A spectral space is a topological space X = (X, τX) satisfying
the following conditions (compare Definition 1.1.5 in [4]):
(S1) X ∈ CO(X),
(S2) CO(X) is a basis of τX ,
(S3) CO(X) ∩1 CO(X) ⊆ CO(X),
(S4) (X, τX) is T0,
(S5) (X, τX) is sober (this means: ∀W ∈ τX \ {X} ∃ V1, V2 ∈ τX (W =
V1 ∩ V2 ∧ (W 6= V1 ∧W 6= V2)) ∨ ∃x ∈ X (W = ext{x})).
Here ext V denotes the exterior X \ clV of a set V ⊆ X.
Hochster ([8]) proved that every spectral space is homeomorphic to the
Zariski spectrum of some commutative unital ring.
Definition 8. A mapping g : X → Y between spectral spaces is spectral if
the preimage of any compact open subset of Y is a compact open subset of
X, shortly: g−1(CO(Y )) ⊆ CO(X), see Definition 1.2.2 in [4]. We have the
category Spec of spectral spaces and spectral mappings.
Remark 9. The category BDLat of bounded distributive lattices with ho-
momorphisms of bounded lattices is dually equivalent to the category Spec.
While [4], Chapter 3, uses contravariant functors and homomorphisms into
a two-element lattice, we restate Stone Duality using covariant functors and
prime filters. Namely, we have:
(1) The functor Sp : BDLatop → Spec is given by:
a) Sp(L) = (PF(L), τ(L˜)) for a bounded distributive lattice L =
(L,∨,∧, 0, 1), where PF(L) is the set of all prime filters in L
with topology τ(L˜) generated by the family L˜ on this set, where
L˜ = {a˜ : a ∈ L} ⊆ P(PF(L)) and a˜ = {F ∈ PF(L) : a ∈ F},
b) Sp(hop) = h• for a homomorphism of bounded lattices h : L→
M , where for G ∈ PF(M) we have
h•(G) = {a ∈ L : h(a) ∈ G} ∈ PF(L).
(2) The functor Co : Spec→ BDLatop is given by:
a) Co(X) = CO(X) with obvious lattice operations on CO(X),
b) Co(g) = (Lg)op, where Lg : CO(Y )→ CO(X) is defined by
(Lg)(W ) = g−1(W ) for a spectral g : X → Y and W ∈ CO(Y ).
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Then the compositions SpCo, CoSp are naturally isomorphic to the identity
functors IdSpec, IdBDLatop . Consequences of Stone Duality (3.2.5 in [4])
include:
i) the fact that each bounded distributive lattice L = (L,∨,∧, 0, 1) is
isomorphic to the lattice (L˜,∪,∩, ∅,PF(L)) of subsets of PF(L) and
ii) the equality L˜ = CO(PF(L)).
Definition 10. An object of SpecD is a pair ((X, τX ),Xd) where (X, τX)
is a spectral space and Xd is such a subset of X that the following condition
is satisfied:
∀ U, V ∈ CO(X) U 6= V =⇒ U ∩Xd 6= V ∩Xd.
Then Xd is called a decent subset of X.
A morphism of SpecD between ((X, τX),Xd) and ((Y, τY ), Yd) is a spec-
tral mapping g : X → Y between spectral spaces (X, τX) and (Y, τY ) that
respects the decent subset, that is: g(Xd) ⊆ Yd.
Proposition 11. If Xd is a decent subset of a spectral space (X, τX), then the
lattice (CO(X),∪,∩, ∅,X) is isomorphic to the lattice (CO(X)d,∪,∩, ∅,Xd),
where CO(X)d = CO(X) ∩1 Xd = {U ∩Xd : U ∈ CO(X)}.
Proof. Easy. 
Definition 12 ([4], Proposition 1.3.13). Let (X, τX) be a spectral space.
Then the patch topology (or the constructible topology) in X is the topology
with the family CO(X) \1 CO(X) as a basis.
Proposition 13. For a spectral space (X, τX ) and Xd ⊆ X, the following
conditions are equivalent:
(1) Xd is patch dense,
(2) Xd is decent.
Proof. If the set Xd is decent in (X, τX) and U is a non-empty patch open
set in (X, τX), then we may assume U = A \B with A,B ∈ CO(X). Since
U = A△(A ∩ B) is non-empty, A and A ∩ B are different in CO(X), so
A ∩Xd and A ∩B ∩Xd are different in CO(X)d. This means (A \B) ∩Xd
is non-empty. Hence Xd is patch dense.
On the other hand, if Xd is patch dense in (X, τX ) and A,B are different
members of CO(X), then A△B is a non-empty patch open set. Hence Xd
intersects A△B and A∩Xd is different from B∩Xd in CO(X)d. This means
that Xd is decent in (X, τX). 
Remark 14. If ((X, τX ),Xd) is an object of SpecD, then, by Stone Duality
(3.2.8 in [4]), both the spaces of prime filters PF(CO(X)) and PF(CO(X)d)
considered with their spectral topologies are homeomorphic to (X, τX). A
point x ∈ X corresponds to
xˆ = {V ∈ CO(X) : x ∈ V } in PF(CO(X)) and to
xˆd = {U ∈ CO(X)d : x ∈ U} in PF(CO(X)d), respectively.
Example 15. The real spectrum of R[X], often denoted by R˜ (see 7.1.4 b)
and 7.2.6 in [3]), can be up to a homeomorphism described in the follow-
ing way: it contains points r−, r, r+ for each real number r, the infinities
6 A. PIĘKOSZ
−∞,+∞ and admits the obvious linear order. As a basis of the topology on
R˜, we take the family B containing: finite intervals [r+, s−] = (˜r, s) for r, s ∈
R, r < s and infinite intervals [−∞, s−] = ˜(−∞, s), [r+,+∞] = ˜(r,+∞) for
any r, s ∈ R.
Then CO(R˜) is the family of finite unions of basic sets and the topological
space (R˜, τ(B)) is spectral. The set R of real numbers is decent in this
spectral space, so ((R˜, τ(B)),R) is an object of SpecD. (The operation ·˜
mentioned in this example is an isomorphism between the Boolean algebra
of semialgebraic sets in R and the Boolean algebra of constructible sets in
R˜, see Proposition 7.2.3 in [3].)
Any semialgebraic mapping g : R→ R (i.e., g has a semialgebraic graph)
extends (uniquely) to a maping g˜ : R˜→ R˜ satisfying the condition g˜−1(T˜ ) =
g˜−1(T ) for any semialgebraic T ⊆ R, as in Proposition 7.2.8 of [3], which
means that g˜ : ((R˜, τ(B)),R) → ((R˜, τ(B)),R) is a morphism in SpecD.
2.3. The category BDLatD.
Definition 16. Objects of BDLatD are pairs (L,DL) with L = (L,∨,∧, 0, 1)
a bounded distributive lattice and DL ⊆ PF(L) such that the following con-
dition is satisfied:
∀a, b ∈ L a 6= b =⇒ a˜d 6= b˜d (where a˜d = {F ∈ DL : a ∈ F} = a˜ ∩DL).
Then DL is called a decent set of prime filters on L.
Morphisms of BDLatD are such homomorphisms of bounded lattices
h : L→M that for each G ∈ DM the preimage filter
h•(G) = {a ∈ L : h(a) ∈ G}
belongs to DL, shortly: h
•(DM ) ⊆ DL.
Proposition 17. If DL is a decent set of prime filters of (L,∨,∧, 0, 1), then
the bounded lattice (L˜d,∪,∩, ∅,DL), where L˜
d = {a˜d : a ∈ L}, is isomorphic
to (L,∨,∧, 0, 1). Moreover, L˜d = CO(PF(L)) ∩1 DL.
Proof. Easy. 
Example 18. Consider the lattice Lom from Example 5, and define Rˆ(Lom) =
{xˆ(Lom) : x ∈ R}, and xˆ(Lom) = {W ∈ Lom : x ∈ W}. Then, for A ∈ Lom,
we have A˜d = A˜ ∩ Rˆ(Lom) with A˜ ∈ PF(Lom) as in Remark 9. One can
easily check that the condition
∀A,B ∈ Lom A 6= B =⇒ A˜ ∩ Rˆ(Lom) 6= B˜ ∩ Rˆ(Lom)
is satisfied. This means that ((Lom,∪,∩, ∅,R), Rˆ(Lom)) is an object of
BDLatD, so the bounded lattices (Lom,∪,∩, ∅,R) and (L˜om
d
,∪,∩, ∅, Rˆ(Lom)),
where L˜om
d
= L˜om ∩1 Rˆ(Lom), are isomorphic.
Example 19. (1) The mapping h∞ : Lom → {0, 1} defined by the formula
h∞(W ) =
{
1, if (l,+∞) ⊆W for some l ∈ R,
0, if (l,+∞) ∩W = ∅ for some l ∈ R,
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is not a morphism of BDLatD from (Lom, Rˆ(Lom)) to ({0, 1}, {{1}}) be-
cause all elements of Rˆ(Lom) are of the form rˆ(Lom) for r ∈ R.
(2) The mapping hr : Lom → {0, 1}, for r ∈ R, defined by the formula
hr(W ) =
{
1, if r ∈W,
0, if r /∈W,
is a morphism of BDLatD from (Lom, Rˆ(Lom)) to ({0, 1}, {{1}}) corre-
sponding to the prime filter rˆ(Lom) ∈ Rˆ(Lom).
2.4. The main theorem for SS0.
Theorem 20. The categories SS0, BDLatD
op and SpecD are equivalent.
Proof. The proof splits into six steps.
Step 1: The restriction functor R.
We define the restriction functor R : SpecD→ SS0 by formulas
R((X, τX),Xd) = (Xd, CO(X)d), R(g) = gd,
where gd : Xd → Yd is the restriction of g : X → Y in the domain and in the
codomain to the decent subsets.
It is clear that CO(X)d is a bounded sublattice of P(Xd) separating points,
since CO(X) separates points. For a spectral mapping g : X → Y satisfying
g(Xd) ⊆ Yd we have g
−1
d (CO(Y )d) ⊆ CO(X)d. Moreover, R(idX) = idXd
and R(h◦ g) = (h◦ g)d = hd ◦ gd = R(h) ◦R(g). We can see that R is indeed
a functor.
Step 2: The spectrum functor S.
We define the spectrum functor S : BDLatDop → SpecD by formulas
S(L,DL) = ((PF(L), τ(L˜)),DL), S(h
op) = h•,
where τ(L˜) is as in Remark 9 and hop in BDLatDop is the morphism h in
BDLatD with the roles of the domain and the codomain interchanged.
That (PF(L), τ(L˜)) is a spectral space is a consequence of Stone Dual-
ity for bounded distributive lattices (see 3.1.4 in [4] and Remark 9). By
Proposition 17, DL is a decent subset of PF(L), which means the mapping
CO(PF(L)) = L˜ ∋ a˜ 7→ a˜d ∈ L˜d = CO(PF(L)) ∩1 DL
is an isomorphism of lattices.
For morphisms h : L → M and k : M → N in BDLatD we have
(h•)−1(a˜) = {G ∈ PF(M) : a ∈ h•G} = h˜(a) and (h•)−1(L˜) ⊆ M˜ , so
h• : PF(M) → PF(L) is spectral. Moreover, h•(DM ) ⊆ DL as well as
S(idL) = (idL)
• = idPF(L) and S(h
op ◦ kop) = S((k ◦ h)op) = (k ◦ h)• =
h• ◦ k• = S(hop) ◦ S(kop). We can see that S is indeed a functor.
Step 3: The algebraization functor A.
We define the algebraization functor A : SS0 → BDLatD
op by formulas
A(X,LX ) = (LX , Xˆ), A(f) = (Lf)
op,
with the obvious lattice operations on LX , Xˆ = Xˆ(LX) = {xˆ : x ∈ X},
xˆ = {L ∈ LX : x ∈ L} and, for a (strictly) continuous mapping f : X → Y ,
with the mapping Lf : LY → LX defined by (Lf)(W ) = f
−1(W ) for
W ∈ LY .
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Since for x ∈ X we have x ∈ A iff xˆ ∈ {F ∈ Xˆ(LX) : A ∈ F}, Xˆ(LX) is
a decent set of prime filters on LX . Moreover, Lf is clearly a morphism in
BDLat. It is also a morphism of BDLatD, since
(Lf)•(xˆ) = {W ∈ LY : x ∈ f
−1(W )} = f̂(x), so (Lf)•(Xˆ) ⊆ Yˆ .
We have A(idX) = (LidX)
op = idLX and A(g ◦ f) = (L(g ◦ f))
op = (Lf ◦
Lg)op = (Lg)op ◦ (Lf)op = A(g) ◦ A(f). We can see that A is indeed a
functor.
Step 4: The functor RSA is naturally isomorphic to IdSS0 .
For an object (X,LX) of SS0, we have RSA(X,LX) = RS(LX , Xˆ) =
R((PF(LX), τ(L˜X))), Xˆ) = (Xˆ, L˜X
d
), where L˜X
d
= CO(PF(LX))∩1Xˆ(LX).
For a morphism f : (X,LX) → (Y,LY ) in SS0, we have RSA(f) =
((Lf)•)d.
Define a natural transformation η from RSA to IdSS0 by putting:
ηX : (Xˆ, L˜X
d
)→ (X,LX) is given by ηX(xˆ) = x for xˆ ∈ Xˆ.
Now (f ◦ ηX)(xˆ) = f(x) = ηY (f̂(x)) = (ηY ◦ ((Lf)
•)d)(xˆ) and each ηX :
Xˆ → X is a bijection satisfying ηX(L˜X
d
) = LX , so η is truely a natural
isomorphism.
Step 5: The functor SAR is naturally isomorphic to IdSpecD.
We have SAR((X, τX),Xd) = SA(Xd, CO(X)d) = S(CO(X)d, X̂d
d
) =
= ((PF(CO(X)d), τ( ˜CO(X)d)), X̂d
d
). Here X̂d
d
= {xˆd : x ∈ Xd},
xˆd = {W ∩Xd : x ∈W ∈ CO(X)} for x ∈ X,
˜CO(X)d = {W˜
d : W ∈ CO(X)}, W˜ d = {xˆd : x ∈W}.
Moreover, for a spectral g : X → Y satisfying g(Xd) ⊆ Yd, we have
SAR(g) = (Lgd)
•.
Define a natural transformation θ from SAR to IdSpecD by putting:
θX : ((PF(CO(X)d), τ( ˜CO(X)d)), X̂d
d
)→ ((X, τX ),Xd) with θX(xˆ
d) = x
for any x ∈ X. Since CO(X) and CO(X)d are isomorphic lattices, we have
(g ◦ θX)(xˆ
d) = g(x) = θY (ĝ(x)
d
) = (θY ◦ (Lgd)
•)(xˆd). Each θX is a bijection
satisfying both θX(X̂d
d
) = Xd and θX( ˜CO(X)d) = CO(X), so θ is truely
a natural isomorphism.
Step 6: The functor ARS is naturally isomorphic to IdBDLatDop .
We get ARS(L,DL) = AR((PF(L), τ(L˜)),DL) = A(DL, L˜
d) = (L˜d, D̂L
d
).
Here: D̂L
d
= {F̂ d : F ∈ DL}, F̂
d = {a˜d ∈ L˜d : F ∈ a˜d}, L˜d = {a˜d : a ∈ L}.
Moreover, for a homomorphism of bounded distributive lattices h : L →
M satisfying h•(DM ) ⊆ DL, we have ARS(h
op) = (L(h•)d)
op.
Define a natural transformation κop from ARS to IdBDLatDop by putting:
κopL : (L˜
d, D̂L
d
)→ (L,DL) in BDLatD
op is the mapping
κL : (L,DL)→ (L˜
d, D̂L
d
) given by κL(a) = a˜
d for a ∈ L.
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We are to check that κopL ◦ARS(h
op) = hop◦κopM or κM ◦h = L(h
•)d◦κL. Now
(L(h•)d ◦ κL)(a) = (h
•)−1d (a˜
d) = {G ∈ DM : h(a) ∈ G} = h˜(a)
d
= (κM ◦
h)(a) and each κL is an isomorphism in BDLat satisfying κ
•
L(D̂L
d
) = DL,
so κop is truely a natural isomorphism. 
2.5. Spectralifications.
Definition 21. A topological space (Y, τY ) will be called a spectralification
of a topological space (X, τX ) if:
(1) (Y, τY ) is a spectral space,
(2) there exists a topological embedding e : (X, τX )→ (Y, τY ),
(3) e(X) is dense in (Y, τY ).
Example 22. The space R˜ from Example 15 is a spectralification of the
real line (with the natural topology), homeomorphic to the spectral space
(PF(Lom), τ(L˜om)).
Example 23. Consider Lrom from Example 5. The points of PF(Lrom) are:
rˆ = {L ∈ Lrom : r ∈ L} for r ∈ R,
qˆ− = {L ∈ Lrom : (l, q) ⊆ L for some l < q} for q ∈ Q,
qˆ+ = {L ∈ Lrom : (q, l) ⊆ L for some l > q} for q ∈ Q,
−̂∞ = {L ∈ Lrom : (−∞, l) ⊆ L for some l ∈ Q},
+̂∞ = {L ∈ Lrom : (l,+∞) ⊆ L for some l ∈ Q}.
Here L˜rom = {W˜ : W ∈ Lrom}, W˜ = {F ∈ PF(Lrom) : W ∈ F}.
We can see that (PF(Lrom), τ(L˜rom)) is another spectralification of the real
line, homeomorphic to the space of types over Q of the theory Th(R, <) with
the spectral topology (compare Section 14.2 in [4]), obtained without using
the language of model theory.
Example 24. For the constructible topology (called also the patch topology)
on the “same” set of points as in the previous example, one needs to take as
the new LX the Boolean algebra (field of subsets of X) Brom generated by
Lrom. This changes the topology on R: the rational points become isolated.
The space (PF(Brom), τ(B˜rom)) is a Hausdorff spectralification of this
modified real line, and is identified with the (usual in model theory) space
of types over Q of the theory Th(R, <).
Theorem 25. For a topological space, being T0 is equivalent to admitting a
spectralification.
Proof. Assume (X, τX) is a T0 topological space. Choose a basis of the
topology that is a bounded sublattice of τX and call it LX (for example
take LX = τX). Obviously, by Step 4 of the proof of Theorem 20, (X, τX)
admits an embedding into the spectral space (PF(LX), τ(L˜X)) underlying
SA(X,LX ) with a basis of the topology L˜X . Each nonempty member of this
basis is of the form L˜ for a nonempty L ∈ LX . Choose x ∈ L. Then xˆ ∈ L˜,
so the image Xˆ of the embedding is dense in (PF(LX), τ(L˜X)).
On the other hand, only T0 (Kolmogorov) topological spaces can have
spectralifications, since a subspace of a T0 space is T0. 
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Remark 26. The theorem above allows producing many spectralifcations of
a Kolmogorov topological space (X, τX ) by taking many different bases LX
of the topology τX . That is why it is more versatile than Theorem 11.1.3(ii)
of [4] concerning the spectral reflection of a Kolmogorov topological space.
3. Stone Duality for LSS0.
3.1. The category LSS0.
Definition 27 (cf. [14], Definition 2.1). A locally small space is a pair
(X,LX), where X is any set and LX ⊆ P(X) satisfies the following condi-
tions:
(LS1) ∅ ∈ LX ,
(LS2) if L,M ∈ LX , then L ∩M,L ∪M ∈ LX ,
(LS3) ∀x ∈ X ∃Lx ∈ LX x ∈ Lx (i. e.
⋃
LX = X).
Elements of LX are called small open subsets (or smops) of X.
Definition 28 ([14]). For a locally small space (X,LX ) we define the family
of open sets
L
o
X = {M ⊆ X : M ∩1 LX ⊆ LX}.
Remark 29. The family LoX is a bounded sublattice of P(X) containing
LX . The open sets are those subsets of X that are compatible with smops.
Proposition 30. Assume (X,LX ) is a locally small space. Then
LX
∼= L˜X ∩1 Xˆ and L
o
X
∼= L˜oX ∩1 Xˆ = (˜LX)
o ∩1 Xˆ = (˜LX ∩1 Xˆ)
o ⊆ P(Xˆ),
where L˜X = {L˜ : L ∈ LX}, L˜ = {F ∈ PF(L
o
X) : L ∈ F},
Xˆ = {xˆ : x ∈ X} ⊆ PF(LoX), and xˆ = {W ∈ L
o
X : x ∈W}.
Proof. It is clear that L˜oX ∩1 Xˆ ⊆ (˜LX)
o ∩1 Xˆ ⊆ (˜LX ∩1 Xˆ)
o. Moreover,
the Boolean algebras P(X) and P(Xˆ) are isomorphic, where the sublattice
L˜oX ∩1 Xˆ corresponds to L
o
X and the sublattice L˜X ∩1 Xˆ corresponds to LX .
That is why LX ∼= L˜X ∩1 Xˆ and L
o
X
∼= L˜oX ∩1 Xˆ = (˜LX ∩1 Xˆ)
o ⊆ P(Xˆ). 
Definition 31. A locally small space (X,LX ) will be called T0 (or Kol-
mogorov) if the family LX separates points (see Definition 2).
Example 32. Consider the following families of subsets of the set R of real
numbers:
i) Llom = the family of all finite unions of bounded open intervals,
ii) Lolom = Lslom = the family of all locally finite unions of bounded
open intervals.
iii) Llrom = the family of all finite unions of bounded open intervals with
rational endpoints,
iv) Lolrom = the family of all locally finite unions of open intervals with
rational endpoints.
Then Rlom = (R,Llom) and Rlrom = (R,Llrom) are Kolmogorov locally
small spaces (compare [14], Example 2.14 and [15], Definition 1.2). The
sets PF(Lolom), PF(L
o
lrom) have natural spectral topologies and each of them
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decomposes into two parts: the prime filters may or may not intersect Llom,
Llrom, respectively.
Those elements of PF(Lolom) that intersect Llom bijectively correspond to
the elements of PF(Llom). The latter set may be topologically identified with
an open set in PF(Lolom) or an open set
⋃
r,s∈R[r
+, s−] = R˜ \ {−∞,+∞} in
R˜, using the notation of Example 15.
On the other hand, PF(Lolom) has many other points (some of them may
be constructed using ultrafilters on the set of natural numbers).
Similar facts hold true for PF(Lolrom).
Definition 33. Assume (X,LX ) and (Y,LY ) are locally small spaces. Then
a mapping f : X → Y is:
(a) bounded ([14], Definition 2.40) if LX is a refinement of f
−1(LY ),
(b) continuous ([14], Definition 2.40) if f−1(LY ) ∩1 LX ⊆ LX (equiva-
lently: f−1(LY ) ⊆ L
o
X),
(c) strongly continuous if f−1(LY ) ⊆ LX .
The category of locally small spaces and their bounded continuous mappings
is denoted by LSS ([14], Remark 2.46). The full subcategory of T0 locally
small spaces will be denoted by LSS0.
3.2. The category BDLatBD.
Definition 34. A bornology in a bounded lattice (L,∨,∧, 0, 1) is an ideal
B ⊆ L such that ∨
B = 1.
Definition 35. An object of BDLatBD is a system (L,Ls,DL) with
L = (L,∨,∧, 0, 1) a bounded distributive lattice, Ls a bornology in L and
DL satisfying the conditions:
(1) DL ⊆
⋃
L˜s ⊆ PF(L),
(2) ∀a, b ∈ L a 6= b =⇒ a˜d 6= b˜d, where a˜d = {F ∈ DL : a ∈ F},
(3) L˜ ∩1 DL = (L˜s ∩1 DL)
o ⊆ P(DL).
Such DL will be called a decent lump of prime filters on L.
A morphism of BDLatBD from (L,Ls,DL) to (M,Ms,DM ) is such a
homomorphism of bounded lattices h : L→M that:
a) satisfies the condition of domination
∀a ∈Ms ∃b ∈ Ls a ∨ h(b) = h(b),
b) respects the decent lump of prime filters: h•(DM ) ⊆ DL.
3.3. The category SpecBD.
Definition 36. An object of SpecBD is a system ((X, τX ), COs(X),Xd)
where (X, τX) is a spectral space, COs(X) is a bornology in the bounded
lattice CO(X) and Xd satisfies the following conditions:
(1) Xd ⊆ Xs =
⋃
COs(X),
(2) the mapping CO(X) ∋ A 7→ A ∩Xd ∈ CO(X)d = CO(X) ∩1 Xd is
an isomorphism of lattices,
(3) CO(X)d = (COs(X)d)
o ⊆ P(Xd).
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Such Xd will be called a decent lump of X.
Amorphism from ((X, τX ), COs(X),Xd) to ((Y, τY ), COs(Y ), Yd) in SpecBD
is such a spectral mapping between spectral spaces g : (X, τX) → (Y, τY )
that:
a) satisfies the condition of boundedness
∀A ∈ COs(X) ∃B ∈ COs(Y ) g(A) ⊆ B,
b) respects the decent lump: g(Xd) ⊆ Yd.
3.4. The main theorem for LSS0.
Theorem 37. The categories LSS0, BDLatBD
op and SpecBD are equiv-
alent.
Proof. Step 1. Defining functor R˜ : SpecBD→ LSS0.
We define the restriction functor R˜ : SpecBD→ LSS0 by formulas
R˜((X, τX), COs(X),Xd) = (Xd, COs(X)d), R(g) = gd,
where gd : Xd → Yd is the restriction of g : X → Y in the domain and in the
codomain to the decent lumps.
It is clear that COs(X)d is a sublattice of P(Xd) with zero that covers
Xd. Now CO(X) separates points of X, since it is a basis of the topology
τX . Hence both CO(X)d and COs(X)d separate points of Xd.
For a spectral mapping g : X → Y satisfying the condition of boundedness
∀A ∈ COs(X) ∃B ∈ COs(Y ) g(A) ⊆ B
and the condition g(Xd) ⊆ Yd, we have
g−1d (COs(Y )d) ⊆ g
−1(CO(Y )d) ∩1 Xd ⊆ CO(X)d ⊆ (COs(X)d)
o
by (3) of Definition 36, so gd : (Xd, COs(X)d) → (Yd, COs(Y )d) is contin-
uous. That gd is a bounded mapping between locally small spaces follows
from g satisfying the condition of boundedness.
Moreover, R˜(idX) = idXd and R˜(h◦ g) = (h◦ g)d = hd ◦ gd = R˜(h) ◦ R˜(g).
We can see that R˜ is indeed a functor.
Step 2. Defining functor S˜ : BDLatBDop → SpecBD.
We define the spectrum functor S˜ : BDLatBDop → SpecBD by formulas
S˜(L,Ls,DL) = ((PF(L), τ(L˜)), L˜s,DL), S˜(h
op) = h•,
where τ(L˜) is as in Remark 9 and hop in BDLatBDop is the morphism h in
BDLatBD with the roles of the domain and the codomain interchanged.
Then (PF(L), τ(L˜)) is a spectral space and the lattice COs(PF(L)) = L˜s
is a bornology in CO(PF(L)), since Ls is a bornology in L. Moreover,
CO(PF(L)) = L˜ ∋ a˜ 7→ a˜d ∈ L˜d = CO(PF(L)) ∩1 DL
is an isomorphism of lattices and DL ⊆
⋃
L˜s, by Definition 35. It is clear
that (3) of Definition 36 is satisfied by (3) of Definition 35. That is why DL
is a decent lump of PF(L).
For morphisms h : L → M and k : M → N in BDLatBD we have
(h•)−1(b˜) = {G ∈ PF(M) : b ∈ h•G} = h˜(b) for b ∈ L. This means
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(h•)−1(L˜) ⊆ M˜ , so h• : PF(M) → PF(L) is spectral, satisfies the condition
of boundedness
∀A ∈ COs(PF(M))∃B ∈ COs(PF(L)) h
•(A) ⊆ B
and respects the decent lump: h•(DM ) ⊆ DL. Moreover, S˜(idL) = (idL)
• =
idPF(L) and S˜(h
op ◦kop) = S˜((k ◦h)op) = (k ◦h)• = h• ◦k• = S˜(hop)◦ S˜(kop).
We can see that S˜ is indeed a functor.
Step 3. Defining functor A˜ : LSS0 → BDLatBD
op.
We define the algebraization functor A˜ : LSS0 → BDLatBD
op by
A˜(X,LX) = (L
o
X ,LX , Xˆ), A˜(f) = (L
of)op,
where LoX = (L
o
X ,∪,∩, ∅,X) is a bounded distributive lattice,
Xˆ = Xˆ(LoX) = {xˆ : x ∈ X} ⊆ PF(L
o
X) with xˆ = {L ∈ L
o
X : x ∈ L},
and, for a strictly continuous mapping f : (X,LX)→ (Y,LY ), the mapping
Lof : LoY → L
o
X is defined by (L
of)(W ) = f−1(W ) for W ∈ LoY .
The lattice LX is a bornology in L
o
X by the definition of L
o
X . By the proof
of Proposition 30, (LoX ,LX , Xˆ) satisfies (3) of Definition 35 and Xˆ(L
o
X) is a
decent lump of prime filters on LoX .
Moreover, Lof : LoY → L
o
X is a morphism in BDLatBD as a homomor-
phism of bounded lattices satisfying
(Lof)•(xˆ) = {W ∈ LoY : x ∈ f
−1(W )} = f̂(x), so (Lof)•(Xˆ) ⊆ Yˆ
with the domination condition
∀A ∈ LX ∃B ∈ LY A ⊆ (L
of)(B) = f−1(B)
being the boundedness of the strictly continuous mapping f .
We have A˜(idX ) = (L
oidX)
op = idLo
X
and A˜(g ◦ f) = (Lo(g ◦ f))op =
(Lof ◦ Log)op = (Log)op ◦ (Lof)op = A˜(g) ◦ A˜(f). We can see that A˜ is
indeed a functor.
Step 4. The functor R˜S˜A˜ is naturally isomorphic to IdLSS0 .
We have R˜S˜A˜(X,LX ) = R˜S˜(L
o
X ,LX , Xˆ) = R˜(PF(L
o
X), L˜X , Xˆ) = (Xˆ, L˜X
d
),
where L˜X
d
= L˜X ∩1 Xˆ and, for a morphism f : (X,LX)→ (Y,LY ) in LSS0,
we have R˜S˜A˜(f) = ((Lof)•)d.
Define a natural transformation η from R˜S˜A˜ to IdLSS0 by
ηX(Xˆ, L˜X
d
)→ (X,LX ), where ηX(xˆ) = x.
Then f ◦ ηX(xˆ) = ηY ◦ ((L
of)•)d(xˆ) = f(x) for xˆ ∈ Xˆ and, by the obvious
isomorphism between P(X) and P(Xˆ) (compare Proposition 30), each ηX is
an isomorphism in LSS0, so η is truely a natural isomorphism.
Step 5. The functor S˜A˜R˜ is naturally isomorphic to IdSpecBD.
We have S˜A˜R˜((X, τX ), COs(X),Xd) = S˜A˜(Xd, COs(X)d) =
S˜((COs(X)d)
o, COs(X)d, X̂d
d
) = (PF((COs(X)d)
o), ˜COs(X)d, X̂d
d
),
with the topology τ( ˜CO(X)d) on PF((COs(X)d)o) since, by Definition 36,
we have (COs(X)d)
o = CO(X)d. Here we put X̂d
d
= {xˆd : x ∈ Xd} and
xˆd = {V ∩Xd : x ∈ V ∈ CO(X)} ∈ PF(CO(X)d) for x ∈ X.
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Moreover, for a spectral g : X → Y satisfying g(Xd) ⊆ Yd and
∀A ∈ COs(X) ∃B ∈ COs(Y ) g(A) ⊆ B,
we have S˜A˜R˜(g) = (Logd)
•.
Define a natural transformation θ from S˜A˜R˜ to IdSpecBD by
θX : (PF(CO(X)d), ˜COs(X)d, X̂d
d
)→ (X,COs(X),Xd) with θX(xˆ
d) = x.
Notice that (Logd)
•(xˆd) = {W ∩ Yd : g(x) ∈ W ∈ CO(Y )} = ĝ(x)
d
for
x ∈ X. This means g◦θX = θY ◦(L
ogd)
• and each θX satisfies θX(X̂d
d
) = Xd
and θX(A˜d) = θX({xˆ
d ∈ PF(CO(X)d) : x ∈ A}) = A for A ∈ CO(X), so
θ−1X (CO(X)) =
˜CO(X)d and θ
−1
X (COs(X)) =
˜COs(X)d. Hence θ is truely
a natural isomorphism.
Step 6. The functor A˜R˜S˜ is naturally isomorphic to IdBDLatBDop .
We get A˜R˜S˜(L,Ls,DL) = A˜R˜((PF(L), τ(L˜)), L˜s,DL) = A˜(DL, L˜s ∩1
DL) = ((L˜s ∩1 DL)
o, L˜s ∩1 DL, D̂L
d
).
Here D̂L
d
= {F̂ d : F ∈ DL}, where F̂
d = {a˜d ∈ L˜d : F ∈ a˜d}, a˜d = {F ∈
DL : a ∈ F}. By Definition 35, we have (L˜s ∩1 DL)
o = L˜ ∩1 DL, shortly:
(L˜s
d
)o = L˜d.
For a homomorphism of bounded distributive lattices h : L → M sat-
isfying h•(DM ) ⊆ DL and ∀a ∈ Ms ∃b ∈ Ls a ∨ h(b) = h(b), we have
A˜R˜S˜(hop) = (Lo(h•)d)
op.
Define a natural transformation κop from A˜R˜S˜ to IdBDLatBDop by putting
κopL : (L˜
d, L˜s
d
, D̂L
d
)→ (L,Ls,DL) in BDLatBD
op to be the mapping
κL : (L,Ls,DL)→ (L˜
d, L˜s
d
, D̂L
d
) given by κL(a) = a˜
d.
We are to check that κopL ◦ A˜R˜S˜(h
op) = hop ◦ κopM or κM ◦ h = L
o(h•)d ◦ κL.
Now (Lo(h•)d ◦ κL)(a) = (h
•)−1d (a˜
d) = {G ∈ DM : h(a) ∈ G} = h˜(a)
d
=
(κM ◦ h)(a). Each κL : L → L˜
d is an isomorphism of bounded lattices
satisfying κ•L(D̂L
d
) = DL and κL(Ls) = L˜s
d
, so κop is truely a natural
isomorphism. 
Example 38. The sine mapping sin : Rlom → Rlom is bounded contin-
uous but not strongly continuous. Consequently, S˜A˜(sin) = (Lo sin)• :
PF(Lolom) → PF(L
o
lom) is spectral but (L
o sin)(Llom) is not contained in
Llom.
4. Stone Duality for LSSs0.
4.1. The categories SLSpec and SLSpecs.
Definition 39. For a topological space (X, τX ), we denote:
SO(X) = the family of all open subsets of X with spectral subspace topology.
Definition 40. A topological space (X, τX ) is strongly locally spectral if it
satisfies the following conditions:
(1) it is locally spectral ([5]): SO(X) covers X,
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(2) it is semispectral ([5]): CO(X) ∩1 CO(X) ⊆ CO(X).
Proposition 41. For any strongly locally spectral space (X, τX ), we have
CO(X) = SO(X).
Proof. Let A ∈ CO(X). Then A is covered by a finite family W1, ...,Wn of
spectral open sets.
Claim 1. A finite union of spectral spaces glued together along compact open
subsets is spectral.
Proof. Conditions (S1), (S2), (S4) are obviously satisfied, and (S3) follows
from the semispectrality of X. One needs to show that (S5) is also satisfied.
We may assume W = W1 ∪W2 and F is a non-empty, closed irreducible
set in W . If F ∩W1 = (G∩W1)∪ (H ∩W1), then F = (G
′ ∪H ′)∩F , where
G′ = G ∪ (W \W1), H
′ = H ∪ (W \W1). This means F ⊆ G
′ or F ⊆ H ′
and F ∩W1 ⊆ G
′ ∩W1 = G ∩W1 or F ∩W1 ⊆ H ∩W1. The above proves
that F ∩W1, F ∩W2 are closed irreducible in W1, W2, respectively.
Since W1, W2 are sober, we have
F = (cl{x1} ∩W1) ∪ (cl{x2} ∩W2), x1 ∈ F ∩W1, x2 ∈ F ∩W2
so F ⊆ cl{x1} ∪ cl{x2}. By irreducibility of F , we have F ⊆ cl{x1} with
some x1 ∈ F or F ⊆ cl{x2} with some x2 ∈ F , so F is the closure of a
singleton. This proves W is sober. 
By the above claim, the set W1 ∪ ... ∪Wn is spectral. Since a compact
open subspace of a spectral space is spectral, the subspace A of W1∪ ...∪Wn
is spectral, so A ∈ SO(X).
The other implication is trivial. 
Proposition 42. In a strongly locally spectral space (X, τX ), we have
CO(X)o = ICO(X) ⊆ P(X).
Proof. If V ∈ CO(X)o, then V is a union of compact open sets since CO(X)
covers X. Hence V ∈ τX and V satisfies the definition of a member of
ICO(X).
If V ∈ ICO(X) and A is any member of CO(X), then V ∩ A ∈ CO(X).
This means V ∈ CO(X)o. 
Proposition 43. A strongly locally spectral space on a set X may be equiv-
alently defined by:
a) the topology τX ,
b) the family of compact open subsets CO(X),
c) the family of spectral open subsets SO(X),
d) the family of intersection compact open subsets ICO(X).
Proof. Elements of CO(X) = SO(X) are the compact elements of τX . Ele-
ments of ICO(X) are the sets compatible with those of CO(X). Elements of
τX are the unions of subfamilies of ICO(X). Each of the considered families
induces all the other. 
Definition 44. The patch topology of a strongly locally spectral space (X, τX)
is the topology on X with a basis CO(X) \1 CO(X).
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Definition 45. A subsetXd ⊆ X in a strongly locally spectral space (X, τX)
will be called decent if any of the two equivalent conditions is satisfied:
(1) for A,B ∈ CO(X) if A 6= B, then A ∩Xd 6= B ∩Xd,
(2) the mapping CO(X) ∋ A 7→ A ∩Xd ∈ CO(X)d = CO(X) ∩1 Xd is
an isomorphism of lattices of sets.
Proposition 46. In a strongly locally spectral space (X, τX) the decent sub-
sets are exactly the patch dense subsets.
Proof. The same as the proof of Proposition 13. 
Example 47. The spaces (PF(Llom), τ(L˜lom)) and (PF(Llrom), τ(L˜lrom))
are strongly locally spectral and are homeomorphic to open patch dense
sets in the spectral spaces (PF(Lolom), τ(L˜
o
lom)), (PF(L
o
lom), τ(L˜
o
lom)), respec-
tively, that are known from Example 32.
Definition 48. A mapping g : (X, τX ) → (Y, τY ) between strongly locally
spectral spaces is spectral if the following conditions are satisfied:
(1) g is bounded : g(CO(X)) is a refinement of CO(Y ),
(2) g is s-continuous: g−1(ICO(Y )) ⊆ ICO(X).
Proposition 49. If g : (X, τX) → (Y τY ) is a mapping between strongly
locally spectral spaces, then the following conditions are equivalent:
(1) g is spectral,
(2) g is bounded and locally spectral
(i.e., for any A ∈ CO(X), B ∈ CO(Y ) such that g(A) ⊆ B, the
restriction gBA : A→ B is a spectral mapping between spectral spaces).
Proof. (1) =⇒ (2) If g is spectral and A, B are as in the statement, then
ICO(A) = CO(A), CO(B) = ICO(B) ⊆ ICO(Y ).
Now (gBA )
−1(CO(B)) ⊆ ICO(X) ∩1 A ⊆ CO(A), so g is locally spectral.
(2) =⇒ (1) If g is bounded and locally spectral, then for D ∈ ICO(Y ) and
A ∈ CO(X) we have
g−1(D) ∩A = (gBA )
−1(D ∩B) ∈ CO(X),
with some B ∈ CO(Y ) such that g(A) ⊆ B. This means g is s-continuous.

Definition 50. By SLSpec we shall denote the category of strongly locally
spectral spaces and spectral mappings between them.
Definition 51. A mapping g : (X, τX ) → (Y, τY ) between strongly locally
spectral spaces is strongly spectral if the following conditions are satisfied:
(1) g is bounded,
(2) g is strongly continuous: g−1(CO(Y )) ⊆ CO(X).
Definition 52. By SLSpecs we shall denote the category of strongly locally
spectral spaces and strongly spectral mappings between them.
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4.2. The category DLatZ.
Definition 53. For a homomorphism of lattices h : L→ M , we say that h
is dominating or satisfies the condition of domination, if:
∀a ∈M ∃b ∈ L a ∨ h(b) = h(b).
Definition 54. By DLatZ we denote the category of distributive lattices
with zeros and dominating homomorphisms of lattices respecting zeros.
Definition 55. For L a distributive lattice with zero and a ∈ L, we set
Df (a) = {q ∈ PF(L) : a ∈ q},D(a) = {p ∈ PI(L) : a /∈ p},
V f (a) = {q ∈ PF(L) : a /∈ q}, V (a) = {p ∈ PI(L) : a ∈ p},
where PI(L) is the set of all prime ideals in L.
Below, we restate two theorems (with full proofs) of M. H. Stone published
in 1938 in a modern language.
Theorem 56 ([20], Thm. 15). Let (L,∨,∧, 0) be a distributive lattice with
zero. Then the sets
D(I) = {p ∈ PI(L) : I 6⊆ p}, where I is an ideal in L,
form a T0 topology on PI(L) with a basis
{D(a) : a ∈ L} = CO(PI(L))
closed under finite intersections and satisfying the condition
(⋆) for a closed set F and a subfamily C ⊆ CO(PI(L)) centered on F (this
means: for any finite family C1, ..., Cn of members of C the set F∩C1∩...∩Cn
is nonempty), the intersection F ∩
⋂
C is nonempty.
Proof. The family {D(I) : I an ideal in L} is a topology since ∅ = D({0}),
PI(L) = D(L),
⋃
α∈AD(Iα) = D(
∨
α∈A Iα), D(I) ∩D(J) = D(I ∩ J).
If p1 6= p2 ∈ PI(L), then, for example, p1 is not contained in p2, so
p2 ∈ D(p1) but p1 /∈ D(p1). This means (PI(L), {D(I) : I an ideal in L}) is
a T0-space.
The family {D(a) : a ∈ L} is a basis of this topology closed under finite
intersections, since D(I) =
⋃
a∈I D(a) and D(a) ∩D(b) = D(a ∧ b).
Each set D(a) is compact: if D(a) ⊆
⋃
α∈AD(Iα) = D(
∨
α∈A Iα), then
a ∈
∨
α∈A Iα, so a is a finite join a1 ∨ ...∨ an of elements of some Iα’s, let us
say a1 ∈ I1, ..., an ∈ In, so D(a) = D(a1)∪ ... ∪D(an) ⊆ D(I1)∪ ... ∪D(In).
If a set D(I) is compact, then D(I) =
⋃
a∈I D(a) = D(a1)∪ ...∪D(an) =
D(a1 ∨ ... ∨ an) for some a1, ..., an ∈ I. This implies {D(a) : a ∈ L} =
CO(PI(L)).
We start to check the condition (⋆). If F is a closed set in PI(L) and C
is a subfamily of CO(PI(L)), let us say C = {D(a) : a ∈ A ⊆ L}, centered
on F , then F = V (I) = {p ∈ PI(L) : I ⊆ p} for some ideal I in L and for
each finite family a1, ..., an ∈ A we have V (I) ∩ D(a1 ∧ a2... ∧ an) 6= ∅, so
a1 ∧ a2... ∧ an /∈ I. This implies that the filter Fil(A) generated by A is
disjoint with I. By Theorem 6 of [20], there exists a prime ideal p containing
I and disjoint with Fil(A). One can see that p ∈ V (I) and p ∈ D(a) for
each a ∈ A. This proves (⋆). 
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Theorem 57 ([20], Thm. 16). Let (X, τX) be a topological T0-space where
CO(X) is a basis of the topology closed under finite intersections and satis-
fying the condition
(⋆) for a closed set F ⊆ X and a subfamily C ⊆ CO(X) centered on F (this
means: for any finite family C1, ..., Cn of members of C the set F∩C1∩...∩Cn
is nonempty), the intersection F ∩
⋂
C is nonempty.
Then:
1) (CO(X),∪,∩, ∅) is a distributive lattice with zero,
2) Ψ : Id(CO(X)) ∋ I 7→
⋃
I ∈ τX is an isomorphism of lattices, where
Id(CO(X)) is the lattice of all ideals in CO(X),
3) for each p ∈ PI(CO(X)) there exists a unique xp ∈ X such that⋃
p = ext{xp},
4) the mapping H : PI(CO(X)) ∋ p 7→ xp ∈ X is a homeomorphism,
where the topology in PI(CO(X)) is defined as in Theorem 56.
Proof. 1) The set ∅ is compact open and CO(X) is closed under finite inter-
sections and finite unions.
2) We have
⋃
{∅} = ∅,
⋃
(I∩J) = (
⋃
I)∩(
⋃
J) and
⋃
(I∨J) = (
⋃
I)∪(
⋃
J).
Surjectivity of Ψ: for W ∈ τX , we set IW = {A ∈ CO(X) : A ⊆ W}. Then
W =
⋃
IW since CO(X) is a basis of τX .
Injectivity of Ψ: we shall prove that
⋃
I ⊆
⋃
J implies I ⊆ J . If A ∈ I, then
A ⊆
⋃
I ⊆
⋃
J , so there exist some B1, ..., Bk ∈ J such that the compact
set A is contained in B1∪ ...∪Bk ∈ J , finally A ∈ J . This proves injectivity.
3) If p is a prime ideal in CO(X), then F = X \
⋃
p is a closed set in X. The
family q = {B ∈ CO(X) : B /∈ p} is a prime filter in CO(X) centered on F .
Indeed, for B1, ..., Bn ∈ q (n ≥ 1) we have B1 ∩ ... ∩ Bn is not contained in⋃
p, so F ∩B1 ∩ ... ∩Bn 6= ∅.
By (⋆), we have F ∩
⋂
q 6= ∅, so there exists a point xp ∈ F ∩
⋂
q. The
equality ext{xp} =
⋃
p follows from xp ∈
⋂
q (for any B ∈ CO(X), we have
B ∈ p iff xp /∈ B). The uniqueness of xp follows from (X, τX ) being T0.
4) Injectivity of H: Let p1, p2 ∈ PI(CO(X)). If H(p1) = H(p2), then⋃
p1 =
⋃
p2, so p1 = p2 by 2) above.
Surjectivity of H: for each x ∈ X the ideal I(ext{x}) = {A ∈ CO(X) : x /∈
A} is prime, since its complement {B ∈ CO(X) : x ∈ B} is a filter. Clearly,
H(I(ext{x})) = x by 2) and 3) above.
Both-ways continuity: since H−1(A) = D(A) for A ∈ CO(X), a basis of the
topology on PI(CO(X)) is mapped onto a basis of the topology on X. The
bijection H is a homeomorphism. 
The following proposition gives an explanation to Theorem 57.
Proposition 58. For a topological space (X, τX ), the following conditions
are equivalent:
(1) (X, τX) is strongly locally spectal,
(2) (X, τX) satisfies the conditions in the assumption of Theorem 57.
Proof. (1) =⇒ (2) Since the other conditions are obvious, we need only
to prove the condition (⋆). One may assume F 6= ∅ and ∅ 6= C ⊆ CO(X)
is centered on F . Choose C ∈ C. The set F ∩ C is patch compact in C.
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Each member of C∩1C is patch closed in C. By the assumption, every finite
subfamily of C∩1C meets F ∩C, the whole intersection F ∩
⋂
C is nonempty.
(2) =⇒ (1) We prove X is sober. Assume V is a proper irreducible open
subset of X. Then I(V ) = {A ∈ CO(X) : A ⊆ V } is an ideal in CO(X). If
B,C ∈ CO(X) are such that B ∩C ∈ I(V ), then (V ∪B)∩ (V ∪C) = V , so
B ⊆ V or C ⊆ V by irreducibility of V . This means I(V ) is prime. By 3)
of Theorem 57, there exists a unique xV such that
⋃
I(V ) = V = ext{xV }.
Hence X as well as all members of CO(X) are sober. The other conditions
are obvious. 
The next theorem is another version of Theorem 56.
Theorem 59. If (L,∨,∧, 0) is a distributive lattice with zero, then
both (PF(L), τ({Df (a) : a ∈ L})) and (PI(L), τ({D(a) : a ∈ L})) are
strongly locally spectral topological spaces.
Proof. Consider the case of PF(L). Let q ∈ PF(L). Then q 6= ∅, so take
a ∈ q ⊆ L. We shall prove that an open neighbourhood Df (a) of q is home-
omorphic to PF(↓a) with its usual spectral topology. Indeed, the sublattice
↓a = {b ∈ L : b ∨ a = a} has the unit a. We have the mapping
Ra : D
f (a) ∋ q 7→ q ∩ ↓a ∈ PF(↓a).
Injectivity of Ra: for q1, q2 ∈ D
f (a) if q1 6= q2 then q1 ∩ (↓a) 6= q2 ∩ (↓a).
Indeed, a ∈ q1 ∩ q2 and if b ∈ q1 \ q2, then b ∧ a ∈ (q1 \ q2) ∩ (↓a).
Surjectivity of Ra: each homomorphism h : (↓a) → {0, 1} of bounded lattices
may be extended to a homomorphism H : L → {0, 1} of lattices with zeros
by the formula H(x) = h(x ∧ a). This implies each prime filter on ↓a may
be extended to a prime filter on L.
Both-ways continuity of Ra: a basic open set in D
f (a) is a restriction of
Df (b), for some b ∈ L, to Df (a), so a set of the form DfL(a∧b) corresponding
by the bijection to the set Df
↓a(a ∧ b), which is a basic open set in PF(↓ a).
We have proved that an open neighbourhood Df (a) of q is spectral. Semis-
pectrality of (PF(L), τ({Df (a) : a ∈ L})) is obvious, since CO(PF(L)) =
{Df (a) : a ∈ L} and Df (a) ∩Df (b) = Df (a ∧ b), similarly to the situation
in Theorem 56.
The case of PI(L) is dual, using the sets D(a) instead of the sets Df (a).

Theorem 60. The categories SLSpecs and DLatZop are equivalent.
Proof. Step 1. Defining functor Ĉo : SLSpecs → DLatZop.
For a strongly locally spectral space (X, τX) we set Ĉo(X, τX) to be
(CO(X),∪,∩, ∅), which is a distributive lattice with zero.
For a strongly spectral mapping g : (X, τX) → (Y, τY ) between strongly
locally spectral spaces, we set Ĉo(g) = (Lg)op : CO(X) → CO(Y ). The
mapping Lg : CO(Y )→ CO(X), where (Lg)(W ) = g−1(W ), is a homomor-
phism of lattices with zeros, satisfying the condition of domination
∀A ∈ CO(X) ∃B ∈ CO(Y ) A ⊆ (Lg)(B),
by the boundedness of g.
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Step 2. Defining functor Ŝp : DLatZop → SLSpecs.
For a distributive lattice with zero L = (L,∨,∧, 0), we put the following
definition Ŝp(L) = (PF(L), τ(L˜)), where L˜ = Df (L) = {Df (a) : a ∈ L},
which is a strongly locally spectral space by Theorem 59 (compare Theo-
rem 56).
For a lattice homomorphism h : L → M respecting zero and satisfy-
ing the condition of domination, we set Ŝp(hop) = h• : (PF(M), τ(M˜ )) →
(PF(L), τ(L˜)), where h•(G) = h−1(G). Then h• is strongly spectral.
Boundedness: since h•(h˜(L)) refines L˜ and h˜(L) = {Df (h(a)) : a ∈ L}
dominates in M˜ (i.e., ∀A ∈ M˜ ∃B ∈ h˜(L) A ⊆ B), we also have h•(M˜)
refines L˜.
Strong continuity: for any a˜ ∈ CO(PF(L)) = {Df (a) : a ∈ L} (see
Theorem 56), we have (h•)−1(a˜) = h˜(a) ∈ CO(PF(M)).
Step 3. The functor ĈoŜp is naturally isomorphic to IdDLatZop .
We define a natural transformation α from IdDLatZop to Ĉo ◦ Ŝp in the
following way: for any object M of DLatZ, we define αM : M → M˜ by
αM (a) = a˜ = D
f (a), which is an isomorphism of DLatZ (injectivity follows
from [20], Theorem 6). For a morphism h : L → M in DLatZ, one has
(αM ◦h)(a) = h˜(a) = (h
•)−1(a˜) = (Lh• ◦αL)(a). That is why α is a natural
isomorphism.
Step 4. The functor ŜpĈo is naturally isomorphic to IdSLSpecs .
We define a natural transformation β from IdSLSpecs to Ŝp ◦ Ĉo in the
following way: For any object (X, τX ) of SLSpec
s, we define a bijection
βX : X → X̂ by βX(x) = xˆ, where xˆ = {V ∈ CO(X) : x ∈ V }. (We have
X̂ = {xˆ : x ∈ X} = PF(CO(X)) by the dual of Theorem 57). Now βX is
an isomorphism, since βX(CO(X)) = CO(Xˆ), where CO(Xˆ) = {A˜ : A ∈
CO(X)} and A˜ = {xˆ : x ∈ A}. Moreover, for a morphism g : (X, τX) →
(Y, τY ) of SLSpec
s, we have (βY ◦g)(x) = ĝ(x) = (Lg)
•(x̂) = ((Lg)•◦βX)(x)
for x ∈ X. That is why β is a natural isomorphism. 
4.3. The main theorem for LSSs0.
Definition 61. The category SLSpecDs has pairs ((X, τX ),Xd) where
(X, τX) is a strongly locally spectral space and Xd is a distinguished de-
cent subset of X as objects and strongly spectral mappings respecting the
decent subsets as morphisms.
Definition 62. The category DLatZD has pairs (L,DL) where L is a dis-
tributive lattice with zero andDL is a distinguished decent set of prime filters
in PF(L) as objects and homomorphisms of lattices with zeros respecting
the decent sets of prime filters and satisfying the condition of domination as
morphisms.
Definition 63. The category LSSs0 is a subcategory of LSS0 with the same
objects and bounded strongly continuous mappings as morphisms.
Example 64. Let π : Rlom ⊔ Rlom → Rlom be the natural projection from
the disjoint union of two copies of the real locally o-minimal line to the
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real locally o-minimal line. This finite covering mapping is an example of a
bounded strongly continuous mapping.
Theorem 65. The categories LSSs0, DLatZD
op and SLSpecDs are equiv-
alent.
Proof. Step 1. Defining functor R̂ : SLSpecDs → LSSs0.
We define the restriction functor R̂ : SLSpecDs → LSSs0 by formulas
R̂((X, τX ),Xd) = (Xd, CO(X)d), R(g) = gd,
where gd : Xd → Yd is the restriction of g : X → Y in the domain and in the
codomain to the decent subsets and CO(X)d = CO(X) ∩1 Xd.
It is clear that CO(X)d is a sublattice of P(Xd) with zero that covers
Xd. Since CO(X) separates points of X, CO(X)d separates points of Xd,
so (Xd, CO(X)d) is an object of LSS
s
0.
For a strongly spectral mapping g : (X, τX) → (Y, τY ) satisfying the
condition g(Xd) ⊆ Yd for some decent sets Xd ⊆ X and Yd ⊆ Y , we have
g−1d (CO(Y )d) ⊆ CO(X)d,
so gd : (Xd, CO(X)d) → (Yd, CO(Y )d) is strongly continuous. That gd is a
bounded mapping between locally small spaces follows from g being bounded.
Moreover, R̂(idX) = idXd and R̂(h ◦ g) = (h ◦ g)d = hd ◦ gd = R̂(h) ◦ R̂(g).
We can see that R̂ is indeed a functor.
Step 2. Defining functor Ŝ : DLatZDop → SLSpecDs.
We define the spectrum functor Ŝ : DLatZDop → SLSpecDs by formulas
Ŝ(L,DL) = ((PF(L), τ(L˜)),DL), Ŝ(h
op) = h•,
where L˜ = {Df (a) : a ∈ L} = CO(PF(L)) by Theorem 56 and hop in
DLatZDop is the morphism h in DLatZD with the roles of the domain and
the codomain interchanged.
Regarding the object part: by Theorem 59, (PF(L), τ(L˜)) is a strongly
locally spectral space; moreover, DL is a decent subset of PF(L).
For morphisms h : L → M and k : M → N in DLatZD we have
(h•)−1(b˜) = {G ∈ PF(M) : b ∈ h•G} = h˜(b) for b ∈ L and (h•)−1(L˜) ⊆ M˜ ,
so h• : PF(M) → PF(L) is strongly continuous. The boundedness of h•
follows from h being dominating and h• respects the decent subset by the
assumption on h. Moreover, Ŝ(idL) = (idL)
• = idPF(L) and Ŝ(h
op ◦ kop) =
Ŝ((k ◦ h)op) = (k ◦ h)• = h• ◦ k• = Ŝ(hop) ◦ Ŝ(kop). We can see that Ŝ is
indeed a functor.
Step 3. Defining functor Â : LSSs0 → DLatZD
op.
We define the algebraization functor Â : LSSs0 → DLatZD
op by
A˜(X,LX ) = (LX , Xˆ), Â(f) = (Lf)
op,
where Xˆ = Xˆ(LX) = {xˆ : x ∈ X} ⊆ PF(LX) with xˆ = {L ∈ LX : x ∈ L},
and, for a bounded strongly continuous mapping f : (X,LX)→ (Y,LY ), the
mapping Lf : LY → LX is defined by (Lf)(W ) = f
−1(W ) for W ∈ LY .
By the proofs of Proposition 30 and Theorem 56, Xˆ(LX) is a decent set
of prime filters on the distributive lattice with zero (LX ,∪,∩, ∅).
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Moreover, Lf : LY → LX is a morphism in DLatZD as a lattice homo-
morphism respecting zero and the decent set, that is:
(Lf)•(xˆ) = {W ∈ LY : x ∈ f
−1(W )} = f̂(x), so (Lf)•(Xˆ) ⊆ Yˆ ,
and satisfying the condition of domination
∀A ∈ LX ∃B ∈ LY A ⊆ (Lf)(B) = f
−1(B),
equivalent to the boundedness of f .
We have Â(idX) = (LidX)
op = idLX and Â(g ◦ f) = (L(g ◦ f))
op =
(Lf ◦ Lg)op = (Lg)op ◦ (Lf)op = Â(g) ◦ Â(f). We can see that Â is indeed
a functor.
Step 4. The functor R̂ŜÂ is naturally isomorphic to IdLSSs
0
.
We have R̂ŜÂ(X,LX) = R̂Ŝ(LX , Xˆ) = R̂(PF(LX), Xˆ) = (Xˆ, L˜X
d
),
where L˜X
d
= L˜X ∩1 Xˆ and Xˆ = Xˆ(LX) = {{V ∈ LX : x ∈ V } : x ∈ X}.
Moreover, for a morphism f : (X,LX ) → (Y,LY ) in LSS
s
0, we have
R̂ŜÂ(f) = ((Lf)•)d.
Define a natural transformation η from R̂ŜÂ to IdLSSs
0
by
ηX(Xˆ, L˜X
d
)→ (X,LX ), where ηX(xˆ) = x for xˆ ∈ Xˆ.
Then f ◦ ηX(xˆ) = ηY ◦ ((Lf)
•)d(xˆ) = f(x) for x ∈ X and, by the obvi-
ous isomorphism between the Boolean algebras P(X) and P(Xˆ) (compare
Proposition 30), we have ηX(L˜X
d
) = LX . Hence each ηX is an isomorphism
in LSSs0 and η is truely a natural isomorphism.
Step 5. The functor ŜÂR̂ is naturally isomorphic to IdSLSpecDs .
We have ŜÂR̂((X, τX ),Xd) = ŜÂ(Xd, CO(X)d) = Ŝ(CO(X)d, X̂d
d
) =
=
(
(PF(CO(X)d), τ( ˜CO(X)d)), X̂d
d
)
.
Here for x ∈ X we put xˆd = {V ∩Xd : x ∈ V ∈ CO(X)} ∈ PF(CO(X)d),
X̂d
d
= {xˆd : x ∈ Xd} and ˜CO(X)d = {A˜d : A ∈ CO(X)}, where A˜d = {xˆd ∈
PF(CO(X)d) : x ∈ A} for A ∈ CO(X).
Moreover, for a strongly spectral g : (X, τX)→ (Y, τY ) satisfying g(Xd) ⊆
Yd, we have ŜÂR̂(g) = (Lgd)
•.
Define a natural transformation θ from ŜÂR̂ to IdSLSpecDs by
θX : (PF(CO(X)d), X̂d
d
)→ (X,Xd) with θX(xˆ
d) = x for xˆd ∈ X̂d
d
.
Notice that (Lgd)
•(xˆd) = {W ∩ Yd : g(x) ∈ W ∈ CO(Y )} = ĝ(x)
d
. This
means g ◦ θX = θY ◦ (Lgd)
•. Each bijection θX satisfies θX(X̂d
d
) = Xd and
θX(A˜d) = A for A ∈ CO(X), so θ
−1
X (CO(X)) =
˜CO(X)d. Hence θ is truely
a natural isomorphism.
Step 6. The functor ÂR̂Ŝ is naturally isomorphic to IdDLatZDop .
We get ÂR̂Ŝ(L,DL) = ÂR̂((PF(L), τ(L˜)),DL) = Â(DL, L˜ ∩1 DL) =
(L˜∩1DL, D̂L
d
). Here D̂L
d
= {F̂ d : F ∈ DL}, F̂
d = {a˜d ∈ L˜∩1DL : F ∈ a˜
d},
and a˜d = {F ∈ DL : a ∈ F}.
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For a homomorphism of distributive lattices with zeros h : L → M sat-
isfying h•(DM ) ⊆ DL and ∀a ∈ M ∃b ∈ L a ∨ h(b) = h(b), we have
ÂR̂Ŝ(hop) = (L(h•)d)
op.
Define a natural transformation κop from ÂR̂Ŝ to IdDLatZDop by putting
κopL : (L˜ ∩1 DL, D̂L
d
)→ (L,DL) in DLatZD
op to be the mapping
κL : (L,DL)→ (L˜ ∩1 DL, D̂L
d
) given by κL(a) = a˜
d for a ∈ L.
We are to check that κopL ◦ ÂR̂Ŝ(h
op) = hop ◦ κopM or κM ◦ h = L(h
•)d ◦ κL.
Now (L(h•)d ◦ κL)(a) = (h
•)−1d (a˜
d) = {G ∈ DM : h(a) ∈ G} = h˜(a)
d
=
(κM ◦h)(a) for a ∈ L. Each κL : L→ L˜∩1DL is an isomorphism of DLatZ
satisfying κ•L(D̂L
d
) = DL, so κ
op is truely a natural isomorphism. 
Example 66. The morphism SˆAˆ(π) = (Lπ)• : PF(Llom⊕Llom)→ PF(Llom),
where π : Rlom ⊔ Rlom → Rlom is as in Example 64, is the natural projec-
tion from the disjoint union of two copies of PF(Llom) to PF(Llom). This
morphism is a strongly spectral mapping between strongly locally spectral
spaces. Moreover, Rˆ(Llom) is a patch dense set in PF(Llom) and R̂ ⊔ R(Llom⊕
Llom) is a patch dense set in PF(Llom ⊕ Llom).
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