FIGURE CAPTIONS
. The diagram shows digit classications generated by a PNN classier using the rst two K-L components in a region centered on (0; 0). [27] S. Haykin, Neural Networks, Prentice-Hall, Englewood Clis, NJ, 1993.
[28] S. W. Lee and E. J. Lee, \Integrated segmentation and recognition of connected handwritten characters with recurrent neural network," in Third International Conference on Document Analysis and Recognition, Montreal, Canada, August 1995, pp. 413{416.
[29] D. J. Hepp, \Recognition of handprinted and cursive words by nding feature correspondences," in Conference on Document Recognition, San Jose, 1994, SPIE, vol. 2181, pp. 47{58. We also conclude that with existing algorithms the accuracy of NN OCR systems is more dependent on overall system design and NN training set size than on the type of NN algorithm used.
HSFSYS1 just over 19 . The two lowercase curves are even closer to each other, and they maintain pretty much the same relative distance across the range of rejections plotted.
This emphasizes that lowercase recognition is still the most dicult for the NIST systems.
The small increase in separation between these two curves as rejection increases can be attributed to a combination of two factors. First, the decision surfaces trained within the MLP classier for lowercase are much more complex than those of uppercase, and the decision surfaces for uppercase are more complex than those of digits [53] . Second, the challenges remaining in the system that are aecting accuracy lie primarily in components other than the classier. Otherwise, the relative slopes in the upper and lowercase curves would more closely resemble those of the digit classications.
*** Figure 8 here ***
I. Summary and Conclusions
In this paper we have discussed NN handprint character recognition in considerable detail. The NIST public domain system has been presented and, since the source code is available, even more detailed analysis of algorithm performance is possible.
Analysis of NIST, ERIM, MCC and other systems submitted to the two OCR systems conferences allow us to draw several important conclusions. NNs are the most widely used and most accurate methods of handprint character recognition. Previous work has shown that PNNs were the most accurate of the NN methods tested but with proper training MLPs are as accurate and have better rejection characteristics.
Since 1991 when the rst OCR systems conference was held, major improvements in OCR performance have been achieved. The NIST version 2 public domain OCR system can achieve an average character recognition accuracy, including all error sources (such as segmentation) that is comparable to the best character accuracy achieved on isolated characters in 1991. These results were obtained using an integrated end-to-end testing method. The NIST version 2 system was tested on all of Special Database 19. This is the largest public test of handprint OCR done to date and shows that, with proper form design and system integration, economically useful rates of recognition are possible using only public domain algorithms.
DRAFTsuccessful recognition systems allow the machine to perform the bulk of the work, and on an exception basis, humans are used to resolve ambiguities and potential errors. This is accomplished through rejection mechanisms that automatically route low-condence machine decisions to humans for verication.
This section compares the rejection ability of the new NIST recognition system to to its older counterpart described in [13] . The older system is named HSFSYS1 and uses an optimized PNN to classify characters. The new NIST system is named HSFSYS2, and it not only uses the new MLP neural network for classication, but it employs a new writer-adaptive segmentor based on connected components [61] .
The graph in Fig. 8 plots error versus rejection rates with error plotted on a logarithmic scale. Results are shown for both HSFSYS1 and the new system HSFSYS2, and the results are broken out by digit, upper, and lowercase recognition. In general, as the number of rejected character classications increases, the error rate on the remaining accepted (or non-rejected) classications decreases, and accuracy improves. Also, the impact of rejection on accuracy tapers o as more and more characters are rejected. In the gure, the bottom two curves represent the performance of the new and old systems on recognizing characters in the numeric elds on the HSF forms. With no rejection, HSFSYS2 has an error rate near 4 , and HSFSYS1 has an error rate over 7.5 . As the number of rejected digit classications is increased, the error rate proceeds to drop, but HSFSYS2 falls at a signicantly faster rate than does HSFSYS1. The dierence in the slope of the two digit curves conrms the robustness of the MLP classier used in HSFSYS2 over the PNN classier used in HSFSYS1. The digit error rate of HSFSYS2 continues to drop to nearly 1.2 at 15 rejection. One concludes from these results, that in terms of recognizing numeric elds, the new NIST recognition system has half the error-rate of the original system for a moderate rejection level.
The dierences between the two systems is less dramatic with uppercase and lowercase recognition. The middle two curves in Fig. 8 Notice that the accuracies and error rates reported in Tab. II were compiled from the system processing the entire set of forms in SD19. This is our only handprint character database, so characters from a few of the database's partitions were required to train the MLP classier o-line. Specically, the partitions hsf 4 and hsf 6 were used for training as described earlier.
Comparing the system's results on hsf 6 to other partitions, it is interesting to see that the inclusion of hsf 6 in the classier training does have a small inuence. With digits, the system is 97.3 correct on hsf 6 whereas the results on hsf 3 are almost as good at 97.2 , and the other partitions (with the exception of hsf 4) range between 96 to 97 .
The writers in hsf 4 are from a dierent population and are known to be statistically more dicult to recognize [64] . These small dierences (particularly for the digits) demonstrate that the MLP character classier is doing a reasonably good job at generalizing on writers it hasn't seen during its o-line training.
B.1 Rejection versus Error Rate
Using a machine for OCR in many ways complements the performance of humans. Machines are very ecient in doing tasks that are primarily repetitive and reexive, whereas humans quickly fatigue under these conditions. Humans, on the other hand, are very adept at performing tasks requiring higher-level reasoning, and as a result they provide more robust but much slower solutions to complex problems. Accounting for these dierences, DRAFT March 20, 1998 training algorithm described in Sec. III.
For example, in an independent study [53] , a common set of training and testing feature vectors were used to compare PNN to two dierent MLP-base digit classiers. Both MLPs were trained using the techniques discussed in Sec. III. The MLPs diered in the type of activation transfer function they each used. The rst MLP was trained using traditional sigmoidal transfer functions, while the second MLP was trained using sinusoidal functions.
In the study, KL features from 7480 training and 23140 testing image of digits were used.
These error reject curves are plotted in Fig. 7 . By applying sinusoidal transfer functions, the performance of the MLP is enhanced to where it performs better than PNN.
*** Figure 7 here *** This sections evaluates the performance of the NIST Form-Based Handprint Recognition
System. An end-to-end system for handprint OCR has correlated modules. The results presented at the two Census Systems Conferences demonstrate the diculty of deducing end-to-end system performance from component characteristics even when the same organization designed and constructed the components. This is the case because interactions between components are complex, highly nonlinear, non-local, non-commutative, and non-additive [55] .
In order to compile statistics on accuracy and error rates, the NIST system was run across the forms in SD19 and recognition results were stored to les. Recognition system classications were stored in pot esis les, and their associated condence values were stored in con ence les. These les were then processed using the NIST Scoring Package [63] , and performance statistics were compiled at the character, eld, and word levels.
The results presented in this section comprise one of the largest published experiments of its kind, and it is reproducible by purchasing the SD19 database from NIST. The task of this conference was to recognize isolated handprinted characters reporting both an assigned class and a condence value. The test was comprised of images from 58,646 digits, 11941 uppercase letters, and 12,000 lowercase characters. For the purposes of discussion, we will focus on results from only the digits [62] .
Tab. I lists 11 of the 40 dierent systems used in the conference for recognizing digits.
The table is divided into three part: systems using both NN-based feature extraction and classication, systems using non-NN types of feature extraction in conjunction with a NN-based classier, and systems that are strictly non-NN.
*** Table I here *** examples. These examples show the basic characteristics of the system but provide only an approximate idea of the system accuracy. As an example, the rst version of an OCR system was built at NIST using 1024 characters for training and testing. This system has an accuracy of 94 . As the sample size was increased the accuracy initially dropped as more dicult cases were included. As the test and training sample reached reconstructed, multiple characters are split, and noise components are identied and discarded. isual features are measured (the width of the pen stroke and the heights of the characters) and used by fuzzy rules, making the method robust. The segmentor performs best when applied to single-line responses, and even better when the elds are numeric.
Nor alize Charac ers: The recognition technique used by the NIST system falls under the category of feature-based NN pattern classication. The segmented character images vary greatly in size, slant, and shape. The segmented character images are sizenormalized by scaling the image either up or down so that the character tightly ts within a 20232 pixel region. The stroke width is also normalized using simple morphology.
Image normalization is performed to deal with the size and slant of writing, leaving to the recognition process primarily the task of dierentiating characters by variation in shape.
Upon normalization, each character is centered in a 32232 pixel image.
E rac Fea ure ec ors: At this point, each character is represented by 1024 binary pixel values. The KL transform is applied to these binary pixel vectors in order to reduce dimensionality, suppress noise, and produce optimally compact features (in terms of variance) for classication [12] .
A training set of normalized character images is used to compute a covariance matrix which is diagonalized using standard linear algebra routines, producing eigenvalues and corresponding eigenvectors. This computation is expensive, but is done once o-line, and the top n ranked eigenvectors are stored as basis functions and used subsequently for feature extraction. Feature vectors of length 128 are used in the NIST system; each coecient in the vector is the dot product of an eigenvector with the (1024-pixel vector of the character being classied less the global mean vector).
Classi Charac ers: Once segmented characters are represented by feature vectors, a host of pattern classication techniques can be applied. We have used the training method described in Sec. III that produces MLP networks with performance equal to or better than PNN for character recognition [53] . This is achieved with a single three-layer network by making fundamental changes in the network optimization strategy as discussed in Sec. III. A network of size 128 2 128 2 10 was used to classify digits, and networks of size 128 2 128 2 26 were used to classify alphabetic characters. On handprinted digit of rotation and translation in the image without any detailed knowledge of the form [57] .
By using this general registration technique, new form types can be trained automatically.
A prototypical form is scanned, its rotational distortion is automatically measured and removed, and the positions of dominant lines are stored for future registrations.
Re o e For Bo : After registration, coordinates of each eld are used to extract eld subimages. iven a eld subimage, the black pixels corresponding to the handwriting must be separated from the black pixels corresponding to the form. This is a dicult task as a black pixel can represent handwriting, the form, or the overlap of both. As all the elds on the HSF form are represented by boxes, the NIST system uses a general algorithm that locates the box within the eld subimage, and intelligently removes the sides so as to preserve overlapping characters [58] . Loa For I age: For each form in the batch, the NIST system reads a CCITT roup 4 compressed binary raster image from a le on disk, decompresses the image in software, and passes the bitmap along with its attributes on to subsequent components.
Regis er For I age: The form must be registered or aligned so that the elds in the image correspond to a prototypical template of eld coordinates. The NIST system uses a generalized method of form registration that automatically estimates the amount DRAFT March 20, 1998 (that are near character images but are not easily recognizable characters) are found in large training sets. The complex dynamics associated with the noisy images are pruned away by the Boltzmann process. These properties are not unique to character recognition.
The diculty of matching images to incomplete feature sets should not be surprising since patterns generated or identied by an image algebra [54] are a small subset of the patterns which could be generated with arbitrary generators and links in any image algebra.
I . IS orm-ased and rin Reco ni ion Sys em
The new MLP described in Sec. III has been integrated into an end-to-end test-bed system at NIST. The NIST Form-Based Handprint Recognition System (referred to hereafter as the NIST system) has been designed to follow the general guidelines presented in [55] .
This system was designed to process the HSF forms distributed in NIST Special Database 19 (SD19) [56] , and it is capable of processing processing every one of the 3669 forms in the database.
. e lication Successful application of OCR technology requires more than system integration [55] .
State-of-the-art solutions still require customization and tuning to the problem at hand.
This being true, an operational system is largely dened by the details of the application.
The NIST system is a public domain software test-bed designed to read the handprinted characters written on Handwriting Sample Forms (HSF). An example image of a completed HSF form is shown in Fig. 3 . This form was designed to collect a large sample of handwriting to support handprint recognition research. A CD-ROM named NIST Special
Database 19 (SD19), containing 3669 completed forms scanned in binary at 11.8 pixels per millimeter (300 pixels per inch), is publicly available [56] . This data set also contains over 800,000 segmented and labeled character images from these forms. The insights gained from system dynamics combine to yield a training method which is smoothed on the exterior large, weight, region by regularization. At the same time the weights are pruned in the interior, small weight, region by Boltzmann pruning. The combination of these two methods greatly restricts the active region of weight space.
Weight removal simplies the problem by reducing the number of degrees of freedom.
Restricting the range of weight values to a spherical shell near to but excluding the origin matches the signicance of the network to the signicance of the training data. In the region between constraints, dynamic stability is enhanced by choosing activation functions with nonzero derivatives throughout the space.
It would be interesting to do experiments which would allow the various modications to the optimization strategies to be tested separately. In general, this has proved to be impossible because the methods only achieve convergence for the large networks used here when both pruning and regularization are used concurrently. The interaction between amount of regularization and the pruning temperature are such that changing the eective temperature over a range between = 10 03 to = 10 05 changes the number of network weights by a factor of 2.76, from 8653 to 3134, but does not signicantly alter the reject error performance. Changing the minimum regularization factor from 2.0 to 0.01 typically reduces the zero reject error by a factor of 2 over the entire temperature range. These results are discussed in more detail in reference [53] .
Changing the form of the activation function from sinusoidal to sigmoidal improved the reject error performance of the network by a factor of 2.0 at zero reject to a factor of 4 at the 15 reject level. Again the reader is referred to [53] for more details.
After this extended discussion, one may wonder if this type of recognition problem is unique to OCR problems. The authors would argue that it is not. The characters used Boltzmann methods have been used as a statistical method for combinatorial optimization and for the design of learning algorithms [50] , [51] . This method can be used in conjunction with a supervised learning method to dynamically reduce the size of these large networks [52] , whereas other methods requiring the direct analysis of the weights and or their topology are numerically intractable. The strategy used in this research is to remove the weights using Boltzmann criteria during the training process. Information content is used as a measure of network complexity for evaluation of the resulting network.
In the earlier work [52] , the SC method is used as a starting network for the Boltzmann weight pruning algorithm. The initial network is fully connected. The pruning is carried out by selecting a normalized temperature, , and removing weights based on a probability of removal:
The values of are compared to a set of uniformly distributed random numbers on the interval [0; 1]. If the probability is greater than its random number, is set to zero. The process is carried out for each iteration of the SC optimization process and is dynamic. If a weight is removed it may subsequently be restored by the SC algorithm;
B.2 Sine Activation
The second insight we can obtain from dynamics is that, as we expand the acobian within the optimization, any very small nonlinear terms will be unimportant compared to the noise in real training data. For the data used here, the KL transform normalizes the input signals to a uniform dynamic range; the NN is not needed to perform this task. This function has small derivatives of all orders for large positive or negative values of the input signal, since all derivatives of the activation function approach zero exponentially. Therefore, the acobian of the inner iteration is singular within computational error [43] . When the acobian has large numbers of near-zero eigenvalues, the optimization is dominated by center manifold dynamics [44] , [47] . Changing the activation function to a sinusoidal function creates a signicant change in the dynamics of the training since the activation function has signicant derivatives for all possible input signals. Using sinusoidal activation functions improves network training dynamics and results in better error-reject performance and simpler networks. The resulting sinusoidal-based networks train in a comparable amount of time and are similar in size to those trained using sigmoidal activation functions.
B.3 Boltzmann Weight Pruning
The third insight provided by dynamic stability considerations involves the dynamics of small weights near the origin in weight space. In weight space, the stability analysis of these variables involves small real eigenvalues which will be dominated by weight oscil-process in a way that simplies the form of the decision surfaces, which as stated earlier have a global dimension of about 100 with a local dimension of about 10.5. Understanding the topology of this space is useful for developing improved training methods based on dynamics. All of these modications take place in the inner loop of the SC optimization.
B.1 Weight Regularization
The rst constraint is weight regularization, which has been shown to act as a smoother when the NN training process is treated as an approximation problem [49] . Regularization decreases the volume of weight space used in the optimization process by adding an error term which is proportional to the sum of the squares of the weights. The eect is to create a parabolic term in the error function that is centered on the origin, reducing the average magnitude of the weights. A scheduled sequence of regularization values is used that starts with high regularization and decreases until no further change in the form of the errorreject curve is detected. At present this sequence is manually terminated but automatic termination using a validation set is possible. Constraining the network weights reduces the number of bits in the weights and therefore the amount of information contained in the network, allowing a simplication in the network structure. the outer iteration the connectivity of the network is changed by Boltzmann pruning.
On this time scale structural stability is the dominant dynamic process. The goal of the outer iteration process is to approach a steady state where the eect of network changes minimizes the feedback error over the training set and thus an overall steady state is achieved.
The link between the study of time-dependent network performance and nonlinear network optimization is provided by the analysis of structural stability. We looked directly at the qualitative properties expected in systems of this kind [44] , [45] , [46] and altered the training procedure to take the expected dynamic behavior into account. This analysis used the dynamical systems approach to provide us with qualitative information about the phase portrait of the system during training rather than a statistical representation of the weight space of the MLP network.
We eectively reduce the dimension of the problem using the center manifold approach [47] . This approach is similar to the Lyapunov-Schmidt technique [48] which reduces the dimension of the system from to the dimension of the center manifold, which in numerical calculations is equal to the number of calculable non-zero eigenvalues of the acobian. Since the number of weights in the typical network is approximately 10 4 and the number of bits in the feature data is approximately 13, direct numerical methods for calculation of the eigenvalues from the linearized dynamics are very poorly conditioned.
The center manifold method has the advantage over the Lyapunov method in that the reduced problem still is a dynamical system with the same dynamic properties as the original system. The reduction in dimension is implemented using the Boltzmann machine in coordination with the SC learning algorithm.
The reduced problem after application of the center manifold method is still an SC system. This approach can reduce the error independent of the content of the particular sample distribution and the size of training data. The result is a saving in training time and improvement in performance without analysis of those network components which make minimal contributions to the learning process.
Based on insights obtained from system dynamics, three constraints were integrated into the SC optimization. Each of these modications alters the dynamics of the training DRAFT March 20, 1998 to be the best one.)
2. If the nodes of the network are sigmoidal, the acobian of with respect to weights tends to be ill-conditioned [43] , causing problems with the convergence of the optimization process. Some of the weights can change by large amounts without changing much.
3. Near a local minimum of , the local dimension is likely to be much smaller than .
A fully connected MLP is too large, but only locally. This also causes problems with the convergence of the optimization process. Since dierent regions of the network are active for dierent input samples, we can't just reduce or .
4. The data are often inherently low precision. In our OCR example, the 7480 training samples are binary images of digits; averages over the training set can take on at most 7480 distinct values, and thus are known only to log 2 7480 bits, about 13. On the short time scale, in any single iteration the structure of the network is xed.
The dynamics involves the application of the feature vectors as driving inputs. Since the feature vectors provide a forcing function, this is not an equilibrium system, but a problem where the training data drives the network to dierent stationary states, with error-correcting feedback to alter the weights to bring the network to a minimum in the recognition error.
On the longer time scale is the optimization iteration process. At each time step of MLP is being used to approximate a complex fractal object, the set of decision surfaces, which has a typical local dimension of 10.5, embedded in a space of much larger dimension.
Since the domain of each prototype in the PNN network is local, the PNN can more easily approximate surfaces with this topology. Fig. 1 shows a typical PNN decision surface and In this section we show that three modications to the conjugate gradient (SC ) method discussed in [42] will allow a three-layer MLP to approximate the required decision surface with zero-reject error similar to PNN and -nearest-neighbor (KNN) methods. The errorreject performance is better than the best binary decision method discussed in [39] . This indicates that the resulting decision surfaces are both the most accurate and the simplest approximations to the character and ngerprint classication problem yet found.
.
ro lems resse
There are several diculties that hamper the training, or limit the usefulness, of MLPs.
We summarize some of them briey. network.
The classier network is similar to the positioning network, but has only two hidden layers, and an output layer with 10 outputs for digits. To account for the errors in positioning the characters, the classier network was trained and tested on ve copies of input elds corresponding to shifts of up to and including two pixels on either side of the center pixel.
Comparison to the saccade system shows improved performance.
An interesting part of this work [33] is the system-level comparison of performance with the SACCADE, NESTOR, AE , and IBM systems. Using a small test data set (240 elds with 1492 characters) from IRS forms, the authors conclude that the KODAK system performed better than the others.
Other applications of NNs include modications to the Neocognitron [36] and a booster technique for improving the accuracy of NN approaches [37] .
III. IS 's e eural e or
In previous work on character and ngerprint classication [38] , Probabilistic Neural Networks (PNN) were found to be superior to MLP networks in classication accuracy.
This comparison was conducted using global Karhunen-Lo eve (KL) transforms as the feature set. In later work, [39] , combinations of PNN and MLP networks were found to be equal to PNN in accuracy and to have superior error-reject performance. These results were achieved by using 45 PNN networks to make binary decisions between digit pairs and combining the 45 outputs with a single MLP. This procedure is much more expensive than conventional MLP training of a single network and uses much more memory.
Analysis of the results of the binary decision network [39] for isolated digit recognition showed that the feature space used in the recognition process had a topological structure whose local intrinsic dimension [40] was 10.5, although the global KL transform dimension was approximately 100. For binary decision machines, typical feature set sizes required for good accuracy were 20 to 28, signicantly fewer than the number of features required by the global problem for MLPs, 48 to 52. The number of features, 20 to 28, needed to make binary decision machines discriminate between digits was larger than the intrinsic dimensionality, 10.5. Similar tests showed a comparable structure in the ngerprint feature data. The low local dimensionality explains some of the diculty of these problems; the is accomplished by training a MLP net to estimate the distance to the next character on the right so that at run-time, the system can navigate along a character eld by eectively jumping over the spaces between characters. This eectively reduces the number of forward passes required compared to the exhaustive scanning scheme [35] . In addition to the saccade system, when the recognition of handwritten characters is considered, postprocessing techniques that use dictionaries result in signicant reductions in the eld error rate.
D.3 KODAK
It has been observed [33] that the MCC system using saccades worked well on nicely the word recognizer. To keep the system's capabilities as general as possible, evaluation of word hypotheses is done using four kinds of word recognizers. Two of the word recognizers use hidden Markov models trained on printed and cursive words, respectively. The third is a word recognizer designed using the feature correspondence matching approach described earlier. The fourth recognizer is based on segmentation followed by evaluation using a dynamic programming technique. Since all of these modules return their top few choices and the associated condence measures, a voting scheme and reject curve are used for deciding on the top choice and its new condence measure.
The recognized words are structured into phrases using a lexicon-directed dynamic programming approach. For the case of matching of street names, the phrase lexicon is generated using aliases, abbreviations, suxes, and prexes of street names. The results of experiments with 1200 handwritten mail-pieces containing street address information indicated acceptable performance.
D.2 MCC
The MCC approach is based on an ISR technique using NNs [35] , [32] . The network uses a sliding window and attempts to recognize a character only if the window is centered on it.
If the window center is between two characters a NOT-CENTERED condition is declared.
The training set is prepared by a human who clicks at the horizontal center of each digit in sequence using a mouse button, and associates a digit label with each such center. The target output is generated during training as follows: When the center position of the window is within 2 pixels of the center of a character, the target value of the character's output node is set at the maximum with the target values of the NOT-CENTERED mode and all other characters set at the minimum. When the center position of a window is within 2 pixels of the halfway point between two character centers, the reverse situation holds. The NN is a two-hidden-layer MLP network, with local shared connections in the rst hidden layer, and local connections in the second hidden layer. It has been observed that the weight-sharing techniques used to reduce memory requirements often yielded poor results.
This approach has been extended to handle handprint digits and characters [32] . An added feature to the approach described above is the introduction of a saccadic scan. This ter features and edges represent the spatial relationships between feature pairs. Features extracted as described above are represented using the attributes of position and shape.
The shape attribute is extracted using a NN training scheme.
For each PSP pair, a correspondence matching algorithm formulated as an assignment problem is invoked. For each string in the given lexicon, an optimal match between the word image features and the model of the string is determined using a dynamic programming (DP) technique. Since handprinting can produce many variations, several character templates for each of the 26 lowercase printed, 26 uppercase printed, and 26 lowercase cursive characters are generated from the training set using an unsupervised clustering procedure. A total of 457 character model prototypes derived from 996 word images is used.
One of the important features of the ERIM work is the ability to generate condence measures along with the matched word. The word condence measure and the ranking is derived from the probability that a word model for the given string generated the set of features extracted from the word image. The distributions for the position and shape attributes of the extracted features are derived as part of the feature extraction process.
Using assumptions about the conditional independence of the probability distribution of features, one can generate the probability of a word from probabilities of its component features.
In [30] , ERIM presented the design details of a phrase recognition system, where a phrase can include multiple words, abbreviations, etc. Such applications arise in matching a database record such as business, street name, etc. The key components of this system are a word segmentor, a word recognizer, a lexicon generator, and a dynamic phase recognizer.
As the intent is to handle both printed and cursive words, several techniques are used in the system. In the case of the word segmentor module, machine-printed words can be separated by using simple projection-based techniques. Since projection-based techniques do not work for cursive words, both over-and under-segmentation of the line image is done to mark possible locations of word breaks. Under-segmentation is done using breaks at large gaps between successive components, while over-segmentation is done at locations such as capital letters, punctuation, etc. to produce multiple hypotheses to be evaluated by MCC [31] , [32] and KODAK [33] . All of these systems have been improved since the 1994 evaluation. Descriptions of ERIM and MCC systems as they existed in 1994 may be found in [6] .
D.1 ERIM
The ERIM approach uses an eective combination of techniques such as feature-based matching, NNs for learning feature attributes, and unsupervised clustering schemes for generating character prototypes. The feature matching approach is based on Ullman's minimal mapping theory [34] . After preprocessing steps such as noise removal, slant correction, and scaling to a xed height, feature extraction driven by morphological operations is performed on multi-letter images. By identifying valleys in the core stroke image, possible segmentation points (PSPs) are identied and features are extracted between pairs of PSPs. The features used are the core area (where the center stroke information falls) and the discrete features extracted from six feature images (stroke above and below the core, holes and concavities, lower and upper limbs in the core). Finding the discrete features amounts to extracting connected components for holes, concavities, and lower and upper strokes; for lower and upper limbs, the extracted connected components are broken into local maxima and minima. To generate the matches between character samples and character models, a random graph structure is used in which vertices represent charac-an object recognition system to be insensitive to transformations such as translation, and rotation, error measures derived from tangent distances [23] are suggested for learning.
One can view this approach as letting the NN learn (or unlearn) skew. Since in most applications, one can deskew and normalize using simple image-processing operations, the advantage of requiring the NN to account for translation and rotation at the cost of increasing the complexity of the NN may be minimal. One can obtain better payos by integrating segmentation and recognition, as discussed below.
By feeding candidate segments produced by vertical cuts to a recognizer and scoring the output of the recognizer, the best possible segmentation of an input digit string is obtained in [24] . Knowledge of the number of the digits expected is used as an input;
since the recognizer used is a convolutional NN, the best segmentation can be obtained by segmenting the feature map.
. Inte rate e mentation eco nition
For the recognition of touching characters, a method that performs integrated segmentation and recognition (ISR) using a BP algorithm is described in [25] . In a subsequent extension of this work [26], a NN with two hidden layers, the second of which is connected to a block of exponentials before being connected to the output layer, is used for simultaneous segmentation and recognition of handwritten digits from the NIST database. The interconnections between the hidden layers, the second hidden layer, and the exponential block are local 3-D interconnections. The output levels are derived from ratios of the sums of the responses of the exponential blocks. The synaptic weight updating rules are derived from minimizing the total sum of squared error measure. A combination of handsegmented and original (not hand-segmented) eld data sets is used for training two NNs.
The major drawback may be the need to normalize the digits, albeit crudely. The system is able to handle normalizations up to a factor of 2 or more; severe changes in scale seem , which in eect imposes shift invariance on the feature maps, the number of free parameters is reduced. The eects of weight pruning using principal component analysis (PCA), optimal brain damage (OBD) [8] , and weight decay are reported in [19] for a modest data set consisting of handwritten digits. The eects of smoothing followed by regularization, as well as using higher-order networks, have also been studied. All of these enhancements yield improved performance.
Instead of the local feature maps used in [21], [7] , a holistic approach that uses PCA to generate representations for handwritten digit images is reported in [13] . This can be viewed as an eigen-digits approach to digit recognition. A multilayer network with BP training has also been independently reported in [9] , for recognizing handprinted digits scanned from bank checks and letters interactively entered through a stylus digitizer.
This work argues in favor of a large representative training set. Another departure from [7] , [21] is the use of pre-segmented, size-normalized gray-scale character or digit images, instead of local feature maps. The weight sharing principle is used to reduce the number of free parameters. The absence of specic feature maps appears to have enabled easy generalization to integrated segmentation and recognition schemes, as discussed later on.
An application of auto-associative MLP to the recognition of handwritten characters taken from a subset of the NIST 19 dataset is reported in [22] . In this work, a network is designed for each character, using only instantiations of that character for training. Each NN can thus be viewed as generating a discriminant function. Since it is preferable for recognition system [13] , [12] . Projections on the abor basis set have been used in the NIST [14] One of the earlier papers that explored the applicability of NNs along with classical recognition methods such as Parzen window and -nearest-neighbor techniques is reported in [7] . The problem considered is that of recognizing handwritten ip code digits. After With NNs, the feature extraction stage has gone through some evolutionary developments. Earlier NN approaches used local feature maps [7] , [8] . Methods developed later side-stepped the issue of feature extraction, and used the segmented character or digit image as the input [9] . This works well for the case of isolated digits or characters, but when touching characters or digits are present, the input image (corresponding to a ip code, handprinted or cursive word [10] ) is dicult to accurately segment into isolated characters.
One of the important considerations in the feature extraction stage is invariance with respect to shape transformations such as translation, rotation, and dilation. Some features are designed to be insensitive to these transformations, while in other cases transformations of the extracted features achieve invariance to some of the shape transformations. Another consideration is whether the original patterns (digits or characters) can be reconstructed.
lobal descriptions such as Fourier descriptors, moments, and coecients of circular autoregressive models can reconstruct the original patterns, the quality of reconstruction being dependent on the number of coecients or parameters retained.
A recent survey of most of the feature extraction techniques used in statistical pattern recognition and rule-based systems for OCR can be found in [11] . The rule-based approach to OCR has traditionally relied on classication or matching of specic features such as those mentioned in [11] . NN approaches have rather used windows of raw pixels or global transforms such as principal component analysis [12] or the projection on to a abor basis set. Features derived from principal components have been used in the NIST form-based
March 20, 1998 DRAFT of interest is found in predetermined locations. Second, the image quality is sucient to provide legible images, which implies that the forms have adequate space to enter the required information and that scanning resolution is sucient to resolve the text.
Third, the material to be read from the form has specic, known content, which restricts the lexicon of expected answers. The success or failure of form-based OCR is strongly inuenced by the degree to which the application adheres to these constraints. ood form design is essential to economical OCR-based data input and is application-specic. Highquality scanning and good image quality are necessary to lower processing cost and allow the use of electronic images without extensive cleanup processing. Prior knowledge of eld content is important both for recognition correction and for the detection of human errors in placing information on forms.
We describe the design of a NN classier for handprint classication problems. This NN is an improved MLP with the enhancements coming from well-conditioned acobians, suc- The most accurate of these systems perform comparably to humans on recognition of isolated characters; most systems provide estimates of recognition condence which, with
proper rejection, allow results to be produced that are more accurate than can be produced by humans on the part of the data that remains after rejection.
In the First OCR Systems Conference, strictly rule-based methods were uniformly less accurate than methods based on machine learning or Bayesian statistical models. The general procedure used in the most successful recognition systems was to develop large, rich feature sets and use a large number of examples to train a recognition device. If the training and test sets used are suciently similar, these methods produce results comparable to the best previously published recognition rates. The remaining research challenge in this area is dealing with the last few percentage points of error. These cases are also hard for humans, and usually include both ambiguous and rare forms of characters.
In this paper, we present a detailed exposition of our NN-based approach to a practical OCR problem. In particular, our focus is on a specic handprint recognition problem which meets three constraints. First, the data is on forms, which implies that the data , ,
I. In roduc ion
Optical Character Recognition (OCR) research using electronic and electro-mechanical methods dates back to the 1950's. This work was initially directed toward machine print and was restricted to xed-format applications. In the late 1980's, decreasing costs for collection and transmission of electronic images and increasing computer power generated renewed interest in OCR for the unrestricted machine print problem and for handprint on forms. The key modules that make up an end-to-end system for handprint OCR applications are preprocessing (form identication, eld and line isolation), character segmentation, segment reconstruction, character recognition, and word and phrase construction without human intervention or human correction. For many of these modules, methods based on two primary approaches have been taken: rule-based and image-based recognition.
The rule-based approaches [1] , [2] , [3] , [4] have applied existing image analysis techniques in a straightforward manner. The image-based approaches originated from the application of classical pattern recognition techniques but are now dominated by neural network (NN)
approaches. The most useful characteristics of NNs are their ability to learn from examples,
