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INTRODUCTION 
Two (totally) ordered rings will be called compatible if there exists an 
ordered ring in which both of them can be embedded. This paper concerns 
characterizations of the ordered rings compatible with a given ordered 
division ring K. Compatibility with K is equivalent to compatibility with the 
center of K; the proof of this depends heavily on Neumann’s theorem [S] 
that every ordered division ring is compatible with the real numbers. 
Moreover, only the subfield K, of real algebraic numbers in the center of K 
matters. For each Ks , the compatible ordered rings are characterized by a 
set of elementary conditions which can be expressed as polynomial identities 
in terms of ring and lattice operations. A finite set of identities, or even iden- 
tities in a finite number of variables, do not suffice, even in the commutative 
case. Explicit rules will be given for writing out identities which are necessary 
and sufficient for a commutative ordered ring E to be compatible with a 
given K (i.e., with K,). Probably the methods of this paper suffice for deriving 
corresponding rules for noncommutative E, but only the case K,, = Q is 
done here. 
If E is compatible with K,, , then E is embeddable in an ordered algebra 
over Ks and (obviously) E is compatible with the rational field Q. The con- 
verse is an unsolved problem; it holds for commutative E. For embedding 
in an ordered algebra over K, , first, the ring E @ K, is partially ordered 
in a natural way. The rest of the problem is nearly the same as the problem 
(treated by Fuchs [4] for general partially ordered rings) of <strengthening 
the order of E @ K, to a total order. On the other hand, arguments from 
model theory show that the conditions for a solution must be expressible 
1 Research supported by National Science Foundation Grant GP 1791 to Tulane 
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by identities. This motivates a study of Fuchs’ conditions for E @ KO 
which determines the identities. It is not known whether finitely many 
identities suffice when K,, is a finite extension of Q. 
Compatibility with an ordered integral domain implies compatibility 
with its field of quotients. Thus E is compatible with Q if and only if one can 
adjoin a non-zero idempotent e to E. The resulting ordered ring G would 
have a two-sided Peirce decomposition G = eGe @ eG(1 - e) @ (1 -e)Ge@ 
(1 - e)G(l - e). From known results [.5], only three of the summands can 
be non-zero and only the first one depends on e. Thus one can give a reason- 
ably simple description of the induced subdirect decomposition E C A @ 
B @ C, whose existence is necessary and sufficient for compatibility of E and 
Q. For the preliminary decomposition EC E’ @ C, the polynomial 
[XA w - %>A (IWl fY2Z2 I -b lw, +yzz, I v Lwl +yzz, Ia vo, 
and the similar polynomials with yrxi + ... + ynz, , must vanish. (For 
71 = 1, it vanishes in every ordered ring.) If E is commutative, or more 
generally if the left- and right-annihilator ideals coincide, then these condi- 
tions imply compatibility with Q, and if E is also embeddable in an ordered 
algebra over K then E is compatible with K. In general, E’ is uniquely 
determined, and E is compatible with Q if and only if a left or right unit 
can be adjoined to E’. Explicit rules are derived for writing out the identities 
(on E’) for these problems. 
The second paper in this series will treat compatibility with nil rings and 
compatibility with all ordered rings. 
I am indebted especially to A. H. Clifford, and also to D. G. Cantor, J. 
Dauns, K. H. Hofmann, P. S. Mostert, and R. W. Ritchie, for several helpful 
conversations on these problems. 
1. GENERALITIES 
An ordered ring (respectively, a partially ordered ring) is an associative 
ring without additive torsion that is totally (partially) ordered so that additive 
translations preserve order and the set of non-negative elements is closed 
under multiplication. Two ordered rings are compatible if there exists an 
ordered ring in which they can both be embedded. 
This section of the paper shows that the conditions for an ordered ring 
E to be compatible with a given ordered ring F are elementary, a result 
which will not actually be used, and gives a test for the conditions to be 
expressible by identities in ring and lattice operations which is satisfied by 
every archimedean ordered ring F. 
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A class of abstract algebras is called equationally dejkable if it is the class 
of all algebras (with the given operations) satisfying a certain set of identical 
equations. Birkhoff showed [2] that a class is equationally definable if and 
only if it is closed under formation of direct products, subalgebras, and 
homomorphic images. In an equationally definable class there is also a free 
sum operation: the free sum A * B of algebras A, B, can be constructed by 
(i) replacing A, if necessary, by an isomorphic copy of A which is disjoint 
from B; (ii) forming all formal polynomial expressions whose arguments 
are elements of A u B; (iii) forming equivalence classes, where two poly- 
nomials are equivalent if there is a formal proof (a calculation) from the 
defining identities and the given values of the algebraic operations in A and 
in B that the polynomials must be equal. The algebraic operations on A * B 
are defined, of course, formally. One has natural embeddings il : A + A * B, 
i2 : B --f A * B, induced by regarding each a E A and each b E B as a trivial 
monomial expression. Then i,(A) and i,(B) generate A * B, and every pair 
of homomorphisms fi : A -+ C, fi : B + C, where C is an algebra in the 
given class, induces a homomorphism f : A * B -+ C satisfying fil = fi , 
fi2 = fi . 
The equationally definabIe class we are interested in is the class of f-rings, 
the lattice-ordered rings which are embeddable in direct products of families 
of ordered rings. We do not need the defining identities [3] but must note 
that they are finite in number. We need a Zorn’s Lemma construction, which 
Pierce has carried out in [9]. 
1.0. (Pierce) For any sublattice L of an f-ring B, consisting of non-negative 
non-zero elements of B, there is a homomorphism h of B upon an ordered ring 
C taking L into C - {O}. 
We note that the ideals which are kernels of homomorphisms, even in 
general lattice-ordered rings [3], are precisely the absolutely convex two-sided 
ideals or I-ideals. 
The compatible sum A # B of two ordered rings is the image of the free 
f-ring sum A * B reduced modulo the Z-ideal I generated by all x such that 
IxJha =0 forsomea>OinAandallysuchthat ly/Ab =0 forsome 
b > 0 in B. Note that the elements of I are simply the sums x + y, x and y 
as indicated. The verification that these sums form an Z-ideal can be reduced 
(like many arguments in f-rings) to a coordinate-wise argument in ordered 
rings, since A * B is a subdirect product of ordered rings; after the reduction, 
it is trivial. The quotient homomorphism q: A * B + A #B induces 
j,:A-+A#B, j,:B-+A#B, by j, =Qi,,j, =q&. 
1 .l . Two ordered rings A, B, having more than one element, are compatible 
if and only if A # B has more than one element; in that case A and B are 
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embedded in A # B (by j> ,I;), and every pair of embeddings e, : A -+ C, 
e2 : B + C, where C is ordered, induces a homomorphism e : A # B --f C 
with ej, = e, , ejz = e2 . 
Proof. Any embeddings in an ordered ring, e, : A + C, e2 : B--f C, 
inducef:A*B+C. ForanyxinA*Bsuchthat]x/Ai,(a)=Ofor 
some a > 0 in A, If(x) 1 A ei(a) = 0, whence f(x) = 0. With the similar 
argument on b > 0 in B, f annihilates the kernel I of q and factors across 
A # B, f = eq, ejl = e, , ejz = e2 . If A and B are compatible, such an e 
exists, and therefore jr and j, are embeddings. 
Suppose jr or j, has non-zero kernel. For example, if a > 0 in A and il(a) EI, 
consider any non-negative element z of A * B. Let u’== x A &(a), x = z - u. 
Thenx=Ix/andxAi,(a)=O,whencexEI. As/uj=u<i,(a),u~I 
andz=x+uEI.ThusA#B=O, unless j, and ja are embeddings. In 
that case, since ix(a) and i,(b) are not in I, for every a > 0 in A, b > 0 in B, 
ii(a) A i,(b) cannot be 0. By 1.0, A and B are compatible when A # B # 0. 
1.2. For any ordered ring B, the conditions on an ordered ring A for A#B#O, 
and thus for A to be compatible with B, they are expressible by an in$nite 
conjunction of elementary sentences. 
Proof. Explicitly, the condition is that for each a > 0 in A, il(a) 4 I; 
i.e., there do not exist formal polynomials x,y in the elements of A u B 
such that there are three formal proofs that (1) x + y = a, (2) I x I A a’ = 0 
for some a’ > 0 in A, (3) ) y / A b = 0 for some b > 0 in B. For each par- 
ticular scheme of such proofs, one of its steps must be an error, and that is 
expressible by an elementary sentence since the number of axioms is finite. 
We remark that one could also define a “semicompatible product” in 
which only those x such that ) x 1 A a = 0 for some a > 0 in A are anni- 
hilated; if B is not compatible with A, this construct would contain the largest 
homomorphic image of B that is compatible with A. From the idea of that 
construction we want the following bit. 
1.3. Two ordered rings A, B are compatible if and only zf A is embeddable 
in an f-ring C in which B can be embedded so that every positive element of B 
becomes a weak order unit in C. 
Proof. If this condition holds, the positive elements of A and B generate 
a sublattice of C not including 0, so by 1.0, A and B are compatible. The 
converse is trivial. 
Accordingly we can define a general f-ring G to be compatible with an 
ordered ring B if G is embeddable in an f-ring J which contains B so that 
every positive element of B is a weak order unit in J; by 1.3, the definitions 
are consistent. 
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1.4. Given an f-ring G compatible Edith the ordered ring B, every homo- 
morphism of G upon an ordered ring can be factored across an ordered ring 
compatible with B. 
Proof. Let G be an f-ring mapping homomorphically upon an ordered 
ring H and also embedded in an f-ring J containing B with its positive 
elements as weak order units. Let S be the sublattice of all non-negative 
elements of G having positive images in H. In J, the sublattice generated 
by S and the positive elements of B does not include 0; for each element 
of S is non-negative non-zero, hence has non-zero infimum with any weak 
order unit. By 1.0, J has an ordered homomorphic image J/K containing B, 
with K n S = 0. Therefore the image of K n G in H is 0, and G/K CT G 
is the required intermediate ring. 
1.5. For an ordered ring B, the conditions for an ordered (or f-) ring A to be 
compatible with B are expressible by a conjunction of identities in ring and 
lattice operations if and only if every homomorphic image of an ordered ring 
compatible with B is compatible with B. 
Proof. For “only if,” homomorphisms preserve identities. For the 
converse, the class of f-rings compatible with B is obviously closed under 
formation of direct products and sub-f-rings. Under the proposed condition, 
if G is compatible with B, we conclude from 1.4 that every ordered homo- 
morphic image of G is compatible with B; hence every homomorphic image 
of G is a subdirect product of ordered rings compatible with B and is therefore 
compatible with B. By Birkhoff’s Theorem, the class is equationally definable. 
Suppose B is archimedean ordered. We need two estimates of the behavior 
of elements of B as multipliers in any containing ordered ring. 
(1.6.1). If nx > x2 (n a non-negative integer) then (n + 1)y > xy and 
(n + 1)y > yx for each positive y. 
(1.6.2). If nx2 > (n + 1)x > 0 and y > x then xy > y and yx > y. 
These are both known ([5] and [6]), but (1.6.1) appears in a form incon- 
venient for the present application (corresponding more or less to n = l/2). 
We rewrite the proof: the hypothesis implies (n + 1)nx > (n + 1)x2, or 
x2 < (n2 + n)x - nx2. If (for example) (n + 1)y < xy, then 0 < x2y < 
[(n2 + n)x - nx2]y = nx [(YZ + I)y - xy] f 0, whence x2y and xy vanish; 
xy < (n + I)y, and symmetrically. 
Now 1.6.1 applies to every positive x. 1.6.2 applies to some x, unless B 
is a zero ring; for if x2 > 0 then x and x2 have the same order of magnitude. 
In case B is a zero ring it is compatible with every ordered ring E, for E @ B 
is an ordered ring in the lexicographic order. Suppose B is an archimedean 
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ordered non-zero ring, compatible with E, and embedded with E in an 
ordered ring F. For any homomorphic image E/I of E, the order-convex 
envelope J of I in F is an l-ideal by 1.6.1; and J n E = I. J n B is an Z-ideal 
of B; so it is 0 or B. If J n B = 0, then F/J contains B as well as E/I, so 
that E/I is compatible with B. If J contains B, 1.6.2 shows that J = F; 
hence, I = E, E/I is 0 and is compatible with B. 
1.7. THEOREM. For each archimedean ordered ring B, the class of f-rings 
compatible with B is equationally dejnable. 
2. MODULES AND ALGEBRAS 
All the modules occurring below before 3.9 (except in passing) are over 
commutative fields, but we need a more general definition. As a matter of 
fact, the proper definitions present a complex problem, which will be ignored 
as far as it seems appropriate to ignore it. We choose to define apartially ordered 
(left) module M over a totally ordered ring E as a left E-module without 
additive torsion, partially ordered so that (1) additive translations preserve 
order, (2) multiplication by non-negative scalars preserves order, (3) for 
each m in M, the annihilator of m in E is order-convex. Evidently (1) and (2) 
are minimum demands. (3) would follow if M were lattice-ordered or even 
E-isomorphic with a submodule of a lattice-ordered module. Other things 
would follow, too. If N is a lattice-ordered E-module, e > f > 0, e’ >f’ > 0 
in E, and en = e’n’, fn = -f’n’ in N, then one can compute fn = 0. Clearly 
one must, sooner or later, study partially ordered modules extensively to see 
what definitions are interesting. For the present we assume (3) because it 
has an intuitive appeal beyond the technical reason indicated, and we stop 
there for a reasonably simple definition. 
We call a module M over an ordered ring (without additive torsion) 
preorderable if it is a partially ordered module with the vacuous partial order, 
i.e., if it satisfies (3). A cone in M is a subset closed under addition and 
multiplication by non-negative scalars; it is sharp if it contains no two distinct 
elements x,y such that x + y = 0. Evidently the non-negative elements 
of a partially ordered module form a sharp cone, and any sharp cone in a 
preorderable module defines a partial ordering. In other words, the positive 
cone determines the order, and the positive cone may be any sharp cone. 
2.1. The order of a partially ordered module M over an ordered ring E, 
with positive cone P, can be strengthened to a total order if and only if for every 
jinite set of elements xl ,..., x, Mze can choose yi = f xi so that P andy, ,..., yn 
generate a sharp cone. 
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This is a precise analog of Fuchs’ theorem [4j on strengthening the 
order of a partially ordered ring to a total order, and is proved in the same 
way. The problem that will actually arise in this paper (2.6, 3.11) is a variant 
of this: given a partially ordered module M and a totally ordered submodule 
N, to find a factor module M/H with an induced partial order which can be 
strengthened to a total order and such that N n H = 0. There is an analogous 
result to 2.1 for this problem; we omit developing it in general because 
special features of the intended applications would require further treatment 
anyway. However, let us note the conditions on H C M in order that M/H 
should be preorderable and the image of P a sharp cone. The image of P 
is a sharp cone if and only if H is order-convex. For M/H to be preorderable, 
H must be a pure subgroup, and 0 < e’ < e in the ring of scalars E and 
em E H must imply e’m E H; when this holds, we call H cross-convex. Call 
H biconvex if it is order-convex and cross-convex. 
2.2. A factor module of a partially ordered module is naturally partially 
ordered if and only if the kernel is biconvex. 
An ordered (or partially ordered) algebra over an ordered field K is an 
algebra over K that is ordered (or partially ordered) consistently with its 
structure as a ring and as a unital K-module. Of course (3) in the definition 
of a partially ordered module is vacuous here. 
The next result may be known, but I have not found a reference. It establish- 
es an ordered tensor product E @Q, which is functorial; thus if ordered 
rings A, B are compatible, so are A @Q and B @Q. 
2.3. Every lattice-ordered ring E can be embedded in a lattice-ordered 
algebra over the rationals. The smallest subalgebra containing E is uniquely 
determined by E and is totally ordered if E is. 
Proof. The algebra is the tensor-product ring of E and the rational field 
Q; and toward the proof of uniqueness, it is clear that the algebra must be 
E @Q. Sums e @ (m/n) + e’ @ (r/s) are simply (mse + rare’) @ (l/m), 
so the order can be completely defined by putting e @ (m/n) > 0 provided 
both factors have the same sign (and it must be so defined). The rest of the 
verification is omitted. 
In deriving the conditions for embedding E in an ordered algebra over a 
general ordered field K, we want next a natural partial ordering of the algebra 
E @ K. The fact that the construction yields a partially ordered algebra, 
while not logically essential, is convenient and should be proved. I do not 
think there is a very short proof. I shall outline a very simple proof. 
2.4. The tensor product V, @ V, of two partially ordered vector spaces 
348 ISBELL 
over Q is partially ordered by the cone generated by all v1 @ v2 , vi > 0 in Vi ; 
for this cone is sharp. 
Proof. We may assume the Vi are finite-dimensional, obviously, and 
we may assume that they are totally ordered, since every partial ordering 
of a vector space can be strengthened to a total ordering. An n-dimensional 
totally ordered vector space V over Q can be embedded in an m-dimensional 
totally ordered vector space V’ over R, where m is the number of non-zero 
order-convex subspaces of V. It is also possible to embed V in an n-dimen- 
sional totally ordered vector space V” over R so that elements linearly 
independent over Q have images linearly independent over R. Then V1” @ 
V,” ZJ V, @ Vz . Since the Vi” are lexicographically ordered with respect 
to suitable bases, it is obvious that VI” @ V,” is partially ordered. 
2.5. In the tensor product E @K of an ordered (or partially ordered) 
ring E and an ordered field K, considered as an algebra over K, the cone P* 
generated by all p @ 1, p > 0 in E, is sharp and closed under multiplication. 
Thus, E @ K is a partially ordered algebra. 
Proof. By 2.3 we may assume E = E @ Q. Then the cone is sharp by 
2.4. It consists of elements C pi @ ki , p, and ki non-negative, and is obviously 
closed under multiplication. 
2.6. THEOREM. A necessary and su@ient condition on an ordered ring 
E for embeddability in an ordered algebra over an ordered $eld K is that, in the 
partially ordered algebra E @ K with positive cone P* (as defined in 2.5), 
for every finite set of elements x1 , ..,, x, one can choose yi = f xi so that the 
subsemialgebra generated by y1 , . . . . yn and P* contains no element e @ 1 with 
e < 0 in E. 
Proof. Any K-algebra containing, and generated by, E is a homomorphic 
image of the algebra E @ K. If E is embedded as an ordered ring, then the 
elements of P* must have non-negative images. The set of all elements of 
E @ K having non-negative images is then a subsemialgebra S such that 
S n (-5) is an ideal I with I r\ E = 0, and for every x at least one of x and 
-x is in S. Hence, the indicated condition is necessary. If it holds, then for 
each xi ,..., x, at least one of the 2n possible choices of yi = & xi is “good” 
in the sense that for any x,+i , . . . . x,,+~ it can be extended to a choice of 
Y n+l , . . . . yn+* which with P* still generate a subsemialgebra containing no 
negative element of E. Therefore, by Zorn’s lemma, the required subse- 
mialgebra S exists. (S n - S is an ideal when S u - S is, or even generates, 
E@K.) 
Next I outline an argument reducing the determination of the conditions 
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for 2.6 to the case that K is finite algebraic over Q; one can then go to 2.9 
for the conclusion. Most of this argument is due to D. G. Cantor, and was 
constructed before I had 2.7. 
Cantor’s argument. Examination shows that the conditions of 2.6 are 
elementary. Hence, in a suitable formal system, they are formal theorems 
(by Godel’s completeness theorem). From Tarski’s results on the expressive 
power of elementary algebra [IO], the conditions can only depend on the 
real algebraic numbers in K. Any one condition, being the conclusion of a 
finite proof, depends on finitely many algebraic numbers in K. 
Another argument can be given, like that leading to 1.7 but shorter, to 
show that the conditions are expressible by identities, K being archimedean. 
The next result, a theorem about fields that is needed if we are to avoid 
the heavy metamathematics, generalizes easily, because of previous hard 
work done by B. H. Neumann, to division rings. Its statement refers to the 
subfield K,, of elements algebraic over the prime field; this needs to be 
justified, and is, by Neumann’s remark [8] that an argument of Albert [I] 
(which he used in a finite-dimensional setting) proves that these elements 
do commute with each other and therefore form a subfield. Neumann actually 
remarked much more; the elements algebraic over the center are central. 
This is true somewhat more generally; see 4.1 below. 
2.7. THEOREM. If K is an ordered division ring and K,, the subfield of 
algebraic numbers in K, then any ordered algebra E over K,, can be embedded 
in an ordered tensor product E OK0 K, ordered consistently with the ordering 
of K. 
The proof consists of “the one-dimensional case” E = R and a reduction 
of the general case to that one. The first part has been done by Neumann [S] . 
But the conclusion we need is that R OK0 K has no proper zero divisors 
and can be ordered consistently with the orderings of R and K. Neumann’s 
statement of his result is that an ordered division ring L exists containing 
K and containing R in its center. We need some observations about Neumann’s 
proof to show that the subring of L generated by R and K is indeed the tensor 
product over K,, . By Albert’s theorem, R n K must contain K, . Since they 
commute, they generate a homomorphic image of the tensor product. Neumann 
constructs L by successive simple extensions, algebraic and transcendental, 
of K. We must verify that at each step, no non-zero element of R OK0 K 
goes into the kernel of the homomorphism. Now, at an algebraic step this 
cannot happen; a central root of an irreducible polynomial over the center 
can be adjoined in only one way, and Neumann’s construction preserves 
irreducibility. At a transcendental step it does not happen, for Neumann 
simply adjoins a central transcendental. 
4811413-3 
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Proof of 2.7. Fix an ordering of R @ K (tensored over K,,) as given by 
Neumann’s theorem. 
In the Ka-algebra E @ K, an element x can be expressed, not uniquely, 
as Cei @ ki . We want a partially normalized expression x = Ceij @ kij , 
where no zeros occur; the e’s having the same first (row) index are those 
of the same order of magnitude, and the rows have the following property. 
Define l il = 1, and let eij be the real number in R CL determined by the 
Dedekind cut which eii makes in the set of rational multiples of en . For 
fixed i, the cij must be linearly independent over K, . 
If they are not linearly independent, one cij is a linear combination of the 
others. The corresponding eij is a linear combination of the others plus a 
term of lesser magnitude. Repeated reductions of this sort must terminate 
because the number of e’s of a certain magnitude is decreased, and if all e’s 
of that magnitude are removed, the total number of e’s is decreased. 
We want to derive an invariant d(x) from the various partially normalized 
expressions x = Ceij @ Kij . First, the greatest order of magnitude of e’s 
occuring is uniquely determined by x. For, if F is the quotient of the ordered 
vector space E by the order-convex subspace G of elements of lesser magni- 
tude, x has non-zero image in F @ K, and G is the largest convex subspace 
for which this is true. If G+ is the next-larger convex subspace, x E G+ @ K. 
G+/G is an archimedean ordered vector space over Q and admits an embedding, 
unique up to a positive real factor, in R. The induced map 4: G+ @ K + 
R @ K takes x to 4(x) # 0; if +(eil) = c # 0, +(x) = cCj& . We define 
x >Oif+(x) >O. 
Evidently E @ K is then an ordered left vector space over K and it contains 
E isomorphically. If xx’ = x” # 0, where x (respectively, x’) has a partially 
normalized expression whose terms of greatest magnitude are eij @ kij 
(eilc @ &), then the terms erjeilc @ K& in the product have greater order 
of magnitude than the others. Moreover, repeating the E and + constructions, 
one gets l ;ilc = l & ; f#~“(x”) = $(x)+‘(x’); xx’ 3 0 for x > 0, x’ > 0. 
The proof is complete. 
2.8. For any ring-lattice polynomial F(x, ,..., x,) vantihing identically in 
ordered algebras over an ordered field K, there is a subfield K’ of K which is 
a finite extension of the rationals such that F vanishes identically in ordered 
algebras over K’. 
Proof. Vanishing in ordered algebras over an ordered field L is equivalent 
to vanishing in their subdirect products, the f-algebras over L. Consider the 
free f-algebras on n generators x1 , . . . . x, over all subfields K’ of K which 
are finite over the rationals. If K” 3 K’, the freef-algebra over K” on x1 ,..., 
x, contains a sub-f-algebra over K’ generated by the x’s; and these algebras 
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form a direct system. Strictly, they are a direct system off-rings, but for any 
finite set H of scalars they are finally a direct system of f-algebras over a 
field containing H. Hence the direct limit is an f-algebra over K, and if 
F(x, I..., x,) is not in the kernel of any of the homomorphisms, it is nonzero 
in the limit. 
2.9. Directions for writing out polynomial identities necessary and suficient 
for an ordered ring to be embeddable in an ordered algebra over a given ordered 
Jield. 
By 2.1 and 2.8, it s&ices to treat subfields K of finite degree over Q. The 
necessary and sufficient condition of 2.6 may be restated as follows: For 
each ui ,..., u, in E OK, there do not exist 2% expressions $j of elements 
e, @ 1, ej < 0 in E, each expressed as positively generated by elements 
~~01 (pk>O) and ~~,...,v~, with the 2” expressions using all possible 
choices of vi = f ui . The translation into identities is straightforward 
except for the condition that the value of & is in E. Accordingly we select 
a basis b, ,..., b, for K over Q, consisting of positive elements, with b, = 1. 
For any n u’s and 2” $‘s violating the condition, consider yi = (2 b,). 
4j =Cm ejOL. Express the ui as C,,, warn @b, ; treat the wim. as nr 
variables in E. The p, entering into the expressions +j are further variables 
in E, say p, ,..., p, . We can compute yj = Cm Cjm @ b, , where the cjm 
are ring polynomials in the wi,,, andp, . Having all cj, = ej < 0, withp, > 0, 
F(w,, ,..., w,, , p, ,...,p,) = [p, A ..* hp, A -cl1 A *a. A -c,~,] v 0 does not 
vanish. Therefore, if all such polynomials F vanish in E, E is embeddable 
in an ordered algebra over K. Conversely, if such an F has a non-zero value, 
there are ui ,..., u, in E @ K such that no matter how vi = f ui are chosen, 
they generate with P* an element Cm cj, @ b, , with cji ,..., cj, < 0 in E. 
As b, > 0, each (-cjm) @ b, is in P*, and the v’s and P* also generate 
cil @ 1 < 0. Thus these identities are necessary and sufficient. 
It was shown in [5l that every commutative ordered ring without non-zero 
nilpotents can be embedded in an ordered algebra over the reals, whence 
the polynomials of 2.9 are all identically nilpotent in commutative ordered 
rings. The problem whether they are nilpotent in all ordered rings can be 
shown to be equivalent to the problem whether Neumann’s compatibility 
theorem generalizes to all ordered rings without proper zero divisors. 
3. IDRMPoTBNTS 
The structure of the problem of adjoining a non-zero idempotent is, to a 
first approximation, the structure of the corresponding Peirce decomposition, 
which has several special features in ordered rings. A principal source of 
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them is the result [.5, 1.3 (ii)] that if x2 > x > 0 and xy = 0, then y is a 
right annihilator. Evidently this must still hold if 2x2 > x (as 2xy must be 
0), so in particular if x2 = x. 
We call such an element y a permanent right annihilator. Since the indicated 
relations imply that y is a right annihilator, y must remain a right annihilator 
in any ordered ring containing E. Conversely, if y is not a permanent right 
annihilator, either y is not a right annihilator at all or E has no element 
x > 0 such that x2 > x. In the latter case one can adjoin a unit to E [.5], so 
y ceases to be a right annihilator. 
The permanent right annihilators evidently form an Z-ideal; so do the 
permanent left annihilators and the (two-sided) permanent annihilators. 
Notice that these three ideals are never all different and are always simply 
describable without use of the “permanent” notions. For any two Z-ideals 
in an ordered ring, one contains the other. If x2 < 1 x / identically, all these 
ideals vanish; otherwise they are the left- and right-annihilator ideals, the 
smaller of which is the two-sided annihilator. 
3.1. The permanent right annihilators in any ordered ring are exactly the 
values of the polynomial 
[xhyh(X2-x)I\(y-xy)]vO 
and their negatives. 
Proof. It was shown in [5] that every value of this polynomial is a right 
annihilator (therefore permanent). Conversely, if y is a positive permanent 
right annihilator, there is x0 such that 0 < x,, < xo2 and x,,y = 0. As x0 > y, 
we need only put x = 2x, . 
Now consider an ordered ring E having a non-zero idempotent e. The 
right ideal (1 - e)E consists of the right annihilators of 2e, thus the per- 
manent right annihilators; in particular, it is independent of e. Assume for 
convenience that the permanent left annihilator ideal is the smaller. Then 
E = eEe @ (1 - e) Ee @ E(l - e), additively. The order is lexicographic. 
(Since E (1 - e) is an Z-ideal, its elements are clearly less than all positive 
elements of Ee, and in Ee, similarly, (1 - e) Ee is an Z-ideal.) Besides E(1 - e) 
and (1 - e)E, Ee (under the hypothesis E( 1 - e) C (I - e)E) is independent 
of e. This was proved in [.5] by a computation which can be shortened to 
Ee C E2 = E2e + EE(1 - e) = E2e C Ee; Ee = E2. Thus E is a lexico- 
graphically ordered direct sum ring of P and a zero ring, the (permanent) 
annihilator ideal. E2 is a lexicographically ordered direct sum group of the 
ring with unit eEe (which depends on e) and (1 - e) Ee (which does not); 
the latter summand is a zero ring and a right annihilator, but it is a unital 
right eEe - module. 
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Accordingly, to adjoin a non-zero idempotent to an ordered ring which 
has none, it is necessary to find a corresponding three-term subdirect de- 
composition, splitting off first the two-sided permanent annihilator and then 
the remaining one-sided permanent annihilator. The investigation will 
include a proof that this necessary condition is sufficient; the main work 
for this result, the adjunction of a unit if both permanent annihilator ideals 
vanish, has already been done [5]. 
3.2. THEOREM. The following conditions on an ordered ring E are equi- 
valent. 
(a) E can be embedded in an ordered ring whose permanent annihilator ideal 
is a ring direct summand. 
(b) The subring E2 includes no non-zero permanent annihilator. 
(c) The permanent annihilator ideal of E @Q is a ring direct summand. 
(d) All the polynomials 
[x A x2 - ~h/~I-(~l~l~/~I~)1~~, 
where a = ylzl + *a* + ynz, , vanish in E. 
If E is commutative, these conditions are equivalent to the embeddability of 
E in an ordered ring having a non-zero idempotent. 
Proof. If E can be embedded in a ring direct sum D @ C whose per- 
manent annihilator ideal is C, then Es C D; no non-zero element of EB is a 
permanent annihilator in D @ C nor in E. 
Assume E satisfies (b). So does E 0 Q, for (E @ Q)” = Es @Q, and the 
permanent annihilator ideals are related in the same way. As every vector 
subspace containing (E @ Q)” is an ideal, one need only extend to a subspace 
supplementary to the permanent annihilator subspace to prove (c). 
Assume E @Q is a ring direct sum D @ C, where C is the permanent 
annihilator ideal. In the ordered ring D, the permanent annihilator ideal 
vanishes, so the left or the right permanent annihilator ideal vanishes. Let 
ussay it is theright. By3.1, [xA~Ax~--~x~-xJJ]v~ vanishes inD. 
If one of the polynomials of condition (d) should have a non-zero value v 
for some x, yi , . . . . z, in EC E @Q, consider x2 and u, both of which must 
be in D. Since v # 0, 1 u ( > / a 1 x > 1 a 1 x2; also, similarly, 1 u 1 > x2 1 u (. 
Since xa > x, x4 > x2. In case x4 > x2, the polynomial of 3.1 is non-zero 
at x2 and / u 1, a contradiction. In the remaining case, x2 is idempotent, 
(1 - x2)D = 0, D = x20, a contradiction. Thus, (d) must hold. 
We close the loop by (c) +- (a), a triviality, and (d) + (b), as follows. 
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If (b) is violated we get u > 0 in E2 annihilating x > 0, x2 > x; u must be 
a sum of products, and (d) is violated. 
If E is commutative and E @Q is a direct sum D @ C with permanent 
annihilator ideal C, then D is commutative and its left and right permanent 
annihilator ideals vanish,. Hence, D can be embedded in an ordered ring 
with unit D1 [.5]. Since C is an ordered zero ring, the lexicographic order 
makes D1 @ C an ordered ring, and E is isomorphically embedded in it. 
Conversely, as noted earlier, (a) is a necessary condition for embedding in an 
ordered ring with a non-zero idempotent. 
The subdirect decomposition E --f D @ C induced by 3.2 (a) is not 
unique, but D and the projection E-+D are unique (up to an isomorphism of 
D). There is a similar uniqueness for the further problem of decomposing D. 
3.3. If D @ C is an ordered ring and an additive direct sum with permanent 
(left) annihilator ideal C, and E is a subring projecting onto D, then the kernel 
of E -+ D is the permanent (left) annihilator ideal of E. 
Proof. If x2 < ( x 1 identically in E then this holds in D @ C, C = 0, 
E = D. Otherwise “permanent annihilator” = “annihilator”. As D has no 
non-zero annihilator, every annihilator of E must be in the kernel of E -+ D, 
and conversely every element of the kernel of E -+ D is an annihilator in 
D @ C, so also in E. The same proof holds for left annihilators. 
Concerning the polynomials in 3.2 (d) we have the following: 
3.4. In any ordered ring, no non-zero product is a two-sided permanent 
annihilator. 
3.5. For each n > 1 there is an ordered commutative algebra over the real 
numbers in which the n-th polynomial of 3.2 (d) does not vanish identically 
but the previous ones do. 
Proof of 3.4. The first two thirds of the computation establishes a result 
which will be used again. 
(3.4.1) If ab is a non-zero permanent left annihilator, so is b. 
Assume the contrary; x2 > x > 0, abx = 0, and (by change of sign if 
needed) bx > 0, a.6 > 0. Then ab > abx, a(b - bx) > 0, b - bx > 0. 
Also bx2 > bx, 0 3 (b - bx)x. Thus, b - bx, though positive, left-annihilates 
X. As bx does not left-annihilate x, b - bx < bx; a(b - bx) < abx = 0, 
a contradiction. Thus 3.4.1 holds. Symmetrically, a is a permanent right 
annihilator if ab is. Hence, a A b is a permanent annihilator. But this is a 
or b, whence ab = 0. 
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Proof of 3.5. Evidently what is required is an example for each n = 2, 
. . . . in which some permanent annihilator is expressible as a sum of n 
products but not of fewer. We need an element of some ring, not a sum of 
squares, which is demonstrably a sum of n products but not of fewer. The 
quadratic form x,,~ - xl2 - *.* - x, 2 has this property. Perhaps this is 
obvious to some readers, but not to me; here is a proof. First, by considering 
the subspace x0 = 0 of En+l, we reduce to a positive-definite form. Next, 
given any representation as a sum of products in the algebra of polynomials 
with zero constant term, the form is the sum of the products of the linear 
terms. Now consider one product of linear forms. If it is semi-definite, it 
vanishes on a subspace of deficiency 1, and if m semi-definite products 
appear in the representation, the remaining ones must still represent a 
positive-definite form on (n - m)-space. An indefinite product of two linear 
forms is, by affine transformation, a$” - xi2; and on the subspace x1’ = 0, 
there is still a definite form to be represented as the sum of the remaining 
products. Hence n products are needed. 
The n-th example E, will be a modification of an algebra D, of real func- 
tions on the positive half-line, generated by n monomial functions xi(t) = 
tmf and an irrational (n 3 2) function f(t) such that f2 = xxi2 , and ordered 
by functional values near + co. Evidently the exponents mi can be so chosen 
that w2 - C x,“(t) (w an indeterminate) is not a sum of fewer than n products. 
Then retain the ordered subalgebra generated by the xi and adjoin x,, subject 
to the sole relation x,,a - xi2 - *** - xn2 = s, where s > 0 but s is an 
annihilator. Order in the obvious way. (Each element of the algebra E, 
can be written uniquely as p + cs, where p is a polynomial in the x’s with 
x02 absent and c is a scalar. Evaluate p as a function in D, , replacing x0 byf, 
and order lexicographically.) Since s is less than all positive products, it is 
clear that E, is an ordered algebra. Since the only annihilators are scalar 
multiples of s, E, has the required property. 
3.6. In each example E, of 3.5, any n - 1 elements generate a subalgebra 
compatible with Q. Hence the conditions for compatibility with Q (even in the 
commutative case) are not expressible by identities in a$nite number of variables. 
Proof. A subalgebra F of E,, is compatible with Q unless s is a sum of 
products in F. Since it is a question of products we need only consider 
expressions by polynomials in the x’s; since it is a quadratic that must be 
expressed, we need only consider the linear terms in the n - 1 generators. 
But n - 1 linear forms must vanish together on a 2-dimensional subspace 
of E”+l, which our fundamental form does not do. 
Returning to the general problem of adjoining a non-zero idempotent to 
E, it is necessary that E admit the decomposition of 3.3, E--f D @ C, and 
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it is evidently necessary and sufficient that a non-zero idempotent can be 
adjoined to D. 
3.7. If one can adjoin a non-zero idempotent to an ordered ring D with zero 
permanent right-annihilator ideal, then one can adjoin a left unit. Thus the 
conditions for an ordered ring to have an ordered extension with a left unit, 
with a right unit, or with a non-zero idempotent are expressible by identities 
in ring and lattice operations. 
Proof. If x2 < 1 x 1 identically in D then one can even adjoin a unit. 
Otherwise “permanent annihilator” = “annihilator.” If D is embedded 
in an ordered ring E with non-zero idempotent e, e is a left unit modulo the 
right-annihilator ideal (1 - e)E. As (1 - e)E n D = 0, D is embedded in 
E/(1 - e)E. Finally, the conditions for adjoining an idempotent are ex- 
pressible by identities by 1.7, and for adjoining a left unit one must add 
precisely the vanishing of the polynomial of 3.1; and symmetrically for a 
right unit. 
The identities required for adjoining a left unit seem to be simpler than 
those for an idempotent. At any rate, we proceed to derive them, left unit 
first; 3.7 is not a step in the proof. 
3.8. THEOREM. An ordered ring is embeddable in an ordered ring having 
a left unit if and only sf it has zero permanent right-annihilator ideal and is 
embeddable in an ordered ring which is the additive direct sum of two left ideals, 
one of which is the permanent left-annihilator ideal of the sum. 
Proof. “Only if” is trivial. For the converse, let A @ B be the containing 
sum with permanent left-annihilator ideal B. We may assume the given ring 
E has zero right-annihilator ideal (otherwise x2 < 1 x I). Similarly we may 
assume E has non-zero left annihilators. Then we may assume A @ B has 
zero right-annihilator ideal, by reducing modulo the two-sided-annihilator 
ideal I C B. Further, A @ B is necessarily lexicographically ordered. A can 
be embedded in an ordered ring with unit Al. Further assumptions we are 
entitled to are that A1 = A1 @Q, that A1 is generated by A and Q, and that 
A @ Q has no non-zero idempotent e (e would be a left unit for (A @ B) @ Q). 
Then A @ Q is a subspace of deficiency 1 in Al. Hence A1 @ B @ Q becomes 
an associative algebra F over Q when we define lb = b, bl = 0 for b in B. 
1 is a left unit. It remains to show that F, lexicographically ordered, is an 
ordered ring. That is, positive elements ql + a, + b, , q2 + a2 + b, (qi 
scalar multiples of 1, ai in A, bj in B) cannot have negative product. Supposing 
they did, (ql + a1)(q2 + a2) = 0. Then either (ql + a1)2 or (q2 + a2)2 must 
be 0. If both q1 and q2 were non-zero, it would follow that (1 + a)2 = 0 
for some a in A @Q, 1 = -2a - a2 E A @Q, a contradiction. Next 
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suppose qI = 0. Since b, is a left annihilator in F, the product is u,(q, + u2 + 
b,) < 0. We may assume q2 = 1. (If q2 = 0 we are in A @ B.) Then 
~~(1 + a,) = 0 # a$, . Hence ~,(a, + azz) = 0, 1 u2 + uZ2 1 < j b, I. Since 
B is an Z-ideal in A @B, and A a subring, u2 + us2 = 0; that is, -aa is 
idempotent, a contradiction. In the final case qz = 0 and we may assume 
qI = 1. The product is (1 + ~,)(a, + b,) < 0; so it is b, + a$, , and 
(--a#, # 6, . We go into subcases to prove (--a,)%, = (--a& . If u2 # 0 
this follows simply from ( -ul)%za = -urua , since ) b, j < I u2 I. If u2 = 0, 
we have 0 < 6, < -u,b, , but 1 + a, > 0, whence ui2 < --a, ; so ui2b2 < 
--a$, < --a,(--a$,). In either subcase, then, b, + a+, right-annihilates 
a, and all scalar multiples of ur . Again, if u2 # 0 we have (--2u,)u, = 
2u, > u2 ; if u2 = 0, 6, > 0 and (--2u,)b, > b, . In either case 1.3 (i) of [5] 
applies to -2~2, and says (-4~~)~ > -4ui > 0. Thus b, + arb, is a non-zero 
permanent right annihilator, a contradiction completing the proof. 
3.9. Given an ordered ring A and an ordered left A-module B, let A @ B 
be the lexicogruphicully ordered direct sum group with the multiplication au’ 
us already deJined in A, ub the module multiplication, bu = bb’ = 0. Then 
A @ B is an ordered ring if and only if every props left zero divisor in A 
annihilates B. 
The indicated condition is the condition for all products of positive 
elements (a, 0) (a’, & b) to be non-negative when au’ = 0; the other re- 
quirements for an ordered ring are clearly satisfied. 
Let L be the permanent left-annihilator ideal of D. By 3.3, A = D/L. 
The proper left zero divisors of A are the cosets modulo L of strong left 
zero divisors of D, if we define a strong left zero divisor z by the condition 
zw = 0 for some w which is not a one-sided permanent annihilator. (The 
condition immediately apparent is zw EL; however, by 3.4.1, this means 
zw = 0.) We want at least an additive homomorphism h : D + B, where 
B is an A-module satisfying 3.9. For an embedding of D in A @ B, there are 
further conditions. The kernel K of h is orthogonal to L (K n L = 0). 
The product of a coset d + L E A by d’ + KE B must be dd’ + K, which 
means that the module multiplication is induced by multiplication in D 
and K contains DK (and LD, but that is 0). Finally, h IL must preserve 
order. 
Accordingly, the requirement of 3.9 becomes SD C K, where S is the 
ideal of strong left zero divisors. The following piece of information will 
not be applied in this paper but might be useful for further work. 
3.10. The proper left zero divisors, and the strong left zero divisors, in an 
ordered ring form two-sided l-ideals. 
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Proof. Evidently the proper left zero divisors form a left Z-ideal. Consider 
a product ab, where UC = 0 for some c > 0, and we may also assume a > 0, 
b > 0. Either abc = 0 or, we shall show, ab(abc) = 0. If abc # 0 then c 
is not a right annihilator and b is not a left annihilator. As 8b2ac = 0, (8b’%~)~ < 
8b2a. Hence 4b2u * b < b [.5, 1.3 (i)]. Then the inequality (2b~b)~ > 2bub 
cannot hold, by the following argument. It would give an instance of x2 > 
x > 0, 0 < 2bx < b < 2b. Then b - bx is a positive left annihilator; as 
bx2 > bx > 0, bx > b - bx. Thus 2bx > b, a contradiction. We conclude 
(26~b)~ < Dub. Hence babe < c (by (5, 1.3 (i)] again), and ububc < UC = 0. 
Finally, the strong left zero divisors form the full inverse image of the Z-ideal 
of proper left zero divisors in a residue class ring. 
Thus D/S is an ordered ring. We remark that it has no proper zero divisors 
and B is in effect a D/S-module. 
Collecting the conclusions reached just before 3.10, we have: 
3.11. One can adjoin a left unit to an ordered ring D having no non-zero 
permanent right annihilator if and only sf there is a left ideal K containing SD 
and orthogonal to L such that the left D-module D/K can be totally ordered 
so that the induced mapping L --+ D + D/K is order-preserving. (Here L is the 
permanent left-annihilator ideal and S is the ideal of strong left zero divisors.) 
A first fragment of the conditions is SD n L = 0. We translate this, 
keeping (for simplicity) the assumption that the permanent right-annihilator 
ideal vanishes. 
(3.11.1) SD nL = 0 if and only if the polynomiuls 
[Xh(X2-X)h~Z~X~h/Z~X~h”‘A~Z,X/AUA(U-2UX)A 
A (0 - ~YI% 1 - 1Y2% 1 - *-’ - lYn% I>lVo, 
where u = ylzl + *a. + ynz, , vanish in D. 
The only nontrivial point in the proof is the deduction of u EL from u > 20x 
and x2 > x > 0; this is by way of u - ox EL, ux < u - ux, and ox2 > ux 
(cf. the proof of 3.10). 
As in 3.2, so here also, the first of these polynomials (n = 1) vanishes in 
every ordered ring; no non-zero element of L is a product sd (s E S), since 
d would have to be in L by 3.4.1, whence Sd = 0. 
We cannot yet say that D/SD is a partially ordered D-module. One would 
naturally next write down the conditions for the smallest cross-convex left 
ideal containing SD to be orthogonal to L. There are further preliminary 
conditions, hinted at (with an example) in the discussion in Section 2 of 
definitions for a partially ordered module. After all the preliminaries, one 
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still has an order-strengthening problem substantially like 2.6. But we can 
establish analogs of 2.6 and 2.9 even without separating out 3.11.1. 
(3.11.2) A necessary and suficient condition for 3.11 is that, fw every finite 
set of elements x1 ,..., x, of D, one can choose y, = f xi so that the conegenerated 
b Yl >.~VYrl > SD, and the positive elements of L contains no strictly negative 
element of L. This is expressible by identities as described below. 
The necessity of the condition is plain, and sufficiency is proved just as 
in 2.6. For translating the condition into identities, the indicated cones 
consist of all C uiyi + C sjv, + w, where the ui are non-negative, the yi 
are chosen as f xi , the Sj are in S, the nj are arbitrary, and w > 0, w EL. 
Such an expression p is forbidden to satisfy simultaneously p < 0 and p > q, 
q EL; that is, for each x1 ,..., x, , no m = 2” such expressions p, (one for 
each choice of y’s) may satisfy F v 0 # 0 where F = -p, A .a* A -p, A 
(Pl - 91) A *** A (Pm - q,). In further expanding this abbreviation, each 
-qk must be replaced by a suitable formula, the mirror image of the formula 
of 3.1 for positive right annihilators. In the expressions for the p’s the terms 
w can be omitted (absorbed into q). The v’s are carried as variables, and 
so are the s’s; however, as in 3.11.1 (where the y’s are in S), one secures 
sj E S for all j by using two more variables z, z’ (in 3.11.1 the z is z0 and a 
variable already used, namely x, can replace z’), replacing F first by F A zz’, 
and then replacing each -p by --p--(x 1 sj 1)s. If the result F* still satisfies 
F* v 0 # 0, then zz’ > 0, z $L, sjz = 0, sj E S. (Conversely, if all sj 
are in S, then for some z, z’, F* v 0 # 0.) The yi are explicitly f xi in a 
pattern changing with k. Finally, for the mn non-negative ui , we introduce 
2”” different expanded forms for each F*, each characterized by the insertion 
of certain terms Ui, A *** A ui, and the deletion in the p’s of uiyi for all other 
i(u, = 0). The translation is complete. 
The remark seems worth making that if SD = 0 (every nilpotent is a 
one-sided annihilator) then 3.11 is satisfied and 3.2 gives the conditions 
for adjoining a non-zero idempotent. 
3.12. Directions for writing out polynomial identities necessary and su$%ient 
for an ordered ring to be compatible with Q. 
Begin with the identities of 3.2 (d). Further, either the obstruction to a 
left unit or the obstruction to a right unit must consist of the two-sided 
permanent annihilators. Then it is necessary that it consist of two-sided 
annihilators. This condition is also sufficient, for if there are impermanent 
annihilators, then x2 < 1 x 1 and everything is fine. Accordingly, for each 
F(Xl , -.., x,) obstructing a left unit and each G(y, ,..., y,,J obstructing a 
rightunit, onerequires I~~(~FJAIGI)A(IF~A~G~)~~~ tovanish. 
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4. COMPATIBILITY WITH FIELDS 
4.1. THEOREM. Given two subfields K CL of an ordered ring, if L is an 
algebraic extension of K, then K and L have the same centralizer. 
Proof. We shall show that if there were a counterexample there would 
be an ordered algebraic extension L of an ordered field Kl in which every 
element 01 not in Kl is an almost-double root of its minimum polynomial 
@ in the sense that @‘(a) is infinitesimal in comparison with one of its terms; 
and that this is impossible. Kl is simply the part of L that is central in the 
centralizer C of K; we write K for Kl . Similarly we may assume the unit 
e of K is a unit for C, for (1 - e)C centralizes L. We want the notion of the 
value group Q(M) of an ordered field M, which is the multiplicative group 
modulo the subgroup of elements having the exact order of magnitude of 1; 
we want it for K, for L, and for a larger field for which we take the real 
closure M of L. The order of positive field elements and the embeddings 
K CL C M induce an order on Q(M) an d embeddings Q(K) C Q(L) C Q(M). 
We write Q(m) for the coset of m in Q(M), and z = o(y) for Q(Z) < Q(y). 
We use the usual non-symmetric equals sign in o-formulas; a reader may 
prefer z E o(y). We extend the o-notation to C, where Q(C) is only an ordered 
semigroup and one must include the equivalence class (0) to have a semi- 
group; note, though, that ab = o(ac) implies b = o(c). We extend it also 
to the algebraic closure M(1/3), defining Q(x +y 4-l) as max (Q(x), 
Q(y)). [y, Z] denotes yz - 2~. We need a bilinear multiplication o: K[x] x 
C --+ C, but let us define it in context. 
Commutators in C satisfy [2, t] = a2t - dol + ata - h2 = (YU + uc4, 
where u = [LY, t]; and generally, [an, t] = C &LY~-~--~ (i = 0 ,..., n - 1). 
Thus if we write P(a) o u for the bilinear product on K[x] x C such that 
CP c u is C aGoim-i/(m + l), we have [P(a), t] = P’(a) o u. 
Q(L)/Q(K) is a torsion group; for if @(a) = C &CX! = 0, some two terms 
k,c&, kpi have the same order of magnitude, and Q(&j) = Q(kj/ki). In 
case Q(a) EQ(K), for every positive rational E one can write OL as k + r, 
k E K, 1 r 1 < E ) 01 1; hence [OI, t] = [r, t] = o(at). It follows that [a, t] = 
o(at) for every (Y in L; for if it holds for OL~, we may assume cx > 0, u = [OL, t] > 
0, and then ~li-~u <j&l o u = [aj, t] = o(&) = &lo(d). Now write 
@‘(a) as a sum of terms ti = (i + l)ki+lcyi . The dit?erence between t,u and 
ti o u is (a sum of terms) o(t,u) = o(C 1 tj / u); adding these, the diEerence 
between @‘(a)~ and @‘(a) o u = [@(a), t] = 0 is o(C ] tj 1 u). Since the 
order of magnitude of a sum does not exceed the largest order of magnitude 
of a term, @‘(a) = o(tJ for some i. 
The immediate conclusion is that some of the conjugates r2 ,..., r, of 01 EL 
are infinitely more distant than others (meaning 01 - ri = o(a - rj), and 
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assuming 01$ K). If they were not, one could estimate @‘(a) = ,(a - rj) 
with error o((a - ~$+--l) as a product of non-zero complex numbers (they 
being (a - ~~)/(a - YJ + o(l)) times (a - r,)‘+l; @‘(a) would then have 
the same order of magnitude as its largest terms. If it happened that even 
the nearer conjugates were distant by more than o(a), the farther ones would 
have greater order of magnitude than OL, and all cy-l - r;l would have the 
same order of magnitude as 01-i. We conclude that each 01 in L, not in K, has 
a distinct conjugate 01 + o(a). 
To simplify counting conjugates we assume, as we may, that L is a simple 
extension K[q,] with no intermediate fields. We index the conjugates of % 
somehow, yl = a0 , r2 ,..., r, ; and for every P(,o) in L we count its conjugates 
in the order P(Y~),..., P(m). For P(,o) in K all conjugates coincide, and in 
particular, the indexing for P(cq,) EL does not depend on the choice of P in 
K[x]. Now among those a in L, not in K, for which Q(a) EQ(K) (which 
obviously exist) choose one such that the smallest possible number of con- 
jugates r2 ,..., yp are 01 + o(a). Then whenever Q(p) E Q(K), the corresponding 
conjugates sa , . . . , sg of #I are j3 + o(p). If this were false, we could multiply 
/3 by a scalar to put it in Q(a) without affecting the indexing of conjugates. 
Then for all rational numbers 4 except finitely many, at qa” + (1 - q)p 
not all of the first p conjugates are within o(a) and none of the others are, 
contradicting the minimality of p. For general /?, since a power of Q(p) is 
in Q(K), we conclude that each of the first p conjugates is p/3 + o(p) for some 
root of unity p. Therefore for every OL, for every PE K[x], the ratios of the 
values of P at the first p conjugates of 01 are, with infinitesimal error, roots 
of unity. 
To unbalance this needle, at any 01 in L, not in K, for which the conjugates 
after the p-th are distant more than o(a), consider the smallest Q(a - yj) 
and the cluster (yl , . . . . Y&} consisting of cx and the conjugates rj for which 
Q(CX - rj) is smallest. We show that this coset, Q(IX - Ye), is in Q(L). If we 
associate to rl the complex number zi = 0, to y2 the number z2 = 1, and 
to rj (j < h) the complex number zj which with infinitesimal relative error 
is (yl - rj)/(rl - YJ, we can estimate @‘, a” and @o--l). The values W--~)(Y~) 
for 1 <j < h have a common factor, with infinitesimal relative error, 
coming from the more distant conjugates, and the remaining factors are 
Y, - y2 times the values at the zi of the h - 1st derivative of ,(a - a+). 
This linear polynomial transforms a1 ,..., ah to lie on a circle; so they already 
lie on a circle. By Lucas’ theorem (e.g., Chapter II of [;7), the zeros of the 
first and second derivatives of x(z - zi) are in the circle and not at (the 
simple zero) 0. Consequently, the order of magnitude of @‘(a)/@“(a) EL is 
Q(a - Y.J. Thus there is h in L of approximately the size of a large rational 
multiple of (Y - r, , so that 01 + h and the conjugates rj + h + o(h) (j < h) 
go, by the transformation defined (with infinitesimal error) x -+ (rl - x)/ 
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(rr - ra) to a circle very far from the first circle. Then the ratios of the values 
of @ on 01 + A and these conjugates are not approximate roots of unity. 
(For h = 2 one needs to note that ra is “real”, i.e., 01 + X goes to a real point.) 
The contradiction completes the proof. 
4.2. THEOREM. The mapping i, embedding an orderedJield Kin an ordered 
algebraic extension field L, is epimorphic, i.e., for any two morph&u f, g ofL 
into an ordered ring, ji = gi implies f = g. 
Proof. The general definition of an epimorphism (rehearsed above) 
reduces here to the impossibility of having two copies L, L* of L in an ordered 
ring which have the subfield K in common. By 4.1, they must commute 
elementwise. Let OL, (Y* be corresponding elements of L, L*, with minimum 
polynomial @, chosen so that @‘(a) has the same order of magnitude as its 
largest term (by the proof of 4.1). 0 = @(a) - @(a*) has zero constant term 
and factors as (a - a*) [@‘: (01, a*)], where the mixed evaluation : is defined 
by linearity on K[x] and xm: (p, q) = Cp”qm-i/(m + 1). Since cyt, OL* 
isomorphically over K, and they have a power of the same order of magnitude 
as an element of K, LY - oi* = o(a). Hence (a*)i = (Y~ + o(mi) for all i, 
and a’: (OL, a*) dialers from @‘(a) infinitesimally compared with the largest 
term of @‘(a). Thus @‘: (01, a*) is nonzero and even farther from zero than 
the invertible element @‘(01)/2. We conclude I(” - a*) = 0. But lor = 01, 
la* = oL* , 01 = a*. 
4.3, THEOREM. Let K be an ordered division ring and K, the subfield of 
elements of K algebraic over the rationals. Then any ordered ring E containing 
K,, can be embedded in an ordered ring containing K so that K commutes elemat- 
wise with the centralizer of K, in E. In particular, compatibility with K,, implies 
compatibility with K. 
Proof. From 4.1, the centralizer of K,, in E is the centralizer of the unit 
of K, . Thus E has a Pierce decomposition A @ B @ C, where A has a 
unit and KO in its center, B is a left or right vector space over K, , and C 
is the two-sided annihilator. Then A @ B becomes an ordered algebra over 
KO if we define scalar multiplication appropriately by left or right multi- 
plication in A @ B. By 2.8, its tensor product with K can be ordered con- 
sistently with the ordering of A @ B and of K. Since C is a zero ring, the 
direct sum ring [(A @ B) @ K] 0 C is an ordered ring in the lexicographic 
order; E is contained isomorphically, K,, has been extended to K, and the 
centralizer A @ C of K, in E centralizes K. 
4.4. An ordered ring compatible with an ordered field K is embeddable in
an ordered algebra over K. 
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Proof. Apply the proof of 4.3 and conclude by replacing C with the 
additive group C @ K, a partially ordered vector space over K, strengthening 
the order to a total order, and treating C @ K as a zero algebra. 
4.5. THEOREM. An ordered ring whose left and right permanent annihilator 
ideals coincide is compatible with an ordered field K if and only if it is compatible 
Edith Q and embeddable in an ordered algebra over K. 
Proof. “Only if” follows from 4.4 and Q C K. For the converse, first 
suppose x2 > x > 0 for some x in E, where E is embeddable in an ordered 
algebra over K, and (by 3.2) E @Q is a direct sum ring A @ C, where A 
has no non-zero left or right annihilator. A, a homomorphic image of E @ Q, 
is also embeddable in an ordered algebra F over K. If F has non-zero left- or 
right-annihilator ideals, we may reduce modulo the larger without damaging 
A. Then F is embeddable in an ordered ring with unit G whose elements 
are uniquely expressible as n + f, n an integer, f in F. Jumping to the other 
case, x2 < ) x ) identically in E, we invoke 4.3 to justify the assumption that 
K is archimedean. Then we can embed E in an ordered K-algebra F generated 
by E and note that x2 < 1 x / must still hold in F; hence, in this case also we 
get an ordered ring with unit G whose elements are uniquely expressible 
as n + f, n an integer and f an element of the K-algebra F. In either case we 
define a containing ordered algebra H of ordered pairs (K, f), k E K, f E F, 
added coordinatewise, multiplied by (K, f) (k’,f’) = (kk’, kf ‘ + k’f + ff’), 
ordered by regarding (k, f) as k( 1, k-lf) an considering the signs of k in d 
K and (1, k-If) in G. We omit the verification of the axioms for H. The 
second case is finished; for the first case, we conclude by embedding E C A @ 
CCH@C. 
I do not know whether 4.5 generalizes. The last part of the proof generalizes; 
an ordered K-algebra compatible with Q is compatible with K. A next 
conjecture: if an ordered ring A @ B @ C (decomposed according to 3.2 
and 3.8) is embeddable in a K-algebra it is compatible with K, that is, em- 
beddable in a K-algebra of the same form. We have not nearly enough in- 
formation in 2.9 to handle this, nor enough in 3.12 to handle the rest of the 
problem. It is not hard to show by example that ill-chosen embeddings of 
both kinds exist. 
Finally, the remark in the introduction that compatibility with an ordered 
integral domain J implies compatibility with its field of quotients K reduces 
to a triviality, for we may assume J contains Q (by 2.3) and K is algebraic 
over Q (4.3), whence / = K. This does not say (and it is false) that one can 
adjoin to an ordered ring E the quotients of elements of a given copy of J 
in E, if J contains transcendentals. That can be done, in much the same way 
as 4.3, if each non-zero element of J has the same right and left annihilators 
as the identity e of J and J is central in eEe. 
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