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1
Abstract
Let q = pn with n = 2m and p be an odd prime. Let 0 ≤ k ≤ n − 1 and
k 6= m. In this paper we determine the value distribution of following exponen-
tial(character) sums
∑
x∈Fq
ζTr
m
1 (αx
pm+1)+Trn1 (βx
pk+1)
p (α ∈ Fpm, β ∈ Fq)
and ∑
x∈Fq
ζTr
m
1 (αx
pm+1)+Trn1 (βx
pk+1+γx)
p (α ∈ Fpm, β, γ ∈ Fq)
where Trn1 : Fq → Fp and Trm1 : Fpm → Fp are the canonical trace mappings
and ζp = e
2pii
p is a primitive p-th root of unity. As applications:
(1). We determine the weight distribution of the cyclic codes C1 and C2 over Fpt
with parity-check polynomials h2(x)h3(x) and h1(x)h2(x)h3(x) respectively
where t is a divisor of d = gcd(m, k), and h1(x), h2(x) and h3(x) are the
minimal polynomials of pi−1, pi−(p
k+1) and pi−(p
m+1) over Fpt respectively for
a primitive element pi of Fq.
(2). We determine the correlation distribution among a family of m-sequences.
This paper extends the results in [30].
Index terms: Exponential sum, Cyclic code, Sequence, Weight distribution,
Correlation distribution
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1 Introduction
Let C be an [l, k, d]pt cyclic code and Ai be the number of codewords in C with
Hamming weight i. The weight distribution {Ai}li=0 is an important research
object in coding theory. If C is irreducible, which means that the parity-check
polynomial of C is irreducible in Fpt[x], the weight of each codeword can be
expressed by certain conbination of Gaussian sums so that the weight distribution
of C can be determined if the corresponding Gaussian sums can be calculated
explicitly (see Fitzgerald and Yucas [5], McEliece [14], McEliece and Rumsey
[16], van der Vlugt [24], Wolfmann [26] and the references therein). As for the
relationship between the weight distribution of cyclic codes and the rational points
of certain curves, see Schoof [22].
For a general cyclic code, the Hamming weight of each codeword can be
expressed by certain combination of more general exponential(character) sums
(see Feng and Luo [3], [4], Luo and Feng [9], [10], van der Vlugt [25], Yuan,
Carlet and Ding [28]). More exactly speaking, let q = pn with t | n, C be the
cyclic code over Fpt with length l = q − 1 and parity-check polynomial
h(x) = h1(x) · · ·hu(x) (u ≥ 2)
where hi(x) (1 ≤ i ≤ e) are distinct irreducible polynomials in Fpt[x] with degree
ei (1 ≤ i ≤ u), then dimFptC =
u∑
i=1
ei. Let pi be a primitive element of Fq and pi
−si
be a zero of hi(x), 1 ≤ si ≤ q − 2 (1 ≤ i ≤ u). Then the codewords in C can be
expressed by
c(α1, · · · , αu) = (c0, c1, · · · , cl−1) (α1, · · · , αu ∈ Fq)
where ci =
u∑
λ=1
Trnt (αλpi
isλ) (0 ≤ i ≤ n− 1) and Trhj : Fph → Fpj is the trace map-
ping for positive integers j | h. Therefore the Hamming weight of the codeword
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c = c(α1, · · · , αu) is
wH (c) = # {i |0 ≤ i ≤ l − 1, ci 6= 0}
= l −# {i |0 ≤ i ≤ l − 1, ci = 0}
= l − 1
pt
l−1∑
i=0
∑
a∈Fpt
ζ
Trt1
„
a·Trnt
„
uP
λ=1
αλpi
isλ
««
p
= l − l
pt
− 1
pt
∑
a∈F∗
pt
∑
x∈F∗q
ζTr
n
1 (af(x))
p
= l − l
pt
+
pt − 1
pt
− 1
pt
∑
a∈F∗
pt
S(aα1, · · · , aαu)
= pn−t(pt − 1)− 1
pt
∑
a∈F∗
pt
S(aα1, · · · , aαu) (1)
where f(x) = α1x
s1 + α2x
s2 + · · ·+ αuxsu ∈ Fq[x], F∗q = Fq\{0}, F∗pt = Fpt\{0},
and
S(α1, · · · , αu) =
∑
x∈Fq
ζTr
n
1 (α1x
s1+···+αuxsu )
p .
In this way, the weight distribution of cyclic code C can be derived from the
explicit evaluating of the exponential sums
S(α1, · · · , αu) (α1, · · · , αu ∈ Fq).
Let n = 2m, 0 ≤ k ≤ n − 1, k 6= m, p be an odd prime, d = gcd(k,m) and
q0 = p
d. Define s = n/d. Then we have q = qs0. Assume t is a divisor of d and
n0 = n/t. Let h1(x), h2(x) and h3(x) be the minimal polynomials of pi
−1, pi−(p
k+1)
and pi−(p
m+1) over Fpt respectively. Then
deg hi(x) = n0 for i = 1, 2 and deg h3(x) = n0/2 (2)
Let C1 and C2 be the cyclic codes over Fpt with length l = q − 1 and parity-
check polynomials h2(x)h3(x) and h1(x)h2(x)h3(x) respectively. From (2), we
know that the dimensions of C1 and C2 over Fpt are 3n0/2 and 5n0/2 respectively.
For α ∈ Fpm, (β, γ) ∈ F2q, define the exponential sums
T (α, β) =
∑
x∈Fq
ζTr
m
1 (αx
pm+1)+Trn1 (βx
pk+1)
p (3)
4
and
S(α, β, γ) =
∑
x∈Fq
ζTr
m
1 (αx
pm+1)+Trn1 (βx
pk+1+γx)
p . (4)
Then the weight distribution of C1 and C2 can be completely determined if
T (α, β) and S(α, β, γ) are explicitly evaluated.
Another application of S(α, β, γ) is to calculate the correlation distribution
of corresponding sequences. Let F be a collection of p-ary m-sequences of period
q − 1 defined by
F = {{ai(t)}q−2i=0 | 0 ≤ i ≤ L− 1}
The correlation function of ai and aj for a shift τ is defined by
Mi,j(τ) =
q−2∑
λ=0
ζai(λ)−aj (λ+τ )p (0 ≤ τ ≤ q − 2).
In this paper, we will study the collection of sequences
F =
{
aα,β =
{
aα,β(pi
λ)
}q−2
λ=0
|α ∈ Fpm, β ∈ Fq
}
(5)
where aα,β(pi
λ) = Trm1 (αpi
λ(pm+1)) + Trn1 (βpi
λ(pk+1) + piλ).
Then the correlation function between aα1,β1 and aα2,β2 by a shift τ (0 ≤ τ ≤
q − 2) is
M(α1,β1),(α2,β2)(τ) =
q−2∑
λ=0
ζ
aα1,β1 (λ)−aα2,β2(λ+τ )
p
=
q−2∑
λ=0
ζ
Trm1 (α1pi
λ(pm+1))+Trn1 (β1pi
λ(pk+1)+piλ)−Trm1 (α2pi
(λ+τ)(pm+1))−Trn1 (βpi
(λ+τ)(pk+1)+piλ+τ )
p
= S(α′, β ′, γ′)− 1
(6)
where
α′ = α1 − α2piτ(pm+1), β ′ = β1 − β2piτ(pk+1), γ′ = 1− piτ . (7)
Pairs of p-ary m-sequences with few-valued cross correlations have been exten-
sively studied for several decades, see Gold [6], Helleseth and Kumar [7], Helleseth,
Lahtonen and Rosendahl [8], Kasami [12], Rosendahl [20], [21] and Trachtenberg
[23].
Several special cases of exponential sums (4) and related cyclic code C2 have
been investigated, for instance
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• The binary code C2 with k = m ± 1 is nothing but the classical Kasami
code, see Kasami [12].
• As for the binary code C2 with k = 1, its minimal distance is obtained by
Lahtonen [15], Moreno and Kumar [17]. Its weight distribution is deter-
mined eventually in van der Vlugt [25].
• For several other cases, the binary code C2 and the related family of gener-
alized Kasami sequences have been studied, see Zeng, Liu and Hu [29].
• In the case p odd prime and gcd(m, k) = gcd(m + k, 2k) = d being odd,
the weight distribution of C2 and correlation distribution of corresponding
sequences have been fully determined, see Zeng, Li and Hu [30].
This paper is presented as follows. In Section 2 we introduce some prelimi-
naries. In Section 3 we will study the value distribution of T (α, β) (that is, which
value T (α, β) takes on and which frequency of each value for α ∈ Fpm, β ∈ Fq)
and the weight distribution of C1. In Section 3 we will determine the value distri-
bution of S(α, β, γ) , the correlation distribution among the sequences in F , and
then the weight distribution of C2. Most lengthy details are presented in several
appendixes. The main tools are quadratic form theory over finite fields of odd
characteristic, some moment identities on T (α, β) and a class of Artin-Schreier
curves on finite fields. We will focus our study on the odd prime characteristic
case and the binary case will be investigated in a following paper.
2 Preliminaries
We follow the notations in Section 1. The first machinery to determine the val-
ues of exponential sums T (α, β) and S(α, β, γ) defined in (3) and (4) is quadratic
form theory over Fq0.
Let H be an s × s symmetric matrix over Fq0 and r = rankH . Then
there exists M ∈ GLs(Fq0) such that H ′ = MHMT is diagonal and H ′ =
diag(a1, · · · , ar, 0, · · · , 0) where ai ∈ F∗q0 (1 ≤ i ≤ r). Let ∆ = a1 · · ·ar (we
assume ∆ = 1 when r = 0) and η0 be the quadratic (multiplicative) character of
Fq0. Then η0(∆) is an invariant ofH under the conjugate action ofM ∈ GLs(Fq0).
For the quadratic form
F : Fsq0 → Fq0, F (x) = XHXT (X = (x1, · · · , xs) ∈ Fsq0), (8)
we have the following result(see [9], Lemma 1).
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Lemma 1. (i). For the quadratic form F = XHXT defined in (8), we have
∑
X∈Fsq0
ζTr
d
1(F (X))
p =
{
η0(∆)q
s−r/2
0 if q0 ≡ 1 (mod 4),
irη0(∆)q0
s−r/2 if q0 ≡ 3 (mod 4).
(ii). For A = (a1, · · · , as) ∈ Fsq0, if 2Y H + A = 0 has solution Y = B ∈ Fsq0,
then
∑
X∈Fsq0
ζ
Trd1(F (X)+AX
T )
p = ζcp
∑
X∈Fsq0
ζ
Trd1(F (X))
p where c = −Trd1
(
BHBT
)
=
1
2
Trd1
(
ABT
) ∈ Fp.
Otherwise
∑
X∈Fmp
ζ
Trd1(F (X)+AX
T )
p = 0.
In this correspondence we always assume d = gcd(m, k). Recall that s = n/d
is even. Therefore the field Fq is a vector space over Fq0 with dimension s. We
fix a basis v1, · · · , vs of Fq over Fq0 . Then each x ∈ Fq can be uniquely expressed
as
x = x1v1 + · · ·+ xsvs (xi ∈ Fq0).
Thus we have the following Fq0-linear isomorphism:
Fq
∼−→ Fsq0, x = x1v1 + · · ·+ xsvs 7→ X = (x1, · · · , xs).
With this isomorphism, a function f : Fq → Fq0 induces a function F : Fsq0 → Fq0
where for X = (x1, · · · , xs) ∈ Fsq0, F (X) = f(x) with x = x1v1 + · · · + xsvs. In
this way, function f(x) = Trnd(γx) for γ ∈ Fq induces a linear form
F (X) = Trnd(γx) =
s∑
i=1
Trnd(γvi)xi = AγX
T (9)
where Aγ = (Tr
n
d(γv1), · · · ,Trnd(γvs)) , and fα,β(x) = Trmd (αxpm+1)+Trnd(βxpk+1)
for α ∈ Fpm, β ∈ Fq induces a quadratic form
Fα,β(X) = Tr
m
d (αx
pm+1) + Trnd(βx
pk+1)
= Trmd
(
α
(
s∑
i=1
xiv
pm
i
)(
s∑
i=1
xivi
))
+ Trnd
((
β
s∑
i=1
xiv
pk
i
)(
s∑
i=1
xivi
))
=
s∑
i,j=1
(
1
2
Trmd
(
αvp
m
i vj + αviv
pm
j
)
+ Trnd
(
βvp
k
i vj
))
xixj = XHα,βX
T (10)
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where
Hα,β = (hij) and hij =
1
2
Trmd
(
αvp
m
i vj + αviv
pm
j
)
+
1
2
Trnd
(
βvp
k
i vj + βviv
pk
j
)
for 1 ≤ i, j ≤ s.
From Lemma 1, in order to determine the values of
T (α, β) =
∑
x∈Fq
ζTr
m
1 (αx
pm+1)+Trn1 (βx
pk+1)
p =
∑
X∈Fsq0
ζ
Trd1(XHα,βXT )
p
and
S(α, β, γ) =
∑
x∈Fq
ζTr
m
1 (αx
pm+1)+Trn1 (βx
pk+1+γx)
p =
∑
X∈Fmp
ζ
Trd1(XHα,βXT+AγXT )
p (α ∈ Fpm, β, γ ∈ Fq),
we need to determine the rank of Hα,β over Fq0 and the solvability of Fq0-linear
equation 2XHα,β + Aγ = 0.
Define d′ = gcd(m+ k, 2k). Then an easy observation shows
d′ =
{
2d, if m/d and k/d are both odd;
d, otherwise.
(11)
The main part of the subsequent result has been proven in [30] and we repeat
part of the proof for self-containing.
Lemma 2. For (α, β) ∈ Fpm ×Fq\{(0, 0)}, let rα,β be the rank of Hα,β. Then we
have
(i). if d′ = d, then the possible values of rα,β are s, s− 1, s− 2.
(ii). if d′ = 2d, then the possible values of rα,β are s, s− 2, s− 4.
Moreover, let ni be the number of (α, β) with rα,β = s− i. In the case d′ = d,
we have n1 = p
m−d(pn − 1).
Proof. see Appendix A.
In order to determine the value distribution of T (α, β) for α ∈ Fpm , β ∈ Fq,
we need the following result on moments of T (α, β).
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Lemma 3. For the exponential sum T (α, β),
(i).
∑
α∈Fpm ,β∈Fq
T (α, β) = p3m;
(ii).
∑
α∈Fpm ,β∈Fq
T (α, β)2 =


p3m if d′ = d and pd ≡ 3 (mod 4),
(2pn − 1) · p3m if d′ = d and pd ≡ 1 (mod 4),
(pn+d + pn − pd) · p3m if d′ = 2d;
(iii). if d′ = d, then∑
α∈Fpm ,β∈Fq
T (α, β)3 = (pn+d + pn − pd) · p3m.
Proof. see Appendix A.
In the case d′ = 2d, we could determine the explicit values of T (α, β). To this
end we will study a class of Artin-Schreier curves. A similar technique has been
applied in Coulter [2], Theorem 6.1.
Lemma 4. Suppose (α, β) ∈ (Fpm×Fq)
∖{0, 0} and d′ = 2d. Let N be the number
of Fq-rational (affine) points on the curve
1
2
αxp
m+1 + βxp
k+1 = yp
d − y. (12)
Then
N = q + (pd − 1) · T (α, β).
Proof. see Appendix A.
Now we give an explicit evaluation of T (α, β) in the case d′ = 2d.
Lemma 5. Assumptions as in Lemma 4, then
T (α, β) =


−pm, if rα,β = s
pm+d, if rα,β = s− 2
−pm+2d, if rα,β = s− 4
Proof. Consider the Fq-rational (affine) points on the Artin-Schreier curve in
Lemma 4. It is easy to verify that (0, y) with y ∈ Fpd are exactly the points on
the curve with x = 0. If (x, y) with x 6= 0 is a point on this curve, then so are
9
(tx, tp
d+1y) with tp
2d
−1 = 1 (note that pm + 1 ≡ pk + 1 ≡ pd + 1 (mod p2d − 1)
since m/d and k/d are both odd by (11)). In total, we have
q + (pd − 1)T (α, β) = N ≡ pd (mod p2d − 1)
which yields
T (α, β) ≡ 1 (mod pd + 1).
We only consider the case rα,β = s. The other cases are similar. In this case
T (α, β) = ±pm. Assume T (α, β) = pm. Then pd + 1 | pm − 1 which contradicts
to m/d is odd. Therefore T (α, β) = −pm.
Remark. (i). Our treatment improve the technique in [2]. Otherwise the case
(p, d) = (3, 1) will be excluded.
(ii). Applying Lemma 5 to Lemma 4, we could determine the number of
rational points on the curve (12).
3 Exponential Sums T (α, β) and Cyclic Code C1
Recall q∗0 = (−1)
q0−1
2 q0. In this section we prove the following results.
Theorem 1. The value distribution of the multi-set {T (α, β) |α, β ∈ Fq } is shown
as following.
(i). For the case d′ = d,
values multiplicity
pm pd(pm − 1)(pm + 1)2/ (2(pd + 1))
−pm pd(pm − 1)(pn − 2pn−d + 1)/ (2(pd − 1))
√
q0∗q0
s
2 ,−√q0∗q0 s2 12pm−d(pn − 1)
−pm+d (pm−d − 1)(pn − 1)/ (p2d − 1)
pn 1
(ii). For the case d′ = 2d,
10
values multiplicity
−pm p3d(pm − 1)(pn − pn−2d − pn−3d + pm − pm−d + 1)/ ((pd + 1)(p2d − 1))
pm+d pd(pn − 1)(pm + pm−d + pm−2d + 1)/(pd + 1)2
−pm+2d (pm−d − 1)(pn − 1)/ ((pd + 1)(p2d − 1))
pn 1
Proof. see Appendix B.
Recall that t is a divisor of d and C1 is the cyclic code over Fpt with parity-
check polynomial h2(x)h3(x) where h2(x) and h3(x) are the minimal polynomials
of pi−(p
k+1) and pi−(p
m+1), respectively.
Theorem 2. For k 6= m, the weight distribution {A0, A1, · · · , Al} of the cyclic
code C1 over Fpt (p ≥ 3) with length l = q − 1 and dimFptC1 = 3n0/2 is shown as
following.
(i). For the case d′ = d and d/t is odd,
i Ai
(pt − 1)(pn−t − pm−t) pd(pm − 1)(pm + 1)2/ (2(pd + 1))
(pt − 1)pn−t pm−d(pn − 1)
(pt − 1)(pn−t + pm−t) pd(pm − 1)(pn − 2pn−d + 1)/ (2(pd − 1))
(pt − 1)(pn−t + pm+d−t) (pm−d − 1)(pn − 1)/ (p2d − 1)
0 1
(ii). For the case d′ = d and d/t is even,
i Ai
(pt − 1)(pn−t − pm+ d2−t) 1
2
pm−d(pn − 1)
(pt − 1)(pn−t − pm−t) pd(pm − 1)(pm + 1)2/ (2(pd + 1))
(pt − 1)(pn−t + pm−t) pd(pm − 1)(pn − 2pn−d + 1)/ (2(pd − 1))
(pt − 1)(pn−t + pm+ d2−t) 1
2
pm−d(pn − 1)
(pt − 1)(pn−t + pm+d−t) (pm−d − 1)(pn − 1)/ (p2d − 1)
0 1
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(iii). For the case d′ = 2d,
i Ai
(pt − 1)(pn−t − pm+d−t) pd(pn − 1)(pm + pm−d + pm−2d + 1)/(pd + 1)2
(pt − 1)(pn−t + pm−t) p3d(pm − 1)(pn − pn−2d − pn−3d + pm − pm−d + 1)/ ((pd + 1)(p2d − 1))
(pt − 1)(pn−t + pm+2d−t) (pm−d − 1)(pn − 1)/ ((pd + 1)(p2d − 1))
0 1
Proof. see Appendix B.
Remark. (1). In the case d = d′. Since gcd(pm+1, pk+1) = 2, the first l′ = q−1
2
coordinates of each codeword of C1 form a cyclic code C′1 over Fpt with length
l′ and dimension 3n0/2. Let (A
′
0, · · · , A′l′) be the weight distribution of C′1,
then A′i = A2i (0 ≤ i ≤ l′).
(2). In the case d′ = 2d. Since gcd(pm + 1, pk + 1) = pd + 1, the first l′ = q−1
pd+1
coordinates of each codeword of C1 form a cyclic code C′1 over Fpt with length
l′ and dimension 3n0/2. Let (A
′
0, · · · , A′l′) be the weight distribution of C′1,
then A′i = A(pd+1)i (0 ≤ i ≤ l′).
(2). If k = 0, this result is the same as [9], Theorem 3.
4 Results on Correlation Distribution of Sequences
and Cyclic Code C2
Recall φα,β(x) in the proof of Lemma 2 and Ni,ε in the proof of Theorem 1.
Finally we will determine the value distribution of S(α, β, γ), the correlation
distribution among sequences in F defined in (5) and the weight distribution of
C2 defined in Section 1. The following result will play an important role.
Lemma 6. Let t be a divisor of d. For any a ∈ Fpt and any (α, β) ∈ Ni,ε with
ε = ±1 and 0 ≤ i ≤ 4, then the number of elements γ ∈ Fq satisfying
(i). φα,β(x) + γ = 0 is solvable(choose one solution, say x0),
(ii). Trmt (αx
pm+1
0 ) + Tr
n
t (βx
pk+1
0 ) = a
12
is 

pn−id−t if s− i and d/t are both odd, and a = 0,
pn−id−t + εη′(a)p
n−id−t
2 if s− i and d/t are both odd, and a 6= 0,
pn−id−t + ε(pt − 1)pn−id2 −t if s− i or d/t is even, and a = 0,
pn−id−t − εpn−id2 −t if s− i or d/t is even, and a 6= 0.
where η′ is the quadratic (multiplicative) character on Fpt.
Proof. see Appendix C.
Let p∗ = (−1) p−12 p and
(
·
p
)
be the Legendre symbol. We are now ready to
give the value distribution of S(α, β, γ).
Theorem 3. The value distribution of the multi-set
{
S(α, β, γ)
∣∣α ∈ Fpm, (β, γ) ∈ F2q }
is shown as following.
(i). If d′ = d is odd, then
values multiplicity
pm pm+d−1(pm + 1)(pm + p− 1)(pn − 1)/ (2(pd + 1))
−pm pm+d−1(pm − 1)(pm − p+ 1)(pn − 2pn−d + 1)/ (2(pd − 1))
ζjpp
m pm+d−1(pn − 1)2/ (2(pd + 1))
−ζjppm pm+d−1(pn − 1)(pn − 2pn−d + 1)
/ (
2(pd − 1))
ε
√
p∗pm+
d−1
2
1
2
p3m−2d−1(pn − 1)
εζjp
√
p∗pm+
d−1
2
1
2
pn−
3d+1
2
(
pm−
d+1
2 + ε
(
−j
p
))
(pn − 1)
−pm+d pm−d−1(pm−d − 1)(pn − 1)(pm−d − p+ 1)/ (p2d − 1)
−ζjppm+d pm−d−1(pn−2d − 1)(pn − 1)
/ (
p2d − 1)
0 (pn − 1)(p3m−d − p3m−2d + p3m−3d − pn−2d + 1)
pn 1
where ε = ±1, 1 ≤ j ≤ p− 1.
(ii). If d′ = d is even, then
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values multiplicity
pm pm+d−1(pm + 1)(pm + p− 1)(pn − 1)/ (2(pd + 1))
−pm pm+d−1(pm − 1)(pm − p+ 1)(pn − 2pn−d + 1)/ (2(pd − 1))
ζjpp
m pm+d−1(pn − 1)2/ (2(pd + 1))
−ζjppm pm+d−1(pn − 1)(pn − 2pn−d + 1)
/ (
2(pd − 1))
εpm+
d
2
1
2
pn−
3d
2
−1(pm−
d
2 + ε(p− 1))(pn − 1)
εζjpp
m+ d
2
1
2
pn−
3d
2
−1(pm−
d
2 − ε)(pn − 1)
−pm+d pm−d−1(pm−d − 1)(pn − 1)(pm−d − p+ 1)/ (p2d − 1)
−ζjppm+d pm−d−1(pm−d − 1)(pn − 1)(pm−d + 1)
/ (
p2d − 1)
0 (pn − 1)(p3m−d − p3m−2d + p3m−3d − pn−2d + 1)
pn 1
where ε = ±1, 1 ≤ j ≤ p− 1.
(iii). If d′ = 2d, then
values multiplicity
−pm pm+3d−1(pm − 1)(pm − p+ 1)(pn − pn−2d − pn−3d + pm − pm−d + 1)/(pd + 1)(p2d − 1)
−ζjppm pm+3d−1(pn − 1)(pn − pn−2d − pn−3d + pm − pm−d + 1)
/
(pd + 1)(p2d − 1)
pm+d pm−1(pn − 1)(pm−d + p− 1)(pm + pm−d + pm−2d + 1)/(pd + 1)2
ζjpp
m+d pm−1(pn − 1)(pm−d − 1)(pm + pm−d + pm−2d + 1)/(pd + 1)2
−pm+2d pm−2d−1(pm−d − 1)(pm−2d − p+ 1)(pn − 1)/ ((pd + 1)(p2d − 1))
−ζjppm+2d pm−2d−1(pm−d − 1)(pm−2d + 1)(pn − 1)
/ (
(pd + 1)(p2d − 1))
0
(pn − 1)(p3m−d − p3m−2d + p3m−3d − p3m−4d + p3m−5d
+pn−d − 2pn−2d + pn−3d − pn−4d + 1)
pn 1
where 1 ≤ j ≤ p− 1.
Proof. see Appendix C.
Remark. Case (i) is exactly Proposition 6 in [30].
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In order to give the correlation distribution among the sequences in F , we
need the following lemma (see [30], Lemma 5).
Lemma 7. For any given γ ∈ F∗q, when (α, β) runs through Fpm × Fq, the dis-
tribution of S(α, β, γ) is the same as S(α, β, 1).
As a consequence of Theorem 1, Theorem 3 and Lemma 7, we could give the
correlation distribution amidst the sequences in F .
Theorem 4. The collection F defined in (5) is a family of p3m p-ary sequences
with period q − 1. Its correlation distribution is given as follows.
(i). If d′ = d is odd, then
values multiplicity
pm − 1 p3m+d(pm + 1) (pm−1(pm + p− 1)(pn − 2) + 1)/ (2(pd + 1))
−pm − 1 p3m+d (pm−1(pm − p+ 1)(pn − 2) + 1) (pn − 2pn−d + 1)/ (2(pd − 1)(pm + 1))
ζjpp
m − 1 p2n+d−1(pn − 2)(pn − 1)/ (2(pd + 1))
−ζjppm − 1 p2n+d−1(pn − 2)(pn − 2pn−d + 1)
/ (
2(pd − 1))
ε
√
p∗pm+
d−1
2 − 1 1
2
p2n−d
(
pn−d−1(pn − 2) + 1)
εζjp
√
p∗pm+
d−1
2 − 1 1
2
p5m−
3d+1
2
(
pm−
d+1
2 + ε
(
−j
p
))
(pn − 2)
−pm2 +d − 1 p3m(pm−d − 1) (pm−d−1(pn − 2)(pm−d − p+ 1) + 1) / (p2d − 1)
−ζjppm+d − 1 p2n−d−1(pm−d − 1)(pn − 2)(pm−d + 1)
/ (
p2d − 1)
−1 p3m(pn − 2)(p3m−d − p3m−2d + p3m−3d − pn−2d + 1)
pn − 1 p3m
where 1 ≤ j ≤ p− 1 and ε = ±1.
(ii). If d′ = d is even, then
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values multiplicity
pm − 1 p3m+d(pm + 1) (pm−1(pm + p− 1)(pn − 1) + 1)/ (2(pd + 1))
−pm − 1 p3m+d (pm−1(pm − p+ 1)(pn − 2) + 1) (pn − 2pn−d + 1)/ (2(pd − 1)(pm + 1))
ζjpp
m − 1 p2n+d−1(pn − 2)(pn − 1)/ (2(pd + 1))
−ζjppm − 1 p2n+d−1(pn − 2)(pn − 2pn−d + 1)
/ (
2(pd − 1))
εpm+
d
2
1
2
p2n−d
(
pm−
d
2
−1(pm−
d
2 + ε(p− 1))(pn − 2) + 1
)
εζjpp
m+ d
2
1
2
p5m−
3d
2
−1(pm−
d
2 − ε)(pn − 2)
−pm2 +d − 1 p3m(pm−d − 1) (pm−d−1(pn − 2)(pm−d − p + 1) + 1) / (p2d − 1)
−ζjppm+d − 1 p2n−d−1(pn−2d − 1)(pn − 2)
/ (
p2d − 1)
−1 p3m(pn − 2)(p3m−d − p3m−2d + p3m−3d − pn−2d + 1)
pn − 1 p3m
where 1 ≤ j ≤ p− 1 and ε = ±1.
(iii). If d′ = 2d, then
values multiplicity
−pm − 1 p
3m+3d(pm−1(pm − p+ 1)(pn − 2) + 1)(pn − pn−2d − pn−3d+
pm − pm−d + 1)/(pd + 1)(p2d − 1)(pm + 1)
−ζjppm − 1 p2n+3d−1(pn − 2)(pn − pn−2d − pn−3d + pm − pm−d + 1)
/
(pd + 1)(p2d − 1)
pm+d − 1 p3m+d (pm−d−1(pm−d + p− 1)(pn − 2) + 1) (pm + pm−d + pm−2d + 1)/(pd + 1)2
ζjpp
m+d − 1 p2n−1(pn − 2)(pm−d − 1)(pm + pm−d + pm−2d + 1)/(pd + 1)2
−pm+2d − 1 p3m(pm−d − 1) (pm−2d−1(pm−2d − p + 1)(pn − 2) + 1) / ((pd + 1)(p2d − 1))
−ζjppm+2d − 1 p2n−2d−1(pm−d − 1)(pm−2d + 1)(pn − 2)
/ (
(pd + 1)(p2d − 1))
−1 p
3m(pn − 2)(p3m−d − p3m−2d + p3m−3d − p3m−4d + p3m−5d
+pn−d − 2pn−2d + pn−3d − pn−4d + 1)
pn − 1 p3m
where 1 ≤ j ≤ p− 1.
Proof. see Appendix C.
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Remark. The case (i) has been shown in [30], Prop. 6.
Recall that C2 is the cyclic code over Fpt with parity-check polynomial h1(x)h2(x)h3(x)
where h1(x), h2(x) and h3(x) are the minimal polynomials of pi
−1, pi−(p
k+1) and
pi−(p
m+1) respectively. Here we are ready to determine the weight distribution of
C2.
Theorem 5. The weight distribution {A0, A1, · · · , Aq−1} of the cyclic code C2
over Fpt (p ≥ 3) with length q − 1 and dimFptC1 = 52n0 is shown as following.
(i). If d′ = d and d/t is odd, then
i Ai
(pt − 1)(pn−t − pm−t) pm+d−t(pm + pt − 1)(pm − 1)(pm + 1)2/ (2(pd + 1))
(pt − 1)(pn−t + pm−t) pm+d−t(pm − pt + 1)(pm − 1)(pn − 2pn−d + 1)/ (2(pd − 1))
(pt − 1)pn−t + pm−t pm+d−t(pt − 1)(pn − 1)2/ (2(pd + 1))
(pt − 1)pn−t − pm−t pm+d−t(pt − 1)(pn − 1)(pn − 2pn−d + 1)/ (2(pd − 1))
(pt − 1)pn−t − pm+ d−t2 1
2
pm−d(pt − 1)(pn−d−t + pn−d−t2 )(pn − 1)
(pt − 1)pn−t + pm+ d−t2 1
2
pm−d(pt − 1)(pn−d−t − pn−d−t2 )(pn − 1)
(pt − 1)(pn−t + pm+d−t) pm−d−t(pm−d − 1)(pm−d − pt + 1)(pn − 1)/ (p2d − 1)
(pt − 1)pn−t − pm+d−t pm−d−t(pt − 1)(pn−2d − 1)(pn − 1)/ (p2d − 1)
(pt − 1)pn−t (pn − 1)(p3m−d − p3m−2d + p3m−3d + p3m−2d−t − pn−2d + 1)
0 1
(ii). If d′ = d and d/t is even, then
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i Ai
(pt − 1)(pn−t − pm−t) pm+d−t(pm + pt − 1)(pm − 1)(pm + 1)2/ (2(pd + 1))
(pt − 1)(pn−t + pm−t) pm+d−t(pm − pt + 1)(pm − 1)(pn − 2pn−d + 1)/ (2(pd − 1))
(pt − 1)pn−t + pm−t pm+d−t(pt − 1)(pn − 1)2/ (2(pd + 1))
(pt − 1)pn−t − pm−t pm+d−t(pt − 1)(pn − 1)(pn − 2pn−d + 1)/ (2(pd − 1))
(pt − 1)(pn−t − pm+ d2−t) 1
2
pm−d(pn−d−t + (pt − 1)pm−t− d2 )(pn − 1)
(pt − 1)(pn−t + pm+ d2−t) 1
2
pm−d(pn−d−t − (pt − 1)pm−t− d2 )(pn − 1)
(pt − 1)pn−t − pm+ d2−t 1
2
pm−d(pt − 1)(pn−d−t + pm−t− d2 )(pn − 1)
(pt − 1)pn−t + pm+ d2−t 1
2
pm−d(pt − 1)(pn−d−t − pm−t− d2 )(pn − 1)
(pt − 1)(pn−t + pm+d−t) pm−d−t(pm−d − 1)(pm−d − pt + 1)(pn − 1)/ (p2d − 1)
(pt − 1)pn−t − pm+d−t pm−d−t(pt − 1)(pn−2d − 1)(pn − 1)/ (p2d − 1)
(pt − 1)pn−t (pn − 1)(p3m−d − p3m−2d + p3m−3d − pn−2d + 1)
0 1
(iii). If d′ = 2d, then
values multiplicity
(pt − 1)(pn−t + pm−t) p
m+3d−t(pm − pt + 1)(pm − 1)(pn − pn−2d − pn−3d
+pm − pm−d + 1)/ ((pd + 1)(p2d − 1))
(pt − 1)pn−t − pm−t p
m+3d−t(pt − 1)(pn − 1)(pn − pn−2d − pn−3d
+pm − pm−d + 1)/ ((pd + 1)(p2d − 1))
(pt − 1)(pn−t − pm+d−t) pm−t(pm−d + pt − 1)(pn − 1)(pm + pm−d + pm−2d + 1)/(pd + 1)2
(pt − 1)pn−t + pm+d−t pm−t(pt − 1)(pm−d − 1)(pn − 1)(pm + pm−d + pm−2d + 1)/(pd + 1)2
(pt − 1)(pn−t + pm+2d−t) pm−2d−t(pm−2d − pt + 1)(pm−d − 1)(pn − 1)/ ((pd + 1)(p2d − 1))
(pt − 1)pn−t − pm+2d−t pm−2d−t(pt − 1)(pm−2d − 1)(pm−d − 1)(pn − 1)/ ((pd + 1)(p2d − 1))
(pt − 1)pn−t (p
n − 1)(p3m−d − p3m−2d + p3m−3d − p3m−4d + p3m−5d
+pn−d − 2pn−2d + pn−3d − pn−4d + 1)
0 1
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Proof. see Appendix C.
Remark. The case (i) with t = 1 has been shown in [30], Theorem 1.
5 Appendix A
We need to introduce some results to prove Lemma 2.
Lemma 8. (see Bluher [1], Theorem 5.4 and 5.6) Let g(z) = zp
h+1 − bz + b
with b ∈ F∗pl. Then the number of the solutions to g(z) = 0 in Fpl is 0, 1, 2
or pgcd(h,l) + 1. Moreover, the number of b ∈ F∗pl such that g(z) = 0 has unique
solution in Fpl is p
l−gcd(h,l) and if z0 is the unique solution, then (z0−1)
pl−1
pgcd(h,l)−1 =
1.
The following lemma has been proven in [1] and [30]. We will give some of
the details for self-containing.
Lemma 9. Let ψα,β(z) = β
pn−kzp
m−k+1 + αz + β with α ∈ F∗pm, β ∈ F∗q. Then
(i). ψα,β(z) = 0 has either 0, 1, 2 or p
d′ + 1 solutions in Fq.
(ii). If z1, z2 are two solutions of ψα,β(z) = 0 in Fq, then z1z2 is (p
d−1)-th power
in Fq.
(iii). If ψα,β(z) = 0 has p
d′ +1 solutions in Fq, then for any two solutions z1 and
z2, we have z1/z2 is a (p
d′ − 1)-th power in Fq.
(iv). If ψα,β(z) = 0 has exactly one solution in Fq, then it is a (p
d − 1)-th power
in Fq.
Proof. (i). By scaling y = −α
β
z and b = α
pm−k+1
βpm−k(pm+1)
, we can rewrite the equation
ψα,β(z) = 0 as
yp
m−k+1 − by + b = 0. (13)
Since b ∈ F∗q and gcd(m − k, n) = gcd(m − k, 2k) = d′, then the result
follows from Lemma 8.
(ii). See [30], Prop.1 (2).
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(iii). Denote by yi = −αβ zi for i = 1, 2. Since gcd(n,m− k) = d′, from [1], Theo-
rem 4.6 (iv) we get (y1/y2)
q−1
pd
′
−1 = 1 which is equivalent to (z1/z2)
q−1
pd
′
−1 = 1.
(iv). See [30], Prop.1 (3).
Proof of Lemma 2: (i). For Y = (y1, · · · , ys) ∈ Fsq0, y = y1v1+ · · ·+ ysvs ∈
Fq, we know that
Fα,β(X + Y )− Fα,β(X)− Fα,β(Y ) = 2XHα,βY T (14)
is equal to
fα,β(x+ y)− fα,β(x)− fα,β(y) = Trnd
(
y(αxp
m
+ βxp
k
+ βp
n−k
xp
n−k
)
)
(15)
since Trmd (αx
pmy + αxyp
m
) = Trnd(αx
pmy).
Let
φα,β(x) = αx
pm + βxp
k
+ βp
n−k
xp
n−k
. (16)
Therefore,
rα,β = r ⇔ the number of common solutions of XHα,βY T = 0 for all Y ∈ Fsq0 is qs−r0 ,
⇔ the number of common solutions of Trnd (y · φα,β(x)) = 0 for all y ∈ Fq is qs−r0 ,
⇔ φα,β(x) = 0 has qs−r0 solutions in Fq.
Since φα,β(x) is a p
d-linearized polynomial, then the set of the zeroes to
φα,β(x) = 0 in Fpn, say V , forms an Fpd-vector space.
If α = 0 and β 6= 0, φα,β(x) = 0 becomes βxpk + βpn−kxpn−k = 0 and then
βp
k
xp
2k
+ βx = 0. In this case (16) has 1 or pd
′
solutions according to −β1−pk is
(pd
′ − 1)-th power in Fq or not. Hence r0,β = s or s− d′/d. If α 6= 0 and β = 0,
then φα,β(x) = 0 has unique solution x = 0 and as a consequence rα,0 = s.
In the following we assume αβ 6= 0, we need to consider the nonzero solutions
of φα,β(x) = 0. By substituting z = x
pk(pm−k−1) we get
ψα,β(z) = β
pn−kzp
m−k+1 + αz + β = 0. (17)
From Lemma 8, ψα,β(z) = 0 has either 0, 1, 2 or p
d′ + 1 solutions in Fq. In
the case d′ = d, by Lemma 9, if ψα,β(z) = 0 has at least two solutions in Fq,
then all or none of the solutions are (pd − 1)-th power. Then ψα,β(x) = 0 has
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0, pd− 1, 2(pd− 1) or (pd + 1)(pd − 1) nonzero solutions. Take the solution x = 0
in consideration, since 2pd − 1 is not a pd-th power, then it is impossible and we
get the result.
In the case d′ = 2d, the argument is almost the same except ψα,β(z) = 0 has
two solutions z1, z2. If none, one or two of the solutions is (p
2d − 1)-th power,
then φα,β(x) = 0 has 1, p
2d − 1 or 2(p2d − 1) nonzero solutions. But 2p2d − 1 is
not a pd-th power. Then the result follows.
In the case d′ = d, if ψα,β(z) = 0 has unique solution z0 ∈ Fq, then it is also
the unique solution in Fpm and the converse is also valid, since b ∈ Fpm and the
solutions of ψα,β(z) = 0 in Fq
∖
Fpm take on pairs (z0, z
pm
0 ). By [1], Theorem 5.6,
the number of b ∈ F∗pm such that ψα,β(z) = 0 has unique solution in Fpm is pm−d.
For fixed b and α ∈ F∗pm , the number of β ∈ F∗q satisfying b = α
pm−k+1
βpm−k(pm+1)
is pm+1.
Hence n1 = p
m−d(pm − 1)(pm + 1) = pm−d(pn − 1). 
Proof of Lemma 3: (i). We observe that
∑
α∈Fpm ,β∈Fq
T (α, β) =
∑
α∈Fpm ,β∈Fq
∑
x∈Fq
ζ
Trm1 (αx
pm+1)+Trn1 (βx
pk+1)
p
=
∑
x∈Fq
∑
α∈Fpm
ζ
Trm1 (αx
pm+1)
p
∑
β∈Fq
ζ
Trn1 (βx
pk+1)
p = q · ∑
α∈Fpm
x=0
ζ
Trm1 (αx
pm+1)
p = p3m.
(ii). We can calculate
∑
α∈Fpm ,β∈Fq
T (α, β)2 =
∑
x,y∈Fq
∑
α∈Fpm
ζ
Trm1 (α(xp
m+1+yp
m+1))
p
∑
β∈Fq
ζ
Trn1
“
β
“
xp
k+1+yp
k+1
””
p
= M2 · p3m
where M2 is the number of solutions to the equation{
xp
m+1 + yp
m+1 = 0
xp
k+1 + yp
k+1 = 0
(18)
If xy = 0 satisfying (18), then x = y = 0. Otherwise (x/y)p
m+1 = (x/y)p
k+1 =
−1 which yields that (x/y)pm−k−1 = 1. Denote by x = ty. Since gcd(m− k, n) =
d′, then t ∈ F∗
pd′
.
• If d′ = d, then t ∈ F∗pd and (18) is equivalent to x2+y2 = 0. Hence t2 = −1.
There are two or none of t ∈ F∗pd satisfying t2 = −1 depending on pd ≡ 1
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(mod 4) or pd ≡ 3 (mod 4). Therefore
M2 =
{
1 + 2(q − 1) = 2q − 1, if pd ≡ 1 (mod 4)
1, if pd ≡ 3 (mod 4).
• If d′ = 2d, then by (11) we get (18) is equivalent to xpd+1+ypd+1 = 0. Then
we have tp
d+1 = −1 which has pd + 1 solutions in F∗
pd′
. Therefore
M2 = (p
d + 1)(pn − 1) + 1 = pn+d + pn − pd.
(iii). See [30], Prop.4 iii).
Remark. For the case d′ = 2d,
∑
α,β∈Fq
T (α, β)3 can also be determined, but we
do not need this result.
Proof of Lemma 4: We get that
qN =
∑
ω∈Fq
∑
x,y∈Fq
ζ
Trn1
“
ω
“
1
2
αxp
m+1+βxp
k+1
−yp
d
+y
””
p
= q2 +
∑
ω∈F∗q
∑
x∈Fq
ζ
Trn1
“
ω
“
1
2
αxp
m+1+βxp
k+1
””
p
∑
y∈Fq
ζ
Trn1
“
yp
d
“
ωp
d
−ω
””
p
= q2 + q
∑
ω∈F∗q0
∑
x∈Fq
ζ
Trn1
“
ω
“
1
2
αxp
m+1+βxp
k+1
””
p
= q2 + q
∑
ω∈F∗q0
∑
x∈Fq
ζ
Trm1 (ωαxp
m+1)+Trn1
“
ωβxp
k+1
”
p
= q2 + q
∑
ω∈F∗q0
∑
x∈Fq
T (ωα, ωβ)
where the 3-rd equality follows from that the inner sum is zero unless ωp
d−ω = 0,
i.e. ω ∈ Fq0 and the 4-th equality follows from 12ωαxp
m+1 ∈ Fpm.
For any ω ∈ F∗q0 , by (10) we have Fωα,ωβ(X) = ω · Fα,β(X), Hωα,ωβ = ω ·Hα,β
and rωα,ωβ = rα,β. From Lemma 1 (i) we know that
T (ωα, ωβ) =
∑
X∈Fsq0
ζ
Trd1(XHωα,ωβX
T )
p = η0(ω)
rα,βT (α, β). (19)
In the case d′ = 2d, by Lemma 2ii) we get that rα,β is even. Hence T (ωα, ωβ) =
T (α, β) for any ω ∈ F∗pt and N = q + (pd − 1)T (α, β). 
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6 Appendix B
Proof of Theorem 1:
Define
Ni = {(α, β) ∈ Fpm × Fq\{(0, 0)} |rα,β = s− i} .
Then ni =
∣∣Ni∣∣.
According to Lemma 1 (setting F (X) = XHα,βX
T = Trmd (αx
pm+1)+Trnd(βx
pk+1)),
we define that for ε = ±1 and 0 ≤ i ≤ s− 1,
Ni,ε =


{
(α, β) ∈ Fpm × Fq\{(0, 0)}
∣∣∣T (α, β) = εpm+id2 } if m+ id is even ,{
(α, β) ∈ Fpm × Fq\{(0, 0)}
∣∣∣T (α, β) = ε√p∗pm+id−12 } if m+ id is odd
where p∗ = (−1) p−12 p and ni,ε = |Ni,ε|. Then Ni = Ni,1
⋃
Ni,−1 and ni = ni,1 +
ni,−1.
(i). For the case d′ = d, by Lemma 2 we have
n1,1 + n1,−1 = p
m−d(pn − 1). (20)
Choose an element ω ∈ F∗q0 such that η0(ω) = −1. For any (α, β) ∈ N1,ε, since
s − 1 is odd, by (19) we get T (ωα, ωβ) = −T (α, β). Then the map (α, β) 7→
(ωα, ωβ) give a 1-to-1 correspondence from N1,1 to N1,−1 Combining (20) one has
n1,1 = n1,−1 =
1
2
pm−d(pn − 1). (21)
Moreover, from Lemma 3 and (21) we have
(n0,1 − n0,−1) + pd (n2,1 − n2,−1) = pm(pm − 1) (22)
(n0,1 + n0,−1) + p
2d (n2,1 + n2,−1) = p
n(pm − 1) (23)
(n0,1 − n0,−1) + p3d (n2,1 − n2,−1) = pd(pm − 1)(−pn−d + pm + 1). (24)
In addition, by Lemma 2 and (21) we have
(n0,1 + n0,−1) + (n2,1 + n2,−1) = (p
m − 1)(pn − pn−d + pm − pm−d + 1). (25)
Combining (22)–(25), together with (21) we get the result.
(ii). For the case d′ = 2d, by Lemma 5 we have
n0,1 = n2,−1 = n4,1 = 0. (26)
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Combining Lemma 2, Lemma 3 and (26) we have
n0,−1 + n2,1 + n4,−1 = p
3m − 1 (27)
− n0,−1 + pd · n2,1 − p2d · n4,−1 = pm(pm − 1) (28)
n0,−1 + p
2d · n2,1 + p4d · n4,−1 = pm(pn+d + pn − pm − pd). (29)
Solving the system of equations consisting of (27)–(29) yields the result. 
Proof of Theorem 2: From (1) we know that for each non-zero codeword
c(α, β) = (c0, · · · , cl−1) (l = q − 1, ci = Trm1 (αpi(pm+1)i) + Trn1 (βpi(pk+1)i), 0 ≤ i ≤
l − 1, and (α, β) ∈ Fpm × Fq), the Hamming weight of c(α, β) is
wH (c(α, β)) = p
m−t(pt − 1)− 1
pt
· R(α, β) (30)
where
R(α, β) =
∑
a∈F∗
pt
T (aα, aβ) = T (α, β)
∑
a∈F∗
pt
η0(a)
rα,β
by Lemma 1 (i).
Let η′ be the quadratic (multiplicative) character on Fq. Then we have
(1). if d/t or rα,β is even, then
∑
a∈F∗
pt
η0(a)
rα,β =
∑
a∈F∗
pt
1 = pt − 1 and R(α, β) =
(pt − 1)T (α, β).
(2). if d/t and rα,β are both odd, then
∑
a∈F∗
pt
η0(a)
rα,β =
∑
a∈F∗
pt
η′(a) = 0 and
R(α, β) = 0.
Thus the weight distribution of C1 can be derived from Theorem 1 and (30)
directly. For example, if d/t is odd and d′ = d, then
(1). if rα,β = s and T (α, β) = p
m, then wH(c(α, β)) = (p
t − 1)(pn−t − pm−t).
(2). if rα,β = s and T (α, β) = −pm, then wH(c(α, β)) = (pt − 1)(pn−t + pm−t).
(3). if rα,β = s− 1, then wH(c(α, β)) = (pt − 1)pn−t.
(4). if rα,β = s − 2 and T (α, β) = −pm+d, then wH(c(α, β)) = (pt − 1)(pn−t +
pm+d−t).

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7 Appendix C
Proof of Lemma 6:
Define n(α, β, a) to be the number of γ ∈ Fq satisfying (i) and (ii). From (10)
we know that XHα,βX
T = Trmd (αx
pm+1)+Trnd(βx
pk+1). Combining (2), (14) and
(15) we can get
2XHα,β + Aγ = 0 ⇔ 2XHα,βY T + AγY T = 0 for all Y ∈ Fsq0
⇔ Trnd (yφα,β(x)) + Trnd(γy) = 0 for all y ∈ Fq
⇔ Trnd (y(φα,β(x) + γ)) = 0 for all y ∈ Fq
⇔ φα,β(x) + γ = 0.
(31)
Let x0, x
′
0 be two distinct solutions of (i) (if exists). We can get x0 = X0 · V T
and x′0 = X
′
0 ·V T with X0, X ′0 ∈ Fsq0 and V = (v1, · · · , vn). Define ∆X0 = X ′0−X0
and ∆x0 = x
′
0 − x0 = X0 · V T . Then
φα,β(x0) + γ = φα,β(x
′
0) + γ = 0
gives us
2X0Hα,β + Aγ = 2X
′
0Hα,β + Aγ = 0
and hence
∆X0 ·Hα,β = 0.
It follows that
X ′0 ·Hα,β ·X ′0T = (X0 +∆X0) ·Hα,β · (X0 +∆X0)T
= X0Hα,βX
T
0 +∆X0 ·Hα,β · (∆X0 + 2X0) = X0Hα,βXT0 .
Therefore
Trmt (αx
′
0
pm+1) + Trnt (βx
′
0
pk+1) = Trdt
(
Trmt (αx
′
0
pm+1) + Trnt (βx
′
0
pk+1)
)
= Trdt
(
X ′0 ·Hα,β ·X ′0T
)
= Trdt
(
X0Hα,βX0
T
)
= Trdt
(
Trmt (αx0
pm+1) + Trnt (βx0
pk+1)
)
= Trmt (αx0
pm+1) + Trnt (βx0
pk+1).
Hence n(α, β, a) is well-defined (independent of the choice of x0).
If (i) is satisfied, that is, φα,β(x) + γ = 0 has solution(s) in Fq which yields
that 2XHα,β + Aγ = 0 has solution(s). Note that rankHα,β = s − i. Therefore
2XHα,β + Aγ = 0 has q
i
0 = p
id solutions with X ∈ Fsq0 which is equivalent to
saying φα,β(x) + γ = 0 has p
id solutions in Fq. Conversely, for any x0 ∈ Fq, we
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can determine γ by γ = −φα,β(x0). Let N(α, β, a) be the number of x0 ∈ Fq
satisfying (ii). Then we have n(α, β, a) = N(α, β, a)
/
pid.
Let χ′(x) = ζ
Trt1(x)
p with x ∈ Fpt be an additive character on Fpt andG(η′, χ′) =∑
x∈Fpt
η′(x)χ′(x) be the Gaussian sum on Fpt. We can calculate
pt ·N(α, β, a) = ∑
x∈Fq
∑
ω∈F
pt
ζ
Trt1
“
ω·
“
Trmt (αx
pm+1)+Trnt (βx
pk+1)−a
””
p
= pn +
∑
ω∈F∗
pt
T (ωα, ωβ)ζ
−Trt1(aω)
p
= pn + T (α, β) · ∑
ω∈F∗
pt
η0(ω)
s−iχ′(−aω)
where the 3-rd equality holds from (19) for any ω ∈ F∗pt ⊂ F∗q0.
• If s − i and d/t are both odd, and a = 0, then η0(ω)s−i = η′(ω) and
N(α, β, 0) = pn−t.
• If s− i and d/t are both odd, and a 6= 0, then
N(α, β, a) = pn−t + 1
pt
· T (α, β) · ∑
ω∈F∗
pt
η0(ω)χ
′(−aω)
= pn−t + 1
pt
· T (α, β) · η′(−a) ·G(η′, χ′)
= pn−t + εη′(a)p
n+id−t
2
where the 2-nd equality follows from the explicit evaluation of quadratic
Gaussian sums (see [13], Theorem 5.15 and 5.33).
• If s − i or d/t is even, and a = 0, then η0(ω)s−i = 1 for any ω ∈ F∗pt and
N(α, β, 0) = pn−t + ε(pt − 1)pn+id2 −t.
• If s− i or d/t is even, and a 6= 0, then
N(α, β, a) = pn−t + 1
pt
· T (α, β) · ∑
ω∈F∗
pt
χ′(−aω)
= pn−t − εpn+id2 −t.
Therefore we complete the proof by dividing pid. 
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Proof of Theorem 3: Define
Ξ =
{
(α, β, γ) ∈ F3q |S(α, β, γ) = 0
}
and ξ =
∣∣Ξ∣∣.
Recall ni, Hα,β, , rα,β, Aγ in Section 1 and Ni,ε, ni,ε, in the proof of Lemma 2.
Note that 2XH0,0 +Aγ = 0 is solvable if and only if γ = 0. If (α, β) ∈ Ni,ε, then
the number of γ ∈ Fq such that 2XHα,β + Aγ = 0 is solvable is qs−i0 = pn−id.
From Lemma 2 (i) we know that
• if d′ = d and (α, β) 6= (0, 0), then rα,β = s − i for some i ∈ {0, 1, 2}. By
Lemma 1 (ii) we have
ξ = pn − 1 + (pn − pn−d)n1 + (pn − pn−2d)n2
= (pn − 1)(p3m−d − p3m−2d + p3m−3d − pn−2d + 1). (32)
• if d′ = 2d, similarly we have
ξ = pn − 1 + (pn − pn−2d)n2,1 + (pn − pn−4d)n4,−1
= (pn − 1)(p3m−d − p3m−2d + p3m−3d − p3m−4d + p3m−5d
+pn−d − 2pn−2d + pn−3d − pn−4d + 1).
(33)
Assume (α, β) ∈ Ni,ε and φα,β(x) + γ = 0 has solution(s) in Fq (choose one,
say x0). Then by Lemma 1 we get
S(α, β, γ) = ζ
−
„
Trmt (αx
pm+1
0 )+Tr
n
t (βx
pk+1
0 )
«
p · T (α, β).
Applying Lemma 6 for t = 1 and Theorem 1, we get the result. 
Proof of Theorem 4: Recall M(α1,β1),(α2,β2)(τ) defined in (6) and (7). Fix
(α2, β2) ∈ Fpm × Fq, when (α1, β1) runs through Fpm × Fq and τ takes value from
0 to q − 2, (α′, β ′, γ′) runs through Fpm × Fq ×
{
Fq
∖{1}} exactly one time.
For any possible value κ of S(α, β, γ), define
sκ = # {(α, β, γ) ∈ Fpm × Fq × Fq |S(α, β, γ) = κ}
s1κ = #
{
(α, β, γ) ∈ Fpm × Fq × {Fq\{1}}
∣∣S(α, β, γ) = κ}
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and
tκ = # {(α, β) ∈ Fpm × Fq | T (α, β) = κ} .
By Lemma 7 we have
s1κ =
q − 2
q − 1 × (sκ − tκ) + tκ =
q − 2
q − 1 × sκ +
1
q − 1 × tκ.
Define Mκ to be the number of (α1, β1, α2, β2) such that M(α1,β1),(α2,β2) = κ.
Hence we get
Mκ = p
3m · s1κ = p3m ·
(
q − 2
q − 1 · sκ +
1
q − 1 · tκ
)
.
Then the result follows from Theorem 1 and Theorem 3. 
Proof of Theorem 5: From (1) we know that for each non-zero codeword
c(α, β, γ) = (c0, · · · , cq−2) (ci = Trmt (αpi(pm+1)i) + Trnt (βpi(pk+1)i + γpii), 0 ≤ i ≤
q − 2, and (α, β, γ) ∈ Fpm × F2q), the Hamming weight of c(α, β, γ) is
wH (c(α, β, γ)) = p
n−t(pt − 1)− 1
pt
· R(α, β, γ) (34)
where
R(α, β, γ) =
∑
ω∈F∗
pt
S(ωα, ωβ, ωγ).
For any ω ∈ F∗pt ⊂ F∗q0, we have φωα,aβ(x) + ωγ = 0 is equivalent to φα,β(x) +
γ = 0. Let x0 ∈ Fq be a solution of φα,β(x) + γ = 0 (if exist).
(1). If φα,β(x) + γ = 0 has solutions in Fq, then by Lemma 1 and (19) we have
S(ωα, ωβ, ωγ) = ζ
−
„
Trm1 (ωαx
pm+1
0 )+Tr
n
1 (ωβx
pk+1
0 )
«
p T (ωα, ωβ)
= ζ
−
„
Trm1 (ωαx
pm+1
0 )+Tr
n
1 (ωβx
pk+1
0 )
«
p η0(ω)
rα,βT (α, β).
Hence
R(α, β, γ) = T (α, β)
∑
ω∈F∗
pt
ζ
−Trt1
„
ω·
„
Trmt (αx
pm+1
0 )+Tr
n
t (βx
pk+1
0 )
««
p η0(ω)
rα,β .
Fix (α, β) ∈ Ni,ε for ε = ±1, and suppose φα,β(x) + γ = 0 is solvable in Fq.
Denote by ϑ = Trmt (αx
pm+1
0 ) + Tr
n
t (βx
pk+1
0 ). Then
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– if s− i and d/t are both odd, and ϑ = 0, then
R(α, β, γ) = T (α, β)
∑
ω∈F∗
pt
η′(ω) = 0.
– if s−i and d/t are both odd, and ϑ 6= 0, then by the result of quadratic
Gaussian sums
R(α, β, γ) = T (α, β)η′(−ϑ)G(η′, χ′)
= εη′(ϑ)p
n+id+t
2 ,
=
{
pm+
id+t
2 if ε = η′(ϑ),
−pm+ id+t2 if ε = −η′(ϑ).
– if s − i or d/t is even, and ϑ = 0, then η0(ω)rα,β = 1 for ω ∈ F∗pt and
R(α, β, γ) = (pt − 1)T (α, β) = ε(pt − 1)pm+ id2 .
– if s − i or d/t is even, and ϑ 6= 0, then η0(ω)rα,β = 1 for ω ∈ F∗pt and
R(α, β, γ) = −T (α, β) = −εpm+ id2 .
(2). If φα,β(x)+γ = 0 has no solutions in Fq which implies that φωα,ωβ(x)+ωγ =
0 also has no solutions in Fq for any ω ∈ F∗pt ⊂ Fq0. Hence S(ωα, ωβ, ωγ) = 0
and R(α, β, γ) = 0.
Thus the weight distribution of C2 can be derived from Theorem 1, Lemma 6,
(32), (33) and (34) directly. 
8 Conclusion
In this paper we have studied the exponential sums
∑
x∈Fq
ζ
Trm1 (αx
pm+1)+Trn1 (βx
pk+1)
p
and
∑
x∈Fq
ζ
Trm1 (αx
pm+1)+Trn1 (βx
pk+1+γx)
p with α ∈ Fpm, (β, γ) ∈ F2q. After giving the
value distribution of
∑
x∈Fq
ζ
Trm1 (αx
pm+1)+Trn1 (βx
pk+1)
p and
∑
x∈Fq
ζ
Trm1 (αx
pm+1)+Trn1 (βx
pk+1+γx)
p ,
we determine the correlation distribution among a family of sequences, and the
weight distributions of the cyclic codes C1 and C2. These results generalize [30].
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