The concept of surrogates allows testing results from time series analysis against specified null hypotheses. In application to bivariate model dynamics we here compare different types of surrogates, each designed to test against a different null hypothesis, e.g., an underlying bivariate linear stochastic process. Two measures that aim at a characterization of interdependence between nonlinear deterministic dynamics were used as discriminating statistics. We analyze eight different stochastic and deterministic models not only to demonstrate the power of the surrogates, but also to reveal some pitfalls and limitations.
I. INTRODUCTION
Univariate nonlinear time series analysis provides a number of measures for the characterization of nonlinear deterministic dynamics ͓1͔. For most of these measures, however, the ranges of values obtained for nonlinear deterministic dynamics and for linear stochastic dynamics overlap substantially ͓2͔. Therefore, it is often problematic to decide whether a given value of a nonlinear measure reflects an underlying nonlinear deterministic dynamics or whether it is consistent with a linear stochastic model. This ambiguity has been addressed by the method of surrogate data ͓3͔, which allows testing results from nonlinear time series analysis against a specified null hypothesis. For this purpose an ensemble of surrogate time series is constructed from the original time series in such a way that they have all properties consistent with this null hypothesis in common with the original, but are otherwise random. A discriminating statistics, which has to be sensitive to at least one property that is inconsistent with the null hypothesis, is calculated for both the original time series and the surrogates. If the result for the original falls outside the range of values obtained for the surrogates, the null hypothesis can be rejected.
In recent years much attention has been paid to the analysis of bivariate and multivariate dynamics. Particular emphasis has been given to physiological and pathological processes such as neuronal dynamics of epilepsy patients ͓4 -10͔, of healthy volunteers ͓11-18͔, or of animal models ͓19-21͔. Further studies investigated cardiodynamics ͓22͔ or cardiorespiratory dynamics ͓23-27͔.
In these works different algorithms were applied which aim at detection and characterization of interdependence between two nonlinear deterministic dynamical systems (X and Y ) from the analysis of time series measured simultaneously from the two dynamics ͓4 -6,8,17,19,20,24,26 -38͔ . For the sake of brevity, in this paper we will use the term nonlinear interdependence as a synonym for interdependence between two nonlinear deterministic dynamical systems, notwithstanding the often linear character of coupling terms used in model dynamics.
A straightforward approach to characterizing nonlinear interdependence is to quantify the degree to which close states in the state space of X are mapped to close states in the state space of Y and vice versa. This criterion for generalized synchronization is used by a growing number of measures ͓4,5,8,17,19,20,27,28,30,38͔ , some of which are defined to test for asymmetrical driver-response relationships. As we will demonstrate in this paper, the interpretation of nonlinear bivariate measures can be even more difficult than in the univariate case. Just as for univariate measures, linear autocorrelations of X and Y will affect bivariate nonlinear measures. A further bias can be caused by asymmetries in the statistical properties of X and Y. Most importantly, nonlinear bivariate measures may not be able to distinguish between nonlinear interdependence and linear correlations due to additive mixing ͓4,8,12,39͔. These very ambiguities motivated the extension of the concept of surrogates to bivariate time series analysis ͓40-43͔.
Despite the existence of different algorithms for the generation of bivariate and multivariate surrogate time series, only few studies used them ͓5,8,11,12,15-17,19-21,23,25,27͔ . Most of these studies dealt exclusively with experimental time series of a priori unknown dynamics. The interpretation of a rejection or an acceptance of the null hypotheses of bivariate surrogates, however, remains difficult for unknown dynamics, and investigations of model dynamics are rare exceptions ͓8,17,19,23͔. A comprehensive application to model dynamics with well defined properties is still missing and is therefore the major aim of the present study. For this purpose, we have analyzed time series of various stochastic and deterministic model dynamics using two closely related nonlinear bivariate interdependence measures. We discuss the power, but also a number of problems and pitfalls, of different bivariate surrogate techniques.
and Y, respectively. At first the dynamics are reconstructed using delay coordinates ͓44͔
x n ϭ͑x n , . . . ,x nϪ(mϪ1) r ͒, y n ϭ͑ y n , . . . ,y nϪ(mϪ1) r ͒, ͑1͒
with an embedding dimension m and a delay time r for n ϭ1, . . . ,N* with N*ϭNϪ(mϪ1) r . Let r n, j and s n, j , j ϭ1, . . . ,k, denote the time indices of the k nearest Euclidean neighbors of x n and y n , respectively. Temporally correlated neighbors are excluded by means of a Theiler correction: ͉r n, j Ϫn͉ϾW and ͉s n, j Ϫn͉ϾW ͓45͔. For each y n , the mean squared Euclidean distance to its k nearest neighbors is given by
and the X-conditioned mean squared Euclidean distance is defined by replacing s n, j with r n, j :
The averaged squared distance of y n to all remaining points in ͕y n ͖ is given by
If the dynamics of Y is independent of X, then there is no particular relation between r n, j and s n, j , and
holds. In contrast, if closeness in X implies closeness in Y, then it follows that
Based on these considerations, Arnhold et al. ͓4͔ defined the following two measures: 
in turn holds only for strictly periodic dynamics. In consequence, even in the case of identical synchronization N(Y ͉X) will be smaller than 1. How much smaller than 1 is mostly determined by R n (k) (Y ), a quantity which is strongly influenced by autocorrelations and/or finite dimensionality of Y. To minimize this unwanted influence we here suggest modifying the definition of Eq. ͑9͒ according to
Since M *(Y ͉X) can have negative values, we define
͑11͒
The measures S(X͉Y ) and M (X͉Y ) are defined in complete analogy to Eqs. ͑7͒ and ͑11͒ in order to test whether X is dependent on Y. For independent dynamics all four quantities should tend to zero while in the case of identical synchronization all four will reach their maximal value of 1. In between these two extremes, asymmetries such as M (Y ͉X) ϾM (X͉Y ) and S(Y ͉X)ϾS(X͉Y ) can indicate driverresponse relationships. As already discussed in Refs. ͓4,8,12,39͔, however, differences in the dynamical properties of X and Y can likewise cause such inequalities. While we will illustrate such an asymmetry by means of one exemplary dynamical system, we will restrict ourselves to results obtained for S(Y ͉X) and M (Y ͉X) for all other dynamics used here.
Rather than optimizing the analysis parameters for each of the different model dynamics, we chose a fixed setting for all dynamics. The calculation of S and M was performed using an embedding dimension of mϭ6, a time delay ϭ6 samples. We used a number of kϭ5 nearest neighbors with a Theiler correction of Wϭ50 samples.
B. Surrogates
In this section we will introduce the different types of surrogates used in our study. Each of them has been designed to test against a certain null hypothesis which will be specified in the respective subsections. All null hypotheses share the following common assumptions: The measurement functions by means of which ͕x n ͖ and ͕y n ͖ are derived from X and Y are invertible but possibly nonlinear. To preserve such static nonlinearities all surrogate types are based on a permutation of the original sample values. Hence, all surrogates have the amplitude distributions in common with the corresponding original time series. Furthermore, the dynamics under investigation as well as the measurement function are assumed to be stationary. Before we describe the different null hypotheses and corresponding types of surrogates, some technical and notational remarks are necessary.
The periodogram estimator of the power spectrum To test the null hypothesis that X and Y represent a bivariate linear stochastic process with an arbitrary degree of linear cross correlation H 0 II it is necessary to preserve the linear cross correlation between ͕x n ͖ and ͕y n ͖ as well as the linear autocorrelation of both time series. As in the preceding section, any potential nonlinear interdependence between ͕x n ͖ and ͕y n ͖ or nonlinear deterministic structure in any of the two time series need to be destroyed. In contrast to type-I surrogates, a pair of surrogate time series ͕x ñ ͖ and ͕y ñ ͖ has to be generated simultaneously by a bivariate algorithm. For the present study we applied a technique proposed by Schreiber and Schmitz ͓42͔. While the generation of the seed for the iteration and the rescaling subprocedure are carried out individually for both ͕x ñ ͖ and ͕y ñ ͖ according to the preceding section, the filtering subprocedure has to be modified as follows. For each kϭ1, . . . ,N/2 the randomized phases k,x and k,y are not preserved but replaced with phases k,x and k,y , respectively. These are chosen to minimize
under the constraint
where k,x and k,y denote the phases of the original time series. Equation ͑16͒ is fulfilled if we choose k,x and k,y such that
Under this additional constraint the minimization problem of h k becomes one dimensional, and an appropriate value for ␣ k is found by first eliminating k,x and k,y from Eq. ͑15͒ which after some algebra reads
This is extremal for
and minimal if ␣ k is taken in the correct quadrant. The phases for negative values of k are chosen according to Eq. ͑12͒ to assure the real-valuedness of the back transform. The coefficient for kϭ0 which represents the ͑zero͒ mean of the time series can be skipped. In analogy to type-I surrogates, typically a few tens or a few hundreds of iterations are needed for the convergence of ͕ã k,x ͖ (i) and ͕ã k,y
C ỹ ỹ p () (i) converge to the corresponding original values. As proposed in Ref.
͓40͔ the cross spectrum and thereby C xy p () is preserved by construction ͓Eq. ͑17͔͒. We will refer to surrogates designed to test the null hypothesis of a bivariate linear stochastic processes with an arbitrary degree of linear cross correlation as type-II surrogates. As an example of a process consistent with H 0 III , we assume two independent nonlinear deterministic dynamics which have been measured without any mixing. Because the nonlinear deterministic structure of independent processes is known to be reflected in values of S and M, it was proposed to simply use time shifted signals as surrogates, i.e., to calculate synchronization measures in dependence on a relative temporal shift between the two time series ͓20͔. The shifting operation can be carried out quasicontinuously ͓20͔ or by choosing a set of random delays ͓21,27͔. By using a periodic boundary condition, i.e., by wrapping around the end of the shifted time series to its beginning, the total length of the time series can be maintained. The range of the possible relative temporal shifts is given by ϪN*/2Ͻ s ϽN*/2. The state space trajectory is invariant under the shifting operation with periodic boundary condition, except for those few vectors that include both the last and the first point of the unshifted time series in their components. We will refer to continuously shifted time series with periodic boundary condition as type-IIIa surrogates.
As we shall discuss in Sec. III, however, there is a subtle problem with the use of periodic boundary conditions, and therefore we here introduce type-IIIb surrogates. These are constructed by cutting the middle N*/2 samples of one time series and shifting this half along the other time series without wrapping. The synchronization measure is calculated only for the respective subsegments of N*/2 samples. The range of the relative temporal shift is now given by ϪN*/4 Ͻ s ϽN*/4. For the calculation of S(Y ͉X) and M (Y ͉X) the middle part of ͕y n ͖ is shifted along ͕x n ͖. Here, the middle part of ͕y n ͖ is always compared to a different sample of ͕x n ͖. Under stationary conditions, however, the statistical properties of the state space trajectory of the subsegment of ͕x n ͖ should not change significantly. In consequence, as for type-IIIa the state space structure of both X and Y is preserved for type-IIIb surrogates. Note that numerous alternative ways could be used which always represent a compromise between the maximal shift and the remaining number of samples. In general, values of S and M will depend on the number of data points, and even systematic deviations for smaller number of data points are possible. Such deviations would, however, not affect the validity of type-IIIb surrogates since values are compared only for time series with the same length, here N*/2 samples. Both type-IIIa and type-IIIb surrogates are designed to test the null hypothesis that X and Y can be regarded as processes with arbitrary structure but without nonlinear interdependence and without significant linear cross correlation (H 0 III ). It has to be stressed that neither type-IIIa nor type-IIIb surrogates are surrogates in the classical sense of a Monte Carlo simulation. No distribution of surrogate values of a certain measure is estimated against which the value for the original time series can be compared at a specified level of significance. Rather, rejections can be established if a single peak is found in the dependence of the synchronization measure on the shift s .
H 0
IV : Processes with arbitrary structure and an arbitrary degree of linear cross correlation but without nonlinear interdependence
As an example for a process consistent with H 0 IV we assume two independent nonlinear deterministic dynamics which have been measured by some kind of a linear superposition. For such dynamics, H 0 III would be rejected but one could not decide whether this rejection was caused by linear cross correlations or by nonlinear interdependence between X and Y. On the other hand, a rejection of H 0 II can be caused by nonlinear interdependence or by nonlinear deterministic structure in X or in Y. In consequence, it is not possible to distinguish a linear superposition of independent nonlinear deterministic dynamics from interdependent nonlinear deterministic dynamics by the combination of type-II and typeIIIa, IIIb surrogates because in both cases both null hypotheses would be rejected. This very discrimination, however, appears important and relevant in many applications to dynamical systems in nature, many of which are assumed to exhibit nonlinear deterministic structures ͓48,49͔. To test the null hypothesis that X and Y originate from a linear superposition of independent nonlinear deterministic dynamics it would in principle be necessary to maintain ͕x n ͖, ͕y n ͖, and foremost, C xy p (). Obviously, this would leave no degree of freedom for any randomization. In some cases, however, synchronization measures are calculated primarily in one state space. For example, for S(Y ͉X) and M (Y ͉X) all distances are calculated in Y while only indices are used from X.
In such a case, it might be sufficient to preserve only ͕y n ͖ and C xy p () and to randomize ͕x n ͖. However, at least the linear properties of ͕x n ͖ characterized by its autocorrelation should be preserved. The constraints to simultaneously preserve ͕y n ͖, C xx p (), and C xy p (), however, would still overspecify the problem. The only possible surrogate ͕x ñ ͖ would be an exact copy of the original time series ͕x n ͖. As a way out of this dilemma, Schreiber proposed to preserve the nonperiodic correlation functions C xx () and C xy () only up to a certain maximum value max of the delay. This can be achieved by minimizing a cost function such as
by means of simulated annealing ͓41͔. In this context, the cost function is interpreted as the energy of a thermodynamic system which is annealed slowly in order to reach a ground state, i.e., a global minimum of E.
Again a random permutation ͕x ñ ͖ (0) of the original time series is generated as a seed for the following iterative procedure.
We draw two random indices i and j from ͓0, . . . ,N Ϫ1͔. We calculate the change of the energy (⌬E) that would result from the exchange of x i and x j . If ⌬E is found to be negative we carry out the exchange, otherwise perform the exchange only with a probability according to a Boltzmann distribution:
After a certain number of tested or performed exchanges, the temperature T of the thermodynamic system is lowered according to
with 1Ͼ␣ӷ0. The computation of ⌬E requires only the calculation of those summands of the correlation functions to which x i and x j contribute. Consequently, a calculation of the correlation functions via the Fourier transform would be extremely ineffective. Rather, Eq. ͑13͒ can be used, which has the positive side effect that it does not rely on the assumption that the time series represents one period of a continuous signal, which in fact is violated in most realistic situations. Yet the number of iteration steps is typically of the order of several magnitudes higher than that for type-I and type-II surrogates causing very high computational costs even if optimization strategies ͓41͔ are employed. Furthermore, a reasonably fast convergence of E is not guaranteed but can only be reached if the parameters ␣, w auto , and w cross are adjusted appropriately. In particular, a proper choice of the weights w auto and w cross strongly depends on features of the original time series. Therefore, feedback loops are needed to adjust the parameters leading to even higher computational costs. We will refer to surrogates designed to test against the null hypothesis of two processes with arbitrary structure and an arbitrary degree of linear cross correlation but without nonlinear interdependence (H 0 IV ) as type-IV surrogates. For the calculation of S(Y ͉X)
and M (Y ͉X) we keep ͕y n ͖ and randomize ͕x n ͖.
C. Data
We analyzed time series from eight different bivariate dynamics. These models have been chosen to demonstrate the necessity and strengths of bivariate surrogates, but also to reveal caveats related to this approach. All models involved one continuous control parameter, and the dependence on this parameter was studied in detail ͑cf. Table I͒ . The number of sample points for each pair of time series ͕x n ͖ and ͕y n ͖ was Nϭ4096. All time series were set to zero mean and unit variance and all formulas were simplified accordingly. Whenever necessary, a sufficient number of preiterations was 
given in the fourth and fifth columns are displayed in Fig. 1 . Sixth to ninth columns: The letter C ͑N͒ indicates that the particular dynamic is ͑is not͒ consistent with a certain null hypothesis. As we shall discuss in the text, the consistency of dynamics H with the different null hypotheses depends on the noise level . carried out for the generation of the models to account for transients. As stated in the preceding section, for the calculation of the discrete Fourier transform time series are implicitly assumed as one period of a continuous signal. Hence, discontinuities in amplitude and slope between the two ends of an otherwise smooth signal would cause spurious frequency components and might lead to a false positive rejection of the null hypotheses of Fourier based surrogates ͑type-I and type-II͒. To circumvent this problem, all time series were cut from longer epochs such that these discontinuities were minimal. For segments of exemplary time series we refer to Fig. 1 . For dynamics A, we used independent Gaussian white noise for ͕x n ͖. For ͕y n ͖ time series of independent Gaussian white noise were smoothed by means of a sixth-order lowpass butterworth filter. The cutoff frequency f c of the filter bottom: ͕y n ͖, ͕x n ͖ for example 1, and ͕y n ͖, ͕x n ͖ for example 2. The parameters of these examples are given in Table I . The quantity n is in units of samples.
was decreased stepwise according to f c,p ϭ0.75 p with p ϭ0, . . . ,14. Here, the cutoff frequency has been normalized by the bandwidth and hence is dimensionless. Independent realizations were generated for each setting of the filter.
A second-order bivariate autoregressive model was used for the generation of dynamics B:
͑25͒
where n and n represent independent identically distributed white noise with zero mean and unit variance. The diffusive coupling strength c p was varied according to c p ϭ0.0125ϫ1.25 p with pϭ0, . . . ,19. For dynamics C and D two independent realizations of filtered noise, ͕v n ͖ and ͕w n ͖, were generated with f c ϭ0.125. Subsequently, ͕x n ͖ and ͕y n ͖ were derived from a linear superposition of these time series:
x n ϭ͑1Ϫq ͒v n ϩqw n , y n ϭg͓qv n ϩ͑1Ϫq ͒w n ͔. ͑26͒
The mixing strength q was increased from qϭ0 ͑no mixing͒ to qϭ0.5 ͑resulting in ͕x n ͖ϭ͕y n ͖) in steps of 0.05. As measurement functions we used g(y)ϭy for dynamics C and g(y)ϭyͱ͉y͉ for dynamics D. Independent realizations of ͕v n ͖ and ͕w n ͖ were used for each value of q.
Dynamics E and F are based on two nonidentical uncoupled Rössler systems ͑cf. Refs. ͓50,51͔͒:
The quantity which determines the difference in the mean periods of the two Rössler systems was varied from ϭϪ0.0125 to ϭ0.0125 in steps of 0.001 25 for dynamics E. Time series ͕x n ͖ and ͕y n ͖ were sampled at a rate of dt ϭ0.1 from v 1 and w 1 , respectively.
For dynamics F, the Rössler dynamics ͓Eq. ͑27͔͒ was integrated for a fixed value ϭϪ0.0125. In analogy to dynamics C, the time series ͕x n ͖ and ͕y n ͖ were obtained from a linear superposition:
x n ϭ͑1Ϫq ͒v n ϩqw n , y n ϭqv n ϩ͑1Ϫq ͒w n . ͑28͒
Again, the mixing strength q was increased from qϭ0 ͑no mixing͒ to qϭ0.5 ͑resulting in ͕x n ͖ϭ͕y n ͖) in steps of 0.05.
For dynamics G and H we used a coupled Rössler-Lorenz system:
For dynamics G, the coupling strength was varied from ϭ0 to ϭ5 in steps of 0.2. Time series ͕x n ͖ and ͕y n ͖ were sampled directly from v 1 and w 1 with dtϭ0.025.
For dynamics H, solutions of Eq. ͑29͒ for ϭ5 were superimposed with isospectral noise at a varying signal to noise ratio ( measured in units of the variance of the noise-free time series͒. Independent realizations with randomized initial conditions of the coupled Rössler-Lorenz dynamics were generated for each value of which was varied according to p ϭ0.01ϫ1.5 p with pϭ0, . . . ,25.
III. RESULTS
Values of the interdependence measures for the different model systems in dependence on the respective parameter readily illustrate the problems related to the interpretation of absolute values of S and M ͑cf. Fig. 2͒ . The ranges of values overlap substantially. Thus, depending on the setting of the two systems' parameters, the one or the other dynamics appears to be more interdependent. We of course know that for dynamics G the parameter indeed controls the strength of the nonlinear interdependence which is correctly reflected by an increase of S and M. However, such an increase can also be caused by static cross correlations due to a linear superposition of univariate linear stochastic processes ͑dynamics C and D) or of independent nonlinear deterministic dynamics ͑dynamics F). High values of S and M can also be related to dynamical cross correlation of bivariate linear stochastic processes ͑dynamics B) or can be obtained for two nonlinear deterministic dynamics that are independent but follow similar or identical equations of motions ͑dynamics E). In some cases, such as dynamics A or F, either only S or only M exhibits high values while the other measures' values are close to zero. In summary, the interpretation of Fig. 2 positive rejections of the null hypothesis. In our case, however, S values are within the surrogate distribution throughout the range of the parameter, and also the asymmetry of S(X͉Y ) and S(Y ͉X) is correctly mimicked by the surrogates. The null hypothesis of two independent univariate linear stochastic processes cannot be rejected for dynamics A, which in fact is correct. The decay of S(Y ͉X) for small values of f c can be explained by a decrease of R n (k) (Y ) rather than by an increase of R n (k) (Y ͉X) ͓cf. Eq. ͑7͔͒. A fixed number of nearest neighbors in state space is simply found in smaller hypersphere radii for smoother signals, a fact also known to potentially fool estimates of correlation dimension in application to linear stochastic dynamics ͑cf., e.g., Ref. For dynamics B the null hypothesis of two independent univariate linear stochastic processes is rejected for higher values of c p ͓cf. Fig. 3͑b͔͒ . This rejection correctly reflects that with increasing values of c p more and more cross correlation between X and Y is introduced. However, at no degree does such a cross correlation contradict the null hypothesis of a bivariate linear stochastic process, which is correctly reflected by the accordance of S and M with ͕S II ͖ and ͕M II ͖, respectively. The nonmonotonic increase of S and M can be explained by the impact of c p on the spectral properties of X and Y ͑cf. Fig. 1͒ .
The null hypothesis of two independent univariate linear stochastic processes is also rejected for higher values of q for dynamics C ͓cf. Fig. 3͑c͔͒ . Here the cross correlation between X and Y is introduced via the mixing according to Eq. The few deviations obtained for dynamics A-C for single values of parameters are consistent with rejections by chance due to a finite value of the nominal size. However, as we shall see in the following, one always has to be aware of the fact that such rejections can also be caused by systematic biases in the surrogates' linear properties. As demonstrated in Fig. 4͑a͒ , there is a false rejection of H 0 II for dynamics D throughout the range of q. These rejections are caused by a significant deviation of the linear properties of the surrogates, as illustrated in Figs. 4͑c,d͒. Here, the iterative process failed to produce surrogates with linear correlations indistinguishable from those of the original time series. As indicated above it is also possible to stop the algorithm for the generation of type-II surrogates after the filtering step so that the surrogates have the cross correlation function and the periodogram exactly in common with the original data. But in that case the deviation in the amplitude distribution caused a false positive rejection of H 0 II ͑results not shown͒. Dynamics D are also consistent with H 0 IV but despite the fact that the cross correlation is much better mimicked by type-IV surrogates ͓cf. Fig. 4͑c͔͒ , this null hypothesis is rejected for higher values of q ͓cf. Fig. 4͑b͔͒ . These deviations are caused by a mismatch of the autocorrelation or periodogram, respectively ͓cf. Fig. 4͑d͔͒ . This ''whitening'' of the surrogates' power spectrum could not be reduced sufficiently. Even for extremely low values of the cost function or with the use of additional terms in the cost function, a persistent noisiness of type-IV surrogates could not be suppressed. Whether these problems can be solved by possible generalizations of univariate techniques, which have been designed to include nonmonotonic measurement functions into the null hypothesis ͓53͔, shall be the subject of further research. The distinct peaks in the curves of type-IIIb surrogates for dynamics D ͓cf. Fig. 4͑e͔͒ obtained for high values of q indicate the correct rejection of H 0 III . We here know that this rejection is caused by the strong linear cross correlation which is introduced by the linear mixing. For unknown dynamics, however, the rejection of H 0 III would not allow deciding whether it is caused by linear cross correlation or by nonlinear interdependence.
A further problem with type-IV surrogates is encountered when we deal with strong cross correlations between the original time series: Type-II and type-IV surrogates are constructed to have the linear cross correlation in common with the original time series. If we interpret a significant linear cross correlation at zero time lag as a similarity relation ͑Ӎ͒ this reads ͕x n ͖Ӎ͕y n ͖⇔͕x ñ ͖Ӎ͕y ñ ͖. ͑The extreme case of ͕x n ͖ϭ͕y n ͖⇔͕x ñ ͖ϭ͕y ñ ͖ has already been discussed along with dynamics C for qϭ0.5.͒ For type-IV surrogates the additional constraint ͕x ñ ͖ϭ͕x n ͖ along with the transitivity of the similarity relation implies ͕x n ͖Ӎ͕y n ͖⇒͕y ñ ͖Ӎ͕y n ͖. In consequence, when there exists a significant linear cross correlation between ͕x n ͖ and ͕y n ͖, type-IV surrogates tend to converge towards a copy of the original time series ͑cf. ͖ for small values of . We will discuss this seemingly paradoxical finding below and here just note that the null hypothesis of a bivariate linear stochastic process is rejected for dynam-ics E. Therefore, this hypothesis test does not provide a consistent model for dynamics E, necessitating one to test against a different null hypothesis.
Results for type-IIIa surrogates are shown in Fig. 6͑b͒ for three exemplary values of . While values of S are very close to zero throughout the range of prominent peaks are found for M. Recall that M ( s ϭ0) corresponds to M () in Fig. 6͑a͒ for a given value of . While no clear structure is found for ϭϪ0.0075, i.e., a value corresponding to the flat tails of M (), broad peaks with maxima at Ϸ0 are established for ϭϪ0.0025 and in particular for ϭ0, values corresponding to the flanks and maxima of the peaks in M (). So far, an interpretation of these findings for dynamics E would need to be as follows: The peakedness of M () represents a rejection of H 0 III , in other words, dynamics E exhibits significant cross correlation and/or nonlinear interdependence. Since H 0 II was also rejected, some kind of nonlinear interdependence might be favored. The small but nonzero time lags of the maxima of M () could indicate some delay in this interdependence. We know, however, that this interpretation would be wrong, as there is no nonlinear interdependence in dynamics E, nor is there any significant linear cross correlation. Hence, this rejection of H 0 III is false. To disclose the underlying problem it is at first necessary to understand the peaks in the M () curves. Dynamics E obeys strong periodic components corresponding to long lin- ear autocorrelation times. The mean frequencies of these components for X and Y become similar and identical for small and zero values of , respectively. In consequence, both X and Y exhibit almost periodic spatial recurrences with similar recurrence times resulting in high values of M ( →0). Here, the periodic boundary conditions of type-IIIb surrogates will in general introduce a phase slip in the shifted signal which in turn decreases the overall periodicity of recurrences with increasing temporal shifts. These considerations explain the peaks of M () obtained for dynamics E. Doubtless dynamics E is particularly well suited to fully reveal this artifact which might be far less prominent in other cases. But, nonetheless, we here propose to use time shifted surrogates only without periodic boundary condition. Results for these type-IIIb surrogates are shown in Fig. 6͑c͒ . No clear peaks are established in the M () curves: The null hypothesis of two arbitrary but uncorrelated and independent processes is correctly accepted for dynamics E.
We still need to discuss why for dynamics E values of S are lower than any of the ͕S II ͖ throughout the range of the parameter ͓cf. Fig. 6͑a͔͒ . This can readily be explained by the deterministic structure of the Rössler dynamics which is reflected in low values of R n (k) (Y ). The surrogates lack any structure and therefore result in higher values of R n (k) (Y ). The same phenomenon is established for dynamics F for which results are shown in Fig. 7͑a͒ dynamics F. Therefore, it is not sufficient to preserve the structure of one time series, as is done for the generation of type-IV surrogates, to test against H 0 IV . As a coupled nonlinear deterministic dynamics our example G is not consistent with any of the null hypotheses tested here. Therefore, the rejections of H 0 II and H 0 IV ͓Fig. closer to the original values and enclose S for ϭ0. This finding further demonstrates that for independent dynamics S is mostly dominated by R n (k) (Y ), respectively. While for ϭ0 dynamics H is a nonlinear coupled deterministic dynamics, a purely linear stochastic process is obtained for the limit →ϱ. Since independent noise is super- imposed on ͕x n ͖ and ͕y n ͖, no significant linear cross correlation is expected in the purely stochastic extreme. As illustrated in Figs. 9͑a,b͒ all null hypotheses are accepted approximately at a noise level Ϸ1. In the context of noisy dynamics, surrogates can be used to determine the noise amplitude up to which a certain measure is able to distinguish noisy nonlinear interdependence from isospectral noise with the same linear cross correlation.
IV. DISCUSSION
Analyzing various bivariate model dynamics, we have demonstrated that the interpretation of measures aiming at a characterization of nonlinear interdependence can be quite problematic. In line with previous studies ͓4,8,12,39͔ we showed that different linear and nonlinear properties of the two dynamics which are not necessarily related to nonlinear interdependence strongly influence values of S and M. In consequence, these measures do not allow the distinguishing of coupled nonlinear deterministic systems from bivariate linear stochastic processes with different degrees of linear cross correlation. Our results clearly demonstrate that these shortcomings can successfully be approached by the concept of surrogates. A rejection or an acceptance of a surrogate's null hypothesis is nonredundant to the information obtained from the sole use of a nonlinear interdependence measure, and to a great extent a reliable discrimination of different dynamical systems can be derived from a combination of nonlinear interdependence measures with the method of surrogates.
Each of the biases of S and M could be understood using a priori knowledge about the investigated dynamics. However, as stated above, such knowledge is not at hand when we analyze unknown dynamics. Doubtless the understanding of such problems and pitfalls should be used for an improvement of existing measures or the development of new strategies for the characterization of nonlinear interdependence.
But also refined or new concepts will not be infallible and might not account for any known or unforeseen caveats. Hence, the method of surrogates can be regarded as a complementary concept in the progress of nonlinear time series analysis.
However, as also pointed out, e.g., in Refs. ͓42,47͔, and demonstrated here by various examples, the method of surrogates should not be misunderstood as an omnipotent and foolproof framework. When surrogates are used to test against a null hypothesis H 0 it is very important to keep in mind that the complementary hypothesis, H 1 , is very comprehensive. Suppose, for example, we had rejected H 0 II with S or M as test statistics. Since these measures were specifically designed to characterize nonlinear interdependence, this rejection might of course correctly indicate an underlying nonlinear interdependence ͑cf. dynamics G and H). Nonetheless, a rejection of this null hypothesis at whatever level of significance cannot prove that we are dealing with nonlinear interdependence. Alternative reasons for a rejection can be read from the inversion of the null hypothesis itself: e.g., a non-Gaussian random process, nonstationarity of one or both dynamical systems ͓54͔, a nonmonotonic measurement function ͓47,53͔, or deterministic structure in the dynamics ͑cf. dynamics E and F). Even if one could rule out such reasons, countless further reasons would remain, most of which one might not be aware of. But as demonstrated by dynamics D, the surrogate algorithms might also fail to produce time series which really match the original time series in all the specified properties. And as pointed out by Kugiumtzis it is always important to test your surrogates before you test your data ͓47͔. On the other hand, if H 0 II cannot be rejected this does not prove its correctness. The discriminative power of the measure used for the hypothesis test might simply be too low to detect nonlinear interdependence from the analysis of time series with a finite length and limited precision which might furthermore be superimposed with noise ͑cf. dynamics H). Strictly speaking, a rejection of the null hypothesis of a bivariate linear stochastic process is neither necessary nor sufficient to conclude for the conclusion of a nonlinear interdependence. Doubtless a number of issues remain open and unsolved. In the context of dynamics D we have investigated many different nonlinear measurement functions and always encountered a significant mismatch of the cross correlation and/or autocorrelation. The most challenging question still is how to discern a linear superposition of independent nonlinear deterministic dynamics from interdependent nonlinear deterministic dynamics.
In closing, we should not overstress these limitations but rather emphasize that the concept of surrogates is a powerful tool in the framework of nonlinear time series analysis. This holds true not only from an academic point of view but also has practical applications: In the context of univariate time series analysis of electroencephalographic recordings of epilepsy patients, we compared the performance of different kinds of measures for the localization of the seizure generating structure ͓55͔. For nonlinear measures, a rather weak performance was obtained which was even surpassed by linear measures. Clearly, the highest performance was obtained for the combination of the nonlinear measures with type-I surrogates. Hence, the surrogates allowed one to extract additional information which could not be derived by nonlinear measures alone. These findings appear to be of high value for diagnostic purposes. To what extent such promising findings can be extrapolated to the case of bivariate nonlinear measures in application to electroencephalographic recordings of epilepsy patients is subject to current investigations.
