The calibration of hydraulic models of water distribution networks (WDN) is of preeminent importance for their analysis and management. It is usually achieved by solving a constrained optimization problem based on some priors on decision variables and the demand-driven simulation of the entire network, given the observations of some hydraulic status variables (i.e. typically nodal heads and sometimes pipe flows). This paper presents a framework to perform the calibration of pipe hydraulic resistances considering two main issues: (i) the enhancements of WDN simulation models allowing us to simplify network topology with respect to serial nodes/trunks and/or to account for a more realistic representation of distributed demands and (ii) a different formulation of the calibration problem itself.
yield a reasonable match between measured and predicted pressures and flows in the network (Shamir & Howard 1968 ). Several approaches have been proposed so far that reflect different issues of WDN model calibration and resort to progressively increasing computing capacities. Walski (1983) first reported that the selection of the parameters to calibrate should be performed by considering field observations corresponding to more than one flow rate, while knowing pump pressures, tank elevations and valve settings corresponding to that time. In the opposite case (when just a single set of observations is used) model calibration would be just an error compensation and the model will give poor results if compared with other observations. Similar to other works (Rahal et al. 1980 ; Bhave Other authors (Ormsbee & Wood 1986; Boulos & Wood 1990 ) faced WDN model calibration by solving a set of equations representing both mass and energy balance conservation (in steady-state conditions) and constraints represented by available observations. Due to the need for an even-determined system of equations, such methodologies hypothesized a number of parameters (usually pipe roughness only) equal to the number of measurements. This eventually led to pipe grouping for the calibration of pipe roughness, as already proposed by Walski (1983) and further investigated by Mallick et al. (2002) . Ormsbee (1989) considered extendedperiod simulation (EPS) of the network to calibrate the roughness of pipes, nodal demands and hydraulic grades at sources and pressure regulating devices. The same author applied some explicit constraints on minimum and maximum bounds of the parameters.
Although using different optimization approaches, other methodologies (Pudar & Liggett 1992; Datta & Sridharan 1994; Reddy et al. 1996) tried to minimize the differences between observed and predicted nodal heads, flows and tank levels by using least-squares function types. Savic & Walters (1995) successfully solved the problem of pipe roughness calibration by using genetic algorithms followed by Kapelan et al. (2003) , while Lingireddy & Ormsbee (1999) used a similar approach for the demand adjustment factor accounting for EPS analysis.
The issue of including noise in input data was faced in Reddy et al. (1996) that reported a sensitivity analysis of parameters to be calibrated. Greco & Del Giudice (1999) further emphasized the inclusion of uncertainty in WDN calibration by assuming that some prior roughness coefficients can be estimated based on engineering knowledge of the WDN. Accordingly, the objective function was formulated as a sum of squared differences between the model-predicted and the a priori estimated pipe friction coefficients.
The quantification of uncertainty in nodal demand has been investigated in several works (Bargiela & Hainsworth 1989; Xu & Goulter 1996; Gargano & Pianese 2000) and considered in WDN calibration by resorting to many different mathematical approaches. For example, the analysis of the covariance matrix of the parameter estimates through the first-order second-moment method was proposed by Bush & Uber (1998) within the context of the D-optimal sampling design problem for WDN calibration. A similar statistical approach was used by Lansey et al. (2001) . Kapelan et al. (2007) used the Metropolis algorithm within a Bayesian approach to achieve the probability distributions of pipe roughness. In a recent work Alvisi & Franchini (2010) proposed the calibration of pipe roughness by using grey numbers which allow for representing uncertainty through intervals, without specifying any probability distribution.
Finally, Ozawa (1986) , Carpentier & Cohen (1991 , 1993 and Todini (1999) Todini emphasized that the topological observability is mainly dominated by the network topology when available observations of nodal heads is scarce. This is consistent with the studies by Ozawa (1986) and Carpentier & Cohen (1991 , 1993 
STRATEGY OF WDN ANALYSIS FOR PIPE RESISTANCE CALIBRATION
The procedure proposed here for calibration is based on the following elements.
The use of Enhanced GGA (EGGA) in order to simplify the network with respect to serial nodes while correctly accounting for energy balance. This allows both numerical and computational advantages, especially for the calibration of large size networks and/or when EPS is performed.
In addition, the use of EGGA permits the assumption of any demand pattern (included the ''average'' hypothesis of uniformly distributed demands along pipes when information about the actual connections/demands is not available) by correcting the possible systematic energy balance error due to representation of demands as concentrated withdrawals in pipe terminal nodes, which is adopted in the classical simulation models (Giustolisi & Todini 2009 (1986) and Carpentier & Cohen (1991 , 1993 . The main outcomes confirm the previous findings of Todini (1999) and Carpentier & Cohen (1991 , 1993 about the importance of the network topology for observability of pipe hydraulic resistances.
ENHANCED GLOBAL GRADIENT ALGORITHM
The steady-state simulation of a network of n p pipes with unknown discharges/flows, n n nodes with unknown heads (internal nodes) and n 0 nodes with known heads (tank levels, for example) can be formulated in the following nonlinear and linear system of equations based on energy and mass balance, respectively:
Q p,1 is the [n p ,1] column vector of unknown pipe flows, H n,1 is the [n n ,1] column vector of unknown nodal heads, H 0,1 is the [n 0 ,1] column vector of known nodal heads, d n,1 is the [n n ,1] column vector of demands lumped at nodes, A p,n ¼ A T n,p and A p,0 are topological incidence sub-matrices of size [n p ,n n ] and [n p ,n 0 ], respectively, derived from the general topological matrix A p;n ¼ [A p,n | A p,0 ] of size [n p ,n n þ n 0 ] as defined in Todini & Pilati (1988) , and A p,p is a diagonal matrix whose elements are given by the entry-wise or Hadamard product R p,1 |Q p,1 |, R p,1 being the vector of the pipe hydraulic resistances. Thus, the nonlinear mathematical problem of network simulation has unknowns (Q p,1 ; H n,1 ) and its boundary conditions are (R p,1 ; d n,1 ; H 0,1 ). It is noteworthy that R p,1 is an asset state variable which can be considered invariable among different observations (unless they are protracted over a long time interval). For this reason WDN calibration is commonly referred to R p,1 while d n,1 and H 0,1 are dynamically varying during time, although it is possible to use them as state variables to be estimated by means of an inverse problem based on the simulation model. For this purpose, the vector d n,1 is assumed known as well as network topology (A p;n ) and water sources levels (H 0,1 ) during the single steady-state simulation.
WDN calibration is referred herein to the issue of finding the n p unitary pipe hydraulic resistances, K k,N ¼ The Global Gradient Algorithm (GGA) (Todini & Pilati 1988) as reported in Equation (2) 
where iter is a counter of the iterative solving algorithm and D p,p is a diagonal matrix whose elements are the derivatives of the head loss function with respect to Q p .
EGGA framework
As recently demonstrated by Giustolisi & Todini (2009) , one drawback of the classical WDN simulation models is the assumption of nodal demands d n,1 without accounting for actual demand distribution along the pipes which in turn might cause coarse errors in pipe resistance calibration due to errors in the energy balance equation of the model system. Giustolisi & Todini (2009) accounted for such error considering a dimensionless correction factor E k in the energy balance equations:
where Q k is the pipe flow; n is the exponent of the adopted head loss formula, L k is the pipe length and DH k is the head loss between terminal nodes of the kth pipe. Berardi et al. Such a simplification eventually results in a lower dimension of the topological matrices of system (1) and even faster simulation runs, especially for real large size networks. This is more useful when multiple WDN simulations are performed, like in trial-and-error calibration procedures.
In the general case of m k serial nodes supplying demands d k,j along the kth pipe ( j ¼ 1, y, m k ), the vector of demands distributed along the pipes of the simplified network topology is
where the size of P p,1 is [n p , 1]. The vector of nodal demands d n,1 in the new simplified topology can be obtained from the original nodal demands as follows:
where d n,1 orig is the vector of demand concentrated at nonserial nodes in the original network; thus, the size of vector d n,1 orig is the same as vector d n,1 in the simplified topology.
d n,1 serial is a vector containing the demands of original serial nodes to be lumped at non-serial nodes; it is computed as
where K n,p new is built from the typological matrix A n,p new of the new simplified network by substituting into each kth column À1 and þ 1 by a k and (1Àa k ), respectively. Actually, the matrix A n,p new is obtained from the original topological matrix A n,p by eliminating the rows representing serial nodes and after merging together columns representing serial trunks.
In this work the EGGA is described without using the pipe hydraulic resistance correction factor E k (as reported in Giustolisi (2010) and Appendix A), but proposing a new alternative formulation. Although it is not as compact as the original one, it serves to clarify all the contributions of head loss through each kth pipe after eliminating the m k serial nodes, as exemplified in Figure 1 . Equation (7) reports the head loss through the kth pipe considering friction head losses and the potentially existing minor loss devices (valves) and pumps into each ith serial trunk:
The terms in brackets account for every head loss contributions by using parameters F k,i for friction head losses, K k,i ml for minor head losses and r k,i I for pumps (whose speed factor and three parameters of pump curve are o k,i , H k,i , r k,i and g i -see Appendix A for further details). Relevant expressions are reported below:
In Equation ( Then EGGA can be obtained from the GGA (see Equation (2)) by conveniently writing matrices A p,p , D p,p and B p,p and considering that H I k,i are known terms of the energy balance equations:
where flows Q k,i through the ith serial trunk of the kth pipe are computed as follows, by accounting for the demands of serial nodes d k,j up to the ith trunk (i.e. Sd k,i ):
It is worth observing that such an EGGA formulation holds also for m k ¼ 0, thus falling into the classical GGA representation without serial trunks (i.e. null hydraulic resistance correction factor a k ).
Furthermore, for serial trunks distributing any water (i.e. d k,j ¼ 0 for every j along the kth pipe, so P k ¼ 0) Q k ¼ Q k,1 and Equation (7) becomes
which is the formulation for serial pipes, minor losses and pumps without serial demands.
Some remarks on using EGGA for WDN calibration
From the previous subsection it is evident that the EGGA For the sake of simplicity and without losing the generality of the discussion, let's consider a pipe having one intermediate node, without pumps and minor losses. Suppose that the two trunks have different hydraulic resistances R 1 and R 2 , so that the total head loss of the entire pipe is:
If the pipe flows are known (i.e. by the difference between flow entering the pipe and the demand from the intermediate node) and the total head loss DH is known (i.e. from two pressure measurements at the terminal nodes), the resistances R 1 and R 2 cannot be predicted. In fact, the solutions are one infinity (i.e. the inverse problem is illposed and unobservability holds). On the one hand, from a global perspective, the prediction of DH along the entire pipe is sufficient to analyze the behavior of the remaining network.
On the other hand, from a local viewpoint, it is necessary to have additional information/observations to analyze the hydraulic behavior along the pipe. Such information might result from additional measurement points (i.e. at an intermediate node), from some grouping strategies (e.g. presuming some relations between R 1 and R 2 based on the material and aging for adjacent trunks) or using multiple independent sets of measurements in EPS (as suggested by Todini (1999) ).
Thus, the number of hydraulic resistances to be calibrated in the example remains two even after eliminating the intermediate node by EGGA.
Consequently, EGGA simplification of the topological representation of the hydraulic system emphasizes that the measurement points in the non-serial nodes are more useful in observing the global network behavior; while observations in serial (internal) nodes are more helpful for improving local pipe observability. In such a sense, the EGGA allows modelling the whole network behaviour by considering the most important pipes/links as those between non-serial nodes. This is somehow consistent with the need of proceeding during calibration from coarser to finer network meshes when nodal pressures are scarce (Todini 1999 ). Thus, it is possible to preliminarily identify the main pipe resistances using a very coarse mesh (i.e. simplified WDN topology), and then proceed to the analysis of finer meshes with additional internal measurement points, independent sets of observations and/or using some prior assumptions (e.g. grouping of similar pipes).
In addition, it can be argued that the simulation of the and/or demands of the internal (serial) nodes. In fact, according to Equation (7) the head loss DH k is obtained by summing the products between unitary hydraulic resistances, lengths and a power of serial trunk discharges (i.e. dependent on serial node demands d k,j -see Equation (10)). Thus, if one or more of these values are uncertain together with pumps and minor losses' parameters, the EGGA averages these uncertainties in energy and mass balance equations. For the sake of clarity Equation (12) reports energy and mass balance equations for the new simplified network:
where the size of matrices (i.e. subscripts n and p) refers to the number of (non-serial) nodes and pipes of the new simplified network topology.
As a final remark, the simplification based on EGGA has some consistencies with the graph manipulation (contraction of arcs for which nothing is measured) operated by Ozawa (1986) and Carpentier & Cohen (1991 , 1993 for observability studies. with graph manipulations adopted to study topological observability (Ozawa 1986; Carpentier & Cohen 1991 , 1993 ; potential decomposition of the network into sub-systems that can be separately simulated with a further reduction of the simulation problem size; analysis of topological observability of the resulting components which can also be useful to draw recommendations on sampling design, consistent with the need of separately analyzing each connected graph (i.e. a single component) as in Ozawa (1986) and Carpentier & Cohen (1991 , 1993 .
WDN MODEL CALIBRATION FORMULATION
It is worth observing that such a calibration strategy is actually independent from the EGGA representation of demands and/or simplification of the network reported in the previous section.
For ease of presentation, the proposed WDN calibration strategy is reported here by studying the case of some avail- From an uncertainty analysis perspective, those observations can be considered like other measured boundary conditions (e.g. tank levels). The only difference from real tanks is represented by the nodal demands which require mass balance equations to be verified at the x nodes (i.e. the outflow of those nodes is constrained to be the nodal demands d x ), see Figure 2 . Such x mass balance equations are then excluded from Equations (1) and (2) network), bearing in mind that it also depends on network topology and the location of the observation points (Todini 1999) . The condition n k rx can be achieved by increasing the number of equations x using more than one steady-state observation of the hydraulic system (e.g. in EPS) or by reducing the number of decision variables n k (e.g. by grouping them based on some similarities). In both cases, the topological observability of all the decision variables remains mandatory to guarantee network observability.
Thus, the simulation of WDN to be adopted for calibration purposes is based on the iterative solution of the following equations (formally similar for GGA and EGGA):
where
and dim(H 0 þ x,1 ) ¼ [n 0 þ x, 1]. The decision variables are those K k,i N that minimize, for example, the following objective function:
with dim(A x,p ) ¼ [x, n p ]. Such an approach allows accounting for demand uncertainty while the error on mass balance is the performance indicator for the calibration. In other words, the values d x represent a sort of prior on demand at x nodes and the uncertainty surrounding the remaining nodal demands (and other boundary conditions) affects pipe discharges at these nodes (i.e. A x,p Q p,1 ) and is definitely expressed as the distance from such priors.
It is noteworthy that minimizing mass balance at observed nodes (as in Equation (14)) confirms the previous findings of Walski (1983) who proposed monitoring pressure close to the high-demand locations. In fact, the error in mass balance is likely to be larger in high demand points (i.e. large d x ).
It can be argued that the condition n k oo x is preferable in order to deal with uncertainty.
Finally, starting from the x mass balance equations and considering the case of n n pressure measurements (i.e. all nodal heads are known) the following expressions can be written:
which is the same result obtained by Todini (1999) by substituting DH p,1 by a diagonal matrix (whose elements are DH p,1 ), the diagonal matrix A p,p with a vector (whose elements are its diagonal) and adding the term dependent on measurement errors. Clearly the problem in Equation (15) is ill-posed for one steady-state observation (topological unobservability of some state variables) as shown by Todini (1999) .
Some Q y are known
The energy balance equations related to y pipes, where water flow is measured or known (e.g. from demands of branched portions of the WDN), are removed from the system of Equation (1) since Q y is no longer unknown. The reason is the same as in the previous section and the choice is also supported by works of Ozawa (1986) and Carpentier & Cohen (1991 , 1993 since it corresponds to the arc deletion used while studying topological observability.
Mass balance equations at terminal nodes of the y pipes must be rewritten considering a new set of known demands d y * ¼ d y ÀQ y . In Figure 3 the modified network to be simulated for calibration purposes is reported on the right; the modified demands d 2 * and d 3 * are reported in grey while pipe 2 is removed.
In this case, the initial number of parameter to be estimated is reduced by y because the resistances of the y pipes could be removed from the calibration problem. However, in order to use these observations for the whole calibration problem, it is preferable to maintain those y state variables and assemble y equations based on observed Q y and those flows computed by DH p,1 and R y,1 , as reported in the remainder of the paper. 
with dim(A n,p-y ) ¼ [n n , n p Ày].
Decision variables of calibration problem K k,i N should minimize, for example, the following objective function: In the remainder of the text it is shown that the most important consequence of such strategy consists of using pipe flow measurements to potentially indentify separate components of the network, which allows a prompt analysis of pipe observability.
Some H x and Q y are known
The combination of the previous equations is an easy task.
The EGGA (or GGA) system of equations is 
where subscripts of matrices A nÀx, pÀy , A pÀy,0 þ x and H 0 þ x,1 indicate their dimensions, as in previous sections. The objective function for calibration could be formulated by minimizing the sum of arguments of Equations (14) and (17). Alternatively, it is possible to explicitly account for uncertainties in observations and priors of decision variables (i.e. unitary hydraulic resistances) by using an objective function like that in Equation (19):
For the sake of simplicity, the uncertainty of each type of parameter is assumed to be drawn from normal distributions whose standard deviations are s Q , s d and s K . In particular, 
REMARKS ON WDN DECOMPOSITION AND OBSERVABILITY
The system of Equations (18) shows that the network simulation model could be resized by removing:
the mass balance equations of pressure measurement nodes whose heads (H x ) are known. Those nodes are regarded as tank nodes;
the energy balance equations of pipes whose flows are known (Q y ). Nodal demand of their two terminal nodes is changed in order to encompass known flows.
In particular, the second transformation (due to known pipe flows) is of preeminent importance because it can help in analyzing topological observability. In fact, it can be argued that Two outcomes can be emphasized from such a simple case:
the mass balance in node 8 is always satisfied. In fact, d 8 is the nodal demand to which the mass balance must be constrained by definition,
j are the indices of pipes in portion B directly connected to node 8. Consequently, the mass balance at node 8 is Afterwards, the situation reported in Figure 4 asks for resizing the calibration problem with respect to a more appropriate portion of the WDN, i.e. by removing portion B from the network simulation.
Now it is possible to discuss two further cases: (i) portion B is connected to portion A with at least one more pipe whose flow is known ( Figure 5 ); (ii) portion B has at least one pressure measurement point or a source of water (i.e. a tank):
(i) In the first case the network portion A needs to be calculated at first and the hydraulic status of portion B (ii) In the second case there are two network components, A and B, connected by one pipe (i.e. pipe 9), but pipe 9 is strategic for the calibration. An error in the hydraulic resistance of pipe 9 would strongly bias the results of calibration of the whole network. In this circumstance a strong prior on unitary hydraulic resistance under rough fully turbulent flow of pipe 9 (K 9,N ) is particularly useful.
In this case the objective function to be minimized should account for the simulation of both portions of the network.
As a vestige from these topological remarks, some considerations can be drawn on sampling design. The analysis of the network is useful in discovering those portions of the network which are connected by means of one pipe only.
When such portions (i.e. portion B of the previous example) do not include any source of water it is mandatory to have some pressure measurements in order to make pipes in the same portion topologically observable for calibration purposes.
For pipes connecting separate network components strong priors on unitary hydraulic resistance or their inclusion into an homogeneous group of pipes are strongly recommended to accomplish reliable and consistent calibration.
Moreover, due to the interpretation of nodal pressure measurements as tanks, a plausible criterion to deploy pressure sampling points inside network components could be to decide a minimum number of paths between two nodal observations (e.g. two pipes: no adjacent sampling points).
Such an analysis could be easily accomplished by using the node adjacency matrix (Giustolisi & Savic 2010) .
It is worth observing that network components could degenerate in a single tank or pressure measurement point.
These cases will be treated in the following case study 1 as special ones, leading to further advice on system monitoring (in terms of both sampling design and priors on pipe hydraulic resistances).
It is evident that pipes forming closed loops represent portions of the network that cannot be calibrated, unless there is a measurement point along the loop, in a node different from that connecting the loop to the network.
As a concluding remark, the observability analysis allows us to promptly identify those network components that are actually useful for calibration purposes as they reflect the whole network functioning.
In such a context, the EGGA simplification of serial trunks allows an easier identification of those links (even comprising many trunks) that induce network decomposition, thus being the most crucial to be monitored (e.g. by collecting some flow measurements through them) and accurately calibrated since they greatly affect network behavior. Also this point is further emphasized in the following case study 1.
CASE STUDY 1 -HANOI NETWORK
The advantages of using the proposed calibration scheme are demonstrated on the well-known Hanoi network (e.g. Abebe & Solomatine 1998). The original network topology is reported in Figure 6 and comprises 1 tank, 34 pipes and 31 internal nodes.
As a preliminary analysis, the adoption of the EGGA and its energy balance correction strategy allows us to consider a simplified network topology comprised of 11 pipes and 8 nodes, as reported at the bottom of Figure 6 . Clearly, the demands in the remaining nodes of the simplified network account for distribution along the new pipes (P k ) as detailed by Equations (4)-(6). From this point on, indices of nodes and pipes refer to the simplified topology (bottom of Figure 6 ).
It is evident that using EGGA greatly simplifies network topology, thus allowing the identification of links and nodes which are crucial to describe hydraulic network behavior.
The next step is to analyze the network in Figure 6 provided that the flows in pipes 1, 2 and 9 are known from the assumed known demands at all nodes. The component analysis (e.g. performed using the adjacency matrix) allows us to obtain the four network components A, B, C and D.
Some preliminary recommendations can be drawn about the sampling design for the Hanoi network. In fact, the components A, C and D are comprised of one node only and, as discussed above, components C and D need a pressure measurement at nodes 4 and 8 in order to make observable hydraulic resistances at pipes 2 and 9, respectively. tances for some pipes (e.g. pipe 1) can be easily added to the objective functions to be minimized in a multi-objective optimization context or as a further term in a single-objective weighted sum (e.g. see Equation (19)).
As a concluding remark let's observe that the identification of network components also induces a sort of ranking of pipe resistances based on hydraulic network behavior. In fact,
supposing that components C and D had a more articulated topology, their hydraulic functioning would be affected by the calibration of component B. Similarly, it can be argued that calibration of pipe 1 is essential since it directly affects component B and, in turn, C and D.
CASE STUDY 2 -APULIAN2
This section proposes a numerical case study where the proposed calibration methodology (based on the resized WDN modelling) and the classical calibration approach are compared. The network considered herein is named Apu-lian2 and is chosen since it conjugates the ease of analysis due to its small size with a realistic variation of hydraulic functioning due to the assumed daily demand pattern. Figure 7 depicts the topology of Apulian2 and Table 1 reports data on pipes (length, internal diameter and total distributed demand) and nodes (elevation HL and tank water levels P 0 ). As happens in many real networks, most of the pipes have small diameters (i.e. 100 mm). The assumed demand pattern is reported in Figure 8 in terms of the ratio between actual (P k (t)) and maximum demand (i.e. P k reported in Table 1) distributed along the pipes for every hour of the day (Giustolisi et al. 2008) .
Since no real measurements are available for such a network, a fictitious set of measurements has been obtained , 6, 8, 9, 12, 15, 18, 20 and 23 (black squares in Figure 7) , so that the minimum path length between them is two (i.e. there are no adjacent pressure measurement nodes).
Moreover, these values in H x (in 2, 6, 8, 9, 12, 15, 18, 20 and 23) have been modified by randomly adding or subtracting a perturbation associated with error measurements. Such perturbations DP 0 are sampled from a normal distribution N(2.1, 0.1) whose mean and variance reflect the accuracy and precision of commercial pressure data loggers. The sign of the perturbation does not change in time for a given node.
The last column of Table 1 reports the mean values of perturbations considered. For the sake of simplicity, no pipe flow measurements are considered here.
The search for calibrated unitary hydraulic resistances K k,N cal is performed by assuming values in Table 2 as priors K k,N , while actual decision variables are coefficients
Such setting of the problem allows minimizing also the difference between calibrated and prior (true) unitary hydraulic resistances in terms of |f k À1| for each pipe group.
According to the classical methodology (referred to as ''Problem 1'' in the remainder), the calibration has been performed by simultaneously minimizing the following two objective functions:
where obj2 minimizes the distance between measured pressures and simulated pressures for a given set of unitary hydraulic resistances (i.e. f k ); 216 is the number of available observations (i.e. 24 h for 9 sampling points). In contrast, the new calibration (referred to as ''Problem 2'') consists of minimizing the objective functions (2)). In more general terms, calibrating a WDN according to Problem 2 provides a practical criterion for pressure sampling design which avoids redundant information being collected.
CONCLUSIONS
The calibration of pipe hydraulic resistances used in WDN simulation models is of paramount importance to achieve reliable results for network management. In recent years many to be calibrated based on hydraulic WDN behaviour. In addition, such a strategy may result in a reduced computational burden for WDN simulation, especially for large size real networks, and provides a pragmatic support for sampling design.
with d k ¼ Q k /P k and P k total supplied demand through the kth pipe. The elements of key diagonal matrices in Equation
(2) can be rewritten as A p;p ðk; kÞ ¼ R k;N Q k j j nÀ1 þ fR k;N zA k P nÀ1 k g D p;p ðk; kÞ ¼ nR k;N Q k j j nÀ1 þ fR k;N zD k P nÀ1 k g B p;p ðk; kÞ ¼ A p;p ðk; kÞ D p;p ðk; kÞ ¼ Q k j j nÀ1 þ fzA k P nÀ1 k g n Q k j j nÀ1 þ fzD k P nÀ1 k g ¼ zB k :
The formulation of the correction factor E k ( 
where K k,i , f k,i , L k,i and D k,i are the unitary hydraulic resistance, the friction factor, the length and the internal diameter, respectively, of the ith trunk between two connections of the kth pipe. K k,i and f k,i depend on the Reynolds number (Re) and equivalent roughness (Ke ¼ e/D, with e the absolute roughness), while K k,N and f k,N are the unitary hydraulic resistance and the friction factor respectively, under a rough fully turbulent flow regime (not dependent on Re). K k,N and f k,N are both computed with respect to diameter D k,1 . In the third of Equations (A4) Q k,1 is pipe discharge in the first trunk of the kth pipe, while Q k is the flow through the kth pipe as computed in the EGGA.
The corrections factors proposed by Giustolisi (2010) to account for the actual pipe flow regime are
where the derivative can be computed using, for example, the Swamee-Jain (1976) approximation of the Colebrook-White formula of the friction factor.
In the case of a pump installed before the connection i ¼ p and a minor loss before the connection i ¼ v it is possible to further generalize the corrections: 
where D k,p and A k,p are the internal diameter and area of the pth trunk, o k,p , H k,p , r k,p and g p are the pump speed factor and the three parameters of pump curve; K k,v ml is the minor loss coefficient and on is a Boolean variable that accounts for the pump installation direction. For further details see the EPA-NET tutorial (Rossman 2000) . The sign of r k,p relates to pump installation direction; a positive r k,p means that the
