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Abstract - Microarray technology can measure thousands 
of genes which are useful for biologist to study and classify 
the cancer cells. However, this high dimensional data 
consists of large number of genes to be examined in regard 
of small samples size. Thus, selection of relevant genes is a 
challenging issue in microarray data analysis and has 
been a central research focus. This study proposed k-
means clustering algorithm to groups the relevant genes. 
Several statistical techniques such as Fisher criterion, 
Golub signal-to-noise, Mann Whitney rank and t-test have 
been used in deciding the clusters are well separated from 
one and others. Those genes with high discriminative 
score will later be used to train the k-NN classifier. The 
experimental results showed that the proposed gene 
selection methods able to identify differentially expressed 
genes with 0.86 ROC score.  
Keywords: Gene selection, microarray, statistical techniques  
I. INTRODUCTION  
Recently, the invention of microarray technology 
has provided the opportunity for scientists to 
simultaneously examine the expression levels of 
thousands of genes. Unlike other conventional 
techniques, microarray technology offers complete 
transcription information in the cells. This modernized 
approach has created data-rich era, whereby numerous 
institutions either commercial entities or academic 
organizations have contributed to the development and 
creation of public repositories, for instance the Array 
Express (http://www.ebi.ac.uk/arrayexpress). 
Accordingly, the emergence of these big data requires 
researchers to analyze and explore large-scale gene 
expression profile to identify gene markers that present 
the maximum discrimination power between cancerous 
and normal cells.  As a result, studying high 
dimensional gene expression data has become one of 
the interesting research areas in microarray data 
analysis.  
Despite the achievement of microarray technology 
that constantly improves laboratory methods and has 
been prominently being used in biological researches, 
the major advances of this field is actually derived from 
the enhanced analysis methods. For such reasons, 
computational approaches are necessary to reveal the 
molecular mechanism of cancerous cell. Generally, 
microarray data analysis consists of two major stages, 
namely the initial stage and the exploratory data 
analysis stage. The initial stage means to prepare the 
raw data for rigorous analyses and plays a crucial role 
to avoid any key factor that may affect subsequent 
results. Meanwhile the exploratory data analysis is an 
approach used to examine microarray data for the 
purpose of answering research questions.  
Data filtering is one of the steps in initial stages. 
This step is commonly refer as feature/gene selection 
methods and has become a compulsory need in 
examining gene expression profiles. The popularity of 
gene selection methods in microarray data analysis 
relies on two different domains namely (1) biology and 
(2) computational/statistic. From the biological 
perspective selecting significant genes from microarray 
data could assist in identifying genes that denote to 
good separation between healthy and diseased patients. 
Such findings could lead to better understanding of the 
underlying biological process. Computational and 
statistic experts oppositely are more interested in 
addressing the over fitting problem, redundant and 
noisy data, which occurred due to small sample per 
features. For such reasons, feature selections methods 
have been used to reduce the number of genes in order 
to significantly improve the accuracy of cancer 
classification results. As a result, many studies have 
applied different types of gene selection techniques, 
however most of these studies do not address the 
independency issues among genes.  In addition, there 
are various kinds of discriminative score that need to be 
examine in determining the optimal number of clusters. 
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Therefore, this paper attempts to address the issue of 
high dimensional data by proposing a k-means 
clustering algorithm to groups the relevant genes. The 
goal of cluster analysis is to group expression values in 
a data set into subsets, where genes in a subset have 
certain similarity with each other. In addition, several 
statistical techniques such as Fisher criterion, Golub 
signal-to-noise, Mann Whitney rank and t-test have 
been used in this study. The proposed approach is tested 
using receiver operating characteristic (ROC) to 
observe the performance of classification of k-Nearest 
Neighbor (kNN). The remainder of this paper is 
organized as follows. Section II describes about the 
related works on gene selection, which includes three 
mains approaches namely (a) filter approach, (b) 
wrapper approach and (c) embedded approach.   
Section III on the other hand discusses the experiments 
steps that involved in selecting relevant cluster for gene 
selection and its associated data description. 
Meanwhile, Section IV presents the results and 
discussion which reports the classification performance 
based on the different gene selection techniques. The 
ROC score is used to analyze the experiments results. 
Lastly, Section V offers concluding and future direction 
remarks. 
 
II. PREVIOUS WORKS 
In many large-scale of gene expression data 
analysis, feature selection techniques, which also 
known as gene selection techniques have become an 
essential step. Along with the increment of microarray 
public dataset, most studies have transformed feature 
selection from being an optional step to a significant 
one. The main idea is to reduce   the numbers of 
features to a sufficient minimum in order to improve 
the classification performance. Besides that feature 
selection techniques also offer faster and more cost-
effective models.  In addition, by having few significant 
features, one can gain a deeper insight into the 
underlying biological processes. Regardless the 
advantages of feature selection techniques, it also 
introduces extra complexity level, which mainly 
requires detail experiment design. Generally the 
taxonomy of dimensionality reduction techniques can 
be categorized into two classes; a) transformation or b) 
selection based reduction. The main differences 
between these two classes are whether a dimensionality 
reduction technique will transform or preserves the 
dataset semantics in the process of feature elimination. 
 Principal Component Analysis (PCA) is one of the 
techniques under the transformation based reduction, 
whereby it transforms the original features of a dataset 
by reducing number of uncorrelated ones, in terms of 
principal component. On the other hand, selection 
reduction techniques determine a minimal feature 
subset by retaining the meaning of the original feature 
sets. In such case, selection based reduction techniques 
have become the prominent approach in microarray 
data analysis research since it includes the 
interpretability by a domain expert.  
Feature selection methods can be classified into 
three factions, namely (1) filter methods, (2) wrapper 
methods and (3) embedded methods. In principal, filter 
methods rank each features based on certain metric and 
those with high ranking will be used to train the 
classifier. The remaining low rank features will be 
excluded. Filter methods such as  Bayesian Network 
[1],  Information  Gain (IG), Signal-to-Ratio  (SNR) [2] 
and  Euclidean Distance  have been widely used in 
microarray data analysis researches [3,4,5]. The heavy 
reliance on these methods is due to its characteristic 
that can simply calculate the metric within short period 
of time. In addition filter methods are easy to 
understand and further experiment can be conducted to 
reconfirm the finding by biologist and domain experts.  
However, gene selections based on filter methods 
suffer from several shortcomings. The selected genes 
are most likely redundant, which means that the genes 
may carry similar information toward defined class. In 
addition, these methods do not take into consideration 
the relationship between genes since it selects the genes 
independently.  
Wrapper methods in contrast include a gene 
selection method within a classification algorithm. K-
Means is one of the examples of wrapper methods. In 
these kinds of methods, a search function is 
implemented to examine the large scale of genes. In 
finding the significant genes, the methods will evaluate 
each found gene subset by examining the accuracy 
percentage of the specific classifier. Although the 
wrapper approach has been commonly used in many 
machine learning applications, only few DNA 
microarray works make use of it. Despite the fact that 
the wrapper approach could obtain better predictive 
accuracy in comparison to the filter approach, its 
computational cost must be carefully monitored [6]. In 
addition, wrapped methods are prone to over-fitting. 
Therefore, further study is required to examine the 
appropriate number of clusters along with different 
discriminative score metrics.  
Embedded methods are another class of feature 
selection approaches. The different between others 
feature selection methods with embedded methods is 
the search mechanism is built into the classifier model. 
Like the wrapper methods, these methods are dependent 
to a given learning algorithm. Embedded methods have 
the advantage that they include the interaction with the 
classification model, while at the same time being far 
less computationally intensive than wrapper methods.  
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K-means clustering is one of embedded methods that 
attempt to directly divide a dataset into a number of 
disjoint groups. The clustering algorithms mainly used 
the number of clusters and a cost (criterion) function as 
an input to define the quality of a partition. The 
clustering method aims at optimizing the cost function 
to minimize the dissimilarity of the objects within each 
cluster, while maximizing the dissimilarity of different 
clusters. In general, the k-mean clustering algorithms 
are iterative and hill-climbing, and thus they are 
sensitive to the choice of the initial partition. Due to 
these advantages, several previous works have used this 
algorithm in determining relevant genes that can 




This section is divided into two parts (A and B) 
whereby the description on steps involved in k-means 
clustering algorithm and (C) the data set used in this 
study are explained in detail.  
 
A. Experiment Setting for k-Means Clustering 
Algorithm 
 
K-means clustering algorithm is a commonly used 
method to automatically divide a data set into k-groups. 
In this study, k-means clustering algorithm proceeds 
with the initial k initial cluster center and iteratively 
refined them based on the calculated discriminative 
score which is obtained using statistical techniques. 
Distances are calculated from each gene in the data to 
each of these k centers by using two distances metric 
namely Pearson correlation coefficient and Euclidean 
distance. Genes are then assigned to the closest center. 
Each center is then replaced by the average of the genes 
assigned to it. The algorithm repeats by recalculating 
the distance from each gene in the data to these new 
centers and reassigning genes to the closest center. This 
process will repeat until no genes are reassigned. 
Besides using k-means clustering algorithms that 
mainly compute the mean of the all genes in a cluster, 
we also calculate the median for each dimension 
separately over all genes in a cluster.  
Once the clustering process is accomplished, we used 
statistical techniques to measure the discrimination 
score to determine the significant genes that will be 
used in training kNN. Four statistical techniques 
namely Fisher criterions, Golub signal-to-noise, Mann 
Whitney rank and t-test have been used in this study 
which is elaborated in detail in Section B. The selected 
genes are then used to train the classifier and the 
performance is evaluated in term of ROC score.  Figure 
1 illustrated the steps that involved in this experiment, 
while Figure 2 provides the process for gene selection 
technique using k-means algorithm. 
 
B. Statistical Technique for Gene Selection 
 
Fisher criterions, Golub signal-to-noise, Mann 
Whitney rank and t-test have been applied in this study 
to compute the discriminative score. Each of these 
statistical techniques has been widely apply to 
determine and differentiate the gene expression in 
tumor and cancerous cells to provide better distinguish 
classes. Given such information, this study used those 
techniques to measure the correlation between the 
genes and it associated classes based on certain 
formula. For example the Fisher criterions attempts to 
maximize the distance between the means of the two 
classes while minimizing the variance within each 




where µi is the mean and vi is the variance for given 
gene is class x. The higher value of fisher indicates the 
genes offer diverse information in different classes.  
Identical to Fisher criterion, Golub measurement 
used signal-to-noise ratio to rank the genes based on 
given formula in (2). This technique selects the 
significant genes by calculating the difference between 
the averaged expressions intensities of two groups 
divided by the sum of their standard deviations. The 
signal-to-noise ratio is computed as follows:  
 
    
where µi is the means and   is the standard deviation for genes in class xa. 
On the other hand, the logic behind the Mann-
Whitney test is to rank the data for each condition, and 
then see how different the two rank totals are. If there is 
a systematic difference between the two conditions, 
then most of the high ranks will belong to one condition 
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C. DATA SET DESCRIPTION
 
In this study, colon data set that has be
from Alon et al. [7] is used. This data set co
expression levels of 40 tumor and 22 no
tissues for 6500 human genes which is obta
Affymetrix oligonucleotide array. A 
containing 2,000 rows and 64 columns
column contains the gene IDs, the seco
contains the gene names. Columns 3-24 
responses for the 22 control samples, 
columns 25-64 contain the responses 
treatment samples. The data set S, is expr
form of a matrix with X = {x1, x2, …, xnp}
the of genes and p is the number of sampl
tissue sample is also labeled with Y = {+1
+1 represents normal tissue and -1 denot
tissue.  
 
IV.  RESULTS AND DISCUSSIO
This study attempts to identify relevant
training the k-NN classifier. Based on thi
several genes selection techniques have 
namely k-means clustering algorithm and
clustering algorithm. These algorithms hav
in parallel with other statistical technique t
the relevancy of gene selected.  In this expe
possible gene selection techniques have
These techniques include C2 = k-mean
algorithm + Pearson correlation coefficie
means clustering algorithm + Euclidean D
k-medians clustering algorithm + Pearson 
C5: k-medians clustering algorithm +
Distance. Figure 3 shows the ROC score p
on different genes selection techniques usin
set. 
Table 1 on the other hand tabulates the p
of classification for each technique in detai
experiment, it shows that by applying ge
techniques, it has generally improved the c
results. Classification of gene expressi
applying any gene selection techniques (C
ROC scores in comparison to othe
techniques (C2, C3, C4 and C5). In additio
the experimental results for most of gen
techniques are quite similar, it reveals the a
means clustering algorithm + Pearson 
coefficient (C2) achieved better performanc
ROC score. Pearson Correlation coefficien
clusters genes or samples with simila
meanwhile genes or samples with opposite 
assigned to different clusters. As a result, i
good starting point for research to inv
clustering algorithm.  
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Table 1: ROC score for differen
techniques 
S C1 C2 C
Fisher 0.70 0.82 0
Golub 0.71 0.83 0
Mann 0.75 0.89 0
T-test 0.74 0.88 0
Average 0.73 0.86 0
 
Where S = statistical techniques; 
applying any clustering method; 
algorithm + Pearson correlation 
clustering algorithm + Euclidean
clustering algorithm + Pearson c
clustering algorithm + Euclidean D
Figure 3: Classification perfo
Moreover, in comparison to 
signal-to-noise, Mann Whitne
shown in Table 1 that Mann W
more reliable to compute the 
order to differentiate tumor and
CCST’14) 
t gene selection 
3 C4 C5 
.82 0.82 0.83 
.83 0.82 0.83 
.86 0.82 0.83 
.87 0.83 0.83 
.85 0.82 0.83 
C1 = classification without 
C2 = k-means clustering 
coefficient; C3:  k-means 
 Distance; C4: k-medians 
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V. CONCLUSION AND FUTURE REMARKS 
Gene selection is a prerequisite step in microarray 
data analysis. The large scale of gene expression needs 
to be preprocessed and the significant genes have to be 
selected to reduce the computational time and its 
complexity. Thus, in this paper k-means/median 
clustering has been proposed. Several statistical 
techniques such as Fisher criterions, Golub signal-to-
noise, Mann Whitney rank and t-test have been applied 
to compute the discriminative score in order to 
differentiate tumor and normal cells. The experimental 
results have shown that k-means clustering with 
Pearson correlation outperform other gene selection 
technique with an average of 0.86 of ROC score. 
Additionally, Mann Whitney rank and t-test have 
achieve 0.89 and 0.88 of ROC score respectively. These 
statistical techniques managed to cluster the genes into 
different group by measuring the correlation between 
the genes and it associated classes. In the future, we 
attempt to integrate different kind of biological 
information to extract significant gene for better 
classification results.  
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