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1 Introduction
The quantum mechanical connec-
tion was certainly the strongest of
the motivations for the development
of operator algebra.
Irving E. Segal, [26]
The quantization procedure [3], [5], [13], [17] requires the construction of
some mapping from an algebra of real valued functions (the algebra of classic
observables) to an algebra of self-adjoint operators (the algebra of quantum
observables). Analogously, one should be able (in some sense) to construct
functions from self-adjoint (non-commuting) operators. The importance of
this problem in the physics and the non-triviality of the corresponding math-
ematical problems has been amply illustrated during the last 50 years (in
addition to the above mentioned papers see also recent ones [11], [24], [26]
and their rich bibliographies).
The problem of quantization may be reformulated mathematically as a
problem on construction of a functional calculus. The already classical holo-
morphic calculus, which is based on analysis of several complex variables,
allows only the situation of mutually commuting operators (see the mile-
stone papers of J. L. Taylor [29], [30]). Other approaches also lead only to
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the commuting case (see, for example, [23]). Such constructions do not meet
the needs of quantum mechanics, where non-commutativity of observables is
a principal assumption.
The main goal of the present paper is a construction of a Clifford hy-
perholomorphic calculus of several non-commuting operators and to show its
applicability to quantum field theory.
It should be mentioned that functional calculus may be considered at two
different levels. The first one is the original problem of quantum mechanics
of constructing functions from the operators of coordinates Qj and impulses
Pj , which satisfy the well known Heisenberg commutation relations
[Qj , Pi] = i~δijI. (1)
In this context there are many different approaches to quantization with
a large number of nice results (for example, the PDO calculus [13], [14],
[27], [31] and the Toeplitz operators in the Segal-Bargman space [5], [6]).
The richness of the calculus is rooted in the structure of the Heisenberg
group [15], [16]. At a second level one can construct a functional calculus
from an arbitrary finite set of self-adjoint operators {Tj}, 1 ≤ j ≤ m. In this
case the number of possible quantizations and the precise results obtained is
much smaller [22] and sometimes only a more-or-less formal power series may
be established in such a setting. In [18] it was shown that one can preserve
the essential features at the first level if the assumption is made, that the
operators {Tj}, 1 ≤ j ≤ m represent some Lie algebra g.
In Section 2 of this work we discuss general properties and known re-
sults of functional calculus. In Section 3 we construct the Riesz-like hyper-
holomorphic functional calculus for a set of non-commuting operators based
on Clifford analysis. To extend the calculus from commuting operators to
non-commuting ones we restrict the family of functions from smooth ones to
hyperholomorphic functions. It should be noted that hyperholomorphic func-
tions do not form an algebra (at least under usual multiplication) and this is
reflected at Definition 3.6 of Riesz-Clifford calculus. In Section 4 it is shown
that the Riesz-Clifford functional calculus is a relevant model in quantum
field theory corresponding to the Weyl calculus in quantum mechanics.
We consider only the case of self-adjoint operators on the Hilbert space
H (or of elements in an abstract C∗-algebra). It is also possible to consider
the more general setting of self-adjoint operators in a Banach space [2] (or
of elements in an abstract Banach algebra).
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We are grateful to V. V. Kravchenko, J. Ryan, and I. Spitkovsky for their
valuable comments.
2 Different Approaches to Functional Calcu-
lus
In this Section we give a short overview of different approaches to functional
calculus.
2.1 Two Procedures of Functional Calculus
The following definition is preliminary.
Definition 2.1 A functional calculus Φ(A, T ) for an m-tuple of self-adjoint
operators T = (T1, . . . , Tm) on the Hilbert space H is a continuous mapping
Φ : A→ B(H) of a linear space A of functions into a linear space of operators
on H with some natural properties.
We do not specify yet the algebra A and the natural properties . In many
cases the algebra A should at least contain all smooth functions with com-
pact support (space C∞c (Ω)) in set Ω ⊂ R
m depending of the spectra of the
operators Tj . The natural conditions usually include some combinations of
the following items:
1. Φ(1) = I, i. e., the image of the function identically equal to 1 is the
identity operator on H ;
2. Φ(f¯) = Φ(f)∗;
3. Φ(xj) = Tj ;
4. ‖Φ(f)‖H ≤‖f ‖A;
5. Φ(A, T ) depends continuously on the set T .
It is notable, that the algebraic properties 1–3 usually imply the metric ones
4,5.
Generally speaking there are two different but closely connected ways to
construct a functional calculus.
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Procedure 2.2 The homomorphism Φ is defined on some dense subalgebra
A0 of the algebra A. The algebra A0 should have a simple algebraic structure
(for example, the algebra of polynomials), which allows a simple definition
of Φ. After that Φ extends to the whole of A by continuity.
Procedure 2.3 Consider a reproducing formula for functions from A of the
form
f(x) =
∫
K(x, y)f(y) dy. (2)
For example, a Cauchy type formula (see Subsection 2.3) or a Fourier type
transform (see Subsection 2.2). If the kernel K(x, y) can be extended in a
natural way to an operator K(T, y), then we define the functional calculus
by the formula
Φ(f) = f(T ) =
∫
K(T, y)f(y) dy. (3)
The first Procedure is sometimes easier, but unlike the second one it does
not give us an explicit formula for functions outside A0. Usually it is possible
to construct, the function calculus in both ways (see examples bellow). The
first Procedure is carried out for the holomorphic calculus in [30] and the
second one in [29].
2.2 Functional calculus: The Weyl approach
Let us recall that a PDO Op a(x, ξ) [14], [27], [31], [33], with theWeyl symbol
a(x, ξ), is defined by the formula:
[Op a](x, ξ)u(y) =
∫
Rn×Rn
a(
x+ y
2
, ξ) ei〈y−x,ξ〉u(x) dx dξ. (4)
This formula may be obtained by Procedure 2.3 from the formula of the
inverse Fourier transform
f(x) = (2π)−n/2
∫
Rn
f̂(ξ)eixξ dξ.
Namely, let us take the set of self-adjoint operators
Tj = yj, Tj+n =
1
i
∂
∂yj
, 1 ≤ j ≤ n, (5)
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which operate on S = RN in the obvious way. Note that these operators
have exactly the commutators (1). Then we have (see [32], § 1.3)
[Kf ](y) = (2π)−N
∫
R2N
k̂(x, ξ) e
i(
∑N
1
xjyj−
∑N
1
ξ ∂
i∂yj
)
f(y) dx dξ
= (2π)−N
∫
R2N
k(
x+ y
2
, ξ) ei〈y−x,ξ〉f(x) dx dξ,
i. e. it defines exactly theWeyl functional calculus (or the Weyl quantization).
PDO calculus is a very important tool for the theory of differential equations
and quantum mechanics.
Remark 2.4 Feynman proposed in [12] an extension of this functional calculus—
the functional calculus of ordered operators—in a very similar way. Ander-
son [2] introduced a generalization of the Weyl calculus for an arbitrary set
{Tj} of self-adjoint operators in a Banach space by the formula
K = (2π)−N/2
∫
RN
k̂(x1, x2, . . . , xN) e
i
∑N
1
xjTj dx, (6)
A description of several different operator calculus may be found in [22]. It
was shown by R. Howe [15], [16] that the success of the original Weyl calculus
is intimately connected with the structure of the Heisenberg group and its
different representations.
Remark 2.5 It should be noted, that besides the definition of the Weyl
functional calculus in accordance with the Procedure 2.3 it can be defined
also by the Procedure 2.2. As subalgebra A0 should be taken the algebra of
symmetric polynomials of the variables xj and the homomorphism Φ “insert”
the operators Tj instead of the variables xj [2], Theorem 2.4. We will use this
observation to establish connection between the Weyl and the Riesz-Clifford
calculus.
2.3 Functional calculus: The Riesz approach
For a pair of self-adjoint operators T1, T2, the Riesz calculus [25], Chap. XI
can be also developed in accordance with the Procedure 2.3. The starting
point is the Cauchy integral formula for a function f(z) holomorphic in z =
6
x1 + ix2 near the spectrum σ(T ) of the operator T = T1 + iT2 and a nice
contour Γ containing σ(T ):
f(x1 + ix2) = (2π)
−1
∫
Γ
f(τ)(τ − (x1 + ix2))
−1 dτ.
Thus if we are able to define the function K(z, τ) = (τI − (x1 + ix2))
−1 for
an operator T = T1 + iT2, then the functional calculus will be given by the
formula
f(T1 + iT2) = (2π)
−1
∫
Γ
f(τ)(τI − (T1 + iT2))
−1 dτ. (7)
By Runge’s theorem, the Riesz calculus may also be obtained by Proce-
dure 2.2 as the closure of the polynomials in T in the space of holomorphic
functions. This definition, as was shown in [2], Theorem 5.1, gives that the
Riesz and the Weyl calculus are essentially the same in the case of a pair of
bounded operators (T1, T2).
To generalize the Riesz calculus from a pair of operators to arbitrary m-
tuples, one should use a generalization of complex analysis in one variable.
There are many essentially different theories which can be considered as gen-
eralizations. The principal contributions to holomorphic functional calculus
based on the analysis of several complex variables were made in [29], [30].
By the very nature of complex analysis, this approach can work only for a
commuting set of operators.
Another approach to the Riesz calculus based on Clifford analysis may be
found in [23], but there again it was found that such a functional calculus is
possible only for an m-tuple of commuting generalized scalar operators with
real spectra [23], Theorem 9.1.
Despite of the rich mathematical aspects of these theories, it should
be noted that quantum mechanics requires a calculus of essentially non-
commuting operators. Moreover, by the von Neumann theorem [1], § 90 it
follows, that for any m-tuple {Tj} of commuting self-adjoint operators, there
are such m-tuple of real valued functions {fj} and an operator S such that
Tj = fj(S).
Thus a calculus for m-tuple of commuting operators is (in some sense) the
calculus of only one operator. Therefore one is forced to look for another
definition of a non-trivial functional calculus of a set of non-commuting op-
erators.
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3 Riesz-Clifford Calculus for Non-Commuting
Operators
To extend the Riesz calculus to an arbitrary m-tuples of bounded operators
{Tj} it seems natural to use Clifford analysis (see for example [8]), which
is a non-commutative analogy to one-dimensional complex analysis. Then
one can define a function from an arbitrary m-tuple of bounded self-adjoint
operators {Tj}, either by the Cauchy integral formula (compare with (7)
and [18], Remark 4.11) or by the subset of symmetric hyperholomorphic
polynomials [21].
In this Section we will systematically develop such a point of view.
3.1 Clifford Algebras and Clifford Analysis
We need some notation from [8]. Let the euclidean vector space Rn+1 have
the orthonormal basis e0, e1, . . . , en. The Clifford algebra Cl(n, 0) is gener-
ated by the elements e0, e1, . . . , en with the usual vector operations and the
multiplication defined on the elements of the basis by the following equalities
e2j = −e0 (j = 1, . . . , n),
ejek + ekej = 0 (j, k = 1, . . . , n; j 6= k),
and then extended linearly to the whole space. An element of Cl(n, 0) can
be written as a linear combination with coefficients aα ∈ R of the monomials
eα = e
j1
1 e
j2
2 · · · e
jm
m :
a =
∑
α
aαeα =
∑
jk=0 or 1
aj1j2...jme
j1
1 e
j2
2 · · · e
jm
m . (8)
The conjugate a¯ of an element a is defined by the rule:
a¯ =
∑
α
aαe¯α =
∑
jk=0 or 1
aj1j2...jm e¯
jm
m e¯
jm−1
m−1 · · · e¯
j1
1 , (9)
where e¯j = −ej , e¯0 = e0, 1 ≤ j ≤ n. A Clifford algebra valued function f of
the variables (x0, x1, . . . , xn), is called hyperholomorphic in an open domain
Ω ⊂ Rn+1 if it satisfies the Dirac (or Weyl [8]) equation
Df =
n∑
j=0
ej
∂f
∂xj
= 0. (10)
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The main results of Clifford analysis (Cauchy theorem, Cauchy integral for-
mula etc.) have a structure closer that of the complex analysis of one variable
than to standard complex analysis of several variables.
Note one very important feature. In Clifford analysis not all polynomials
are hyperholomorphic functions . Instead one has to consider the symmetric
polynomials of the monomials having the form
~xj = (ejx0 − e0xj), 1 ≤ j ≤ n. (11)
The role of such monomials (“regular variables” [7]) is described for quater-
nionic analysis in [28], for Clifford analysis in [21], for Fueter-Hurwitz analysis
in [19], and for solutions of the general Dirac type equation in [18], [20].
We use the following facts and notation. Let H(Ω) denote the space
of all hyperholomorphic functions in the domain Ω and by P the space of
all hyperholomorphic polynomials. The space P has the linear subspaces
Pj , 0 ≤ j < ∞ of homogeneous polynomials degree j. We will show that
P consist of symmetric polynomials constructed from the monomials of the
form (11) by symmetric products [21]
a1 × a2 × · · · × ak =
1
k!
∑
aj1aj2 · · · ajk , (12)
where the sum is taken over all of permutations of (j1, j2, . . . , jk). Clifford
valued coefficients are written on the right-hand side.
Lemma 3.1 The linear subspace Pj has a basis consisting of symmetric
polynomials.
Proof. Let Vα(x) be the following homogeneous hyperholomorphic polyno-
mial of degree |α |= k (see [8], Chap. II, Definition 1.5.1):
Vα(x) =
|α|∑
j=0
(−1)jxj0
j!
[(
n∑
l=1
∂
∂xl
)j (
n∑
l=1
xl)
α]. (13)
Then, the Vα with |α |= k, form a basis of Vk. It is easy to check that
Vα(x) = (−1)
|α|(e0x1− e1x0)
α1 × (e0x2− e2x0)
α2 ×· · ·× (e0xn− enx0)
αn = ~xα.
(14)
This gives the assertion. 
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Let
E(y − x) =
Γ(n+1
2
)
2π(m+1)/2
y − x
|y − x |n+1
(15)
be the Cauchy kernel [8], p. 146 and
dσ =
n∑
j=0
(−1)jejdx0 ∧ . . . ∧ [dxj] ∧ . . . ∧ dxm. (16)
be the differential form of the “oriented surface element” [8], p. 144. Then
for any f(x) ∈ H(Ω) we have the Cauchy integral formula [8], p. 147∫
∂Ω
E(y − x) dσy f(y) =
{
f(x), x ∈ Ω
0, x 6∈ Ω¯
. (17)
We should point out the universality (with respect to domains) of both the
Cauchy kernel E(y − x) and the Cauchy formula in the Clifford analysis, in
contrast to the case of several complex variables.
If we define as in [4], § 18.6 and [8], Chap. II, Definition 1.5.5
W (a)α (x) = (−1)
|α|∂αE(x− a), (18)
then, for |x |<|y | we obtain [8], Chap. II, (1.16)
E(y − x) =
∞∑
j=0

∑
|α|=j
Vα(x)Wα(y)

 . (19)
Let M(r)(Ω) be the unitary right Clifford module of all left hyperholomor-
phic functions in Ω. For fixed a R(r)(a) denotes the right Clifford module
generated by functions W
(a)
α (x). If S = {ai | i ∈ N} is a finite or countable
subset of Rn+1, put R(r)(S) = ∪i≥1R(r)(ai).
The following result plays an important role latter.
Theorem 3.2 (Runge type) [4], § 18 Let K be a compact subset of Rn+1
and let S be a subset of Rn+1 \ K having one point in each bounded com-
ponent of Rn+1 \ K. The n each function which is hyperholomorphic in a
neighborhood of K can be approximated uniformly on K by the functions in
M(r)(R
n+1)⊕R(r)(S), i. e. M(r)(R
n+1)⊕R(r)(S) is uniformly dense in H(K).
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3.2 Riesz-Clifford calculus: a Polynomial Procedure
Fix an m-tuple of bounded self-adjoint operators T = (T1, . . . , Tm) on the
Hilbert space H . It is well known [8], Chap. I that any Clifford algebra
(particularly, Cl(n, 0)) can be realized as an algebra of endomorphisms of
some finite-dimensional vector space H0. Let H˜ = H ⊗H0. Then if n ≥ m
we can associate with T an operator T˜ : H˜ → H˜ by the formula
T˜ =
m∑
j=1
Tj ⊗ ej.
We use the notation B(H) and B(H˜) for the algebra of bounded operators
in the corresponding Hilbert space.
Definition 3.3 Let A be an algebra with the operations of addition +A and
multiplication ·A which is generated by a finite set of elements a1, . . . , ak.
Define a new operation ×A of symmetric multiplication associated with them
by the formula (12). The resulting set will be called an ×-algebra. Let A
and B be two ×-algebras. We say that φ : A → B is an ×-homomorphism
of two ×-algebras if the following holds
1. φ(aj) = bj , 1 ≤ j ≤ k, where a1, . . . , ak and b1, . . . , bk are generators of
A and B correspondingly.
2. φ(λa1 + a2) = λφ(a1) + φ(a2) for any a1, a2 ∈ A and λ ∈ C.
3. φ(a1 × · · · × an) = φ(a1) × · · · × φ(an) for any set a1, . . . , an of (not
necessarily distinct) generators of A.
By the definition of the symmetric product one can obviously deduce
Lemma 3.4 Any homomorphism of two algebras is a ×-homomorphism of
the corresponding ×-algebras.
The converse, of course, is not true:
Example 3.5 Let A be the algebra of polynomials in two variables x1 and
x2, and B be the algebra generated by two operators P and Q with the
commutator [P,Q] = i~I. Then the mapping φ defined on the generators of
algebra A by
φ : x1 7→ P, φ : x2 7→ Q
11
cannot be extended to an homomorphism of algebras A and B but defines a
×-homomorphism, which coincides with the Weyl quantization.
The following is a definition of Riesz-Clifford hyperholomorphic calculus
(compare with [23]).
Definition 3.6 We say that T˜ has a functional calculus (A,Φ) based on Rm
whenever the following conditions hold: A is a topological vector space of
hyperholomorphic functions from Rm to Cl(0, n) (m ≤ n), with addition
and (symmetric) multiplication defined pointwise, and Φ : A → B(H˜) is
a continuous mapping and its restriction to symmetric polynomials is a ×-
homomorphism such that
Φ : ~xj(= ejx0 − e0xj) 7→ Tj , 1 ≤ j ≤ m (20)
There, to extend calculus from commuting operators to non-commuting we
ones we relax the requirement from homomorphism to ×-homomorphism.
Definition 3.7 The support of the homomorphism Φ is the smallest closed
set in Rn such that Φ(f) = 0 for all f ∈ A with suppΦ ∩ supp f = ∅. The
joint ×-resolvent set R×(T ) of T is the largest open subset of R
m such that
for any point λ = (λ1, . . . , λm) ∈ R×(T ), the ×-algebra generated by the
operators Tj ⊗ ej − λjI ⊗ ej, 1 ≤ j ≤ m contains at least one invertible
element in H˜. The joint spectrum σ×(T ) of the operators T1, . . . , Tm is the
set Rm \ σ×(T ).
Theorem 3.8 (Uniqueness) In the case of n = m for a given simply-
connected domain Ω and an m-tuple of operators T , there exists no more
than one hyperholomorphic functional calculus.
Proof. By the ×-homomorphism conditions one can extend the correspon-
dence (20) to the space P of hyperholomorphic polynomials in only one way.
Then the denseness of P in H(Ω) implies the assertion. 
Theorem 3.9 For any m-tuple T of bounded self-adjoint operators there
exist a hyperholomorphic calculus on Rm.
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Proof. Any hyperholomorphic function on f(x) ∈ H(Rm) can be repre-
sented as the Taylor series [8], Chap. II, § 1.6.3, Remark 2
f(x) =
∞∑
|α|=1
Vα(x)cα, cα ∈ Cl(n, 0).
We have already seen what is Vα(T ), thus the functional calculus may be
defined by the formula
f(T ) =
∞∑
|α|=1
Vα(T )cα.
The convergence of this series is evident. 
3.3 Riesz-Clifford Calculus: an Integral Representa-
tion Procedure
We now deduce the explicit formula for hyperholomorphic calculus. Accord-
ingly to Procedure 2.3 we should define the Cauchy kernel of the operators
Tj as follows.
Definition 3.10 Let n ≥ m. Then (cf. 19)
E(y, T ) =
∞∑
j=0

∑
|α|=j
Vα(T )Wα(y)

 (21)
where
Vα(T ) = T
α1
1 × · · · × T
αm
m × I × · · · × I; (22)
i. e., we have formally substituted in (14) for (~x1, . . . , ~xn) the n-tuple of
operators (T1, . . . , Tm, I, . . . , I).
Remark 3.11 For the sake of the simplicity we will consider in this Section
only the case m = n. Consideration of the more general case n ≥ m is
analogous and will be needed Section 4.
Lemma 3.12 Let | T |= maxj{‖ Tj ‖}. Then for fixed | y |>| T |, the
equation (21) defines a bounded operator in H˜ .
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Proof. Consideration of the real valued series
‖E(y, T )‖ ≤
∞∑
j=0

∑
|α|=j
‖Vα(T )‖ ‖Wα(y)‖


≤
∞∑
j=0

∑
|α|=j
|T |j ‖Wα(y)‖

 ,
and the properties of the Cauchy kernels shows that for the mentioned y the
series (21) converges in the uniform operator topology to a bounded operator.

Definition 3.13 The maximal open subset RC(T ) of R
n such that for any
y ∈ RC(T ) the series in (21) converges in the uniform operator topology to a
bounded operator on H˜ will be called the (Clifford) resolvent set of T . The
complement of RC(T ) in R
n will be called the (Clifford) spectral set of T and
denoted by σC(T ).
From Lemma 3.12 it follows that RC(T ) is always non- empty and from
Definition 3.13 one can see that σC(T ) is closed. Moreover, it is easy to see
that
Lemma 3.14 The Clifford spectral set σC(T ) is compact.
Proof. σC(T ) is a closed subset of R
n which is bounded due to Lemma 3.12.

Lemma 3.15 Let r >|T | and let Ω be the ball B(0, r) ∈ Rm. Then for any
symmetric polynomial P (~x) we have
P (T ) =
∫
∂Ω
E(y, T ) dσy P (y) (23)
where P (T ) is the symmetric polynomial of the m-tuple T .
Proof. First, consider the case of the polynomial P (~x) = Vα(~x). Recall the
formula [8], Chap. II, Lemma 1.5.7(i)∫
∂B(0,r)
Wβ(y) dσ Vα(y) = δαβ . (24)
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Let A be an operator defined by the right-hand side of (23), since the con-
vergence in (21) is uniform, we obtain
A =
∫
∂Ω
E(y, T ) dσy P (y)
=
∫
∂Ω
E(y, T ) dσy Vα(y)
=
∫
∂Ω
∞∑
j=0

∑
|β|=j
Vβ(T )Wβ(y)

 dσy Vα(y)
=
∞∑
j=0

∑
|β|=j
Vβ(T )
∫
∂Ω
Wβ(y) dσy Vα(y)


=
∞∑
j=0

∑
|β|=j
Vβ(T )δαβ


= Vα(T )
= P (T ).
Finally, by linear extension we get the assertion. 
Lemma 3.16 For any domain Ω which does not contain σC(T ) and any
f ∈ H(Ω), we have ∫
∂Ω
E(y, T ) dσy f(y) = 0 (25)
Proof. If we apply a bounded linear functional w on the space B(H˜) to the
integral at left-hand side of the assertion, we will obtain an integral of the
hyperholomorphic function
w(E(y, T )) dσy f(y),
which is equal to 0 by the Cauchy theorem. The arbitrariness of w gives the
assertion. 
Due to this Lemma we can replace the domain B(0, r) at Lemma 3.15 with
an arbitrary domain Ω containing the spectral set σC(T ). An application of
Lemma 3.15 gives the main
15
Theorem 3.17 Let T = (T1, . . . , Tm) be an m-tuple of bounded self-adjoint
operators. Let the domain Ω with piecewise smooth boundary have a con-
nected complement and suppose the spectral set σC(T ) lies inside a domain
Ω. Then the mapping
Φ : f(x) 7→ f(T ) =
∫
∂Ω
E(y, T ) dσy f(y) (26)
defines a hyperholomorphic calculus for T .
Proof. We have already seen (Lemma 3.15) that formula (26) defines a
functional calculus for functions in M(r)(R
n+1). Application of Theorem 3.2
allows us to extend this calculus to the whole of H(Ω). 
4 Riesz-Clifford Calculus and Quantum Field
Theory
4.1 Quantum Field Theory and Clifford Algebras
The step from a quantum system with one particle to quantum ensemble
with m particles depends on the kind of particles we have. For example,
photons satisfy to Bose-Einstein statistics, but electrons satisfy to Fermi-
Dirac statistics [9]. This means that observables of a system of photons are
symmetrical operators relative to equivalent particles; but observables of a
system of electrons are anti-symmetric ones. This involves, in particular, the
Pauli’s exclusion principle: there is only one or no Fermi particle in each state.
Such a distribution of particles among different states can be easily described
with the help of the Clifford algebra Cl(n, 0). The monomial ei11 e
i2
2 · · · e
im
m can
be considered as the description of a physical system, in which the only states
enumerated by k, for which ik 6= 0, are filled by a Fermi particle. The general
element
a =
∑
α
aαeα =
∑
jk=0 or 1
aj1j2...jme
j1
1 e
j2
2 · · · e
jm
m
of Cl(m, 0) can be interpreted as a probability distribution among “pure”
states defined by such monomials1 [9].
1We consider only the case of a finite number of different states. The difficulties oc-
curred in the infinite case is described for example in [26].
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4.2 Quantum Field Theory and Riesz-Clifford Calcu-
lus
Non-commutativity of quantum observables generate the following question:
Let A and B be quantum analogues of classic observables a and b. What cor-
responds to the classic observable ab, the result of simultaneous measurement
of a and b?
Jordan (see for example [17], § 1.2) proposed the answer
A ◦B =
1
2
(AB +BA) =
(
A +B
2
)2
−
(
A− B
2
)2
. (27)
One can interpret this formula in the following way. Simultaneous measure-
ment of A and B from the macroscopic point of view is not simultaneous
from the microscopic one. It is natural to assume that two different pro-
cesses (measurement of AB and BA) will occur with equal probability 1
2
.
This is explicitly described2 by (27).
To prolong such a point of view for three operators A, B, C we can accept
neither (A ◦ B) ◦ C nor A ◦ (B ◦ C) (the Jordan multiplication (27) is not
associative!). We again should select the equal probability 1
6
for six different
processes ABC, ACB, BAC, BCA, CAB, CBA and take the value
1
6
(ABC + ACB +BAC +BCA+ CAB + CBA) = A× B × C.
Note also that A ◦B = A×B.
Prolonging this line we should agree that the symmetric monomial
A1 ×A2 × · · · ×Ak
correspond to the monomial of classic observables
a1 × a2 × · · · × ak.
Thus the symmetric polynomials are a quantum version of classic polynomi-
als. Then the natural condition of continuity leads us to the Riesz-Clifford
functional calculus.
2 In spite of some advantages of the Jordan algebras, they were not too successful and
have almost disappeared in the modern literature.
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One can summarize the main point of this Section the following way: To
describe of an ensemble of Fermi particles we have to study the algebra of
operators on the space H˜ = H ⊗ H0, where the Hilbert space H is a space
of states of one particle and H0 is a (finite-dimensional in our consideration)
space of filling numbers. The Riesz-Clifford functional calculus based on the
symmetric product naturally describes functions of non-commuting quantum
observables in quantum field theory.
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