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Using the Lagrangian formalism, with a simple trial function for dissipative optical two-dimensional 2D
soliton beams, we show that there are two disjoint sets of stationary soliton solutions of the complex cubic-
quintic Ginzburg-Landau equation, with concave and convex phase profiles, respectively. These correspond to
continuously self-focusing and continuously self-defocusing types of 2D solitons. Their characteristics are
distinctly different, as the energy for their existence can be generated either at the center or in the outer layers
of the soliton beam. These predictions are corroborated with direct numerical simulations of the Ginzburg-
Landau equation. Regions of existence in the parameter space of these two types of solutions are found and
they are in reasonable agreement with the predictions of the Lagrangian approach. In addition, direct numerical
simulations allow us to find more complicated localized solutions around these regions. These solutions lack
cylindrical symmetry and/or pulsate in time. Examples of the complex behavior of these beams are presented.
DOI: 10.1103/PhysRevA.77.033840 PACS numbers: 42.65.k, 47.20.Ky
I. INTRODUCTION
Optical beam propagation in nonlinear media has been
studied in detail by many researchers 1–5. A number of
review papers can be found in the literature on this subject
6,7. In self-focusing conservative media, the main differ-
ence between the one-dimensional 1D and two-
dimensional 2D cases is the problem of collapse 8–11. In
the simple paraxial model based on the nonlinear
Schrödinger equation, 2D beams are predicted to contract to
an infinitely small spot with an infinite central field intensity.
Various mathematical models for the description of the col-
lapse phenomenon have been suggested 1,2 and assorted
mechanisms to avoid it have been proposed 3,5,11.
The situation in dissipative media of any dimensionality is
quite different. Beam collapse can be arrested due to the
dissipation. In complete absence of gain, losses may increase
without limit as soon as the field increases to high values. On
the other hand, the gain-loss balance in the medium may lead
to a completely different behavior of the beam. Specifically,
the energy in dissipative media is generated at some points of
the beam and dissipated at others. Despite being a dynamical
formation in this sense, the beam can be stationary, with both
amplitude profile and phase chirp across the beam being
fixed. A beam having a positive or negative chirp in a con-
servative nonlinear medium would necessarily change its
profile on propagation. It would either self-focus or self-
defocus. Dissipative media admit a different scenario. Even
with chirp, the beam may remain stationary and propagate
without changing its shape.
The term “dissipative,” in its present meaning, was intro-
duced in the works of Prigogine 12 to describe systems
which have losses as well as a pump source. One of the
models of a dissipative system is based on the complex
Ginzburg-Landau equation CGLE 13 that has terms re-
sponsible for a variety of gain-loss mechanisms. This equa-
tion contains linear as well as nonlinear gain terms. It also
describes self-phase modulation, as well as diffraction which
manifests itself as a discriminator for various angular com-
ponents of the beam. One of its experimental realizations is
spatial dissipative solitons in semiconductors 14,15. Local-
ized solutions of the CGLE in a bulk medium are 2D beams
in a three-dimensional space, with the longitudinal coordi-
nate being the propagation direction.
In the present work, we find that there are at least two sets
of stable stationary localized solutions with a major qualita-
tive difference: One set consists of “self-focusing” beams
solitons and the other set of “self-defocusing” beams an-
tisolitons 16. When we smoothly change the parameters of
the medium, viz., the external pump, nonlinearity, spectral
filtering, etc., the solutions also change smoothly in a given
range, but abrupt changes occur at the bifurcation points. Our
studies reveal the fact that one type of soliton cannot be
transformed into the other—either smoothly or through a bi-
furcation. In fact, they are separated in parameter space by a
region where no solitons exist. There is no way of continu-
ously transforming a soliton from one region into a soliton of
the other region.
The two-dimensional beams under study in this work be-
long to the class of “dissipative solitons” 17. Thus, we can
make certain conclusions based on our previous experience.
To start with, we consider the simplest case of stationary 2D
solitons with plain “bell-shaped” profiles. This class of solu-
tions can be well approximated with reasonably simple trial
functions, and this allows us to predict the existence of two
types of solutions using the method of moments or Lagrang-
ian formalism 18. Numerical simulations confirm the exis-
tence of these two types of beams. Moreover, numerical
simulations are not restricted to cylindrically symmetric
beams. Thus, they allow us to find more complicated beam
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shapes, as well as their dynamics. Such solutions do appear
in the vicinity of the boundaries of existence of stationary
solutions with cylindrical symmetry. In particular, we find
rotating solutions of elliptic shape, as well as various com-
plexes of several beams, and even 2D exploding beams.
II. STATEMENT OF THE PROBLEM
Our studies are based on an extended complex Ginzburg-
Landau equation, that includes cubic and quintic nonlinear
terms. This normalized propagation equation reads as 19
iz +
D
2

2  + 2 + 4 = i + i2 + i
2 
+ i4 , 1
where z ,r is the normalized envelope of the field,

2
=
1
r

r
r 
r

is the transverse Laplacian for radially symmetric beams, z is
the propagation distance and r is the radial coordinate, D is
the diffraction coefficient,  is the coefficient of the quintic
nonlinearity,  represents linear losses,  is the nonlinear
gain coefficient,  stands for spectral angular filtering of the
cavity, and  characterizes the saturation of the nonlinear
gain. This equation is applicable to wide aperture lasers
20,21 and vertical external cavity semiconductor devices
22. It can also be applied to multimode optical fibers made
of erbium doped glass, when the number of modes is very
large.
There are no known analytic solutions of Eq. 1. The
only way to obtain solutions is through numerical simula-
tions. The latter requires a large amount of computer time. To
have an idea of how the solution may depend on the param-
eters of the equation requires a vast number of simulations.
We are interested in finding the regions in the space of pa-
rameters of Eq. 1 which admit stable soliton solutions. Be-
fore starting any simulations, it would be nice to have some
estimates of where, in the parameter space, these solutions
could be found. For that purpose, approximate techniques
can be very helpful, serving as a guide for our numerical
simulations. Thus, some simplification is a necessity.
The Lagrangian method 18 allows the reduction of the
complete evolution problem, with an infinite number of de-
grees of freedom, to a much simpler one with just a few
degrees of freedom. The problem of solving a partial differ-
ential equation is then reduced to solving a small set of or-
dinary differential equations with variables which involve
the main pulse characteristics such as the peak amplitude, the
pulse width, the position of its center of mass, and phase
chirp parameters. For an arbitrary localized field , a better
variable than amplitude is the beam power, Q,
Q = 2
0
	
2rdr , 2
Thus, in our low-dimensional approximation, we shall de-
scribe the pulse shape by using the beam power, Q, the
width, f , and a chirp factor, c, while locating the center of the
soliton at the origin. These three nonzero quantities, together
with a trial function, can give a good representation of the
soliton solution.
III. LAGRANGIAN FORMALISM AND TRIAL FUNCTION
Let L be the integral of the Lagrangian density, Ld. Hence,
we have
L = L1 +
D
2
P − 1
2
S4 −

3
S6,
where, we have defined
Sn = 
0
	
nrdr, P = 
0
	 	 
r
	2rdr ,
and
L1 = −
i
20
	 
z
− 

z
rdr .
Then, Q=2S2 is the total beam power. The rate of change
of Q is given by 19
Qz =
dQ
dz
= 4S2 − P + S4 + S6 . 3
In the following, we shall use this trial function that in com-
bination with either the minimization of the Lagrangian or by
using the method of moments allow us to approximate the
real solution.
A. Quartic-Gaussian trial function
In order to have more flexibility in approximating the
beam shape, we use a higher-order Gaussian-type function as
a trial function, viz.,
r,z =

2
3/4fz exp− r
4
2m2f4z −
r2
f2z


 e−m2Qz
m erfcm
expir2cz − z , 4
with fz, cz, and Qz defined as above and where m is a
parameter that controls the relative contribution of each term
r2 and r4 in the trial function. The complementary error
function, erfcm, appears in 4 to give the correct normal-
ization. Throughout this paper, we consider m to be a con-
stant. The function z in 4 represents the axial phase evo-
lution. For a stationary solution, the values f , c, and Q are
constants and z==const, so that the phase evolution is
linear, z=z. For pulsating solutions with radial symme-
try, =z oscillates rather than being constant. Our studies
have shown that the function 4 gives a good fit for the
beam shape as well as for the regions of existence of solitons
in the space of the equation parameters.
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Using 4 in the expression for the Lagrangian, we obtain
L1
23/2
Qz = m e−m
2
erfcm
− m
 f2zcz − 
z , 5
S4 =
erfc
2mQ2z

2m5/2 erfc2mf2z ,
S6 =
2 erfc
3mQ3z

3m24 erfc3mf4z ,
P = Qz
3/2f2z2e−m
2
m2c2zf4z + 1
m erfcm
−

2m2c2zf4z + 1 . 6
Euler-Lagrange equations for our dissipative system are see
18
d
dz Lpz − Lp = − 2 Re0
	
K
1
i

p
rdr 7
for each parameter p, where K indicates the dissipative terms
of the CGLE, viz.,
K = 2 + 4 + 6 + 

r

r
rr . 8
So the Euler-Lagrange equations provide us a way of pro-
cessing the trial function so that we can easily find the rel-
evant physical quantities. This is much easier than solving
the original partial differential equation 1. We can then eas-
ily find Lp and
L
pz
for each p=Q , f ,c , ,m.
The first three multiplicative factors needed are purely
imaginary,
1
i

Q = −
i
2Qz , 9
1
i

 f = −
i2r4
m2
+ 2f2zr2 − f4z
f5z , 10
1
i

m
=
i
22m + 1m − 2r4m3f4z − 2e−m
2

 erfcm . 11
The other two are real,
1
i

c
= − r2, 12
1
i


= 1. 13
For example,
L

= −
Qz
2
. 14
In fact, the  equation recovers Eq. 3.
The trial function 4 can be improved in several ways to
give a better fit for the exact solution. For example, we could
use a different form for the phase term in 4. Namely, we
could replace czr2 by the expression b lncosh rfz . This
form would reflect the fact that the phase tends to be roughly
quadratic near the axis r=0 and turns into a linear function
when r is larger. Near the center, cb / f2 and the sign of b is
the same as the sign of c. In reality, this modification does
not lead to significant improvements.
Now we can either set the value of m, e.g., m=const, and
then find Q , f ,c or use the additional m equation and solve
for Q , f ,c and the “optimum” m. In practice, this latter idea
leads to a more complicated dynamical system but does not
give a significant improvement, so we usually study the evo-
lution of the set of ordinary differential equations, Qz
=Qz , fz= fz , cz=cz and then we find z, or just
get the stationary solutions from the fixed points by solving
the set Qz=0, fz=0, cz=0, and then use z=.
The fixed points are designated Q0 , f0 ,c0. Various fixed m
lead to different low-dimensional dynamical systems. Gener-
ally, they are complicated, with coefficients which are given
in terms of hypergeometric functions of m. Two relatively
simple cases are presented below.
B. Case m=1
Using Eq. 4 in the Euler-Lagrangian set of equations
allow us to obtain a dynamical system for the variables Q, f ,
and c. For example, for the case m=1 we have D−1
Qz
Qz = − 2.555 87c
2zf2z + 2 + 0.934 07Qzf2z
− 6.555 87

f2z + 0.547 538
Q2z
f4z , 15
fz
fz = − 0.982 16c
2zf2z + 2cz + 2.147 885 f2z
− 0.194 244
Qz
f2z − 0.159 27
Q2z
f4z , 16
cz = − 2c2z − 17.0404
cz
f2z − 0.730 924
Qz
f4z
+
5.130 049 58
f4z − 0.571 274 23
Q2z
f6z . 17
Approximate coefficients here have been calculated numeri-
cally. Equations 15–17 comprise a complete set. The
phase, , can be calculated separately from the following
equation:
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z = − 5.444 13cz − 0.700 555
Qz
f2z +
3.277 93
f2z
− 0.456 28
Q2z
f4z . 18
C. Gaussian limit
If we take the limit m→	, we obtain the Gaussian limit,
 =
1
fz
2Qz exp−  rfz2expir2cz − z .
19
The dynamical system in this case takes the exact and simple
form
Qz
Qz = − 4c
2zf2z + 2 + 2Qz

− 4 1f2z
+
8Q2z
32f4z , 20
fz
fz = − 2c
2zf2z + 2cz + 2 − Qz2  1f2z
−
8Q2z
92f4z , 21
cz = − 2c2z − 8
cz
f2z + 2 − Qz  1f4z − 16Q
2z
92f6z ,
22
plus an additional equation for the phase
z = − 4cz + 2 − 3Qz2  1f2z − 20Q
2z
92f4z . 23
IV. EXISTENCE OF TWO CLASSES OF BEAMS
Stationary solutions of the dynamical system Eqs.
15–17 are given by the soliton parameters which are z
independent, i.e., Qz=Q0, fz= f0, and cz=c0. When we
have these parameters, we can use Eq. 18 to find z=.
Such a solution corresponds to a fixed point FP of the
dynamical system. Fixed points of this three-variable dy-
namical system, together with the trial function 4, approxi-
mate the stationary solitons of the CGLE. Standard lineariza-
tion techniques can be used to find the stability of these FPs.
An example of the soliton profile found using the trial func-
tion of Eq. 4 is shown in Fig. 1. This particular soliton has
negative chirp, c. The key result of the present study is that
solitons can have either positive or negative chirp, c. They
are located in different regions of the parameter space,
though their profiles may be similar to each other.
Guided by the predictions of the reduced method, we have
numerically calculated the exact field amplitude and phase
profiles of the solutions for each region of existence of stable
solitons. Direct simulations of the CGLE 1 are made with-
out imposing radial symmetry on the beams and therefore the
Laplacian depends on both variables x and y,

2
=
2
x2
+
2
y2
.
We have numerically solved Eq. 1 in a Cartesian grid using
a split-step Fourier method. Thus, the second-order deriva-
tive terms in x and y are solved in Fourier space. All other
linear and nonlinear terms in the equation are solved in real
space using a fourth-order Runge-Kutta method. Most of the
simulations presented in the paper were carried out using a
numerical grid of 512
512 points in x ,y. We used various
values of step size along the x, y, and z variables to check
that the results do not depend on the mesh intervals, thus
avoiding any numerical artifacts. In this way, we were able to
find regions where stable stationary solutions exist and to
determine the exact field amplitude and phase profiles of the
solutions in these regions.
Generally, as expected, the beams are radially symmetric.
Two examples, illustrating the two types of solitons found
numerically, are shown in Figs. 2 and 3. The amplitude pro-
files are qualitatively similar. However, the phase profiles
clearly show that the chirps are of opposite sign. Thus, these
0.5 1.0 1.5 2.0 2.5 r
0.5
1.0
1.5
2.0
2.5
3.0
ampl
FIG. 1. An example of radial profile of a beam with negative
chirp c0. Exact profile solid line found using CGLE and
quartic-Gaussian approximation 4 with m=1.6 dashed line.
Here, =−0.1, =−0.08, =−0.03, =0.22, =0.08. The values
Q0=13.8, f0=1.03, c0=−0.058, and =−1.2, calculated from the
approximation, fit the exact result fairly well.
0 1 2 3
0
1
2
3
ε = 0.5 , β = 0.04
ν = − 0.08 , µ = − 0.09
δ = − 0.045
r
|ψ
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|
0
π/8
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e
FIG. 2. Amplitude solid line and phase dashed line profiles
of the soliton solution obtained for the following values of the pa-
rameters: =0.04, =−0.08, =−0.045, =0.5, and =−0.09.
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two examples belong to different classes of solitons. We can
also notice the different phase scales in these two figures—
the positive chirp is much stronger than the negative one.
The amplitude scales show that they may carry more power.
These qualitative observations are in full agreement with the
predictions of the low-dimensional approximation.
V. TWO REGIONS OF EXISTENCE
By solving either of the dynamical systems for various
values of the equation parameters of the CGLE, we can con-
struct regions of stable fixed points. In order to keep the
presentation of the results reasonably simple, we keep four
equation parameters fixed and change the other two, looking
at these two-dimensional slices of the six-dimensional space
of the equation parameters D, , , , , and  to find
where FPs exist and are stable. Proceeding in this way, we
have observed the existence of two separate regions of stable
fixed points. A point from one region cannot be transformed
into a point from the other region with a continuous change
of parameters. Thus, it appears that these two regions corre-
spond to two different types of solitons of the CGLE. One of
the branches has positive chirp, c, and high power, Q, while
the other one has negative chirp and low power. Within the
low-dimensional approximation, FPs in both regions are
stable.
Figures 4 and 5, respectively, show two 2D regions where
these two types of different solutions exist. In particular, Fig.
4 shows the region of existence of solitons with negative
chirp. The negative chirp means that the beam is continu-
ously self-focusing. Figure 5 shows the region of existence
of solitons with positive chirp. Such a beam is continuously
self-defocusing. The gray area in each case represents the
results obtained from the low-dimensional approach, while
the hatched area is obtained from numerical simulations of
the whole CGLE, as described above. The region obtained
with the reduced model approximates the exact results quite
well in the case of self-focusing solitons. The agreement is
qualitatively reasonable for the region of self-defocusing
beams antisolitons. A similar situation has been observed in
the 1D case 16.
Thus, using the low-dimensional approximation, we pre-
dict the existence of two types of 2D beams with qualita-
tively different properties. The beams of one class have
negative chirp and are continuously self-focusing, while
beams of the other type have positive chirp and are continu-
ously self-defocusing. However, each type of beam remains
stationary along the direction of propagation, z. These two
types of beams are located in two different regions of the
parameter space and are not connected to each other. Con-
tinuously self-defocusing beams normally have higher
power, Q, than continuously self-focusing ones.
VI. SOLITON CHIRP AND ENERGY FLOW ACROSS THE
SOLITONS
The soliton chirp is an important physical parameter that
is related to the energy flow inside the beam. In order to see
this, let us recall the continuity equation for dissipative sys-
tems 17. For stationary solutions, the density of energy
generation, Pˆ r is related to jˆr through the following equa-
tion:
Pˆ r =
1
r

r
rjˆ , 24
where
0 1 2 3
0
3
6 ν = − 0.08 , µ = − 0.05
ε = 3.0 , β = 2.0
δ = − 0.045
|ψ
o(
r)
|
0
2π
4π
r
ph
as
e
FIG. 3. Amplitude solid line and phase dashed line profiles
of the antisoliton with =3, =2.
−0.1 −0.05 0
0
0.2
0.4
0.6 δ = -0 . 0 45 , β = 0 . 04
ν = -0 . 0 8
µ
ε
FIG. 4. Region of existence of solitons with negative chirp c0
0 in the  , plane found using the trial function 4. Stable
FPs exist in the gray region. The hatched area shows the region
where stable stationary solutions are obtained numerically using the
full Ginzburg-Landau equation. The two regions match reasonably
well.
0 1 2
0
1
2
3
4
5
δ = -0 . 0 45 , µ = -0 . 0 5
ν = -0 . 0 8
β
ε
FIG. 5. Region of existence of antisolitons with positive chirp
c00 or self-defocusing type of solitons in the  , plane. The
gray region is obtained with the low-dimensional approximation
while the hatched region is obtained with direct numerical simula-
tions. The parameters are D=1, =−0.08, =−0.05, =−0.045.
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jˆ = i
2
r

− r
 25
and
Pˆ r = 22 + 24 + 26
+ rr2 − 2r2 + 1
r

r
2 . 26
Now, we can use the reduced model to relate the chirp to the
energy generation and flux across the beam.
Using the trial function 4 for arbitrary m, we find the
flux to be
jˆ = 4Rc0Q0
m3/2 erfcmf0
exp− m2 + R22
m2
 , 27
where R=r / f0. Then the energy generation Pˆ is given by
Pˆ R =
8m21 − 2R2 − 2R4c0Q0
m33/2erfcmf02
exp− m2 + R22
m2
 .
28
Normalized values of PR= Pˆ f0
2
c0 Q0 and jR= jˆ
f0
c0Q0 are plot-
ted in Fig. 6. These values do not depend on the chirp. PR
is positive at the center of the beam while jR is positive in
the whole interval.
We have the condition that the total energy generation is
zero:

0
	
RPRdR = 0. 29
This condition must be satisfied for stationary solutions, and
is clearly valid here for all m. As we can see from Eqs. 27
and 28, the values jˆ and Pˆ are directly proportional to c0. If
c00, energy is generated in the outer parts of the beam
where Pˆ 0, and flows to the central area where it is dissi-
pated. In a conservative medium, this process would corre-
spond to the beam self-focusing. If c00, then the process is
the opposite: The energy is generated near to the central axis
where Pˆ 0, and it is dissipated in the outer parts of the
beam where Pˆ 0. Again, in a conservative medium, this
would correspond to the self-defocusing of the beam.
Clearly, in the case of a conservative medium, the beam
could not be stationary when either self-focusing or self-
defocusing occurs. In dissipative media, this effect, involving
an internal radial flux of energy in the beam, produces the
dynamical equilibrium within the stationary solution. Thus,
the beam can be either continuously self-focusing or continu-
ously self-defocusing.
We could use a different form for the phase term, viz.,
b lncosh rfz  to replace czr
2 in Eq. 4. As mentioned
above, this form reflects the fact that the phase tends to be
roughly quadratic near the axis r=0 and linear when r is
larger. We then obtain, for the flux,
jˆ = 2 tanhRbQ0
m3/2 erfcmf03
exp− m2 + R22
m2
 . 30
For the energy generation, we obtain the following expres-
sion:
Pˆ =
P1 bQ0
m33/2R erfcmf04
exp− m2 + R22
m2
 . 31
where
P1 = 2m2R sech2R + 2m21 − 4R2 − 4R4tanhR .
The curves for normalized j and P would be similar to those
in Fig. 6, as b lncoshRR2 /2 for small R.
The different signs of chirp for the two types of solitons
mean that, in one case, the on-axis phase is retarded relative
to the outer part negative c or b, while in the other case it
is advanced with respect to the outer part positive c or b.
Turning now to the exact results, we plot the distribution
of energy, P, generated and dissipated inside of the soliton,
as found numerically, directly from the CGLE. These are
shown in Figs. 7 and 8. In the first case, energy is generated
in the outer parts of the soliton and dissipated near the center
of the beam see Fig. 7, while in the second case, the energy
generation is positive near the axis of the soliton and nega-
tive in the wings see Fig. 8. Thus, there is a fundamental
qualitative difference between the two types of solitons. We
can also designate them “dissipative solitons” negative c or
b and “dissipative antisolitons” positive c or b, in analogy
with the 1D case 16. Generally, antisolitons tend to have
high positive chirp and higher power Q than negatively
chirped solitons.
0.2 0.4 0.6 0.8 1.0 1.2
r
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0.5
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o
FIG. 6. Normalized energy generation solid line and flux
dashed line as a function of the normalized radius R=r / f0. Here,
m=1.
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FIG. 7. Energy generation as function of the radius r for the
self-focusing soliton shown in Fig. 2.
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In 2D geometry, the first case corresponds to continuously
self-focusing solitons, while the second one corresponds to
continuously self-defocusing solitons. In each case, the beam
remains stationary, i.e., it does not change its transverse pro-
file. This shows a conceptual difference between beam
propagation in conservative and dissipative media.
VII. WHAT HAPPENS AROUND THE AREAS WHERE
STATIONARY SOLUTIONS BECOME UNSTABLE?
When the radially symmetric solution loses stability, it
may be transformed into a more complicated beam. Direct
simulations reveal that, in addition to stationary beams, there
are localized structures that cannot easily be obtained using
simple approximations. The regions of existence of regular
solitons or antisolitons are surrounded by regions of nonsta-
tionary beams. A rich variety of such solutions exists, with
unique dynamics for each type.
Above the region of soliton beams Fig. 4, and partially
overlapping with it, we find regions that correspond to stable
rotating beam complexes. These regions are shown in Fig. 9.
The type of solution that we obtain depends on the equation
parameters, as well as on the initial conditions, since several
stable solutions exist for the same set of parameters. We
observe three major types of rotating structures. The regions
of their existence can slightly overlap with each other, indi-
cating bistability at the borders between different regions.
Thus, small hysteresis loops can be observed when increas-
ing or decreasing the  value.
In particular, some of the observed structures consist of
two or more beams with circular symmetry, combined into a
single beam with higher energy. Similar structures were
found previously in the three-dimensional case 23 for the
transversal profiles. Relatively simple double-peaked beams,
lacking circular symmetry, and rotating with constant angular
velocity, are observed in region I of Fig. 9. When we change
the parameters and reach region II, the distance between the
two beams forming the complex oscillates. In the first case
from region I to region II, the power, Q is constant, while
in the second case region II, it oscillates. Starting from a
solution in region I and decreasing , the separation between
the two components of the complex decreases, reaching a
point at which the two beams merge and a beam of oval
shape appears. It rotates with constant angular velocity. An
example is shown in Fig. 10. However, this scenario does not
always occur—for smaller values of  below −0.08, the
regions I and III separate note the white stripe at the small-
est values of  in Fig. 9. Then we cannot transform one
solution into another by smoothly changing .
Comparing Figs. 4 and 9, we can see that cylindrically
symmetric beams co-exist with rotating solutions in region
III and also partially in region II, resulting in bistability in a
relatively wide region.
To summarize, Fig. 9 shows three distinctive regions. The
vertically hatched region I corresponds to stable rotating
double-beam structures. The horizontally hatched region II
corresponds to periodic double soliton structures with oscil-
lating separation between the two beams. The dark gray re-
gion III corresponds to rotating oval-shaped single beams.
An example of such a beam is plotted in Fig. 10. Its location
in region III of Fig. 9 is denoted by a white circle. The upper
boundary of region I in Fig. 9 has additional substructures
which cannot be resolved on the scale of this figure. Specifi-
cally, the beams tend to become wider, and complexes of
several solitons can be observed. One example is shown in
Fig. 11. This solution appears at the point denoted by the
dark rhombus in Fig. 9.
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FIG. 8. Energy generation as function of the radius r for the
self-defocusing soliton shown in Fig. 3.
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FIG. 9. Regions of existence of stable rotating structures. These
regions are located around mainly above the upper part of the
hatched region in Fig. 4. Here the vertically hatched area denoted
I corresponds to rotating double beams. The horizontally hatched
area denoted II corresponds to oscillating and simultaneously ro-
tating double beams. The dark area denoted III corresponds to
rotating oval-shaped single beams.
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FIG. 10. Transverse profile of a rotating soliton existing in the
dark region of Fig. 9. Its exact location in the parameter space in
region III is marked in Fig. 9 by a white circle.
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VIII. NONSTATIONARY STRUCTURES AROUND
ANTISOLITONS
The region of existence of antisolitons in Fig. 5 is also
surrounded by regions of nonstationary structures that can be
found using direct numerical simulations of the CGLE.
These solutions are qualitatively different from those de-
scribed in the preceding section. Figure 12 presents a mag-
nification of part of the hatched region shown in Fig. 5. In
addition to the hatched region, it shows, in gray, a region
where soliton solutions evolve periodically. One example of
radially symmetric soliton pulsations is shown in Fig. 13.
The solution conserves the circular symmetry on propaga-
tion, but its profile changes periodically between the two
shapes represented in parts a and b of Fig. 13. The total
power Q has extrema at these points. Their locations, in z,
are indicated by the dashed lines in Fig. 13c.
The antisolitons have higher powers than solitons, and
correspondingly, they can be easily transformed into explod-
ing solitons. For the 1D case, they were discovered in
24,25. Figure 14 gives the evolution of power Q in z for an
exploding soliton existing in the 2D case. These solutions are
found in the upper left-hand side of the region for antisoli-
tons not shown here. The soliton explodes intermittently,
thus resulting in significant bursts of power above the aver-
age, recovering the initial radially cylindrical shape after
each explosion. As it was shown for the 1D exploding soli-
tons, this unusual dynamics appears as a result of an insta-
bility. They can be clearly observed in the manner described
above close to the left-hand side of the gray area in Fig. 12.
As we move further from this boundary, the explosions be-
come more violent, and, as a result more than one beam can
be generated in some cases. This gives rise to a very com-
plicated dynamics, ending up with the whole numerical grid
filled with the solution. These type of solitons need more
numerical studies to be understood in their full complexity.
IX. CONCLUSION
In conclusion, using the Lagrangian formalism with a
quartic-Gaussian trial function for dissipative optical 2D
soliton beams, we have shown that there are two sets of
stationary soliton solutions of the complex cubic-quintic
Ginzburg-Landau equation. Their properties are distinctly
different. First, the parameter regions of existence of these
solitons are well separated. Second, these two types of soli-
tons have opposite signs of the chirp parameter which gov-
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FIG. 11. Purely rotating quadruple beam. Its location in the
parameter space is represented by the dark rhombus in Fig. 9.
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FIG. 12. Region of existence of stable antisolitons hatched
area. This is a magnification of a part of Fig. 5 The gray area
represents the region of pulsating solutions.
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FIG. 13. Example of pulsating solution. Beam profile of the
solution at a a maximum and b a minimum of Q. c Periodic
evolution of Q vs z.
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FIG. 14. Evolution of the power for an exploding beam.
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erns the direction of energy flow inside the soliton beam. As
a consequence, they have concave and convex phase profiles,
respectively. Thus, the beams of one type are continuously
self-focusing, while the beams of the other type are continu-
ously self-defocusing 2D solitons. This type of beam evolu-
tion can only happen in dissipative media with gain and loss.
We have labeled them dissipative solitons and antisolitons,
respectively.
Our predictions are corroborated by direct numerical
simulations of the Ginzburg-Landau equation. Regions of ex-
istence in the parameter space of these two types of solutions
are in reasonable agreement with the predictions of the La-
grangian approach.
Direct numerical simulations also reveal more compli-
cated localized solutions around these regions. In particular,
around the boundaries of existence of these two types of
stationary solutions, we have observed rotating and/or oscil-
lating beams with complex shapes.
These solutions lack radial symmetry and can have oval
shape. Moreover, they can consist of two or four beams of
basic structure. The solutions may rotate as well. These so-
lutions appear close to the upper boundary of existence of
regular solitons. Another type of dynamical behavior is pro-
vided by pulsating solitons. Pulsating solutions are circularly
symmetric and they can be transformed into exploding
beams when changing equation parameters. The latter are
observed at the boundary of existence of antisolitons. We
have presented numerical examples of the complex behavior
of these beams. The latter type of soliton beams cannot eas-
ily be predicted using a reduced model.
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