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LARGE FINANCIAL MARKETS AND ASYMPTOTIC
ARBITRAGE WITH SMALL TRANSACTION COSTS
IRENE KLEIN, EMMANUEL LEPINETTE, AND LAVINIA OSTAFE
Abstract. We give characterizations of asymptotic arbitrage of the first and
second kind and of strong asymptotic arbitrage for large financial markets
with small proportional transaction costs λn on market n in terms of conti-
guity properties of sequences of equivalent probability measures induced by
λn–consistent price systems. These results are analogous to the frictionless
case, compare [16], [23]. Our setting is simple, each market n contains two
assets with continuous price processes. The proofs use quantitative versions
of the Halmos–Savage Theorem, see [24], and a monotone convergence result
of nonnegative local martingales. Moreover, we present an example admitting
a strong asymptotic arbitrage without transaction costs; but with transaction
costs λn > 0 on market n (λn → 0 not too fast) there does not exist any form
of asymptotic arbitrage.
1. Introduction
In the classical theory of mathematical finance a crucial role is played by the
notion of arbitrage, which is the cornerstone of the option pricing theory that goes
back to F. Black, R. Merton and M. Scholes [1]. In the past decades, significant
work has been done to develop this theory for models with a finite number of assets
(to which we will refer to as “small” market models). As the “real world” financial
market can contain a very large (even unbounded) number of traded securities the
natural idea of approximating such a “large” market by a sequence of small models
came up. Even if each of the small market models is arbitrage–free, by investing
in a large enough number of them one may obtain an asymptotic form of arbitrage
in the limit. So, it is clear that in a large financial market one has to exclude
asymptotic arbitrage opportunities as well.
Starting from the ideas of Ross and Huberman, [30] and [12], to describe a fi-
nancial market by a sequence of market models with a finite number of securities,
Kabanov and Kramkov [15] introduced the concept of a large financial market that
fits the continuous–time framework. They consider a sequence of price processes
{(Snt )t∈R+}n∈N based on a sequence of filtered probability spaces rather than a sin-
gle stochastic process (St)t∈R+ based on a fixed filtered probability space. Kabanov
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and Kramkov introduced the notion of asymptotic arbitrage and distinguished be-
tween two kinds: asymptotic arbitrage of the first kind (AA1) and asymptotic ar-
bitrage of the second kind (AA2). AA1 can be seen as the opportunity of getting
arbitrarily rich with strictly positive probability by taking an arbitrarily small risk.
AA2 gives the opportunity of gaining at least something (which could be a small
amount) with probability arbitrarily close to one, while taking the risk of losing an
amount of money which is uniformly bounded.
Extensive work has been done in the case of a small market model without
transaction costs to relate the absence of arbitrage opportunities to the existence
of equivalent martingale measures, see e.g. [10], [11], [25], [3], [4], [6], [14] and [20].
A similar situation occurs also in the context of a large financial market. Under the
assumption that each small market model does not allow for any kind of arbitrage
opportunity one gets a connection between the absence of asymptotic arbitrage
and some properties of the sequences of equivalent martingale measures Qn for Sn.
The first results in this direction were obtained by Kabanov and Kramkov under
the assumption that each small market model is complete. In [15] they established
necessary and sufficient conditions for the absence of asymptotic arbitrage of the
first and of the second kind in terms of contiguity properties of the sequence of
equivalent martingale measures with respect to the sequence of objective measures.
As contiguity of sequences of measures is the generalization of absolute continu-
ity of measures these theorems can be considered as versions of the Fundamental
Theorem of Asset Pricing for large financial markets. In [23] and [24], Klein and
Schachermayer and in [16] Kabanov and Kramkov extended the theorems of [15] to
the incomplete market case.
All the above–mentioned results were obtained for a large financial market with-
out transaction costs. The main goal of this paper is to study the asymptotic
arbitrage opportunities when each small market model of index n is subject to
transaction costs λn. When one introduces transaction costs, the usual notion of
an equivalent martingale measure that is used in a market without friction, is re-
placed by the concept of a λ–consistent price system (λ–CPS), see e.g. [2], [8], [9],
[19]. In analogy with the classical case of a small market without transaction costs,
it is here possible to relate the absence of arbitrage opportunities to the existence of
λ–CPSes. In this paper we will give similar criteria for the case of a large financial
market. To be precise we give characterizations of the absence of the various as-
ymptotic arbitrage opportunities in terms of contiguity properties of the sequence
of sets of measures Qn induced by λn–CPSes (Q
n, S˜n) with respect to the sequence
of objective measures (Pn).
We will now briefly describe the structure of the present paper in detail. We
concentrate on a simple setting for each small market model with proportional
transaction costs λn. That is, we assume that each market n is given by two assets,
a risk–free and a risky one with continuous paths. We impose transaction costs
λn in the following way: if we buy one unit of the risky asset at time t we have
to pay Snt , if we sell one unit at time t we receive (1 − λn)Snt . In Section 2 we
introduce the market model. In Section 3 we give the definitions of asymptotic
arbitrage in the presence of small transaction costs λn on market n. Moreover,
we present our main results, which turn out to be completely analogous to the
frictionless case, compare [23], [16]. Indeed, the first theorem gives that the absence
of asymptotic arbitrage of the first kind with transaction costs λn on market n is
ASYMPTOTIC ARBITRAGE WITH SMALL TRANSACTION COSTS 3
equivalent to the existence of a sequence of λn–CPS (Q
n, S˜n) such that the sequence
of objective measures (Pn) is contiguous with respect to the sequence (Qn). The
second theorem gives that the absence of asymptotic arbitrage of second kind with
transaction costs λn on market n is equivalent to weak contiguity of the sequence of
sets of measures Qn coming from a λn–CPS (Q
n, S˜n) with respect to the sequence
of objective measures Pn. Moreover, in a third theorem we characterize the notion
of strong asymptotic arbitrage in terms of a condition of entire separability of the
sequence of the sets of measures Qn and the sequence of objective measures (Pn).
In Section 4 we give the proofs of the main results. One tool for these proofs is a
monotone convergence result for a sequence of nonnegative local martingales which
we present in an extra section, Section 5, as it seems interesting in itself. In Section 6
we present an example of a large financial market that shows that the introduction
of transaction costs influences the asymptotic arbitrage opportunities. We present
a large financial market that allows for a strong asymptotic arbitrage. However, if
we impose transaction costs (however small) the asymptotic arbitrage disappears.
We can even show that, if we let the transaction costs λn on market n converge to
0 not too fast, then there still does not exist any form of asymptotic arbitrage. We
show this by directly constructing a λn–CPS with a unique equivalent martingale
measure Qn such that the sequence (Qn) is contiguous with respect to (Pn) and
vice versa.
At the end of this introduction a comparison of our results with the similar
recent results of Lepinette and Ostafe [26] is in order. Let us first mention that the
setting of two assets is more natural if one is interested in the behavior when the
transaction costs λn converge to 0 for n→∞. Section 6 is one step in this direction.
The more general high dimensional setting as in [26] is based on the framework of
Kabanov’s modelling of multi–dimensional currency markets in a nume´raire–free
way, see e. g. [17], [20], [18]. The authors of [26] can extend the results of [16], [23]
to multidimensional large financial markets with transaction costs. We still think
that it is interesting to prove the results in the two-dimensional case directly. On one
hand our proofs are based on rather direct applications of the quantitative versions
of the Halmos–Savage–Theorem of [24] and we do not have to go into the involved
details of the general cone–setting. On the other hand, although our setting clearly
is a special case of the one provided in [26], there is a substantial difference in the
way the concepts of asymptotic arbitrage are defined and therefore the theorems
are similar but not equivalent. Usually in mathematical finance, in an arbitrage
condition, one considers trading strategies with value processes that are bounded
from below by the same constant at all times 0 ≤ t ≤ T . In this way phenomena like
doubling strategies are excluded. Note that, in the asymptotic arbitrage definitions
of the present paper we require the value processes to be bounded from below by
the same constant for all n and all times 0 ≤ t ≤ Tn, whereas this is not the case
in the asymptotic arbitrage definitions of [26]. They only assume the same bound
from below for all n at the terminal times Tn. At times t < Tn the bound from
below could depend on n. This means, in their versions of asymptotic arbitrage,
when n goes to infinity, one could make arbitrarily big losses at times t < Tn before
reaching the asymptotic arbitrage at terminal time Tn, which could be compared to
the phenomenon of doubling strategies. Moreover, this is not in complete analogy
with the original definitions of asymptotic arbitrage opportunities as appearing in
[23], [16], where the uniform bound from below for all n and t was crucial. Therefore,
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we consider our present definitions with the same lower bound for all n at all time
points t as the more natural versions of asymptotic arbitrage. In the no transaction
costs case, however, this difference does not even occur as having the bound from
below at maturity T implies the same bound from below for all times t < T (as
we assume NA for each market n), see [4]. In the transaction costs setting, the
situation is more subtle. A not yet published example of W. Schachermayer [28]
shows that, even if one excludes arbitrage with transaction costs λ, it is possible to
construct an example in which the value process of an admissible trading strategy
at the terminal time is bounded below by −1 but it is strictly smaller than −1 with
positive probability at a prior time point. A result of W. Schachermayer [28], which
we state in the Appendix, see Proposition 7.5, provides us with the appropriate tool
for our proofs. Under the assumption that we have NA for all λ > 0, this result gives
us the same bound from below at all times t ≤ T if the value process is bounded
from below at the terminal time T (this is then in analogy to the no transaction
costs case). In order to apply this we impose that on each market n there does not
exist an arbitrage opportunity with any transaction costs λ > 0 (however small).
This is in the spirit of large financial markets where there is always assumed that
each small market is arbitrage-free in every possible sense. As our no asymptotic
arbitrage conditions are weaker than those in [26], our theorems are stronger in
the following aspect: the more involved implications, which are that no asymptotic
arbitrage implies the corresponding contiguity property, are stronger.
2. Large financial markets with proportional transaction costs
A large financial market consists of a sequence of market models, which are given
in the following way. Let (Ωn,Fn, (Fnt )0≤t≤Tn , Pn), n ∈ N, be a sequence of filtered
probability spaces where the filtration satisfies the usual assumptions. For each n
we are given a risk–free asset Bn normalized to Bnt = 1 and a risky asset S
n, where
(Snt )0≤t≤Tn is adapted to (Fnt )0≤t≤Tn with continuous and strictly positive paths.
Moreover, in order to be able to apply the crucial Proposition 7.5 which appears
in an unpublished work of W. Schachermayer, we use the same assumptions: that
is, we assume that the filtration (Fnt )0≤t≤Tn is generated by a d(n)–dimensional
Brownian motion (Wnt )0≤t≤Tn . (All local martingales with respect to an equivalent
measure will have continuous paths).
We assume that on each market n we have to pay proportional transaction costs
λn. As usual in the context of large financial markets we will assume an appropriate
condition on each market n that will exclude any form of arbitrage there. In our case
we want to guarantee that on each market n there are no arbitrage opportunities
with small transaction costs. To this end we recall the notion of a consistent pricing
system as used, for example, in [9], which replaces the notion of an equivalent
martingale measure that is used in a market without transaction costs.
Definition 2.1. A λ–consistent price system (CPS) for the market n is a pair
(Qn, S˜n) of a probability measure Qn ∼ Pn and a process (S˜nt )0≤t≤Tn which is a
local martingale under Qn such that
(2.1) (1− λ)Snt ≤ S˜nt ≤ Snt , a.s., for all t ∈ [0, T n].
Denote by Mn(λ) the set of all probability measures Q ∼ Pn inducing a λ–CPS,
that is
(2.2) Mn(λ) = {Q ∼ Pn : ∃ a Q–local martingale S˜n with (Q, S˜n) λ–CPS}
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The following assumption will be used throughout the paper. For each market
n this condition is equivalent to the absence of arbitrage with arbitrarily small
transaction costs λ > 0 on each market n, see [8] (we state the theorem in the
appendix, Theorem 7.1).
Assumption 2.2. Mn(λ) 6= ∅ for all λ > 0 and all n ∈ N.
In order to give a meaning to a no arbitrage condition in the presence of trans-
action costs λ we define the following trading strategies. The definition goes back
to [21], [22] and [9]. Here everything works in the same way for each market n,
therefore we omit the superscript n for the moment.
Definition 2.3. A self–financing trading strategy with zero endowment is a pair of
right–continuous, adapted finite–variation processes (ϕ0t , ϕ
1
t )0≤t≤T such that
(1) ϕ00− = ϕ
1
0− = 0
(2) ϕ0t = ϕ
0,↑
t − ϕ0,↓t and ϕ1t = ϕ1,↑t − ϕ1,↓t , where ϕ0,↑t , ϕ0,↓t , ϕ1,↑t , ϕ1,↓t are the
decompositions of ϕ0 and ϕ1 into increasing processes starting at ϕ0,↑0− =
ϕ
0,↓
0− = ϕ
1,↑
0− = ϕ
1,↓
0− = 0 and satisfying
(2.3) dϕ0,↑t ≤ (1− λ)Stdϕ1,↓t , dϕ0,↓t ≥ Stdϕ1,↑t , 0 ≤ t ≤ T.
(3) The trading strategy ϕ := (ϕ0, ϕ1) is called admissible if there is M > 0
such that the value process (under transaction costs λ) V λ,St (ϕ) satisfies
(2.4) V λ,St (ϕ) := ϕ
0
t + (ϕ
1
t )
+(1 − λ)St − (ϕ1t )−St ≥ −M, a.s. for 0 ≤ t ≤ T .
Here ϕ0 specifies the holdings in the bond and ϕ1 the holdings in the stock. In
the above definition, the initial value of the trading strategy is given at the point
0−. We extend the time interval [0, T ] by the additional point 0− in order to be
able to cope with a possible jump which may appear at time 0. We impose the
conditions in (2.3) in order to be solvent, i.e., after liquidating the position in stock,
the resulting amount in bond is non–negative. The positive and negative part of
ϕ1t in (2.4) mean that we liquidate the position in stock, which is selling ϕ
1
t units
of stock for the price (1− λ)St if ϕ1t is positive, and buying −ϕ1t units of stock for
the price St if ϕ
1
t is negative.
Now we present the natural definition of an arbitrage with transaction costs λ.
Definition 2.4. S admits arbitrage with transaction costs λ if there is an admis-
sible self-financing trading strategy ϕ = (ϕ0, ϕ1) with zero endowment such that
V
λ,S
T (ϕ) ≥ 0 and P (V λ,ST (ϕ) > 0) > 0. If S does not admit arbitrage with transac-
tion costs λ then we say that the market satisfies the property NA(λ).
As stated in the introduction, by Theorem 7.1 in the appendix, which goes back
to [8], Assumption 2.2 means that, on each market n, NA(λ) holds for all λ > 0.
3. Asymptotic arbitrage in the presence of small transaction costs
In this chapter we will derive the connection between the absence of asymptotic
arbitrage with transaction costs λn and some properties of sequences of λn–CPS. It
turns out that the results are analogous to the results in the case of no transaction
costs, see [16] and [23]. Fix any sequence (λn) of real numbers 0 < λn < 1. Let us
now define the notions of asymptotic arbitrage of the first and the second kind and
of strong asymptotic arbitrage for the markets with transaction costs.
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Definition 3.1. There exists an asymptotic arbitrage of the first kind with trans-
action costs λn (AA1(λn)) if there exists a subsequence of markets (again denoted
by n) and admissible trading strategies ϕn = (ϕ0,n, ϕ1,n) with zero endowment for
Sn such that
(1) V λn,S
n
t (ϕ
n) ≥ −cn, for all 0 ≤ t ≤ T n,
(2) limn→∞ Pn(V
λn,S
n
Tn (ϕ
n) ≥ Cn) > 0
where cn and Cn are sequences of positive real numbers with cn → 0 and Cn →∞.
Definition 3.2. There exists an asymptotic arbitrage of the second kind with trans-
action costs λn (AA2(λn)) if there exists a subsequence of markets (again denoted
by n) and admissible trading strategies ϕn = (ϕ0,n, ϕ1,n) with zero endowment for
Sn and α > 0 such that
(1) V λn,S
n
t (ϕ
n) ≥ −1, for all 0 ≤ t ≤ T n,
(2) limn→∞ Pn(V
λn,S
n
Tn (ϕ
n) ≥ α) = 1.
Definition 3.3. There exists a strong asymptotic arbitrage with transaction costs
λn if there exists a subsequence of markets (again denoted by n) and admissible
trading strategies ϕn = (ϕ0,n, ϕ1,n) with zero endowment for Sn such that
(1) V λn,S
n
t (ϕ
n) ≥ −cn, for all 0 ≤ t ≤ T n,
(2) limn→∞ PnTn(V
λn,S
n
(ϕn) ≥ Cn) = 1
where cn and Cn are sequences of positive real numbers with cn → 0 and Cn →∞.
As the notion of equivalent probability measure as it appears in the setting of
one fixed market has to be replaced by the notion of contiguity of sequences of
probability measures, we recall the definition of contiguity.
Definition 3.4. The sequence of probability measures (Pn) is contiguous with re-
spect to the sequence of probability measures (Qn), (Pn) ⊳ (Qn), if the following
holds: for An ∈ Fn with Qn(An)→ 0, for n →∞, we have that Pn(An)→ 0, for
n→∞.
Let us stress that, in all our definitions of the various forms of asymptotic ar-
bitrage, we assume that the value processes are bounded from below by the same
constant, for all t and all n. This is a crucial difference to the definitions of [26] as
we already explained in some detail in the introduction.
Now we can formulate the three main results of this paper. The proofs are
based on an easy characterization of the various asymptotic arbitrage properties
and follow immediately by quantitative Halmos–Savage results that go back to [24]
and by a monotone convergence result for local martingales which we prove in
Section 5.
Theorem 3.5. Under Assumption 2.2 there is no asymptotic arbitrage of the first
kind for transaction costs λn if and only if there exists a sequence (Q
n), with Qn ∈
Mn(λn) for each n, such that (Pn) ⊳ (Qn).
Theorem 3.6. Under Assumption 2.2 there is no asymptotic arbitrage of the sec-
ond kind for transaction costs λn if and only if for each ε > 0 there is δ > 0 and
a sequence of measures (Qn), with Qn ∈ Mn(λn) for each n, such that for each
An ∈ Fn with Pn(An) < δ we have that Qn(An) < ε, for all n.
The property of the sequence of sets (Mn(λn)) in the above theorem appeared
already in [23] in an analogous result on NAA2 without transaction costs and in
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[16] where it was named weak contiguity. It is clear that with transaction costs the
condition cannot look nicer as the zero transaction costs case is included.
Theorem 3.7. Under Assumption 2.2 there exists a strong asymptotic arbitrage
for transaction costs λn if and only if there exists a subsequence nk and sequence of
sets Ak ∈ Fnk such that Pnk(Ak) → 1 and limk→∞ supQnk∈M(λnk )Q
nk(Ak) = 0.
This means that (Pn) is entirely asymptotically separable from the sequence of the
upper envelope of the sets M(λnk).
4. The Proofs of Theorems 3.5, 3.6 and 3.7
In order to prove the theorems we will first give characterizations of NAA1(λn)
and NAA2(λn) (Lemma 4.1 below). These characterizations will then immediately
give Theorem 3.6 by the use of Propostion 7.7. For the proof of Theorem 3.5 we will
need Proposition 7.6 and, in addition, that the setM(λn) is closed under countable
convex combinations. As this result is in fact a monotone convergence result for
local martingales we will prove it separately in the next section, see Section 5.
Lemma 4.1.
(1) There does not exists an asymptotic arbitrage of the first kind with trans-
action costs λn if and only if for each ε > 0 there exists δ > 0 such that
for each n and An ∈ Fn with Pn(An) ≥ ε there is Q˜n ∈ Mn(λn) with
Q˜n(An) ≥ δ.
(2) There does not exists an asymptotic arbitrage of the second kind with trans-
action costs λn if and only if for each ε > 0 there exists δ > 0 such that
for each n and An ∈ Fn with Pn(An) < δ there is Q˜n ∈ Mn(λn) with
Q˜n(An) < ε.
Proof of Lemma 4.1. (1) Assume that NAA1(λn) holds. We will show the ε–δ–
condition. Assume to the contrary that there exists ε > 0 such that for all δ > 0
there is n and An ∈ Fn with Pn(An) ≥ ε but supQ∈Mn(λn)Q(An) < δ. Choose
δk <
1
2 such that δk → 0 and assume that the corresponding nk → ∞ (this is
w.l.o.g., see the remark below). Define
fk =
1√
δk
1IAnk − 2
√
δk1IΩnk\Ank .
For each Q˜nk ∈Mnk(λnk) and the corresponding S˜nk we have that
EQ˜nk [f
k] =
1√
δk
Q˜nk(Ank)− 2
√
δk(1− Q˜nk(Ank))
≤ 1√
δk
δk − 2
√
δk(1 − δk) = −δ
1
2
k + 2δ
3
2
k ≤ 0,
which holds as δk <
1
2 . By the Superreplication Theorem (see Theorem 7.4 of
the Appendix) fk = V
λnk ,S
nk
Tnk (ϕ
k) for some λnk–admissible strategy ϕ
k. Note that
fk ≥ −2√δk a.s., so we get by Proposition 7.5 of the Appendix that V λnk ,S
nk
t (ϕ
k) ≥
−2√δk a.s. for all 0 ≤ t ≤ T nk . Moreover, we have that
Pnk(V
λnk ,S
nk
Tnk (ϕ
k) ≥ 1√
δk
) = Pnk(Ank) ≥ ε.
This gives an AA1(λn), which is a contradiction.
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In order to prove the other direction, assume that the ε–δ–condition of (1) holds.
Assume that there is an AA1(λn). Then there exists ε > 0 and a subsequence again
denoted by n and admissible integrands ϕn such that Pn(V λn,S
n
Tn
(ϕn) ≥ Cn) ≥ ε,
for all n, and V λn,S
n
t (ϕ
n) ≥ −cn a.s. for 0 ≤ t ≤ Tn. By assumption there exists
δ > 0 such that, for each n, there is Q˜n ∈Mn(λn) with
Q˜n(V λn,S
n
Tn
(ϕn) ≥ Cn) ≥ δ.
Let S˜n be the corresponding Q˜n–local martingale, then, by Lemma 7.2 of the
Appendix we have that
V
0,S˜n
t (ϕ
n) ≥ V λn,Snt (ϕn) a.s.
for each 0 ≤ t ≤ Tn. Therefore the strategies ϕn define an asymptotic arbitrage
with transaction costs 0 for the assets S˜n. By Lemma 7.3 we have that
EQ˜n [V
0,S˜n
Tn
(ϕn)] ≤ 0.
On the other hand, we get
EQ˜n [V
0,S˜n
Tn
(ϕn)] ≥ CnQ˜n(V λn,S
n
Tn
(ϕn) ≥ Cn)− cn ≥ Cnδ − cn > 0,
for n large enough. This is a contradiction.
(2) Assume that NAA2(λn) holds. We will show the ε–δ–condition. Assume to
the contrary that there exists ε > 0 such that for all δ > 0 there is n and An ∈ Fn
with Pn(An) < δ but infQ∈Mn(λn)Q(A
n) ≥ ε. Choose δk → 0 and assume that
the corresponding nk → ∞ (w.l.o.g. we can choose such δk, see again the remark
below). Let
fk = ε1IΩnk\Ank − 1IAnk .
Similarly as in the proof of part (1), for each Q˜nk ∈ Mnk(λnk) and the correspond-
ing S˜nk we have that
EQ˜nk [f
k] = ε(1− Q˜nk(Ank))− Q˜nk(Ank)
≤ ε(1− ε)− ε = −ε2 ≤ 0.
Again by the Superreplication Theorem 7.4 fk = V
λnk ,S
nk
Tnk
(ϕk) for some admissible
strategy ϕk. Note that fk ≥ −1 a.s., so we get by Proposition 7.5 of the Appendix
that V
λnk ,S
nk
t (ϕ
k) ≥ −1 a.s. for all 0 ≤ t ≤ T nk . Moreover, we have that
Pnk(V
λnk ,S
nk
Tnk
(ϕk) ≥ ε) = 1− Pnk(Ank) ≥ 1− δk.
This gives an AA2(λn).
In order to prove the other direction, assume that the ε–δ–condition of (2) holds.
Assume that there is an AA2(λn). Then there exists α > 0 a subsequence again
denoted by n and admissible integrands ϕn such that V λn,S
n
t (ϕ
n) ≥ −1 a.s. for
0 ≤ t ≤ Tn and Pn(V λn,S
n
Tn
(ϕn) ≥ α) =: 1−δn, for all n, where δn → 0. By assump-
tion, for εk = 2
−k there is n(k) (such that δn(k) small enough) and Q˜k ∈ Mnk(λnk)
with
Q˜k(V
λnk ,S
nk
Tnk
(ϕnk) < α) < 2−k.
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Let S˜k be the corresponding Q˜k–local martingale, then, again by Lemma 7.2 of the
Appendix we have that
V
0,S˜k
t (ϕ
nk) ≥ V λnk ,S
nk
t (ϕ
nk , Snk) a.s.
for each 0 ≤ t ≤ Tk. Therefore the strategies ϕnk define an asymptotic arbitrage
without transaction costs 0 for the assets S˜k. Again by Lemma 7.3 we have that
EQ˜k [V
0,S˜k
Tnk
(ϕnk)] ≤ 0.
On the other hand, we get
EQ˜k [V
0,S˜k
Tnk
(ϕnk)] ≥ −1Q˜k(V λnk ,S
nk
Tnk
(ϕnk) < α) + αQ˜n(V
λnk ,S
nk
Tnk
(ϕnk) ≥ α)
≥ −2−k + α(1− 2−k) > 0,
for k large enough. This is a contradiction. 
Remark 4.2. (1) In the first part of the proof of (1) we can choose δk → 0 such
that the corresponding nk →∞. Indeed, choose δk < 2−k and assume that
nk ≤ C, for C <∞. Then there is N such that there is another subsequence
(again denoted by nk with nk = N for all k). Let P = P
N . This means
that, for each k there is Ak ∈ FN with P (Ak) ≥ ε and Q(Ak) ≤ δk for
all Q ∈ MN (λn). Define A = lim supAk =
⋂
m
⋃
k≥mAk. Then P (A) ≥
lim supP (Ak) ≥ ε. On the other hand, we have that, for each Q and for
each m,
Q(A) ≤ Q(
⋃
k≥m
Ak) ≤
∞∑
k=m
Q(Ak) <
∞∑
k=m
δk < 2
−(m−1).
As this holds for any m, we have that Q(A) = 0 for each Q ∈ MN (λn).
Hence P 6≪ Q for any Q. This is a contradiction to Assumption 2.2, as
there has to be at least one equivalent measure.
(2) In the first part of the proof of (2) we can choose δk → 0 such that the
corresponding nk → ∞. Indeed, choose again δk < 2−k and assume that
nk ≤ C, for C <∞. Then there is N such that there is another subsequence
(again denoted by nk with nk = N for all k). Let P = P
N This means
that, for each k there is Ak ∈ FN with P (Ak) < δk and Q(Ak) ≥ ε for
all Q ∈ MN (λn). Define again A = lim supAk =
⋂
m
⋃
k≥m Ak. Then
P (A) ≤ ∑∞k=m P (Ak) ≤ ∑∞k=m δk < 2−(m−1). As this holds for any m
we have that P (A) = 0. On the other hand, we have that, for each Q,
EQ[A] ≥ lim supQ(Ak) ≥ ε. Hence Q 6≪ P for each Q ∈ MN (λn). This
is again a contradiction to Assumption 2.2, as there has to be at least one
equivalent measure.
Proof of Theorem 3.5 and Theorem 3.6: The proof of Theorem 3.6 follows by ap-
plying Lemma 4.1, (2), to the sets Mn(λn) and then applying Proposition 7.7 of
the Appendix.
For the proof of Theorem 3.5 note that Lemma 4.1, (1), and Proposition 7.6 give
for each ε > 0 a δ > 0 and a sequence Q˜n,ε ∈ Mn(λn) such that for all n and
An ∈ Fn with Q˜n,ε(An) < δ we have that Pn(An) < ε. In order to get rid of the
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dependence on ε, we argue as in [23] (for example). Take εm =
1
m , m ∈ N, and
define, for each n,
Q˜n =
∞∑
m=1
2−mQ˜n,εm .
Then Q˜n ∈ Mn(λn) as Mn(λn) is closed under countable convex combinations,
see Corollary 5.4. It is not hard to see that, moreover, (Pn) ⊳ (Q˜n), see [23], proof
of Theorem 2.1. 
Finally we present the easy proof of Theorem 3.7.
Proof of Theorem 3.7. Suppose that there is a strong asymptotic arbitrage oppor-
tunity V λnk,S
nk (ϕk) with transaction costs λnk . Assume that for each sequence
An ∈ Fn with Pn(An) → 1 there exists a sequence Q˜n ∈ Mn(λn) such that we
have that Q˜n(An) ≥ α for some α > 0. Define Ak = {V λnk ,S
nk
Tnk
(ϕk) ≥ Ck}. Let
(Q˜nk , S˜nk) be the above corresponding sequence of λnk–CPS for the sequence (Ak).
As Pnk(Ak) → 1 by assumption, we have that Q˜nk(Ak) ≥ α, for all k, and some
α > 0. As above we have that
V
0,S˜nk
t (ϕ
k) ≥ V λnk ,S
nk
t (ϕ
k) a.s. for all t,
and
EQ˜nk [V
0,S˜nk
Tnk
(ϕk)] ≤ 0.
On the other hand we get
EQ˜nk [V
0,S˜nk
Tnk
(ϕk)] ≥ CkQ˜nk(Ak)− ck ≥ Ckα− ck > 0,
for k large enough. This is a contradiction.
For the other direction assume that (Pn) is entirely asymptotically separable from
the sequence of the upper envelopes of the sets Mn(λn). Let nk be a subsequence
and Ak be the sequence of sets Ak ∈ Fnk with Pnk(Ak) → 1. By assumption
supQnk∈Mnk (λnk )Q
nk(Ak) =: δk → 0. W.l.o.g. δk < 12 , for all k. Define
fk =
1√
δk
1IAk − 2
√
δk.
We have that
EQ˜nk [f
k] =
1√
δk
Q˜nk(Ak)− 2
√
δk(1 − Q˜nk(Ak))
≤ 1√
δk
δk − 2
√
δk(1 − δk) = −δ
1
2
k + 2δ
3
2
k ≤ 0.
Note that fk ≥ −2√δk and Pnk(fk ≥ 1√δk ) = P
nk(Ak)→ 1. As in the proof of
Lemma 4.1, part (1), this gives a strong asymptotic arbitrage.
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5. Monotone convergence for local martingales and an application
to the set M(λ)
We start with an observation on local martingales which will provide a monotone
convergence result for local martingales. Note that in this section we do not assume
that the local martingales have continuous paths, we only assume that we take the
ca`dla`g modifications.
Lemma 5.1. Let (Nt)0≤t≤T be a local martingale and (Ut)0≤t≤T be a martingale
such that, for all 0 ≤ t ≤ T ,
0 ≤ Nt ≤ Ut a.s.
Then (Nt)0≤t≤T is a martingale.
Proof. As (Ut)0≤t≤T is defined on the closed time interval [0, T ] it is a uniformly
integrable martingale. Moreover, the family {Uτ} where τ runs through the set of
all stopping times, which are ≤ T a.s., is uniformly integrable as well. Let τk ↑ ∞
be a sequence of stopping times such that, for each k, the stopped process N τk is
a martingale. Then, we have that, for each t ≤ T and for each arbitrary constant
C > 0,
(5.1) sup
k
E[Nt∧τk1I{Nt∧τk≥C}] ≤ sup
k
E[Ut∧τk1I{Ut∧τk≥C}].
This holds as Nt ≤ Ut a.s. for each t and because of the right–continuity of both
processes, i.e. let Aq = {Nq > Uq}, for q ∈ ([0, T ] ∩ Q) ∪ {T }. By assumption
P (Aq) = 0 for each q. Define A =
⋃
q∈[0,T ]∩Q)∪{T}Aq, then still P (A) = 0. Let
Ω˜ = (Ω\A)∩ΩN ∩ΩU , where ΩN , ΩU are the sets of probability 1 where the paths
of N , U , respectively are right–continuous, then P (Ω˜) = 1. Let t be arbitrary and
ω ∈ Ω˜. Then
Nt(ω) = lim
qn↓t
Nqn(ω) ≤ lim
qn↓t
Uqn(ω) = Ut(ω).
So (5.1) indeed holds as P (Nt ≤ Ut for all t) ≥ P (Ω˜) = 1. As {Ut∧τk , k ∈ N} is
uniformly integrable, the right hand side of (5.1) tends to 0 for C → ∞, therefore
{Nt∧τk , k ∈ N} is uniformly integrable as well. Moreover, as τk ↑ ∞, we have that
Nt∧τk → Nt a.s. and hence, by uniform integrability, the convergence holds in L1
as well. Therefore we get, for s < t,
E[Nt|Fs] = E[ lim
k→∞
Nt∧τk |Fs]
= lim
k→∞
E[Nt∧τk |Fs]
= lim
k→∞
Ns∧τk = Ns,
by the above and by the martingale property of N τk . Hence N is a martingale. 
Moreover we will use the following well-known Lemma. For the convenience of
the reader we give the easy proof.
Lemma 5.2. Let (Xt) be a ca`dla`g supermartingale with Xt ≥ 0 a.s. for each t.
Then t 7→ E[Xt] is right–continuous.
Proof. Let tn ↓ t. By right continuity of the paths we have that Xtn → Xt a.s. By
the supermartingale property we have, for each n, as tn ≥ t,
0 ≤ E[Xtn |Ft] ≤ Xt.
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So we get that
lim
n→∞E[Xtn ] = limn→∞E[E[Xtn |Ft]]
= E[ lim
n→∞
E[Xtn |Ft]](5.2)
≥ E[E[ lim
n→∞
Xtn |Ft]] = E[Xt],(5.3)
where (5.2) follows by dominated convergence and (5.3) by Fatou and by the right–
continuity of the paths. On the other hand, as tn ≥ t, for all n, we have that
E[Xtn ] ≤ E[Xt],
by the supermartingale property. Therefore limn→∞ E[Xtn ] = E[Xt], hence t 7→
E[Xt] is right–continuous. 
Now we have all tools to prove a monotone convergence result for local martin-
gales. From this result the closedness for countable convex combinations of the set
M(λ) immediately follows.
Proposition 5.3 (Monotone convergence of local martingales). Let (Mnt )0≤t≤T be
a sequence of local martingales on (Ω,F , (Ft)0≤t≤T , P ) such that Mn+1t ≥Mnt ≥ 0,
for all t and n, and such that Mnt →Mt a.s., for all t, and E[M0] = a <∞. Then
(Mt)0≤t≤T is a local martingale.
In the formulation of the corollary we omit the superscript n, but of course this
holds, for each n.
Corollary 5.4. M(λ) is closed under countable convex combinations.
Proof of Proposition 5.3. As (Mnt ) is a non-negative local martingale it is a super-
martingale, for each n. We claim that the limiting process is a ca`dla`g supermartin-
gale. Indeed, by monotone convergence and by the supermartingale property of
each Mn we get, for s < t,
E[Mt|Fs] = E[ lim
n→∞
Mnt |Fs] = limn→∞E[M
n
t |Fs] ≤ limn→∞M
n
s =Ms,
in particular E[Mt] ≤ E[M0] = a <∞. So the supermartingale property is clear.
Moreover, we will show that t 7→ EP [Mt] is right–continuous (which implies that
there is a ca`dla`g modification ofM so that we can assume thatM has ca`dla`g paths,
see [27]). Indeed, let qk ↓ t. First define an,k := E[Mnqk ] which is a double sequence
in R, where 0 ≤ an,k ≤ E[M0] = a. Define the order (n, k)  (m, l) if n ≤ m and
k ≤ l. Then we have that for (n, k)  (m, l)
an,k = E[M
n
qk
] ≤ E[Mnql ] ≤ E[Mmql ] = am,l,
where the first inequality is the supermartingale property of Mn (as qk ≥ ql for
k ≤ l). The second inequality is as by assumption Mnt ≤Mmt for all t and n ≤ m.
Therefore (an,k)(n,k) is a bounded monotone net, hence it has a unique limit which
is
(5.4) lim
k→∞
lim
n→∞
an,k = lim
n→∞
lim
k→∞
an,k = sup
n,k
an,k.
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Therefore we have that
lim
k→∞
E[Mqk ] = lim
k→∞
E[ lim
n→∞
Mnqk ]
= lim
k→∞
lim
n→∞
E[Mnqk ](5.5)
= lim
n→∞
lim
k→∞
E[Mnqk ](5.6)
= lim
n→∞
E[Mnt ] = E[Mt],(5.7)
where (5.5) is monotone convergence and the interchange of limits in (5.6) fol-
lows by (5.4). The first equality of (5.7) follows by Lemma 5.2 applied to each
supermartingaleMn and the second equality of 5.7 is again monotone convergence.
So we already know that M is a ca`dla`g supermartingale. We will show now that
is even a local martingale. The Doob–Meyer decomposition gives that
Mt = Ut −At,
where (Ut)0≤t≤T is a local martingale under P with U0 =M0 and (At)0≤t≤T is an
increasing process with A0 = 0. As, for each n, we have that M
n
t ≤ Mt a.s., we
get, in particular that
0 ≤Mnt ≤ Ut a.s., 0 ≤ t ≤ T .
Let τk ↑ ∞ be a sequence of stopping times such that the stopped process U τk is a
martingale, for each k. By Lemma 5.1 we have that (τk) is a reducing sequence for
Mn, each n, as well. That means that (Mn)τk is a martingale, for each n. So, for
each n and for each k, we have that
E[Mn0 ] = E[M
n
t∧τk ] ≤ E[Ut∧τk ]− E[At∧τk ] = E[M0]− E[At∧τk ].
So, for each n,
0 ≤ E[At∧τk ] ≤ E[M0 −Mn0 ].
As E[M0 −Mn0 ]→ 0 for n→∞
(5.8) E[At∧τk ] = 0,
a.s. for each k. Moreover, as A is increasing, we have that At∧τk ↑ At a.s., so (5.8)
gives that E[At] = 0, for each t. But as At ≥ 0 we therefore get At = 0 a.s. for
each t. So we have that Mt = Ut a.s., and U was a local martingale by assumption.
This finishes the proof. 
Proof of Corollary 5.4. Let Qm, m = 1, 2, . . . , be a sequence of measures in M(λ)
and let (αm) be a sequence of real numbers αm ≥ 0, for all m, and
∑∞
m=1 αm = 1.
Define Q =
∑∞
m=1 αmQ
m. We have to show that Q ∈M(λ).
It is clear that Q ∼ P , as for A with P (A) > 0 we have that Qm(A) > 0, for
all m and hence Q(A) > 0. If Q(A) > 0 there exists m such that Qm(A) > 0 and
hence P (A) > 0.
Define Zmt = EP [
dQm
dP |Ft] and Zt = EP [dQdP |Ft], for 0 ≤ t ≤ T . By monotone
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convergence we get that
dQ
dP
=
∞∑
m=1
αm
dQm
dP
and(5.9)
Zt =
∞∑
m=1
αmZ
m
t .(5.10)
By assumption, for each m, there exists a Qm–local martingale S˜m such that
(Qm, S˜m) is a λ–CPS. We will show that there is S˜ such that (Q, S˜) is a λ–CPS as
well. Note that as S˜m is a Qm–local martingale, we have that (S˜mt Z
m
t )0≤t≤T is a
local martingale under P , for each m. Define
S˜t :=
∑∞
m=1 αmS˜
m
t Z
m
t
Zt
.
In order to show that S˜ is a local martingale with respect to Q we will show that
(Mt)0≤t≤T where
Mt := S˜tZt =
∞∑
m=1
αmS˜
m
t Z
m
t
is a local martingale with respect to P . Define
MNt =
N∑
m=1
αmS˜
m
t Z
m
t ,
then it is clear that MNt ↑Mt a.s., for each 0 ≤ t ≤ T . Moreover, as MN is a finite
sum of ca`dla`g P–local martingales, it is a ca`dla`g P–local martingale as well (this
holds for each N). Moreover, by monotone convergence and as each S˜m lies in the
bid ask spread of S we get
E[M0] = lim
N→∞
E[MN0 ] =
∞∑
m=1
αmE[S˜
m
0 Z
m
0 ] ≤
∞∑
m=1
αmS0 = S0 <∞.
Therefore, by Proposition 5.3, (Mt)0≤t≤T is a P–local martingale. 
6. An Example
We present an example which allows a strong asymptotic arbitrage if there are
no transaction costs. If we impose the same small transaction costs λ > 0 on each
market n then there does not exist any form of asymptotic arbitrage (λ > 0 can be
arbitrarily small). If we impose transaction costs λn on market n such that λn → 0
we present a lower bound for λn such that still there does not exist any form of
asymptotic arbitrage.
The idea of the example is inspired by the example St = exp (Wt − t2 + t1/2),
which allows immediate arbitrage and is an easy variant of an example in [5].
Let (Wt)t≥0 be a standard Brownian motion on (Ω,F , (Ft)t≥0, P ). Let Tn be
any increasing sequence of positive real numbers with limn→∞ Tn = ∞. For each
n ≥ 1 we define the following financial asset (Snt )0≤t≤Tn .
(6.1)
dSnt
Snt
= dWt +
1
Tn(Tn − t+ αn) 12
dt,
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where αn = e
−T 2+εn for some fixed ε > 0. Moreover we choose Sn0 = 1 for all
n. The market n is defined by (Snt )0≤t≤Tn on (Ω,FTn , (Ft)0≤t≤Tn , P |FTn ) and a
riskless asset which is identically 1. For each n, there exists a unique equivalent
martingale measure for Qn for Sn given by dQ
n
dP = Z
n
Tn
where
(6.2) ZnTn = exp
(
−
∫ Tn
0
1
Tn(Tn − t+ αn) 12
dWt − 1
2T 2n
∫ Tn
0
1
Tn − t+ αn dt
)
Indeed, for each n, Novikov’s condition holds as
(6.3)
1
T 2n
∫ Tn
0
1
Tn − t+ αn dt =
1
T 2n
(ln(Tn + αn)− ln(αn)) = ln(Tn + αn)
T 2n
+ T εn <∞.
As there exists an equivalent martingale measure there does not exist any form
of arbitrage on the market n (with 0 transaction costs and therefore with strictly
positive transaction costs as well).
However, as in (6.3) we have that limn→∞
(
ln(Tn+αn)
T 2n
+ T εn
)
= +∞, we expect
some kind of asymptotic arbitrage behaviour for n→∞. The following result and
proof is analogous to Theorem 4.5 from [7].
Proposition 6.1. There exists a strong asymptotic arbitrage.
Proof. It is enough to show that there exist sets An ∈ FTn with limn→∞ P (An) = 1
and limn→∞Qn(An) = 0. Then the sequences of measures are entirely asymptoti-
cally separable which is equivalent to the existence of a strong asymptotic arbitrage,
see [16].
Let γ < 12 and An = {ZnTn < (Tn+αnαn )
− γ
T2n }. Then we have that
P (An) = P
(
−
∫ Tn
0
1
Tn(Tn − t+ αn) 12
dWt − 1
2T 2n
ln
(
Tn + αn
αn
)
< − γ
T 2n
ln
(
Tn + αn
αn
))
= P
−
∫ Tn
0
1
Tn(Tn−t+αn)
1
2
dWt
1
Tn
√
ln
(
Tn+αn
αn
) < (12 − γ
)
1
Tn
√
ln
(
Tn + αn
αn
)
= Φ
((
1
2
− γ
)
1
Tn
√
ln
(
Tn + αn
αn
))
= Φ
((
1
2
− γ
)√
ln(Tn + αn)
T 2n
+ T εn
)
,
where Φ denotes the distribution function of standard normal distribution. As
γ < 12 and T
ε
n →∞ we have that limn→∞ P (An) = 1.
Note that (
Tn + αn
αn
)− γ
T2n
= exp
(
−γ
(
ln(Tn + αn)
T 2n
+ T εn
))
→ 0,
for n→∞. We have that
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Qn(An) = EP [Z
n
Tn1IAn ] <
(
Tn + αn
αn
)− γ
T2n
P (An),
and therefore limn→∞Qn(An) = 0. 
We will now see that if we have transaction costs λn > 0 on market n such that
λn → 0 not too fast, then the asymptotic arbitrage disappears.
Theorem 6.2. Fix transaction costs λn on market n where λn > 2(1− e−γn) and
γn → 0 is defined as
γn =
2
Tn
e−
T2n
2
(
1 + e−T
2
n(T
ε
n−1)
) 1
2 .
Then, for each n, there exists a λn–CPS (S¯
n, Q¯n), where Q¯n is the unique martin-
gale measure for S¯n, and such that (Q¯n)n≥1 ⊳⊲ (P ).
It is a direct consequence of Theorem 6.2 that there does not exist any form of
asymptotic arbitrage with transaction costs λn > 2(1− e−γn). Indeed, this follows
as (Q¯n)n≥1 ⊳⊲ (P ) by an application of Theorems 3.5, 3.6, 3.7.
In particular, we get as an easy consequence
Corollary 6.3. Fix any λ > 0. Then, for each n, there exists a λ–CPS (Sˆn, Qˆn),
where Qˆn is the unique martingale measure for Sˆn, and such that (Qˆn)n≥1 ⊳⊲ (P ).
Proof. Choose N such that λ > 2(1 − e−γn) for all n ≥ N . Define (Sˆn, Qˆn) =
(S¯n, Q¯n) for n ≥ N and (Sˆn, Qˆn) = (Sn, Qn) for n < N . 
In order to prove Theorem 6.2 we define the following process (S˜nt )0≤t≤Tn which
we will use to find the λn–CPS on the market n.
(6.4)
dS˜nt
S˜nt
= dWt +
1
Tn
H˜nt dt,
where
H˜nt =

1
(Tn−t+αn)
1
2
for 0 ≤ t ≤ Tn − α
1
Tεn
n
1
(Tn−t+αn)
1
2
(
1− 1
T2n
) for Tn − α
1
Tεn
n < t ≤ Tn
We will prove that the following holds.
Lemma 6.4. Let λn as in Theorem 6.2. There exists N such that for each n ≥ N
there exists c(λn) such that
(1 − λn)Snt ≤ c(λn)S˜nt ≤ Snt , for all 0 ≤ t ≤ Tn.
Lemma 6.4 shows that the process c(λn)S˜
n lies in the bid–ask spread of Sn for
transaction costs λn.
Moreover, for each n, there exists a unique equivalent martingale measure Q˜n
for S˜n given by
dQ˜n
dP
= exp
(
− 1
Tn
∫ Tn
0
H˜nt dWt −
1
2T 2n
∫ Tn
0
(H˜nt )
2dt.
)
Indeed, Novikov’s condition is satisfied as
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1
T 2n
∫ Tn
0
(H˜nt )
2dt =
1
T 2n
∫ Tn−α
1
Tεn
n
0
1
Tn − t+ αn dt+
∫ Tn
Tn−α
1
Tεn
n
1
(Tn − t+ αn)
(
1− 1
T2n
) dt

=
1
T 2n
(
ln(Tn + αn)− ln(α
1
Tεn
n + αn) + T
2
n
(
(α
1
Tεn
n + αn)
1
T2n − (αn)
1
T2n
))
=
1
T 2n
(
ln(Tn + αn) + T
2
n − ln(1 + e−T
2
n(T
ε
n−1))
)
+ e−1(1 + e−T
2
n(T
ε
n−1))
1
T2n − e−T εn <∞
(In the calculation we have used that α
1
Tεn
n + αn = e
−T 2n(1 + e−T
2
n(T
ε
n−1)).)
But, moreover, we have that Novikov’s condition is satisified ”in the limit”, as
well, as
lim
n→∞
(
1
T 2n
(
ln(Tn + αn) + T
2
n − ln(1 + e−T
2
n(T
ε
n−1))
)
+ e−1(1 + e−T
2
n(T
ε
n−1))
1
T2n − e−T εn
)(6.5)
= 1 + e−1 <∞.
This gives the following lemma.
Lemma 6.5. We have that (Q˜n)n≥1 ⊳⊲ P .
With Lemma 6.5 and Lemma 6.4 the proof of Theorem 6.2 follows immediately.
Proof of Theorem 6.2. For λn as in the Theorem choose the following λn–CPS
(S¯n, Q¯n) for all n ≥ 1. Take the N and c(λn) for n ≥ N of Lemma 6.4. For
n < N let S¯n = Sn and Q¯n = Qn. For n ≥ N let S¯n = c(λn)S˜n and Q¯n = Q˜n.
This is the λn–CPS of Theorem 6.2, everything holds. 
Proof of Lemma 6.5.
EP
(dQ˜n
dP
)2
= EP
[
exp
(
− 2
Tn
∫ Tn
0
H˜nt dWt −
1
T 2n
∫ Tn
0
(H˜nt )
2dt
)]
= EP
[
exp
(
− 2
Tn
∫ Tn
0
H˜nt dWt
)]
exp
(
− 1
T 2n
∫ Tn
0
(H˜nt )
2dt
)
= exp
(
2
T 2n
∫ Tn
0
(H˜nt )
2dt− 1
T 2n
∫ Tn
0
(H˜nt )
2dt
)
= exp
(
1
T 2n
∫ Tn
0
(H˜nt )
2dt
)
= exp
(
1
T 2n
(
ln(Tn + αn) + T
2
n − ln(1 + e−T
2
n(T
ε
n−1))
)
+ e−1(1 + e−T
2
n(T
ε
n−1))
1
T2n − e−T εn
)
:= ζn.
(In the above we used that 1Tn
∫ Tn
0
H˜nt dWt has a normal distribution with mean 0
and variance 1T 2n
∫ Tn
0 (H˜
n
t )
2dt. And for X ∼ N(0, σ2) we have that E[euX ] = eu2σ22 .)
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As limn→∞ ζn = exp(1+e−1) we have that EP
[(
dQ˜n
dP
)2]
≤ e2, for n large enough.
This implies that
(
dQ˜n
dP
)
n≥1
is uniformly integrable with respect to P . Therefore
(Q˜n) ⊳ P , by Lemma V.1.10 of [13]. The same argument (using the Brownian mo-
tionW Q˜
n
=Wt+
1
Tn
∫ Tn
0 H˜
n
t dt) shows that EQ˜n
[(
dP
dQ˜n
)2]
≤ e2 for n large enough
which gives that
(
dP
dQ˜n
∣∣∣ Q˜n)n≥1 is uniformly integrable and therefore P ⊳ (Q˜n),
again by Lemma V.1.10 of [13]. 
Proof of Lemma 6.4. Fix 2(1 − e−γn) < λn < 1. Define λ′n = λn2−λn , then
1−λ′n
1+λ′n
=
1− λn. For t ≤ Tn − α
1
Tεn
n we have that Snt = S˜
n
t and for Tn − α
1
Tεn
n < t ≤ Tn
S˜nt = S
n
t exp
(
1
Tn
∫ t
Tn−α
1
Tεn
n
1
(Tn − u+ αn)
1
2
(1− 1
T2n
)
du− 1
Tn
∫ t
Tn−α
1
Tεn
n
1
(Tn − u+ αn) 12
du
)
We will first show that there exists N such that for all n ≥ N , all Tn − α
1
Tεn
n ≤
t ≤ Tn,
(6.6) (1 − λ′n)Snt ≤ S˜nt ≤ (1 + λ′n)Snt .
So we have to show that
−δn ≤ 1
Tn
∫ t
Tn−α
1
Tεn
n
1
(Tn − u+ αn)
1
2
(1− 1
T2n
)
du− 1
Tn
∫ t
Tn−α
1
Tεn
n
1
(Tn − u+ αn) 12
du ≤ εn,
where δn := − ln(1− λ′n) and εn := ln(1 + λ′n). Note that
(6.7) min(δn, εn) = εn = ln
( 2
2− λn
)
.
By calculating the integrals and rearranging this we see that it is sufficient to show
that
(6.8) − εn ≤ In(t) ≤ εn,
for all Tn − α
1
Tεn
n ≤ t ≤ Tn where
In(t) =
− 2
Tn
(α
1
Tεn
n + αn)
1
2
1− (α 1Tεnn + αn) 12T2n
1 + 1T 2n
+ 2
Tn
(Tn − t+ αn) 12
1− (Tn − t+ αn) 12T2n
1 + 1T 2n

We can choose N such that for n ≥ N we have that 1 − (α
1
Tεn
n +αn)
1
2T2n
1+ 1
Tn
≥ 0.
Indeed, this holds as (α
1
Tεn
n + αn)
1
2T2n = e−
1
2 (1 + e−T
2
n(T
ε
n−1))
1
2T2n → e− 12 < 0.6 for
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n → ∞. Therefore, 0 ≤ 1 − (Tn−t+αn)
1
2T2n
1+ 1
T2n
≤ 1 for all Tn − α
1
Tεn
n ≤ t ≤ Tn. This
implies that, for all n ≥ N and all Tn − α
1
Tεn
n ≤ t ≤ Tn,
(6.9) |In(t)| ≤ 2
Tn
(α
1
Tεn
n + αn)
1
2 =
2
Tn
e−
T2n
2 (1 + e−T
2
n(T
ε
n−1))
1
2 = γn.
As for λn > 2(1− e−γn), we have that
εn = ln
( 2
2− λn
)
> γn
we get by (6.9) that |In(t)| < εn for all n ≥ N and all Tn − α
1
Tεn
n ≤ t ≤ Tn which
implies (6.8) and therefore (6.6).
Clearly we have that
1− λ′n
1 + λ′n
Snt ≤
1
1 + λ′n
S˜nt ≤
1 + λ′n
1 + λ′n
Snt .
So, if we define c(λn) =
1
1+λ′n
= 2−λn2 and recall that
1−λ′n
1+λ′n
= 1− λn we get
(1− λn)Snt ≤ c(λn)S˜nt ≤ Snt .
And for 0 ≤ t ≤ Tn − α
1
Tεn
n , trivially,
(1− λn)Snt =
1− λ′n
1 + λ′n
Snt ≤
1
1 + λ′n
Snt = c(λn)S˜
n
t ≤ Snt .

Remark 6.6. It would be interesting to determine the fastest possible rate of con-
vergence of λn → 0 such that there does not exists an asymptotic arbitrage, and such
that whenever λn → 0 faster than that there exists a strong asymptotic arbitrage.
We leave this open for further research.
7. Appendix
7.1. Some results for a market with small transaction costs: We consider
one market n and omit the superscript n. Each of the following results will hold
on each market n. The following theorem can be found in [8] (and in [28]).
Theorem 7.1. The following two statements are equivalent.
(1) M(λ) 6= ∅ for each λ > 0.
(2) NA(λ) is satisfied, for each λ > 0.
Lemma 7.2. Let ϕ = (ϕ0, ϕ1) be a self–financing trading strategy. Then
V
0,S˜
t (ϕ) = ϕ
0
t + ϕ
1
t S˜t ≥ V λ,St (ϕ) for all 0 ≤ t ≤ T ,
for any S˜ with (1− λ)St ≤ S˜t ≤ St a.s., 0 ≤ t ≤ T .
Proof. Immediate by the definition of S˜. 
The following lemma is proved in an unpublished work of W. Schachermayer
[28]. For the convenience of the reader we present the easy proof.
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Lemma 7.3. Suppose that M(λ) 6= ∅. Let ϕ = (ϕ0, ϕ1) be a self–financing admis-
sible trading strategy for S with transaction costs λ. Let (S˜, Q) be a λ–consistent
pricing system. Then the process
V
0,S˜
t (ϕ) = ϕ
0
t + ϕ
1
t S˜t, , 0 ≤ t ≤ T
is a Q–local martingale which is uniformly bounded from below and therefore a
Q–supermartingale.
Proof. (ϕ1t )0≤t≤T is a finite–variation process and S˜ is continuous, therefore we can
apply the product rule and get
(7.1) dV 0,S˜t (ϕ) = dϕ
0
t + S˜tdϕ
1
t + ϕ
1
tdS˜t.
By (2.3) we have that
(7.2) dϕ0t ≤ (1− λ)Stdϕ1,↓t − Stdϕ1,↑t , 0 ≤ t ≤ T.
As S˜t takes its values in the bid–ask–spread [(1−λ)St, St] we see from (7.2) that the
process (
∫ t
0
(dϕ0t +S˜tdϕ
1
t )0≤t≤T is decreasing. By the admissibility, see (2.4), and by
Lemma 7.2 the process V˜ is uniformly bounded from below. Therefore the stochas-
tic integral
∫ t
0 ϕ
1
tdS˜t is uniformly bounded from below as well and hence a Q–local
martingale which is uniformly bounded from below, hence a Q–supermartingale.
Therefore V˜ is a Q–supermartingale as well. 
There are a number of superreplication theorems in the presence of transaction
costs. For a general version that implies the theorem below, see, e.g., [2]. In
the present form it was communicated to us in a personal communication with
W. Schachermayer [28].
Theorem 7.4 (Superreplication Theorem). Let f be a random variable with f ≥
−M for some M > 0. Then the following are equivalent.
(1) There is a self–financing admissible trading strategy ϕ = (ϕ0, ϕ1) starting
at (ϕ00−, ϕ
1
0−) = (0, 0) such that the terminal value is equal to ϕT = (f, 0).
That is
V
λ,S
T (ϕ) = f.
(2) EQ[f ] ≤ 0 for every Q ∈M(λ).
The following proposition was communicated to us by W. Schachermayer [28]
and will appear in a future work of him together with an example that shows that
the assumption that M(λ′) 6= ∅ for each λ′ > 0 is indeed necessary. This example
shows that even if one excludes arbitrage with transaction costs λ, it is possible to
construct a value process which is bounded from below by −1 at terminal time, but
it is strictly smaller than −1 with positive probability at a prior time point.
Proposition 7.5. Assume that M(λ′) 6= ∅ for each λ′ > 0. Assume that ϕ =
(ϕ0, ϕ1) is a self–financing admissible trading strategy under transaction costs λ
for S. Suppose that there is M > 0 such that
V
λ,S
T (ϕ) ≥ −M.
Then we have that
V λ,Sτ (ϕ) ≥ −M, a.s.
for each stopping time 0 ≤ τ ≤ T (in particular for deterministic time points
t ≤ T ).
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7.2. Quantitative versions of the Halmos-Savage Theorem: The following
two quantitative version of the Halmos-Savage Theorem were proved in [24].
Proposition 7.6 (Quantitative version of the Halmos-Savage Theorem). For fixed
ε > 0 and δ > 0 the following statement is true: letM be a convex set of P-absolutely
continuous probability measures such that for all sets A ∈ F with P (A) > ε there
is Q ∈ M with Q(A) > δ. Then there is Q0 ∈ M such that for all A ∈ F with
P (A) > 4ε we have that Q0(A) >
ε2δ
2 .
Proposition 7.7 (Dual quantitative version of the Halmos-Savage Theorem). For
fixed ε > 0 and δ > 0 the following statement is true: let M be a convex set
of P-absolutely continuous probability measures such that for all sets A ∈ F with
P (A) < δ there is Q ∈ M with Q(A) < ε. Then there is Q0 ∈ M such that for all
A ∈ F with P (A) < 2εδ we have that Q0(A) < 8ε.
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