All analysis scripts and data are available at <https://github.com/KULL-Centre/papers/tree/master/2020/TIA1-SAS-Larsen-et-al>.

Introduction {#sec001}
============

The ability to change conformation is crucial to the function and regulation of many proteins, and describing and quantifying protein flexibility is important when studying the function of proteins and their complexes. Examples of such dynamics includes flexibility through a hinge region, or the movement of domains connected by flexible linkers \[[@pcbi.1007870.ref001]\]. The extreme case is highly entropic systems such as intrinsically disordered proteins. Many experimental methods for studying protein structure are, however, only indirectly sensitive to structural flexibility, or may even suppress or bias dynamical properties. In X-ray crystallography, flexible regions in termini or loops are often removed before crystallization, as they may hinder precipitation and formation of protein crystals. Even when left in the construct, flexible parts may not be visible in the final refined model, resulting in models for the folded parts only. Although cryo-electron microscopy is in principle a single-molecule technique, it is in practice also difficult to define flexible parts, as these may average out when refining 2D and 3D models.

Solution NMR and small-angle X-ray scattering (SAXS) are two widely used techniques that can be used to study protein flexibility and dynamics in solution. Where NMR generally contains information about the relative orientation of atoms that are close in space (with residual dipolar couplings representing a notable exception), SAXS carries information on the overall protein structure. Therefore, SAXS is particularly useful when the structure of the individual domains of a multi-domain protein has been solved by high-resolution methods, but the structure of the full-length protein and the relative orientations of the domains remain unknown. While it may in certain cases be possible to fit the data with a single protein structure, the resulting structure may be a biased representation of a flexible protein with many different conformations with different occupancies.

One approach to generate such conformational ensembles is to use molecular dynamics (MD) simulations. Despite progress in both sampling methods and molecular force fields, such simulations may still give rise to conformational ensembles that are not in perfect agreement with experimental data. In that case, however, simulations and experiments may be used synergistically to generate and refine the description of flexible molecules. Thus, as described by us and others, SAXS and molecular simulations can be combined to determine a structural ensemble that represents the system, and is compatible with the information in the force field and the experimental constraints from SAXS \[[@pcbi.1007870.ref002]--[@pcbi.1007870.ref020]\].

Here we apply the Bayesian/Maximum Entropy (BME) method \[[@pcbi.1007870.ref003]\] to integrate simulations and small-angle scattering data from a flexible multi-domain protein. We used the coarse-grained force field Martini \[[@pcbi.1007870.ref021]\] for the MD simulations to overcome sampling issues, which is particular relevant for larger and conformationally heterogeneous systems \[[@pcbi.1007870.ref014]\]. We find that, despite recent improvements of Martini 3 \[[@pcbi.1007870.ref022]\], the Martini force-field needs to be adjusted to provide a better fit to the SAXS data, and that this can be performed by changing the strength of protein-water interactions. Moreover, we show how the BME reweighting protocol can be used to obtain full consistency with data, both for the force field refined against data, and for force fields that give rise to greater discrepancies with the data.

We also investigate SAXS in combination with the related technique, small-angle neutron scattering (SANS). In particular we discuss how SANS can contribute with information to analyse the distribution of conformations of flexible proteins. Substitution of hydrogen with deuterium in the protein and/or solvent changes the excess scattering length density, or contrast, in SANS with each contrast carrying different structural information. Thus, SANS measurements are potentially interesting for multi-domain proteins, as they allow the investigator to highlight individual domains by contrast variation \[[@pcbi.1007870.ref023]\]. Specifically, we extend the work from Sonntag et al. \[[@pcbi.1007870.ref024]\] who used a combination of SAXS and contrast variation SANS data to refine individual conformations of a multi-domain protein. Building also upon recent work by Chen et al. \[[@pcbi.1007870.ref007]\], we here use the SAXS and SANS data to determine several ensembles of conformations. We analyse each of the SANS contrasts measured by Sonntag et al. \[[@pcbi.1007870.ref024]\], and examine what information is carried by them. We also discuss how a SANS experiment could potentially be further optimized regarding choice of contrast situations, such that the information gain can be maximized.

We have chosen the three-domain protein TIA-1 as a model system for our analyses. The three folded domains of TIA-1, RNA recognition motifs 1, 2 and 3 (RRM1, RRM2, and RRM3), are connected by linkers that provide a high degree of structural flexibility to the complex, and high-resolutions structures exist of all domains. Both SAXS and SANS data were measured and previously analysed by Sonntag et al. \[[@pcbi.1007870.ref024]\], who used segmental domain-wise perdeuteration of the domains in TIA-1 and mixtures of H~2~O and D~2~O in the solvent to obtain the different SANS contrasts. We find that while simulations with the Martini coarse-grained force field lead to imperfect agreement with experiments, strengthening the protein-water interactions in the Martini potential enables relatively accurate fitting of the data. An even better agreement can be obtained by using a Bayesian/Maximum Entropy approach to fit the experimental data, and we show that fitting ensembles to the SAXS data leads to an improved agreement with the SANS data.

Methods {#sec002}
=======

Generating the initial structure for MD simulations {#sec003}
---------------------------------------------------

Native TIA-1 has three RNA recognition motifs, RRM1, RRM2, and RRM3, connected by flexible linkers and followed by a C-terminal unstructured Q-rich domain of \~100 residues. In this study, we investigated a truncated construct of TIA-1 without the Q-rich domain \[[@pcbi.1007870.ref024]\], and will in the following refer to this truncated construct simply as TIA-1. As starting point for our models, we used previously determined high-resolution structures of the three folded domains. The structure of RRM1 was determined by solution state NMR spectroscopy \[[@pcbi.1007870.ref024]\] (PDB 5O2V), the structure of RRM2 was determined by X-ray crystallography \[[@pcbi.1007870.ref024]\] (PDB: 5O3J), and the structure of the RRM2-RRM3 complex (RRM23) was determined by solution state NMR spectroscopy \[[@pcbi.1007870.ref025]\] (PDB: 2MJN). We added missing residues, in particular in the linker between RRM1 and RRM23, using Modeller \[[@pcbi.1007870.ref026]\] to generate the initial model for the MD simulations ([Fig 1A](#pcbi.1007870.g001){ref-type="fig"}).

![TIA-1 structure and experimental SAXS and SANS data.\
(A) All-atom model of TIA-1 and the corresponding coarse-grained Martini model. (B) Experimental SAXS (black) and SANS data (green: 0% D~2~O, red: 42% D~2~O, blue: 70% D~2~O). (C) Corresponding pair distance distribution functions, *p*(*r*).](pcbi.1007870.g001){#pcbi.1007870.g001}

Setting up the MD simulations {#sec004}
-----------------------------

We used the coarse-grained force field Martini version 3.0.beta.4.17 \[[@pcbi.1007870.ref021],[@pcbi.1007870.ref022]\] in combination with GROMACS 5.1.4 or 2016.5 \[[@pcbi.1007870.ref027]\]. First, the structure was coarse-grained using the Martinize2 python script \[[@pcbi.1007870.ref028]\] ([Fig 1A](#pcbi.1007870.g001){ref-type="fig"}). An elastic network \[[@pcbi.1007870.ref029]\] was then added to the folded domains, to make them semi-rigid. Specifically, a harmonic potential with a force constant of 500 kJ mol^−1^ nm^−2^ was applied to all backbone (BB) bead pairs with relative distance less than 0.9 nm. No elastic network was added to the flexible linkers or to contacts between the three folded domains, so that we only applied restraints within RRM1 (residues 7--80), RRM2 (residues 95--170) and RRM3 (residues 204--270). The coarse-grained structure with the elastic network was then relaxed for 3 ps, with a time step of 30 fs, using the Berendsen thermostat and barostat, and Verlet cutoff scheme. The relaxed structure was equilibrated for 1 ns, with a time step of 5 fs, using the velocity-rescale (v-rescale) thermostat \[[@pcbi.1007870.ref030]\], Parinnello-Rahman barostat, and Verlet cutoff scheme.

Running the MD simulations {#sec005}
--------------------------

Production runs were initiated using the equilibrated structure and run for 10 μs with a time step of 20 fs, using v-rescale thermostat, Parinnello-Rahman barostat, and Verlet cutoff scheme in the NPT ensemble. Performance was 600--750 ns/day on four CPU cores. Frames were written every ns resulting in a total of 10,000 frames in each final trajectory.

Calculating collective variables {#sec006}
--------------------------------

We used PLUMED version 2.4.1 \[[@pcbi.1007870.ref031]\] to calculate the radius of gyration, *R*~*g*~, along with the distances between the centres of mass of the three domains, *D*~12~, *D*~13~ and *D*~23~ respectively. Error estimates were determined with block analysis \[[@pcbi.1007870.ref032]\].

Backmapping from coarse-grained to all-atom {#sec007}
-------------------------------------------

As described below, we calculated SAXS and SANS data using software that takes as input all-atom structures. Thus, we "back-mapped" from coarse-grained to all-atom using a modified version of a backmapping algorithm for Martini \[[@pcbi.1007870.ref033]\]. The original algorithm consists of two energy minimization runs with 500 steps followed by five simulation runs with increasing time steps from 0.2 fs to 2 fs. As our goal was simply to calculate SAXS and SANS data from these structures, we simplified the algorithm by leaving out the five simulation runs and limit the number of steps in the energy minimization runs to 200, and in this way reduced the computational cost. We tested that this simplification did not affect calculated SAXS curves substantially, as judged by comparison of calculated curves after the full back-mapping algorithm and after the simplified algorithm ([S1 Fig](#pcbi.1007870.s001){ref-type="supplementary-material"}). The simplified algorithm also did not have any substantial impact on the radius of gyration, *R*~*g*~, as calculated from the SAXS data. Higher resolution differences, not immediately detectable by SAXS, could however be seen when comparing the back-mapped structures from the full and simplified back-mapping procedures. The simplification resulted in an \~80% reduction of the computation time for the back-mapping procedure. With the simplified algorithm, the calculation time for back-mapping 10,000 frames was about 50 hours using a node with 8 cores.

Calculating SAS curves {#sec008}
----------------------

SAXS and SANS intensity curves, *I(q)*, where the momentum transfer *q* = 4*π* sin(*θ*)/*λ*, is given via the wavelength *λ* and scattering angle 2*θ*, were calculated using Pepsi-SAXS 2.4 and Pepsi-SANS 2.4 \[[@pcbi.1007870.ref034],[@pcbi.1007870.ref035]\]. Resolution effects were included in the Pepsi-SANS calculations using the uncertainty of the measured *q*-values. Specifically, we applied a Gaussian convolution to the theoretical *I(q)* curve with a Gaussian of the form, $exp\left( - q^{2}/2\sigma_{q}^{2} \right)$, where *σ*~*q*~ is the standard deviation taken from the forth column of the experimental SANS data. In both SAXS and SANS, the forward scattering, *I*(0), was fitted along with the excluded water volume, *r*~0~, the density of the hydration shell, *Δρ*, and a constant background, *B*. Fitting all four parameters freely and for each conformation could lead to a drastic overfit of the data. Therefore, for each ensemble (set of conformations and associated weights) we estimated a single set of global values for these parameters using the following algorithm:

1.  Each frame was fitted individually, with the four parameters free.

2.  Trajectories were reweighted using BME (see details below) using a range of *θ*-values from 1 to 500. This resulted in a set of weights for each value of *θ*: {*w*~*θ*~} = {*w*~*θ*,1~,*w*~*θ*,2~,...,*w*~*θ*,*N*~), where *N* is the number of frames.

3.  Weighted averaged parameter values were calculated using: $${\langle p\rangle}_{w} = {\sum\limits_{i}{w_{\theta,i} \cdot p_{i}}},$$ where *p* is either *I*(0), *B*, *r*~0~, or *Δρ*, and *i* runs over all frames.

4.  The scattering was calculated again for each frame using Pepsi-SAXS/SANS, with the parameters fixed to the weighted average.

    This resulted in a reduced *χ*^2^ for each *θ*: $$\chi_{r,\theta}^{2} = \frac{1}{M - 2}{\sum\limits_{j}\left( \frac{{S \cdot \langle I}_{\theta}\left( q_{j} \right)\rangle + B - I_{exp}\left( q_{j} \right)}{\sigma_{j}} \right)^{2}},$$ where *M* is the number of data points, and *I*~*θ*~(*q*~*j*~) is the weighted average of the intensities: $${\langle I}_{\theta}\left( q_{j} \right)\rangle = {\sum\limits_{i}{w_{\theta,i} \cdot I_{calc,i}\left( q_{j} \right)}}.$$

    The scale parameter, *S*, and the constant background, *B*, were refitted for each *θ* to minimize $\chi_{r,\theta}^{2}$. The set of parameters resulting in the lowest $\chi_{r,\theta}^{2}$ were selected.

While Sonntag et al. produced proteins with two different deuteration patterns for their SANS experiments, we here focus our analyses on SANS data in which RRM1 was fully deuterated and RRM23 was non-deuterated, since we found this data to be of the highest quality \[[@pcbi.1007870.ref024]\]. Therefore, chain labels were included in the PDB with RRM1 being denoted chain A, and RRM2 chain B and RRM3 chain C. This was necessary for subsequent calculations of theoretical SANS curves using Pepsi-SANS \[[@pcbi.1007870.ref034]\].

Tuning protein-water interaction strength in the Martini model {#sec009}
--------------------------------------------------------------

As described in more detail in the results section, we find that simulations using the unperturbed Martini force field yielded structures that were too compact and thus did not fit the experimental SAXS and SANS data. Several atomistic force fields have likewise failed to describe flexible and disordered proteins, but increasing the protein-water interaction strength has in several cases been shown to improve the fit to experimental data \[[@pcbi.1007870.ref036]--[@pcbi.1007870.ref038]\]. Inspired by this work and a previous modification to Martini force field v.2.2 \[[@pcbi.1007870.ref039]\] we examined whether a similar solution could be applied here, and thus varied (increased) the protein-water interaction strength. Specifically, we adjusted the interactions between protein and water by multiplying the *ϵ* parameter in the Lennard-Jones potential between water beads and protein beads by a factor *λ* \[[@pcbi.1007870.ref021]\] that we varied between 1.0 (unaltered) to 1.5 (50% increase of the protein-water interaction strength). Note, Martini 3 includes "small" and "tiny" beads, along with the normal beads, and the change was also applied to these. The value of *λ* that fitted best with SAXS data was found as the value giving rise to the minimum $\chi_{r}^{2}$ when fitting the ensemble-average of the scattering before reweighting. In this case, the parameters *r*~0~, or *Δρ* were taken as the ensemble averages with uniform weights, and *I*(0) and *B* were fitted as free (global) parameters.

SAXS and SANS data {#sec010}
------------------

We used one SAXS dataset recorded on non-deuterated TIA-1 and three different SANS datasets with RRM1 fully deuterated (dRRM1) and RRM23 non-deuterated (hRRM23), with SANS obtained in 0%, 42% and 70% D~2~O leading to different contrasts of TIA-1 in solution ([Fig 1B](#pcbi.1007870.g001){ref-type="fig"}). All data were collected by Sonntag et al. \[[@pcbi.1007870.ref024]\] and obtained from the authors. Varying the deuteration of the solvent gives unique contrast situations in SANS: In 0% D~2~O both dRRM1 and hRRM23 have positive contrast but with an inhomogeneous internal contrast due to the higher excess scattering length density, *Δρ*, of dRRM1; in 42% D~2~O dRRM1 has positive contrast and hRRM23 has approximately zero contrast; and in 70% D~2~O hRRM1 has a negative contrast, and dRRM23 has a positive contrast of similar magnitude. The SAXS data and the SANS data at 0% D~2~O and 42% D~2~O are included by Sonntag et al. \[[@pcbi.1007870.ref024]\], but the SANS data measured at 70% D~2~O was measured as part of the original study but not used in their analysis.

Pair distance distribution functions {#sec011}
------------------------------------

We determined the pair distance distribution functions, *p*(*r*) ([Fig 1C](#pcbi.1007870.g001){ref-type="fig"}), using Bayesian Indirect Fourier Transformation (BIFT) as implemented in BayesApp \[[@pcbi.1007870.ref040],[@pcbi.1007870.ref041]\] (available via GenApp \[[@pcbi.1007870.ref042]\]). A constant background parameter was used in the transformation, and the distributions were allowed to take negative values. This was necessary in particular for the SANS dataset measured in 70% D~2~O, as the deuterated domains have positive excess scattering length density (contrast) and the hydrogenated domains have negative excess scattering length density. Such alternating contrasts result in negative values for the *p*(*r*) at distances typical for the distance between these domains.

Combining MD simulations and SAS data by Bayesian reweighting {#sec012}
-------------------------------------------------------------

As mentioned in the introduction, there are several ways to combine MD simulations with SAS data \[[@pcbi.1007870.ref002]--[@pcbi.1007870.ref020]\], but we here used the Bayesian/Maximum Entropy (BME) method \[[@pcbi.1007870.ref003]\] and the above-calculated SAXS and SANS intensities to reweight the trajectories. For details of BME see \[[@pcbi.1007870.ref003]\] as well as code and examples online <https://github.com/KULL-Centre/BME>. We refer to recent reviews for an discussion on alternative methods \[[@pcbi.1007870.ref005],[@pcbi.1007870.ref006],[@pcbi.1007870.ref043]\].

The first step in any reweighting approach is to run the MD simulation and compare the average calculated intensity from all frames to the experimental data without any further change of the MD simulations. Discrepancies between calculated scattering and data may arise from insufficient sampling or approximate "forward models" used to calculate scattering data from conformations. Better sampling can be achieved by coarse-graining or other sampling enhancement strategies. Even so, it is often not feasible to achieve full convergence \[[@pcbi.1007870.ref044]\], in particular for highly conformationally heterogeneous systems. Moreover, the discrepancies may also be caused by imperfect force fields. By reweighting of the simulated ensemble one can in many cases obtain an ensemble that is consistent with data. In BME reweighting the fit to data is improved by altering the initial simulation as little as possible \[[@pcbi.1007870.ref003]\], in accordance with the principle of maximum entropy. This is ensured by maximizing the relative entropy (the negative Kullbeck-Leibler divergence): $$S\left( \mathbf{w} \right) = - {\sum\limits_{j = 1}^{N}{w_{j} \cdot {\log\left( \frac{w_{j}}{w_{j}^{0}} \right)}}},$$ where $w_{j}^{0}$ are the initial weights and *w*~*j*~ are the refined weights. The weights are normalized so ∑~*j*~*w*~*j*~ = 1, and the initial weights are, in this case, uniformly distributed.

The consistency with data is ensured by minimizing *χ*^2^, defined as usual: $$\chi^{2}\left( \mathbf{w} \right) = {\sum\limits_{i = 1}^{M}\left( \frac{{\sum_{j = 1}^{N}\left( {w_{j} \cdot I_{sim,j,i}} \right)}–I_{exp,i}}{\sigma_{i}} \right)}^{2},$$ where index *i* runs over the *M* measured data points, and index *j* runs over the *N* structures in the simulated ensemble.

To balance the two terms, the following expression is minimized: $$L\left( \mathbf{w} \right) = \chi^{2}\left( \mathbf{w} \right)/2 - \theta\ S\left( \mathbf{w} \right),$$ with *θ* being a regularization parameter that balances the trust in data versus simulation \[[@pcbi.1007870.ref005]\]. In the applications below we scanned *θ* in a range between 1 to 100,000.

The goodness of fit is assessed by the reduced *χ*^2^, defined via the number of degrees of freedom, conventionally estimated as the number of data points, *M*, minus the number of fitting parameters, *K* (here, *K* = 4 for the four parameters involved in calculating scattering intensities with Pepsi-SAXS or Pepsi-SANS): $$\chi_{r}^{2} = \chi^{2}/\left( M - K \right).$$

From the relative entropy, the effective fraction of the initial structures used in the final refined ensemble can be estimated as: $$\phi_{eff} = {\exp\left( S \right)}$$

Expressed in a Bayesian terminology, the prior, i.e. the ensemble from the MD simulations, is updated with the new data, to obtain the posterior, i.e. the ensemble after reweighting. As for all Bayesian methods, the final result is affected by the quality of the prior, as well as the data. In our case, the prior is limited by the accuracy of the force field and the completeness of the sampling. The SAXS and SANS data are intrinsically limited by being low-resolution techniques with a maximal resolution of about 10 Å. The information gain from the data moreover depends highly on the covered *q*-range through the Shannon theorem and the experimental signal-to-noise ratio \[[@pcbi.1007870.ref045],[@pcbi.1007870.ref046]\]. This implies that the information content of data can be increased by improving data quality e.g. through the counting statistics, and by including more types of data \[[@pcbi.1007870.ref047]\], e.g. both SAXS and SANS data. A major focus in the present paper is to examine how and under which conditions SANS can supplement SAXS in such reweighting processes.

Results {#sec013}
=======

In the first part of the result section we demonstrate how BME reweighting can be used to combine SAXS with MD simulations of flexible proteins, and in the second part we analyse additional information gain of SANS data with different contrasts.

Part I: Limitations and strength of determining ensembles with the BME reweighting protocol {#sec014}
-------------------------------------------------------------------------------------------

An MD simulation with the coarse-grained Martini model does describe the SAXS data accurately {#sec015}
---------------------------------------------------------------------------------------------

We used MD simulations with the Martini v. 3.0.beta.4.17 coarse-grained model to generate an ensemble of conformations of TIA1. As starting point for our simulations, we built a model using previously determined high-resolution structures of the folded domains (RRM1, RRM2 and RRM3). We applied harmonic restraints within these domains and allowed for full flexibility within the linkers and tails, thus assuming that the three RRMs have similar structures when they are alone or in the the full-length protein. We based this decision on the observation that NMR HSQC spectra of each RRM superposes well with a spectrum of a construct with all three RRMs \[[@pcbi.1007870.ref025],[@pcbi.1007870.ref048]\] and support it further by noting that e.g. the structure of RRM2 is essentially the same whether in the complex of RNA (PDB ID 5O3J) or in the context of RRM2-RRM3 (PDB: 2MJN).

We performed a 10 μs long MD simulation of TIA1, and examined the consistency between simulation and experiments by comparing the calculated scattering intensity (averaged over all structures in the MD trajectory) with the experimental SAXS data. From this, we observed clear discrepancies, as evident from visual inspection of fit and residuals ([Fig 2A](#pcbi.1007870.g002){ref-type="fig"}). We found that most of the simulated structures had *R*~*g*~ values below the experimentally determined value ([Fig 2C](#pcbi.1007870.g002){ref-type="fig"}) and, that the simulation predicted that TIA-1 is mostly in a collapsed state with *R*~*g*~ of around 20 Å, but with occasional expansions of the three-domain structure, resulting in spikes in the plot of *R*~*g*~ values. Such a compact ensemble is clearly in disagreement with the SAXS data. This observation indicates that the current parameterization of the Martini force field causes too compact structures for the flexible protein TIA-1. We speculate that this may be ascribed to the protein-protein interactions between domains of TIA-1 being too attractive, as such protein "stickiness" has previously been observed for simulations in Martini v2.2 \[[@pcbi.1007870.ref039],[@pcbi.1007870.ref049]--[@pcbi.1007870.ref051]\], and Martini v.3.0.beta.3.2 \[[@pcbi.1007870.ref003]\]. We considered other reasons for the poor fits, including the fact that we keep domains fixed with elastic networks, and limited accuracy of the calculated SAXS data, but none of these could easily explain the large discrepancy between data and calculated scattering from the unperturbed ensemble.

![Results from reweighting the simulation with original force field parameters.\
(A) Fit to SAXS data, before (black) and after reweighting at *θ* = 150 (cyan), *θ* = 500 (green), and *θ* = 5000 (purple). (B) $\chi_{r}^{2}$ vs. *ϕ*~*eff*~ for selection of *θ*. (C) Calculated *R*~*g*~ during the simulation, including mean value (black), experimental *R*~*g*~ from SAXS (red) and mean *R*~*g*~ from the reweighted ensembles (green). Corresponding histograms in the right panel. (D) Calculated *D*~13~ before and after reweighting.](pcbi.1007870.g002){#pcbi.1007870.g002}

To improve agreement between simulation and experiment we used the BME reweighting protocol in which the weight of each conformation in the ensemble is modified to improve agreement. By decreasing the parameter *θ* (see [Methods](#sec002){ref-type="sec"}), it was possible to fit the data more closely (lower $\chi_{r}^{2}$), but with a substantial concomitant drop of the effective fraction of frames used (lower *ϕ*~*eff*~) ([Fig 2B](#pcbi.1007870.g002){ref-type="fig"}). One challenge in BME is to find an appropriate value of *θ* \[[@pcbi.1007870.ref005]\]. This is most easily found when the $\chi_{r}^{2}$ vs. *ϕ*~*eff*~ curve is convex \[[@pcbi.1007870.ref003]\]. In that case, *θ* is lowered as long as the decrease in $\chi_{r}^{2}$ is substantial, and a value of *θ* is chosen, after the curve flattens out, and the decrease in *ϕ*~*eff*~ is much greater than the decrease in $\chi_{r}^{2}$. In the case of the (unmodified) Martini force field, however, the $\chi_{r}^{2}$ vs *ϕ*~*eff*~ curve ([Fig 2B](#pcbi.1007870.g002){ref-type="fig"}) is almost linear. To investigate the effect of the choice of *θ*, we ran the BME program using different values of *θ*, and monitored the fit to SAXS data after reweighting, as well as the reweighted distribution of *R*~*g*~ and *D*~13~ (the distance between domains RRM1 and RRM3), and compared with the non-reweighted distributions ([Fig 2C and 2D](#pcbi.1007870.g002){ref-type="fig"}). For *θ* = 5000, the fit was poor with a $\chi_{r}^{2}$ of above 40, and a calculated *R*~*g*~ value of 23.3 Å, significantly lower than the experimentally determined value of 27.7 Å. On the other hand, *ϕ*~*eff*~ at *θ* = 5000 was \~21%, so a substantial fraction of the simulation was retained in the reweighted ensemble. At *θ* = 150, the fit was seemingly perfect, with a $\chi_{r}^{2}$ of unity, and *R*~*g*~ close to the experimental value ([Fig 2C](#pcbi.1007870.g002){ref-type="fig"}). We here note a subtle but important point when comparing the simulations to the experimental SAXS data. Specifically, even for a perfect ensemble we do not expect perfect agreement between the *R*~*g*~ from SAXS and the *R*~*g*~ calculated from the atomic coordinates in the simulations, since the former is based on an experimental determination in water and include the hydration shell around the protein, while the latter is calculated from the protein structure in vacuum. Instead, all our quantitative comparisons between the simulations and experiments are based on calculating the scattering data, *I(q)*, from the conformational ensembles, including modelling the contribution of the solvent layer to the scattering intensity, enabling us to compare the simulations directly with the data rather than with derived quantities such as the *R*~*g*~. Thus, after reweighting with *θ* = 150 the consistency with SAXS data is excellent. However, *ϕ*~*eff*~ was only about 0.4%, i.e. just 40 out of the 10,000 frames effectively contributed to the reweighted ensemble. We concluded that this value of *θ* was too low, and found instead that *θ* around 500 was a better compromise, since the fit, as judged also by visual inspection, was almost as good as for *θ* = 150, but *ϕ*~*eff*~ was increased 10-fold to \~1%. That is, a good fit could be obtained, but substantial reweighting was necessary.

Altering the Martini force field by increasing the protein-water interaction strength {#sec016}
-------------------------------------------------------------------------------------

To improve the fit between the ensemble from the MD simulations and SAXS, we explored a rescaling of the protein-water interaction strength similar to what has previously been done for all-atomic force fields \[[@pcbi.1007870.ref036]--[@pcbi.1007870.ref038]\] and Martini v.2.2 \[[@pcbi.1007870.ref039],[@pcbi.1007870.ref050],[@pcbi.1007870.ref051]\]. By changing the solvent properties towards a better solvent (i.e. increasing protein-water interactions relative to protein-protein interactions), we stabilized structures with increased expansion and solvent accessible surface, and thus expected these to be visited more frequently in the simulations.

We changed the protein-water interaction strength by a factor *λ* in the range from 1.00 (unaltered) to 1.50 (50% increase of the interaction strength) and monitored the calculated averaged *R*~*g*~ from the simulations, as well as the fit of calculated intensities to the experimental SAXS and SANS data ([Fig 3](#pcbi.1007870.g003){ref-type="fig"}). As described above, the fit to SAXS data before reweighting was poor at *λ* = 1.00, as assessed by visual inspection and a $\chi_{r}^{2}$ of above 40. However, the fit dramatically improved as *λ* increased, up to a value of *λ* = 1.06, where a very good fit was achieved with a $\chi_{r}^{2}$ of 2.8 ([Fig 3](#pcbi.1007870.g003){ref-type="fig"}). When *λ* was increased beyond that point, the fit again worsened, and *R*~*g*~ also increased to values above the SAXS-estimated *R*~*g*~ indicating that the protein structures were generally too extended above *λ* = 1.06. In other words, the solvent became too good. We note that the fit seemingly got worse in the first step from *λ* 1.00 to *λ* = 1.01, before improving again. This is likely due to difficulties in converging at low *λ* values because of stickiness between the domains.

![Tuning the protein-water interaction strength of the Martini force field.\
We varied the protein-water interaction strength by a factor *λ*, and calculated $\chi_{r}^{2}$ for each dataset (A-D). Vertical grey lines are the values of *λ* giving the best fit to the given dataset. No vertical line is given for SANS at 42% D2O as the variation is $\chi_{r}^{2}$ is very small. (E) Average *R*~*g*~ as calculated directly from the simulation. The horizontal red line is the value of *R*~*g*~ determined from the SAXS data.](pcbi.1007870.g003){#pcbi.1007870.g003}

Calculating the *R*~*g*~ in the simulation with *λ* = 1.06 revealed mostly expanded structures with *R*~*g*~ values up to \~45 Å, but also some more collapsed forms with *R*~*g*~ of 20--25 Å ([Fig 4](#pcbi.1007870.g004){ref-type="fig"}). We decided to use this simulation as a prior for further reweighting ([Fig 4B](#pcbi.1007870.g004){ref-type="fig"}), which lead to a very good fit to SAXS data with $\chi_{r}^{2}$ of 1.0, and *ϕ*~*eff*~ of 83% ([Fig 4B and 4C](#pcbi.1007870.g004){ref-type="fig"}). Both the *R*~*g*~ ([Fig 4C](#pcbi.1007870.g004){ref-type="fig"}) and the distance between RRM1 and RRM3 (*D*~13~; [Fig 4D](#pcbi.1007870.g004){ref-type="fig"}) changed only little due to reweighting.

![Results from reweighting the simulation with the optimized force field (*λ* = 1.06).\
(A) Fit to SAXS data with adjusted force fields before (black) and after reweighting at *θ* = 500 (green). (B) $\chi_{r}^{2}$ vs. *ϕ*~*eff*~ for selection of *θ*. (C) *R*~*g*~ calculated from structures during the simulation, including the mean value (black), experimental *R*~*g*~ from SAXS (red), and mean *R*~*g*~ from the reweighted ensemble (green). Corresponding histograms in the right panel. (D) Calculated *D*~13~ before and after reweighting.](pcbi.1007870.g004){#pcbi.1007870.g004}

Fitting the data twice {#sec017}
----------------------

The above protocol included two fitting steps: First, we fitted *λ* by a grid-search to find the value that best matched SAXS data. Second, we reweighed the trajectory weights to obtain even better consistency with data. That is, the prior in the BME protocol \[[@pcbi.1007870.ref003]\], was not a true prior, as the initial weights, which were input in the reweighting protocol, had already been adjusted against data. Optimally, in a Bayesian framework, only one fitting step should be applied to obtain consistency between simulations and a given experimental dataset. However, the two-step fitting protocol here provided the most reliable results. We suggest that such a two-step fitting protocol is necessary when the force fields leads to a poor initial consistency with data, i.e. that all relevant states has not been sampled. For TIA-1, the extended states were not sufficiently sampled with the pure Martini force field. We note that the reweighting only changed the distributions for *R*~*g*~ and *D*~13~ slightly ([Fig 4C and 4D](#pcbi.1007870.g004){ref-type="fig"}), so in this case, the first fitting step where *λ* was adjusted, was sufficient to obtain a reliable ensemble. However, it is not generally the case that adjusting a single parameter in the force field leads to consistency with experimental data.

Reweighting after simulating an ensemble with suboptimal force fields {#sec018}
---------------------------------------------------------------------

In the case described here we could tune a single parameter in the force field to obtain a good match between experiment and simulation. This was possible as the elastic network keeps the structure of the domains rigid, so tuning of *λ* did not affect the structure of the domains. This would not be the case for an all-atomic simulation, and hence one would in general have to work more to balance parameters in a given force field/prior. Therefore, in the general case one would need to be able to reweight an ensemble even if it has been performed with a force field (prior) that leads to substantial deviations from experiments. An interesting question is therefore, how the reweighted ensemble depends on the prior, i.e. what happens when reweighting from an unaltered (*λ* = 1.0), a slightly improved (e.g. at *λ* = 1.04) and a close to optimal (*λ* = 1.06) prior. We note that the altered force fields are improved for this specific system only, and may perform worse for other systems.

For the suboptimal prior at *λ* = 1.04, the fit to SAXS data could be significantly improved by reweighting, and we achieved a $\chi_{r}^{2}$ of 1.0 by reweighting to *ϕ*~*eff*~ = 56% ([Fig 5](#pcbi.1007870.g005){ref-type="fig"}). Before reweighting, TIA-1 was occasionally in a collapsed state with *R*~*g*~ of 20--25 Å, but most of the time in more expanded states with *R*~*g*~ up to \~40 Å ([Fig 5C](#pcbi.1007870.g005){ref-type="fig"}). Most structures had calculated *R*~*g*~ below the experimental value, and the average value was underestimated. However, a considerable amount of structures with larger *R*~*g*~ ensured that reweighting could be successfully applied. The distribution for *R*~*g*~ shifted significantly after reweighting, but, in contrast to the distribution for *R*~*g*~ at *λ* = 1.0 ([Fig 2C](#pcbi.1007870.g002){ref-type="fig"}), there was still a large overlap between the initial and the reweighted distributions, which was also reflected in the much higher value of *ϕ*~*eff*~.

![Results from reweighting the simulation with underestimated protein-water interaction strength (*λ* = 1.04).\
(A) Fit to SAXS data with adjusted force field before (black) and after reweighting at *θ* = 500 (green). (B) $\chi_{r}^{2}$ vs. *ϕ*~*eff*~ for a selection of *θ*. (C) *R*~*g*~ calculated from structures during the simulation, including the mean value (black), experimental *R*~*g*~ from SAXS (red), and mean *R*~*g*~ from the reweighted ensemble (green). Corresponding histograms in the right panel. (D) Calculated *D*~13~ before and after reweighting.](pcbi.1007870.g005){#pcbi.1007870.g005}

We directly compared the reweighted ensembles from *λ* = 1.0 ([Fig 2](#pcbi.1007870.g002){ref-type="fig"}), *λ* = 1.04 ([Fig 5](#pcbi.1007870.g005){ref-type="fig"}) and *λ* = 1.06 ([Fig 4](#pcbi.1007870.g004){ref-type="fig"}), as well as additional ensembles generated with *λ* = 1.08 ([S2 Fig](#pcbi.1007870.s002){ref-type="supplementary-material"}) and 1.10 ([S3 Fig](#pcbi.1007870.s003){ref-type="supplementary-material"}), by examining the resulting distributions for *R*~*g*~ and *D*~13~ ([Fig 6](#pcbi.1007870.g006){ref-type="fig"}). Optimally, the distributions after reweighting should resemble that from reweighting of the best force field (*λ* = 1.06). The reweighted distributions from the unaltered force field (*λ* = 1.00) differed markedly from the rest ([Fig 6](#pcbi.1007870.g006){ref-type="fig"}). The reweighted distributions for the good and suboptimal force fields, on the other hand, were rather consistent, showing that reweighting can be used whenever the force field is "good enough". An obvious question is then what "good enough" means. First, the distributions of some central parameters can be compared before and after reweighting. A large overlap (Figs [4](#pcbi.1007870.g004){ref-type="fig"} and [5](#pcbi.1007870.g005){ref-type="fig"}) indicates that the force field is good enough, whereas a small overlap ([Fig 2](#pcbi.1007870.g002){ref-type="fig"}) indicates the opposite. Second, the value of *ϕ*~*eff*~ is a good indicator. For the unaltered force field, we needed to heavily reweight the ensemble to obtain consistency with data, with a *ϕ*~*eff*~ of about 1%. For the other force fields, *ϕ*~*eff*~ varied between 36% (*λ* = 1.10) and 83% (*λ* = 1.06). We conclude that the most reliable results could be obtained by altering the force field before reweighting to obtain a force field that was "good enough". However, we also note that the ensemble obtained with the unaltered force field (*λ* = 1.00) was still considerably improved by reweighting.

![Distributions of *R*~*g*~ (A) and *D*~13~ (B) after reweighting.\
Reweighted from simulations using *λ* = 1.00 (black), 1.04 (blue), 1.06 (green), 1.08 (brown) and 1.10 (red). Experimental *R*~*g*~ given in (A) as a dotted line.](pcbi.1007870.g006){#pcbi.1007870.g006}

Part II: Information gain from the inclusion of SANS data {#sec019}
---------------------------------------------------------

In the results described above we used coarse-grained simulations and SAXS data to study the conformational ensemble of the three-domain protein TIA-1. Because SAXS experiments are generally sensitive to the overall distribution of mass within the protein, such experiments may not be able to distinguish, for example, fluctuations of the distance between RRM1 and RRM2 *vs*. between RRM2 and RRM3. Using selective protein deuteration and SANS, scattering from specific domains can, however, be highlighted or dampened. Thus, SANS and contrast variation provide additional information to the SAXS data. The question is how much extra information can be gained considering that SANS data are generally noisier than SAXS data? In other words, how much are the final reweighted distributions altered by inclusion of SANS data?

SANS data at different contrast situations carry different structural information {#sec020}
---------------------------------------------------------------------------------

We used data from three SANS contrasts in the present study, all measured on constructs from segmental labelling with RRM1 deuterated and RRM23 hydrogenated. The samples were measured in respectively 0%, 42% and 70% D~2~O. The sample in 0% D~2~O contained scattering contributions from both RRM1 and RRM23, but with RRM1 having significantly higher excess scattering length density. At 42% D~2~O, RRM23 was matched out, and the scattering signal originated solely from the deuterated RRM1 domain. At 70% D~2~O, RRM1 and RRM23 had respectively positive and negative excess scattering length densities (contrasts). This is evident from the *p*(*r*) function ([Fig 1C](#pcbi.1007870.g001){ref-type="fig"}) with alternating sign, which can only appear if parts of the sample have contrast with opposing signs. This contrast is generally considered attractive because it theoretically contains important information about the internal structure of the protein. It, however, has forward scattering, *I(0)*, close to zero and generally low scattering intensity in the full *q*-range. This unfortunately results in a low experimental signal-to-noise ratio, as clear from the relatively larger experimental errors ([Fig 1B](#pcbi.1007870.g001){ref-type="fig"}) and hence in less information rich SANS data in practice.

Different optimal values of *λ* found with SANS than that found with SAXS {#sec021}
-------------------------------------------------------------------------

Similar to our analysis of SAXS data, we determined the fit to the SANS data for simulations with varying values of the protein-water interaction strength ([Fig 3](#pcbi.1007870.g003){ref-type="fig"}). Interestingly, the best fit to the SANS data at 0% D~2~O was at *λ* \~ 1.08 and for SANS at 70% D~2~O it was at *λ* ≥ 1.08. The SANS data at 42% D~2~O were fitted best with the highest tested protein-water interaction strength of 1.50, but the fit was relatively good at all values ($\chi_{r}^{2}$ \< 2). As SANS at 42% D~2~O only "sees" the RRM1 domain, the result may indicate that this domain is slightly too compact in the simulation. When optimizing *λ* against all SANS data, a value of about 1.08 was optimal, i.e. slightly higher than the value of 1.06 found with SAXS alone. This difference from SAXS data may stem from difference in contrast situation, but could also be an effect of D~2~O being a different solvent than H~2~O, such that the samples for SAXS and SANS are not structurally fully identical. We note, however, that the agreement with the SAXS and SANS obtained with these two different values of *λ* were rather similar ([Fig 3](#pcbi.1007870.g003){ref-type="fig"}).

Inclusion of SANS data had only limited effect on reweighted distributions {#sec022}
--------------------------------------------------------------------------

We proceeded to examine the information in the SANS data by reweighting the simulations. We reweighted from the simulations with the unaltered force field (*λ* = 1.00), to monitor the largest effect of the reweighting protocol. In particular, we reweighted with either the SAXS data, with each of the SANS datasets, or with all data simultaneously and calculated the distributions of *R*~*g*~ and *D*~13~ ([Fig 7](#pcbi.1007870.g007){ref-type="fig"}). The distributions after reweighting were almost identical when using, respectively, SAXS alone and SANS at 0% D~2~O alone. Due to the contrast match-out of the hydrogenated RRM2 and RRM3 domains, the SANS data at 42% D~2~O had only limited information about the overall structure of TIA-1, and thus reweighting with this data alone only shifted the distributions marginally. The SANS dataset at 70% will in principle contain information about the whole complex, but due to the low signal-to-noise ratio, this dataset alone was not sufficient to shift the distribution as much as the SAXS data or the SANS data obtained at 0% D~2~O. When including all data, the final distributions reflected a mix of the distributions obtained by using each of the datasets separately. The distribution obtained after including all data was, however, qualitatively similar to the distribution obtained after reweighting with SAXS data alone, albeit slightly closer to the initial distribution.

![Distributions of *R*~*g*~ (A) and *D*~13~(B) after reweighting from unaltered simulation (*λ* = 1.00) using SAXS and SANS data.\
**(**A) Distribution of *R*~*g*~ and (B) distribution of *D*~13~ after reweighting with SAXS alone (red), with SANS at 70% D~2~O (black), SANS at 42% D~2~O (green), SANS at 70% D~2~O (blue) and with all SAXS and SANS data (yellow).](pcbi.1007870.g007){#pcbi.1007870.g007}

Those results indicate that, for this specific system and data, the SANS data add only limited extra information about the distributions of *R*~*g*~ and *D*~13~ when high-quality SAXS data is already available. We found that inclusion of the SANS data resulted in a slightly more conservative distribution, i.e. one that is closer to the initial distribution. This was likely because further reweighting did not improve the fit to SANS data at 70% D~2~O, despite improving the fit to SAXS data and SANS data at 0% D~2~O. Given the similar results when reweighting against SAXS data and SANS data measured at 0% D~2~O, the latter could in principle be used instead of SAXS data. We note, however, that SAXS instruments are generally more available, have higher flux and need less sample, so SAXS is in most cases the first method of choice. The SANS data at 42% on the other hand probes mostly the deuterated RRM1 domain, since RRM23 are matched out in this experiment. The results from this experiment was fully consistent with what we already know from NMR on RRM1, and does not provide additional information about the overall structure and interdomain flexibility of TIA-1. But the contrast could potentially be highly relevant when studying e.g. how one protein changes shape under influence of other (matched-out) proteins or RNA molecules, or if the domain had actually changed conformation. The 70% SANS contrast is particularly relevant for protein/RNA complexes (the original study included also SANS data on the complex between TIA-1 and an RNA molecule \[[@pcbi.1007870.ref024]\]), as RNA is nearly matched out in 70% D~2~O, and as discussed above it contains, in principle, very useful information about the overall structure, but due to the low signal-to-noise ratio it only provided limited information on the overall flexibility of TIA-1.

SANS used for cross-validation and determination of *θ* {#sec023}
-------------------------------------------------------

The SANS data can also be used to cross-validate the reweighting of SAXS data to prevent overfitting \[[@pcbi.1007870.ref007]\], and estimate the best value of *θ*, which quantifies the trust in the MD simulation \[[@pcbi.1007870.ref005]\]. We thus reweighted trajectories generated using *λ* of 1.00 and 1.06 using SAXS data, and monitored the effect of $\chi_{r}^{2}$ calculated using SANS data for cross-validation ([Fig 8](#pcbi.1007870.g008){ref-type="fig"}). At *λ* = 1.00, the SANS data at 42% D~2~O fitted (as expected) equally well for all values of *θ*, whereas the fit to the two other SANS contrasts were improved along with the improvement to the fit of SAXS data. That is, the SANS data at 0% and 70% D~2~O, when combined, carry rather similar structural information as that contained in the SAXS data. Starting with the simulation that best fits with SAXS data (*λ* = 1.06), however, gave a more subtle picture. The SANS at 42% D~2~O was again fitted equally well for all values of *θ*, and this time that was also the case for SANS data at 70% D~2~O. However, the agreement with the SANS data at 0% D~2~O worsened slightly as the fit to SAXS data improved. This result illustrates that the SANS data contain some structural information not captured fully by the SAXS data, though additional experiments (such as SAXS measurements of the deuterated samples and in D~2~O) would be useful to determine whether these small differences come from differences in sample conditions. The additional structural information was also reflected in the different optimal values of *λ* found in SANS and SAXS ([Fig 3](#pcbi.1007870.g003){ref-type="fig"}).

![Cross-validation with SANS data.\
Simulations with either (A--D) *λ* = 1.00 or (E--H) *λ* = 1.06 were reweighted against SAXS data at several different values of *θ*. Agreement with (A, E) SAXS data after fitting to the SAXS data (red), or cross-validated with SANS at (B, F) 0% D~2~O (black), (C, G) 42% D~2~O (green), (D, H) 70% D~2~O (blue).](pcbi.1007870.g008){#pcbi.1007870.g008}

For *λ* = 1.04, the agreement with the SANS datasets improved as *θ* decreased until around *θ* = 1000, where the fit to SANS at 0% D~2~O and at 70% D~2~O slowly worsened ([S4 Fig](#pcbi.1007870.s004){ref-type="supplementary-material"}). Not surprisingly, SANS at 42% again fitted well for all value of *θ*. Reweighting the simulation at *λ* = 1.08 showed the same picture as for *λ* = 1.06, namely that improving the fits to the SAXS data slightly worsened the fit to the SANS data at 0% D~2~O ([S4 Fig](#pcbi.1007870.s004){ref-type="supplementary-material"}).

Thus, overall our results suggest that the SANS and SAXS data provide similar information when the initial simulations are far away from the "correct" ensemble. As the simulated ensemble gets closer to the final ensemble obtained from fitting both *λ* and reweighting against the SAXS data, then we find that the SANS data contains a small amount of extra information.

Optimal SANS contrasts {#sec024}
----------------------

As discussed above, although the SAXS and SANS data are overall consistent, there is some additional information to be gained from the SANS data. The 42% D~2~O contrast gives information about the RRM1 domain structure, and the data appears to be relatively accurately described by the NMR structure. The 0% and 70% D~2~O contrasts pointed towards higher values of *λ*, i.e. towards more extended structures, than the SAXS data alone. However, although this observation suggested some orthogonal information, the SANS data only modestly altered the final ensembles (after reweighting). This was on one side because SANS data at 0% D~2~O and 70% D~2~O, where all domains were "visible" (i.e. not matched out), carried much of the same information as the SAXS data, namely information about the overall structure of TIA-1. Also, SANS data generally had lower signal-to-noise ratio and more limited *q*-range than SAXS data, and thus contained less structural information \[[@pcbi.1007870.ref045],[@pcbi.1007870.ref046]\].

To potentially gain more information from additional SANS contrast, it is worth discussing the optimal SANS conditions, and what could in principle be gained from them. There are two major points to be aware of when selecting SANS contrasts in this case. First, SAXS carries information about the bulk contrast, i.e. where all domains add to the SAXS signal simultaneously ([Fig 9A](#pcbi.1007870.g009){ref-type="fig"}). An optimal SANS contrast should therefore avoid such bulk contrast situations to be complementary to the SAXS data. The second point is the signal-to-noise ratio. An effective way to increase the signal-to-noise ratio in SANS is to minimize the incoherent background scattering from H~2~O in the sample. A relevant contrast situation is therefore obtained at 100% D~2~O, where the signal-to-noise ratio can be improved radically, and data quality comparable with SAXS data can be obtained, even for challenging protein systems that are difficult to express in large quantities \[[@pcbi.1007870.ref052]\]. Moreover, to complement the SAXS, one out of three domains should ideally be matched out, in order to have a contrast situation where only two domains contribute to the total scattering ([Fig 9](#pcbi.1007870.g009){ref-type="fig"}). As in the original study, this can be obtained by partial deuteration of one of the domains \[[@pcbi.1007870.ref053]\], and assembly by sortase \[[@pcbi.1007870.ref024]\]. In practice, only two of these contrast are easily feasible, as the combination with RRM2 being deuterated and RRM1 and RRM3 being hydrogenated ([Fig 9C](#pcbi.1007870.g009){ref-type="fig"}) requires two ligation steps in the sortase protocol \[[@pcbi.1007870.ref024]\].

![Theoretical SAXS and SANS scattering for reweighted ensembles in [Fig 6](#pcbi.1007870.g006){ref-type="fig"}.\
Distribution 1 is the reweighted ensemble from the simulation with *λ* = 1.06 (green), distribution 2 is from reweighted ensemble from the *λ* = 1.04 simulation (blue), and distribution 3 is from the *λ* = 1.08 simulation (brown). (A) SAXS data. (B-D) SANS calculated with respectively RRM1, RRM2, or RRM3 matched out by perdeuteration to 69% and measured in 100% D~2~O. Residuals show the relative difference to the scattering from the distribution reweighted from the simulation with *λ* = 1.06.](pcbi.1007870.g009){#pcbi.1007870.g009}

To investigate the possible information gained from these "optimal SANS data" in 100% D~2~O and with one domain matched out, we calculated the theoretical SANS scattering of three of the distributions in [Fig 6](#pcbi.1007870.g006){ref-type="fig"}. The chosen distributions were qualitatively similar, and came from reweighting with SAXS data starting from simulations with respectively *λ* = 1.04, 1.06 and 1.08 force fields. The reweighted ensembles gave equally good fits to SAXS data, as assessed by the $\chi_{r}^{2}$ close to unity. However, there were some minor differences in the underlying ensembles, and the question was whether one with optimally chosen SANS contrast would realistically be able to probe these differences. We use the notation distribution 1 (reweighted from the simulation with *λ* = 1.06), distribution 2 (*λ* = 1.04), and distribution 3 (*λ* = 1.08).

As expected and per design, the theoretical SAXS data for the three distributions were very similar, with only small differences in the residuals ([Fig 9A](#pcbi.1007870.g009){ref-type="fig"}). In the residuals, each theoretical curve was compared to the one calculated from distribution 1, and divided by the intensity, to obtain the relative residuals. For SANS with RRM1 matched out ([Fig 9B](#pcbi.1007870.g009){ref-type="fig"}), distribution 3 gave slightly different scattering, and might be discriminated from the two others if very good SANS data from a contrast with RRM1 matched out were available. Hence, this contrast is optimal for mapping out the distribution for the distance between domain RRM2 and RRM3. The sample with RRM2 matched out ([Fig 9C](#pcbi.1007870.g009){ref-type="fig"}) would, as mentioned above, be the most challenging sample to prepare. It did however show a significant difference between the scattering distribution 3 and the two others. This contrast is an optimal choice for measuring the distance between RRM1 and RRM3, *D*~13~. In the last contrast situation, RRM3 is matched out ([Fig 9D](#pcbi.1007870.g009){ref-type="fig"}). Here, distribution 2 could best be distinguished from the others, but the relative differences were rather small and the experiment would have to be optimized to a great extent to make the distinction. It is the best SANS contrast for measuring the distance between RRM1 and RRM2. Thus, if SANS data with one or more of these contrast situations were available with a sufficiently good signal-to-noise ratio, the distributions for *R*~*g*~ and the inter-domain distances could have been determined more precisely, but the overall structural conclusions would not be altered significantly. For such subtle differences to be useful in a reweighting protocol, the forward model used to calculate the scattering from coordinates also has to be very precise. In the present case we expect that a more detailed back-mapping protocol might be necessary (see [Methods](#sec002){ref-type="sec"} and [S1 Fig](#pcbi.1007870.s001){ref-type="supplementary-material"}).

Discussion {#sec025}
==========

Reweighting simulations with different force fields {#sec026}
---------------------------------------------------

We have shown that an ensemble for TIA-1 obtained from simulations with the latest Martini coarse-grained force field did not match well SAXS and SANS data. We, however, were able to obtain ensembles that fitted the data much better by strengthening the protein-water interactions through an adjustment of the force field. The best fit to the SAXS data was obtained at *λ* = 1.06, i.e. with about 6% increase of the protein-water interaction strength. For SANS data, a slightly higher value for the protein-water interaction strength best fitted the data. Further work on additional proteins is needed to assess whether such 6--8% increase of the protein-water interaction strength is also applicable to other systems simulated with the Martini force field. Although perhaps fortuitous, the rescaling is similar in magnitude to the adjustments seen for some all-atom force field adjusted to simulate proteins with intrinsically disordered regions \[[@pcbi.1007870.ref036]--[@pcbi.1007870.ref038]\]. For the TIA-1 system, reliable distribution for collective variables such as *R*~*g*~ and *D*~13~ could be obtained from several non-perfect force fields by reweighting against experiments. For these force fields (*λ* = 1.04−1.10), the reweighted distributions were qualitatively the same as the reweighted distributions obtained from the best force field (*λ* = 1.06). This was also reflected in the obtained values for *ϕ*~*eff*~. For *λ* =1.00 (the unaltered force field), the trajectory needed to be heavily reweighted to a point where *ϕ*~*eff*~ was less than 1% before a good fit was achieved. For the force fields that proved to be "good enough", *ϕ*~*eff*~ after reweighting to SAXS data varied between 36% at *λ* = 1.10 ([S2 Fig](#pcbi.1007870.s002){ref-type="supplementary-material"}), and 83% at *λ* = 1.06 ([Fig 4](#pcbi.1007870.g004){ref-type="fig"}). A good force field can be recognised by a substantial overlap between the distribution for collective variable before and after reweighting. This was not the case for the simulation at *λ* = 1.00 ([Fig 2](#pcbi.1007870.g002){ref-type="fig"}), but was the case e.g. for *λ* = 1.04 ([Fig 5](#pcbi.1007870.g005){ref-type="fig"}), and *λ* = 1.06 ([Fig 4](#pcbi.1007870.g004){ref-type="fig"}). For other systems it might be difficult to determine what the important collective variables are, and in those cases, *ϕ*~*eff*~ may still be utilized to assess the quality of the force field against experimental data, as it measures overlap between prior and reweighted distribution independently of any choice of parameter.

The value of *ϕ*~*eff*~ relates to how much the force field needs to be modified so that the ensemble agrees with the data. This, in turn suggests that *ϕ*~*eff*~ may quantitatively relate to the error of the force field. Indeed, it can be shown that the relative entropy, *S*, is proportional to the free energy difference between two ensembles \[[@pcbi.1007870.ref054]\]. Using this formalism and the values of *ϕ*~*eff*~ needed to reweight the ensembles sampled at λ = 1.0, 1.04, 1.06 and 1.10 to a $\chi_{r}^{2} = 1$ (*ϕ*~*eff*~ = 0.4%, 56%, 86% and 36%, respectively) we find that that the force field errors are 5.5 *k*~B~*T*, 0.6 *k*~B~*T*, 0.1 *k*~B~*T* and 1.0 *k*~B~*T*, respectively. The exact interpretation of these estimates is, however, complicated by the fact that this only says something about how wrong the force field is, as viewed from the SAXS data, so that the force field could still be wrong even if *ϕ*~*eff*~ is high. We thus suggest that more systems need to be investigated to reach a general rule of thumb for when a force field is good enough, and what values of *ϕ*~*eff*~ enable accurate reweighting.

Another important point relates to the different ways one may improve agreement with experiments. Indeed, here we have both modified the force field (by scaling protein-water interactions) and reweighted the ensemble sampled with a given force field. Both approaches can be formulated from a statistical point of view based on Bayesian statistics \[[@pcbi.1007870.ref005],[@pcbi.1007870.ref055]\], but differ in whether they have the potential of being transferable to other systems. We note, however, that when we reweight ensembles after having tuned the protein water interactions we are, in some sense, using the data twice. As we have recently noted, further studies are needed to examine the implications of this, and whether approaches can be developed that do so in a single framework \[[@pcbi.1007870.ref005]\].

Information gain from SANS data on flexible proteins {#sec027}
----------------------------------------------------

We analysed the impact of the SANS data on the final distributions of TIA-1, and found that the SANS data only had little effect on the final distributions for the parameters *R*~*g*~ and *D*~13~ that we focused on. We note that these conclusions might differ for other proteins or data, or indeed for other specific questions on TIA-1. If e.g. the single domain structure was the question of interest, then contrast highlighting single domains, such at the SANS 42% contrast, provides valuable information that is orthogonal to the SAXS data. We suggested some SANS contrast situations that might provide more information gain from the SANS data, i.e. more information about the flexibility of TIA-1. Our calculations illustrated that if the differences between alternative ensembles were subtle or indistinguishable in SAXS, then they will typically also be rather small in SANS, even at optimal contrast conditions. Therefore, the obtained SANS data should be of comparable quality with the SAXS data. This can best be obtained if the incoherent scattering is reduced to a minimum, i.e. with D~2~O based buffer, though care should be taken to test whether the conformational ensemble is sufficiently similar in H~2~O and D~2~O. In that case, it might be possible to obtain additional information, so distributions that could not be discriminated by SAXS alone could be discriminated by a combining of SAXS and SANS. Our conclusion are thus in line with previous work \[[@pcbi.1007870.ref047]\] on phospholipid nanodiscs, that showed that the amount of information gained from measuring SANS data, given a model refined with SAXS, depends on parameters/questions of interest. In the present work we confirm and extend this by showing that there is additional information in the investigated SANS data, but the additional information specifically about the overall structure of TIA-1, in terms of the distribution for *R*~*g*~ and the inter-domain distances, is limited. Nevertheless, we highlight that the improvement in agreement with the SAXS data generally mirrors improvement in the SANS data ([Fig 3](#pcbi.1007870.g003){ref-type="fig"}), suggesting that the SANS data may be used to cross-validate the SAXS-based refinement \[[@pcbi.1007870.ref007]\]. NMR paramagnetic relaxation enhancement might provide an alternative method for cross-validating transient domain-domain interactions \[[@pcbi.1007870.ref056]\].

Looking ahead, when aiming to refine an ensemble a good practical process would be first to do the simulations, and then to collect the SAXS data. The reweighting process with SAXS data can then be performed immediately after the SAXS data has been collected. If further discriminative power is needed, which of course depends on the question in mind, the more challenging SANS experiment can be designed. In that way, it is known how good the signal-to-noise ratio should be in the SANS experiment, and also at what *q*-values the most marked differences appear, such that relevant SANS setting can be chosen.

In their original study, Sonntag et al. \[[@pcbi.1007870.ref024]\] showed that when combining SAXS and SANS data they could determine more precise structural models of TIA-1, including in the presence of RNA. Here we have built upon that work, focusing only on the free TIA-1, by examining the conformational heterogeneity of TIA-1 in solution. We have examined what information is gained from SANS, and in particular what information that comes from each of the individual SANS contrasts. There are some important differences in the our modelling approach and in that of Sonntag et al. \[[@pcbi.1007870.ref024]\], which are worth highlighting and may well affect the conclusions. Firstly, we did not include data with RRM23 deuterated and RRM1 hydrogenated \[[@pcbi.1007870.ref024]\], as there was an upturn in the data at low *q*, which may be due to slight aggregation, or the neutron beam reflecting on the sample surface. This was handled by truncation of data by Sonntag et al. \[[@pcbi.1007870.ref024]\]. Another important difference is that Sonntag et al. \[[@pcbi.1007870.ref024]\] searched for single structures to represent all data at all contrasts, i.e. each structure in their ensemble should fit all data, whereas we searched for an ensemble that fitted data when integrated. In our approach the total scattering from the reweighted ensemble fits data, whereas the scattering from individual structures in the final ensemble do generally not fit the data. Such an ensemble view makes it possible to investigate highly entropic systems where large structural variety is expected \[[@pcbi.1007870.ref005],[@pcbi.1007870.ref006],[@pcbi.1007870.ref057]\], but requires special care to avoid overfitting. Here, we use the BME approach for this purpose in which we balance information from the experiments with prior information encoded in the Martini energy function.

Conclusion {#sec028}
==========

We found that the latest Martini coarse-grained force field (version 3.0.beta.4.17) resulted in structures of the flexible TIA-1 that, as judged by comparison with high-quality SAXS data, were on average too compact. However, by increasing the protein-water interaction strength of the force field by about 6%, we achieved a very good agreement with the SAXS data. Reweighting the data with a Bayesian maximum entropy method further improved the fit.

In general, it cannot be expected that good agreement with data can be obtained by tuning a single parameter in a force field. Therefore, we also investigated "suboptimal versions" of the force fields, with 4% to 10% increase of the protein-water interaction strength. We stress that the term "suboptimal" here and elsewhere refers to the description of the SAXS and SANS data on TIA-1, and not the more complex problem of optimizing a transferable force field. We compared the reweighted distributions of the radius of gyration, *R*~*g*~, and the distance between domains RRM1 and RRM3, *D*~13~ with the reweighted distribution obtained from the "optimal" force field (with 6% increase of the protein water interaction strength). The reweighted distributions were very similar despite being rather different before reweighting. This illustrated that the BME reweighting method can be used also for suboptimal force fields. However, if the protein-water interaction strength was not increased at all, the reweighted simulations differed significantly from the others and the results were much less robust. In conclusion, the force field does not have to be perfect, but has to be "good enough", to obtain reliable results after reweighting. Whether a given force field is "good enough" can be assessed by the overlap between the initial and reweighted distribution for central parameters (in this case *R*~*g*~ and *D*~13~), where a substantial overlap is desirable. Moreover, the effective fraction of structures kept in the reweighted ensemble, *ϕ*~*eff*~, should not be too small. For this particular protein system, and these particular data, we found that the reweighted distributions were similar after reweighting when *ϕ*~*eff*~ was 36% or above. However, more systems need to be investigated to reach a general rule of thumb for when a force field is good enough.

Despite adding some additional information, we have shown that the structural information gain of including SANS data in the reweighting process was limited for this system and the available SAXS and SANS data. Inclusion of SANS data did not alter significantly the obtained distributions of the central parameters such as *R*~*g*~ and *D*~13~. It might be possible to increase the signal-to-noise ratio by decreasing the H~2~O content in the solvent, and thus gain more structural information from SANS data. However, in line with previous work \[[@pcbi.1007870.ref047]\], we conclude that SAXS experiments should first be conducted and analysed, and then the SANS experiment should be carefully designed to fully benefit from the challenging sample preparation that is required for such SANS experiments with some domains deuterated and some hydrogenated.

Supporting information {#sec029}
======================

###### Test of faster back-mapping protocol.

Calculated theoretical form factor *P*(*q*) = *I*(*q*)/*I*(0) for a representative frame after the full back-mapping protocol (black line) and a shortened back-mapping protocol (green). See [Methods](#sec002){ref-type="sec"} section for more details. Residuals show the relative difference.

(TIF)

###### 

Click here for additional data file.

###### Results from reweighting the simulation with overestimated protein-water interaction strength (*λ* = 1.08).

\(A\) Fit to SAXS data with adjusted force field before (black) and after reweighting at *θ* = 300 (green). (B) $\chi_{r}^{2}$ vs. *ϕ*~*eff*~ for selection of *θ*. (C) *R*~*g*~ calculated from structures during the simulation (black), experimental *R*~*g*~ from SAXS (red), and mean *R*~*g*~ from the reweighted ensemble (green), with corresponding histograms in the right panel. (D) Calculated *D*~13~ before and after reweighting.

(TIF)

###### 

Click here for additional data file.

###### Results from reweighting the simulation with overestimated protein-water interaction strength (*λ* = 1.10).

\(A\) Fit to SAXS data with adjusted force field before (black) and after reweighting at *θ* = 300 (green). (B) $\chi_{r}^{2}$ vs. *ϕ*~*eff*~ for selection of *θ*. (C) *R*~*g*~ calculated from structures during the simulation (black), experimental *R*~*g*~ from SAXS (red), and mean *R*~*g*~ from the reweighted ensemble (green), with corresponding histograms in the right panel. (D) Calculated *D*~13~ before and after reweighting.

(TIF)

###### 

Click here for additional data file.

###### Cross-validation with SANS data.

Results of SAXS reweighting (A, E; red) cross-validated with SANS at 0% D~2~O (B, F; black), SANS at 42% D~2~O (C, G; green), SANS at 70% D~2~O (D, H; blue). Simulated at (A, B, C, D) *λ* = 1.04, and (E, F, G, H) *λ* = 1.08.

(TIF)

###### 

Click here for additional data file.

The authors would like to thank Janosch Hennig and Michael Sattler for sharing the SAXS and SANS data.
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When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to all review comments, and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.
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Sincerely,

Peter M Kasson

Associate Editor

PLOS Computational Biology

Nir Ben-Tal

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: Larsen et al. present an insightful application of their Bayesian method for (minimal) ensemble reweighting. The study is well designed, the conclusions are justified by the data, and the manuscript is exceptionally clearly written. I strongly appreciate the extensive discussion on the strengths and limitations of the reweighting protocol, which will guide future efforts. Plos Comput Biol is certainly a suitable journal for this work.

I suggest only a few clarifications. Further review is not needed. Congratulations to this insightful work!

1\) page 4:

\"Resolution effects were included in the Pepsi-SANS calculations, using the uncertainty of the measured -values, as provided by in the fourth column of the SANS data.\"

How exactly is this done? The Pepsi-SANS documentation does not provide much information.

2\) phi_eff gives the fraction of frames that dominate the final, reweighted ensemble. I was wondering if you can translate phi_eff into a the error of the force field (in terms of free energies). Does a certain phi_eff (e.g. 1%) mean that the force field is wrong by XX kilojoule per mole? Such translation would give phi_eff a more intuitive meaning.

3\) page 17: Here you use the same term \"fit\" with two different meanings:

\"However, the fit to the SANS data at 0% D2O worsened slightly as the fit to SAXS data improved.\"

I would suggest to replace with first fit (\"fit to the SANS\") with \"agreement with SANS data\" or so, since you do not really \"fit\" but cross-validate against SANS. This would simplify the reading. Same for the phrase \"For = 1.04, the fits to SANS datasets improved\...\"

4\) page 18: \"As discussed above, although the SAXS and SANS data are fully consistent\...\" Further up, you write that SAXS and SANS are rather mostly (and not fully) consistent. Revise?

5\) page 20: \"\...a slightly higher value for the protein-water interaction strength best fitted data.\" -\> fitted THE data?

Reviewer \#2: The authors report on a strategy combing coarse-grained MD using the Martini force field with SAXS/SANS data to study dynamic conformations of multidomain proteins. They demonstrate their approach with a well-studied three-domain protein TIA-1, for which high-resolution domain structures, SAXS and SANS data, including SANS data from segmentally deuterated protein, are available. The authors focus on an analysis of the dynamic ensemble of the three-domain protein in the absence of RNA, while a previous study has focused on the (more) rigid structural arrangements of the domains in the presence of RNA.

The authors performed coarse-grained MD keeping the domains semi-rigid and used a simplified back-mapping calculation to obtain an atomic description of structures to calculate Rg. The SAS and MD data were combined by Bayesian maximum entropy (BME) and quality of fits were assessed by a reduced chi_square.

The authors first optimize the regularization parameter theta, which scales the relative impact of data and simulation by reweighting in the BME approach. Thereby underestimation of calculated Rg compared to experimental data for the MD ensembles can be adjusted. Then they show that the value lambda for the protein-water interactions can be optimized in the Martini force-field to achieve best agreement with the experimental SAXS and SANS data. The authors are aware that the two adjustments for fitting experiment and simulation are not independent and may thus cause problems, but propose that the best agreement was obtained using this approach.

In a second part the author assess to role and information provided additional SANS data, when employing a MD/SAXS fitting protocol. They show that SANS can be used to aid and cross-validate the optimization of theta, while SAXS and SANS contributions are very similar. They show that the impact of contrast-matched SANS can be optimized and predicted, suggesting that in the specific example contrast-matched SANS data a sample with protonation of the second domain would provide additional information.

The manuscript is a carefully executed study combining state-of-the-art molecular dynamics simulation and BME with sparse experimental data for defining conformational ensembles of multidomain proteins. The computational procedures and analyses appear technically sound, although there are some questions (see below). The work focusses on the computational approach, while conclusions, interpretation and perhaps further validation of the structural ensembles is not attempted. Overall, the manuscript is interesting and should help to improve computational treatment of flexible multidomain proteins with SAXS/SANS data.

Thus, I recommend publication after the authors address the comments given below.

Specific comments:

\- For the reweighting by optimizing theta the authors state that simulation did not include the hydration shell, while this of course contributes significantly to the experimental SAXS data. This seems a gross inconsistency. Do the author imply that the reweighting protocol compensates for ignoring this somehow? Otherwise, it seems difficult to justify to optimize a parameter while ignoring hydration shell scattering. The authors should also perform the reweighting by considering the hydration shell to assess the effect of this in their approach.

\- The two fitting steps optimizing theta and lambda are not independent but rather inter-dependent as in both cases an optimal agreement between simulation and experiment is scored. How does this approach avoid a circular argument in that the two parameters are merely "fudging" in a not well-defined way? The authors seem to argue that a good force field does allow reweighting, where minimal reweighting may indicate the quality of the force field. Can this be used to generalize the approach and come up with a general recipe?

\- The authors should describe which regions (residue numbers) were kept semi-rigid and which regions (linkers) were considered flexible. Is this justified, i.e. can the authors exclude that the linkers may not be completely flexible and, for example, exhibit some conformational features/propensities, or transiently interact with the domains?

\- How does the dynamic ensemble compare to other experimental data (if) available. Is there a way to validate the derived ensemble by experiments?

\- In the introduction, the authors refer to a number of approaches to study dynamic protein systems of based on MD and/or SAXS/SANS data. Other groups have made relevant contributions, which should be listed as well, e.g. Delaforge E, et al. J Am Chem Soc 2015. PMID 26424125; Huang JR, et al. J Am Chem Soc 2014. PMID 24734879; Bertini I, et al (2010) J Am Chem Soc doi: 10.1021/ja1063923

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: Yes: Jochen S Hub

Reviewer \#2: No

[Figure Files:]{.ul}

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [[http://journals.plos.org/ploscompbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}
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Dear Dr. Lindorff-Larsen,

We are pleased to inform you that your manuscript \'Combining molecular dynamics simulations with small-angle X-ray and neutron scattering data to study multi-domain proteins in solution\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.
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Reviewer \#2: The authors have clarified my concerns and further improved the manuscript.

I recommend publication.
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