In this paper, a novel approach is proposed for recognizing pain expression. First of all, supervised locality preserving projections (SLPP) is adopted for extracting feature of pain expression, which can solve the problem that LPP ignores the within-class local structure using adopting prior class label information, and then multiple kernels support vector machines (MKSVM) is employed for recognizing pain expression, Compared to SVM, which can improve the interpretability of decision function and classifier performance. Experimental results are shown to demonstrate the effectiveness of the proposed method.
Introduction
Pain is difficult to assess and manage. Pain is fundamentally subjective and is typically measured by patient self-report, either through clinical interview or visual analog scale (VAS). This techniques are popular because they are convenient. simple, satisfy. Self-report measures, however, have several limitations. These include idiosyncratic use, inconsistent metric properties across scale dimensions, reactivity to suggestion, efforts at impression management or deception, and differ-ences between clinician's and sufferers' conceptualization of pain. Moreover, self-report measures cannot be used with young children, with many patients in postoperative care or transient states of consciousness, and with severe disorders requiring assisted breathing, among other conditions [1, 2] .
In the past several years, significant progress has been made in machine learning to automatically recognize pain expressions. In [2] , An approach was developed to automatically recognize acute pain, Active Appearance Models (AAM) was used to decouple shape and appearance parameters from face images, Based on AAM, three pain representations were derived. And then SVM were used to classify pain. In [3] , a robust approach for pain expression recognition was presented using video sequences. Pain expression recognition is performed by projecting a new image onto the feature spaces spanned by the Eigenfaces and then classifying the painful face by comparing its position in the feature spaces with the positions of known individuals.
In this paper, we develop a novel approach to recognize acute pain. This approach includes two steps: extracting feature of pain expression and classifying pain expression. In the extracting feature, features of pain expression are extracted by supervised locality preserving projections in face-images [4] . Then we use multiple kernels SVM to classify with several representations from priority step [5] . Our approach can enhance the accuracy of recognizing pain expression using two improvements. (1) SLPP can solve the problem which LPP ignores within-class local structure with prior class label information. (2)Compared with a single one multiple kernels learning, using multiple kernels can enhance interpretability of the decision function and improve classifier performance.
Pain feature extraction
We propose supervised locality preserving projections (SLPP), which solve the problem which LPP ignores the within-class local structure using adopting prior class label information, and use SLPP to extract pain feature from face images.
A. Locality Preserving Projections
Locality preserving projection (LPP) [6] is a recently proposed dimensionality reduction method, which can try to find a transformation matrix A to project high-dimensional input data
into a lowdimensional subspace Y in which the local structure of the input data can be preserved. The objective function of LPP is as follows: the embedding is as follows:
where i y is a d-dimensional vector, and A is a N d  matrix.
B. Pain Feature Extraction Based on S lPP LPP fail to deliver good performance when the data structure is nonlinear because they are intrinsically linear. In addition, it ignores the within-class local structure, which may sometimes make them unsuitable for object recognition. With prior class label information, we propose a supervised approach for pain feature extraction, i.e., supervised locality preserving projections. Assuming a set of face images
is a face image which have N-dimensional features, and i C is been regard as a class label. Similarly to [7] , we use a nonlinear function  to map the data into a high-dimensional feature space
.Then in feature space F , we seek a projecting transformation P that can preserve the within-class geometric structure of the data ( ) x  by minimizing the sum of the weighted distance of samples. The minimization problem can be expressed as 
Substituting (6) into (5), we can obtain
where the matrix ( , ) ( 
Projecting transformation P can be solved according to (8) and (6) . Thus, features of pain expression 1 2 ( , ... ) m z z z z  are calculated as follows:
Pain expression recognition
Support Vector Machines are a family of pattern classification algorithms , which are often been used to classify faces with a single kernel Meanwhile, in this paper, multiple kernel learning using multiple kernels instead of a single one is used to recognite pain, which can enhance interpretability of the decision function and improve classifier performance.
C. Support Vector Machine
Support Vector Machines [8] are based on the idea of structural risk minimization rather than empirical risk minimization. Assume that we have a data set 
where 2  denotes the 2 l norm and C>0 is a regularization constant. The above formulation into the equivalent dual optimization problem prevents from dealing with features in H explicitly. In the above kernel method, the data representation is implicitly chosen through the kernel function ( , ) i k x x . However, it is often unclear what the most suitable kernel for the task at hand is, and hence we wish to combine several possible kernels. The multiple kernel learning can be used for training multiple kernels by jointly optimizing both the coefficients of the classifiers and the weights of the kernels, which have a more excellent effectiveness for object recognition than SVM [9, 10] . The above optimization problems can be translated into a semi-infinite program, and we can solve the above optimization problems with standard techniques [11] . Note that the above optimization problem is the regular SVM optimization problem when m=1.
In the pain expression recognization, the feature of pain expression 
Experimental results and analysis
We have used a database of painful and normal face images. In this database, there are two groups of images and each group includes 22 males and 20 females. The first group is normal mood, and the second group is in painful mood. The images were taken under various laboratory-controlled lighting conditions. 32 face images per class are randomly chosen for training, while the remaining images are used for testing. We pre-processed these images by aligning and scaling them so that the distances between the eyes were the same for all images and also ensuring that the eyes occurred in the same coordinates of the image. Sample images are shown in Fig.1 .We run the system 5 times and obtain 5 different training and testing sample sets. The recognition rates were found by averaging the recognition rate of each run To examine the accuracy of our proposed pain recognition system, we have tested our system several times. 68 different expression images are used for this experiment. Some images contain the same person but in different mood. As shown in table.1, our algorithm shows good results, with precision over 90%. The correct rate is 9% higher than the results from paper [2] .The reason is that we improve the recognition accuracy in the two stages of pain feature extraction and expression recognition. In the stage of pain feature extraction, we use supervised locality preserving projections to extract face feature. In the stage of expression recognition, we use multiple kernels SVM to classify expression images.
Conclusions
In this paper, we present a novel machine learning method to recognize the pain expression. Our work focuses on two places. (1)In extracting feature, improved LPP, SLPP is used to extract features of pain expression with propriety information, which makes it possible to avoid the problem which LPP ignores within-class local structure. (2)We used MKSVM to recognite pain expression, Compared with a single one, multiple kernels learning using multiple kernels can enhance interpretability of the decision function and improve classifier performance. Finally, the experiment's results can prove that our approach enhance the accuracy of recognizing pain expression.
