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Abstract
We prove a C0 a priori estimate on a solution of the quaternionic Calabi prob-
lem on an arbitrary compact connected HKT-manifold. This generalizes earlier
results [9] and [7] where this result was proven under certain extra assumptions
on the manifold.
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1 Introduction.
1.1 Preliminaries and statement of the main result.
The main result of the paper is Theorem 1.1.13 below. In recent years the classical
theories of (real) convex and complex plurisubharmonic functions and real and com-
plex Monge-Ampe`re equations have been extended in several directions. Thus in [1] the
first author has introduced a class of plurisubharmonic (psh) functions of quaternionic
variables on the flat quaternionic space Hn and defined a quaternionic version of the
Monge-Ampe`re operator on continuous psh functions on Hn; applications of these no-
tions to convexity (valuations theory) were given in [3]. In [2] the first author studied
further the properties of this operator and proved a solvability of the Dirichlet problem
for the quaternionic Monge-Ampe`re equation in a domain in Hn under appropriate as-
sumptions; in a very recent preprint [41] J. Zhu proved the solvability of it under more
general assumptions. In [9] M. Verbitsky and the first author generalized the class of
quaternionic psh functions and the quaternionic Monge-Ampe`re operator to the more
general context of hypercomplex manifolds (the definition is reminded below); there
the psh functions were also related to the so called HyperKa¨hler with Torsion (HKT)
geometry. Furthermore the first author [5] extended the notion of psh function and
quaternionic Monge-Ampe`re operator to still more general class of quaternionic mani-
folds. In [4] the first author introduced psh functions and the Monge-Ampe`re operator
on functions of two octonionic variables; applications to the valuations theory were also
given there.
A parallel development of extending the class of psh functions and Monge-Ampe`re
equations in different, though partly overlapping, directions was initiated by Harvey
and Lawson in a recent series of articles. Thus in [25] they introduced and studied
psh functions in calibrated geometry; this approach was generalized further in [27],
[28]. In [26] Harvey and Lawson introduce and study the Dirichlet problem for a rather
general class of Monge-Ampe`re type equations which covers the Dirichlet problem for
the homogeneous (i.e. with the vanishing right hand side) Monge-Ampe`re equations
over R,C,H. In a very recent preprint [29] they and Pli´s study psh functions on almost
complex manifolds.
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In order to formulate the main result of this paper we have to remind some notions.
1.1.1 Definition. A smooth manifold M4n with a triple of complex structures I, J,K
such that IJ = −JI = K will be called a hypercomplex manifold.
1.1.2 Remark. Hypercomplex manifolds were explicitly introduced by Boyer [17]. We
assume throughout the paper that I, J,K act on the tangent bundle TM by the right
multiplication. This induces the right action of the field H of quaternions on TM .
1.1.3 Definition. A hypercomplex manifold (M4n, I, J,K) with a Riemannian metric
ρ that is invariant under the three complex structures (I, J,K) will be called a hyper-
Hermitian manifold.
1.1.4 Definition. Consider the complex manifold (M, I). Denote by Λp,qI (M) the space
of (p, q)-forms on (M, I). Let ∂ : Λp,qI (M) −→ Λp+1,qI (M) and ∂ : Λp,qI (M) −→ Λp,q+1I (M)
be the usual ∂ and ∂ operators on the complex manifold (M, I). Define
∂J := J
−1 ◦ ∂ ◦ J.
Then by [38] we have
(a) J : Λp,qI (M) −→ Λq,pI (M),
(b) ∂J : Λ
p,q
I (M) −→ Λp+1,qI (M),
(c) ∂∂J = −∂J∂.
1.1.5 Remark. The operator ∂∂J should be considered as a quaternionic analogue of
the operator ddc on complex manifolds. Moreover the operator ∂∂J on functions is a
quaternionic version of the Hessian.
Given a hyper-Hermitian manifold (M, I, J,K, ρ) consider the differential form
Ω := −ωJ +
√−1ωK
where ωL(A,B) := ρ(A,B · L) for any L ∈ H with L2 = −1 and any two vector fields
A,B on M . We use the following definition of an HKT-metric.
1.1.6 Definition. The metric ρ on M is called an HKT-metric if
∂Ω = 0.
1.1.7 Remark. HKT manifolds were introduced in the physical literature by Howe
and Papadopoulos [32]. For the mathematical treatment see Grantcharov-Poon [24]
and Verbitsky [38]. The original definition of HKT-metrics in [32] was different but
equivalent to Definition 1.1.6 (the latter was given in [24]).
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1.1.8 Remark. The classical hyper-Ka¨hler metrics (i.e. Riemannian metrics with the
holonomy of the Levi-Civita connection contained in the group Sp(n)) form a subclass
of HKT-metrics. It is well known that a hyper-Hermitian metric ρ is hyper-Ka¨hler if
and only if the form Ω is closed, or equivalently ∂Ω = 0 and ∂Ω = 0.
1.1.9 Definition. A form ω ∈ Λ2k,0I (M) that satisfies Jω = ω will be called a real
(2k,0)-form [38]. The space of real (2k, 0)-forms will be denoted by Λ2k,0I,R (M).
1.1.10 Definition. (The t-isomorphism [38]) Given a right vector space V over H, there
is an R-linear isomorphism t : Λ2,0I,R(V ) −→ SH(V ) from the space of the real (2, 0)-forms
on V to the space of symmetric forms on V that are invariant with respect to the action
of the group SU(2) of unit quaternions, given by t(η)(A,A) := η(A,A ◦ J) ([38]). We
shall denote by the same letter the induced isomorphism t : Λ2,0I,R(M) −→ SH(M), where
the target is the space of global sections of the bundle with the fiber SH(M)x = SH(TxM)
over an arbitrary point x ∈M .
1.1.11 Definition. Forms η ∈ Λ2,0I,R(M) satisfying t(η) > 0 (resp. t(η) ≥ 0) will be
called strictly positive forms (resp. positive forms).
1.1.12 Remark. On a hyper-Hermitian manifold the metric ρ and the form Ω =
−ωJ +
√−1ωK satisfy t(Ω) = ρ and are therefore mutually defining.
Thus we will denote an HKT-manifold as a 5-tuple (M, I, J,K,Ω), where Ω is the
form corresponding to the HKT-metric ρ via the t-isomorphism; Ω is called an HKT-
form.
The following quaternionic version of the Calabi problem was introduced by M.
Verbitsky and the first author in [9]; it is the main object of study of the present paper.
The problem formulated in analogy with the famous complex Calabi problem solved
by Yau [40]. Let (M4n, I, J,K,Ω) be a compact HKT-manifold. Let F ∈ C∞(M,R) be
a smooth real valued function. Then it is conjectured [9] that there exists a constant
A > 0 such that the equation
(Ω + ∂∂Jφ)
n = AeFΩn (1.1.1)
has a solution φ ∈ C∞(M,R).
This equation is non-linear (for n > 1) and elliptic of second order. The uniqueness
of a solution (up to an additive constant) is shown in [9]. M. Verbitsky [39] has found
a geometric interpretation of this equation. The quaternionic Calabi problem (1.1.1)
was shown to have a positive solution by the first author [6] under rather restrictive
assumption: it was assumed that the hypercomplex manifold (M, I, J,K) admits a
locally flat hyperKa¨hler metric (which does not have to be related to Ω).
The main result of this paper is the following theorem which contributes to under-
standing the general case.
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1.1.13 Theorem. Let (M4n, I, J,K,Ω) be a compact connected HKT-manifold, and let
f ∈ C∞(M,R) is a smooth real valued function. Let φ ∈ C∞(M,R) be a solution of
(1.1.1) with the constant A = 1 normalized such that maxM φ = 0.
1 Then there exists
a constant C > 0 depending on M, I, J,K,Ω and ||F ||L∞(M) such that
||φ||L∞(M) ≤ C.
1.1.14 Remark. This result, i.e. the uniform estimate on the solution, was previously
proved in [9] under the extra assumption that the holonomy group of the Obata con-
nection (defined in Theorem 4.1.4 below) of the hypercomplex manifold (M, I, J,K)
is contained in the group SLn(H) (while in general it is contained in the larger group
GLn(H) only). The same uniform estimate was proved in the paper [7] under a dif-
ferent assumption that the hypercomplex structure (M, I, J,K) is locally flat. Thus
Theorem 1.1.13 contains the two previous estimates as special cases. Moreover it is
strictly stronger than the union of them: there exist compact HKT-manifolds such that
the hypercomplex structure is not locally flat and the holonomy of the Obata connec-
tion is not contained in SLn(H). Indeed Joyce [33] has constructed on many compact
Lie groups, including the 8-dimensional group SU(3), a left-invariant hypercomplex
structure. Each of these hypercomplex manifolds admits an HKT-metric by the work
[24] by Grantcharov and Poon. Recently Soldantenkov has shown that the holonomy
of the Obata connection of the Joyce hypercomplex structure on SU(3) is equal to
GL2(H) thus providing a required example. In fact it is expected that many of the
other compact Lie groups with the Joyce’s hypercomplex structure have also maximal
holonomy of the Obata connection thus providing more examples of manifolds covered
by Theorem 1.1.13, but covered neither by [9] nor by [7].
1.2 Remarks on the methods of the paper.
The method of the paper [9] to obtain the uniform estimate in the case of HKT-
manifolds with SLn(H)-holonomy of the Obata connection was a quaternionic modifica-
tion of the original Yau’s method in the complex case as presented in [34]. The method
of [7] to obtain the uniform estimate in the case of locally flat hypercomplex structure
was heavily based on the Blocki’s method [15] of the proof of the uniform estimate in
the complex Calabi-Yau theorem. The proof of Theorem 1.1.13 in the current paper is
heavily based again on the Blocki’s method [15]. However there is a new subtlety: at
some point we have to show, in particular, that given a 2-jet f¯ of a function at a point
z such that ∂∂J f¯(z) = 0 then there exists a smooth function f at a neighborhood of z
such that ∂∂Jf ≡ 0 and its 2-jet at z is equal to f¯ . A slightly more precise statement
is formulated in Theorem 3.2.2 below. The complex analogue of this result is trivial;
also this result is trivial in the case of locally flat hypercomplex manifold. The proof of
Theorem 3.2.2 occupies the main physical body of the paper and uses a cohomological
1The assumption A = 1 is made for convenience only. Clearly A can be absorbed by redefining F
to be F + logA.
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interpretation of the kernel of ∂∂J and an application of the Andreotti-Grauert theory.
The former is obtained by identifying ∂∂J with one of the so called Baston operators
which, in turn, are constructed using the notion of the Penrose transform.
In principal yet another approach might be possible to the study of quaternionic
Calabi problem. In [9] it was interpreted as a special case of the complex Hessian
equation. The latter equation has been studied rather actively in the literature, see e.g.
[16], [20]).
Acknowledgements. We are very grateful to V. Palamodov and M. Verbitsky
for answering our numerous questions. The first author is much obliged to G. Henkin
who has explained him the relation between the quaternionic Hessian and the Pen-
rose transform in the flat case many years ago. We thank Z. Blocki for very useful
discussions.
2 Some background on quaternionic linear algebra.
For a quadratic form Q on a right vector space V over the quaternions we shall
denote by 〈Q〉u its average over the action of the group SU(2) of unit quaternions, that
is
〈Q〉u(x) :=
∫
SU(2)
Q(x ◦ L)dν(L),
for the Haar probability measure ν on SU(2). We shall denote by Q+ the projection
Q+ := Q− 〈Q〉u of Q.
2.1.1 Lemma. For a quadratic form Q on a right vector space V over the fields H of
quaternions
〈Q〉u(x) = 1
4
(Q(x) +Q(x ◦ I) +Q(x ◦ J) +Q(x ◦K)).
The lemma follows by noting that both sides of the equality are SU(2)-invariant on
one hand, and both their averages over SU(2) equal 〈Q〉u(x) on the other.
2.1.2 Definition. For a quaternion q ∈ H written in the standard form
q = t + x · i+ y · j + z · k
define the Cauchy-Riemann-Fueter-Dirac operator ∂
∂q
on an H-valued function F by
∂
∂q
F =
∂
∂t
F +
∂
∂x
F +
∂
∂y
F +
∂
∂z
F,
and its quaternionic conjugate ∂
∂q
by
∂
∂q
F =
∂
∂q
F =
∂
∂t
F +
∂
∂x
F +
∂
∂y
F +
∂
∂z
F.
6
Note that the quaternionic Hessian HessH(u) := (
∂2u
∂q¯i∂qj
) is the average of the
quadratic form D2u over SU(2), as a short computation shows. As for different i and
j the operators ∂
∂qi
and ∂
∂qj
commute, this matrix is hyper-Hermitian, namely satisfies
the following definition.
2.1.3 Definition. We call a quaternionic matrix A = (aij)
n
i,j=1 hyper-Hermitian if
aji = aij for the quaternionic conjugation H ∋ q 7→ q ∈ H.
We shall also use a version of a determinant defined for hyper-Hermitian quaternionic
matrices referring for further details, properties, and references to [1]. Considering
H as an R-linear vector space of dimension 4 we have the embedding Mat(n,H) →֒
Mat(4n,R) of matrix R-algebras. For A ∈ Mat(n,H) we denote by RA its image in
Mat(4n,R). Denote by Hn the image of the subspace of hyper-Hermitian matrices. In
the following proposition we denote by det : Mat(4n,R) −→ R the usual determinant of
real matrices.
2.1.4 Proposition. There exists a unique polynomial P : Hn −→ R such that det(RA) =
P 4(A) for any A ∈ Hn and P (Id) = 1. Moreover P is homogenous of degree n.
2.1.5 Definition. For a hyper-Hermitian matrix A its Moore determinant is
det(A) := P (A) ∈ R.
2.1.6 Theorem. The Moore determinant restricts to the usual determinant on the
R-subspace of complex Hermitian matrices.
2.1.7 Remark. On the flat HKT manifold (Hn, I, J,K), the Moore determinant of
HessH(u) can be naturally identified (up to a positive multiplicative constant) with
(∂∂Ju)
n. More precisely [8, Corollary 4.6] says
(∂∂Jf)
n =
n!
4n
det
(
∂2f
∂q¯i∂qj
)
dz1 ∧ dz2 ∧ · · · ∧ dz2n−1 ∧ dz2n.
3 Proofs of the main result and of some of the aux-
iliary results.
3.1 A technical proposition on quaternionic Hessian.
Let (M4n, I, J,K) be a hypercomplex manifold. Let z ∈M . Let us choose an open
neighborhood D of z and a biholomoprhic diffeomorphism of (D, I) with an open subset
of C2n.
3.1.1 Proposition. On an I-complex coordinate chart D ⊂ M of a hypercomplex
manifold (M4n, I, J,K) as above with complex coordinates z1, ..., z2n, the (2, 0)-form
∂∂Ju(z) for a function u ∈ C∞(M,R) at a point z ∈ D depends only on the second
derivatives ∂iju of u and on the complex structure J(z) at the point z (and not on the
derivatives of J at z).
Proof. Indeed computing in local coordinates we have
∂∂Ju = ∂ ◦ J−1 ◦ ∂u = ∂ ◦ J−1(Σj∂zj (u) dzj) = ∂(Σj,k∂zj (u) (J−1)jk dzk) =
= ∂2zjzl(u) (J
−1)jk dzl ∧ dzk + ∂zj (u)
∂(J−1)jk
∂zl
dzl ∧ dzk.
Therefore it is enough to show that the second summand vanishes. To this end we
compute ∂∂Ju for u to be a linear combination of zk and zj. We obtain
∂∂Jzk = ∂ ◦ J−1(∂zk) = 0
and
∂∂Jzj = −∂J (∂zj) = 0.
The proof is concluded by plugging these results into the previous computation of ∂∂Ju.
Q.E.D.
For z and D as above let us denote by J˜z the complex structure on D which is
uniquely characterized by the two properties:
• under the above chosen diffeomorphism of D with an open subset of C2n the
complex structure J˜z is translation invariant;
• at the point z the complex structure J˜z is equal to the complex structure J .
It is easy to see that I and J˜z anti-commute, and thus (D, I, J˜z, I · J˜z) is a hyper-
complex manifold. We have the following immediate corollary.
3.1.2 Corollary. Under the above notation for any smooth function u : D −→ R one
has
∂∂Ju(z) = ∂∂J˜zu(z).
3.2 Proof of Theorem 1.1.13.
Here we present the proof of Theorem 1.1.13 assuming several important proposi-
tions that we prove later. The method of the proof is heavily based on the paper [15]
of Z. Blocki. We use the generic notation const to denote any positive constant that
depends only on n,M, I, J,K,Ω.
Step 1: the L1 bound.
It was shown in [7, Proposition 2.3] that if maxM φ = 0 then the norm ||φ||L1 is
bounded by a constant depending on M, I, J,K,Ω only.
Step 2: The Taylor expansion of the potential of the metric.
We first formulate and prove the exact statements that allow us to make our cal-
culations uniform in an appropriate sense, and then make the calculations. Below we
denote by B(z, r) the open ball of radius r centered at point z ∈M with respect to the
HKT-metric.
3.2.1 Lemma. Given an HKT-manifold (M, I, J,K,Ω) there exist r > 0 and a > 0
such that ∀z0 ∈M ∃g ∈ C∞(B(z0, 2r)) such that
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1. g < 0 on B(z0, 2r),
2. Ω = ∂∂Jg on B(z0, 2r),
3. infB(z0,2r)\B(z0,r) g ≥ infB(z0,r) g + a,
4. infB(z0,r) g = g(z0),
5. ||g||C10(B(z0,2r)) ≤ const.
Proof of Lemma 3.2.1. First we state the following result which will be needed
soon.
3.2.2 Theorem. Let (M4n, I, J,K) be a hypercomplex manifold. Let ρ be an arbitrary
infinitely smooth Riemannian metric on M . Let C ⊂ M be a compact subset. Then
there exists δ0 > 0 such that for any z0 ∈ C and for any 2-jet f¯ of a function at z0
satisfying ∂∂J f¯(z0) = 0, there exists a function f ∈ C∞(B(z0, δ0),R) such that
∂∂Jf = 0 on B(z0, δ0),
and the 2-jet of f at z0 is equal to f¯ , where B(z0, δ0) is the open ball with respect to the
metric ρ.
We postpone the proof of this theorem till Section 4. We have the following claim.
3.2.3 Claim. There exists a finite open cover {Ui}i∈I of M such that
1. Ui ⋐ Vi for open sets Vi isomorphic as I-complex manifolds to open subsets in
C2n,
2. there exist functions g˜i ∈ C∞(Vi,R) such that Ω = ∂∂J g˜i on Vi,
3. ||g˜i||C20(Ui) < const,
4. there exists r0 > 0 such that for any point z0 ∈ M there exists i0 ∈ I satisfying
B(z0, 3r0) ⋐ Ui0, and for any z0 ∈M , for any 2-jet f¯ of a function at z0 satisfying
∂∂J f¯(z0) = 0, there exists f ∈ C∞(B(z0, 3r0),R) such that
∂∂Jf = 0 on B(z0, 3r0)
and the 2-jet of f at z0 is equal to f¯ .
Claim 3.2.3 is an easy consequence of [8, Proposition 1.15] and Theorem 3.2.2. By
Corollary 3.1.2 one has ∂∂J g˜i(z) = ∂∂J˜z g˜i(z), where the complex structure J˜z was
defined right before the statement of Corollary 3.1.2. Under the t-isomorphism (see
Definition 1.1.10) at the point z this expression goes to HessH(g˜i)z (as a quadratic
form) with respect to the flat quaternionic structure given by I and J˜z. Hence we shall
write HessH(g˜i)z for t
−1(∂∂J g˜i(z)).
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There exists a positive constant ǫ such that HessH(g˜i) > ǫρ on Ui for all i ∈ I,
where ρ is the HKT-metric on M .
Indeed, since g˜i is strictly plurisubharmonic on Vi we have HessH(g˜i) > 0 and as
Ui ⋐ Vi, there exist constants ǫi such that HessH(g˜i) > ǫiρ on Ui. Take ǫ := mini∈Iǫi.
Given a point z0 ∈ M , we shall now construct the function g and choose r > 0,
a > 0. Consider (U, g˜) = (Ui0 , g˜i0) with B(z0, 3r0) ⋐ Ui0 .
The Taylor expansion of g˜ about z0 (in local coordinates on Vi ⋑ Ui) gives
g˜(z0 + h) = g˜(z0) + dz0 g˜(h) +D
2
z0 g˜(h) + Θ(h),
where Θ(h) = o(|h|2). Now we split the quadratic form D2z0 g˜(h) into its invariant and
complementary parts with respect to the action of SU(2):
D2z0 g˜(h) = 〈D2z0 g˜〉u(h) + (D2z0 g˜)+(h) = HessH(g˜)z0(h) + (D2z0 g˜)+(h).
We will now define a function g such that ∂∂Jg ≡ ∂∂J g˜ on U with the additional
property that D2z0g = HessH(g)z0. To this end let us apply Theorem 3.2.2 to the 2-jet
f(h) = g˜(z0) + dz0 g˜(h) + (D
2
z0
g˜)+(h),
that satisfies ∂∂Jf(z0) = 0 by definition.
Let PH(U) := {f ∈ C∞(U)| ∂∂Jf = 0} denote the space of real valued plurihar-
monic functions in U . Let j2z0 denote the (finite dimensional) space of 2-jets of functions
at z0. The map
PH(U) −→ {f¯ ∈ j2z0 | ∂∂J f¯(z0) = 0}
which sends f to its 2-jet at z0 is continuous in C
10-topology on PH(U) and is onto
by Theorem 3.2.2. The Banach inverse theorem implies that for any f¯ ∈ j2z0 such that
∂∂J f¯(z0) one can choose f ∈ PH(U) such that
||f ||C10(B(z0,2r)) ≤ const · ||f¯ ||, (3.2.1)
where || · || is any continuous norm on j2z0 .
Then we are going to show that with the choice of f satisfying (3.2.1) the function
g := g˜ − f
satisfies the required properties. The function g satisfies Condition 5 by (3.2.1) and
property 3 of Claim 3.2.3.
Note that by construction D2z0g = HessH(g)z0 = HessH(g˜)z0 > ǫρ where ǫ is as
above. We shall choose r < r0 small enough so that D
2
(z0+h)
g ≥ ǫ
2
ρ for all h ≤ 2r.
Consider the Taylor expansion of D2(z0+h)g in h about h = 0:
D2(z0+h)g = D
2
(z0)
g +Θ1(h).
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The function Θ1 satisfies |Θ1| < κ|h|ρ for a constant κ depending only on ||g˜||C10(U).
Therefore, by Claim 3.2.3, κ depends on M, I, J,K,Ω only. Consequently
D2(z0+h)g ≥ ǫρ− κ|h|ρ = (ǫ− κ|h|)ρ.
Hence for |h| < ǫ
2κ
we have D2(z0+h)g ≥ ǫ2ρ. Therefore we can choose r = min{r0, ǫ2κ}/4.
By the choice of r, the function g is convex (in I-complex coordinates as above) with
D2g ≥ ǫ
2
ρ in B(z0, 2r) with minimum in z0, thus satisfying condition 4.
By a straightforward computation we have then the estimate g(z0+h) > const · ǫh22 .
Hence a = const · ǫr2
2
= const can be chosen to satisfy condition 3.
The function g can be modified by adding a constant to satisfy condition 1. Lemma
3.2.1 is proved.
Step 3: End of proof of the main Theorem 1.1.13.
Choose z0 ∈ M at which the function φ attains its minimum: φ(z0) = minM φ.
Lemma 3.2.1 provides us then with an appropriate r, a > 0 and g ∈ C∞(B(z0, 2r)).
Then the function u = φ + g in the domain D = B(z0, 2r) satisfies the conditions of
Lemma 3.3.1 below. Indeed ∂∂Ju = Ω + ∂∂Jφ > 0 whence u is plurisubharmonic and
u is negative on D as both φ and g are. The set {u < infD u + a} is contained in
B(z0, r) ⋐ B(z0, 2r) and hence is relatively compact.
Lemma 3.3.1 gives us
||φ||L∞(M) − ||g||L∞(D) ≤ ||u||L∞(D) ≤ a+ const · (r/a)4n||u||L1(D)||f ||4L∞(D).
Moreover ||u||L1(D) ≤ ||φ||L1(M) + ||g||L∞(D) ≤ const by Step 1 and property 5 of g.
Hence
||φ||L∞(M) ≤ const+ const · ||f ||4L∞(D),
which finishes the proof. Q.E.D.
3.3 The Alexandrov-Bakelman-Pucci inequality.
We are going to prove the following lemma which was used above.
3.3.1 Lemma. Let D ⊂ (M4n, I, J,K) be an I-complex coordinate chart in an HKT
manifold, with complex coordinates z1, ..., z2n. Let u be a negative C
2 strictly plurisubhar-
monic function in D and a > 0 a constant such that the set {u < infD u+a} is relatively
compact in D. Denote by f the nonlinear Moore determinant f = (∂∂Ju)
n/κn
∧2n
j=1 dzj
for the constant κn = n!/4
n. Then
||u||L∞(D) ≤ a+ const · diam(D)
4n
a4n
||u||L1(D)||f ||4L∞(D).
As we will show below, this lemma is a formal consequence of the following propo-
sition:
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3.3.2 Proposition. Let D ⊂ (M4n, I, J,K) be abounded open subset of an I-complex
coordinate chart in an HKT manifold, with complex coordinates z1, ..., z2n. Let u ∈
C2(D)∩C(D) be a non-positive strictly plurisubharmonic function in D, that vanishes
on ∂D. Denote by f the nonlinear Moore determinant f = (∂∂Ju)
n/κn
∧2n
j=1 dzj for
the constant κn = n!/4
n. Then
||u||L∞(D) ≤ const · diam(D)||f ||1/nL4(D).
3.3.3 Remark. In both Lemma 3.3.1 and Proposition 3.3.2 the diameter diam(−) is
measured in the Euclidean metric induced by the real coordinates underlying the zj.
We will first show how the lemma follows from the proposition and then prove the
latter.
Proof. (Lemma 3.3.1) Define v := u− infD u− a. Set D′ = {v < 0}. Then D′ ⋐ D by
assumption. By Proposition 3.3.2,
a = ||v||L∞(D′) ≤ const · diam(D′)||f ||1/nL4(D′) ≤ const · diam(D′)(V ol(D′))1/4n||f ||1/nL∞(D′).
On the other hand
V ol(D′) ≤ ||u||L1(D′)| infD u+ a| =
||u||L1(D′)
||u||L∞(D) − a ≤
||u||L1(D)
||u||L∞(D) − a.
The lemma now follows by direct substitution. Q.E.D.
Proof of Proposition 3.3.2. Consider the 4n real coordinates underlying the
complex coordinates z1, ..., z2n. By the Alexandrov-Bakelman-Pucci inequality (Lemma
9.2 in [22]) we have
||u||L∞(D) ≤ const · diam(D)(
∫
Γ
detD2u)1/4n, (3.3.1)
where
Γ := {x ∈ D| u(x) + 〈Du(x), y − x〉 ≤ u(y) ∀y ∈ D} ⊂ {D2u ≥ 0},
D2u denotes the usual real Hessian of u on the flat space C2n ≃ R4n which is a real
symmetric 4n× 4n matrix, and detD2u denotes its usual determinant.
We claim that at any point z ∈ D whereD2u(z) ≥ 0 we have the following inequality.
detD2u(z) ≤ const · f(z)4. (3.3.2)
Plugging Equation (3.3.2) into Equation (3.3.1) yields the proposition.
We now prove inequality (3.3.2). By Corollary 3.1.2 we can replace J |D by the flat
complex structure J˜z induced by J(z) and by the trivialization of TD given by the
complex coordinates (see Section 3.1), with the effect that
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∂∂Ju(z) = ∂∂J˜zu(z). (3.3.3)
Since I and J˜z induce a flat hypercomplex structure on D, we have the following
inequality established in [7] by use of standard quaternionic linear algebra (we use
Remark 2.1.7 to cast it in the terms of the present paper).
detD2u(z) ≤ const · (∂∂J˜zu(z)n/κn
2n∧
j=1
dzj)
4. (3.3.4)
By Equation (3.3.3) the right hand side equals f(z)4, and inequality (3.3.2) is proven.
Q.E.D.
4 Proof of Theorem 3.2.2.
The goal of this section is to prove Theorem 3.2.2. We will need however some
preparations and review background about twistor space of a hypercomplex manifold,
Douady spaces, Penrose transform and Baston operators. Roughly put, the goal is to
show that the operator ∂∂J coincides (up to a normalizing constant) with one of the
Baston differential operators arising from the Penrose transform. The kernel of this
operator has a cohomological interpretation which will allow us to use tools from the
sheaf cohomology theory of complex analytic manifolds.
4.1 Twistor space of a hypercomplex manifold.
In [37] S. Salamon has attached to any so called quaternionic manifold a complex
analytic manifold called its twistor space. In the special case of locally flat quaternionic
manifold the twistor space was previously constructed by Gindikin and Henkin [23]. We
will review this construction in the special case of hypercomplex manifolds. We refer
to Ch. 14G of the book [14] for details in the general case.
Let (M4n, I, J,K) be a hypercomplex manifold. For a point a = (a1, a2, a3) from
the standard 2-dimensional unit Euclidean sphere S2, i.e. a21 + a
2
2 + a
2
3 = 1, we denote
by
La = a1I + a2J + a3K
the new almost complex structure on M ; it turns out to be integrable.
The twistor space Z of M as a smooth manifold is defined by
Z := S2 ×M.
Let us define the almost complex structure J on Z as follows. For any point (a, x) ∈
Z = S2 ×M its tangent space is
T(a,x)Z = TaS
2 ⊕ TxM.
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Define J at the point (a, x) to preserve this direct sum, and let it act on TaS2 as the
standard complex structure on the sphere (which is uniquely defined by the standard
metric and orientation), and let it act on TxM as La. It is clear that J is an almost
complex structure. The main property of J is the following.
4.1.1 Claim. The almost complex structure J is integrable.
The following claim is well known and can be easily checked.
4.1.2 Claim. The natural projection
Z = S2 ×M −→ S2
is a holomorphic map, where the unit sphere S2 is equipped with the standard complex
structure.
4.1.3 Remark. Observe that the fibers of the natural projection Z −→M are complex
curves S2 which are complex submanifolds of Z and which we will often identify with
the complex projective line CP1 in the standard way. Note that the projection Z −→ M
is not a holomorphic map in any reasonable sense.
4.1.4 Theorem (Obata [36]). Let (M, I, J,K) be a hypercomplex manifold. Then there
exists a unique torsion free connection ∇Ob on the tangent bundle of M which preserves
all the complex structures:
∇ObI = ∇ObJ = ∇ObK.
4.1.5 Corollary. Let (M4v, I, J,K) be a hypercomplex manifold. Let ρ be an arbitrary
infinitely smooth Riemannian metric on M . Let C ⊂ M be a compact subset. Then
there exists ε > 0 such that for any point x0 ∈ C there exists a real analytic diffeomor-
phism φ of the open ball B(x0, ε) with respect to ρ onto the ε-neighborhood of 0 in H
n
(with respect to the standard Euclidean metric) which maps x0 to 0 and such that
I(x) = I0 +O(x
2), J(x) = J0 +O(x
2), K(x) = K0 +O(x
2),
where I0, J0, K0 are the standard complex structures on H
n, and I, J,K denote also
the complex structures on Hn obtained using the identification of the ball in Hn with
B(x0, ε) ⊂M via the diffeomorphism φ, and O(x2) are uniform with respect to x ∈ C.
Proof. Use the geodesic coordinates on M with respect to the Obata connection
with the center at x0. Q.E.D.
4.2 The Douady space.
In this section we review basic properties of the Douady spaces which are a complex
analytic analogue of the Hilbert schemes. This material will be useful to define and to
work with the Penrose transform.
Let Z be a complex analytic space (not necessarily compact, and local rings may
contain nilpotent elements).
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4.2.1 Theorem (Douady [21]). Consider the contravariant functor from the category
of complex analytic spaces to the category of sets given by
S 7→ {A ⊂ Z × S∣∣A is closed subspace, flat and proper over S}, (4.2.1)
where flatness and properness are with respect to the obvious projection
p : A −→ S.
Then this functor is representable by a complex analytic space we denote by Dou(Z).
Informally speaking, Dou(Z) parameterizes all compact subspaces of Z. The fol-
lowing proposition is proven by Daniel Barlet in Appendix below.
4.2.2 Proposition. Let Z be a complex analytic space, and Y ⊂ Z is a closed sub-
space. Then morphism of spaces Dou(Y ) −→ Dou(Z) given by the obvious morphism
of functors they represent, is a closed imbedding.
Now we will need a space which parameterizes compact subspaces of Z together
with a point on it. More precisely we have the following well known result.
4.2.3 Theorem. Consider the contravariant functor from the category of complex an-
alytic spaces to the category of sets given by
S 7→ {A ⊂ Z × S, f : S −→ A|A is as in (4.2.1) and p ◦ f = IdS}, (4.2.2)
where, as previously, p : A −→ S is the obvious projection.
(1) This functor is representable by a complex analytic space we denote by F (Z).
(2) We have two natural morphisms of spaces
τ : F (Z) −→ Dou(Z) and η : F (Z) −→ Z
induced by morphisms of corresponding functors: the first is given by forgetting the
map f in the pair (A, f), the second is given by forgetting the A. 2 Then the induced
morphism
η × τ : F (Z) −→ Z ×Dou(Z)
is a closed imbedding.
(3) Let Y ⊂ Z be a closed subspace. Then
F (Z)×(Z×Dou(Z)) (Y ×Dou(Y )) = F (Y ),
where we have used the natural closed imbedding Y ×Dou(Y ) ⊂ Z ×Dou(Z).
2More precisely, to define η consider the composition S
f−→ A ⊂ Z × S −→ Z. We got a morphism
S −→ Z. Namely we obtained a functorial in S map of sets Mor(S, F (Z)) −→Mor(S,Z).
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Proof. We present a proof for the sake of completeness.
(1) Let F ⊂ Z × Dou(Z) be the so the called universal family, namely F is a
closed subspace, flat and proper over Dou(Z) corresponding to the identity morphism
Id : Dou(Z) −→ Dou(Z). By the abuse of notation we will also denote by F the
contravariant functor from complex spaces to sets given by the Yoneda construction, i.e.
by S 7→ Hom(S, F ). F has the obvious universal property that if h ∈ Hom(S,Dou(Z))
corresponds to a closed subspaces A ⊂ Z ×Dou(Z) then A = F ×Dou(Z),h S ⊂ Z × S.
Let us denote by F ′ the functor (4.2.2). We have the morphism of functors
G : F ′ −→ F
as follows. For any complex space S we have
F ′(S) = {A ⊂ Z × S, f : S −→ A|A is as in (4.2.1) and p ◦ f = IdS} =
{f : S −→ F ×Dou(Z),h S ⊂ Z × S| p ◦ f = IdS},
where h in the last row is the morphism h : S −→ Dou(Z) corresponding to A. Then
define G(S) : F ′(S) −→ F (S) by G(f) := pF ◦ f , where
pF : F ×Dou(Z),h S −→ F
is the obvious morphism. The definition of G on morphisms is obvious. Clearly G is a
morphism of functors. To see that G is an isomorphism of functors, we have to check
that G(S) : F ′(S) −→ F (S) is an isomorphism of sets. Let us describe the inverse map
F (S) −→ F ′(S). Let g ∈ F (S) = Hom(S, F ). Let us consider the commutative diagram
F Dou(Z)✲
S S✲
id
❄
g
❄
g˜
,
where g˜ is the composition S
g−→ F →֒ Z×Dou(Z) −→ Dou(Z), and the lower horizontal
morphism is the obvious projection. This diagram induces the morphism
gˆ : S −→ F ×Dou(Z) S.
Hence we have G(S)−1(g) = (F ×Dou(Z) S, gˆ) ∈ F ′(S). Part (1) is proved.
(2) This immediately follows from the fact that the F from part (1) is a closed
subspace of Z ×Dou(Z).
(3) We have (
F (Z)×(Z×Dou(Z)) (Y ×Dou(Y ))
)
(S) =
F (Z)(S)×(Hom(S,Z)×Dou(Z)(S)) (Hom(S, Y )×Dou(Y )(S)) =
{A ⊂ Z × S, f : S −→ A} ×(Hom(S,Z)×{B⊂Z×S}) (Hom(S, Y )× {C ⊂ Y × S}) =
{A ⊂ Y × S, f : S −→ A} = F (Y )(S),
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where the subspaces A,B,C are assumed to be closed in the corresponding spaces and
flat and proper over S. Q.E.D.
Let us apply these general constructions for the twistor space Z of a connected
hypercomplex manifold (M4n, I, J,K). But first we remind the following well known
fact.
4.2.4 Proposition. For all complex structures La, a ∈ S2 the underlying real analytic
structures on complex manifolds (M,La) coincide with each other. Thus M has a
canonical real analytic structure.
4.2.5 Proposition. Consider the map ι : M −→ Dou(Z) defined such that for x ∈ M
the image ι(x) is the fiber over x of the natural map Z −→ M , which is isomorphic to
CP
1.
Then there exists a neighborhood of the image ι(M) inside Dou(Z) which is a smooth
complex manifold of complex dimension 4n. The map ι, as a map into this neighborhood,
is a map of real analytic manifolds which is closed imbedding. Moreover ι(M) is totally
real submanifold of Dou(Z), hence a small neighborhood of ι(M) can be considered as
a complexification of M .
We failed to find a reference to Propositions 4.2.4 and 4.2.5, so we will outline
the argument for the sake of completeness. First the normal bundle N of any fiber
CP
1 over any point x ∈ M is isomorphic to O(1)⊕2n (see [31], p. 556). Hence
H1(CP1,N ) = 0, dimH0(CP1,N ) = 4n. These conditions and the Kodaira theorem
[35] imply that ι(M) has an open neighborhood in Dou(Z) which is a smooth complex
manifold of complex dimension 4n. The map ι from M to this neighborhood is smooth
injective immersion (in the sense of real manifolds) which is moreover proper, hence
ι is a diffeomorphism onto its image ι(M) which is a smooth submanifold. By the
abuse of notation, we will denote by Dou(Z) throughout the rest of the paper an open
neighborhood of ι(M) which is smooth; it can be made arbitrarily smaller in further
arguments.
In order to define a real analytic structure on M , consider the involution σ : Z −→ Z
given by
σ(a, x) = (−a, x), for any a ∈ S2, x ∈M.
σ is an anti-holomorphic involution. It induces an anti-holomorphic involution σ˜ on
Dou(Z) (roughly put, it sends a subspace to its image under σ which is well defined).
Consider the subset of fixed points Dou(Z)σ˜. It is not hard to see that in a small
enough neighborhood of ι(M) this set coincides with ι(M). Any anti-holomorphic map
of a complex manifold is real analytic. The set of fixed points of an anti-holomorphic
involution of any complex manifold is a real analytic smooth submanifold of half dimen-
sion, whose small neighborhood is its complexification. Hence ι(M) is a real analytic
submanifold of Dou(Z). Hence, via the diffeomorphism ι : M−˜→ι(M), we get a real
analytic structure on M . It remains to show that this real analytic structure coincides
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with the real analytic structure underlying the complex manifold structure on (M,La)
for any a ∈ S2.
Consider the diagram of maps
S2 = CP1
ξ← Z η← F (Z) τ−→ Dou(Z) ⊃ ι(M) = Dou(Z)σ˜,
where F (Z) is the scheme from Theorem 4.2.3(1) parameterizing subschemes of Z with
a point on them, Dou(Z) denotes a small neighborhood of M as we have agreed above,
τ and η are the natural holomorphic maps from Theorem 4.2.3(2), and ξ is the obvious
projection which is also holomorphic. For such a small Dou(Z), the scheme F (Z) is
also smooth complex manifold. Since ι(M) is a real analytic submanifold, and τ is
complex analytic, in particular real analytic, submersion, the preimage τ−1(ι(M)) is a
real analytic submanifold. Let η′ denote the restriction of η to τ−1(ι(M)). Then
η′ : τ−1(ι(M)) −→ Z
is an isomorphism of real analytic manifolds. Fix any a ∈ S2. Then ξ−1(a) is the
complex submanifold (M,La) ⊂ Z. It follows that η′−1((M,La)) ⊂ τ−1(ι(M)) is a real
analytic submanifold which is isomorphic to (M,La) as a real analytic manifold.
But the real analytic map
τ : η′−1((M,La)) −→ ι(M)
is a diffeomorphism. Hence it is an isomorphism of real analytic manifolds. Hence
τ ◦ η′−1 : (M,La) −→ ι(M)
is an isomorphism of real analytic manifolds. But τ ◦ η′−1 = ι. Hence we see that all
the real analytic structures on M defined by the complex structures La are equal to
each other and to the previously defined real analytic structure. Q.E.D.
4.3 Andreotti-Grauert theorem and twistor spaces.
In this section we remind the Andreotti-Grauert theorem and prove its consequence
for twistor spaces of hypercomplex manifolds. We refer for the book [19], Ch. IX, §§2A
and 4F, and for more thorough treatment of the Andreotti-Grauert theory to [30].
4.3.1 Definition. A complex manifold X of complex dimension n is called strongly
q-complete if there exists a C∞-smooth function ψ : X −→ R such that
• ψ is an exhaustion function, i.e. all sublevel sets {z ∈ X|ψ(z) < c}, c ∈ R are
relatively compact in X ;
• ψ is strongly q-convex, namely for any point z ∈ X the complex Hessian ∂2ψ(z)
∂zi∂z¯j
has at least n− q + 1 positive eigenvalues.
A consequence of the Andreotti-Grauert theorem says:
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4.3.2 Theorem. Let X be a stongly q-complete complex manifold. Then for any co-
herent analytic sheaf S on X one has
Hk(X,S) = 0 for k ≥ q.
We will apply this result in the following situation.
4.3.3 Proposition. Let (M4n, I, J,K) be a hypercomplex manifold. Let g be an ar-
bitrary infinitely smooth Riemannian metric on M . Let C ⊂ M be a compact subset.
Then there exists ε0 > 0 such that for any ε ∈ (0, ε0) and any z ∈ C the twistor space
of the open ball B(z, ε) is strongly 2-complete.
Proof. Let us assume the contrary. Then there exist a sequence of points {zi} ⊂ K
and a sequence of positive numbers {εi} such that zi −→ z, εi −→ 0, and B(zi, εi) is not
strongly 2-complete for any i ≥ 1.
Let ψ˜i (resp. ψ˜) be the square of the distance function from the point zi (resp. z) on
M . Then there exists an open neighborhood U of z such that ψ˜i and ψ˜ are C
∞-smooth
functions on U for i≫ 1. It is clear that
ψ˜i −→ ψ˜ in C∞(U). (4.3.1)
Let ψi : S
2 × U −→ R (resp. ψ : S2 × U −→ R) be the composition of ψ˜i (resp. ψ˜) with
the natural projection S2 × U −→ U . Obviously ψi|S2×B(zi,εi) is an exhaustion function
on S2×B(zi, εi). Let us show that the function ψi|S2×B(zi,εi) is strongly 2-complete for
i ≫ 1 with respect to the standard complex structure on the twistor space, i.e. the
complex Hessian
(
∂2ψi
∂wp∂w¯q
)
has at least 2n positive eigenvalues on S2×B(zi, εi), where
w1, . . . , w2n+1 are local complex coordinates on the twistor space.
By (4.3.1) we have
ψi −→ ψ in C∞(S2 × U). (4.3.2)
Hence, by the continuity of eigenvalues of Hermitian matrices, it suffices to check that(
∂2ψ
∂wp∂w¯q
(x)
)
has at least 2n positive eigenvalues for any x ∈ S2 × {z}. Thus let
x = (a, z), a ∈ S2 is a complex structure on M . By the definition of the complex
structure on the twistor space, it suffices to show that the a-complex Hessian of ψ˜ at
the point z is positive definite. Since dψ˜(z) = 0, the real Hessian D2ψ˜(z) ∈ Sym2T ∗zM
is well defined and independent of any coordinates. Moreover, since ψ˜ is the square of
the distance function from z, D2ψ˜(z) is a positive definite quadratic form on TzM .
Again, since dψ˜(z) = 0, the a-complex Hessian of ψ˜ at z, which we denote by
Hessa−Cψ˜(z), depends only on D
2ψ˜(z), more precisely:
Hessa−Cψ˜(z)(V ) =
1
2
∫ 2π
0
D2ψ˜(z)(V · eat)dt
for any V ∈ TzM . The last formula also implies that
Hessa−Cψ˜(z) > 0.
Q.E.D.
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4.4 The Penrose transform.
We recall that, by abuse of notation, throughout the rest of the paper we denote by
Dou(Z) a small neighborhood of ι(M) in the Douady space. Recall also that we have
diagram
CP
1 ξ← Z η← F (Z) τ−→ Dou(Z),
where now F (Z) denotes the preimage under τ of this neighborhood.
Let L be a coherent sheaf of Z. The Penrose transform of L is Rτ∗η−1L ∈
D+(ShDou(Z)), where ShY denote the category of sheaves of vector spaces on a topo-
logical space Y , η−1 denotes the pull-back in the category of sheaves of vector spaces
under the map η, D+(ShY ) denotes the bounded from below derived category of ShY ,
and Rτ∗ : D
+(ShF (Z)) −→ D+(ShDou(Z)) in the derived push-forward map.
To describe the Penrose transform of some locally free coherent OZ-modules L,
Baston [13] has suggested to use the hypercohomology spectral sequence. Differentials
of the sequence are differential operators. 3 For us it will be important that for some
specific choice of L one of these operators is proportional to our quaternionic Hessian
∂∂J . This cohomological interpretation of this operator will be useful in the proof of
our main proposition. This specific choice of L and the cohomological interpretation
will be discussed in subsequent sections.
Let us assume now that L is a locally free OZ-module of finite rank. Let us consider
the resolution Ω•(L) of the sheaf η−1(L) by the relative de Rham complex:
0 −→ η−1(L) −→ η∗L d−→ η∗L ⊗O Ω1F/Z d−→ η∗L ⊗O Ω2F/Z d−→ . . . , (4.4.1)
where η∗L denotes the pull-back of L in the category of coherent analytic sheaves, the
morphism η−1(L) −→ η∗L is the obvious one, ΩiF/Z is the sheaf of η-relative i-forms on
F (Z), and d is the relative de Rham differential. Thus Rτ∗(η
−1(L)) is isomorphic to
Rτ∗(Ω
•(L)). The sequence of sheaves (4.4.1) is exact.
To compute the push-forward Rτ∗ of a complex of sheaves
F = [· · · −→ F i −→ F i+1 −→ · · · ]
there exists a standard hypercohomology spectral sequence Ep,qr (F) converging toRτ p+q∗ (F)
whose first term is equal to
Ep,q1 (F) = Rqτ∗(F p).
In our situation τ is a proper map with 1-dimensional fibers, and all the sheaves F i
are coherent. It follows that
Ep,q1 (Ω
•(L)) = 0 unless q = 0, 1 and p ≥ 0.
In this paper we will need only the sheaves L := ξ∗(O(−l)), l ≥ 2. The case l = 2
will be the most important. Below we will discuss it in detail.
3Unfortunately the word ”differential” has here two completely different meanings.
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In all our discussions involving the Penrose transform and the Baston operators it
will usually be convenient to shrink the manifold M to be a small enough neighborhood
of some point and also shrink the neighborhood of ι(M) in Dou(Z) such that the fibers
of the map η : F (Z) −→ Z will be contractible. This is always possible due to the
following proposition which is probably a folklore.
4.4.1 Proposition. Let (X1, ρ1), (X2, ρ2) be infinitely smooth Riemannian manifolds.
Let F ⊂ X1 × X2 be a closed subset which is a smooth submanifold. Assume that the
natural projections
p1,2 : F −→ X1,2
are submersions, and p2 is proper. Let C ⊂ X2 be a compact subset.
Then there exists ε0 > 0 such that any ε ∈ (0, ε0) has the following properties: for
any a ∈ C and any b belonging to the ε-neighborhood (with respect to the metric ρ1)
of the compact set p1(p
−1
2 (a)) the manifold F ∩ ({b} × B(a, ε)) is diffeomorphic to Rk,
where B(a, ε) is the open ball with respect to the metric ρ2.
Proof. Assume that the proposition is wrong. Then there exist:
• a sequence {εi} of positive real numbers such that limi−→∞ εi = 0;
• a sequence {ai} ⊂ C such that limi−→∞ ai = a ∈ C;
• a sequence {bi} ⊂ X1 such that bi belongs to εi-neighborhood of p1(p−12 (ai)) and
limi−→∞ bi = b belonging necessarily to p1(p−12 (a)), and such that F ∩ ({bi} ×B(ai, εi))
is not diffeomorphic to Rk for all i ≥ 1.
Let us define functions Ri, R : X2 −→ R by
Ri(x) = dist
2(x, ai),
R(x) = dist2(x, a),
where dist denotes the distance with respect to the metric ρ2. Then there exists δ > 0
such that
• Ri, R ∈ C∞(B(a, δ)) for all i≫ 1;
• Ri −→ R in C∞(B(a, δ));
• the only critical point of R in B(a, δ) is a; it is non-degenerate and it is a point
of global minimum of R.
Next there exists an open neighborhood U ⊂ X1 of b, an open neighborhood V ⊂
X1 ×X2 of (b, a), and a diffeomorphism
φ : V ∩ F −˜→U × Rk
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such that the following diagram is commutative:
V ∩ F U × Rk✲φ
p1
❘
U
❄
pU
,
where pU is the natural projection. Let us denote
q := p2 ◦ φ−1 : U × Rk −→ X2.
Notice that for any u ∈ U the restriction of q to {u}×Rk is an injective immersion; we
denote this restriction by qu and consider it as a map
qu : R
k −→ X2.
Evidently we may and will assume that
φ(b, a) = (b, 0) ∈ U × Rk.
Let us define functions fu,i, fu : R
k −→ R by
fu,i := Ri ◦ qu, fu := R ◦ qu.
It is clear that there exists κ > 0 such that for all u ∈ U and i≫ 1 the functions fu,i, fu
are C∞-smooth on the Euclidean ball B(0, κ) ⊂ Rk and
fbi,i −→ fb in C∞(B(0, κ)) as i −→∞. (4.4.2)
Since qb(B(0, κ)) ⊂ X2 is a smooth submanifold containing the point a, the restriction
of the function R to qb(B(0, κ)) ∩ B(a, ε) for 0 < ε ≪ 1 has the unique critical point
which is a, and it is non-degenerate.
Let us denote for 0 < ε≪ 1
Ωε := q
−1
b (B(a, ε)) ⊂ B(0, κ) ⊂ Rk.
Clearly ∂Ωε = q
−1
b (∂B(a, ε)) is a smooth compact manifold. Then the point 0 ∈ Ωε
and it is the only critical point of the function
fb : Ω¯ε −→ R;
moreover this critical point is non-degenerate and fb|∂Ωε ≡ ε. Then making ε small
enough we see that (4.4.2) implies that for i ≫ 1 each fbi,i has a unique critical point
ci in Ω¯ε which belongs to Ωε and is non-degenerate; moreover limi−→∞ ci = 0.
Notice that the set Ωi := {x ∈ Rk| fbi,i(x) < εi} is diffeomorphic (via φ) to
F ∩ ({bi} ×B(ai, εi)) .
Hence we will get a contradiction if we apply the following general lemma to the function
fbi,i : Ω¯i −→ R
for i≫ 1.
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4.4.2 Lemma. Let N be a compact manifold with boundary ∂N . Let
f : N −→ R
be a smooth function such that
(i) f is constant on the boundary ∂N .
(ii) f has a single critical point. Assume also that it does not belong to ∂N and is
non-degenerate.
Then N is diffeomoprhic to the closed Euclidean ball.
A proof of the lemma uses the basic Morse theory and is left to the reader. Propo-
sition 4.4.1 is proved.
4.5 Baston operators.
Recall that for a hypercomplex manifoldM we have a diagram of holomorphic maps
CP
1 ξ← Z η← F (Z) τ−→ Dou(Z),
where, as previously, Dou(Z) denotes a small neighborhood of ι(M) is the Douady
space of the twistor space Z.
In this section we will study in greater detail the Penrose transform of the sheaves
L = ξ∗(O(−l)) with l ≥ 2; the case l = 2 will be especially important.
First let us remind couple of general facts from complex analysis. For a complex
analytic space X and its closed analytic subspace Y ⊂ X we denote by Y (n) the nth
infinitesimal neighborhood of Y . Y (n) is a closed analytic subspace of X . The following
result is essentially due to Grauert. It is a special case of a result mentioned on p. 119
of the book [10] (in the proof of Theorem 3.4 there).
4.5.1 Theorem. Let f : X −→ Y be a proper holomorphic submersive map of smooth
complex analytic manifolds. Let F be a locally free sheaf of OX-modules of finite rank.
Assume that for some i the function
y 7→ dimH i(Xy,Fy)
is constant on Y , where Xy = f
−1(y) and Fy is the pull-back of F to Xy.
Then for any y ∈ Y and n ∈ Z≥0 the canonical map
Rif∗F ⊗OY Oy(n) −→ H i(X(n)y ,Fn)
is an isomorphism, where Fn denotes the pull-back of F to X(n)y = X ×Y y(n).4
We will also use the following result which is an immediate consequence of Demailly’s
theorem [18].
4Notice that X ×Y y(n) coincides with the nth infinitesimal neighborhood of the fiber Xy.
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4.5.2 Theorem. Let f : X −→ Y be a proper holomorphic submersive map of smooth
complex analytic manifolds. Let F be a sheaf of locally free OX-modules of finite rank.
Then, in the notion of Theorem 4.5.1, the function
y 7→ dimH i(Xy,Fy)
is upper semi-continuous for the analytic Zariski topology, more explicitly for any integer
N the set
{y ∈ Y | dimH i(Xy,Fy) ≥ N}
is a closed analytic subset.
4.5.3 Proposition. Let M be a hypercomplex manifold. Let p, i ≥ 0 and l be integers.
For x ∈ Dou(Z) let us denote Fx := τ−1(x). Then the function
x 7→ dimH i
(
Fx,
(
(ξ ◦ η)∗O(l)⊗OF ΩpF/Z
)
x
)
(4.5.1)
is constant in a neighborhood of M in Dou(Z).
Proof. Since Dou(Z) is a complexification of M , Theorem 4.5.2 easily implies
that it suffices to show that the function (4.5.1) is constant on M ; then it will be
automatically constant in a neighborhood of M .
Thus let x ∈M . Then ξ ◦η : Fx −→ CP1 is an isomorphism. Using this isomorphism
we will identify Fx = CP
1. Also [Fx] = ι(x). By [31], p. 556, the normal bundle NFxZ
of Fx in Z is canonically isomorphic to
NFxZ ≃ O(1)⊗C TxMI , (4.5.2)
where TxMI denotes the tangent space at x to the complex manifold (M, I). For any
z ∈ CP1 we have
Ω1F/Z |(z,x) = {ψ ∈ H0(Fx, NFxZ)|ψ(z) = 0}∗ ≃
{ζ ∈ H0(CP1,O(1))| ζ(z) = 0}∗ ⊗ T ∗xMI .
Since the first factor in the last expression is one dimensional we have
ΩpF/Z |(z,x) = {ζ ∈ H0(CP1,O(1))| ζ(z) = 0}∗⊗p ⊗ ∧pT ∗xMI . (4.5.3)
It follows that the restriction of ΩpF/Z on Fx is canonically isomorphic to
Ωp|Fx ≃ O(1)⊗p ⊗C ∧pT ∗XMI = O(p)⊗C ∧pT ∗xMI .
Now (
(ξ ◦ η)∗O(l)⊗OF ΩpF/Z
)
|Fx ≃ O(p+ l)⊗C ∧pT ∗xMI .
Hence we get the canonical isomorphism
H i(Fx, (ξ ◦ η)∗O(l)⊗OF ΩpF/Z) ≃ H i(CP1,O(p+ l))⊗ ∧pT ∗xMI . (4.5.4)
The proposition follows. Q.E.D.
Proposition 4.5.3 and Theorem 4.5.1 immediately imply the following corollary.
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4.5.4 Corollary. Let M be a hypercomplex manifold. Let p, i ≥ 0 and l be integers.
There exists a neighborhood of ι(M) in Dou(Z) such that for any y from this neighbor-
hood and any n, p ∈ Z≥0, l ∈ Z the canonical morphism
Riτ∗((ξ ◦ η)∗O(l)⊗OF ΩpF/Z)⊗OX Oy(n) −→ H i
(
F (n)y ,
(
(ξ ◦ η)∗O(l)OFΩpF/z
)
n
)
is an isomorphism.
From the formula (4.5.4) and Corollary 4.5.4 we immediately deduce
4.5.5 Proposition. Let M be a hypercomplex manifold. Let p, i ≥ 0 and l be integers.
Then the sheaf of ODou(Z)-modules Riτ∗((ξ ◦ η)∗O(l) ⊗OF ΩpF/Z) is the sheaf of holo-
morphic sections of a vector bundle over Dou(Z) whose restriction to M is canonically
isomorphic to sheaf of real analytic sections of the vector bundle over M
H i(CP1,O(p+ l))⊗C ∧p,0I M,
where ∧p,0I M is the bundle of (p, 0)-forms on the complex manifold (M, I).
Let us recall that
H0(CP1,O(k)) = 0 iff k ≤ −1;
H1(CP1,O(k)) = 0 iff k ≥ −1.
Moreover if we fix an isomorphism of sheaves ω ≃ O(−2) where ω is the sheaf of
holomorphic 1-forms on CP1, and denote V := H0(CP1,O(1)), then in the cases when
the cohomology groups do not vanish one has
H0(CP1,O(k)) ≃ SymkV for k ≥ 0,
H1(CP1,O(k)) ≃ Sym−k−2V∗ for k ≤ −2,
where in the second isomorphism we have used the Serre’s duality and the above chosen
isomorphism ω ≃ O(−2). Recall also that dimV = 2.
Since the vector bundles Λp,0I M are real analytic on M , we can consider their com-
plexifications on Dou(Z) which are holomorphic vector bundles on Dou(Z). We will
denote them by the same notation Λp,0I M .
Let now −2n ≤ l ≤ −2, L = O(l). Then Proposition 4.5.5 implies that the first
term of the spectral sequence computing Rτ∗(Ω
•(L)) is equal to
Ep,01 (Ω
•(L)) ≃ Λp,0I M ⊗ Symp+lV for l + p ≥ 0,
Ep,11 (Ω
•(L)) ≃ Λp,0I M ⊗ Sym−p−l−2V∗ for l + p ≤ −2,
Ep,q1 (Ω
•(L)) = 0 otherwise.
Thus the first term of the spectral sequence looks as on Fig. 1:
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0 0 0. . . 0
0 0 00. . .
. . .
. . .
q
p
|l|−2 |l|−1 |l|
Figure 1: The first term Ep,q1 (Ω
•(O(l))) of the spectral sequence with −2n ≤ l ≤ −2.
Hence the only non-zero differential dr for r = 2 in the spectral sequence is a
morphism of sheaves
∆: Λ−l−2,0I M −→ Λ−l,0I M.
∆ is called the Baston operator. It is the second order differential operator with holo-
morphic coefficients [23], [13]. All other non-zero differetials dr in the spectral sequence
have r = 1 and are first order differential operators with holomorphic coefficients [23],
[13]. By the construction of the spectral sequence we obtain the following complex of
locally free ODou(Z)-modules for any −2n ≤ l ≤ −2:
0 −→ Sym−l−2V∗ d1−→ Λ1,0I M ⊗ Sym−l−3V∗ d1−→ . . . d1−→ Λ−l−3,0I M ⊗ V∗ d1−→
d1−→ Λ−l−2,0I M ∆−→ Λ−l,0M d1−→
d1−→ Λ−l+1,0I M ⊗ V d1−→ Λ−l+2,0I M ⊗ Sym2V d1−→ . . . d1−→ Λ2n,0I M ⊗ Sym2n+lV −→ 0.
We will denote this complex of sheaves on Dou(Z) by BC•l . The complex of global
sections of BC•l is often called in the literature the Baston complex.
We claim that Rτ∗Ω
•(L)[1] is functorially isomorphic to the Baston complex; this
immediately follows from the following general lemma whose proof is left to the reader.
4.5.6 Lemma. Let F : A −→ B be a left exact functor between two abelian categories,
such that A has sufficiently many injective objects. Let RF : D+A −→ D+B denote the
derived functor between the bounded below derived categories. Let us fix an integer a ∈
Z. Let us denote by T the full subcategory of the category Kom+(A) of bounded below
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complexes, consisting of complexes A• satisfying the following vanishing properties:
RqAa = 0 for every q;
for every p < a RqF (Ap) = 0 for every q 6= 1;
for every p > a RqF (Ap) = 0 for every q 6= 0.
Define the functor G : T −→ D+(B) by
G(A•) = [. . . −→ R1F (Aa−2) −→ R1F (Aa−1) ∆−→ F (Aa+1) −→ F (Aa+2) −→ . . . ],
where ∆ is the only non-trivial differential in the standard spectral sequence whose
first term is Ep,q1 = R
qF (Ap) and which converges to cohomology of RF (A•); the other
differentials in G(A•) are induced by the corresponding differentials of A•, and the whole
complex is shifted such that the term R1F (Aa−1) is located in the degree a.
Then the functors RF,G : T −→ D+B are isomorphic.
Returning back to the Baston complex, notice that if we restrict this complex to
M , we will get a complex of sheaves of real analytic sections of vector bundles, and the
differentials of the complex are differential operators with real analytic coefficients of
order 1 or 2. We will normalize the Baston complex so that that the first non-zero term
Sym−l−2V∗ is at cohomological degree 0.
The following theorem was proven in [23] in the flat case and in [13] for general
quaternionic manifolds.
4.5.7 Theorem. Let us assume that the twistor space Z of a hypercomplex manifold
M4n is strongly 2-complete. Let Dou(Z) be a neighborhood of ι(M) in the Douady
space; assume that Dou(Z) is a Stein manifold. Assume also that the fibers of the map
η : F (Z) −→ Z are contractible. Let −2n ≤ l ≤ −2 be an integer. Let L := ξ∗(O(l)).
Then we have
(1) The Baston complex on Dou(Z) is exact everywhere except cohomological degree
0.
(2) The 0th cohomology of the Baston complex on Dou(Z) is isomorphic to H1(Z,L)
via the following maps
H1(Z,L)−˜→H1(Z, η∗η−1L) ≃ H1(F (Z), η−1L) ≃
H
1(F (Z),Ω•(L)) ≃ 0th cohomology of the Baston complex.
(3) H0(Z,L) = 0.
Proof. We present a proof for the sake of completeness. Since η has contractible
fibers we have for any i
H i(Z,L)−˜→Hi(Z,Rη∗η−1L) ≃ H i(F (Z), η−1L) ≃ Hi(F (Z),Ω•(L)),
where Hi denotes the ith hypercohomology of space with coefficients in a complex.
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We also have
H
i(F (Z),Ω•(L))−˜→Hi(Dou(Z), Rτ∗Ω•(L)) = Hi−1(Dou(Z),BC•l ).
Hence we obtain an isomorphism for every integer i
H i(Z,L) ≃ Hi−1(Dou(Z),BC•l ). (4.5.5)
Since BC•l lies in the non-negative degrees, the right hand side of equality (4.5.5) van-
ishes for i ≤ 0. Hence H0(Z,L) = 0. This proves part (3).
Since Z is strongly 2-complete, H i(Z,L) = 0 for i ≥ 2 by Theorem 4.3.2. Hence
H
j(Dou(Z),BC•l ) = 0 for j ≥ 1. (4.5.6)
Taking in (4.5.5) i = 1 we get
H1(Z,L) ≃ H0(Dou(Z),BC•l ). (4.5.7)
Finally let us use the assumption that Dou(Z) is the Stein manifold. This implies
that positive cohomology of Dou(Z) with coefficients in any coherent sheaf vanish, i.e.
every coherent sheaf is acyclic with respect to the functor of taking global sections.
Since in BC•l all sheaves are coherent, and hence acyclic, H
j(Dou(Z),BC•l ) is equal to
the jth cohomology of the complex of global sections of BC•l , i.e. of the Baston complex.
Hence parts (1) and (2) of the proposition follow from (4.5.6) and (4.5.7) respectively.
Q.E.D.
4.6 A technical result on relative de Rham complex.
The goal of this section is to prove the following result.
4.6.1 Theorem. Let X1, X2 be a smooth complex analytic manifold. Let F ⊂ X1×X2
be a closed complex analytic submanifold such that the projections p1,2 : F −→ X1,2 are
submersions, and p2 be proper. Let a ∈ X2 be a point. Let C := p−12 (a). For any non-
negative integer n let us denote by C(n) the nth infinitesimal neighborhood of C inside
F ; thus C(n) ⊂ F is a closed analytic subspace. Denote by in : C(n) →֒ F the natural
imbedding. Let p
(n)
1 denote the morphism of analytic spaces p
(n)
1 : C
(n) −→ (p1(C))(n)
induced by p1. Let L be a holomorphic vector bundle over X1.
Then for any non-negative integer n the complex of sheaves on F
0 −→ in∗
(
(p
(n)
1 )
−1(L)
)
−→ in∗i∗np∗1(L) −→ in−1∗i∗n−1(Ω1F/X1 ⊗OF p∗1L) −→ (4.6.1)
in−2∗i
∗
n−2(Ω
2
F/X1 ⊗OF p∗1L) −→ . . . −→ (4.6.2)
is exact. Here L denotes also for brevity the pull-back of L to (p1(C))(n) in the category
of coherent sheaves; the first non-zero arrow is the obvious inclusion; the differentials
are induced by the relative de Rham differentials.
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4.6.2 Remark. By convention, in complex (4.6.1) the terms in−q∗i
∗
n−q(. . . ) vanish for
n− q < 0.
Before the proof we will need some preparations.
4.6.3 Lemma. Let X1, X2 be a smooth complex analytic manifold. Let F ⊂ X1 ×X2
be a closed complex analytic submanifold such that the projections p1,2 : F −→ X1,2 are
submersions. Let (a1, a2) ∈ F .
(1) Then there exist neighborhoods U1, U2 of a1, a2 respectively and a smooth closed
complex analytic submanifold R ⊂ U2 such that
• a2 ∈ R;
• p1 : ((p2|F )−1R) ∩ (U1 × U2) −→ U1 is a biholomorphic diffeomorphism onto its
image which is an open subset of U1.
(2) Furthermore the point (a1, a2) ∈ F has an open neighborhood U ⊂ F and a
biholomorphic diffeomorphism
φ : ((p2|F )−1(R) ∩ U)×Bm−˜→U ,
where Bm is an open ball in Cm, and such that the following diagram commutes:
(p2|F )−1(R) ∩ U X1✲p1
((p2|F )−1(R) ∩ U)×Bm U✲φ
❄ ❄
p1
,
where the first vertical arrow in the obvious projection.
Proof. Denote C := (p2|F )−1(a2). Clearly
T(a1,a2)C ∩ T(a1,a2)(p1|F )−1(a1) = {0}.
Let us choose a linear subspace L ⊂ T(a1,a2)F such that
T(a1,a2)C ⊕
(
T(a1,a2)(p1|F )−1(a1)
)⊕ L = T(a1,a2)F.
Since L ∩ T(a1,a2)C = {0}, the linear map
dp2 : L −→ dp2(L)
is an isomorphism of vector spaces.
Let us choose a complex analytic submanifold R ⊂ X2 such that a2 ∈ R and
Ta2R = dp2(L). It is easy to see that
T(a1,a2)
(
(p2|F )−1(R)
)
= T(a1,a2)C ⊕ L.
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Hence
p1 : (p2|F )−1(R) −→ X1
is a biholomorphic diffeomorphism of a small neighborhood of (a1, a2) onto its image.
This implies part(1) of the lemma.
(2) Let us denote m := dimC(p1|F )−1(a1). Let us choose a holomorphic map
f : O −→ Cm
defined on a neighborhood O ⊂ F of (a1, a2) such that
Ker df(a1,a2) ∩ T(a1,a2)
(
(p1|F )−1(a1)
)
= {0}.
Consider the holomorphic map
p1|F × f : O −→ X1 × Cm.
Its differential at (a1, a2) is an isomorphism. Then there exists a neighborhood U ⊂
O ⊂ F of (a1, a2) and an open ball Bm ⊂ Cm such that
p1|F × f : U −→ X1 × Bm
is a biholomorphic diffeomorphism. We take
φ := (p1|U∩p−12 (R))
−1 × f.
It is easy to see that U and φ satisfy part(2) of the lemma. Q.E.D.
Let us denote by Ωipol(V ) the space of polynomial i-forms on a finite dimensional
complex vector space V . The de Rham differential d acts on Ω•pol(V ). The following
lemma is a well known folklore. Nevertheless we will include the proof for convenience
of the reader.
4.6.4 Lemma. (1) The polynomial de Rham complex (Ω•pol(V ), d) is exact everywhere
but the zero degree. Its zero degree cohomology equals C.
(2) Let us write Ωipol(V ) = Sym
•(V ∗)⊗ ∧iV ∗. If for ω ∈ Symp(V ∗)⊗ ∧iV ∗, i > 0,
one has
dω = 0
then there exists η ∈ Symp+1(V ∗)⊗ ∧i−1V ∗ such that
ω = dη.
Proof. The Eu denote the Euler vector field on V ; recall that Eu is the generator
of the group of homotheties of V : (λ, z) 7→ λz where λ ∈ C, z ∈ V . In coordinates
Eu =
dimV∑
i=1
zi
∂
∂zi
.
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Let us denote by d∗ the operator of contraction of a differential form with Eu. One can
easily check the following properties:
(d∗)2 = 0; (4.6.3)
d
(
Symp(V ∗)⊗ ∧iV ∗) ⊂ Symp−1(V ∗)⊗ ∧i+1V ∗; (4.6.4)
d∗
(
Symp(V ∗)⊗ ∧iV ∗) ⊂ Symp+1(V ∗)⊗ ∧i−1V ∗; (4.6.5)
for ω ∈ Symp(V ∗)⊗ ∧i(V ∗) one has (dd∗ + d∗d)ω = (p+ i)ω. (4.6.6)
Thus if dω = 0 then dd∗ω = (p + i)ω. Hence if p + i > 0 then ω = 1
p+i
dd∗ω is exact;
this implies (1). Part (2) also follows from the last formula and (4.6.5). Q.E.D.
4.6.5 Lemma. Let (Ω•pol(V ), d) be the polynomial de Rham complex on a complex finite
dimensional vector space V . Let W be another complex finite dimensional vector space.
Consider the complex
(
Ω•pol(V )⊗ Sym•(W ∗), d
)
where d, by the abuse of notation, de-
notes the only Sym•(W ∗)-linear extension of the de Rham differential. Let A ∈ Z≥0.
Then the natural imbedding of complexes(⊕p,i,q: p+i+q≤A (SympV ∗ ⊗ ∧iV ∗ ⊗ Symq(W ∗)) , d) →֒ (Ω•pol(V )⊗ Sym•(W ∗), d)
is a quasi-isomorphism, namely induces isomorphism on the cohomology.
Proof. Since d preserves the degree in Sym•(W ∗) the lemma follows from the
following immediate consequence of Lemma 4.6.4: for fixed A, q ∈ Z≥0 the cohomology
of the complex (⊕p,i: p+i≤A−qSymp(V ∗)⊗ ∧iV ∗ ⊗ Symq(W ∗), d)
vanished in the positive cohomological degrees (with respect to the index i) and equals
Symq(W ∗) in the zero degree. Q.E.D.
Proof of Theorem 4.6.1. Since the statement is local, we may assume that the
bundle L is trivial of rank one. By Lemma 4.6.3 it suffices to prove the following
statement. Let R be a smooth complex manifold. Let C ⊂ R be a closed complex
analytic submanifold. Let V be an m-dimensional complex vector space, and Bm ⊂ V
a centered ball. We will identify R with R× {0V } ⊂ R× V . Let in : C(n) →֒ R × Bm
be the nth infinitesimal neighborhood of C inside R × Bm. Let C˜(n) ⊂ R be the
nth infinitesimal neighborhood of C inside R. Let p1 : R × Bm −→ R be the natural
projection. Let p
(n)
1 : C
(n) −→ C˜(n) be the restriction of p1 to C(n). Under these notation
and assumptions, our theorem will immediately follow from the exactness of the complex
0 −→ (p(n)1 )−1OC˜(n) −→ in∗i∗nOR×Bm −→ in−1∗i∗n−1Ω1(R×Bm)/R −→ (4.6.7)
in−2∗i
∗
n−2Ω
2
(R×Bm)/R −→ . . . . (4.6.8)
It is clear that after making R smaller we may assume that R is a open subset of
CN =W × Cl, where W := CN−l and C = ({0W} × Cl) ∩R.
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Then it is easy to see that
(p
(n)
1 )
−1OC˜(n) = OC ⊗C
(⊕nq=0SymqW ∗) ;
in−i∗i
∗
n−iΩ
i
(R×Bm)/R = OC ⊗C (⊕p+q≤n−iSympV ∗ ⊗ SymqW ∗)⊗ ∧iV ∗.
Hence the exactness of the complex (4.6.7) follows from immediately from Lemmas
4.6.5 and 4.6.4 after tensoring the complexes there with OC over C. Q.E.D.
4.7 Few technical lemmas on infinitesimal neighborhoods of a
subvariety.
We start with the following
4.7.1 Lemma. Let (M4n, I, J,K) be a hypercomplex manifold. Let Z = CP1 × M
denote the twistor space of M . Let a ∈ M be a point, and C := CP1 × {a} be the
complex curve in Z. Let M0 := (H
n, I0, J0, K0) be the standard flat hypercomplex space,
and let Z0 := CP
1 ×M0 denote its twistor space. Let C0 := CP1 × {0} be the complex
curve in Z0. Then there exists an isomorphism of complex analytic spaces of the second
infinitesimal neighborhoods of these curves in the ambient twistor spaces
C(2) ≃ C(2)0 .
Proof. Making M smaller we may assume that M = (U, I, J,K) where U ⊂ Hn is
an open neighborhood of 0, and the complex structures I, J,K satisfy
I(x) = I0 +O(x
2), (4.7.1)
and similarly for J,K. Hence considering CP1 × U as the twistor space of either M
or M0 we get two complex structures on it denoted respectively by J and J0. Their
construction and (4.7.1) imply that for any z0 ∈ CP1 × {0} and any z ∈ CP1 × U one
has
I(z) = I0(z) +O((z − z0)2). (4.7.2)
But as previously we denote the curve CP1×{0} by C if it is considered as a curve
in the complex manifold Z, and by C0 if it is considered as a curve in Z0. Similarly C
(2)
and C
(2)
0 are the second infinitesimal neighborhoods of C and C0 in CP
1 × U equipped
with the appropriate complex structure.
Let C∞(CP1 × U) denote the sheaf of smooth C-valued functions on the manifold
CP1 × U . Let I be the subsheaf of ideals of the sheaf C∞(CP1 × U) consisting of
functions vanishing on CP1 × {0}. The sheaves of regular (holomorphic) functions on
C(2) and C
(2)
0 are subsheaves of the sheaf C
∞(CP1×U)/I3 (the latter can be informally
considered as the sheaf of smooth functions on either C(2) or C
(2)
0 ). Let us show that
these two subsheaves coincide; clearly that will imply the lemma.
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Let Ω1 be the sheaf of 1-forms on CP1 × U . We have two morphisms of sheaves
induced by the Dolbeault differentials corresponding to the complex structures J ,J0:
∂¯, ∂¯0 : C
∞(CP1 × U)/I3 −→ Ω1/I2 · Ω1. (4.7.3)
The subsheaf of regular functions on C(2) (resp. C
(2)
0 ) is the kernel of the operator
∂¯ (resp. ∂¯0) from (4.7.3). Hence it suffices to show that the operator
∂¯ − ∂¯0 : C∞(CP1 × U)/I3 −→ Ω1/I2 · Ω1
vanishes. This easily follows from (4.7.2). Q.E.D.
Let Z be a complex analytic space. Let C ⊂ Z be a compact analytic subspace. We
denote by [C] the corresponding closed point in the Douady space Dou(Z). Let n be
a non-negative integer. Let C(n) be the nth infinitesimal neighborhood of C in Z; thus
C(n) ⊂ Z is a closed analytic subspace. Hence by Proposition 4.2.2 i : Dou(C(n)) →֒
Dou(Z) is a closed analytic subspace.
4.7.2 Lemma. The nth infinitesimal neighborhood [C](n) of the closed point [C] ∈
Dou(Z) is a closed analytic subspace of Dou(C(n)) (which, in turn, a closed subspace
of Dou(Z)). Moreover [C](n) coincides with the nth infinitesimal neighborhood of [C]
in Dou(C(n)).
Proof. First, tautologically, i ∈ Mor([C](n), Dou(Z)). Let us denote by A the
corresponding closed analytic subspace
A ⊂ Z × [C](n)
which is flat and proper over [C](n), and such that the fiber in A of the point [C] ∈ [C](n)
is equal to C. We claim that in fact A is a closed analytic subspace of C(n) × [C](n) ⊂
Z × [C](n) (the latter inclusion is also a closed imbedding of analytic spaces obviously);
this is a special case of the next lemma.
4.7.3 Lemma. Let Z1, T be affine complex analytic schemes. Assume moreover that the
ring of regular functions O[T ] is a finite dimensional (over C) local ring with maximal
ideal m such that mn+1 = 0. (It follows that O[T ]/m = C.)
Let A1 ⊂ Z1 × T be a closed analytic subspace. Let C1 = A1 ×T T0 where T0 is the
subspace of T whose algebra of functions is the field C, i.e. the only point of T .
Then A1 is a closed subscheme of C
(n)
1 ×T , where C(n)1 denotes the nth infinitesimal
neighborhood of C1 in Z1.
Let us postpone the proof of this lemma and finish the proof of Lemma 4.7.2. Thus
A ⊂ C(n) × [C](n) is a closed analytic subspace. This corresponds to a morphism
i˜ ∈ Mor([C](n), Dou(C(n))). It has the property that i = j ◦ i˜ where j : Dou(C(n))
−→ Dou(Z) is the natural closed imbedding. Since i and j are closed imbeddings, it
follows that i˜ is also a closed imbedding. This implies the first part of Lemma 4.7.2.
33
Let us prove the second part. We prove a slightly more general statement. Let A
be a closed analytic subspace of an analytic space B, and let p ∈ A be a point. Let p(n)
be the nth infinitesimal neighborhood of p in B. Assume that p(n) is a closed analytic
subspace of A. Then the claim is that the nth infinitesimal neighborhood of p in A
is equal to p(n). We may and will assume that A,B are affine analytic spaces. Let A
and B denote the algebras of functions on A and B respectively. Let J ⊂ B be the
ideal such that A = B/J . Let m ⊂ B be the ideal of p. Since p(n) is a closed analytic
subspace of A then
J ⊂ mn+1. (4.7.4)
We have the obvious epimorphism of algebras B −→ A/(m/J )n+1. To finish the proof
of the lemma one has to show that its kernel is equal to mn+1. But this follows from
the inclusion (4.7.4). Thus Lemma 4.7.2 is proved. Q.E.D.
Proof of Lemma 4.7.3. Let IA1 ⊂ O[Z1 × T ] = O[Z1] ⊗C O[T ] be the ideal
defining A1. Let JC1 ⊂ O[Z1] be the ideal defining C1. We have to show that
(JC1 ⊗C O[T ])n+1 ⊂ IA1 . (4.7.5)
First we have
O[C1] = O[Z1]/JC1 = (O[Z1]⊗O[T ])/(JC1 +m). (4.7.6)
On the other hand since C1 is the fiber over the closed point of the projection A1 −→ T ,
we also have
O[C1] = (O[Z1]⊗O[T ])/(IA1 +m). (4.7.7)
Then (4.7.6) and (4.7.7) imply
JC1 +m = IA1 +m.
In particular any x ∈ JC1 has a presentation
x = a+ y with a ∈ IA1, y ∈ m.
We have
xn+1 = (a+ y)n+1 =
(
n+1∑
l=1
(
n+ 1
l
)
alyn+1−l
)
+ yn+1.
The first sum in brackets belongs to IA1 , while y
n+1 = 0. Thus xn+1 ∈ IA1 and (4.7.5)
is proved. Hence Lemma 4.7.3 is proved, and Lemma 4.7.2 follows too. Q.E.D.
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4.8 Identification of a Baston operator with ∂∂J.
The main result of this section is
4.8.1 Theorem. Consider the Penrose transform of L = ξ∗(O(−2)). Then the Baston
operator
∆: C∞(M) −→ ∧(2,0)I M
is proportional to ∂∂J with a non-zero constant of proportionality.
To prove this theorem we will need some preparations. Let us first prove this
theorem in the flat case.
4.8.2 Lemma. Theorem 4.8.1 is true for the flat space (Hn, I0, J0, K0).
Proof. By Proposition 7.1(i) in [5] the Baston operator ∆ can be identified (up
to a normalizing constant) with the quaternionic Hessian ∆′ introduced in [1]. The
latter can be identified (again after a normalization) with ∂∂J (see [8], Proposition
4.1). Q.E.D.
Now we are going to reduce the general case of Theorem 4.8.1 to the flat one. Fix
a ∈M . By Corollary 4.1.5 there exists a real analytic diffeomoprhism of a neighborhood
of a ∈ M with a neighborhood of 0 ∈ Hn such that a goes to 0 and under such an
identification
I(x) = I0 +O(x
2),
and similarly for J,K. As we have seen in Lemma 4.7.1, this induces an isomorphism
of complex analytic spaces
φ : C(2)−˜→C(2)0 ,
where C(2) ⊂ Z (resp. C(2)0 ⊂ Z0) is the second infinitesimal neighborhood of C =
CP1 × {a} (resp. C0 = CP1 × {0}) in the twistor space Z of M (resp. Z0 of Hn).
This isomorphism φ induces obviously isomorphism
φ˜ : Dou(C(2))−˜→Dou(C(2)0 )
such that φ˜([C]) = [C0]. Then φ˜ induces isomorphism of the second infinitesimal
neighborhood of [C] in Dou(C(2)) with the second infinitesimal neighborhood of [C0]
in Dou(C
(2)
0 ). Then by Lemma 4.7.2 they coincide with the second infinitesimal neigh-
borhoods of [C] in Dou(Z) and of [C0] in Dou(Z0) respectively, namely we get
4.8.3 Claim. (i) φ˜ induces an isomorphism [C](2)−˜→[C0](2).
(ii) For any 0 ≤ l ≤ 2 the restriction of φ˜ to [C](l) is an isomorphism
φ˜l : [C]
(l)−˜→[C0](l).
4.8.4 Remark. Observe that for 0 ≤ l ≤ 2 the scheme [C](l) (resp. [C0](l)) coin-
cides with the lth infinitesimal neighborhood of [C] (resp. [C0]) in Dou(C
(2)) (resp.
Dou(C
(2)
0 )) This again follows from Lemma 4.7.2.
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As in Theorem 4.2.3 for any analytic space Z we will denote by F (Z) the analytic
space representing the contravariant functor (denoted again by F (Z)) from analytic
spaces to sets given by
F (Z)(S) = {A ⊂ Z × S, f : S −→ A|
A is closed analytic subspace, flat and proper over S,
f is a section of A −→ S}.
4.8.5 Lemma. Let Y be a closed analytic subspace of an analytic space Z. Then
F (Y ) = F (Z)×Dou(Z) Dou(Y ).
Proof. For an analytic space W we will also denote below by the same letter W
also the contravariant functor from analytic spaces to sets given by
S 7→Mor(S,W ).
Then we have (
F (Z)×Dou(Z) Dou(Y )
)
(S) = F (Z)(S)×Dou(Z)(S) Dou(Y )(S) =
{A ⊂ Z × S, f : S −→ A as above} ×
{A⊂Z×S as above} {A ⊂ Y × S as above} =
{A ⊂ Y × S, f : S −→ A as above} = F (Y )(S).
Lemma is proved. Q.E.D.
Lemma 4.8.5 implies in particular
F (C(2)) = F (Z)×Dou(Z) Dou(C(2)). (4.8.1)
Since φ : C(2)−˜→C(2)0 is an isomorphism, it induces an isomorphism
˜˜φ : F (C(2))−˜→F (C(2)0 ).
Using (4.8.1) it is equivalent to
˜˜φ : F (Z)×Dou(Z) Dou(C(2))−˜→F (Z0)×Dou(Z0) Dou(C(2)0 ).
Clearly the following diagram commutes
Dou(C(2)) Dou(C
(2)
0 )
✲✲
φ˜
F (Z)×Dou(Z) Dou(C(2)) F (Z0)×Dou(Z0) Dou(C(2)0 )✲✲
˜˜φ
❄
τ
❄
τ0
, (4.8.2)
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where the vertical arrows are the natural projections.
Recall that [C](2) ⊂ Dou(C(2)), [C0](2) ⊂ Dou(C(2)0 ) are closed imbedding, and for
[C](l) ⊂ [C](2), [C0](l) ⊂ [C0](2) are also closed imbedding for 0 ≤ l ≤ 2. Hence making
a base change, Claim 4.8.3 implies that φ induces isomorphisms
φˆl : F (Z)×Dou(Z) [C](2)−˜→F (Z0)×Dou(Z0) [C0](l), 0 ≤ l ≤ 2.
Clearly the following diagrams commutes for 0 ≤ l ≤ 2:
[C](l) [C0]
(l)✲✲
φ˜l
F (Z)×Dou(Z) [C](l) F (Z0)×Dou(Z0) [C0](l)✲✲
φˆl
❄
τ
❄
τ0
, (4.8.3)
C(l) C
(l)
0
✲✲
φl
F (Z)×Dou(Z) [C](l) F (Z0)×Dou(Z0) [C0](l)✲✲
φˆl
❄
η
❄
η0
, (4.8.4)
where φl : C
(l)−˜→C(l)0 is the restriction of φ to C(l); clearly it is an isomorphism. Note
also that [C](1) is a closed analytic subspace of [C](2) and φ : [C](1)−˜→[C0](1) is an iso-
morphism.
Before we formulate our next lemma let us note that for any open subset U ⊂
C(n) and for f ∈ H0(U,OC(n)) the differential df is well defined as an element of
H0(U, i∗n−1Ω
1), i.e. the order of the infinitesimal neighborhood is smaller by 1 (in the
last expression U is also considered as an open subset of C(n−1). Analogous statement
is true for the relative de Rham differential:
dF/Zf ∈ H0(U, i∗n−1Ω1F/Z).
4.8.6 Lemma. Let F
η→ Z, F0 η0→ Z0 be holomorphic submersive maps of complex
analytic smooth manifolds (not necessarily coming from quaternionic manifolds). Let
C˜ ⊂ F , C˜0 ⊂ F0 be smooth complex submanifolds such that η(C˜) and η0(C˜0) are smooth
complex submanifolds of Z and Z0 respectively. Assume in addition that η : C˜ −→ η(C˜)
and η0 : C˜0 −→ η(C˜0) are isomorphisms.
Let for a fixed n ∈ N
ψ : (η(C))(n)−˜→(η(C0))(n), ψ˜ : C˜(n)−˜→C˜(n)0
37
be isomorphisms of complex analytic spaces such that the diagram commutes
(η(C˜))(n) (η(C˜0))
(n)✲
ψ
C˜(n) C˜
(n)
0
✲
ψ˜
❄
η
❄
η0
.
Then the following holds.
(1) For 0 ≤ k ≤ n the restriction of ψ˜ to C˜(k) is an isomorphism C˜(k)−˜→C˜(k)0 ; this
restriction will be denoted by ψ˜ again.
(2) There exists an isomorphism Ψn−1 of sheaves of graded algebras of OC˜(n−1)-
modules
Ψn−1 : ψ˜
∗i∗n−1Ω
•
F0/Z0−˜→i∗n−1Ω•F/Z
which is uniquely characterised by the following additional property: 5
• for any open set U ⊂ C(n−1)0 , any f ∈ H0(U,OC˜(n−1)0 ) and any g ∈ H
0(U,O
C˜
(n)
0
)
one has
Ψn−1(ψ˜
∗(f · dF0/Z0g)) = ψ˜∗f · dF/Z(ψ˜∗g).
(3) Moreover Ψn−1 is compatible with the relative de Rham differential: for ω ∈
H0(U, i∗n−1Ω
•
F0/Z0
) one has
Ψn−2(ψ˜
∗(dF0/Z0)ω) = dF/Z
(
Ψn−1(ψ˜
∗ω)
)
.
(Note that in the left hand side dF0/Z0ω ∈ H0(U,OC˜(n−2)), and hence ψ˜ has the meaning
of the isomorphism C˜(n−1)−˜→C˜(n−1)0 , and Ψn−2 is the isomorphism whose existence was
claimed in part (2), but for n− 2 instead of n− 1.
We leave the proof of the lemma to the reader. Let us apply Lemma 4.8.6 in the
situation of Theorem 4.8.1. We denote C˜ = τ−1([C]), then C˜(n) = F (Z)×Dou(Z) [C](n);
similarly for C0 instead of C. Then we obtain the following commutative diagram of
sheaves:
OC˜(2) i1∗i∗1Ω1F/Z✲dF/Z
φ∗2OC˜(2)0 φ
∗
1i1∗i
∗
1Ω
1
F0/Z0
✲
dF0/Z0
❄
id
❄
Ψ1
i0∗i
∗
0Ω
2
F/Z
✲
dF/Z
φ∗0i0∗i
∗
0Ω
2
F0/Z0
✲
dF0/Z0
❄
Ψ0
(4.8.5)
5Here in−1 denotes two closed imbeddings C˜
(n−1) →֒ Z and C˜(n−1)0 →֒ Z0.
38
where the vertical arrows are isomorphisms, in denotes both the closed imbeddings
C˜(n) = F (Z)×Dou(Z) [C](n) →֒ Z and C˜(n)0 = F (Z0)×Dou(Z0) [C0](n) →֒ Z0.
Applying Rτ∗ and Rτ0∗ to the first and second rows of the diagram (4.8.5) respec-
tively and using Corollary 4.5.4 we get a spectral sequence for each complex in either
row. Since the diagram (4.8.5) commutes, we get isomorphisms of the first terms of
these spectral sequences commuting with the second differentials which we will denote
respectively by ∆(2) and ∆
(2)
0 :
O[C](2) Λ(2,0)I M |a✲∆(2)
O[C0](2) Λ(2,0)I Hn|0✲
∆
(2)
0
❄
φ∗
❄
dφ(a)∗
,
where in the second column we have isomorphism of vector spaces of (2, 0)-forms at the
point a ∈ M and 0 ∈ Hn respectively induced by the pull-back under the differential
dφ(a).
To finish the proof of Theorem 4.8.1 it remains to show that ∆(2) and ∆
(2)
0 are
restrictions of ∆ and ∆0 to 2-jets of functions at a and 0 respectively. Since the second
case is a special case of the first one, let us do it for ∆(2). We have the following
commutative diagram:
OF (Z)×Dou(Z)C(2) i1∗i∗1Ω1F/Z✲dF/Z
OF (Z) Ω1F/Z✲
dF/Z
❄ ❄
i∗0i0∗Ω
2
F/Z
✲
dF/Z
Ω2F/Z✲
dF/Z
❄
0✲
Ω3F/Z✲
dF/Z
❄
. . .✲
. . .✲
(4.8.6)
where the vertical arrow are the adjunction morphisms; they form a morphism of com-
plexes staying in the rows of the last diagram. Thus applying Rτ∗ we get a morphism
of spectral sequences, in particular we get the commutative diagram for the second
differential:
O[C](2) Λ(2,0)I Ma✲∆(2)
ODou(Z) τ∗Ω2F/Z✲∆
❄ ❄
, (4.8.7)
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where the first vertical arrow is the obvious map of taking the second jet of a function,
and the second vertical map is the evaluation map at the point a. Thus we see that ∆(2)
is the restriction of ∆ to 2-jets of functions at the point a. Theorem 4.8.1 is proved.
Q.E.D.
Before we finish this section let us prove another lemma about hypercomplex man-
ifold we will use later.
4.8.7 Lemma. Let us assume that the twistor space Z of a hypercomplex manifoldM4n
is strongly 2-complete. Assume that Dou(Z) is a Stein manifold. Assume also that the
fibers of the map η : F (Z) −→ Z are contractible. Let a ∈M , C = CP1 × {a} ⊂ Z. Let
κ : C(2) →֒ Z denote the natural imbedding. Let L = ξ∗(O(−2)).
Then there exists an isomorphism of vector spaces h : H1(C(2), κ∗L)−˜→Ker∆(2) such
that the following diagram commutes:
H1(C(2), κ∗L) Ker∆(2)✲
h
H1(Z,L) Ker(∆)✲
❄ ❄
, (4.8.8)
where the first horizontal arrow is the isomorphism from Theorem 4.5.7(2), the first
vertical arrow is induced by the adjunction morphism Id −→ κ∗κ∗, and the second
vertical arrow sends function to its 2-jet at the point a.
Proof. Let C˜ := τ−1(a). Let us denote
η(2) : C˜(2) −→ C(2)
the restriction of η to C˜(2). Let in : C˜
(n) −→ F (Z) be the natural imbedding. We have
the commutative diagram of sheaves on F (Z):
0 i2∗(η
(2))−1(κ∗L)✲
0 η−1L✲
❄
i2∗i
∗
2(η
∗L)✲
η∗L✲
❄
i1∗i
∗
1(η
∗L⊗ Ω1F/Z)✲
η∗L ⊗ Ω1F/Z✲
❄
i0∗i
∗
0(η
∗L⊗ Ω2F/Z)✲
η∗L ⊗ Ω2F/Z✲
❄
0✲
η∗L ⊗ Ω3F/Z✲
❄
. . .✲
. . .✲
(4.8.9)
where the vertical arrows are the adjunction morphisms, and the horizontal arrows are
the relative de Rham differentials. The first row in this diagram is exact as the relative
de Rham complex. The second row is exact by Theorem 4.6.1. Let us denote
A• = [0 −→ η∗L −→ η∗L ⊗ Ω1F/Z −→ η∗L ⊗ Ω2F/Z −→ . . . ];
B• = [0 −→ i2∗i∗2(η∗L) −→ i1∗i∗1(η∗L ⊗ Ω1F/Z) −→ i0∗i∗0(η∗L ⊗ Ω2F/Z) −→ 0 −→ . . . ].
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Thus A• and B• are resolutions of η−1L and i2∗(η(2))−1(κ∗L) respectively. We have
a sequence of canonical maps which are isomorphisms in our case
H1(Z,L)−˜→H1(F (Z), η−1L)−˜→H1(F (Z), A•) = H1(RΓ ◦Rτ∗(A•)),
where RΓ is the derived functor of taking global sections over Dou(Z); the first map
is an isomorphism since the fibers of η are contractible. The composition of these
isomorphisms we will denote by
α : H1(Z,L)−˜→H1(RΓ ◦Rτ∗(A•)).
Next, since η|C˜ : C˜ −→ C is an isomorphism, the natural map
H1(Z, κ∗κ
∗L) ≃ H1(C(2), κ∗L) −→ H1(C˜(2), (η(2))−1(κ∗L)) (4.8.10)
is an isomorphism. Furthermore the canonical map
H1(C˜(2), (η(2))−1(κ∗L)) −→ H1(F (Z), i2∗(η(2))−1(κ∗L)). (4.8.11)
is also an isomorphism for trivial reason. But
H1(F (Z), i2∗(η
(2))−1(κ∗L)) ≃ H1(RΓ ◦Rτ∗(B•)). (4.8.12)
Composing the isomorphisms (4.8.10)-(4.8.12) we obtain an isomorphism
α¯ : H1(Z, κ∗κ
∗L)−˜→H1(RΓ ◦Rτ∗(B•)).
It is easy to see that the following diagram commutes:
H1(Z, κ∗κ
∗L) H1(RΓ ◦Rτ∗(B•))✲α¯
H1(Z,L) H1(RΓ ◦Rτ∗(A•))✲α
❄ ❄
(4.8.13)
where the first vertical arrow is the adjunction morphism, and the second vertical arrow
is induced by the morphism of complexes Φ: A• −→ B• from diagram (4.8.9).
By Corollary 4.5.4
Rqτ∗(in∗i
∗
n(η
∗L ⊗ ΩpF/Z)) = (Rqτ∗(η∗L ⊗ ΩpF/Z))⊗ODou(Z) Oa(n) . (4.8.14)
But by Proposition 4.5.5 and the computation after it we have
Rqτ∗(η
∗L ⊗ ΩpF/Z) = 0 unless p = 0 and q = 1, or p ≥ 2 and q = 0. (4.8.15)
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By (4.8.14) and (4.8.15) we see that the complexes A•, B• and the functor Rτ∗ satisfy
the assumptions of Lemma 4.5.6. Hence it follows that there exist isomorphisms in
D+(ShDou(Z)) (the notation below is obvious)
β : Rτ∗(A
•)−˜→BC•2(A•)[−1];
β¯ : Rτ∗(B
•)−˜→BC•2(B•)[−1]
and a morphism Ψ: BC•2(A
•) −→ BC•2(B•) again inD+(ShDou(Z)) such that the following
diagram commutes:
Rτ∗(B
•) BC•2(B
•)[−1]✲
β¯
Rτ∗(A
•) BC•2(A
•)[−1]✲β
❄
Rτ∗(Φ)
❄
Ψ[−1]
(4.8.16)
Let us apply to all elements of the last diagram the functor RΓ and then apply the
functor H1 of the first cohomology. 6 Then combining this with the diagram (4.8.13)
we deduce the lemma. Q.E.D.
4.9 End of Proof of Theorem 3.2.2.
By Theorem 4.8.1 the operator
∂∂J : C
∞(M) −→ Λ(2,0)I (M)
is proportional to the Baston operator ∆ corresponding to the Penrose transform of the
line bundle L = ξ∗(O(−2)). Hence it suffices to show that there exists ε > 0 such that
for any z0 ∈ C and any 2-jet f¯ of a function at z0 such that ∆f¯(z0) = 0 there exists a
real analytic function f in the open ball B(z0, ε) with respect to the metric ρ such that
∆f ≡ 0
and the 2-jet of f at z0 is equal to f¯ .
By Proposition 4.3.3 there exists ε1 > 0 such that the twistor spaces of the balls
B(z0, ε) ⊂ M are strongly 2-complete for any ε ∈ (0, ε1] and any z0 ∈ C.
6Since BC•2(A
•),BC•2(B
•) consist of complexes of coherent sheaves on Dou(Z), and Dou(Z) is a
Stein manifold by assumption, it follows that RΓ(BC•2(A
•)) and RΓ(BC•2(B
•)) are obtained by taking
global sections of A• and B• respectively.
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It is possible to extend the Riemannian metric ρ to a Riemannian metric on an
open neighborhood of M inside the Douady space of the twistor space Z(M) of M
(this neighborhood is denoted again by Dou(Z(M)). We denote this extension by ρ
again. For x ∈ Dou(Z(M)) and δ > 0 we denote by BDou(x, δ) the open ball in
Dou(Z(M)) centered at x and of radius δ. It is easy to see that one can choose ε2 > 0
such that for any ε ∈ (0, ε2] and any z0 ∈ C ⊂ M ⊂ Dou(Z(M)) the ball BDou(z0, ε)
is a Stein manifold. Indeed the function dist2(·, z0) is an exhausting plurisubharmonic
function on this ball.
Recall that by Section 4.2 we have two submersions
η : F (Z(M)) −→ Z(M),
τ : F (Z(M)) −→ Dou(Z(M)),
where F (Z(M)) ⊂ Z(M)×Dou(Z(M)) is a closed subset which is a smooth submani-
fold. The map τ is proper.
By Proposition 4.4.1 there exists ε3 > 0 such that any ε ∈ (0, ε3] has the following
property: for any z0 ∈ C and any b ∈ CP1 × B(z0, ε) ⊂ Z(M) the fibers of η
F (Z(M)) ∩ ({b} × BDou(z0, ε))
are contractible.
Let us fix now ε ∈ (0,min{ε1, ε2, ε3}]. Fix any z0 ∈ C. Let us replace M with the
ball B(z0, ε); we denote it by M again. Let us choose Dou(Z(B(z0, ε))) to be the ball
BDou(z0, ε), we denote it by Dou(Z) where Z is the twistor space of M = B(z0, ε).
Hence we can apply Theorem 4.5.7 for l = −2 and get the Baston complex and the
cohomological interpretation of Ker∆ ≃ H1(Z,L).
With this notation, we are going to show that for any 2-jet f¯ of a function at z0
such that
∆f¯(z0) = 0
there exists a holomorphic f in Dou(Z) such that
∆f ≡ 0
and the 2-jet of f at z0 equals f¯ . Let C = CP
1×{z0}, and let C(2) denote as previously
the second infinitesimal neighborhood of C in Z, and let κ : C(2) →֒ Z denote the
natural imbedding. Then by Lemma 4.8.7 it suffices to show that the adjunction map
H1(Z,L) −→ H1(C(2), κ∗L) = H1(Z, κ∗κ∗L)
is onto. This follows from the strong 2-completeness of Z. Indeed let K be the kernel
of the adjunction epimorphism L −→ κ∗κ∗L. K is a coherent sheaf, hence for i ≥ 2 one
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has H i(Z,K) = 0 by the strong 2-completeness of Z. From the long exact sequence in
cohomology we have
H1(Z,L) −→ H1(Z, κ∗κ∗L) −→ H2(Z,K) = 0
Theorem 3.2.2 is proven. Q.E.D.
A Appendix. Proof of Proposition 4.2.2 (by Daniel
Barlet).
A.1 The Douady space of a subspace.
In this appendix the Douady space of a complex analytic space X is denoted by
D(X) (and not by Dou(X) as in the main text). The proof of the proposition 4.2.2
will use the following lemma:
A.1.1 Lemma. Let f : M −→ N be a morphism of complex spaces (not necessarily
reduced, but locally finite dimensional). Then if the Zariski tangent map
Tfx : TM,x −→ TN,f(x)
is injective, then f is proper embedding of an open neighbourhood of x ∈M in an open
neighbourhood of f(y) in N .
The standard proof is left to the reader.
A.1.2 Lemma. Let f : M −→ N be a morphism of complex spaces (not necessarily
reduced, but locally finite dimensional). Assume that
1. the map f is injective ;
2. the map f is a local embedding near each point x ∈M ;
3. the set theoretic image f(M) is a closed analytic subset of N .
4. for any holomorphic germ γ : (C, 0) −→ (f(M), f(x)) there exists a holomorphic
germ γ˜ : (C, 0) −→ (M,x) , so that γ = f ◦ γ˜.
Then f is a proper embedding of M in N , that is to say that f is an isomorphism of
M on the subspace M of N defined on f(M) by the sheaf f∗(OM ) which is isomorphic
to the quotient of ON by the coherent ideal I ⊂ ON of germs h such that h ◦ f = 0 in
OM .
Proof. Let y = f(x) be a point in f(M). Then there exists open neighbourhoods
Ux of x in M and Vy of y in N such that f induces a proper embedding of Ux in
Vy. Assuming that Vy is small enough, then the analytic subset f(M) ∩ Vy has all its
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irreducible components passing through y. Assume that there is such an irreducible
component which is not contained in f(Ux). Then we can find a germ of holomorphic
curve γ : (C, 0) −→ (f(M), f(x)) such that only the point γ(0) = y of this curve is in
f(Ux). But this contradicts the condition 4. So we conclude that, for any y = f(x) we
can find Ux and Vy such that f(Y ) ∩ Vy = f(Ux) ∩ Vy. And of course we can assume
that Ux is a relatively compact set in M .
Take any compact set K in N and for any y = f(x) ∈ K ∩ f(M) choose such Ux and
Vy. Extract a finite sub-covering of the open covering (Vy)y∈K∩f(M). Then let yi :=
f(xi), i ∈ [1, N ] the corresponding index of the sub-covering and define L := ∪Ni=1 U¯xi.
Then, thanks to the injectivity of f we have f−1(K) ⊂ L which shows that f is proper.
As it is an injective map and a local embedding this is a proper embedding. 
Proof of the Proposition 4.2.2. First recall that if I := IX is an ideal of OZ
defining a point X in D(Z) the Douady’s space of Z, the Zariski tangent space at I of
D(Z) is the (finite dimensional) vector space
H0(Z, (I/I2)∗)
where the star denotes the dual sheaf HomOZ(−,OZ). Note that, as X is a compact
subspace, the support of the sheaf (I/I2)∗ is compact, so this vector space is finite
dimensional.
For the convenience of the reader we shall sketch a proof (see [21] p.77) :
Denote by S := {z ∈ C / z2 = 0} which is the non reduced complex space associated
to the C−algebra Spec(C[ε]/(ε2)). Then, by definition, the Zariski tangent space at
the point X of the space D(Z) corresponding to the coherent ideal sheaf I, where
OX := OZ
/
I has a compact support, is given by the subset Mor(S,D(Z))X of the
set Mor(S,D(Z)) of morphisms with “value” the point X . This corresponds to the
coherent ideals J ⊂ OZ ⊗C A, where A := C[ε]
/
(ε2), inducing OZ
/
I ≃ OX by the
quotient map id⊗ q : OZ ⊗C A −→ OZ , where q := A −→ C is defined by q(ε) = 0, such
that OZ ⊗C A
/
J is A−flat.
Recall that a A−module M is A−flat if and only if we have the equivalence for m ∈ M
ε.m = 0 if and only if m ∈ ε.M.
To explicite the natural bijection between Mor(S,D(Z))X and H
0(Z, (I/I2)∗) consider
an ideal J ⊂ OZ ⊗C A with image I by the quotient map id⊗ q, such that OZ ⊗C A
/
J
is A−flat. Then ε.I is contained in J and, by flatness of J as a A−module, we have
ε.I = ε.J . And, for each i ∈ I, there exists k ∈ OZ such that i + ε.k lies in J . If we
have also i + ε.k′ in J , we find that ε.(k − k′) ∈ J . The flatness of the quotient by J
gives k − k′ ∈ I. So for each i ∈ I there exists an unique class [k] ∈ OZ
/
I such that
i+ ε.k′ ∈ J for any k′ ∈ [k]. This defines a OZ−linear map of sheaves ϕ : I −→ OZ
/
I
such that any element in J is of the form i + ε.k where k ∈ [ϕ(i)]. This defined our
map
Mor(S,D(Z))X −→ H0(Z,HomOZ(I,OZ
/
I)) ≃ H0(Z,HomOZ(I
/
I2,OZ)).
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Conversely, for such a OZ−linear morphism ϕ : I −→ OZ
/
I define the ideal J as the
set of i+ ε.k where k ∈ [ϕ(i)]. Then it is easy to verify that OZ ⊗C A
/
J is A−flat and
has I for image by id⊗ q. 
If Y is a closed complex subspace in Z, then OY is a quotient of OZ , and if J := JX
is the ideal in OY image of the ideal I := IX of X ⊂ Z by the quotient map, we have
a surjective map of coherent OZ−sheaves (with compact supports)
I/I2 −→ J/J2 −→ 0
which induces an injection of the dual sheaves and then an injection
H0(Z, (J/J2)∗) −→ H0(Z, (I/I2)∗)
which shows that the natural map7 D(Y ) −→ D(Z) induces an injection between the
Zariski tangent spaces at I and J and so is a local embedding. This gives the condition
2. in Lemma A.1.2.
To see that it is a proper embedding, as injectivity is obvious, it is enough to prove that
the image of D(Y ) is closed subset in D(Z), that this image is a locally closed analytic
subset of D(Z) and that the condition 4. of Lemma A.1.2 is satisfied.
To prove that the image is closed is not so easy : Let X ∈ D(Z) such that X 6⊂ Y .
Then there exists a point x ∈ X and a holomorphic function on an open neighbourhood
U of x ∈ Z, such that f ∈ IX is not a section of IY on U . By flatness over D(Z) we can
extend f to a neighbourhood S ×U ′ of (X, x) in D(Z)× Z with x ∈ U ′ ⊂ U and S an
open neighbourhood of X in D(Z), to a section f˜ of the ideal IX , where X ⊂ D(Z)×Z
is the graph of the universal family, and f˜ is not in IY along {s} × U ′ for any s ∈ S8 .
Then any s ∈ S is not in the image of D(Y ) in D(Z) and this image is closed.
Unfortunately, in order to show that the image of D(Y ) in D(Z) is a locally closed
analytic subset in D(Z), I will have to assume that the reader has some ideas about the
construction of Douady. That may be the reason why it is not easy to find a reference
for this result in the literature.
Points in D(Z) are locally described by holomorphic banach (locally trivial) fiber bun-
dles F over an open set S in D(Z) which are (direct) quotients of the trivial banach
bundle S×B(K,OZ) and which are B(K,OZ)−modules, where K is a privileged com-
pact set in Z (for the notion of privileged compact and the notation B(K,OZ) see [21]).
The main point is to see that if f is a holomorphic function in a neighbourhood of K
the subset of points s in S for which the morphism f˜ induced by f vanishes of the fiber
F (s) of the bundle F is an analytic subset in S. This is rather obvious as it is the
7Which is deduced from the universal property of D(Z).
8Remark that to make this argument completely explicit, following Douady, we can consider a
privileged compact set K for Y in a neighbourhood of x in Z and consider the multiplication by f˜
acting on the trivial holomorphic banach bundle S ×B(K,OY ) ; see the argument below.
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same to ask that the fiber at s of the kernel of the quotient map S × B(K,OZ) −→ F
contains the closed ideal {s} × B(K, f.OZ) because this kernel is also a locally trivial
holomorphic banach bundle over S of B(K,OZ)−modules. This implies that adding
theses banach analytic conditions in Douady’s construction, we defined locally an an-
alytic subset of D(Z) which is exactly the set of points corresponding to X ∈ D(Z)
which are subspaces of Y .
So we have shown that conditions 1.-3. of the Lemma A.1.2 are satisfied for the natural
map i : D(Y ) −→ D(Z). Let us show that the condition 4. is also satisfied :
If γ : (C, 0) −→ i(D(Y ), i(X)) is a germ of holomorphic curve, the pull-back by γ of the
universal family over D(Z) is a flat and proper family. By definition of i(D(Y )), the
points of this (closed analytic) subset corresponds exactly to the subspaces X ∈ D(Z)
which are subspaces of Y . So the pull-back family is in fact a flat and proper family of
subspaces in Y , and the universal property of D(Y ) gives the desired lifting γ˜ : (C, 0)
−→ (D(Y ), X) of γ; so the condition 4. of Lemma A.1.2 is satisfied. This complete the
proof. 
A.1.3 Remark. Note that if Y has global equations in Z9 we can avoid to go back in
Douady’s construction because we can consider the global sheaf map
×f : p∗(OX ) −→ p∗(OX )
where f : Z −→ C is a global holomorphic function vanishing on Y , X ⊂ D(Z)×Z is the
graph of universal family on D(Z) and p : D(Z)× Z −→ D(Z) the natural projection.
Then, as the sheaf p∗(OX ) is coherent and flat on D(Z), it is a locally free sheaf so
it is the sheaf of sections of a vector bundle F on D(Z). Then we can consider the
analytic subset D(Z)f of D(Z) of points s ∈ D(Z) such that the map induced by ×f
on the fiber F (s) vanishes. If f1, ..., fN are global holomorphic equations for Y in Z the
intersection of the analytic subsets D(Z)fi for i ∈ [1, N ] will define the set theoretical
image of D(Y ) in D(Z).
Remark that the argument above is the same than the ”general” one sketched before,
but using a vector bundle to replace the locally trivial holomorphic banach bundle.
A.2 A general remark on the Douady space.
For any complex space Z there exists a natural holomorphic map
π : red(Dn(Z)) −→ Cn(Z)
of the reduced Douady’s space of pure n−dimensional subspaces to the space of compact
n−cycles in Z which is also a reduced complex space (see [11] chapter VI for this map).
An interesting fact for the study of twistor’s space is that when Z is a complex manifold
9In fact global equations around each X for each point X in the open set of D(Z) we want to
consider would be enough.
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and where we restrict the map π to the open set Ω ⊂ D(Z) of reduced smooth complex
compact n−dimensional submanifolds of Z the map π is an isomorphism of reduced
complex space red(Ω) onto an open set in Cn(Z). So it is possible to use in this case
some results known of the space Cn(Z). For instance, Bishop’s theorem (see [12], Ch.IV)
allows to give the following description of compact subset in Cn(Z) :
A subset K ⊂ Cn(Z) is compact if and only the following properties are satisfied :
1. There exists a compact subset K ⊂ Z such that any X ∈ K has its support |X|
contained in K.
2. There exists a continuous hermitian metric ω on Z and a constant C(K, ω) such
that for any X ∈ K we have ∫
X
ωn ≤ C(K, ω).
Note that the condition 2. does not depend of the choice of the continuous hermitian
metric ω when the condition 1. is satified.
This gives, for instance, the properness missing in page 17 :
Let p : Z −→ M the twistor map ; it is proper. Now the injection i : M −→ D1(Z) given
by the fibers of p is also proper because if red(Ω) ⊂ red(D1(Z)) is an open set in the
reduced Douady’s space of Z consisting of reduced smooth compact curves in Z, as π
induces an isomorphism of red(Ω) on the corresponding open set in C1(Z), it is enough
to prove the properness of the map π ◦ i. If K is a compact set in red(Ω), there exists,
thanks to the characterisation above, a compact set K in Z such that any X ∈ K has
its support in K. This implies that
(i ◦ π)−1(K) ⊂ p(K)
which is a compact set in M as p is continuous. This gives the properness of the map
i on an open neighbourghood of its image.
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