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Cap´ıtulo 1
Introduccio´n
Los modelos de colas tradicionales se concentran en el comportamiento de los clientes,
desde que arriban al sistema, esperan ser atendidos, se atienden y salen del sistema. Los
clientes entran y esperan a ser atendidos en una fila de espera (cola), cuando el servidor
esta´ ocupado. Siempre se asume que el servidor que se desocupa esta´ disponible para atender
al primero de la fila de espera.
El presente trabajo se basa en los estudios de Kella et al. (2010) y de Wu et al. (2015),
centra´ndose en el estudio de la carga de trabajo en el servidor, considerando llegadas, salidas,
fallas y vacancias en el servidor. Esta´ forma de estudiar el comportamiento de la carga de
trabajo en el servidor hace que el modelo aplicado se ajuste mejor a la realidad.
El modelo de Wt es la representacio´n en tiempo de la carga de trabajo en el tiempo t y se
define por:
Wt = W0 +Xt − rt+
NRt∑
i=1
ξi +
NVt∑
i=1
ηi, t ≥ 0,
donde:
W0 es la carga inicial de trabajo,
Xt es la carga de trabajo que llega hasta el instante t; {Xt} es un proceso de Le´vy,
r es la tasa de servicio constante,
∑NRt
i=1 ξi es la suma de todos los tiempos de falla del servidor, y
∑NVt
i=1 ηi es la suma de todos los tiempos de vacancia del servidor.
La tesis se encuentra dividida en cinco cap´ıtulos.
En el segundo cap´ıtulo, denominado Preliminares, se describe un proceso ba´sico de colas
para definir los elementos que lo componen, la terminolog´ıa y la notacio´n que usamos en
un sistema de colas, luego bajo el modelo de nacimiento y muerte se desarrolla el modelo
M/M/1/K, que nos muestra en forma estable e ideal las cantidades fundamentales de un
sistema de colas. Finalmente, se definen las interrupciones del servicio por fallas y vacancias
en el servidor.
En el tercer cap´ıtulo, denominado Procesos de Le´vy, se presenta la teor´ıa de procesos es-
toca´sticos, procesos de Le´vy, procesos de Le´vy espectralmente positivos y colas con entradas
de Le´vy, las definiciones y teoremas nos permiten modelar posteriormente.
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En el cuarto cap´ıtulo, es donde se formula el modelo, se desarrolla el estudio de la distribucio´n
de estado estacionario, la distribucio´n transitoria y la descomposicio´n estoca´stica.
En el quinto cap´ıtulo, denominado Simulacio´n, se ilustra la simulacio´n de la carga de trabajo
basado en un proceso de Le´vy de incrementos dados por una distribucio´n gamma, la tasa
de servicio permanece constante, las fallas y vacancias son procesos de renovacio´n. En este
cap´ıtulo tambie´n se muestra la caracterizacio´n del modelo, as´ı como su respectiva media y
varianza. El sexto y u´ltimo cap´ıtulo presenta las conclusiones y las futuras investigaciones
que se podr´ıan realizar a partir del presente trabajo.
Cap´ıtulo 2
Preliminares
Los sistemas de colas son de uso comu´n en nuestra vida cotidiana, si vamos al super-
mercado, al banco, al hospital u otro sistema de servicio similar. Siempre nos preguntamos;
¿cua´ntos clientes existen en el sistema de colas?, ¿cua´nto tiempo estare´ en el sistema de
colas?, ¿cua´nto tiempo pasa antes de que me empiecen a atender? o ¿cua´nta cola (clientes
esperando el servicio) existe?.
Los clientes que entran al sistema de colas, son generados a trave´s del tiempo en una fuente
de entrada de acuerdo a un proceso estoca´stico; luego, los clientes en el sistema esperan a ser
atendidos por los servidores siguiendo una disciplina de atencio´n.
Las siguientes definiciones esta´n basadas en Hillier and Liberman (2010) y en Winston (2005)
2.1. Proceso ba´sico de colas
El Proceso ba´sico para la mayor´ıa de sistemas de colas es el siguiente. Los clientes que
requieren un servicio se generan en el tiempo en una fuente de entrada. Luego, entran al
sistema y se unen a una cola. En determinado momento se selecciona un miembro de la cola,
siguiendo alguna regla llamada disciplina de la cola, luego se procede con el servicio y el
cliente sale del sistema de colas.
Figura 2.1: Proceso ba´sico de colas.
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Definicio´n 2.1.1 La Fuente de entrada es la poblacio´n de donde se generan los clientes
hacia el sistema de colas. La fuente de entrada tiene por caracter´ıstica principal el taman˜o
de la poblacio´n de donde se generan los clientes que pueden requerir servicio en determinado
momento, es decir, es el nu´mero de clientes potenciales. El taman˜o de la poblacio´n que define
la fuente de entrada puede ser infinito o finito, de modo que tambie´n se puede decir que la
fuente de entrada es ilimitada o limitada.
Es importante especificar el patro´n estad´ıstico mediante el cual se generan los clientes en
el tiempo. El supuesto normal es que se generan de acuerdo a un proceso de Poisson, esto
corresponde a llegadas aleatorias pero con cierta tasa media fija y sin importa cuantos clien-
tes existen en el sistema. Un supuesto equivalente es que la distribucio´n de probabilidad de
tiempo entre llegadas consecutivas es exponencial.
Definicio´n 2.1.2 La Cola es donde los clientes esperan antes de recibir servicio. Una cola
se caracteriza por el nu´mero ma´ximo permisible de clientes que puede admitir, este nu´mero
puede ser finito o infinito, lo que define que una cola puede ser finita o infinita. El supuesto
de una cola infinita es el esta´ndar de la mayor´ıa de modelos.
Definicio´n 2.1.3 La Disciplina de cola se refiere al orden con el que se seleccionan los
clientes para su atencio´n. En los modelos normalmente se establece la disciplina FIFO (First
In First Out), a menos que se establezca de otra manera.
Definicio´n 2.1.4 El Mecanismo de servicio consiste en una o ma´s estaciones de servicio,
cada una de ellas con uno o ma´s canales de servicio paralelos, llamados servidores. El cliente
puede recibir el servicio en un canal de servicio, donde un servidor le brinda el servicio
completo o existe una secuencia de servicios, brindados por varios servidores, que completan
el servicio. Los modelos elementales suponen una estacio´n de servicio, ya sea con un servidor
o con un nu´mero finito de servidores.
La caracter´ıstica principal es el tiempo total de servicio, desde el inicio del servicio hasta su
terminacio´n. Este tiempo es llamado tiempo de servicio o duracio´n del servicio. Un modelo de
un sistema de colas debe especificar la distribucio´n de probabilidad de los tiempos de servicio
de cada servidor, aunque es comu´n suponer la misma distribucio´n para todos los servidores.
La distribucio´n que ma´s se usa en la pra´ctica es la distribucio´n exponencial.
2.2. Terminolog´ıa y notacio´n
Los sistemas de colas se etiquetan de la siguiente manera:
A/B/s : D/E/F
A : Denota la distribucio´n de tiempos entre llegadas, es decir, se usa como variable aleatoria
el tiempo entre las llegadas de dos clientes consecutivos
B : Denota la distribucio´n de tiempos de servicio, es decir, se usa como variable aleatoria el
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tiempo de servicio del cliente
s : Nu´mero de servidores en paralelo, es donde se realiza el servicio. Estos son similares y el
cliente realiza el servicio en uno de ellos
D : Disciplina de la cola, se refiere el orden como se atienden los clientes
E : Capacidad del sistema, es el ma´ximo nu´mero de clientes que en simultaneo podr´ıan estar
en el sistema de colas
F : Taman˜o de la poblacio´n de la fuente de entrada, se refiere a la poblacio´n de donde se
generan los clientes que llegan al sistema de colas.
Se utilizara´ la siguiente terminolog´ıa esta´ndar:
Estado del sistema = nu´mero de clientes en el sistema
N(t) = nu´mero de clientes en el sistema de colas en el tiempo t
Pn(t) = probabilidad de que n clientes este´n en el sistema en el tiempo t
λn = tasa media de llegadas de nuevos clientes cuando hay n clientes en el sistema.
µn = tasa media de servicio cuando hay n clientes en el sistema.
s = nu´mero de servidores en paralelo (canales de servicio)
En un sistema de colas utilizando las cadenas de Markov de estado estacionario e inde-
pendiente del tiempo, es decir se hace N(t) = n,luego se obtiene la funcio´n de probabilidad
Pn y con esta se calculan las cuatro cantidades fundamentales.
L : Nu´mero esperado de clientes en el sistema, esta cantidad incluye el nu´mero total de
clientes en el sistema, los que esperan en cola y los que se esta´n atendiendo.
L = E(n) =
∞∑
n=0
nPn
Lq : Longitud esperada de la cola, representa el nu´mero de clientes en fila de espera.
Lq = E(n− s) =
∞∑
n=s
(n− s)Pn
W : Tiempo esperado en el sistema, incluye el tiempo de espera ma´s el tiempo de servicio,
es decir, todo el tiempo que el cliente pasa en el sistema, desde su arribo hasta el fin de la
atencio´n.
W =
L
λ
Wq : Tiempo de espera promedio en la cola, representa el tiempo que el cliente pasa
esperando, desde su arribo hasta antes del inicio de la atencio´n.
Wq =
Lq
λ
Donde λ : Tasa de llegadas promedio,
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λ = E(λn) =
∞∑
n=0
λnPn
2.3. Proceso de nacimiento y muerte
La mayor´ıa de modelos elementales de colas suponen que las entradas (llegadas de clientes)
y las salidas (clientes que salen) del sistema ocurren de acuerdo a un proceso de nacimiento
y muerte. El termino nacimiento se refiere a la llegada de un cliente al sistema de colas y el
termino muerte se refiere a la salida del sistema de un cliente servido o atendido. El estado del
sistema en el tiempo t, denotado por N(t) cambia en te´rminos probabil´ısticos al aumentar el
tiempo t. Los siguientes supuestos describen de manera ma´s precisa el proceso de nacimiento
y muerte.
Supuesto 1. Dado N(t) = n, la distribucio´n de probabilidad actual del tiempo que falta
para el pro´ximo nacimiento es exponencial con para´metro λn, (n = 0, 1, 2, ...).
Supuesto 2. Dado N(t) = n, la distribucio´n de probabilidad actual del tiempo que falta
para la pro´xima muerte es exponencial con para´metro µn, (n = 1, 2, 3, ...).
Supuesto 3. La variable aleatoria del supuesto 1 (el tiempo que falta para el pro´ximo naci-
miento) y la variable aleatoria del supuesto 2 (el tiempo que falta para la pro´xima muerte),
son mutuamente independientes.
Ana´lisis del proceso de nacimiento y muerte
Se denota el nu´mero de veces que el sistema entra al estado n y el nu´mero de veces que sale
de e´l.
En(t) = nu´mero de veces que el proceso entra al estado n hasta el tiempo t.
Ln(t) = nu´mero de veces que el proceso sale del estado n hasta el tiempo t.
Como los dos tipos de eventos se deben alternar, estos nu´meros a lo ma´s difieren de 1, es
decir:
|En(t)− Ln(t)| ≤ 1
Al dividir entre t ∣∣∣∣En(t)t − Ln(t)t
∣∣∣∣ ≤ 1t
y haciendo que t→∞ se tiene:
l´ım
t→∞
∣∣∣∣En(t)t − Ln(t)t
∣∣∣∣ = 0
se puede obtener la tasa media de cada uno de los eventos.
l´ımt→∞
En(t)
t = tasa media a la que el proceso entra al estado n
l´ımt→∞
Ln(t)
t = tasa media a la que el proceso sale del estado n
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Estos resultados conducen al siguiente principio:
tasa de entrada=tasa de salida,
para cualquier estado n.
La siguiente figura muestra el diagrama de tasas, usando el modelo de nacimiento y muerte,
para el caso general.
Figura 2.2: Diagrama de tasas: Nacimiento y muerte
Usando el diagrama de tasas general de la figura anterior; para cada nodo se puede obtener
las ecuaciones de balance:
λn−1Pn−1 + µn+1Pn+1 = (λn + µn)Pn
Pn = CnP0
donde;
Cn =
λn−1λn−2...λ1λ0
µnµn−1...µ2µ1
Se puede obtener fa´cilmente que:
∞∑
n=0
Pn = P0
∞∑
n=0
Cn
de donde, se puede calcular P0
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P0 =
1∑∞
n=0Cn
A manera de ejemplo, aplicaremos el proceso de nacimiento y muerte para el desarrollo
del modelo M/M/1 : DG/K/∞.
Figura 2.3: Diagrama de tasas M/M/1 : DG/K/∞.
Se tiene un sistema de colas de un servidor (s = 1) y capacidad finita (K), esto hace
que el sistema rechace los clientes cuando este esta´ lleno, es decir desde el punto de vista del
sistema de nacimiento y muerte, la tasa media de llegada se hace cero y la tasa de servicio
permanece invariante, nosotros consideraremos las tasas constantes, es decir:
λn =

λ ; n ≤ K − 1
, n ∈ Z+0
0 ; n ≥ K
µn = µ ; n ∈ N
Se sabe que Pn = CnP0, donde Cn =
(
λ
µ
)n
= ρn, n ≤ K,n ∈ N y P0 = 1∑K
n=0 Cn
, desarro-
llando se tiene:
P0 =
{
1−ρ
1−ρK+1 ; ρ 6= 1
1
K+1 ; ρ = 1
Luego, la probabilidad de que existan n clientes en el sistema es
Pn =
{
1−ρ
1−ρK+1 ρ
n ; ρ 6= 1
1
K+1 ; ρ = 1
Se puede tener entonces las cantidades fundamentales para el modelo M/M/1/K.
L : Nu´mero esperado de clientes en el sistema,
L =
{
ρ
1−ρ − (K+1)ρ
K+1
1−ρK+1 ; ρ 6= 1
K
2 ; ρ = 1
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Lq : Nu´mero esperado de clientes en cola, se tiene la relacio´n Lq = L−(1−P0) y reemplazando
se tiene
Lq =
{
ρ2
1−ρ − K(1−ρ)ρ
K+1
1−ρK+1 ; ρ 6= 1
K(K−1)
2(K+1) ; ρ = 1
donde ρ = λµ . Tambie´n se puede tener λ :tasa de llegadas promedio, donde λ = λ(1 − PK)
y usando las formulas de Little se obtienen W : tiempo esperado en el sistema (incluye el
tiempo de servicio), W = L
λ
y Wq :tiempo de espera en la cola, Wq =
Lq
λ
.
2.4. Interrupciones por fallas y vacancias en el servidor
Los sistemas de colas tradicionales consideran como una interrupcio´n del servicio cuando
este no es concluido para un cliente determinado; esto puede ocurrir porque la disciplina del
sistema esta configurada de tal forma que las interrupciones ocurren por el desplazamiento
de un cliente de mayor prioridad a otro de menor prioridad, en este caso el servidor no deja
de atender, so´lo cambia de tipo de cliente.
En el presente estudio se consideran; las interrupciones por falla en el servidor, cuando este
deja de atender teniendo carga de trabajo, debe ser reparado, desplazando el servicio de los
clientes a un tiempo despue´s, cuando vuelva a estar operativo. Es importante sen˜alar que al
ser un sistema de colas fluido, la carga de trabajo sigue llegando y se sigue acumulando en
el sistema. Por otro lado, las interrupciones por vacancia del servidor ocurren por intervalos
de tiempo donde el servidor inicia la vacancia por no tener carga de trabajo, es decir no
hay clientes que generen la carga de trabajo; estas vacancias, pueden ser, en intervalos de
tiempo pequen˜os o prolongados ,como el sistema de colas es fluido, cuando el servidor regresa
a seguir con la atencio´n, encuentra carga de trabajo acumulado.
A manera de ejemplo podemos mencionar un proceso productivo, donde las unidades llegan
a un determinado puesto de trabajo compuesto por una ma´quina y un operario, las unidades
se van procesando continuamente, pero durante los intervalos de trabajo, la ma´quina puede
tener interrupciones por fallas de la ma´quina, debido a que necesita mantenimiento preven-
tivo o correctivo. As´ı tambie´n, durante los periodos de trabajo, el puesto de trabajo termina
su carga de trabajo y el servidor se podr´ıa tomar una vacancia, es decir, entrar´ıa a un perio-
do de interrupcio´n por vacancia, mientras espera el fin de las vacancias, los trabajos siguen
llegando al sistema de colas. Este proceso se repite a lo largo de toda la jornada laboral en
el puesto de trabajo.
Cap´ıtulo 3
Procesos de Le´vy
En este cap´ıtulo daremos una breve introduccio´n a los procesos de Le´vy que son los pro-
cesos que fundamentalmente gu´ıan nuestro modelo de colas. Para ello partiremos asumiendo
que trabajaremos sobre un mismo espacio probabil´ıstico (Ω,F ,P), en el cual Ω es un espacio
muestral, F es un σ− a´lgebra de subconjuntos de Ω y P una medida de probabilidad.
Las siguientes definiciones, teoremas, proposiciones esta´n basados en Applebaum (2004),Pa-
poulis and Unnikrishna (2002),Grimmett and Stirzaker (1992),Valdivieso (2007), Kella and
Whitt (1992),Sato (2002) y Debicki and Mandjes (2015)
3.1. Procesos estoca´sticos
Definicio´n 3.1.1 Un proceso estoca´stico X = {Xt} es una familia de variables o vecto-
res aleatorios indexados por el para´metro t ∈ T y definidas en un espacio de probabilidad
(Ω,F ,P).
El conjunto de indices T en la definicio´n anterior es en general arbitrario, pero en nuestro
trabajo asumiremos que es T = [0,+∞[ o T = N, dependiendo si los ı´ndices, que interpre-
taremos como tiempos, se miden de manera continua o discreta. En general, los elementos
de un proceso Xt los consideraremos como vectores aleatorios que toman valor en Rd y cuya
distribucio´n de probabilidades viene dada por PXt = PoX
−1
t .
Con la finalidad de mantener un control sobre la informacio´n que el proceso va revelando
conforme el tiempo transcurra, introduciremos la siguiente definicio´n.
Definicio´n 3.1.2 Una filtracio´n es una familia de sub-σ− a´lgebras {Ft}t≥0 de F tal que
Fs ⊆ Ft ⊆ F , ∀0 ≤ s ≤ t.
Sera´ usual an˜adir a un espacio probabil´ıstico una filtracio´n, en cuyo caso llamaremos a
(Ω,F , {Ft},P) un espacio filtrado.
Definicio´n 3.1.3 Se dice que un proceso estoca´stico X = {Xt} es adaptado a una filtracio´n
{Ft} si para todo t ≥ 0 se tiene que la variable aleatoria Xt es Ft−medible.
Definicio´n 3.1.4 Sea (Ω,F , {Ft},P) un espacio filtrado. Diremos que una variable aleatoria
τ : Ω→ [0,∞[ es un tiempo de parada con respecto a {Ft} si {τ ≤ t} ∈ Ft, ∀t ≥ 0.
Definicio´n 3.1.5 Un proceso estoca´stico X = {Xt} adaptado a una filtracio´n {Ft} es una
martingala si se cumple que:
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1. E(|Xt|) <∞,∀t ≥ 0.
2. E(Xt|Fs) = Xs c.s., ∀0 ≤ s < t.
3.2. Procesos de Le´vy
Definicio´n 3.2.1 (Proceso de Le´vy)
Decimos que un proceso estoca´stico X = {Xt} es de Le´vy si cumple las siguientes propiedades:
a) X tiene trayectorias continuas por la derecha y con l´ımites por la izquierda (ca`dla`g).
b) X es estoca´sticamente continua; es decir, para todo s, t ≥ 0:
Xs+t −Xs P→ 0 conforme t→ 0,
donde
P→ denota convergencia en probabilidad.
c) X0 = 0, y X tiene incrementos independientes; es decir, si se consideran los instantes
de tiempo arbitrarios 0 ≤ t1 < t2 < . . . < tn, las variables aleatorias
Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1
son independientes.
d) Si t > s ≥ 0, la distribucio´n del incremento Xt − Xs es homoge´nea en el tiempo; es
decir,ella depende u´nicamente del incremento de tiempo t−s y no de los tiempos en s´ı:
Xt −Xs D= Xt−s,
donde
D
= denota igualdad en distribucio´n.
Note que la definicio´n anterior incluye a la de un movimiento Browniano; es decir, de un
proceso estoca´stico continuo c.s. B = {Bt} que satisface b), c) y d) con distribucio´n normal
Bs+t − Bs ∼ N(0, tId) en los incrementos. Otro proceso involucrado en esta definicio´n es
el de un proceso de Poisson {Nt}, el cual satisface a), c) y d) con incrementos Nt − Ns ∼
P(λ(t − s)) que siguen una distribucio´n de Poisson de tasa λ(t − s) > 0. Un proceso de
Le´vy generaliza estos procesos permitiendo modelar la distribucio´n de los incrementos, las
cuales no necesariamente son normales ni tienen distribucio´n de Poisson. Todas la siguientes
distribuciones sirven para tal propo´sito.
Definicio´n 3.2.2 Una medida de probabilidad µ en Rd es infinitamente divisible si para
cualquier n ∈ N, existe una medida de probabilidad µn en Rd tal que µ = µ∗nn , donde µ∗nn
denota la n−e´sima convolucio´n de µn consigo misma.
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Adema´s, diremos que un vector aleatorio X con valores en Rd es infinitamente divisible
si para cualquier n ∈ N:
X
D
=
n∑
i=1
Xi ,
donde X1, . . . , Xn son vectores aleatorios independientes e ide´nticamente distribuidos.
La relacio´n entre estas distribuciones y los procesos de Le´vy se manifiesta en el siguiente
teorema.
Teorema 3.2.1
(i) Si X = {X(t)} es un proceso de Le´vy, entonces PX(t) es infinitamente divisible y
PX(t) = (PX(1))
t, donde (PX(1))
t denota a la u´nica distribucio´n asociada a la funcio´n
caracter´ıstica (PˆX(1))
t.
(ii) Rec´ıprocamente, si µ es una medida de probabilidad infinitamente divisible en Rd en-
tonces, existe un proceso de Le´vy X = {Xt} tal que µ = PX(1).
(iii) Si X = {Xt} e Y = {Yt} son procesos de Le´vy tales que PX(1) = PY (1), entonces X e
Y tienen las mismas distribuciones finito dimensionales.
Demostracio´n: Ver Sato (2002) 
Veamos ahora un resultado central en la teor´ıa de procesos de Le´vy conocido como el teorema
de representacio´n de Le´vy-Khintchine.
Teorema 3.2.2
(i) Si µ es una medida de probabilidad infinitamente divisible en Rd, entonces su transformada
de Fourier o funcio´n caracter´ıstica viene dada por:
µˆ(ϑ) = exp
(
−1
2
ϑ>Σϑ+ iϑ>γ +
∫
(exp(iϑ>x)− 1− iϑ>x1‖x‖≤1(x))ν(dx)
)
, (3.1)
donde Σ es una matriz sime´trica d × d no-negativa definida, γ ∈ Rd y ν es una medida en
Rd que satisface:
ν({0}) = 0 y
∫
(‖x‖2 ∧ 1)ν(dx) <∞. (3.2)
(ii) La representacio´n (Σ, γ, ν) para µˆ in (3.1) es u´nica.
(iii) Rec´ıprocamente, si Σ es una matriz sime´trica d× d no-negativa definida, γ ∈ Rd y ν es
una medida en Rd que satisface (3.2), entonces existe una medida de probabilidad µ en Rd,
cuya funcio´n caracter´ıstica es dada por (3.1).
Demostracio´n: Ver Sato (2002) 
Definicio´n 3.2.3 La tripleta (Σ, γ, ν) en el teorema 3.2.2 se denomina la tripleta generadora
de µ y ν es conocida como la medida de Le´vy de µ.
Los teoremas 3.2.1 y 3.2.2 en su conjunto nos permiten identificar plenamente cualquier
proceso de Le´vy X = {Xt}. De acuerdo a estos resultados Xt tiene una distribucio´n infinita-
mente divisible µt, donde µ = PX(1), y rec´ıprocamente, si µ es una medida de probabilidad
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infinitamente divisible, entonces existe un proceso de Le´vy X = {Xt} tal que Xt tiene distri-
bucio´n µt. En tal sentido, nosotros nos referiremos indistintamente a (Σ, γ, v) como la tripleta
generadora de µ o X, cuando µ sea la u´nica medida de probabilidad infinitamente divisible
asociada a X. Ma´s au´n, toda propiedad sobre µ sera´ naturalmente extendida a X si PX(1)
satisface tal propiedad.
Observemos en el teorema de Le´vy-Khintchine que si ν ≡ 0, entonces µ corresponde
a una distribucio´n normal con media γ and matriz de covarianza Σ. El proceso de Le´vy
asociado X = {Xt} es luego Gaussiano y satisface que X(s+ t)−X(s) ∼ N(γt, tΣ), ∀s, t ≥ 0.
Estos procesos junto con el trivial {γt} resultan ser los u´nicos miembros de la familia de
procesos de Le´vy que son c.s. continuos. De otro lado, si Σ = 0 el proceso de Le´vy asociado
a µ es comu´nmente referido como un proceso de saltos puros, au´n cuando su dina´mica sea
continuamente guiada por el te´rmino de drift γ. Como veremos en el siguiente resultado,
todo proceso de Le´vy es una combinacio´n de estos dos tipos de procesos. La parte continua
de todo proceso de Le´vy es principalmente guiada por un movimiento Browniano, el cual
es de variacio´n no acotada y tiene variacio´n cuadra´tica proporcional al tiempo. De otro
lado, la parte de saltos puros en todo proceso de Le´vy se dice que es de actividad finita si
ν(Rd) < ∞, y es de actividad infinita cuando ν(Rd) = ∞. Los procesos de Le´vy de saltos
puros y de actividad finita (tambie´n conocidos como procesos de Poisson compuestos) saltan
c.s. a lo ma´s un nu´mero finito de veces en cualquier intervalo finito, mientras que los de
actividad infinita lo hacen un nu´mero infinito de veces. Ma´s au´n, estos u´ltimos procesos
pueden ser subdivididos en los de variacio´n acotada y no acotada. Para uno de estos procesos
sea de variacio´n acotada es necesario y suficiente que
∫
‖x‖≤1 xν(dx) < ∞ (ver Sato (2002),
theorem 21.9). Intuitivamente, un proceso de saltos puros de Le´vy es de variacio´n acotada si
sus trayectorias son c.s. de longitud finita sobre cualquier intervalo finito, cosa que no ocurre
con los de variacio´n no acotada.
Teorema 3.2.3 Sea X = {Xt} un proceso Le´vy. Entonces X admite c.s. la descomposicio´n
en te´rminos independientes:
Xt = Ht +Mt
donde H = {Ht} con
Ht = γt+
∫
‖x‖>1
xNt(., dx)
es un proceso de variacio´n acotada descrito por un drift ma´s un proceso de Poisson compuesto
que describe los saltos grandes del proceso X hasta el instante t y M = {Mt} con
Mt = Σ
1
2Bt + γt+
∫
‖x‖≤1
x(Nt(., dx)− tν(dx))
es una martingala descrita como un movimiento Browniano multiplicada por una matriz de
varianza-covarianza ma´s un proceso de Poisson compuesto compensado que describe a los
saltos pequen˜os.
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3.3. Procesos de Le´vy espectralmente positivos
Detallaremos ahora de manera ma´s espec´ıfica el tipo de procesos de Le´vy que utilizaremos
en este trabajo.
Definicio´n 3.3.1 Se dice que un proceso de Le´vy unidimensional X = {Xt} con tripleta
generadora (σ2, γ, ν) es espectralmente positivo si este no tiene saltos negativos; esto es, X
posee una medida de Le´vy tal que ν(]−∞, 0[) = 0.
En adelante denotaremos por L+ al conjunto de todos los procesos X = {Xt} espectralmente
positivos con E(X1) < 0.
Si X ∈ L+, resultara´ ma´s conveniente trabajar con su transformada de Laplace-Stieltjes:
LXt(θ) = E(exp(−θXt)) = exp(tϕ(θ))
la cual siempre existe para θ ≥ 0. Aqu´ı la funcio´n ϕ dada por:
ϕ(θ) = −γθ + 1
2
σ2θ2 +
∫ ∞
0
(exp(−θx)− 1 + θx1{|x|<1}(x))ν(dx)
es conocida como el exponente de Laplace-Stieltjes del proceso de Le´vy X.
Note que en particular en t = 1 de acuerdo a lo anterior se tendra´: ϕ(θ) = logE(exp(−θX1)).
No es dif´ıcil ver que ϕ(0) = 0 y que ϕ es una funcio´n convexa. Ma´s au´n por la condicio´n
E(X1) < 0 y el hecho que ϕ
′
(0) = −E(X1), resulta ser que ϕ es una funcio´n estrictamente
creciente en [0,∞[. En virtud de esto u´ltimo la funcio´n inversa ψ de ϕ esta´ bien definida en
[0,∞[
Definicio´n 3.3.2 Se dice que un proceso de Le´vy unidimensional X = {Xt} con tripleta
generadora (σ2, γ, ν) es un subordinador si σ2 = 0 c.s, 0 ≤ γ0 = γ −
∫
|x|≤1 xν(dx) < ∞ y
ν(]−∞, 0[) = 0.
Note que si X = {Xt} es un subordinador, podr´ıamos invocar el teorema 3.2.3 y caracte-
rizar este proceso mediante
Xt = γ0t+
∫
xNt(., dx);
en otras palabras, podemos entender a un subordinador como un proceso que es c.s. creciente
y cuya dina´mica se rige tan so´lo por un te´rmino de drift estrictamente positivo y por saltos
siempre hacia arriba. El exponente de un subordinador, como caso particular del de un
proceso espectralmente positivo, viene dado entonces por:
ϕ(θ) = −γ0θ +
∫ ∞
0
(exp(−θx)− 1)ν(dx).
Presentaremos ahora un proceso central en nuestro trabajo asociada a todo proceso
X ∈ L+. Este es conocido como la martingala de Kella-Witt y viene dada por la propo-
sicio´n siguiente, cuya demostracio´n puede encontrarse en (Debicki and Mandjes, 2015). Para
ello consideremos primero un proceso adaptado cdlg Y = {Yt} de variacio´n acotada con
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descomposicio´n:
Yt = Y
c
t +
∑
0<s≤t
∆Ys,
donde Yc = {Y cs } es un proceso continuo de variacio´n acotada con Y c0 = 0 y ∆Ys = Ys−Ys−
denota a la longitud de un salto en el punto de discontinuidad s del proceso.
Note que en nuestro estudio, el nu´mero de saltos hasta el instante t en este proceso es finito,
la suma anterior tiene pleno sentido.
Proposicio´n 3.3.1 Sea X ∈ L+ con exponente ϕ y sea Y = {Yt} un proceso adaptado a la
filtracio´n {Ft}, ca`dla`g de variacio´n acotada. Si definimos Zt = Z0 +Xt+Yt, donde Z0 ∈ F0,
entonces el proceso M = {Mt} con
Mt = ϕ(θ)
∫ t
0
exp(−θZs)ds+ exp(−θZ0)− exp(−θZt)− θ
∫ t
0
exp(−θZs)dY cs
+
∑
0<s≤t
exp(−θZs)(1− exp(θ∆Ys)), θ > 0
es una martingala local con respecto a la filtracio´n {Ft}. Ma´s au´n, si la variacio´n esperada
de {Y ct } y el nu´mero esperado de saltos de {Yt} son finitos sobre cualquier intervalo finito y
{Zt} es un proceso no negativo, entonces M es una martingala.
Demostracio´n: Ver Kella and Whitt (1992) 
3.4. Colas con entradas de Le´vy
En esta seccio´n introduciremos un proceso de cola con entrada de Le´vy como un ana´logo
en tiempo continuo de su contraparte discreta. En la versio´n cla´sica de tiempo discreto una
cola puede ser descrita mediante la conocida fo´rmula de recursio´n de Lindley. En ella se tiene
un proceso de carga de trabajo Q = {Qn} con carga inicial Q0 = x ≥ 0, que satisface la
ecuacio´n
Qn = ma´x{Qn−1 + Yn−1, 0}, n ≥ 1
donde Yn−1 es el flujo neto de trabajo al te´rmino del periodo n−1; es decir, la carga de trabajo
menos la cantidad de trabajo que potencialmente puede procesarse entre los periodos n− 1
y n. De iterarse esta ecuacio´n, no es dif´ıcil ver que
Qn = ma´x{Qn−2 + Yn−2 + Yn−1, 0}, n ≥ 2.
Ma´s au´n definie´ndose Xn =
∑n
i=0 Yi y considera´ndose la carga inicial de trabajo Q0 = x ≥ 0,
se tiene que
Qn = Xn + ma´x{x, ma´x
0≤i≤n
−Xi}.
De esta forma hemos podido escribir el proceso de carga de trabajo como una funcio´n del
proceso de flujo neto de trabajo acumulado {Xn}.
El proceso continuo de cola con entrada de Le´vy X ∈ L+ lo definiremos como un ana´logo
de la u´ltima relacio´n; en ella caracterizaremos ahora al proceso de carga de trabajo mediante
CAPI´TULO 3. PROCESOS DE LE´VY 20
Z = {Zt}, el cual se definira´ por:
Zt = Xt + L
x
t ,
donde Lxt = ma´x{x, Lt} y Lt = sup0≤s≤t−Xs = − ı´nf0≤s≤tXs. Al u´ltimo proceso {Lt} se le
conoce como un proceso regulador, el cual es naturalmente continuo, creciente y por tanto
de variacio´n acotada.
Una observacio´n interesante es que el proceso de carga de trabajo puede tambie´n escribirse
como
Zt = x+Xt + L˜
x
t ,
donde L˜xt = ma´x{0, Lt − x}. Dada entonces la estructura de este proceso podr´ıamos aplicar
la proposicio´n 3.3.1 y definir el proceso M = {Mt} con
Mt = ϕ(θ)
∫ t
0
exp(−θZs)ds+ exp(−θZ0)− exp(−θZt)− θ
∫ t
0
exp(−θZs)dL˜xs ,
el cual es una martingala. As´ı, si asumimos que el proceso Z es un proceso estacionario con
distribucio´n inicial, lo cual implica que
E
(∫ 1
0
exp(−θZs)
)
ds = E(exp(−θZ))
se obtendra´ tomando esperanzas
0 = E(M1) = ϕ(θ)E (exp(−θZ)) + E(exp(−θZ))− E(exp(−θZ))− θE(Lx1),
o
E(exp(−θZ)) = θE(L
x
1)
ϕ(θ)
y la siguiente fo´rmula generalizada de Pollaczek-Khintchine
Proposicio´n 3.4.1 Sea X ∈ L+ con exponente ϕ, entonces
l´ım
t→∞E(exp(−θZt)) =
θϕ
′
(0)
ϕ(θ)
, θ > 0
Demostracio´n: Ver Debicki and Mandjes (2015) 
Cap´ıtulo 4
Modelo
4.1. Formulacio´n del modelo
Consideremos un modelo de colas G/G/1 : DG/∞/∞, el cual considera que la llegada
es bajo un proceso general, el servicio tambie´n se procesa bajo un proceso general, tiene un
solo servidor, la disciplina de atencio´n es general, fuente de entrada ilimitada y capacidad
infinita. Nosotros consideramos un flujo de entrada de trabajo acumulado permanente, es
decir siempre llegara trabajo al servidor, esta llegada de flujo de trabajo estara´ bajo un
proceso de Le´vy no decreciente y se tendra´ un proceso de servicio de tasa constante con
interrupciones por fallas y vacancias.
Para cualquier t ≥ 0, sea Xt el flujo de entrada de trabajo acumulado sobre el intervalo [0, t] ,
es decir es el trabajo que llego hasta el tiempo t. Se asume que X = {Xt} es un subordinador;
es decir, un proceso de Le´vy con exponente
φ(θ) = −γ0θ +
∫ ∞
0
(e−θx − 1)ν(dx),
donde γ0 ≥ 0 y
∫∞
0 xν(dx) <∞. Este, se asumira´n esta´n definidos sobre un espacio filtrado
(Ω,F ,F,P), donde la filtracio´n F = {F} se asumira´ que satisface las condiciones usuales.
Sea St una variable aleatoria que denota al procesamiento de trabajo acumulado hasta el
tiempo t. Aqu´ı asumiremos que este proceso de servicio, S = {St} tiene un flujo constante
y determin´ıstico de tasa r, siempre que el sistema este activo; esto es, St = rt, ∀t ≥ 0.
Asumiendo que el espacio de almacenamiento de trabajo es ilimitado, sea {τn} una sucesio´n
estrictamente creciente de tiempos de parada con respecto a F en los que falla el servidor.
Cuando el servidor falla; se asume que es reparado inmediatamente y el tiempo requerido para
su reparacio´n es una variable aleatoria ξn ≥ 0 que es Fτn−medible para n ≥ 1. De otro lado,
cuando el sistema se encuentra vac´ıo; es decir, cuando el servidor procesa completamente la
carga de trabajo, este toma una vacancia de longitud aleatoria ηn que es Fσn−medible para
n ≥ 1, siendo {σn} la sucesio´n estrictamente creciente de tiempos de parada no negativos
con respecto a F en las que el servidor entra de vacaciones. Las vacaciones continu´an hasta
que a su regreso de este, el servidor encuentra el sistema no vac´ıo.
Si Wt representa el tiempo de espera virtual en el tiempo t; es decir, la representacio´n en
tiempo de la carga de trabajo en el tiempo t y denotamos por W0 ∈ F0 a la carga inicial de
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trabajo, entonces Wt se define por:
Wt = W0 +Xt − rt+
NRt∑
i=1
ξi +
NVt∑
i=1
ηi, t ≥ 0, (4.1)
donde
NRt = sup{n ∈ N+ | τn ≤ t},
σn = ı´nf{t ≥ 0/W0 +Xt − rt+
NRt∑
i=1
ξi +
n−1∑
i=1
ηi = 0} (n ≥ 1)
y
NVt = sup{n ∈ N+ | σn ≤ t},
donde {NRt } y {NVt } son procesos de renovacio´n.
Vale aclarar que Wt no es en s´ı un proceso de carga de trabajo. Sin embargo, si ξn representa
la carga total de trabajo que arriba durante el n-e´simo periodo de reparacio´n y ηn representa
la carga total de trabajo que arriba durante el n-e´simo periodo de vacancia, entonces Wt se
podr´ıa interpretar como la carga de trabajo en el sistema de periodos activos; es decir, en los
periodos normales de procesamiento fluido (que excluyen a los periodos de reparacio´n y de
vacancia). Si definimos Yt = Xt−rt, Y = {Yt} resulta ser un proceso de Le´vy espectralmente
positivo con exponente ϕ(θ) = φ(θ)+rθ que representa al flujo de procesamiento de trabajo en
nuestro sistema. Definiendo ρ = −φ′(0) = E(X1), impondremos en adelante las condiciones
que ρ < r y E(| Yt |) < ∞, ∀t ≥ 0. En otras palabras asumiremos que Y ∈ L+. Esta
condicio´n se toma para que el sistema alcance una distribucio´n estacionaria y dice ba´sica y
naturalmente que la tasa de procesamiento del sistema debe de ser mayor a la tasa media
del flujo de llegada de trabajo.
4.2. La distribucio´n de estado estacionario
En esta seccio´n caracterizamos la distribucio´n l´ımite del tiempo de espera virtual Wt,
asumiendo que ρ < r y suponiendo que Wt
D→ W y t−1E(Wt) → 0 conforme t → ∞, donde
W es una variable aleatoria l´ımite.
Lema 4.2.1 Si E(NRt +NVt ) <∞, ∀t ≥ 0 y definimos el proceso M = {Mt} como:
Mt = ϕ(θ)
∫ t
0
e−θWsds+e−θW0−e−θWt−
NRt∑
k=1
(
e−θ(Wτk−ξk) − e−θWτk
)
−
NVt∑
k=1
(1−e−θηk). (4.2)
Entonces M es una martingala.
Demostracio´n: Sea Ht =
∑NRt
i=1 ξi +
∑NVt
i=1 ηi. Dado que Wt = W0 + Yt + Ht y H = {Ht} es
un proceso adaptado con respecto a F de saltos puros de variacio´n acotada, el lema se sigue
directamente de la proposicio´n 3.3.1. 
Lema 4.2.2 Sea T una variable aleatoria con esperanza finita que toma como valores posibles
a los enteros no negativos. Si {ζn} es una secuencia de variables aleatorias i.i.d. de esperanza
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finita y en donde cada ζn es independiente de 1{T≥n}, entonces
E(
T∑
n=1
ζn) = E(ζ1)E(T ) (4.3)
Demostracio´n: Puesto que ζn es independiente de 1{T≥n}, el teorema de convergencia acotada
garantiza que
E(
T∑
n=1
ζn) = E(
∞∑
n=1
ζn1{T≥n}) =
∞∑
n=1
E(ζn)E(1{T≥n}) = E(ζ1)
∞∑
n=1
P(T ≥ n) = E(ζ1)E(T )

Con la ayuda de los lemas anteriores, podemos obtener la siguiente distribucio´n l´ımite del
tiempo de espera virtual.
Teorema 4.2.1 Sean {ξn} y {ηn} dos secuencias i.i.d. de variables aleatorias con espe-
ranzas finitas. Supongamos que n−1τn
P→ λ−1R y n−1σn
P→ λ−1V , conforme n → ∞, siendo
0 < λ−1R <∞ y 0 < λ−1V <∞. Supongamos que Wt
D→W y t−1E(Wt)→ 0 conforme t→∞,
donde W es una variable aleatoria l´ımite. Adema´s supongamos que {Wτk} y {Wτk − ξk} son
procesos estacionarios y ergo´dicos tales que (Wτk−ξk,Wτk) D→ (W−,W+), siendo W− y W+
dos apropiadas variables aleatorias. Si ξn es independiente de 1{NR1 ≥n} y ηn es independiente
de 1{NV1 ≥n},donde las variables aleatorias N
R
t y N
V
t tienen esperanza finita para cualquier
t > 0, entonces para cualquier θ > 0,
l´ım
t→∞E(e
−θWt) = E(e−θW ) =
θϕ
′
(0)
ϕ(θ)
[
p
E(e−θW−)− E(e−θW+)
θE(ξ1)
+ (1− p)1− E(e
−θη1)
θE(η1)
]
,
(4.4)
donde:
P→ denota convergencia en probabilidad,
D→ denota convergencia en distribucio´n,
p =
λRE(ξ1)
ϕ′(0)
y 1− p = λV E(η1)
ϕ′(0)
Demostracio´n: Dividiendo Wt por t en (4.1) y tomando esperanza, se tiene por ser Y un
proceso de Le´vy que:
t−1E(Wt) = t−1E(W0) + t−1E(Yt) + t−1E(
NRt∑
i=1
ξi) + t
−1E(
NVt∑
i=1
ηi)
= t−1E(W0) + E(Y1) + t−1E(
NRt∑
i=1
ξi) + t
−1E(
NVt∑
i=1
ηi)
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De la condicio´n t−1E(Wt)→ 0 cuando t→∞ obtendremos en el l´ımite que
0 = E(Y1) + l´ım
t→∞ t
−1E
NRt∑
i=1
ξi
+ l´ım
t→∞ t
−1E
NVt∑
i=1
ηi
 .
Sustituyendo −E(Y1) = ϕ′(0), se tiene entonces que
ϕ′(0) = l´ım
t→∞ t
−1E
NRt∑
i=1
ξi
+ l´ım
t→∞ t
−1E
NVt∑
i=1
ηi
 .
Desde que n−1τn
P→ λ−1R y n−1σn
P→ λ−1V , cuando n → ∞ siendo 0 < λ−1R < ∞ y
0 < λ−1V < ∞ y dado que {ξn} y {ηn} son secuencias i.i.d. de variables aleatorias con
esperanzas finitas, se tiene por la ley de´bil de los grandes nu´meros que n−1
∑n
i=1 ξi
P→ E(ξ1)
y n−1
∑n
i=1 ηi
P→ E(η1). Por tanto,usando el Teorema 3 de Glynn and Whitt (1988) se tiene
que
t−1(
∑NRt
i=1 ξi)
P→ λRE(ξ1) conforme t→∞ y t−1(
∑NVt
i=1 ηi)
P→ λV E(η1) conforme t→∞.
Mas au´n, como para t suficientemente grande se cumple que
∑NRt
i=1 ξi
t ≤
∑NRt
i=1 ξi y E(
∑NRt
i=1 ξi) =
E(NRt )E(ξ1) < ∞ usando el teorema de Convergencia Dominada, ver el corolario 6.3.2 de
Resnick (1999), se tiene
t−1E(
∑NRt
i=1 ξi)
c.s.→ λRE(ξ1) conforme t→∞ y t−1E(
∑NVt
i=1 ηi)
c.s.→ λV E(η1) conforme t→∞.
Luego, se tiene que
ϕ′(0) = λRE(ξ1) + λV E(η1)
o equivalentemente
1 =
λRE(ξ1)
ϕ′(0)
+
λV E(η1)
ϕ′(0)
Definamos entonces p = λRE(ξ1)ϕ′(0) . Note que 1− p = λV E(η1)ϕ′(0) .
Consideremos ahora el lema 4.2.1 y tomemos la esperanza a Mt
0 = E(Mt) = ϕ(θ)E
(∫ t
0
e−θWsds
)
+ E(e−θW0)− E(e−θWt)
−E
NRt∑
k=1
[
e−θ(Wτk−ξk) − e−θWτk
]− E
NVt∑
k=1
(1− e−θηk)

Usando el lema 4.2.2, dividiendo la expresio´n sobre t y usando el teorema de Tonelli
0 =
ϕ(θ)
t
∫ t
0
E(e−θWs)ds+
E(e−θW0)
t
− E(e
−θWt)
t
−E(N
R
t )
t
E
[
e−θ(Wτk−ξk) − e−θWτk
]
− E(N
V
t )
t
E(1− e−θηk)
Desde que {Wτk} y {Wτk − ξk} son procesos estacionarios y ergo´dicos, tales que (Wτk −
ξk,Wτk)
D→ (W−,W+);conforme τk → +∞ y E(N
R
t )
t →E(NR1 ) y E(N
V
t )
t →E(NV1 ) conforme
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t→∞ al ser {NRt } y {NVt } procesos de renovacio´n, se tiene tomando l´ımites cuando t→∞
y τk →∞ que
0 = l´ım
t→∞
ϕ(θ)
t
∫ t
0
E(e−θWs)ds− E(NR1 )E
(
e−θW
− − e−θW+
)
− E(NV1 )E(1− e−θη1).
Ma´s aun, haciendo u = st en la primera integral se tiene
l´ım
t→∞
ϕ(θ)
t
∫ t
0
E(e−θWs)ds = l´ım
t→∞
ϕ(θ)t
t
∫ 1
0
E(e−θWut)du
= ϕ(θ)
∫ 1
0
l´ım
t→∞E(e
−θWut)du = ϕ(θ)
∫ 1
0
E(e−θW )du = ϕ(θ)E(e−θW )
consecuentemente
0 = ϕ(θ)E(e−θW )− E(NR1 )
[
E(e−θW
−
)− E(e−θW+)
]
− E(NV1 )E(1− e−θη1) (*)
Puesto que τNRt ≤ t < τNRt +1,
τ
NRt
NRt
≤ t
NRt
<
τ
NRt +1
NRt +1
NRt +1
NRt
, NRt < ∞ cuando t → ∞ y por
hipo´tesis n−1τn
P→ λ−1R . Se tiene que tNRt
P→ 1λR conforme t → ∞ y por tanto
NRt
t
P→ λR lo
mismo ocurre con NVt ; es decir,
NVt
t
P→ λV . As´ı por la unicidad del l´ımite en probabilidad
debe de cumplirse que
E(NR1 ) = λR y E(NV1 ) = λV .
Reemplazando luego en (*) se tiene
ϕ(θ)E(e−θW ) = λR
[
E(e−θW
−
)− E(e−θW+)
]
+ λV E(1− e−θη1)
y usando λR =
pϕ′(0)
E(ξ1) y λV =
(1−p)ϕ′(0)
E(η1) ,
ϕ(θ)E(e−θW ) =
pϕ′(0)
E(ξ1)
[
E(e−θW
−
)− E(e−θW+)
]
+
(1− p)ϕ′(0)
E(η1)
E(1− e−θη1)
As´ı,
l´ım
t→∞E(e
−θWt) = E(e−θW ) =
θϕ
′
(0)
ϕ(θ)
[
p
E(e−θW−)− E(e−θW+)
θE(ξ1)
+ (1− p)1− E(e
−θη1)
θE(η1)
]
.
donde p =
λRE(ξ1)
ϕ′(0)
y 1− p = λV E(η1)
ϕ′(0)
. 
Usando las mismas condiciones del teorema 4.2.1, se formula el siguiente corolario.
Corolario 4.2.1 La media y la varianza de la distribucio´n limite del tiempo de espera virtual
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vienen dados por
E(W ) =
ϕ′′(0)
2ϕ′(0)
+ p
E((W+)2)− E((W−)2)
2E(ξ1)
+ (1− p)E((η1)
2)
2E(η1)
,
V(W ) = (
ϕ′′(0)
2ϕ′(0)
)2 − ϕ
′′′(0)
3ϕ′(0)
+ (1− p)
E((η1)3)
3E(η1)
−
(
E((η1)2)
2E(η1)
)2
+p
[
E((W+)3)− E((W−)3)
3E(ξ1)
−
(
E((W+)2)− E((W−)2)
2E(ξ1)
)2]
,
donde p =
λRE(ξ1)
ϕ′(0)
y 1− p = λV E(η1)
ϕ′(0)
Demostracio´n: Consideremos la transformada de Laplace-Stieltjes de la distribucio´n estacio-
naria W , la cual denotaremos por g(θ) = gA(θ) + gB(θ), siendo
gA(θ) =
ϕ
′
(0)p
E(ξ1)
(
ψ−(θ)− ψ+(θ)
ϕ(θ)
)
,
gB(θ) =
ϕ
′
(0)(1− p)
E(η1)
(
1− ψ(θ)
ϕ(θ)
)
,
ψ−(θ) = E(e−θW
−
), ψ+(θ) = E(e−θW
+
) y ψ(θ) = E(e−θη1). Estas ultimas, son las transforma-
das de Laplace-Stieltjes de W−,W+ y η1, respectivamente. Puesto que el valor esperado de
esta distribucio´n se puede obtener mediante E(W ) = − l´ımθ↓0 g′(θ) analizemos la derivadas
correspondientes con respecto a θ. En primer lugar
g′A(θ) =
ϕ
′
(0)p
E(ξ1)

(
ψ
′
−(θ)− ψ
′
+(θ)
)
ϕ(θ)− (ψ−(θ)− ψ+(θ))ϕ′(θ)
ϕ(θ)2

tiene forma indeterminada 00 en el l´ımite, la que podr´ıamos levantar aplicando la regla de
L´Hospital. En efecto una aplicacio´n doble de esta regla nos conduce a
l´ım
θ↓0
g′A(θ) = −p
ϕ′′(0)
2ϕ′(0)
− pE((W
+)2)− E((W−)2)
2E(ξ1)
Similarmente, para gB(θ) se tiene que
g′B(θ) =
ϕ
′
(0)(1− p)
E(η1)
−
(
ψ
′
(θ)
)
ϕ(θ)− (1− ψ(θ))ϕ′(θ)
ϕ(θ)2

tiene tambie´n forma indeterminada 00 . Una doble aplicacio´n de la regla de L´Hospital nos
conduce a
l´ım
θ↓0
g′B(θ) = −(1− p)
ϕ′′(0)
2ϕ′(0)
− (1− p) E(η
2
1)
2E(η1)
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As´ı
E(W ) = − l´ım
θ↓0
g′(θ) =
ϕ′′(0)
2ϕ′(0)
+ p
E((W+)2)− E((W−)2)
2E(ξ1)
+ (1− p) E(η
2
1)
2E(η1)
De otro lado para la varianza de W, sabemos que E(W 2) = l´ımθ↓0 g′′(θ)
Las segundas derivadas de gA y gB vienen dadas por
g′′A(θ) =
ϕ
′
(0)p
E(ξ1)

(
ψ
′′
−(θ)− ψ
′′
+(θ)
)
ϕ(θ)3
ϕ(θ)4

−ϕ
′
(0)p
E(ξ1)
2
(
ψ
′
−(θ)− ψ
′
+(θ)
)
ϕ(θ)2ϕ′(θ)
ϕ(θ)4

−ϕ
′
(0)p
E(ξ1)
[
(ψ−(θ)− ψ+(θ))ϕ(θ)2ϕ′′(θ)− 2 (ψ−(θ)− ψ+(θ))ϕ(θ)ϕ′(θ)2
ϕ(θ)4
]
y
g′′B(θ) = −
ϕ
′
(0)(1− p)
E(η1)
[
ψ
′′
(θ)ϕ(θ)3 + (1− ψ(θ))ϕ(θ)2ϕ′′(θ)
ϕ(θ)4
]
+
ϕ
′
(0)(1− p)
E(η1)
[
2ψ
′
(θ)ϕ(θ)2ϕ′(θ) + 2 (1− ψ(θ))ϕ(θ)ϕ′(θ)2
ϕ(θ)4
]
Una triple aplicacio´n de la regla de L´Hospital nos conduce a obtener E(W 2) = l´ımθ↓0 g′′(θ).
Luego como V(W ) = E(W 2)− (E(W ))2, se tiene que
V(W ) = (
ϕ′′(0)
2ϕ′(0)
)2 − ϕ
′′′(0)
3ϕ′(0)
+ (1− p)
[
E(η1)3
3E(η1)
− (E(η1)
2
2E(η1)
)2
]
+p
[
E(W+)3 − E(W−)3
3E(ξ1)
− (E(W
+)2 − E(W−)2
2E(ξ1)
)2
]
.

Estaremos ahora interesados en obtener los tiempos medios de los periodos ocupados de
nuestro sistema en el estado estacionario, para lo cual el siguiente lema sera´ de gran ayuda.
Lema 4.2.3 Sea Tn = ı´nf{t ≥ 0|Yt +
∑NRt
k=1 ξk +
∑n
i=1Bi = 0} , n ≥ 1, donde {Bi, i ≥ 1}
es una secuencia de variables aleatorias i.i.d. positivas con esperanza finita. Si 0 ≤ p < 1,
entonces
E(Tn) =
nE(B1)
(1− p)ϕ′(0) .
Demostracio´n: Sea T bn = ı´nf{t ≥ 0|Yt +
∑NRt
k=1 ξk + nb = 0}, donde b > 0 y n ≥ 1. Dado que
Y ∈ L+, {T bn, n ≥ 1} es un camino aleatorio en el que c.p. 0 < T bn < T bn+1. As´ı tenemos
E(T bn) = nE(T b1 ). Desde E(Yt) < 0 y 0 ≤ p < 1, E(Yt +
∑NRt
k=1 ξk) = −(1 − p)ϕ′(0)t. Por el
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teorema 8.4.4 de Chung (1974), tenemos E(T b1 ) <∞. Desde el teorema 36.3, la ley fuerte de
los grandes nu´meros, segu´n Sato (2002) se tiene E(|Yt|) <∞, t−1Yt c.s.→ E(Y1) cuando t→∞.
Teniendo en cuenta el echo que YT bn +
∑NRTbn
k=1 ξk = −nb, tenemos
E(T bn) = nE(T b1 )
E(YT bn +
NR
Tbn∑
k=1
ξk) = E(Y1) + E(NR1 )E(ξ1) = −(1− p)ϕ′(0)
−b = n−1
YT bn +
NR
Tbn∑
k=1
ξk
 = n−1T bn
T bn−1YT bn + T bn−1
NR
Tbn∑
k=1
ξk

Si n→∞, entonces T bn →∞. Como E(Y1) <∞ la ley fuerte de los grandes nu´meros para
proceso de Le´vy, teorema 36.5 de Sato (2002), garantiza que Ytt
c.s.→ E(Y1) y como vimos en
el teorema (4.2.1)
t−1E(
NRt∑
i=1
ξi)→ λRE(ξ1) = pϕ′(0)
As´ı en el limite se cumple con probabilidad 1 que
−b = E(T b1 )(E(Y1) + pϕ′(0))
de donde
E(T b1 ) =
b
(1− p)ϕ′(0) ,
y
E(T bn) = nE(T b1 ) = E(T bn) =
nb
(1− p)ϕ′(0) .
Por las condiciones dadas se tiene entonces que:
E(Tn) = E(T
∑n
i=1Bi
1 ) = E
(
E(T
∑n
i=1Bi
1 )|
n∑
i=1
Bi
)
= E
( ∑n
i=1Bi
(1− p)ϕ′(0)
)
,
de donde
E(Tn) =
nE(B1)
(1− p)ϕ′(0) .

Teorema 4.2.2 Sea T = ı´nf{t ≥ 0|Wt = 0} , donde W0 esta´ distribuido de acuerdo a la
distribucio´n estacionaria. Entonces la duracio´n media de los periodos ocupados viene dada
por:
E(T ) =
E(W )
(1− p)ϕ′(0) .
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Demostracio´n: Basta observar que
T = σ1 = ı´nf{t ≥ 0/W0 + Yt +
NRt∑
i=1
ξi = 0}
= ı´nf{t ≥ 0/Yt +
NRt∑
i=1
ξi +W0 = 0} = T1
luego si identificamos B1 con = W0, para n = 1 en el lema (4.2.3) se tiene que
E(T1) =
E(W0)
(1− p)ϕ′(0) =
E(W )
(1− p)ϕ′(0)

Note que para el modelo M/G/1 con interrupciones por fallas del servidor y mu´ltiples va-
cancias, si Bi se distribuye como el tiempo de servicio, entonces Tn es el periodo ocupado de
orden n que se define como el periodo de tiempo que comienza cuando la vacancia termina
y existen n clientes en el sistema y termina cuando el sistema se vac´ıa.
4.3. La distribucio´n transitoria
El enfoque se centrara´ ahora en el ana´lisis de la distribucio´n transitoria del tiempo de
espera virtual para un tiempo aleatorio en distribucio´n exponencial cuando la carga inicial
de trabajo del sistema sea x ≥ 0. Con ello estaremos en capacidad de caracterizar luego la
correlacio´n del tiempo de espera virtual.
Dada la asuncio´n sobre la distribucio´n del tiempo en que transitara´ la cadena es exponencial
sera´ posible aqui obtener una formulacio´n cerrada para su transformada de Laplace. Ella
viene dada por el siguiente resultado.
Teorema 4.3.1 Sea T ∼ exp(γ) una variable aleatoria independiente de Y ,τn y σn,∀n ≥ 1.
Dados θ > 0 y x ≥ 0, la transformada de Laplace-Stieltjes de WT viene dada por
Ex(e−θWT ) =
γ
ϕ(θ)− γ
(
E(NRT )
[
E(e−θW
−
)− E(e−θW+)
]
− E(NVT )E(1− e−θη1)− e−θx
)
,
(4.5)
donde denotamos por Ex(g(WT )) a la esperanza de la variable aleatoria g(WT ) cuando el
proceso W empieza con W0 = x.
Demostracio´n: Por el lema 4.2.1, tenemos la ecuacio´n
0 = Ex(MT ) = ϕ(θ)Ex
(∫ T
0
e−θWsds
)
+ e−θx − Ex(e−θWT )
−E
NRT∑
k=1
[
e−θ(Wτk−ξk) − e−θWτk
]− E
NVT∑
k=1
(1− e−θηk)

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Consideremos ahora
Ex
(∫ T
0
e−θWsds
)
=
∫ ∞
0
(∫ t
0
(e−θWs)ds
)
γe−γtdt
= −e−γt
(∫ t
0
Ex(e−θWs
)
ds) |∞0 +
∫ ∞
0
e−γtEx
(
e−θWt
)
dt
donde en la segunda igualdad hemos utilizado la integracio´n por partes, haciendo
u =
∫ t
0 (e
−θWs)ds de donde du = (e−θWt)dt,
dv = γe−γtdt de donde v = −e−γt.
Puesto que el primer termino se anula. Se tiene entonces
1
γ
∫ ∞
0
γe−γtEx(e−θWt)dt =
1
γ
Ex(e−θWT )
reemplazando en la ecuacio´n
0 = E(MT ) =
ϕ(θ)
γ
Ex(e−θWT ) + e−θx − Ex(e−θWT )
−E(
NRT∑
k=1
[
e−θ(Wτk−ξk) − e−θWτk
]
)− E
NVT∑
k=1
(1− e−θηk)
 .
Usando el lema 4.2.2 se tiene
0 =
ϕ(θ)
γ
Ex(e−θWT )+e−θx−Ex(e−θWT )−E(NRT )
[
E(e−θW
−
)− E(e−θW+)
]
−E(NVT )E(1−eθη1)
y despejando se tiene
Ex(e−θWT ) =
γ
ϕ(θ)− γ {E(N
R
T )
[
E(e−θW
−
)− E(e−θW+)
]
− E(NVT )E(1− e−θη1)− e−θx}

A continuacio´n se obtiene explicitamente la transformada de Laplace correspondiente a
la correlacio´n del proceso de tiempo de espera virtual
c(t) =
Cov(W0,Wt)√
V(W0).V(Wt)
En este caso asumimos que el sistema se encuentra en estado estacionario en el tiempo 0,
por lo que w = E(W0) = E(Wt) y v = V(W0) = V(Wt) vienen dados por el corolario 4.2.1,
entonces se tiene que
c(t) =
E(W0Wt)− (E(W0))2
V(W0)
=
E(W0Wt)− w2
v
Teorema 4.3.2 Si θ > 0,
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∫ ∞
0
c(t)e−θtdt =
1
θ
+
w
vθ
ϕ′(0)(1− 1
ϕ(θ)
)
Demostracio´n: Sea T una variable aleatoria exponencialmente distribuida con para´metro θ.
De la ecuacio´n 4.5, se tiene que
Ex(WT ) = − d
dθ
Ex(e−θWT )|θ=0
Sean:ψ−(θ) = E(e−θW
−
), ψ+(θ) = E(e−θW
+
) y ψ(θ) = E(e−θη1), las transformadas de
Laplace-Stieltjes de W−,W+ y η1, respectivamente. Luego se tiene
Ex(e−θWT ) =
γ
ϕ(θ)− γ {E(N
R
T ) [ψ−(θ)− ψ+(θ)]− E(NVT )(1− ψ(θ))− e−θx}
derivando y evaluando
= − γ
(ϕ(θ)− γ)
(
E(NRT )
[
ψ′−(θ)− ψ′+(θ)
]
+ E(NVT )ψ′(θ) + xe−θx
)
|θ=0
+
γ
(ϕ(θ)− γ)2
(
E(NRT ) [ψ−(θ)− ψ+(θ)]− E(NVT )(1− ψ(θ))− e−θx
)
ϕ′(θ)|θ=0
donde, ψ′−(0) = E(W−), ψ′+(0) = E(W+) y ψ′(0) = E(η1), entonces se tiene
=
(
E(NRT )
[
E(W+)− E(W−)]− E(NVT )E(η1) + x)− ϕ′(0)γ = ϕ′(0) + x− ϕ′(0)γ
Ex(WT ) = ϕ′(0)(1− 1
γ
) + x (4.6)
Se tiene:
E(W0Wt) = E(E(W0Wt|W0)) = E(W0E(Wt|W0)) =
∫ ∞
0
xEx(Wt)dP(W0 ≤ x)
Reemplazando se tiene que
∫ ∞
0
c(t)e−θtdt =
1
v
∫ ∞
0
[E(W0Wt)− w2]e−θtdt = 1
v
∫ ∞
0
∫ ∞
0
xE(Wt)e−θtdP(W0 ≤ x)dt− w
2
vθ
(4.7)
Sustituyendo 4.6 en 4.7 se obtiene que
∫ ∞
0
c(t)e−θtdt = −w
2
vθ
+
1
v
∫ ∞
0
∫ ∞
0
x(ϕ′(0)(1− 1
γ
) + x)e−θtdP(W0 ≤ x)dt
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= −w
2
vθ
+
1
vθ
ϕ′(0)(1− 1
γ
)E(W0) +
1
vθ
E(W 20 )
Sustituyendo γ = ϕ(θ),E(W0) = w y E(W 20 ) = v + w2 se tiene
=
1
θ
+
w
vθ
ϕ′(0)(1− 1
ϕ(θ)
)

4.4. Descomposicio´n estoca´stica
En esta seccio´n, se identifican algunas de las propiedades de la descomposicio´n estoca´stica
del tiempo de espera virtual para el sistema de cola fluida que se esta´ estudiando. Propie-
dades de descomposicio´n estoca´stica se han estudiado en muchos modelos de vacancias. La
propiedad de descomposicio´n estoca´stica cla´sica muestra que el taman˜o del sistema estacio-
nario en un punto arbitrario puede ser representado como la suma de dos variable aleatorias
independientes, una de las cuales es el taman˜o del sistema del correspondiente sistema de
colas esta´ndar sin vacancias o fallas en el servidor y la otra variable depende de las vacancias
o fallas en casos espec´ıficos. En particular, en nuestro sistemas de cola fluida, tenemos los
siguientes resultados de descomposicio´n.
Lema 4.4.1 Existen dos variables aleatorias U y V tales que sus transformadas de Laplace-
Stieltjes en θ vienen dadas por:
E(e−θU ) =
E(e−θW−)− E(e−θW+)
θE(ξ1)
, (4.8)
y
E(e−θV ) =
1− E(e−θη1)
θE(η1)
(4.9)
Demostracio´n: Puesto que {Wτk} D→W+ y {Wτk − ξk} D→W− y Wτk − (Wτk − ξk) D→ ξ1 ≥ 0
entonces se tiene que W+ > W− c.s.
El lado derecho de la ecuacio´n (4.8) es la transformada de Laplace-Stieltjes de la funcio´n
f(x) =
P(W+ > x)− P(W− > x)
E(ξ1)
≥ 0,
la cual es una funcio´n de densidad de probabilidad, desde que∫ ∞
0
f(x)dx =
∫ ∞
0
P(W+ > x)− P(W− > x)
E(ξ1)
dx =
E(W+)− E(W−)
E(ξ1)
=
E(ξ1)
E(ξ1)
= 1.
As´ı la transformada de Laplace-Stieltjes de una variable aleatoria U que tenga esta den-
sidad viene dada por:
F (θ) =
∫ ∞
0
e−θx
P(W+ > x)− P(W− > x)
E(ξ1)
dx
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=
∫ ∞
0
e−θx
E(1{W+>x})− E(1{W−>x})
E(ξ1)
dx
= E
(∫ W+
0
e−θx
E(ξ1)
dx)− E(
∫ W−
0
e−θx
E(ξ1)
dx
)
= E
(
1− e−θW+
θE(ξ1)
)
− E
(
1− e−θW−
θE(ξ1)
)
=
E(e−θW−)− E(e−θW+)
θE(ξ1)
,
De otro lado, el lado derecho de la ecuacio´n (4.9) es la transformada de Laplace-Stieltjes
de la funcio´n
g(x) =
P(η1 > x)
E(η1)
≥ 0,
la cual es tambie´n una funcio´n de densidad de probabilidad, puesto que
∫ ∞
0
g(x)dx =
∫ ∞
0
P(η1 > x)
E(η1)
dx =
E(η1)
E(η1)
= 1
As´ı la transformada de Laplace-Stieltjes de una variable aleatoria V con densidad g viene
dada por:
G(θ) =
∫ ∞
0
e−θx
P(η1 > x)
E(η1)
dx
=
∫ ∞
0
e−θx
E(1{η1>x})
E(η1)
dx
= E
(∫ η1
0
e−θx
E(η1)
dx
)
=
E(1− e−θη1)
θE(η1)
=
1− E(e−θη1)
θE(η1)
.

Aplicando el lema 4.4.1 , podemos obtener el siguiente teorema para caracterizar la propiedad
de la descomposicio´n estoca´stica
Teorema 4.4.1 Bajo las condiciones del teorema 4.2.1 , la distribucio´n de W es la convo-
lucio´n de dos distribuciones una de las cuales es la distribucio´n de R y la otra es una mezcla
de la distribucio´n de U con probabilidad p y la distribucio´n de V con probabilidad 1− p.
Demostracio´n: Se tiene que
E(e−θR) =
θϕ
′
(0)
ϕ(θ)
,
Usando fT = pf + (1−p)g y las funciones f y g son las densidades de las variables aleatorias
U y V del lema 4.4.1, entonces se tiene
E(e−θT ) = pE(e−θU ) + (1− p)E(e−θV ),
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Usando lo anterior en la ecuacio´n 4.4 del teorema 4.2.1 se tiene
E(e−θW ) = E(e−θR∗T ) = E(e−θR)E(e−θT ) =
θϕ
′
(0)
ϕ(θ)
[
pE(e−θU ) + (1− p)E(e−θV )
]
,
donde W = R ∗ T , denota la convolucio´n de R y T

Adema´s bajo ciertas condiciones, tenemos otro resultado de descomposicio´n estoca´stica.
Lema 4.4.2 Bajo las condiciones del teorema 4.2.1 , si las variables aleatorias ξn, n ≥ 1 son
independientes de W0, Yτn y
∑NVτn
i=1 ηi, entonces tenemos
E(e−θW ) =
θϕ′(0)
ϕ(θ)
[
p
1− E(e−θξ1)
θE(ξ1)
E(e−θW
−
) + (1− p)1− E(e
−θη1)
θE(η1)
]
Demostracio´n: Partiendo del echo que ξk es independiente de Wτk − ξk y
Wτk − ξk = W0 + Yτn +
k−1∑
i=1
ξi +
NVτk∑
i=1
ηi,
se tiene que
E(e−θ(Wτ1−ξ1))− E(e−θWτ1 )
θE(ξ1)
=
E[(e−θ(Wτ1−ξ1))(1− E(e−θξ1))]
θE(ξ1)
= E(e−θ(Wτ1−ξ1))
(1− E(e−θξ1))
θE(ξ1)
= E(e−θW
−
)
(1− E(e−θξ1))
θE(ξ1)

Desde el lema 4.4.1 , obtenemos el siguiente teorema, que proporciona otra descomposicio´n
estoca´stica.
Teorema 4.4.2 Si los supuestos del lema 4.4.1 son satisfechos, entonces la distribucio´n de
U es la convolucio´n de la distribucio´n de W− y la distribucio´n estacionaria de vida residual
de ξ1.
Demostracio´n: Se tiene que
E(e−θU ) =
E(e−θW−)− E(e−θW+)
θE(ξ1)
= E(e−θW
−
)
(1− E(e−θ(W+−W−)))
θE(ξ1)
= E(e−θW
−
)
(1− E(e−θξ1))
θE(ξ1)

Cap´ıtulo 5
Simulacio´n
En este capitulo hacemos un estudio de simulacio´n particularizando nuestro modelo al
caso que se ilustra a continuacio´n.Para simular la dina´mica de nuestro modelo y corroborar
los resultados teo´ricos obtenidos en el capitulo anterior, consideremos como el proceso del
tiempo de espera virtual en el tiempo t; es decir, la representacio´n en tiempo de la carga de
trabajo en el tiempo t a:
Wt = W0 +Xt − rt+
NRt∑
i=1
ξi +
NVt∑
i=1
ηi, t ≥ 0, (5.1)
donde W0 es una carga inicial de trabajo,
NRt = sup{n ∈ N+ | τn ≤ t},
σn = ı´nf{t ≥ 0/W0 +Xt − rt+
NRt∑
i=1
ξi +
n−1∑
i=1
ηi = 0} (n ≥ 1)
y
NVt = sup{n ∈ N+ | σn ≤ t}.
Aqu´ı utilizaremos como subordinador a un proceso de Le´vy Gamma X, con para´metros a
y b ; es decir, a un proceso {Xt} donde las variables aleatorias Xt tienen una distribucio´n
gamma de para´metros at y b,es decir Xt ∼ Γ(at, b)
De otro lado nuestros procesos de renovacio´n {NRt } y {NVt } sera´n de Poisson con tasas λR
para las fallas y λV para las vacancias; esto es N
R
t ∼ P(λRt) y NVt ∼ P(λV t)
Definimos el proceso de Le´vy espectralmente positivo {Yt} con Yt = Xt− rt, seleccionaremos
la tasa de servicio r adecuadamente para satisfacer las condiciones del modelo.
Finalmente consideremos que los tiempos de servicio y vacancia ξi y ηi siguen ambos una
distribucio´n exponencial de para´metros 1/α y 1/β respectivamente; es decir ξi ∼ exp(1/α) y
ηi ∼ exp(1/β); siendo α el tiempo medio de servicio que tomar´ıa la reparacio´n de la falla y
β el tiempo medio que se toma la vacancia.
5.1. Algoritmo para la simulacio´n
En nuestra simulacio´n usaremos el siguiente algoritmo:
1. Elegiremos un intervalo [0, T ] y un valor de N para establecer una particio´n de tal forma
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que tengamos los puntos: 0 = t0 < t1 < ... < tN = T, donde ti+1 − ti = h = T/N
2. Generamos los tiempos de fallas de acuerdo al proceso {NRt con los correspondientes
tiempos de reparacio´n ξi y los tiempos de vacancias de acuerdo al proceso {NVt con los co-
rrespondientes tiempos de vacancia ηi
3. Fijando W0 generamos W1 = W0 +Xh − rh+
∑NRh
i=1 ξi +
∑NVh
i=1 ηi, donde r es un valor fijo.
4. Finalmente para i = 2 hasta N hallamos Wi = Wi−1 +Xh − rh+
∑NRh
i=1 ξi +
∑NVh
i=1 ηi;
si Wi > 0 hacemos Wi = Wi−1, caso contrario hacemos Wi = Wi−1 +Xh +
∑NVh
i=1 ηi
La siguientes figuras muestran el histograma y el gra´fico de los tiempos de carga de tra-
bajo para una simulacio´n usando a = 3, b = 1,W0 = 0,28, r = 10, λR = 18, λV = 26, 1/α =
0,1, 1/β = 0,2, T = 1, N = 50, 100, 500, 1000, 2000, 5000, 10000.
Las tablas adjuntas despue´s de cada gra´fico muestran los valores de media y varianza pro-
medios obtenidos despue´s de 100 simulaciones.
Figura 5.1: Histograma y simulacio´n de tiempos de carga para N=50.
Media Varianza
0.3022 0.2667
Tabla 5.1: Media y varianza para N=50.
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Figura 5.2: Histograma y simulacio´n de tiempos de carga para N=100.
Media Varianza
0.2810 0.2677
Tabla 5.2: Media y varianza para N=100.
Figura 5.3: Histograma y simulacio´n de tiempos de carga para N=500.
Media Varianza
0.2860 0.2827
Tabla 5.3: Media y varianza para N=500.
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Figura 5.4: Histograma y simulacio´n de tiempos de carga para N=1000.
Media Varianza
0.3260 0.3218
Tabla 5.4: Media y varianza para N=1000.
Figura 5.5: Histograma y simulacio´n de tiempos de carga para N=2000.
Media Varianza
0.3014 0.2743
Tabla 5.5: Media y varianza para N=2000.
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Figura 5.6: Histograma y simulacio´n de tiempos de carga para N=5000.
Media Varianza
0.2739 0.2412
Tabla 5.6: Media y varianza para N=5000.
Figura 5.7: Histograma y simulacio´n de tiempos de carga para N=10000.
Media Varianza
0.2894 0.2508
Tabla 5.7: Media y varianza para N=10000.
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5.2. Caracterizacio´n
Como indicamos en la seccio´n 5.1, utilizaremos como subordinador a un proceso Le´vy
Gamma, Xt ∼ Γ(at, b). La transformada de Laplace-Stieltjes de este proceso {Xt} se carac-
teriza por:
E(e−θXt) =
(
b
b+ θ
)at
= e−t(aLn(
b+θ
b
))
de donde,el proceso espectralmente positivo Y = {Xt − rt}, entonces se caracteriza por el
exponente
ϕ(θ) = φ(θ) + rθ = aLn(
b
b+ θ
) + rθ,
siendo φ(θ) = aLn( bb+θ ) y ρ = −φ(0) = ab
Puesto que los procesos {Wτk} y {Wτk − ξk} son procesos estacionarios y ergo´dicos que con-
vergen espectralmente a W+ y W−, se tiene que
W− D= W0 +Xτ1 − rτ1 y W+ D= W− + ξ1, por tanto:
E(e−θW
−
) = E(e−θ(Xτ1−rτ1))
E(e−θW
+
) = E(e−θ(W
−+ξ1)) = E(e−θ(Xτ1−rτ1))E(e−θξ1)
Puesto que τ1 ∼ Exp(λR), se tiene que; E(e−θ(−rτ1)) = λRλR−rθ .
De otro lado,
E(e−θXτ1 ) =
∫ ∞
0
E(e−θXτ1 )λRe−λRtdt = λR
∫ ∞
0
e−t(aLn(
b+θ
b
))e−λRtdt
= λR
∫ ∞
0
e−t(aLn(
b+θ
b
)+λR)dt =
(
λR
λR + aLn(
b+θ
b )
)
=
(
λR
λR − aLn( bb+θ )
)
De manera similar,como ξ1 ∼ Exp(1/α), se tiene que; E(e−θξ1) = 1/α1/α+θ .
As´ı, E(e−θ(Xτ1−rτ1)) =
(
λR
λR−(rθ+aLn( bb+θ ))
)
.
Resumiendo todos estos ca´lculos, obtenemos finalmente que:
E(e−θW
−
)− E(e−θW+) =
(
λR
λR − (rθ + aLn( bb+θ ))
)(
θ
1/α+ θ
)
Reemplazando lo anterior y el hecho de que E(e−θη1) = 1/β1/β+θ pues η1 ∼ Exp(1/β), en la
ecuacio´n:
E(e−θW ) =
θϕ
′
(0)
ϕ(θ)
[
p
E(e−θW−)− E(e−θW+)
θE(ξ1)
+ (1− p)1− E(e
−θη1)
θE(η1)
]
, (5.2)
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donde p =
λRE(ξ1)
ϕ′(0)
y 1− p = λV E(η1)
ϕ′(0)
Se tiene la siguiente caracterizacio´n
E(e−θW ) =
θ(r − ab )
aLn( bb+θ ) + rθ
[
p
(
λR
λR − (rθ + aLn( bb+θ ))
)(
1
1 + αθ
)
+ (1− p)
(
1
1 + βθ
)]
,
mediante diferenciacio´n, podemos fa´cilmente obtener la media de esta´ distribucio´n como:
E(W ) =
a/b2
2(r − a/b) + (1− p)(β − α),
diferenciando nuevamente se tiene E(W 2) y este resultado se usa para obtener la varianza,
usando la ecuacio´n V(W ) = E(W 2)− (E(W ))2. La varianza obtenida de esta distribucio´n es:
V(W ) =
a2/b4
4(r − a/b)2 +
2a/b3
3(r − a/b) + (1− p)β
2 + p
[
a/b2
λR
− 3(r − a/b)
λR
2 + α
2
]
Cap´ıtulo 6
Conclusiones
El modelo de colas M/M/1 : DG/K/∞, es un modelo tradicional, se basa en las tasas
de llegadas y de servicios constantes; este modelo tiene una fuente de entrada ilimitada y
la capacidad del sistema limitado. Los casos reales estas tasas son variables y dependen de
factores, como: el horario, la carga del servidor, la eficiencia del sistema, el comportamiento
de los clientes, las interrupciones del servidor. El modelo se basa en muchos supuestos para
que sea valido, no tendr´ıa el alcance necesario y la certidumbre apropiada si se usaran estos
factores reales.
El modelo de tiempo de carga de trabajo virtual Wt, considera las llegadas de carga de
trabajo fluido bajo un proceso de Le´vy X = {Xt}, esta llegada de trabajo es considerada
a re´gimen continuo pero aleatorio, se puede considerar ma´s real que los modelos de colas
tradicionales. La u´nica condicio´n para que se alcance el estado estable, es que la tasa de
servicio sea mayor al promedio de la tasa de llegadas, es decir, que se pueda procesar los
trabajos de manera ma´s ra´pida que los trabajos que llegan
Se deben usar procesos de renovacio´n para las interrupciones por fallas y vacancias del
servidor, estos procesos en muchos sistemas reales se ajustan a los servicios de mantenimiento.
El modelo se puede usar para estudiar la carga de trabajo de cualquier sistema de colas,
puesto que se basa en la carga del servidor, esto hace que la asignacio´n de carga sea relativa
al rendimiento del servidor independientemente del sistema de colas, por ejemplo, si se tiene
dos estaciones en paralelo que realizan el mismo servicio, pero las tasas de fallas son diferen-
tes, esto generara´ tiempos de carga diferentes para cada estacio´n.
Los servidores se toman en forma independiente, es decir, cada servidor tiene su carga de
trabajo por periodo de acuerdo al rendimiento histo´rico. La condicio´n para que el modelo se
ajuste a la realidad, es que el trabajo llegue continuamente a los servidores en forma inde-
pendiente durante el periodo o jornada laboral.
Los tiempos de fallas y vacancias esta´n relacionados a los tiempos de ocupacio´n previos
del servidor, esto quiere decir, que si el servidor trabajo en forma ininterrumpida por un
largo periodo, entonces las vacancias y fallas son inminentes y prolongadas.
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El modelo se puede emplear en un sistema de produccio´n o en un sistema de servicios; en
ambos casos es el servidor con sus fallas y vacancias lo que se analizan.
La simulacio´n usa un proceso de Le´vy-Gamma para las llegadas de la carga de trabajo
y usando los para´metros adecuados, se calculan la media y varianza, estos valores simulados
para diferentes escenarios no difieren a los valores obtenidos por la caracterizacio´n del mo-
delo con los mismos para´metros, es decir los valores simulados se ajustan a los valores teo´ricos.
Una forma diferente de estudiar el servidor con fallas y vacancias es cuando la carga
de trabajo no llega en forma fluida; en este caso las condiciones cambian y se tendr´ıa que
estudiar un nuevo modelo.
Ape´ndice A
Transformada de Laplace-Stieltjes
Definicio´n A.0.1 Sea X una variable aleatoria no negativa con funco´n de distribucio´n F (.).
La transformada de Laplace-Stieltjes de X es al funcio´n definida por:
H(θ) = E(e−θX) =
∫ ∞
0
e−θtdF (t), θ ≥ 0
Cuando la variable aleatoria X tiene una funcio´n de densidad f(.), entonces la transformada
se simplifica a:
H(θ) = E(e−θX) =
∫ ∞
0
e−θtf(t)dt, θ ≥ 0.
Note que |H(θ)| ≤ 1 para todo θ ≥ 0. Adema´s
H(0) = 1,H′(0) = −E(X),H(k)(0) = (−1)kE(Xk).
Para la transformacio´n de la suma Z = X +Y de dos variables independientes X e Y , se
tiene que
E(e−θZ) = E(e−θ(X+Y )) = E(e−θX)E(e−θY )
44
Ape´ndice B
Co´digo
Se uso el siguiente co´digo de MATLAB.
Co´digo de Simulacio´n de un periodo T
p = [3,1,10,18,0.1,0.2]
a=p(1);
b=p(2);
r = p(3);
lambR=p(4);
lambV=26;
alfa=p(5);
beta=p(6);
Wo =0.280;
pe=lambR*alfa/(r-a/b);
T=1;
N=1000;
h=T/N;
W=0:h:T;
S=0:h:T;
tt = W;
W(1)=Wo;
X=gamrnd(a*h,1/b,1,N);
NR=poissrnd(lambR*h,1,N);
for i=2:N
W(i)=W(i-1)+ X(i)-r*h + sum(exprnd(alfa,1,NR(i)));
while W(i)¡0
NV=poissrnd(lambV*h);
W(i)=sum(exprnd(alfa,1,NV));
end
end
V=[mean(W) var(W); m v]
subplot(2,1,1);
hist(W,20)
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subplot(2,1,2);
plot(tt,W)
—————————————————————–
Co´digo para obtener 100 Simulaciones de un periodo T
clear all;
numsim = 100;
me(1) = 0;
va(1) = 0;
for j=1:numsim
Simula;
me(j) = mean(W);
va(j) = var(W);
end
me(2:end)
va(2:end)
mean(me) mean(va)
—————————————————————–
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