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Abstract
It is well known that a Steiner triple system (STS) on v points, an STS(v), can be seen as a collection
of 3-subsets of its point set, called triples, such that each pair of points occurs in exactly one triple
as well as a decomposition of a complete graph on v vertices into cycles of length 3. By combining
those two views on STSs we develop a method for its weak coloring. This method enables us to show
that each STS(25) is 4-colorable, which in turn implies that the chromatic spectrum of STS(25) is
{3, 4}˙.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A Steiner triple system (STS) S on v vertices, a STS(v), is a pair (V , B)whereV, |V |=v,
is the point set of S, and B is a collection of 3-subsets of V , called triples or blocks, so that
each pair of points in V occurs in exactly one triple of B. It is well known that an STS(v)
exists if and only if v ≡ 1, 3(mod 6).A k-coloring of a Steiner triple system S = (V , B) is
an assignment of k colors to the points of V so that there is no triple of B whose all vertices
would be colored by the same color. The chromatic number of S is the smallest number
k for which there exists a k-coloring of S. For an admissible value v, the chromatic spectrum
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Spec(v) is given by Spec(v) = {k, there is a k-chromatic STS(v)}. We use Specm(v) and
SpecM(v) for the smallest and the largest value in Spec(v), respectively.
Obviously, it is a very difﬁcult task to determine Spec(v) in general. As shown in [11],
no STS(v) with v > 3 is 2-chromatic. Thus Specm(v)˙> 2 for v > 3. On the other hand (see
Theorem 18.4 in [1]), for each admissible value of v there is a 3-chromatic STS(v), that is,
Specm(v) = 3 for v > 3. Much less is known on SpecM(v). By [2], SpecM(v) → ∞ for
v → ∞. An upper bound SpecM(v)C
√
v/ ln v, where C is an absolute constant, was
given by Phelps and Rödl in [10]. The chromatic spectrum Spec(v) has been determined
for small values of v. In [9] it is shown that Spec(v) = {3} for 7v15. Spec(19) has
not been determined yet. It is well known, although it seems not to be ever published, that
each STS(19) is 4-colorable, that is Spec(19) ⊂ {3, 4}, but it is not clear whether there
is a 4-chromatic STS(19). It is proved in [7] that for each admissible v21, there is a 4-
chromatic STS(v). Combining this with a result of Forbes et al., cf. [6], that each STS(21)
is 4-colorable implies Spec(21)= {3, 4}.
In this paper we introduce a method for a weak coloring of STSs where we understand
a triple of an STS both as a subset of point set of the STS but also as a collection of edges
of an appropriate graph. This combination of views of a triple enables us to prove that
each STS(25) is 4-colorable, which in turn implies Spec(25) = {3, 4}. We show that the
same method provides a simple proof of the previously known facts that each STS(19) and
STS(21) is 4-colorable as well.
2. A method for 4-coloring STSs
Let S = (V , B) be an STS. A set I of points is independent in B ′ ⊂ B if T ⊂ I for no
T ∈ B ′. If I is independent in B we also say that I is independent in S. Further, a set P of
points covers triples in B ′ ⊂ B if P ∩ T = ∅ for each T ∈ B ′.
To show that each STS(25) is 4-colorable, we use the following approach. Choose a set
M independent in S and color its points white. Next, partition V −M into two sets X and
Y, and color the points of X and Y red and blue, respectively. Finally, let ZX,Y be the set of
triples of S that are monochromatic at this phase of coloring, that is, the set of triples T so
that either T ⊂ X or T ⊂ Y. Find a set C ⊂ X ∪ Y independent in S, that covers ZX,Y ,
and recolor the vertices of Z green. Clearly, this assignment of colors is a 4-coloring of S.
Obviously, the biggerM is, and the smallerZX,Y is, the easier it is to ﬁnd such a 4-coloring.
To make ZX,Y small we take a graphG= (V −M,E), where uv is an edge of G if there is
triple T , T ∩M=∅, so that {x, y} ⊂ T . Consider a bipartite subgraphH = (X, Y ;E) ofG.
Again, it is obvious, that the larger the size ofH , the smaller the number of monochromatic
triples in ZX,Y .
In this section we provide lower bounds on the size of independent sets of S and on the
size of a bipartite subgraph of a graph.
For the reader’s convenience we recall some deﬁnitions. A conﬁguration C = (X,D) is
a collection D of triples so that T ∈DT = X, and each pair of points of X occurs in at most
one triple of D (thus C is a partial STS).We use p(C) for |X|, b(C) for |D| and, for x ∈ X,
the degree of x, deg x, is the number of triples in D containing x. Finally, a t-conﬁguration
is a conﬁguration comprising t triples.
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2.1. Independent sets
For an STS S= (V , B) and a conﬁgurationC, denote by f (C, S) the frequency ofC in S,
that is the number of occurrences of C in S (= the number of b(C)-subsets of B which are
isomorphic to C). All frequencies of conﬁguration needed in this subsection are provided
in Appendix. The following theorem is a slight reformulation of the main result of [6].
Theorem 1. Let S = (V , B) be an STS(v). Then Ik(S), the number of sets of size k that
are independent in S, is
Ik(S)=
(v
k
)
+
|S|∑
m=1
(−1)m
∑
C
f (C, S)
(
v − p(C)
k − p(C)
)
,
where the sum runs over all conﬁgurations C on up to k points.
Below we give a proof of the theorem that differs from the one in [6]. The reason to do
so is to show that the formula follows from the inclusion–exclusion principle, and thus it
provides a way to get lower bounds on Ik(S). This fact is an essential ingredient for the
proof of Corollary 2.
Proof. Let T ∈ B. A set M ⊂ V of size k has a property A(T ) if M contains T . Then
Ik(S) is the number of sets of size k not having any of the properties A(T ), T ∈ B, and the
formula for Ik(S) is obtained by a straightforward application of the inclusion–exclusion
principle. 
Corollary 2. Every STS(v), v = 19, 21, contains an independent set of size 7, and every
STS(v), v > 21, contains an independent set of size 8.
Proof. For v > 31, the statement follows from [5], see also Theorem 17.3 in [1]. Let S(v) be
an STS on v points. It is well known that the partial sums in the inclusion–exclusion formula
are alternately in excess and in deﬁciency of the sought value. Therefore, Ik(S(v))
(
v
k
)+∑t
m=1(−1)m
∑
C n(C, S)
(
v−p(C)
k−p(C)
)
, where t is any odd number. Setting t = 5, that is,
running the formula for all s-conﬁguration, s5, and taking into account only conﬁgurations
on up to eight vertices we get
Ik(S(v))
(v
k
)
− a0
(
18
k − 3
)
+
2∑
i=1
ai
(
v − p(Ai)
k − p(Ai)
)
−
5∑
i=2
bi
(
v − p(Bi)
k − p(Bi)
)
+
∑
i∈A
ci
(
v − p(Ci)
k − p(Ci
)
−
7∑
i=1
di
(
v − p(Di)
k − p(Di)
)
,
where A= {10, 11, 12, 14, 15, 16}.
All s-conﬁgurations, s5, on up to 8 points, as well as their frequencies are given in
Appendix, Table 1. Substituting into the above formula (we used MAPLE 9 for calcula-
tions) we get I8(S(31)) 509640 + 69p − 15m, I8(S(27))71253 + 27p − 11m, and
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I8(S(25)) 20625+ 12p− 9m. As for k= 7, we ran the above formula for conﬁgurations
on up to seven points, and got I7(S(21))6030+6p−m, and I7(S(19))1368+4p−m.
Taking into account that m 12 (C15, S(v)) = 12 nv6 , since the conﬁguration C15 can be
obtained from the mitre conﬁguration by removing a triple in two different ways, it is
I8(S(31)) 477090, I8(S(27))55809, I8(S(25))14955, I7(21)5400, and I7(19)
912. The proof is complete. 
Remark. Although I8(S(21)) = 315 − 6p − 5m, that is, the existence of an independent
set of size 8 in STS(21) does not follow from the above bound on I8(21), it was shown in
[6], by applying Theorem 1, that each STS(21) contains an independent set of size 8. To
carry out the calculation it was needed to consider 11 more conﬁgurations on up to 8 points
and some extra work to estimate their frequencies.
2.2. Bipartite subgraphs
There are several bounds on the size of a bipartite subgraph of a graph. We will utilize
one given below that is due to Edwards [3].
Theorem 3. Any connected graph G = (V ,E) has a bipartite subgraph of size at least
1
2 (|E| + 12 (|V | − 1)).
As graphs considered in this paper possess special properties it is possible in some cases
to improve the above bound. We start with some more deﬁnitions. Let G = (V ,E) be a
graph. We use f (G) for the maximum number of edges in a bipartite subgraph of G. Let
(X, Y ) be a partition of V into two parts. Then E(X, Y ) = {uv ∈ E, u ∈ X, v ∈ Y }, and
d(X, Y )= |E(X, Y )|. Further, for v ∈ V , E(v) stands for the set of edges incident with v,
and kX,Y (v)=|E(X, Y )∩E(v)|, iX,Y (v)=d(v)−kX,Y (v), and rX,Y (v)=kX,Y (v)−iX,Y (v).
If the partition (X, Y ) is clear from the context we write brieﬂy k(v), i(v) and r(v).A vertex
v is balanced (with respect to (X, Y )) if r(v)= 0, otherwise it is called unbalanced.
Lemma 4. Let G= (V ,E) be a graph on 17 vertices with 96 edges so that (G)8, the
degree of each vertex v of G is even, and the edge set of G can be decomposed into cycles
of length 3. Then f (G)54. Further, if f (G)= 54, then there is a partition P = (X, Y ) of
V so that d(X, Y )= f (G) and |X| = 9, |Y | = 8.
Proof. We start with several claims.
(a) d(X, Y )= 12 (|E| + 12
∑
v∈G r(v)).
If d(X, Y )= f (G), then
(b) r(v)0 for all v ∈ G.
Moreover, if u, v are balanced vertices, then
(c) u ∈ X, v ∈ Y, then uv is not an edge of G.
(d) u ∈ X, v ∈ X, z ∈ Y, r(z)= 2 and uz and vz is an edge of G then uv is an edge of G as
well.
It is d(X, Y ) = |E| − 12
∑
v∈G i(v) = |E| − 12
∑
v∈G k(v) − r(v) = |E| − d(X, Y ) +
1
2
∑
v∈G r(v), and (a) follows (b) was observed by Erdös [4], most probably (c) and (d) are
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well known as well. For the sake of completeness, to show (c) it is sufﬁcient to notice that
if uv were an edge of G then d(X′, Y ′)> d(X, Y ) for X′ = (X− u)∪ v, Y ′ = (Y − v)∪ u,
a contradiction. As for (d), contradiction would be given by X′ = (X − {u, v}) ∪ z, Y ′ =
(Y − z) ∪ {u, v} as then d(X′, Y ′)= d(X, Y )+ 2.
Now we are ready to prove the statement of lemma. Suppose by contradiction that
f (G)< 54. Since (G)8 and G is on 17 vertices, every two non-adjacent vertices must
have a neighbour in common. Thus, G is connected, and by Theorem 3, f (G)52. Since
the edge set of G can be decomposed into triangles, f (G) has to be even. Thus we have
f (G) = 52. Let P = (X, Y ) be a partition of V so that d(X, Y ) = 52. As d(v) is even
for all v ∈ V, r(v)2 for all unbalanced vertices. By (a) and (b) there are at most eight
unbalanced vertices.
We may assume that there is a balanced vertex in both X and Y . Indeed, if all balanced
vertices were in one part of P, say X, then the subgraph induced by the set B of balanced
verticeswould not be a complete graph as this would imply i(v)8 for all balanced vertices,
which in turn implies d(X, Y ) =∑v∈X k(v)∑v∈B k(v) =∑v∈B i(v)9 × 8 = 72, a
contradiction. Thus, there are balanced vertices u, v so that uv /∈E. Then, the partition
P ′=(X′, Y ′), whereX′=X−v, Y ′=Y∪v has the required property as d(X, Y )=d(X′, Y ′)
and both u and v are balanced with respect to P ′ as well.
Let u, v be balanced vertices,u ∈ X, v ∈ Y. Assume |X|> |Y |. Set X1 = N(v) ∩
X, Y1 = N(u) ∩ Y . By (c) all vertices in X1 and in Y1 are unbalanced. Since (G) = 8,
|X1|4, |Y1|4. Further,as there are at most eight unbalanced vertices,we get |X1| =
|Y1| = 4 and r(v) = 2 for each unbalanced vertex v. Clearly,all vertices in X2 = X − X1
and in Y2 = Y − Y1 are balanced. Moreover,N(z) ∩ Y = Y1 and d(z) = 8 for all z ∈ X2.
By (d),the subgraph induced by X2 is a complete graph. As d(z) = 8,i(z) = 4 which
implies |X2|5. Since |X|> |Y |, the same is true for Y2, hence |X2| = 5 and |Y2| = 4.
As the vertices of X2 are balanced and of degree 8 there is no edge between X1 and X2.
This in turn implies i(z)3 for z ∈ X1. As r(z) = 2,k(z)5 for all z ∈ X1. We get
d(X, Y )=∑v∈X k(v)=∑v∈X1 k(v)+∑v∈X2 k(v)4× 5+ 5× 4= 40< 52, a contra-
diction. Thus, f (G)54.
To prove the second part of the statement, suppose now that P = (X, Y ) is a partition
with d(X, Y ) = 54, |X|> |Y |, and |X| − |Y | is as small as possible. If |X| = 9, we are
done. If |X|> 9, we may assume that there is no balanced vertex v in X because moving v
to Y would result in a partition contradicting the minimality of |X| − |Y |. By (a) and (b),
there are at least ﬁve balanced vertices. As |Y |7, i(z)6 for all z ∈ Y . It is d(X, Y ) =∑
z∈Y k(z)=
∑
z∈Y i(z)+
∑
z∈Y r(z)7×6+4=46< 54, a contradiction. Thus |X|=9,
and the proof is complete. 
3. 4-colorable STSs
This section contains the main result of the paper that each STS(25) is 4-colorable.
However, we prove the statement not only for v= 25 but also for v= 19, 21. The reason is
that it seems that the proof of the statement for v = 19 has not been published yet, and for
both v = 19 and v = 21 it follows immediately from the statement for v = 25.
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Theorem 5. Each STS(v), 19v25, is 4-colorable.
Proof. Let S= (V , B) be an STS(25) andM be an independent set of S. There are |M|(v−
|M|)/2 triples with at least one point inM . Therefore S′, the set of triples T ofB, T ∩M=∅,
that is, the set of triples T induced by V −M has 16v(v−1)− 12 |M|(v−|M|)=h(v) triples.
Each triple T can be understood as a cycle of length 3 on the points of T . Thus, S′ might be
seen as a graphG=(V−M,E),with |E|=3h(v) edges.ByTheorem3,G contains a bipartite
subgraphH=(X, Y ;E′) having at least 12 |E|+ 14 (|V −M|−1)= 123h(v)+ 14 (v−|M|−1)
edges. By Corollary 2, each STS(v), v = 19, 21 contains an independent set M of size 7.
Thus, for v = 19, and v = 21, respectively, S′ has 15 and 21 triples, G has 45 and 63
edges, H has at least 26 and 36 edges, and thus there are at most two and three triples
in ZX,Y (=monochromatic triples, that is, triples T so that either T ⊂ X or T ⊂ Y ),
respectively.
For v = 25, STS(25) has an independent set M of size 8, S′ has 32 triples, and G has
96 edges. Further, G satisﬁes the assumptions of Lemma 4, thus |E′|54, i.e., there are at
most ﬁve triples in ZX,Y . We color the vertices of M white, vertices of X red, and vertices
of Y blue. To ﬁnish the proof we need to show that there is a set C of points covering all
triples inZX,Y and being independent in S. Coloring points ofC green provides a 4-coloring
of S.
First we deal with the case v=25, and assume the worst case scenario, that is, |ZX,Y |=5.
Let |X|> |Y |. Denote by  and  the number of triples in ZX,Y which are subsets of X and
Y, respectively. We will consider three cases.
(i)  = 5, = 0. In this case the triples of ZX,Y form a 5-conﬁguration K on points of
X′ ⊂ X. Thus, it is enough to ﬁnd a covering set C which is independent in ZX,Y as then C
is independent in S as well. We prove the statement by induction. First, it is easy to check
that Pasch, mitre and a conﬁguration comprising one triple have such covering set. For all
other t-conﬁgurations, t5, there is a point x ∈ X′ with degK x = 1. Let T be a triple in
K containing x. Suppose C′ is a sought covering set of K − T . If C′ is a covering set of K
as well, we are done, otherwise C = C′ ∪ {x} covers K and degK x = 1 implies that C is
independent in K .
Before dealing with the other two cases we introduce some more notions and notation.
For points x, y, z, we use x ◦ y = z to denote that {x, y, z} is a triple of S; we will also
say that the pair {x, y} is a z-pair. Two points x, y of a conﬁguration K are adjacent in K if
there is a triple T in K so that {x, y} ⊂ T , otherwise x, y are non-adjacent in K. Let K and L
be an -conﬁguration and a -conﬁguration of triples from ZX,Y in X and Y , respectively.
To ﬁnd a covering set C of ZX,Y , which is independent in S, we need to ﬁnd a covering C′
of K that is independent in K, a covering C′′ of L that is independent in L so that for any
a, b ∈ C′, a ◦b /∈C′′, and for any x, y ∈ C,′′ x ◦y /∈C′. ThenC=C′ ∪C′′ has the required
properties. Clearly, it sufﬁces to check the condition a ◦ b /∈C′′ (x ◦ y /∈C′) for pairs of
points which are non-adjacent in K (non-adjacent in L), because for the pairs of adjacent
vertices the condition is trivially satisﬁed.
(ii)  = 4, = 1. By Lemma 4, we may assume that |X| = 9, and |Y | = 8. There are
in total sixteen 4-conﬁgurations. An inspection reveals that 11 of them are on at most 9
vertices, all given in Tables 1 and 2of Appendix. Further, it is easy to see that each of the
11 conﬁgurations has a covering C′, |C′|3, which is independent in K , having at most
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two pairs of non-adjacent points, say{x, z} and {y, z}. Let x ◦ y = a, x ◦ z= b. Take a point
c /∈ {a, b}, c ∈ L. Then C = C′ ∪ {c} is a covering of ZX,Y .
(iii)  = 3, = 2. Thus K is one of conﬁgurations Bi, i = 1, . . . , 5. The conﬁgurations
Bi, i = 2, . . . , 5, are given in Table 1 of Appendix, B1 is the only 3-conﬁguration on nine
points. Assume ﬁrst that L is the 2-conﬁguration A2 on ﬁve points. Set C′ = {z}, where z is
the point of degree 2 in L. It is not difﬁcult to see that B1 has a coverK1 = {a, b, c} so that
for no two points u,w ofK1 we have u ◦w= z. Further, setK2={x, y}, x being (the only)
point of B2 of degree 2, and y the point of B2 that is non-adjacent in B2 with x obeying
x ◦ y = z, K3 = {x}, where x is the point of B3 of degree 3, K4 = {x, y}, where x, y are
(the only) two points of B4 of degree 2, K5 = {x, y}, x, y being any two points of B5 of
degree 2. Then {z} ∪Ki is a covering set of ZX,Y for L= A2, and K = Bi, 1 i5.
Finally, let L=A1. Let x, y be two points of K given in advance. It is obvious that there
is a cover C′ = {d, e} of L so that d ◦ e /∈ {x, y}. Thus C′ ∪ Ki is a covering set of ZX,Y
independent in S for K = Bi, 2 i5. We are left with the case K = B1.
Denote by T1, T2, T3 the (disjoint) triples of B1. First we show:
Claim 1. Let x, y be two points of L. Then there is cover C={a, b, c} of K so that no pair
of points of C is an x-pair, or a y-pair.
Let a be a point in K, say a ∈ T1, that does not form an x-pair with any point of K.As
any two x-pairs of points in K are disjoint, such a point exists since K is a conﬁguration on
an odd number of points. If there is a point p in K so that a ◦ p = y, assume WLOG that
p /∈ T3. Choose b ∈ T2, b = p. There is at least one point c ∈ T3, so that b ◦ c /∈ {x, y}.
Clearly, {a, b, c} has the required property. The claim is proved.
There are in L nine non-adjacent pairs of points. If there is a non-adjacent pair {x, y} in
L so that x ◦ y differs from all nine points of K then the pair together with the covering set
of K guarantied by Claim 1 provides the desired covering set of ZX,Y . Otherwise, for any
two points x, y in L, x ◦ y ∈ z, where z is a point ofK . In what follows we are going to use
several times the following observation that follows directly from the deﬁnition of an STS.
Claim 2. Let x, y be points of L so that x ◦ y = a, a being a point of K . Then a does not
form an x-pair or a y-pair with any point of K .
Suppose ﬁrst that there are two pairs x, x′ and y, y′ of points in L so that x◦x′=y◦y′=a,
say a ∈ T1. Clearly, x, x′, y, y′ have to be four distinct points. Take {x, y} as a covering set
ofL. Let x ◦y=b′, obviously b′ = a.WLOG suppose that b′ /∈ T3. Choose b ∈ T2, b = b′.
Then choose c ∈ T3 so that b◦c /∈ {x, y}. By Claim 2, a ◦b /∈ {x, y}, as well as a ◦c /∈ {x, y},
thus the set {x, y, a, b, c} is independent in S and coversZX,Y . Finally, we consider the case
where to each point a of K there is exactly one pair x, y of points in L so that x ◦ y = a. By
Claim 2, if x, y is an a-pair of non-adjacent points of L, then a does not form an x-pair or
a y-pair with any point in K . Thus, for each point a of K , out of six pairs of non-adjacent
points in K that include a at least two are z-pairs, where z is not a point of L. Hence, there
has to be a point a in K, so that there is a cover C = {a, b, c} of K with the property that
both a ◦ b and a ◦ c are not points of L. L contains nine pairs of non-adjacent points (nine
covers). Remove the three pairs which are a-, b-, and c-pairs. So, there are six pairs left.
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Further, if b ◦ c = z , z being a point of L, remove all pairs containing the point z. There
are still at least three pairs of non-adjacent points of L (three covers of L) left. Adding any
of them to C constitutes the required covering of ZX,Y . The proof in the case is complete.
It is not difﬁcult to see that all other cases for v = 25 are either symmetric to a case
discussed above or can be obtained from the case discussed above by deleting appropriate
number of triples. For v = 19 and v = 21, we have at most three triples in ZX,Y , so all
possibilities are covered by (iii). The proof of the theorem follows. 
4. Appendix
Table 1 contains all t-conﬁgurations, t5, on up to eight points. The third column pro-
vides conﬁguration frequencies. All frequencies can be calculated from a general formula
given in [8], the frequencies of k-conﬁgurations, k4, can be found in [1]. As shown in
[8], a star conﬁguration (= a conﬁguration C containing a point that lies on all triples of C)
and all conﬁgurations that can be obtained from a star conﬁguration by adding a triple are
constant, i.e., the number of occurrences of the conﬁguration is the same for all STS(v)s.
Table 1
A0 012 a0 = v(v − 1)/6
A1 012 345 a1 = (nv/72)(v − 7)
A2 012 034 a2 = nv/8
B2 012 034 567 b2 = (nv/48)(v − 7)(v − 9)
B3 012 034 056 b3 = (nv/48)(v − 5)
B4 012 034 456 b4 = (nv/8)(v − 7)
B5 012 034 245 b5 = nv/6
C10 012 034 456 267 c10 = (nv/8)(v − 8)+ 3p
C11 012 034 456 247 c11 = (nv/4)(v − 7)
C12 012 034 245 567 c12 = (nv/4)(v − 9)+ 12p
C14 012 034 245 356 c14 = nv/4− 6p
C15 012 034 245 056 c15 = nv/6
C16-Pasch 012 034 245 135 c16 = p
D1-mitre 012 034 056 135 246 d1 =m
D2 012 034 245 146 236 d2 = 3p
D3 012 034 245 146 237 d3 = nv/2− 12p
D4 012 034 245 146 257 d4 = nv/2− 12p − 6m
D5 012 034 245 135 067 d5 = 3(v − 7)p
D6 012 034 245 246 157 d6 = nv/2− 12p
D7 012 034 245 246 567 d7 = nv/4− 6p − 3m
Table 2
C6 012 034 245 678
C7 012 034 056 078
C8 012 034 056 678
C9 012 034 356 478
C13 012 034 156 278
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It is conjectured there that those are the only constant conﬁgurations. The frequencies of
the other conﬁgurations in the table are linear combination of the frequencies of a constant
conﬁguration, Pasch, and mitre conﬁgurations. We set nv = v(v − 1)(v − 3).
Table 2 contains all 4-conﬁgurations on nine points.
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