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ON WEAKLY IRREDUCIBLE NONNEGATIVE TENSORS AND
INTERVAL HULL OF SOME CLASSES OF TENSORS
M. RAJESH KANNAN∗, NAOMI SHAKED-MONDERER†, AND ABRAHAM BERMAN‡
Abstract. In this article we prove the strict monotonicity of the spectral radius of weakly
irreducible nonnegative tensors. As an application, we give a necessary and sufficient condition for
an interval hull of tensors to be contained in the set of all strong M-tensors. We also establish
some properties of M-tensors. Finally, we consider some problems related to interval hull of positive
(semi)definite tensors and P (P0)-tensors.
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1. Introduction. An m-order n-dimensional square real tensor is a multidimen-
sional array of nm elements of the form
A = (Ai1...im), Ai1...im ∈ R, 1 ≤ i1, . . . , im ≤ n.
(A square matrix of order n is a 2-order n-dimensional square tensor.) An m-order
n-dimensional square real tensor is said to be a nonnegative (positive) tensor if all
its entries are nonnegative (positive). In [7] and [8], the notion of eigenvalues of
some classes of tensors was introduced independently. In [2] and [3], a unified notion
of eigenvalues was given for all m-order n-dimensional tensors. Subsequently a lot
of work has been done in the spectral theory of tensors. In particular, a Perron-
Frobenius theory was developed for nonnegative tensors in [2], [5], [13] and [14], see
also the survey article [1]. In [7], the notion of irreducible tensors was defined and
in [5] and [6], the notion of weak irreducibility. Monotonicity of the spectral radius
of nonnegative tensors and strict monotonicity of the spectral radius of irreducible
nonnegative tensors were proved in [13], [14]. Here, we prove strict monotonicity of
the spectral radius of weakly irreducible nonnegative tensors. This is done in Section
3.
The concepts of positive (semi)definite matrices, P (P0)-matrices and M -matrices
were extended to tensors in [8], [12] and [15], respectively. When modeling a real life
problem the data may contain some errors because of inaccuracy of measurements,
noises, round-off errors, etc. In this context it is natural to consider matrices or tensors
whose entries are from some intervals. If B−A is a nonnegative tensor (A ≤ B), then
the interval hull and the interior of the interval hull of the tensors A and B are defined
as follows:
• I(A,B) = {C : Ci1...im = ti1...imAi1...im + (1 − ti1...im)Bi1...im , ti1...im ∈
[0, 1] for all i1, . . . , im ∈ {1, . . . , n}},
• int(I(A,B)) = {C : Ci1...im = ti1...imAi1...im + (1 − ti1...im)Bi1...im , ti1...im ∈
(0, 1) for all i1, . . . , im ∈ {1, . . . , n}}.
Note that int(I(A,B)) need not be the topological interior of I(A,B) in Rn
m
. In
[9] interval hull of M -matrices was studied. In Section 4 we extend these results for
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2 On weakly irreducible nonnegative tensors
M-tensors. In [10] and [11] interval hull of positive (semi)definite matrices and P (P0)-
matrices was studied. For each of these classes a necessary and sufficient condition
for an interval hull of matrices to be in the class was given. In Section 5, we extend
these results to interval hull of positive (semi)definite tensors and P (P0)-tensors.
2. Notation, definitions and known results. Let Rn(Cn) denote the n-
dimensional real (complex) vector space. Let Rn+ (R
n
++) denote the set of all real
n-tuples with nonnegative (positive) entries respectively. Vectors are denoted by
lower case letters (x, y, . . . ), matrices by upper case letters (A,B, . . . ) and tensors by
calligraphic capital letters (A,B, . . . ). The ith entry of a vector x is denoted by xi,
the (i, j)th entry of a matrix A is denoted by Aij and the (i1, . . . , im)
th entry of a
tensor A is denoted by Ai1...im . For two m-order n-dimensional real tensors A and
B, we write A ≤ B if Ai1...im ≤ Bi1...im for all 1 ≤ i1, . . . , im ≤ n and A < B if
Ai1...im < Bi1...im for all 1 ≤ i1, . . . , im ≤ n. For a subset α of {1, . . . , n}, |α| denotes
the number of elements of α.
Definition 2.1. A tensor A is said to be symmetric if its entries are invariant
under any permutation of the indices {i1, . . . , im}. A particular example is the
m-order n-dimensional identity tensor, denoted by I = (Ii1...im), defined as follows:
Ii1...im =
{
1 if i1 = · · · = im,
0 otherwise.
Definition 2.2. Let A = (Ai1...im) be an m-order n-dimensional tensor and
α ⊂ {1, . . . , n} with |α| = r. A principal subtensor A[α] of the tensor A with index
set α is an m-order r-dimensional subtensor of A consisting of rm elements defined
as follows:
A[α] = (Ai1...im) , where i1, . . . , im ∈ α.
In [7], the notion of irreducible tensors was introduced.
Definition 2.3. An m-order n-dimensional tensor A = (Ai1...im) is called re-
ducible if there exists a nonempty proper subset α ⊂ {1, . . . , n} such that
Ai1...im = 0 for all i1 ∈ α and i2, . . . , im /∈ α.
A tensor A is said to be irreducible if it is not reducible.
In [5] and [6], the notion of weakly irreducible nonnegative tensors was introduced.
With a nonnegative tensor A = (Ai1...im), we associate the nonnegative n× n matrix
R(A):
R(A)ij =
∑
{i2,...,im}∋j
Aii2...im .
Definition 2.4. A nonnegative tensor A = (Ai1...im) is said to be weakly re-
ducible if R(A) is a reducible matrix. It is weakly irreducible if it is not weakly
reducible.
The following result holds:
Proposition 2.1. [2, Lemma 2.1], [5, Lemma 3.1] Let A be a nonnegative
tensor. If A is irreducible, then A is weakly irreducible.
The converse is true only for matrices, and not for higher order tensors. For
x ∈ Cn and a natural number k, the vector x[k] is the Hadamard power of x, i.e.
x
[k]
i = x
k
i for all i. For an m-order n-dimensional tensor A and for a vector x ∈ C
n,
Axm−1 is the vector in Cn defined by (Axm−1)i =
∑n
i2,...,im=1
Aii2...imxi2 · · ·xim .
Now we recall the definition of eigenvalue of a tensor.
Definition 2.5. If a pair (λ, x) ∈ C× Cn \ {0} satisfies the equation Axm−1 =
λx[m−1], then λ is called an eigenvalue of A and x is called an eigenvector correspond-
ing to the eigenvalue λ. If (λ, x) ∈ R×Rn\{0}, then λ is called an H-eigenvalue of A.
M. Rajesh Kannan N. Shaked-Monderer and A. Berman 3
If (λ, x) ∈ R×Rn+ \ {0}, then λ is called an H
+-eigenvalue of A. If (λ, x) ∈ R×Rn++,
then λ is called an H++-eigenvalue of A. The spectral radius ρ(A) of a tensor A is
defined to be max{|λ| : λ is an eigenvalue of A}.
The following result is an analogue for tensors of a special case of the spectral
mapping theorem of matrices.
Proposition 2.2. [8, Corollary 3] Let A be an m-order n-dimensional tensor.
Suppose that B = a(A + bI), where a and b are two real numbers. Then µ is an
eigenvalue of B if and only if µ = a(λ + b), where λ is an eigenvalue of A. In this
case, they have the same eigenvectors.
The next important result is a Perron-Frobenius Theorem for nonnegative tensors.
It combines [2, Theorem 1.3] and [5, Theorem 4.1].
Proposition 2.3. Let A be an m-order n-dimensional nonnegative tensor.
(a) Then the spectral radius ρ(A) is an H+-eigenvalue of A.
(b) If A is weakly irreducible, then ρ(A) is an H++-eigenvalue of A and no other
eigenvalue has a positive eigenvector.
The following is a Collatz-Wielandt type result for weakly irreducible nonnegative
tensors.
Proposition 2.4. [5, Corollary 4.2], [6, Theorem 4.1] Let A = (Ai1...im) be an
m-order n-dimensional weakly irreducible nonnegative tensor. Then the unique scalar
λ, for which there is a vector z ∈ Rn++ with Az
m−1 = λz[m−1], satisfies:
λ = supx∈Rn
+
\{0}minxi>0
(Axm−1)i
x
m−1
i
= infx∈Rn
++
maxi
(Axm−1)i
x
m−1
i
.
The following result deals with the monotonicity of the spectral radius of nonneg-
ative tensors.
Proposition 2.5. [14, Lemma 3.5] [13, Theorem 2.20] Let A and B be two
m-order n-dimensional tensors such that 0 ≤ A ≤ B. Then
(a) ρ(A) ≤ ρ(B).
(b) if B is irreducible and A 6= B, then ρ(A) < ρ(B).
The following result establishes a relation between the spectral radius of a tensor
and its principal subtensors.
Proposition 2.6. [6, Lemma 2.2] Let A[α] be an m-order r-dimensional prin-
cipal subtensor of an m-order n-dimensional nonnegative tensor A. Then ρ(A[α]) ≤
ρ(A).
The following result is the analogue of the Frobenius normal form of nonnegative
matrices to weak irreducible nonnegative tensors.
Proposition 2.7. [6, Theorem 5.7] Let A be an m-order n-dimensional non-
negative tensor. If A is weakly reducible, then there exists a partition {α1, . . . , αk} of
{1, . . . , n} such that every tensor in {A[αj ] : j ∈ {1, . . . , k}} is weakly irreducible and
Ari2...im = 0 for all r ∈ αp , ij ∈ αq for some j ∈ {2, . . . ,m} and p > q.
The next result establishes the relation between the spectral radius of a nonneg-
ative tensor and that of its weakly irreducible subtensors considered as in the above
theorem.
Proposition 2.8. [6, Theorem 5.8] Let A be an m-order n-dimensional weakly
reducible nonnegative, and let {α1, . . . , αk} be a partition of {1, . . . , n} determined by
Proposition 2.7. Then ρ(A) = ρ(A[αp]) for some p ∈ {1, . . . , k}.
There is an analogue of the Frobenius normal form also for reducible nonnegative
tensors. However, there is no result like Proposition 2.8 in that case. We refer to [6,
Example 5.5].
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3. Weakly irreducible nonnegative tensors. In this section we first recall
(Proposition 3.1) a result about the dominant eigenvalue of an irreducible nonnegative
tensor. We then prove a similar result for weakly irreducible nonnegative tensors, and
use it in Theorem 3.4 to establish a strict monotonicity of the spectral radius of weakly
irreducible nonnegative tensors.
Proposition 3.1. [14, Lemma 3.1] Let A be an m-order n-dimensional irre-
ducible nonnegative tensor. If there exists y ∈ Rn+, y 6= 0, such that (A− ρ(A)I)y
m−1 ≥
0, then y is an eigenvector of A corresponding to ρ(A).
We can now state and prove the analogue of the above proposition for weakly
irreducible nonnegative tensors.
Lemma 3.1. Let A be an m-order n-dimensional weakly irreducible nonnegative
tensor. If there exists y ∈ Rn++, such that (A− ρ(A)I)y
m−1 ≥ 0, then y is an
eigenvector of A corresponding to the eigenvalue ρ(A).
Proof. We have to prove that (A − ρ(A)I)ym−1 = 0. First we shall prove that
(A − ρ(A)I)ym−1 > 0 is not possible. Suppose (A − ρ(A)I)ym−1 > 0, then there
exists ǫ > 0 such that Aym−1 ≥ (ρ(A) + ǫ)Iym−1. Then by Propositions 2.3 and 2.4,
we have
ρ(A) = supz∈Rn
+
\{0}minzi>0
(Azm−1)i
z
m−1
i
≥ mini
(Aym−1)i
y
m−1
i
≥ ρ(A) + ǫ,
a contradiction. So (A− ρ(A)I)ym−1 has at least one zero entry.
Now, for i = 1, . . . , n, define the functions fi : R
n −→ R as follows:
fi(x) =
∑n
i2,...,im=1
Aii2...imxi2 · · ·xim − ρ(A)x
m−1
i .
If fi(y) = 0 for all 1 ≤ i ≤ n, then we are done. Suppose fi(y) 6= 0 for some
i. Without loss of generality assume fi(y) > 0 for 1 ≤ i ≤ k and fi(y) = 0 for
k + 1 ≤ i ≤ n. Since fi is continuous and fi(y) > 0 for all 1 ≤ i ≤ k, there exists
δ > 0 such that fi(x) > 0 for all x ∈ B(y, δ) = {(z1, . . . , zn) ∈ R
n :
∑n
i=1 |yi−zi| < δ}
and 1 ≤ i ≤ k.
Let z ≥ y > 0 such that zj = yj for all j ∈ {k + 1, . . . , n} and zj > yj for all
j ∈ {1, . . . , k}. Then, we have zi2 · · · zim − yi2 · · · yim > 0 for all i2, . . . , im with at
least one ij /∈ {k+1, . . . , n}. We claim that fi(z) > fi(y) for some i ∈ {k+1, · · · , n}.
If fi(z) = fi(y) for all i ∈ {k + 1, . . . , n}, then Aii2...im = 0 for all i ∈ {k + 1, . . . , n}
and i2, . . . , im with at least one ij /∈ {k + 1, . . . , n}. Thus R(A)ij = 0 for all i ∈
{k + 1, . . . , n} and j /∈ {k + 1, . . . , n}. Hence A is weakly reducible, a contradiction.
Thus fi(z) > 0 for some i ∈ {k + 1, . . . , n}.
Choose z such that z ∈ B(y, δ) and z ≥ y with zj = yj for all j ∈ {k + 1, . . . , n}
and zj > yj for all j ∈ {1, . . . , k}. Without loss of generality assume fk+1(z) > 0.
If we replace y by z, then fi(z) > 0 for all i ∈ {1, . . . , k + 1}, fi(z) ≥ 0 for all
i ∈ {k + 2, . . . , n} and z ∈ Rn++. Thus repeating the process at most (n − k) times,
we get that for some z
′
∈ Rn++, fi(z
′
) > 0 for all 1 ≤ i ≤ n, which is, as shown above,
not possible.
Hence (A− ρ(A)I)ym−1 = 0, that is, y is an eigenvector corresponding to ρ(A).
The proof of next lemma is similar to the that of the above lemma by using the
fact ρ(A) = infx∈Rn
++
max1≤i≤n
(Axm−1)i
x
m−1
i
from proposition 2.4.
Lemma 3.2. Let A be an m-order n-dimensional weakly irreducible tensor. If
y ∈ Rn++ satisfies (A−ρ(A)I)y
m−1 ≤ 0, then y is a positive eigenvector corresponding
to ρ(A).
In the next theorem we establish a relation between the spectral radius of a weakly
irreducible nonnegative tensor and its principal subtensors.
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Theorem 3.3. Let A be an m-order n-dimensional weakly irreducible tensor,
and A[α] a principal subtensor of A, |α| = k < n. Then ρ(A[α]) < ρ(A).
Proof. Since ρ(A[α]) is equal to ρ(A′) for some weakly irreducible subtensor A′ of
A[α], it suffices to consider the case that A[α] itself is weakly irreducible. Let z ∈ Rk++
and y ∈ Rn++ be positive eigenvectors of A[α] and A, respectively, corresponding to
their largest eigenvalues ρ(A[α]) and ρ(A). Let y¯ = y[α]. Then
ρ(A[α]) = inf
x∈Rk
++
max
1≤i≤k
(A[α]xm−1)i
xm−1i
≤ max
1≤i≤k
(A[α]y¯m−1)i
y¯m−1i
≤ max
1≤i≤n
(Aym−1)i
ym−1i
= ρ(A).
The last inequality uses the fact that (A[α]y¯m−1)i ≤ (Ay
m−1)i for every 1 ≤ i ≤ k.
If ρ(A[α]) = ρ(A), then all the above inequalities are equalities. In particular,
ρ(A[α]) = ρ(A) = max
1≤i≤k
(A[α]y¯m−1)i
y¯m−1i
.
By the previous lemma, y¯ is the unique (up to scalar multiple) eigenvector of the
weakly irreducible tensor A[α]. We may therefore assume that y¯i = zi for every 1 ≤
i ≤ k. Since A is weakly irreducible, there exist 1 ≤ i ≤ k and i2, . . . , im ∈ {1, . . . , n}
at least one of which is greater than k, such that Aii2...im > 0. Thus using this specific
i we get that
ρ(A[α]) =
(A[α]y¯m−1)i
y¯m−1i
<
(Aym−1)i
ym−1i
= ρ(A).
Now we are ready to prove the strict monotonicity of the spectral radius for
weakly irreducible nonnegative tensors.
Theorem 3.4. Let A and B be two tensors such that 0 ≤ A ≤ B and B is a
weakly irreducible tensor. Then,
(a) ρ(A) ≤ ρ(B),
(b) if A 6= B, then ρ(A) < ρ(B).
Proof. Case 1: Let A be a nonnegative weakly irreducible tensor, then by
Proposition 2.3 we have that ρ(A) is an H++-eigenvalue of A with an eigenvector
y ∈ Rn++. Since A ≤ B, we have ρ(A)y
[m−1] = Aym−1 ≤ Bym−1.
Now by Proposition 2.4, we have
ρ(B) = sup
x∈Rn
+
\{0}
min
xi>0
(Bxm−1)i
xm−1i
≥ min
i
(Bym−1)i
ym−1i
≥ min
i
(Aym−1)i
ym−1i
= ρ(A)
Suppose ρ(B) = ρ(A). Then we have Bym−1 ≥ ρ(B)y[m−1]. Now by Lemma 3.1,
we have Bym−1 = ρ(B)y[m−1]. Thus Bym−1 = Aym−1. Since y ∈ Rn++, we have
B = A. Thus, if A 6= B, then ρ(A) < ρ(B).
Case 2: Let A be weakly reducible. Then there exists a weakly irreducible
subtensor of A, A[α], such that ρ(A[α]) = ρ(A) and |α| = k < n. Then B[α] is a
weakly irreducible subtensor of B. By Theorem 3.3,
ρ(A) = ρ(A[α]) ≤ ρ(B[α]) < ρ(B).
Theorem 3.4 implies the previously known result for irreducible tensors (see propo-
sition 2.5).
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Remark 3.1. From Theorem 3.3, it is clear that any nonnegative eigenvector of
a weakly irreducible nonnegative tensor corresponding to the spectral radius must be
positive.
4. Interval hull of M-tensors. In this section, we first recall the definition of
M-tensors. In Theorem 4.1, we prove that a principal subtensor of an M-tensor (a
strongM-tensor) is anM-tensor (a strongM-tensor). Then we prove some properties
ofM-tensors, and use them to prove one of the main results of this section, Theorem
4.3 about the interval hull of strong M-tensors.
We recall the definitions of Z-tensors, M-tensors and strong M-tensors from [4]
and [15].
Definition 4.1. Let A be an m-order n-dimensional tensor. Then A is called
a Z-tensor if there exists a nonnegative tensor D and a real number s such that
A = sI − D. A Z-tensor A = sI − D is said to be an M-tensor if s ≥ ρ(D). If
s > ρ(D), then A is called a strong M-tensor. A Z-tensor A = sI − D with D ≥ 0,
is called weakly irreducible, if D is weakly irreducible.
It is well known that a principal submatrix of anM -matrix (invertibleM -matrix)
is an M -matrix (invertible M -matrix). In the following theorem we prove the same
holds for M-tensors.
Theorem 4.1. Let A be an m-order n-dimensional M-tensor (a strong M-
tensor). Then all principal subtensors of A are M-tensors (strong M-tensors).
Proof. Let A[α] be an m-order r-dimensional principal subtensor A, where α ⊆
{1, . . . , n}. Let A = sI − D with D ≥ 0 and s ≥ ρ(D). Consider the following
decomposition A[α] = sI − D[α]. Then D[α] is a principal subtensor of D. Now, by
Lemma 2.6 we have ρ(D[α]) ≤ ρ(D). But s ≥ ρ(D) and hence s ≥ ρ(D[α]). Thus
A[α] is an M-tensor. The proof for the case of strong M-tensors is similar.
Since each diagonal entry of a tensor is a principal subtensor, Theorem 4.1 yields
a new proof to the following known result.
Corollary 4.1. [4, Propositions 4 and 15] The diagonal entries of an M-tensor
(a strong M-tensor) are nonnegative (positive).
The following observation will be used in the study of interval hull ofM-tensors.
Observation 1. Let A be an M-tensor. If A = tI − E for some t ≥ 0 and
E ≥ 0, then ρ(E) ≤ t. If A is a strong M-tensor and A = tI − E for some t ≥ 0 and
E ≥ 0, then ρ(E) < t.
Proof. Let A = sI − D with D ≥ 0 and s ≥ ρ(D). Let A = tI − E . If s ≤ t,
then A = tI − E = tI − ((t − s)I + D) and (t − s)I + D ≥ 0. Now, it follows from
Proposition 2.2 and the nonnegativity of D that (t − s) + ρ(D) = ρ(E) and hence
ρ(E) ≤ t. If s ≥ t, then A = sI − ((s − t)I + E) and (s − t)I + E ≥ 0. Again by
Proposition 2.2, we have (s − t) + ρ(E) = ρ(D) and hence ρ(E) ≤ t. The proof for a
strong M-tensor is similar.
In the next theorem we prove that if a Z-tensor B is greater than or equal to an
M-tensor entry-wise, then B is also an M-tensor.
Theorem 4.2. Let A and B be m-order n-dimensional Z-tensors such that
A ≤ B.
(a) Suppose A is an M-tensor (a strongM-tensor). Then B is also an M-tensor
(a strong M-tensor).
(b) Suppose A is a weakly irreducible M-tensor and A 6= B. Then B is a strong
M-tensor.
Proof.
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(a) Let A be anM-tensor. Then A = sI−D, where D ≥ 0 and s ≥ ρ(D). Choose
t ≥ s and E ≥ 0 such that B = tI − E . Then we have A = tI − D
′
where
D
′
≥ E ≥ 0. Thus ρ(D
′
) ≥ ρ(E). By Observation 1, we have t ≥ ρ(D
′
), so
t ≥ ρ(E). Hence B is anM-tensor. The proof for strongM-tensors is similar.
(b) We have D
′
is weakly irreducible. Hence by Observation 1 and Theorem 3.4,
we have t ≥ ρ(D
′
) > ρ(E). Thus B is a strong M-tensor.
Corollary 4.2. [15, Theorem 3.13] Let D be any nonnegative diagonal tensor.
If A is a symmetric M-tensor (strong M-tensor), then A + D is also a symmetric
M-tensor (strong M-tensor).
In the following theorem we give a sufficient condition for the interior of the
interval hull of two tensors to be a subset of the class of strong M-tensors. It is an
application of the Frobenius normal form for weakly irreducible nonnegative tensors
and the strict monotonicity of the spectral radius of weakly irreducible nonnegative
tensors.
Theorem 4.3. Let A and B be two m-order n-dimensional tensors. Suppose that
A ≤ B, A is an M-tensor and B is a strong M-tensor. Then C is a strong M-tensor
for all C ∈ int(I(A,B))
Proof.
Let A be an M-tensor and B be a strong M-tensor. If A is a strong M-tensor,
then by Theorem 4.2, the elements of I(A,B) are strong M-tensors.
Without loss of generality assume A = tI −D and B = tI −E , t > ρ(E), t = ρ(D)
and E ,D ≥ 0. Let C ∈ int(I(A,B)), then C = tI − F such that F ≥ 0. Since A ≤ C
and A 6= C, we have D ≥ F and D 6= F .
Suppose F is weakly irreducible. Then by Theorem 4.2, C is a strong M-tensor.
Suppose F is weakly reducible. Then by Propositions 2.7 and 2.8, there exists
a partition {α1, . . . , αk} of {1, . . . , n} such that the principal subtensors of F corre-
sponding to αi are weakly irreducible for all i = 1, . . . , n and ρ(F) = ρ(F [αj ]) for some
j. Since ρ(D) = t, by Proposition 2.6 we have t ≥ ρ(D[αj ]). If ρ(F [αj ]) < ρ(D[αj ])
or t > ρ(D[αj ]), then we are done. Otherwise, ρ(F [αj ]) = ρ(D[αj ]) = t. Then by
Theorem 3.4 we have F [αj ] = D[αj ]. As C ∈ int(I(A,B)), F [αj ] = D[αj ] = E [αj ].
But then t = ρ(D[αj ]) = ρ(F [αj ]) = ρ(E [αj ]) < t, a contradiction.
Thus we have that C is a strong M -tensor.
Remark 4.1. In the above theorem, the condition that B is a strong M-tensor
is necessary. As is evident from the proof, if B is an M-tensor but not a strong
M-tensor, then any C ∈ int(I(A,B)) is an M-tensor, but not a strong M-tensor.
5. Interval hull of P (P0)-tensors and Positive (semi) definite tensors. In
this section, we establish for each of the following classes positive (semi)definite ten-
sors, P (P0)-tensors, a necessary and sufficient condition for an interval hull of tensors
to be a subset of the class. We assert that for checking the positive (semi)definiteness
of the entire interval hull it is enough to check the positive (semi)definiteness of only
finitely many tensors in that interval. Similarly for P (P0)-tensors. First we recall the
definition of positive (semi)definite tensors.
For an m-order n-dimensional tensor A and a vector x ∈ C, the scalar Axm is
defined to be Axm =
∑n
i1,...,im=1
Ai1...imxi1 · · ·xim .
Definition 5.1 ([8]). Let A be an m-order n-dimensional tensor. Then A is
said to be a positive semidefinite tensor if for any vector x ∈ Rn, Axm ≥ 0, and A is
called a positive definite tensor if for any nonzero vector x ∈ Rn, Axm > 0.
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From the definition it is clear that, if m is odd, then there is no nontrivial positive
semidefinite tensors. Next we recall the definition of P (P0)-tensors.
Definition 5.2 ([12]). Let A be an m-order n-dimensional tensor. Then A
is said to be a P -tensor if for any nonzero vector x ∈ Rn, xi(Ax
m−1)i > 0 for
some i ∈ {1, . . . , n}, and A is called a P0-tensor if for any nonzero vector x ∈ R
n,
xi(Ax
m−1)i ≥ 0 for some i ∈ {1, . . . , n} with xi 6= 0.
Let Z = {(z1, . . . , zn) ∈ R
n : zi = ±1 for all i ∈ {1, . . . , n}}. For each z =
(z1, . . . , zn) ∈ Z we define the matrix Dz to be the diagonal matrix with z1, . . . , zn as
the diagonal entries.
For an interval hull I(A,B), its center and its radius, denoted by Ic and ∆,
respectively, are defined as follows:
Ic =
B+A
2 and ∆ =
B−A
2 .
From the definition, it is clear that ∆ ≥ 0.
Definition 5.3 ([14]). For an m-order n-dimensional tensor A and an n × n
matrix B, the product C = A
m︷ ︸︸ ︷
B · · ·B is defined as follows:
Ci1...im =
∑n
j1,...,jm=1
Aj1...jmBi1j1 · · ·Bimjm .
For an interval hull of tensors I(A,B) and for each z ∈ Z we define Iz = Ic −
∆
m︷ ︸︸ ︷
Dz · · ·Dz. It is easy to see that Iz ∈ I(A,B) for all z ∈ Z.
For a vector x ∈ Rn, we define its sign vector z = sgn(x) by
zi =
{
1 if xi ≥ 0,
−1 otherwise.
The following result is an extension of [11, Theorem 2.1] to tensors.
Theorem 5.1. Let A and B be two m-order n-dimensional tensors and A ≤ B.
Assume that x ∈ Rn and z = sgn(x). Then for each C ∈ I(A,B) and each i ∈
{1, . . . , n} we have xi(Cx
m−1)i ≥ xi(Izx
m−1)i.
Proof.
Let C ∈ I(A,B) and i ∈ {1, . . . , n}. Then,
|xi(Cx
m−1)i − xi(Icx
m−1)i| = |xi((C − Ic)x
m−1)i|
≤ |xi||((C − Ic)x
m−1)i|
≤ |xi|(∆|x|
m−1)i.
Thus xi(Cx
m−1)i ≥ xi(Icx
m−1)i − |xi|(∆|x|
m−1)i. Also we have z = sgn(x) and
|xi| = zixi for all i ∈ {1, . . . , n}. Now,
xi(Cx
m−1)i ≥ xi(Icx
m−1)i − |xi|(∆|x|
m−1)i
=
n∑
i2,...,im=1
xi(Ic)ii2...imxi2 · · ·xim − |xi|∆ii2...im |x|i2 · · · |x|im
= xi
n∑
i2,...,im=1
((Ic)ii2...im −∆ii2...imzizi2 · · · zim)xi2 · · ·xim
= xi(Izx
m−1)i.
Hence the proof.
The following result is an extension of [11, Theorem 3.2] to tensors.
Theorem 5.2. Let A and B be two m-order n-dimensional tensors and A ≤ B.
Then the following statements are equivalent:
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(a) C is a P -tensor for all C ∈ I(A,B).
(b) Iz is a P -tensor for all z ∈ Z.
Proof. (a) ⇒ (b) is obvious. For the reverse, suppose Iz is a P -tensor for all
z ∈ Z. Let C ∈ I(A,B), x ∈ Rn and z = sgn(x). Then by Theorem 5.1, we have
xi(Cx
m−1)i ≥ xi(Izx
m−1)i for all i ∈ {1, . . . , n}. Hence C is a P -tensor.
By the same proof:
Theorem 5.3. Let A and B be two m-order n-dimensional tensors and A ≤ B.
Then the following statements are equivalent:
(a) C is a P0-tensor for all C ∈ I(A,B).
(b) Iz is a P0-tensor for all z ∈ Z.
The following result is an extension of [10, Theorem 2] to tensors.
Theorem 5.4. Let A and B be two m-order n-dimensional tensors and A ≤ B.
Then the following statements are equivalent:
(a) C is a positive semidefinite tensor for all C ∈ I(A,B).
(b) Iz is a positive semidefinite tensor for all z ∈ Z.
Proof.
(a)⇒ (b) is obvious. For the reverse, suppose Iz is a positive semidefinite tensor
for all z ∈ Z. Let C ∈ I(A,B), x ∈ Rn and z = sgn(x). Then by Theorem 5.1, we
have xi(Cx
m−1)i ≥ xi(Izx
m−1)i for all i ∈ {1, . . . , n}. Now,
Cxm =
n∑
i1,...,im=1
Ci1...imxi1 · · ·xim
=
n∑
i1=1
xi1
n∑
i2,...,im=1
Ci1...imxi2 · · ·xim
≥
n∑
i1=1
xi1 (Izx
m−1)i1
= Izx
m ≥ 0.
Thus C is a positive semidefinite tensor.
The same proof shows:
Theorem 5.5. Let A and B be two m-order n-dimensional tensors and A ≤ B.
Then the following statements are equivalent:
(a) C is a positive definite tensor for all C ∈ I(A,B).
(b) Iz is a positive definite tensor for all z ∈ Z.
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