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THE REFINED COATES–SINNOTT CONJECTURE FOR
CHARACTERISTIC p GLOBAL FIELDS
JOEL DODGE AND CRISTIAN D. POPESCU*
Abstract. This article is concerned with proving a refined function field ana-
logue of the Coates-Sinnott conjecture, formulated in the number field context
in 1974. Our main theorem calculates the Fitting ideal of a certain even Quillen
K-group in terms of special values of L-functions. The techniques employed
are directly inspired by recent work of Greither and Popescu in the equivariant
Iwasawa theory of arbitrary global fields. They rest on the results of Greither–
Popescu on the Galois module structure of certain naturally defined Picard
1-motives associated to an arbitrary Galois extension of function fields.
1. Introduction
In [7], Greither and the second author engage in an in-depth study of the Galois
module structure of Picard 1-motives associated to characteristic p global fields. As
an application of their results, they prove the ℓ-adic e´tale cohomological Coates-
Sinnott conjecture in function fields, for all primes ℓ 6= p. In the main result of this
article we strengthen their result in two distinct directions.
For primes ℓ 6= p, inspired by techniques used in [6] to prove a refined Coates-
Sinnott conjecture in number fields, we strengthen the results in [7] on the ℓ-
adic e´tale cohomological Coates-Sinnott conjecture in function fields by proving an
equality of ideals instead of just a containment. For ℓ = p, we prove that the rele-
vant special L–value is a unit in the group ring with Zp-coefficients. Finally, using
the Quillen-Lichtenbaum conjecture (now a theorem), we transfer these results into
statements about Quillen K-groups and combine them to give an especially strong
form of the full integral Coates-Sinnott conjecture in the function field context.
We begin by giving the statement of the classical Coates–Sinnott conjecture for
number fields. If K/k is an abelian extension of number fields with Galois group
G and S is a finite set of primes of k containing the infinite primes, then let
ΘK/k,S(s) =
∑
χ∈Ĝ
LS(χ, s)eχ−1 : C→ C[G]
be the C[G]-valued, S-incomplete, G-equivariant L-function. Here, Ĝ denotes the
group of complex valued characters of G, eχ is the usual idempotent associated to
χ in C[G] and LS(χ, s) is the global L–function associated to χ with Euler factors
at all primes in S removed. The original Coates-Sinnott conjecture was stated in
[3] in terms of the Quillen K–groups Ki(OK) of the ring of algebraic integers OK .
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Conjecture 1.1 (Coates-Sinnott). Let K/k be an abelian extension of number
fields with Galois group G, let S be a finite set of primes of k containing the infinite
primes and the primes which ramify in K/k and let n ≥ 2 be an integer. Then
AnnZ[G](K2n−1(OK)tors) ·ΘK/k,S(1− n) ⊆ AnnZ[G](K2n−2(OK)).
Remark 1.2.
(1) It is known from work of Deligne-Ribet [5] that
AnnZ[G](K2n−1(OK)tors) ·ΘK/k,S(1 − n) ⊆ Z[G].
(See [10] for more details.)
(2) We call the statement in Conjecture 1.1 unrefined because it only predicts
a containment and not an equality of ideals. In order to prove an equality,
we will need a statement involving invariants which are more subtle than
the annihilator, namely the first Fitting ideal FitZ[G](∗).
Many of these results are most naturally stated and proven in terms of e´tale
cohomology rather than Quillen K–theory. We state here the Quillen-Lichtenbaum
conjecture linking e´tale cohomology and Quillen K–theory, recently proven as a
consequence of work of Voevodsky [14] on the Bloch-Kato conjecture. This will be
repeatedly used to translate between results on e´tale cohomology and K-theory.
Theorem 1.3 (Quillen-Lichtenbaum Conjecture). Let K/k be an abelian extension
of global fields with Galois group G and let S be a finite, nonempty set of primes
of k, containing all the archimedean (infinite) primes. Let ℓ be a prime number
which is assumed to be odd if char(k) = 0 and different from p if char(k) = p > 0.
Then, for all n ≥ 2 and i = 1, 2, Soule´’s ℓ–adic Chern character maps [12] give
isomorphisms of Zℓ[G]-modules
K2n−i(OK,S)⊗ Zℓ ≃ H
i
e´t(OK,S ,Zℓ(n)),
where OK,S is the usual ring of S–integers in K.
Away from the prime ℓ = 2 and under the assumption that a certain Iwasawa
µ–invariant vanishes, an especially strong form of Conjecture 1.1 was proved by
Greither-Popescu in [6], as a consequence of their equivariant main conjecture in
Iwasawa theory, also proved in [6]. Namely, they prove the following (see Theorem
6.11 in [6]).
Theorem 1.4 (Greither-Popescu). Keep the notations and assumptions of Con-
jecture 1.1. Let ℓ > 2 and suppose that the Iwasawa µ-invariant for the cyclotomic
Zℓ–extension of K is zero. Then, we have an equality
AnnZℓ[G](H
1
e´t(OK,S [1/ℓ],Zℓ(n))tors) ·ΘK/k,S(1− n) =
= ǫ · FitZℓ[G](H
2
e´t(OK,S [1/ℓ],Zℓ(n))),
for a certain idempotent ǫ in Zℓ[G].
Remark 1.5.
(1) If R is a commutative ring and M is a finitely generated R-module, then
we write FitR(M) for the first Fitting ideal of M .
(2) For the definition of ǫ, see the remarks following Corollary 6.10 in [6].
(3) One can use Theorem 1.3 and the fact that the Fitting ideal FitZℓ[G](M) of a
finitely generated Zℓ[G]–moduleM is included in its annihilator AnnZℓ[G](M)
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to show that Theorem 1.4 is a refinement of the ℓ–primary piece of Conjec-
ture 1.1. (See [6], §6 for the relevant details.)
(4) The theorem above is understood as a refined result because it expresses the
left hand side as a precise piece of the Fitting ideal of an algebraic invariant
associated to the field K.
In the case of characteristic p global fields, an ℓ-adic e´tale cohomological version
of Conjecture 1.1 at primes ℓ 6= p has recently been proven by Greither-Popescu
in [7]. In fact, they prove a stronger, though still unrefined, statement. We briefly
describe their result below.
Let K0/K′0 be an abelian extension of characteristic p global fields with Galois
group G and let S0 be a finite nonempty set of primes of K′0 containing all those
primes which ramify in K0/K′0. In what follows, OK0,S0 denotes the ring of S0-
integers in K0. The S0-incomplete G-equivariant L-function for this extension will
be denoted by
ΘK0/K′0,S0 : C→ C[G].
The precise definition of ΘK0/K′0,S0 will be given in §3.2 below. Let q be the order
of the exact field of constants of K′0, i.e. the finite field consisting of those elements
of K′0 which are algebraic over Fp. Theorem 5.20 in [7] is the following.
Theorem 1.6 (Greither-Popescu). Let ℓ be a prime different from p. Then
AnnZℓ[G](H
1
e´t(OK0,S0 ,Zℓ(n))) ·ΘK0/K′0,S0(q
n−1) ⊆ FitZℓ[G](H
2
e´t(OK0,S0 ,Zℓ(n))).
Remark 1.7.
(1) The values ΘK0/K′0,S0(q
n−1) are the correct function field analogues of the
special values at s = 1− n in the number field case.
(2) We do not have to take the torsion subgroup on the left hand side because
these e´tale cohomology groups are finite in function fields (as a direct conse-
quence of the characteristic p Riemann hypothesis, see [7] for more details.)
The fact that an equality was obtained in Theorem 1.4 makes it reasonable to
expect that the result of Theorem 1.6 can be strengthened to give an equality in
the function field case as well. As we prove in this paper, this is indeed the case at
primes ℓ 6= p. Moreover, the passage to Quillen K–theory permits us to prove the
analogous equality at the prime ℓ = p as well. First, we obtain the following result
in terms of e´tale cohomology. (See §5 below for the proof.)
Theorem 1.8. Let n ≥ 2 be an integer. Then, the following hold.
(1) FitZℓ[G]H
1
e´t(OK0,S0 ,Zℓ(n)) ·ΘK0/K′0,S0(q
n−1) = FitZℓ[G]H
2
e´t(OK0,S0 ,Zℓ(n)).
(2) ΘK0/K′0,S0(q
n−1) ∈ Zp[G]×.
Remark 1.9.
(1) The previous hypothesis on the µ-invariant is not present in the Theorem
above because the characteristic p analogue of the µ-invariant is always
zero. (That is, for all prime ℓ, the ℓ–adic Tate module of the Jacobian of a
smooth projective model of K0 is a free Zℓ–module.)
(2) No idempotent appears here because, unlike in the case of number fields, the
special values ΘK0/K′0,S0(q
n−1) are supported at all idempotents of Qℓ[G].
This is a consequence of the fact that characteristic p global L–functions do
not vanish at negative integers.
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(3) Although the containment of Theorem 1.6 can be viewed as giving one half
of Theorem 1.8, our proof of Theorem 1.8 does not make use of that result.
However, we make use in an essential way of the main result of [7], which
can be viewed as an abelian equivariant main conjecture in the Iwasawa
theory of characteristic p global fields.
From Theorem 1.8, we can quickly deduce our main theorem.
Theorem 1.10. Let n ≥ 2 be an integer. Then
FitZ[G](K2n−1(OK0,S0)) ·ΘK0/K′0,S0(q
n−1) = FitZ[G](K2n−2(OK0,S0)).
Proof. It will suffice to prove that we have equality of ideals in Zℓ[G] after tensoring
both sides with Zℓ, for each prime ℓ.
If ℓ 6= p, then the equality follows immediately from Theorem 1.3 combined with
part (1) of Theorem 1.8 and the fact that Fitting ideals commute with base change.
If ℓ = p, then the equality follows from part (2) of the previous theorem and
the fact that Kn(OK0,S0) ⊗ Zp = 0, for all n > 0. To see this we make a couple
of observations. First, Theorem 1.3 in [8] (a well known result of Geisser–Levine)
and the 5–term exact sequence which follows Theorem 1.5 in loc.cit., imply that
Kn(OK0,S0) has no p-torsion, for all n > 0. Fix an n > 0. If Kn(OK0,S0) had a
free Z–submodule, then Kn(OK0,S0)⊗Zℓ would not be finite for any ℓ. It is known
that the groups Hie´t(OK0,S0 ,Zℓ(n)) are finite for all ℓ 6= p and i = 1, 2 and a final
appeal to the Quillen-Lichtenbaum conjecture finishes the proof. 
2. Algebraic Background
In this section we introduce the relevant group rings and a number of functors
on modules over these rings. We then discuss some of the interplay between these
functors and Fitting ideals. The first Fitting ideal, from now on just referred to
as the Fitting ideal, plays a key role in formulating refined versions of the classical
conjectures on special values of L-functions. Most of the material in this section can
be found in the literature and we will give references rather than complete proofs
whenever possible.
2.1. Some Functors on Modules over Group Rings. Let K0/K′0 be a finite
abelian extension of characteristic p global fields with Galois group G. We remind
the reader that K0 and K′0 are finite extensions of Fp(t), for some variable t.
Throughout, all fields will be viewed as subfields of a fixed separable closure
of K0. Let κ be an algebraic closure of Fp and let K = K0κ, K′ = K′0κ be field
composita of κ with K0 and K
′
0. Let G := G(K/K
′
0). Since we have an isomorphism
of profinite groups G(K/K0) ≃ Ẑ (where Ẑ is the profinite completion of Z), the
profinite group G is an extension of G by Ẑ.
Let ℓ be a prime. A basic fact about the group ring Zℓ[G] is the following. If G
′
is the ℓ–Sylow subgroup of G and G ≃ ∆×G′, then we have a ring isomorphism
(1) Zℓ [G] ≃
⊕
χ˜
Zℓ[χ][G
′],
where the sum ranges over G(Qℓ/Qℓ)–conjugacy classes of characters χ ∈ ∆̂(Qℓ)
(the group of Qℓ–valued characters of ∆) and Zℓ[χ] is the ring generated over Zℓ
by the values of χ. Each Zℓ[χ][G
′] is a local ring with maximal ideal 〈ℓ, IG′〉, where
IG′ is the augmentation ideal of Zℓ[χ][G
′].
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Let Zℓ[[G]] be the ℓ–adic profinite group ring associated to G, endowed with the
usual ℓ–profinite topology. By a Zℓ[[G]]–module we always mean a finitely generated
topological Zℓ[[G]]–module. We will record the definitions and some basic properties
of several functors defined on the category of Zℓ[[G]]–modules.
Let Γ be an open subgroup of G which is topologically cyclic with generator γ
(e.g. Γ := G(K/K0).) The invariants and coinvariants functors associated to Γ are
MΓ = {m ∈M | γ ·m = m}, MΓ =M/{m− γ ·m | m ∈M},
respectively, for all Zℓ[[G]]–modules M . Both MΓ and MΓ are naturally Zℓ[G/Γ]-
modules. In particular, if Γ = G(K/K0) then both MΓ andMΓ are Zℓ[G]-modules.
Lemma 2.1. Suppose that 0 → A → B → C → 0 is a short exact sequence
of finitely generated Zℓ[[G]]-modules. Then there is an exact sequence of Zℓ[G/Γ]-
modules
0→ AΓ → BΓ → CΓ → AΓ → BΓ → CΓ → 0.
Proof. This follows from the snake lemma combined with the exactness of
0→MΓ →M
1−γ
−−−→M →MΓ → 0
for any Zℓ[[G]]-module M . 
Lemma 2.2. Let M be a Zℓ[[G]]–module which is finitely generated over Zℓ, then
MΓ is finite if and only if M
Γ is finite.
Proof. AsM is finitely generated over Zℓ,M
Γ is finite if and only ifMΓ⊗ZℓQℓ = 0
and similarly for MΓ. The alternating sum of the Qℓ-vector space dimensions in
0→MΓ ⊗Zℓ Qℓ →M ⊗Zℓ Qℓ
(1−γ)⊗1
−−−−−→M ⊗Zℓ Qℓ →MΓ ⊗Zℓ Qℓ → 0
is 0 and so we have that dimQℓ(MΓ ⊗Zℓ Qℓ) = dimQℓ(M
Γ ⊗Zℓ Qℓ). The lemma
follows. 
Definition 2.3. If M is a Zℓ[[G]]–module, then define
(1) M∗ = HomZℓ(M,Zℓ), with G–action (g · ϕ)(m) = ϕ(g
−1 ·m);
(2) M∨ = HomZℓ(M,Qℓ/Zℓ), with G–action (g · ϕ)(m) = ϕ(g
−1 ·m);
(3) M∧ = HomZℓ(M,Qℓ/Zℓ), with G–action (g · ϕ)(m) = ϕ(g ·m).
By continuity, each of these G–actions extends naturally and uniquely to an action
of Zℓ[[G]].
Lemma 2.4. Suppose that M is a finitely generated Zℓ[[G]]-module which is Zℓ-free
and that MΓ is finite. Then there is an isomorphism of Zℓ[[G]]-modules:
(MΓ)
∨ ≃ (M∗)Γ
Proof. See Lemma 5.16 in [7]. 
Let µℓ∞ denote the group of ℓ-power roots of unity in K. Since µℓ∞ ⊆ K, we
have the ℓ-cyclotomic character cℓ : G → Z
×
ℓ which is characterized by g ·ζ = ζ
cℓ(g),
for all ζ ∈ µℓ∞ and all g ∈ G. This allows us to define a family of continuous Zℓ-
algebra automorphisms tn : Zℓ[[G]] → Zℓ[[G]] which are uniquely characterized by
tn(g) = cℓ(g)
ng, for all n ∈ Z and all g ∈ G. It easy to check that (tn)−1 = t−n. If
M is a Zℓ[[G]]-module, then the n–th Tate twistM(n) ofM is the module obtained
by extending scalars along the morphism t−n. The G–action on M(n) is given by
g ∗m = cℓ(g)
ng ·m.
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It is straightforward to check that one has canonical Zℓ[[G]]–module isomorphisms
M(n) ≃M ⊗Zℓ Zℓ(n), M(n)(m) ≃M(n+m),
for all n,m ∈ Z. Clearly, the functor M →M(n) is exact for all n.
Remark 2.5. If γ is a topological generator of Γ which restricts to the qα-power
Frobenius on κ, then we have cℓ(γ) = q
α. A simple calculation shows that if V
is a Qℓ–vector space on which γ acts with eigenvalue λ, then γ acts on V (n) with
eigenvalue qnαλ.
Remark 2.6. We can immediately verify the isomorphisms of Zℓ[[G]]-modules:
M∗(n) ≃M(−n)∗, and M∨(n) ≃M(−n)∨.
2.2. Fitting Ideals. Let R be a commutative ring. We refer the reader to the
Appendix in [9] for the definition of the Fitting ideal FitR(M) of a finitely generated
R-module M . Here we record some basic facts about Fitting ideals over arbitrary
rings and then present some properties that are special to modules over the group
rings Zℓ[G]. The notion of projective dimension plays an important role in the
calculation of Fitting ideals. Throughout the rest of this paper pdR(M) will mean
the projective dimension of the R–module M .
Proposition 2.7. Let M,N be finitely generated R-modules, then
(1) FitR(M) ⊆ AnnR(M),
(2) FitR(R/I) = AnnR(R/I) = I,
(3) FitR(M ⊕N) = FitR(M) · FitR(N).
(4) If R
π
−→ S is a morphism of rings, then π(FitR(M)) · S = FitS(M ⊗R S).
Proof. See the Appendix in [9] and the references therein. 
Proposition 2.8. Let M be a Zℓ[[G]]-module and let m ∈ Z. Then
FitZℓ[[G]](M(m)) = t−m(FitZℓ[[G]](M)).
Proof. See Lemma 3.1 in [10]. 
In the next proposition we need a particular Zℓ-algebra involution of Zℓ[G].
Define ι : G→ G by ι(g) = g−1 and extend to Zℓ[G] by Zℓ-linearity.
Proposition 2.9. Let G be a finite abelian group and suppose that M is a finite
Zℓ[G]-module with pdZℓ[G](M) = 1. Then pdZℓ[G](M
∨) = 1 and
FitZℓ[G](M
∨) = ι(FitZℓ[G](M)).
Furthermore, this Fitting ideal is principal, generated by an element which is not a
zero-divisor in Zℓ[G].
Proof. Lemma 6 in [2] deals with M∧ instead of M∨ but the proof in loc.cit.
can easily be adapted to our situation. Once we observe that, in the notation of
[2], αT must be replaced by ι(αT ), the equality FitZℓ[G](M
∨) = ι(FitZℓ[G](M))
follows from their argument. In addition, it follows from the proof in loc.cit. that
pdZℓ[G](M
∨) = 1 and then Lemma 2.1 in [10] implies that FitZℓ[G](M
∨) is principal
and generated by a non zero-divisor in Zℓ[G]. 
Lemma 2.10. Let M be a Zℓ[G]-module which is cyclic as an abelian group. Then
FitZℓ[G](M) = AnnZℓ[G](M) = AnnZℓ[G](M
∧) = FitZℓ[G](M
∧).
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Proof. The two outer equalities are contained in Proposition 2.7 so it will suffice to
prove that
AnnZℓ[G](M) = AnnZℓ[G](M
∧).
Due to the obvious Zℓ[G]-module isomorphism (M
∧)∧ ≃M it will suffice to prove
that AnnZℓ[G](M) ⊆ AnnZℓ[G](M
∧). For this, suppose that x ·M = 0 for some
x ∈ Zℓ[G] and let f ∈M∧. Then (x · f)(m) = f(x ·m) = f(0) = 0, for all m ∈M .
This implies the containment and concludes the proof. 
The next property of Fitting ideals plays a key role in the upcoming calculations.
Proposition 2.11. Suppose that
0→ A→ B → C → D → 0
is an exact sequence of Zℓ[G]-modules which are all finite and which also satisfy
pdZℓ[G](B) ≤ 1 and pdZℓ[G](C) ≤ 1. Then we have
FitZℓ[G](A
∧) · FitZℓ[G](C) = FitZℓ[G](B) · FitZℓ[G](D).
Proof. See Lemma 5 in [2]. 
It is this Proposition which allows us to perform a precise calculation of the
Fitting ideal instead of simply arriving at a containment as in the unrefined Coates-
Sinnott conjecture.
3. Jacobians, e´tale cohomology groups and L-functions
In this section we introduce the algebraic and analytic objects which appear
in the statement of the refined Coates-Sinnott conjecture. On the algebraic side,
we introduce Jacobians of curves and e´tale cohomology groups and present the
relevant connections between the two. On the analytic side, the equivariant L-
functions, both at the finite and at the infinite level, are introduced. Again, most
of the material in this section can be found in [7]. The notations are those used in
the previous section.
Let Z ′0 be a smooth projective model for K
′
0 over κ0 and Z0 be a smooth pro-
jective model for K0 over κ0. That is, Z0 and Z ′0 are smooth projective curves over
κ0 whose fields of rational functions are isomorphic to K0 and K′0. Similarly Z and
Z ′ will denote smooth projective models for K and K′ over κ.
Let κ0 := κ ∩ K′0 be the exact field of constants of K
′
0 and let q := |κ0|. Then
γq will denote the q-power Frobenius map, viewed as a distinguished topological
generator of G(κ/κ0).
Let v be a prime of K′0 which is unramified in K/K
′
0 (equivalently, unramified
in K0/K′0). Then σ˜v will denote the Frobenius automorphism corresponding to v
inside G and Gv will denote the decomposition group for v in K/K′0. Similarly, σv
will denote the corresponding Frobenius automorphism in G and Gv will denote
the decomposition group for v in K0/K′0
If X is any subset of closed points on Z, then Div(X) will denote the set of
divisors on Z which are supported on X . That is
Div(X) =
⊕
w∈X
Z · w.
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The degree map deg : Div(X)→ Z is defined as usual by
deg(
∑
w
nw · w) =
∑
w
nw.
The group of divisors of degree 0 supported on X , Div0(X), is defined by the short
exact sequence
0→ Div0(X)→ Div(X)
deg
−−→ Z→ 0.
Finally we define the divisor map
div : K× → Div0(Z)
by the usual formula
div(f) =
∑
w∈Z
ordw(f) · w.
3.1. Generalized Jacobians and e´tale cohomology groups. Let J be the
Jacobian of Z. J is an abelian variety whose group of κ-rational points can be
identified with the group
Pic0(Z) :=
Div0(Z)
{div(f) | f ∈ K×}
.
As we work exclusively with the κ-rational points, the letter J will be used to mean
the group of κ-rational points of J .
Let T be a finite non-empty set of closed points on Z. Define the following
subgroup of K×:
K×T = {f ∈ K
× | f(v) = 1 for all v ∈ T }.
The generalized Jacobian JT is a semi-abelian variety whose group of κ-rational
points can be identified with the group
Div0(Z \ T )
{div(f) | f ∈ K×T }
.
As above, we will write JT to mean the group of κ-rational points of JT .
For every closed point v on Z, we let κ(v) denote its residue field. Obviously the
reduction mod v map leads to a field isomorphism κ ≃ κ(v), for any such v. We let
τT := (
⊕
v∈T
κ(v)×)/κ×,
where κ× sits in the direct sum above in the usual, diagonal way. The group τT is
isomorphic to the group of κ-rational points of a torus defined over κ0.
If A is an abelian group and ℓ is a prime, then the ℓ-adic Tate module of A will
be denoted by Tℓ(A).
Proposition 3.1. There is a short exact sequence of free Zℓ-modules of finite rank
0→ Tℓ(τT )→ Tℓ(JT )→ Tℓ(J)→ 0.
Proof. Remark 2.2 in [7] shows that there is such an exact sequence so it will
suffice to prove that each of these modules is free of finite rank over Zℓ. For this
it will suffice to prove that there are α, β ∈ Z such that τT ⊗ Zℓ ≃ (Qℓ/Zℓ)
α and
J ⊗ Zℓ ≃ (Qℓ/Zℓ)β .
First, from the definition of τT , it is clear that τT ⊗Zℓ ≃ (Qℓ/Zℓ)(|T |−1) if ℓ 6= p
and τT ⊗ Zp is trivial. Next, it follows from Remark 3.3 in [7] that J ⊗ Zℓ ≃
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(Qℓ/Zℓ)
2gZ if ℓ 6= p and that J ⊗ Zp ≃ (Qp/Zp)β for a certain β < gZ . Here gZ
denotes the genus of Z. 
The following theorem relates the generalized Jacobians associated to Z to the
e´tale cohomology groups that we want to study.
Proposition 3.2 (Lemma 5.11 and Remark 5.15 in [7]). Let S0 be a finite set
of primes of K′0 and let S be the set of primes of K lying over S0. There are
isomorphisms of Zℓ[G]-modules
(1) H2e´t(OK0,S0 ,Zℓ(n))
∼
−→ (Tℓ(JS)(−n)Γ)∨
(2) H1e´t(OK0,S0 ,Zℓ(n))
∼
−→ (Qℓ/Zℓ)(n)Γ ≃ (Zℓ(−n)Γ)∨
where OK0,S0 is the subring of K0 consisting of elements regular away from primes
above S0.
Proof. The cited references prove everything but the last isomorphism in (2). It
is easy to see that if M is a Zℓ[[G]]-module, then (MΓ)
∨ ≃ (M∨)Γ. The relation
Z∨ℓ ≃ Qℓ/Zℓ is clear and Remark 2.6 implies that Zℓ(−n)
∨ ≃ (Z∨ℓ )(n). Putting all
this together we therefore have Zℓ[G]-module isomorphisms
(Zℓ(−n)Γ)
∨ ≃ (Zℓ(−n)
∨)Γ ≃ (Z∨ℓ (n))
Γ ≃ (Qℓ/ Zℓ (n))
Γ.

3.2. The L-functions. As in previous sections, let K0/K′0 be a Galois extension of
characteristic p global fields with Galois group G and let S0 be a finite non-empty
set of primes of K′0 containing all those primes which ramify in K0/K
′
0. In addition,
let T0 be a finite set of primes of K
′
0 such that S0 ∩ T0 6= ∅. For each prime v
of K′0, let dv denote the residual degree of v over κ0. This means that if κ0(v) is
the residue field of v, then |κ0(v)| = qdv . To this data we associate the (S0, T0)
modified equivariant L-function, defined by the infinite product
(2) ΘK0/K′0,S0,T0(u) =
∏
v∈T0
(1− σ−1v · (qu)
dv) ·
∏
v 6∈S0
(1− σ−1v u
dv)−1,
which is obviously convergent in Z[G][[u]], endowed with the u–adic topology. If
T 6= ∅, then this product converges to an element of Z[G][u], i.e. it is a polynomial
in u with Z[G]–coefficients. (See §4.2 of [7] and Proposition 2.15 in Chapter 5 of
[13].) To avoid overburdening our notation, we will suppress the extension K0/K′0
and simply write ΘS0,T0(u). If T0 is empty, then we just write ΘS0(u). We note
that in the absence of T0, ΘS0(u) is not an element of Z[G][u] in general.
Let s be a complex variable. We define
δT0(q
−s) :=
∏
v∈T0
(1− σ−1v (q
dv )1−s).
Obviously, we have ΘS0,T0(q
−s) = δT0(q
−s) ·ΘS0(q
−s). This factorization will turn
up in later calculations. We remark that if T0 is non-empty, then
ΘS0,T0(q
−s) : C→ C[G]
is analytic on all of C. If T0 = ∅, then ΘS0(q
−s) will have a pole at s = 1. It
is however analytic on C \ {1} and, in particular, it can be evaluated at negative
integers s = 1− n for n ≥ 2.
Fix a prime ℓ 6= p. Now, we introduce an element of Zℓ[[G]] which is the G-
equivariant version of the special values of interest in Theorem 1.8. Recall that
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γq denotes the q-power Frobenius, which we will now identify with a topological
generator for the group Γ′ := G(K′/K′0). Since ΘS0,T0(u) ∈ Zℓ[G][u], we can
evaluate ΘS0,T0(u) at γ
−1
q to get an element of Zℓ[G× Γ
′] ⊆ Zℓ[[G× Γ′]]. Now, via
Galois restriction, we can identify G with a subgroup of G×Γ′ in the obvious way.
In this way, Zℓ[[G]] is identified with a subring of Zℓ[[G× Γ
′]].
Proposition 3.3. With the above notations, we have ΘS0,T0(γ
−1
q ) ∈ Zℓ[[G]].
Proof. See the discussion following Theorem 4.12 in [7]. 
We define
ϑ
(∞)
S0,T0
:= ΘS0,T0(γ
−1
q ) ∈ Zℓ[[G]].
The importance of ϑ
(∞)
S0,T0
is given in the following proposition which shows that its
twists know the special values of ΘS0,T0(q
−s) at negative integers s = 1− n.
Proposition 3.4. If π : Zℓ[[G]]→ Zℓ[G] is the reduction map, then
π(t1−n(ϑ
(∞)
S0,T0
)) = ΘS0,T0(q
n−1).
Proof. See the final equation in the proof of Theorem 5.20 in [7] 
4. Picard 1-Motives
The concept of a 1-motive has provided the foundation for recent success in
proving classical conjectures on special values of L-functions. Defined by Deligne
in [4], 1-motives were used by Deligne and Tate to prove the Brumer-Stark conjec-
ture in function fields, see [13]. This notion of a 1-motive has been generalized by
Greither-Popescu in [6] through the introduction of their abstract 1-motives. With
this machinery they have successfully proven the imprimitive Brumer-Stark conjec-
ture and the Coates-Sinnott conjecture for number fields under certain hypotheses
as well as other conjectures on special values of L-functions.
4.1. Galois module structure of Picard 1-motives. We keep the setup and
notation from the last section. Let S and T be finite sets of primes of K such that
S∩T = ∅. The machinery of 1-motives associates to the data (K, S, T ) the so-called
Picard 1-motive
MS,T = [Div
0(S)
δ
−→ JT ]
where δ is the map which sends a divisor to its class in JT . Note that this makes
sense because of the assumption that S ∩ T = ∅. As in §2 of [7], for all primes ℓ
one can define an ℓ–adic realization (ℓ–adic Tate module) Tℓ(MS,T ) of MS,T . For
a given ℓ, Tℓ(MS,T ) is a free Zℓ–module of finite rank which sits naturally in an
exact sequence of Zℓ–modules
(3) 0→ Tℓ(JT )→ Tℓ(MS,T )→ Div
0(S)⊗ Zℓ → 0.
(See loc.cit. for details.)
Remark 4.1. If S and T are G invariant, then Tℓ(MS,T ) can be given a natural
Zℓ[[G]]-module structure and the maps in the above exact sequence are morphisms
of Zℓ[[G]]-modules.
Greither-Popescu have proven the following theorem on the Zℓ[[G]]-module struc-
ture of Tℓ(MS,T ).
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Theorem 4.2 (Greither-Popescu). Suppose that S and T are G invariant, that
S, T 6= ∅ and that S contains all the primes which ramify in K/K′. Let S0, T0
be the sets of primes of K′0 which lie below the primes in S, T . In addition, let
H = G(K/K′). Then, the following hold.
(1) Tℓ(MS,T ) is Zℓ[H ]-projective.
(2) FitZℓ[[G]](Tℓ(MS,T )) = 〈ϑ
(∞)
S0,T0
〉.
Proof. See Corollary 4.13 in [7]. 
The last ingredient needed for the proof of our main theorem is a G-equivariant
duality pairing relating MS,T to MT,S
Proposition 4.3. Let ℓ 6= p. For each n ∈ Z, there is an isomorphism of Zℓ[[G]]-
modules
Tℓ(MS,T )(n− 1) ≃ Tℓ(MT,S)(−n)
∗
Proof. There is a Zℓ[[G]]-equivariant perfect pairing
Tℓ(MS,T )× Tℓ(MT,S)→ Zℓ(1).
(See the proof of Theorem 5.20 in [7].) This implies that
Tℓ(MS,T ) ≃ HomZℓ(Tℓ(MT,S),Zℓ(1)) = Tℓ(MT,S)
∗(1).
Tensoring with Zℓ(n− 1), then gives an isomorphism
Tℓ(MS,T )(n− 1) ≃ Tℓ(MT,S)
∗(n)
and applying Remark 2.6 finishes the proof. 
5. Proof of Theorem 1.8
5.1. Part (1), ℓ 6= p. . We keep the notation of the previous sections but recall
some of it here for the convenience of the reader. Let ℓ be a prime different from p
and let n ∈ Z with n ≥ 2. Let S0, T0 be two finite sets of primes of K′0 such that
S0 contains the primes which ramify in K0/K
′
0, S0 ∩ T0 = ∅ and S0, T0 6= ∅. Let
S, T denote the primes of K lying over the primes in S0, T0.
We begin by writing exact sequence (3), with S and T swapped:
0→ Tℓ(JS)→ Tℓ(MT,S)→ Div
0(T )⊗ Zℓ → 0.
Now, the definition of Div0(T ) combined with the exact twisting functor leads to
an exact sequence of Zℓ[[G]]–modules
(4) 0→ Tℓ(JS)(−n)→ Tℓ(MT,S)(−n)
ϕ
−→ Div(T )⊗ Zℓ(−n)→ Zℓ(−n)→ 0.
Proposition 5.1. Upon taking Γ coinvariants, sequence (4) induces an exact se-
quence of Zℓ[G]-modules
(5)
0→ Tℓ(JS)(−n)Γ → Tℓ(MT,S)(−n)Γ → (Div(T )⊗ Zℓ(−n))Γ → Zℓ(−n)Γ → 0.
Furthermore, all of these modules are finite.
Proof. We can break (4) into the two short exact sequences
0→ Tℓ(JS)(−n)→ Tℓ(MT,S)(−n)→ kerϕ→ 0
and
0→ kerϕ→ Div(T )⊗ Zℓ(−n)→ Zℓ(−n)→ 0.
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To check the exactness claimed in the proposition, it will suffice to check that each
of these sequences stays exact when we take coinvariants. Lemma 2.1 implies that
there are exact sequences
(kerϕ)Γ → Tℓ(JS)(−n)Γ → Tℓ(MT,S)(−n)Γ → (kerϕ)Γ → 0
and
Zℓ(−n)
Γ → (kerϕ)Γ → (Div(T )⊗ Zℓ(−n))Γ → Zℓ(−n)Γ → 0.
So, we must show that (kerϕ)Γ = 0 and (Zℓ(−n))Γ = 0. As a free Zℓ-module has no
non-zero finite submodules, it will suffice to show that (kerϕ)Γ and (Zℓ(−n))Γ are
both finite. By Lemma 2.2 this is equivalent to showing that (kerϕ)Γ and Zℓ(−n)Γ
are both finite and this is what we will prove.
Let α ∈ N, such that κ∩K0 = Fqα . Then γ := γαq is a topological generator for Γ.
(Note that Γ can be identified via Galois restriction with an open subgroup of Γ′.)
There is an obvious isomorphism of Zℓ[[Γ]]-modules Zℓ(−n) ≃ Zℓ[[Γ]]/〈1−cℓ(γ)nγ〉.
Taking Γ coinvariants we have an isomorphism
Zℓ(−n)Γ ≃ Zℓ[[Γ]]/〈1− cℓ(γ)
nγ, 1− γ〉 ≃ Zℓ/〈1− cℓ(γ)
n〉.
Since cℓ(γ)
n 6= 1 for any n ≥ 1, this is a quotient of two free Zℓ-modules of rank 1
and therefore it is finite.
Now, since (kerϕ)Γ ⊆ (Div(T )⊗Zℓ(−n))Γ, it will suffice to show that the latter
group is finite. We can write
(6) Div(T )⊗ Zℓ(−n) ≃
⊕
v∈T0
(
⊕
w|v
Zℓ · w)(−n)
where for each v ∈ T0 w runs through the set of all primes w in T sitting over v.
Note that each inner sum is a Zℓ[[Γ]]-module. We will prove that (
⊕
w|v Zℓ ·w)(−n)Γ
is finite, for all v ∈ T0.
Fix a prime v ∈ T0 and let w0 be a choice of a prime of K lying over v. We know
that G acts transitively on the primes of K lying above v and that Gv is the stabilizer
of w0 under this action. Consequently, we have isomorphisms of Zℓ[[G]]–modules
(
⊕
w|v
Zℓ · w)(−n) ≃ (Zℓ[[G]]/〈1− σ˜v〉)(−n) ≃ Zℓ[[G]]/〈1− cℓ(σ˜v)
nσ˜v〉.
For the second isomorphism, combine Proposition 2.7 part (2) and Proposition 2.8.
It follows that we have an isomorphism of Zℓ[G]–modules
(7) (
⊕
w|v
Zℓ · w)(−n)Γ ≃ Zℓ[G]/〈1− cℓ(σ˜v)
nσv〉.
Now, we obviously have cℓ(σ˜v) = q
dv . Consequently, since n 6= 0, the element
(1− cℓ(σ˜v)
nσv) = (1− q
n·dv ·σv) is not a zero-divisor in Zℓ[G]. In order to see this,
simply note that for all Qℓ–valued characters χ of G, we have
χ(1− qn·dv · σv) = 1− q
n·dv · χ(σv) 6= 0
and recall that the zero-divisors of Zℓ[G] are those elements which lie in the kernel
of at least one character χ. In fact, these kernels are precisely the minimal prime
ideals of Zℓ[G]. It is now clear that the module on the right side of the last displayed
isomorphism is finite, as it is a quotient of two finitely generated free Zℓ–modules
of equal rank.
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This proves the exactness of (5) and along the way we have also managed to
prove that two of the four modules appearing in this sequence, namely the last two,
are finite. If we show that either one of the two remaining modules is finite, then
the finiteness of the other will follow. We will prove that Tℓ(JS)(−n)Γ is finite.
Using Lemma 2.2 it is easy to see that Tℓ(JS)(−n)Γ is finite if and only if 1 is
not an eigenvalue for the action of γ on Tℓ(JS)(−n) ⊗ Qℓ. From Proposition 3.1,
we have a short exact sequence
0→ Tℓ(τS)(−n)→ Tℓ(JS)(−n)→ Tℓ(J)(−n)→ 0.
Now, recall that the Riemann hypothesis for the curve Z (a theorem due to A. Weil
in this context) says that the action of γ on Tℓ(J) ⊗Zℓ Qℓ has eigenvalues which
are algebraic integers independent of ℓ and of absolute value (qα)1/2. It follows
that the eigenvalues for the action of γ on Tℓ(J)(−n)⊗ZℓQℓ all have absolute value
(qα)1/2−n. (See Remark 2.5.) Since n is an integer, 1 is not an eigenvalue of this
action. Similarly, all the eigenvalues of γ on Tℓ(τS)(−n) are equal to (qα)(1−n).
Since n > 1, we therefore see that 1 is not an eigenvalue of the action of γ on
Tℓ(JS)(−n) and this finishes the proof. 
We intend to apply Proposition 2.11 to the sequence obtained by dualizing se-
quence (5). It will be convenient to check that sequence (5) satisfies the hypotheses
of Proposition 2.11 and then dualize. Proposition 2.9 ensures that Proposition 2.11
will still apply to the dualized sequence. The only hypotheses that remain to be
checked are that the two modules appearing in the middle of the sequence have
projective dimension at most 1.
Proposition 5.2. Both (Div(T )⊗ Zℓ(−n))Γ and Tℓ(MT,S)(−n)Γ have projective
dimension equal to 1 over Zℓ[G].
Proof. Theorem 4.2 implies that Tℓ(MS,T ) is Zℓ[H ]-projective for H = G(K/K′).
Proposition 1 of §3, Chapter 9 in [11] then implies that Tℓ(MS,T )(n−1)∗ is Zℓ[H ]–
projective as well. Proposition 4.3 now implies that Tℓ(MT,S)(−n) is also Zℓ[H ]–
projective.
Let K∞,K′∞ denote the cyclotomic Zℓ-extensions of K0 and K
′
0, respectively.
By definition, K∞ and K′∞ are the maximal pro-ℓ subextensions of K and K
′,
respectively and the Galois groups Γℓ := G(K∞/K0) and Γ
′
ℓ := G(K
′
∞/K
′
0) are
isomorphic to Zℓ. Now, K is the compositum of the linearly disjoint cyclotomic
Zr–extensions of K0, for all primes r. Consequently, we can write Γ ≃ Ẑ ≃
∏
r Zr,
where r runs over all the primes. As Tℓ(MT,S) is a free Zℓ-module, say of rank
m, the action of Γ on Tℓ(MT,S) factors through AutZℓ Tℓ(MT,S) ≃ GLm(Zℓ). It
is easy to see that the prime-to-ℓ part of GLm(Zℓ) is finite, which implies that the
image of
∏
r 6=ℓ Zr ⊆ Ẑ in GLm(Zℓ) is finite.
This shows that the action of Γ actually factors through the Galois group of a
subextension of K/K′0 which contains and is finite over K∞. In other words, for N
sufficiently large, Tℓ(MT,S) is a module over Zℓ[[G(K∞(µN )/K′0)]]. We fix such an
N with the additional property that ℓ | N . Then, µℓ∞ ⊆ K∞(µN ) and therefore
Tℓ(MT,S)(−n) is a Zℓ[[G(K∞(µN )/K′0)]]-module. Let Γℓ,N := G(K∞(µN )/K0).
Then, we obviously have equalities
Tℓ(MT,S)(−n)Γ = Tℓ(MT,S)(−n)Γℓ,N , Tℓ(MT,S)(−n)
Γ = Tℓ(MT,S)(−n)
Γℓ,N .
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Recall that we have defined H = G(K/K′). Let us write H ′ = G(K∞(µN )/K′∞).
It is easy to see that H is isomorphic to a subgroup of H ′ and that the quotient
H ′/H has order co-prime to ℓ. There is an exact sequence
0→ H ′ → G(K∞(µN )/K
′
0)→ Γ
′
ℓ → 0
and the fact that Γ′ℓ is topologically cyclic implies that this sequence is split. We
can therefore write
Zℓ[[G(K∞(µN )/K
′
0)]] ≃ Zℓ[[Γ
′
ℓ]][H
′].
Now, Proposition 2.2 and Lemma 2.3 in [10] lead to the following.
Proposition 5.3. With notations as above, let Λ := Zℓ[[Γ
′
ℓ]] and let M be a finitely
generated Λ[H ′]–module. Then, the following are equivalent.
(1) pdΛ[H′]M = 1.
(2) M has no non-trivial finite Λ–submodules and M is H–cohomologically
trivial.
Proof. See Proposition 2.2 and Lemma 2.3 in [10]. 
We apply the above Proposition to the Λ[H ′]–module Tℓ(MT,S)(−n). Since
Tℓ(MT,S)(−n) is H-cohomologically trivial (see Theorem 4.2(1)), the fact that
ℓ ∤ |H ′/H | combined with a standard inflation–restriction argument implies that
Tℓ(MT,S)(−n) is H ′–cohomologically trivial as well. It is clear that Tℓ(MT,S)(−n)
has no finite Λ submodules (as it is Zℓ–free). The above Proposition implies that
there is a short exact sequence of Λ[H ′]–modules
0→ P1 → P0 → Tℓ(MT,S)(−n)→ 0
where P1, P0 are projective over Λ[H
′].
The isomorphism G(K∞(µN )/K′0)/Γℓ,N ≃ G is clear and so Lemma 2.1 implies
that there is an exact sequence of Zℓ[G]-modules
(8) Tℓ(MT,S)(−n)
Γℓ,N → (P1)Γℓ,N → (P0)Γℓ,N → Tℓ(MT,S)(−n)Γℓ,N → 0.
Now, Lemma 2.2 implies that Tℓ(MT,S)(−n)Γℓ,N = Tℓ(MT,S)(−n)Γ = 0. In-
deed, we have already shown that Tℓ(MT,S)(−n)Γ is finite, which implies that
Tℓ(MT,S)(−n)Γ is finite. However, since Tℓ(MT,S)(−n) has no finite Zℓ-submodules,
Tℓ(MT,S)(−n)Γ must be trivial.
Since the modules (Pi)Γℓ,N are clearly projective over Zℓ[G], exact sequence (8)
implies that pdZℓ[G](Tℓ(MT,S)(−n)Γ) = 1, as required.
Next, we deal with (Div(T )⊗Zℓ(−n))Γ. In the previous proposition, we showed
that (Div(T )⊗Zℓ(−n))Γ is isomorphic as a Zℓ[G]-module to a direct sum of modules
of the form Zℓ[G]/〈1− cℓ(σ˜v)nσv〉. As 1− cℓ(σ˜v)nσv is not a zero-divisor in Zℓ[G],
this implies that we have an exact sequence of Zℓ[G]-modules
0→ Zℓ[G]
1−cℓ(σ˜v)
nσv
−−−−−−−−→ Zℓ[G]→ Zℓ[G]/〈1− cℓ(σ˜v)
nσv〉 → 0.
This shows that Zℓ[G]/〈1 − cℓ(σ˜v)nσv〉 has projective dimension 1 over Zℓ[G] and
therefore the same is true of Div(T )⊗ Zℓ(−n)Γ. This concludes the proof. 
Applying HomZℓ(−,Qℓ/Zℓ) to (5) we arrive at the exact sequence
0 −→ (Zℓ(−n)Γ)
∨ −→ ((Div(T )⊗ Zℓ(−n))Γ)
∨ −→(9)
−→ (Tℓ(MT,S)(−n)Γ)
∨ −→ (Tℓ(JS)(−n)Γ)
∨ −→ 0.
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We have observed that this sequence satisfies the hypotheses of Proposition 2.11.
In the remainder of this section we adopt the convention that all Fitting ideals
are taken over Zℓ[G] unless specified. Applying Proposition 2.11 to sequence (9)
we have an equality of ideals
Fit(((Zℓ(−n)Γ)
∨)∧) · Fit((Tℓ(MT,S)(−n)Γ)
∨) =(10)
= Fit(((Div(T )⊗ Zℓ(−n))Γ)
∨) · Fit((Tℓ(JS)(−n)Γ)
∨)
What remains is to calculate each of these Fitting ideals individually and fit all the
pieces together. By combining (6) and (7) we get a Zℓ[G]–module isomorphism
Div(T )⊗ Zℓ(−n) ≃
⊕
v∈T0
Zℓ[[G]]/〈1− cℓ(σ˜v)
nσv〉.
Now, Proposition 2.7 parts (2) and (3) imply that
Fit(Div(T )⊗ Zℓ(−n))Γ) = 〈
∏
v∈T0
(1− cℓ(σ˜v)
n · σv)〉 = 〈
∏
v∈T0
(1−Nvn · σv)〉.
If we now apply Proposition 2.9 we see that we have an equality of ideals
Fit((Div(T )⊗ Zℓ(−n))
∨
Γ) = 〈ι(
∏
v∈T0
(1−Nvn · σv))〉 =
= 〈
∏
v∈T0
(1 −Nvn · σ−1v )〉 = 〈δT0(q
n−1)〉.
Applying Lemma 2.4, and Proposition 4.3 we get that
(Tℓ(MT,S)(−n)Γ)
∨ ≃ (Tℓ(MT,S)(−n)
∗)Γ ≃ Tℓ(MS,T )(n− 1)Γ.
Combining Theorem 4.2 with Corollary 2.8 we have that
FitZℓ[[G]](Tℓ(MS,T )(n− 1)) = 〈t1−n(ϑ
(∞)
S0,T0
)〉.
Applying Proposition 3.4, we then have that
Fit(Tℓ(MS,T )(n− 1)Γ) = 〈π(t1−n(ϑ
(∞)
S0,T0
))〉 = 〈δT0(q
n−1) ·ΘS0(q
n−1)〉.
The e´tale cohomology groups appear via Proposition 3.2 which says that
(Zℓ(−n)Γ)
∨ ≃ H1e´t(OK0,S0 ,Zℓ(n)) and (Tℓ(JS)(−n)Γ)
∨ ≃ H2e´t(OK0,S0 ,Zℓ(n)).
Finally, Lemma 2.10 implies that
Fit(((Zℓ(−n)Γ)
∨)∧) = Fit((Zℓ(−n)Γ)
∨).
Combining all these calculations we can rewrite (10) as
Fit(H1e´t(OK0,S0 ,Zℓ(n))) · δT0(q
n−1) ·ΘS0(q
n−1) =
= δT0(q
n−1) · Fit(H2e´t(OK0,S0 ,Zℓ(n))).
We have seen that δT0(q
n−1) generates the Fitting ideal of a torsion finitely gener-
ated Zℓ[G]-module with projective dimension 1, and so Proposition 2.9 implies that
it is not a zero-divisor in Zℓ[G]. We are therefore entitled to cancel the δT0(q
n−1)
term from both sides of the equation. This results in the equality
FitZℓ[G](H
1
e´t(OK0,S0 ,Zℓ(n))) ·ΘS0(q
n−1) = FitZℓ[G](H
2
e´t(OK0,S0 ,Zℓ(n)))
and this concludes the proof of part (1) of the theorem.

16 JOEL DODGE AND CRISTIAN D. POPESCU*
5.2. Part (2), ℓ = p. Recall that in this case we have to prove that
(11) ΘS0(q
n−1) ∈ Zp[G]
×, for all n ∈ Z≥2,
where the notations are as above. We need the following.
Lemma 5.4. We have an inclusion
1 + p Zp [G] ⊆ Zp[G]
×.
Proof. Since Zp[G] is an integral extension of Zp and pZp is the only maximal
ideal in Zp, the going-up theorem of Cohen-Seidenberg implies that p belongs to
the Jacobson radical of Zp[G]. Consequently, the inclusion in the statement of the
Lemma holds. 
Now, we fix a finite, non-empty set T0 of closed points of Z
′
0, such that S0 and
T0 are disjoint.
Corollary 5.5. For all n ∈ Z≥2, we have
δT0(q
n−1) ∈ Zp[G]
×.
Proof. Since qn−1 is a power of p, we have
δT0(q
n−1) =
∏
v∈T0
(1− qn·dv · σ−1v ) ∈ 1 + p Zp [G]
and the above Lemma implies the desired result. 
Since we already know that ΘS0,T0(u) ∈ Z[G][u], we have
δT0(q
n−1) ·ΘS0(q
n−1) = ΘS0,T0(q
n−1) ∈ Zp[G].
Consequently, the Corollary above implies that (11) is equivalent to
(12) ΘS0,T0(q
n−1) ∈ Zp[G]
×, for all n ∈ Z≥2.
In order to prove this, we need to recall a few facts from [7]. First, recall that if P
is a finitely generated projective module over a commutative ring R, f ∈ EndR(P )
and u is a variable, then the polynomial
detR(1− f · u | P ) ∈ R[u]
is well defined and it is equal to
detR[u](1P⊕Q ⊗ 1− (f ⊕ 1Q)⊗ u | (P ⊕Q)⊗R R[u]),
where Q is any finitely generated R–module such that (P⊕Q) is R–free and 1Q and
1P⊕Q are the identity endomorphisms of Q and P ⊕Q, respectively. Consequently,
we have
(13) detR(1 − f · u | P ) ∈ 1 + u · R[u],
for all R, P and f as above.
Next, let Z := Z0 ×κ0 κ be the smooth, projective (not necessarily connected)
curve over Spec(κ) obtained by base change from Z0. Also, let S and T be the
(finite, disjoint) sets of closed points on Z lying above points in S0 and T0, respec-
tively. We denote by M the Picard 1–motive associated to the data (Z, S, T ). By
definition,M is defined over κ0 and G acts naturally onM via κ0–automorphisms.
Consequently, the ℓ–adic realizations Tℓ(M) ofM are endowed with natural Zℓ[G]–
module structures, for all prime numbers ℓ. The following was proved in [7].
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Theorem 5.6 (Greither-Popescu). The following hold.
(1) For all primes ℓ, Tℓ(M) is a projective Zl[G]–module.
(2) For all primes ℓ 6= p, we have
ΘS0,T0(u) = detZℓ[G](1 − γq · u | Tℓ(M)).
Remark 5.7. Statement (2) in the Theorem above can be extended to the prime p as
well, provided that one replaces the p–adic realization Tp(M) with the crystalline
realization Tcrys(M) of M, as defined in [1]. The module Tcrys(M) is finitely
generated over W [G], where W is the ring of Witt vectors of κ0. Although in
general Tcrys(M) is not projective over W [G] (see [1]), one still has
ΘS0,T0(u) = detCp[G](1− γq · u | Tcrys(M)⊗W Cp),
where Cp is the completion of the algebraic closure of Qp.
Now, part (2) of the Theorem above (for a fixed prime ℓ 6= p) combined with
(13) and the fact that ΘS0,T0(u) ∈ Z[G][u] imply that we have
ΘS0,T0(u) ∈ (1 + u · Zℓ[G][u]) ∩ Z[G][u] = 1 + u Z [G][u].
Consequently, since q is a power of p, we have
ΘS0,T0(q
n−1) ∈ 1 + p · Zp[G], for all n ∈ Z≥2.
Now, one applies the Lemma above to conclude that (12) holds. This concludes
the proof of Theorem 1.8. 
As proved in the introduction, the following refinement of the characteristic p
analogue of the Coates–Sinnott conjecture is a consequence of Theorem 1.8.
Corollary 5.8. Let n ≥ 2 be an integer. Then
FitZ[G](K2n−1(OK0,S0)) ·ΘK0/K′0,S0(q
n−1) = FitZ[G](K2n−2(OK0,S0)).
Proof. See the proof of Theorem 1.10 in the Introduction. 
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