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DISTINGUISHED BASES AND STOKES REGIONS
FOR THE SIMPLE AND THE SIMPLE ELLIPTIC
SINGULARITIES
CLAUS HERTLING AND CE´LINE ROUCAIROL
Abstract. Isolated hypersurface singularities come
equipped with a Milnor lattice, a Z-lattice of finite rank,
and a set of distinguished Z-bases of this lattice. Usually
these bases are constructed from one morsification and all
possible choices of distinguished systems of paths. But what
does one obtain if one considers all possible morsifications
and one fixed distinguished system of paths? Looijenga
asked this question 1974 for the simple singularities. He and
Deligne found that one obtains a bijection between Stokes
regions in a universal unfolding and the set of distinguished
bases modulo signs. This allows to see the base space of
the universal unfolding as an atlas of Stokes data. Here
we reprove their result and extend it to the simple elliptic
singularities. We use more conceptual arguments, moduli
spaces of marked singularities (i.e. Teichmu¨ller spaces for
singularities), extensions of them to F-manifolds, and the
actions of symmetries of singularities on the Milnor lattices
and these moduli spaces. We use and extend results of
Jaworski on the Lyashko-Looijenga maps for the simple
elliptic singularities. The sections 2 and 3 give a survey on
singularities and the associated objects which allows to read
the paper independently of other sources.
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1. Introduction
This paper has three parts. The first part is an introduction to isolated
hypersurface singularities. It makes the paper readable independently
of other sources, and it gives a basis for the other two parts.
The second part is an extension to the simple elliptic singularities of
work which Looijenga and Deligne did 1974 for the simple singularities.
This is the central part of the paper.
The third part is an extension and refinement of work of Jaworski
1986–1988 on the Lyashko-Looijenga maps for the simple elliptic sin-
gularities. The arguments are less conceptual and more computational
and more laborious than the arguments in the second part. We need
it in order to determine the sizes of certain finite sets which are in
bijection by the second part.
An isolated hypersurface singularity is a holomorphic function germ
f : (Cn+1, 0) → (C, 0) with an isolated singularity at 0. In order to
see its topology, one chooses a good representative f : Y → T with
Y ⊂ Cn+1 a suitable neighborhood of 0 and T ⊂ C a small disk around
0. TheMilnor latticeMl(f) is the (reduced for n = 0) middle homology
H
(red)
n (f−1(τ),Z) ∼= Zµ of a regular fiber f−1(τ) of f : Y → T for
some τ ∈ T ∩ R>0. Here µ ∈ Z>0 is the Milnor number of f . The
Milnor lattice comes equipped with a monodromy Mh, an intersection
form I, a Seifert form L, and a set B(f) of certain Z-bases of Ml(f),
the distinguished bases. Mh is a quasiunipotent automorphism, I is a
(−1)n-symmetric bilinear form, L is a unipotent bilinear form, and L
determines Mh and I. The group GZ(f) := Aut(Ml(f),Mh, I, L) =
Aut(Ml(f), L) will be important.
The distinguished bases are constructed as follows. First, one chooses
a morsification F (mor) : Y (mor) → T of f : Y → T , that is a deformation
such that the one singularity of f : Y → T with Milnor number µ splits
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into µ A1-singularities x
(j), j = 1, ..., µ, of F (mor) : Y (mor) → T with
pairwise different critical values uj = F
(mor)(x(j)), j = 1, ..., µ, with
|uj| < τ . Second, one chooses a distinguished system of paths. That is a
system of µ paths γj, j = 1, ..., µ, from uσ(j) to τ for some permutation
σ ∈ Sµ, which do not intersect except at τ and which arrive at τ
in clockwise order. Third, one shifts from the A1-singularity above
each value uσ(j) the (up to the sign unique) vanishing cycle along γj to
H
(red)
n ((F (mor))−1(τ),Z) and then by a canonical isomorphism toMl(f)
and calls the image δj . The tuple δ = (δ1, ..., δµ) turns out to be a Z-
basis ofMl(f) and is called a distinguished basis. One morsification, all
possible choicees of distinguished systems of paths and both possible
choices ±δj of signs for each cycle give all distinguished bases.
The Stokes matrix of one distinguished basis δ is the matrix S =
(−1)(n+1)(n+2)/2L(δt, δ)t. It is an upper triangular integer matrix with
1’s on the diagonal. The following table gives some information on the
sizes of the sets B(f) and |{Stokes matrices}|.
f |B(f)| |{Stokes matrices}|
simple singularity finite finite
simple elliptic singularity infinite finite
any other singularity infinite infinite
(1.1)
The last line of it was proved only recently by Ebeling [Eb18]. The
other two lines are explained for example in [Eb18] or in remark 7.2 (i)
below.
The simple singularities Aµ (µ ≥ 1), Dµ (µ ≥ 4), E6, E7 and E8
and the simple elliptic singularities E˜6, E˜7 and E˜8 are the first ones in
Arnold’s lists [AGV85, ch. 15.1] of isolated hypersurface singularities.
The simple singularities have no µ-constant parameter. The simple
elliptic singularities are 1-parameter families. See subsection 4.1 for
normal forms for all of them.
Deligne [De74] characterized B(f) and calculated the number |B(f)|
for the simple singularities. Yu [Yu90][Yu96][Yu99] derived from that
the number |{Stokes matrices}| for the simple singularities. Kluitmann
characterized B(f) for the simple elliptic singularities. He calculated
the number |{Stokes matrices}| for E˜6 in [Kl83] and for E˜7 in [Kl87],
by huge combinatorial efforts. The number |{Stokes matrices}| for E˜8
was not calculated before this paper. In corollary 7.3 we recover Kluit-
mann’s numbers for E˜6 and E˜7, and we give the number for E˜8, by a
completely different method. Our method combines a natural bijection
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part, the degrees of certain Lyashko-Looijenga maps for E˜6, E˜7 and
E˜8.
The simple singularities f = f(x0, ..., xn) have universal unfoldings
F alg(x0, ..., xn, t1, ..., tµ) = F (x, t) = Ft(x) = f(x) +
µ∑
j=1
tjmj , (1.2)
with m1, ..., mµ ∈ C[x] the monomials in table (4.4) and with parame-
ters t ∈Malg := Cµ.
1974 Looijenga [Lo74] and Lyashko (but his work was published only
later in [Ly79][Ly84]) considered the Lyashko-Looijenga map
LLalg :Malg → M
(µ)
LL := {y
µ +
µ−1∑
j=0
sjy
j | (s1, ..., sµ) ∈ Cµ} (1.3)
t 7→
µ∏
j=1
(y − uj) with (u1, ..., uµ) the critical values of F
alg
t .
for the simple singularities. It is a branched covering of a finite degree
degLLalg, see theorem 6.1 for details.
Looijenga posed the following problem: Consider a generic polyno-
mial p(y) =
∏µ
j=1(y− uj) ∈M
(µ)
LL . Then Ft for any t ∈ (LL
alg)−1(p(y))
is a morsification of f with the same critical values u1, ..., uµ. Now
fix one distinguished system of paths from u1, ..., uµ to τ . Each mor-
sification F algt with t ∈ (LL
alg)−1(p(y)) gives one distinguished basis
δ = (δ1, ..., δµ) up to signs. One obtains a map
LD : (LLalg)−1(p(y))→ B(f)/Gsign,µ, (1.4)
where the group Gsign,µ := {±1}
µ acts on δ = (δ1, ..., δµ) by sign
changes. An easy argument in [Lo74] which uses that LLalg is a
branched covering, shows that the map LD is surjective. Looijenga
asked whether LD is injective. He proved this for the Aµ-singularities.
Then Deligne [De74] calculated |B(f)| for all simple singularities and
showed |B(f)/Gsign,µ| = degLL
alg = |(LLalg)−1(p(y))|. This proved
that LD is a bijection for all simple singularities. Deligne’s letter
[De74] to Looijenga is not published. The result that LD is a bijection
is stated in [Mi89], [Yu90] and below in theorem 7.1.
A central part of this paper is an extension of this result to the sim-
ple elliptic singularities. Here a universal unfolding of a single simple
elliptic singularity is not good enough. In subsection 4.2 we present a
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global family of functions
F alg(x0, ..., xn, t1, ..., tµ−1, λ) = F
alg(x, t′, λ) = F algt′,λ(x) (1.5)
= fλ(x) +
µ−1∑
j=1
tjmj ,
with m1, ..., mµ−1 ∈ C[x] the monomials in table (4.7), fλ(x) the 1-
parameter families in Legendre normal form in (4.2) of the simple
elliptic singularities and with parameters (t′, λ) ∈ Malg := Cµ−1 ×
(C − {0, 1}). For each λ ∈ C − {0, 1}, the family F alg is (locally) a
universal unfolding of fλ. The family F
alg is not completely canoni-
cal. But the family Fmar with parameter space Mmar := Cµ−1 × H,
where H → C − {0, 1} is the universal covering, is canonical. This
is made precise in theorem 4.3 in a way which uses marked singular-
ities, the fact that the parameter space of each of the three families
of marked simple elliptic singularities is Mmarµ
∼= H [GH17-1], and a
thickening of this space to Mmar. We obtain Lyashko-Looijenga maps
LLalg : Malg →M
(µ)
LL and LL
mar : Mmar → M
(µ)
LL .
Analogously to LD for the simple singularities, we obtain a
Looijenga-Deligne map
LD : (LLmar)−1(p(y))→ B(f)/Gsign,µ (1.6)
for generic p(y) ∈M
(µ)
LL . A main result of this paper is that this map is
a bijection, see theorem 7.1. But our arguments are more involved than
the arguments for the simple singularities. The surjectivity follows by
the same easy argument in [Lo74], as soon as one has that the map
LLalg :Malg − (caustic ∪Maxwell stratum) (1.7)
→ M
(µ)
LL − (discriminant D
(µ)
LL)
is a finite covering. This is a hard theorem of Jaworski [Ja86, Theorem
2] [Ja88, Proposition 1], see theorem 6.2.
As both sides of (1.6) are infinite, the injectivity of LD in (1.6)
does not follow by a comparison of numbers. We need an action of GZ
on Mmar and on the middle homology bundle above Mmar − Dmar.
We need that Mmar is an F-manifold with Euler field. And we
need that and how a Stokes matrix S of LD(t) ∈ B(f)/Gsign,µ for
t ∈ (LLmar)−1(p(y)) encodes the covering in (1.7). See the proof of
theorem 7.1 for the details.
The bijection in (1.6) induces also a bijection
(LLmar)−1(p(y))/GZ→ {Stokes matrices}/Gsign,µ. (1.8)
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Both sides are finite, and the number |(LLmar)−1(p(y))/GZ| is in a
simple way related to degLLalg. Though Jaworski’s proofs in [Ja86]
and [Ja88] that LLalg in (1.7) is a covering, do not allow to calculate
its degree degLLalg .
The main task in the third part of the paper is to extend Jaworski’s
work and calculate degLLalg . In theorem 6.3 we obtain an extension
of Malg above C−{0, 1} to an orbibundle Morb
πorb→ P1 such that LLalg
extends to a holomorphic map LLorb : Morb → M
(µ)
LL which is outside of
the µ-constant stratum (and its translates by the unit field) a branched
covering and which maps (caustic)∪(Maxwell stratum)∪π−1orb({0, 1,∞})
to the discriminant D
(µ)
LL ⊂M
(µ)
LL . Detailed information aboutM
orb and
LLorb allows us to calculate the degree degLLorb (= degLLalg).
The first part of the paper consists of section 2, the subsections 3.1
and 3.2 and the first three pages of section 4. Section 2 recalls classical
data and facts around isolated hypersurface singularities, namely Mil-
nor fibrations, Milnor lattices, universal unfoldings, the base spaces as
F-manifolds with Euler fields, Lyashko-Looijenga maps, distinguished
bases, Stokes matrices, and Thom-Sebastiani type results. Subsection
3.1 reviews results in [He02, Theorem 13.11 and Theorem 13.13] on
symmetries of singularities. Subsection 3.2 reviews results in [He11,
Theorem 4.3] on the moduli spaces Mmarµ of marked singularities. The
first three pages of section 4 give normal forms for the simple and the
simple elliptic singularities and for the unfoldings.
The second part of the paper consists of the subsections 3.3 and 3.4,
the latter part of section 4 and the sections 6 and 7. Subsection 3.3
describes a thickening Mmar ⊃ Mmarµ of the moduli spaces of marked
singularities. Theorem 4.3 in the latter part of section 4 proves the
claims about this thickening in the cases of the simple and the simple
elliptic singularities. Subsection 3.4 defines and discusses Looijenga-
Deligne maps LD in a general setting. Section 7 states and proves
the main result theorem 7.1 that LD is a bijection for each simple
singularity and each family of simple elliptic singularities. Corollary
7.3 provides the finite numbers |{Stokes matrices}|. Section 6 states
the old and new results on the Lyashko-Looijenga maps for the simple
singularities (theorem 6.1, Lyashko and Looijenga) and the simple el-
liptic singularities (theorem 6.2, Jaworski, and theorem 6.3, new). The
most beautiful formula in section 6 is formula (6.7) for degLLalg for
the simple elliptic singularities.
The third part of the paper consists of the sections 5, 8, 9 and 10.
Section 5 makes the general discussion of the symmetries of singularities
in subsection 3.1 explicit in the cases of the simple and the simple
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elliptic singularities. Section 8 follows Fulton’s book [Fu84] and extends
some results there to the case of smooth cone bundles (definition 8.1).
We need this for the proof of corollary 8.6 which is used in the proof of
formula (6.7) in section 10. The long section 9 provides for the simple
elliptic singularities the extension of Malg = Cµ−1 × (C − {0, 1}) to
λ = 0 such that LLalg extends well. Finding the right way to glue
into Malg a fiber above λ = 0 was the most laborious part of this
paper. Section 10 combines this with the symmetries in section 5 and
provides the right extensions of Malg to λ = 1 and λ =∞, and it uses
corollary 8.6 to prove the formula (6.7) for degLLalg for the simple
elliptic singularities.
The first author thanks the organizers of the conference ”Moduli
spaces and applications in geometry, topology, analysis and mathemat-
ical physics” in Beijing February 27 – March 3, 2017, for the invitation
to the conference, and both authors thank especially Lizhen Ji for a lot
of patience during the preparation of this paper.
2. Topology and unfoldings of isolated hypersurface
singularities
An isolated hypersurface singularity (short: singularity) is a holomor-
phic function germ f : (Cn+1, 0) → (C, 0) with an isolated singularity
at 0. Such objects were studied intensively since the end of the 1960’ies.
In this section, we review classical facts on their topology and their un-
foldings and fix some notations. For the topology compare [AGV88]
and [Eb07]. For the unfoldings compare [AGV85] and (especially for
F-manifolds) [He02].
The Jacobi ideal of f is the ideal Jf := (
∂f
∂xi
) ⊂ OCn+1,0, its Jacobi al-
gebra is the quotient OCn+1,0/Jf , its Milnor number is the finite number
µ := dimOCn+1,0/Jf .
2.1. Topology of singularities. A good representative of f has to be
defined with some care [Mi68][AGV88][Eb07]. It is f : Y → T with
Y ⊂ Cn+1 a suitable small neighborhood of 0 and T ⊂ C a small disk
around 0. Then f : Y ′ → T ′ with Y ′ = Y −f−1(0) and T ′ = T −{0} is
a locally trivial C∞-fibration, the Milnor fibration. Each fiber has the
homotopy type of a bouquet of µ n-spheres [Mi68].
Therefore the (reduced for n = 0) middle homology groups are
H
(red)
n (f−1(τ),Z) ∼= Zµ for τ ∈ T ′. Each comes equipped with an in-
tersection form I, which is a datum of one fiber, a monodromy Mh and
a Seifert form L, which come from the Milnor fibration, see [AGV88,
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I.2.3] for their definitions (for the Seifert form, there are several con-
ventions in the literature, we follow [AGV88]). Mh is a quasiunipotent
automorphism, I and L are bilinear forms with values in Z, I is (−1)n-
symmetric, and L is unimodular. L determines Mh and I because of
the formulas [AGV88, I.2.3]
L(Mha, b) = (−1)
n+1L(b, a), (2.1)
I(a, b) = −L(a, b) + (−1)n+1L(b, a). (2.2)
The lattices Hn(f
−1(τ),Z) for all Milnor fibrations f : Y ′ → T ′ and
then all τ ∈ R>0∩T ′ are canonically isomorphic, and the isomorphisms
respect Mh, I and L. This follows from Lemma 2.2 in [LR73]. These
lattices are identified and called Milnor lattice Ml(f). The group GZ
is
GZ = GZ(f) := Aut(Ml(f), L) = Aut(Ml(f),Mh, I, L), (2.3)
the second equality is true because L determines Mh and I. We will
use the notation Ml(f)C := Ml(f) ⊗Z C, and analogously for other
rings R with Z ⊂ R ⊂ C, and the notations
Ml(f)λ := ker((Mh − λ id)
µ :Ml(f)C →Ml(f)C) ⊂ Ml(f)C,
Ml(f)1,Z := Ml(f)1 ∩Ml(f) ⊂Ml(f),
Ml(f) 6=1 :=
⊕
λ6=1
Ml(f)λ ⊂Ml(f)C,
Ml(f) 6=1,Z := Ml(f) 6=1 ∩Ml(f) ⊂Ml(f).
The formulas (2.1) and (2.2) show I(a, b) = L((Mh− id)a, b). There-
fore the eigenspace with eigenvalue 1 of Mh is the radical Rad(I) ⊂
Ml(f) of I. By (2.2) L is (−1)n+1-symmetric on the radical of I.
2.2. Unfoldings of singularities. The notion of an unfolding of an
isolated hypersurface singularity f goes back to Thom and Mather. An
unfolding of f is a holomorphic function germ F : (Cn+1 ×M, 0) →
(C, 0) such that F |(Cn+1,0) = f and such that (M, 0) is the germ of a
complex manifold. Its Jacobi ideal is JF := (
∂F
∂xi
) ⊂ OCn+1×M,0, its
critical space is the germ (C, 0) ⊂ (Cn+1 ×M, 0) of the zero set of JF
with the canonical complex structure. The projection (C, 0)→ (M, 0)
is finite and flat of degree µ. A kind of Kodaira-Spencer map is the
OM,0-linear map
aC : TM,0 → OC,0, X 7→ X˜(F )|(C,0) (2.4)
where X˜ is an arbitrary lift of X ∈ TM,0 to (Cn+1 ×M, 0).
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We will use the following notion of morphism between unfoldings.
Let Fi : (Cn+1 ×Mi, 0) → (C, 0) for i ∈ {1, 2} be two unfoldings of f
with projections pri : (C
n+1 ×Mi, 0) → (Mi, 0). A morphism from F1
to F2 is a pair (Φ, ϕ) of map germs such that the following diagram
commutes,
(Cn+1 ×M1, 0)
Φ
//
pr1

(Cn+1 ×M2, 0)
pr2

(M1, 0)
ϕ
// (M2, 0)
(2.5)
and
Φ|(Cn+1×{0},0) = id, (2.6)
F1 = F2 ◦ Φ (2.7)
hold. Then one says that F1 is induced by (Φ, ϕ) from F2. An unfolding
is versal if any unfolding is induced from it by a suitable morphism. A
versal unfolding F : (Cn+1×M, 0)→ (C, 0) is universal if the dimension
of the parameter space (M, 0) is minimal. Universal unfoldings exist by
work of Thom and Mather. More precisely, an unfolding is versal if and
only if the map aC is surjective, and it is universal if and only if the map
aC is an isomorphism (see e.g. [AGV85, ch. 8] for a proof). Observe
that aC is surjective/an isomorphism if and only if its restriction to 0,
the map
aC,0 : T0M → OCn+1,0/Jf (2.8)
is surjective/an isomorphism. Therefore an unfolding
F (x0, ..., xn, t1, ..., tµ) = F (x, t) = Ft(x) = f(x) +
µ∑
j=1
miti, (2.9)
with (M, 0) = (Cµ, 0) with coordinates t = (t1, ..., tµ) where
m1, ..., mµ ∈ OCn+1,0 represent a basis of the Jacobi algebra OCn+1,0/Jf ,
is universal.
2.3. F-manifolds. The base space of a universal unfolding is an F-
manifold with Euler field.
Definition 2.1. [HM99][He02] (a) An F-manifold is a complex mani-
fold M together with a holomorphic commutative and associative mul-
tiplication ◦ on its holomorphic tangent bundle TM and with a unit
field e ∈ TM such that the integrability condition
LieX◦Y (◦) = X ◦ LieY (◦) + Y ◦ LieX(◦) (2.10)
holds.
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(b) Let (M, ◦, e) be an F-manifold. An Euler field (of weight 1) is a
global holomorphic vector field E ∈ TM with LieE(◦) = ◦.
F-manifolds are studied in [He02, ch. 2–5]. In the case of a universal
unfolding F : (Cn+1 ×M, 0)→ (C, 0), its base space inherits from the
isomorphism a−1C : OC,0 → TM a multiplication. It satisfies (2.10), and
e := a−1C ([1]) and E := a
−1
C ([F ]) are the unit field and an Euler field
[He02, Theorem 5.3], so it is an F-manifold with Euler field.
We call a universal unfolding universal and not just semiuniversal,
because the morphism ϕ in (2.5) between the base spaces of any two
universal unfoldings is unique [He02, Theorem 5.4] (but Φ on the total
spaces is not unique). Therefore the base space of a universal unfolding
is (with its structure as F-manifold with Euler field) unique up to
unique isomorphism.
The following result on decompositions of germs of F-manifolds is a
very instructive application of the integrability condition (2.10), and it
is especially telling in the case of isolated hypersurface singularities.
Theorem 2.2. [He02, Theorem 2.11] Let (M, p) be the germ in p ∈M
of an F-manifold. It is an elementary fact from commutative algebra
that the algebra TpM decomposes into a direct sum
⊕l
k=1(TpM)k of
irreducible local algebras (it is just the decomposition into simultaneous
generalized eigenspaces with respect to all (commuting!) multiplication
endomorphisms).
This decomposition extends uniquely to a decomposition (M, p) =∏l
k=1(Mk, pk) of germs of F-manifolds. These germs are irreducible
germs of F-manifolds. If (M, p) has an Euler field, the Euler field
decomposes into a sum of Euler fields.
In the case of a good representative F : Y → T of a universal unfold-
ing F , for any t ∈ M , the canonical decomposition from theorem 2.2
of (M, t) into a product of germs of F-manifolds is a canonical decom-
position into a product of germs of base spaces of universal unfoldings
of the germs of Ft at all its critical points.
At generic t, this is a decomposition into 1-dimensional F-manifolds,
and the eigenvalues u1, ..., uµ of the Euler field form there local coordi-
nates, Dubrovin’s canonical coordinates. The Euler field has there the
shape E =
∑µ
j=1 ujej where ej =
∂
∂uj
, the multiplication is given by
ei ◦ ej = δijei, the unit field is e =
∑µ
j=1 ej, and the values u1, ..., uµ are
the critical values of Ft, i.e. the values of Ft at its critical points. Up
to isomorphism there is only one germ of a 1-dimensional F-manifold,
which is called A1. Then the germ (M, t) at generic t is as a germ of
an F-manifold of the type Aµ1 .
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2.4. Lyashko-Looijenga map. Looijenga [Lo74] was close to the no-
tion of an F-manifold. He had already the canonical coordinates at
generic points. And he and Lyashko [Ly79][Ly84] studied the Lyashko-
Looijenga map and its behaviour near the caustic and the Maxwell
stratum. For µ ∈ Z≥1 define
M
(µ)
LL = {y
µ +
µ∑
j=1
sjy
j−1 | (s1, ..., sµ) ∈ Cµ} ∼= Cµ, (2.11)
D
(µ)
LL := {p(y) ∈M
(µ)
LL | p(y) has multiple roots}. (2.12)
D
(µ)
LL is a hypersurface in M
(µ)
LL . Let F : (C
n+1 × M, 0) → (C, 0) be
a universal unfolding of a singularity f . Let F : Y → T be a good
representative of it with base space M . Then its Lyashko-Looijenga
map is the holomorphic map
LL : M → M
(µ)
LL , t 7→
µ∏
j=1
(y − uj), where u1, ..., uµ (2.13)
are the critical values of Ft (with multiplicities).
Define the caustic K3 ⊂M and the Maxwell stratum K2 ⊂M by
K3 := {t ∈M |Ft has less than µ singularities}, (2.14)
K2 := the closure in M of the set {t ∈M |Ft has µ (2.15)
singularities, but less than µ critical values}.
They are hypersurfaces in M .
The Lyashko-Looijenga map LL restricts to a locally biholomorphic
map LL : M−(K3∪K2)→ M
(µ)
LL −D
(µ)
LL (because the u1, ..., uµ are local
coordinates on M −K3), it maps K3 ∪K2 to D
(µ)
LL , and it is a branched
covering of order 3 respectively 2 at generic points of K3 respectively
K2. All of this was proved by Lyashko [Ly79][Ly84] and Looijenga
[Lo74]. Now it is an easy consequence of the F-manifold structure.
At a generic point t of K3, the germ of the F-manifold is of the type
A2A
µ−2
1 . Here A2 is the first in the countable series of irreducible germs
of massive F-manifolds [He02, ch. 4.2].
2.5. Distinguished bases and Stokes matrices of singularities.
Good references for distinguished bases are [AGV88] and [Eb07]. We
sketch their construction and properties.
Choose a universal unfolding of f , a good representative F : Y → T of
it with base space M , and a generic parameter t ∈M . Then Ft : Yt →
T with T ⊂ C the same disk as that for a Milnor fibration f : Y → T
above and Yt ⊂ Cn+1 is a morsification of f . It has µ A1-singularities,
12 CLAUS HERTLING AND CE´LINE ROUCAIROL
and their critical values u1, ..., uµ ∈ T are pairwise different. Their
numbering is also a choice. Now choose a value τ ∈ T∩R>0−{u1, ..., uµ}
and a distinguished system of paths. That is a system of µ paths γj,
j = 1, ..., µ, from uj to τ which do not intersect except at τ and which
arrive at τ in clockwise order. Finally, shift from the A1 singularity
above each value uj the (up to sign unique) vanishing cycle along γj to
the Milnor lattice Ml(f) = Hn(f
−1(τ),Z), and call the image δj.
The tuple δ = (δ1, ..., δµ) is a Z-basis of Ml(f). All such bases are
called distinguished bases. They form one orbit B(f) of an action of a
semidirect product Gsign,µ ⋊ Brµ. Here Brµ is the braid group with µ
strings, see [AGV88] or [Eb07] for its action. The sign change group
Gsign,µ := {±1}
µ acts simply by changing the signs of the entries of the
tuples (δ1, ..., δµ). The members of the distinguished bases are called
vanishing cycles.
The matrix L(δt, δ) = (L(δi, δj))i,j=1,...,µ of the Seifert form with
respect to a distinguished basis δ = (δ1, ..., δµ) is a lower triangular
matrix with (−1)(n+1)(n+2)/2 on the diagonal. The Stokes matrix of the
distinguished basis δ is by definition the upper triangular matrix in
M(µ× µ,Z)
S := (−1)(n+1)(n+2)/2 · L(δt, δ)t (2.16)
with 1’s on the diagonal. Then (2.1) and (2.2) give
Mh(δ) = δ · (−1)
n+1 · S−1St, (2.17)
I(δt, δ) = (−1)n(n+1)/2 · (S + (−1)nSt). (2.18)
The Coxeter-Dynkin diagram of the distinguished basis δ encodes S
in a geometric way. It has µ vertices which are numbered from 1 to µ.
Between two vertices i and j with i < j one draws
no edge if Sij = 0,
|Sij| edges if Sij < 0,
Sij dotted edges if Sij > 0.
Coxeter-Dynkin diagrams of many singularities were calculcated by
A’Campo, Ebeling, Gabrielov and Gusein-Zade. Some of them can be
found in [Ga74], [Eb83] and [Eb07]. Each Coxeter-Dynkin diagram
of any singularity is connected. We will use this important result in
lemma 2.3. There are three proofs of it, by Gabrielov [Ga74], Lazzeri
[La73] and Leˆ [Le73].
The Picard-Lefschetz transformation on Ml(f) of a vanishing cycle
δ is
sδ(b) := b− (−1)
n(n+1)/2 · I(δ, b) · δ. (2.19)
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For n even I(δ, δ) = (−1)n(n+1)/2·2 and sδ is the identity on the subspace
in Ml(f) orthogonal to δ and − id on Z · δ. For n odd sδ is unipotent
with kernel of sδ − id of rank µ − 1. In both cases sδ determines δ up
to the sign.
The monodromy Mh is
Mh = sδ1 ◦ ... ◦ sδµ (2.20)
for any distinguished basis δ = (δ1, ..., δµ).
Let us formulate a correspondence for later use.
Lemma 2.3. The orbit under Gsign,µ ⋊ Brµ of a tuple
((u1, ..., uµ), a distinguished system of paths, a Stokes matrix S)(2.21)
where u1, ..., uµ ∈ C are pairwise different is equivalent to the isomor-
phism class of a Z-lattice bundle of rank µ above C−{u1, ..., uµ}. The
only automorphisms (which fix the basis C − {u1, ..., uµ}) of this Z-
lattice bundle are ± id.
Proof: If a morsification Ft with critical values u1, ..., uµ and dis-
tinguished basis above the distinguished system of paths with Stokes
matrix S exists, then the Z-lattice bundle is up to isomorphism the flat
extension to C− {u1, ..., uµ} of the middle homology bundle⋃
τ∈T−{u1,...,uµ}
Hn(F
−1
t (τ),Z). (2.22)
If not, the Z-lattice bundle is obtained from a case in (2.22) by a
suitable deformation.
The vanishing cycle near uj is up to its sign uniquely determined by
its Picard-Lefschetz transformation.
Any automorphism of the Z-lattice bundle maps each of these van-
ishing cycles to ± itself. As the Coxeter-Dynkin diagram is connected,
the only automorphisms of the Z-lattice bundle are ± id. 
2.6. Thom-Sebastiani type results. A result of Thom and Sebas-
tiani compares the Milnor lattices and monodromies of the singular-
ities f = f(x0, ..., xn), g = g(y0, ..., ym) and f + g = f(x0, ..., xn) +
g(xn+1, ..., xn+m+1). There are extensions by Deligne for the Seifert
form and by Gabrielov for distinguished bases. All results can be found
in [AGV88, I.2.7]. They are restated here. There is a canonical iso-
morphism
Φ : Ml(f + g)
∼=
−→ Ml(f)⊗Ml(g), (2.23)
with Mh(f + g) ∼= Mh(f)⊗Mh(g) (2.24)
and L(f + g) ∼= (−1)(n+1)(m+1) · L(f)⊗ L(g). (2.25)
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If δ = (δ1, ..., δµ(f)) and γ = (γ1, ..., γµ(g)) are distinguished bases of f
and g with Stokes matrices S(f) and S(g), then
Φ−1(δ1⊗γ1, ..., δ1⊗γµ(g), δ2⊗γ1, ..., δ2⊗γµ(g), ..., δµ(f)⊗γ1, ..., δµ(f)⊗γµ(g))
is a distinguished basis of Ml(f + g), that means, one takes the van-
ishing cycles Φ−1(δi ⊗ γj) in the lexicographic order. Then by (2.16)
and (2.25), the matrix
S(f + g) = S(f)⊗ S(g) (2.26)
(where the tensor product is defined so that it fits to the lexicographic
order) is the Stokes matrix of this distinguished basis.
In the special case g = x2n+1, the function germ f+g = f(x0, ..., xn)+
x2n+1 ∈ OCn+2,0 is called stabilization or suspension of f . As there are
only two isomorphisms Ml(x2n+1)→ Z, and they differ by a sign, there
are two equally canonical isomorphisms Ml(f) → Ml(f + x2n+1), and
they differ just by a sign. Therefore automorphisms and bilinear forms
on Ml(f) can be identified with automorphisms and bilinear forms on
Ml(f + x2n+1). In this sense
L(f + x2n+1) = (−1)
n · L(f) and Mh(f + x
2
n+1) = −Mh(f) (2.27)
[AGV88, I.2.7], and GZ(f + x
2
n+1) = GZ(f). The Stokes matrix S does
not change under stabilization.
3. Marked singularities and their symmetries
3.1. Symmetries of singularities. Here we will review results from
[He02, 13.1 and 13.2] on symmetries of singularities. A review with
slightly simplified proofs was already given in [He11, ch. 6]. Let
f : (Cn+1, 0) → (C, 0) be a singularity, and let F : Y → T be
a good representative with base space M ⊂ Cµ (with coordinates
t = (t1, ..., tµ)) of a universal unfolding (Cn+1 ×M, 0)→ (C, 0). Let
R := {ϕ : (Cn+1, 0)→ (Cn+1, 0) |ϕ biholomorphic}
be the group of all germs of coordinate changes, and let
Rf := {ϕ ∈ R | f ◦ ϕ = f} (3.1)
be the group of symmetries of f . It is possibly ∞-dimensional, but the
group jkR
f of k-jets in Rf is an algebraic group for any k ∈ Z≥1. Let
Rf := j1R
f/(j1R
f )0 (3.2)
be the finite group of components of j1R
f . It is easy to see that
Rf = jkR
f/(jkR
f )0 for any k ∈ Z≥1 [He02, Lemma 13.10]. Recall
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the definition of GZ(f) in (2.3). There is a natural homomorphism
()hom : R
f → GZ(f), ϕ 7→ (ϕ)hom. (3.3)
Let AutM := Aut((M, 0), ◦, e, E) be the group of automorphisms of the
germ (M, 0) as a germ of an F-manifold with Euler field. It is a finite
group because M is a massive F-manifold [He02, Theorem 4.14]. We
claim that there is also a natural homomorphism
()M : R
f → AutM , ϕ 7→ (ϕ)M . (3.4)
It arises as follows. F ◦ϕ−1 is a universal unfolding of f with the same
base space (M, 0) as the universal unfolding F . A morphism which
induces F ◦ϕ−1 by F is given by a pair (Φ, (ϕ)M) where (ϕ)M ∈ AutM
and where Φ : (Cn+1×M, 0)→ (Cn+1×M, 0) is a biholomorphic map
germ with
F ◦ ϕ−1 = F ◦ Φ, Φ|(Cn+1×{0},0) = id, prM ◦Φ = (ϕ)M ◦ prM . (3.5)
Here Φ is not unique, but (ϕ)M is unique because AutM is finite and
the differential of (ϕ)M at T0M is determined by the action of ϕ on the
Jacobi algebra OCn+1,0/Jf ∼= T0M . The map Φ ◦ ϕ satisfies
F ◦ (Φ ◦ ϕ) = F and prM ◦(Φ ◦ ϕ) = (ϕ)M ◦ prM (3.6)
and is an extension of the symmetry ϕ of f to a symmetry of F .
The following theorem is contained in [He02, Theorem 13.11] and is
rewritten in [He11, Theorem 6.1].
Theorem 3.1. As above, let f : (Cn+1, 0) → (C, 0) be an isolated hy-
persurface singularity, and let F : (Cn+1×M, 0)→ (C, 0) be a universal
unfolding with base space (M, 0).
(a) The homomorphism ()M : R
f → AutM factors through Rf to
a homomorphism ()M : Rf → AutM . If mult f ≥ 3 then ()M : Rf →
AutM is an isomorphism and then j1R
f = Rf . If mult f = 2 then ()M :
Rf → AutM is surjective with kernel of order 2. If f = g(x0, ..., xn−1)+
x2n then the kernel is generated by the class of the symmetry (x 7→
(x0, ..., xn−1,−xn)).
(b) The homomorphism ()hom : R
f → GZ(f) factors through Rf
to an injective homomorphism ()hom : Rf → GZ(f). Let G
smar
R (f) ⊂
GZ(f) denote its image. It contains − id if and only if mult f = 2. If
f = g(x0, ..., xn−1) + x
2
n then − id = (x 7→ (x0, ..., xn−1,−xn))hom.
(c) The homomorphism
()M ◦ ()
−1
hom : G
smar
R (f)→ AutM (3.7)
is an isomorphism if mult f ≥ 3. It is surjective with kernel {± id} if
mult f = 2.
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Consider a singularity f : (Cn+1, 0)→ (C, 0) and a good representa-
tive F : Y → T of a universal unfolding with base space M . One can
choose it such that any element of Rf lifts to an automorphism of F .
Consider the Z-lattice bundle⋃
(τ,t)∈T×M−D
Hn(F
−1
t (τ),Z). (3.8)
Definition/Lemma 3.2. (a) (Definition) We call the flat extension
of the Z-lattice bundle in (3.8) to C ×M − D the canonical Z-lattice
bundle of M .
(b) (Lemma) Any element of AutM lifts to an automorphism of the
canonical Z-lattice bundle of M . The lift is unique up to ±1.
Proof: The surjectivity of the homomorphism ()M : Rf → AutM
implies that any automorphism of ((M, 0), ◦, e, E) lifts to an automor-
phism of the unfolding and thus to an automorphism of the Z-lattice
bundle in (3.10). Because of lemma 2.3, the only automorphisms of the
Z-lattice bundle which fix T ×M , are ± id. Therefore any element of
AutM has only two lifts, and they differ by ±1. 
Part (b) justifies part (a): The bundle depends only on the isomor-
phism class of the germ ((M, 0), ◦, e, E). Instead of lemma 2.3, we
could have used theorem 3.1 (c). But that would give only that any
element of AutM has two canonical lifts, which differ by ±1, not that
they are the only lifts.
In the case of a quasihomogeneous singularity, the finite group of
quasihomogeneous symmetries is a natural lift of Rf . This will be
useful for the calculations in section 5.
Theorem 3.3. [He02, Theorem 13.13] [He11, Theorem 6.2] Let f ∈
C[x0, ..., xn] be a quasihomogeneous polynomial with an isolated singu-
larity at 0 and weights w0, ..., wn ∈ Q ∩ (0, 12 ] and weighted degree 1.
Suppose that w0 ≤ ... ≤ wn−1 <
1
2
(then f ∈m3 if and only if wn <
1
2
).
Let Gw be the algebraic group of quasihomogeneous coordinate changes,
that means, those which respect C[x0, ..., xn] and the grading by the
weights w0, ..., wn on it. Then
Rf ∼= StabGw(f).
Remark 3.4. Let f ∈ C[x0, ..., xn] be a quasihomogeneous polynomial
with an isolated singularity at 0 and weights w0, ..., wn ∈ (0,
1
2
] and
weighted degree 1. Then
ϕ1 := (x 7→ (e
2πiw0x0, ..., e
2πiwnxn)) ∈ StabGw(f)
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satisfies (ϕ1)hom = Mh. Now let F (x, t) = f(x)+
∑µ
i=1 timi be a univer-
sal unfolding as in (2.9) with mi a weighted homogeneous polynomial
of weighted degree deg
w
mi. Then degw ti := 1− degwmi,
(ϕ1)M = (t 7→ (e
2πi deg
w
t1t1, ..., e
2πi deg
w
tµtµ)),
and the pair (Φ1, (ϕ1)M) with
Φ1 = ((x, t) 7→ (x, (ϕ1)M)
induces F ◦ ϕ−11 by F , i.e. (3.6) holds:
F ◦ (Φ1 ◦ ϕ1) = F, prM ◦(Φ1 ◦ ϕ1) = (ϕ1)M ◦ prM .
Especially, Mh ∈ G
smar
R (f) and ()M ◦ ()
−1
hom(Mh) = (ϕ1)M .
3.2. Marked singularities and their moduli spaces. In [He11] the
notion of a marked singularity was defined and results from [He02] on
moduli spaces of right equivalence classes of singularities were lifted to
marked singularities. Here we recall the central notions and results.
Definition 3.5. Fix one reference singularity f (0) : (Cn+1, 0)→ (C, 0).
(a) Its µ-homotopy class is the set of all singularities f : (Cn+1, 0)→
(C, 0) for which a C∞-family fs, s ∈ [0, 1], of singularities with µ(fs) =
µ(f (0)) and f0 = f
(0) and f1 = f exists.
(b) A marked singularity is a pair (f,±ρ) with f in the µ-homotopy
class of f (0) and ρ : Ml(f, L) → Ml(f (0), L) an isomorphism between
Milnor lattices with Seifert forms. Here ±ρ means the set {ρ,−ρ}, so
neither ρ nor −ρ is preferred.
(c) Two singularities f1 and f2 are right equivalent if a coordinate
change ϕ ∈ R with f1 = f2 ◦ ρ exists. Notation: f1 ∼R f2.
Two marked singularities (f1,±ρ1) and (f2,±ρ2) are right equivalent
if a coordinate change ϕ ∈ R with f1 = f2 ◦ ϕ and ρ1 = ε · ρ2 ◦ (ϕ)hom
for some ε ∈ {±1} exists. Notation: (f1,±ρ1) ∼R (f2,±ρ2).
(d) The moduli spaces Mµ(f
(0)) and Mmarµ (f
(0)) are defined as the
sets
Mµ(f
(0)) := {the µ-homotopy class of f (0)}/ ∼R, (3.9)
Mmarµ (f
(0)) := {the marked singularities (f,±ρ)}/ ∼R .(3.10)
A central result in [He02] is that the moduli space Mµ(f
(0)) has the
structure of an analytic geometric quotient. In [He11] this result is
extended to the space Mmarµ (f
(0)), and it is shown that Mmarµ (f
(0)) is
locally isomorphic to a µ-constant stratum. This is recalled in theorem
3.6 below.
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Let f : (Cn+1, 0) → (C, 0) be a singularity and let F : (Cn+1 ×
M(f), 0) → (C, 0) be a universal unfolding of f with base space
(M(f), 0). Then the µ-constant stratum is the germ (Sµ(f), 0) ⊂
(M(f), 0) of the subset
Sµ(f) := {t ∈M |Ft has only one singularity x0 and Ft(x0) = 0}.(3.11)
Here F : Y → T is a good representative of the germ F with base
space M . Obviously (Sµ(f), 0) carries a natural structure as a reduced
complex space germ. In [He02, Theorem] it is equipped furthermore
with a natural complex structure, which is not necessarily reduced.
Theorem 3.6. Fix one reference singularity f (0).
(a) ([He02, Theorem 13.11] and [He11, Theorem 4.3]) Mµ(f
(0)) and
Mmarµ (f
(0)) are in a natural way complex spaces. They can be con-
structed with the underlying reduced complex structures as analytic geo-
metric quotients.
(b) For any f in the µ-homotopy class of f (0), the germ
(Mµ(f
(0)), [f ]) is isomorphic with its canonical complex structure to
the quotient (Sµ(f), 0)/AutM(f) (the action of AutM(f) on (M(f), 0)
restricts to an action on (Sµ(f), 0)).
For any marked singularity (f,±ρ), the germ (Mmarµ (f
(0)), [(f,±ρ)])
is isomorphic with its canonical complex structure to the µ-constant
stratum (Sµ(f), 0).
(c) For any χ ∈ GZ(f
(0)), the map
χmar : M
mar
µ (f
(0)) → Mmarµ (f
(0)), (3.12)
[(f,±ρ)] 7→ [(f,±χ ◦ ρ)],
is an automorphism of Mmarµ (f
(0)). The action
GZ(f
(0))×Mmarµ (f
(0)) → Mmarµ (f
(0)), (3.13)
(χ, [(f,±ρ)]) 7→ χmar([(f,±ρ)]) = [(f,±χ ◦ ρ)],
is a group action from the left. It is properly discontinuous. The quo-
tient Mmarµ (f
(0))/GZ(f
(0)) is the moduli space Mµ(f
(0)) of unmarked
singularities, with its canonical complex structure.
(d) (Definition) Recall the definition of GsmarR (f) in theorem 3.1 (b).
Define
GmarR (f) := {±ψ |ψ ∈ G
smar
R (f)} ⊂ GZ(f), (3.14)
Remark: By theorem 3.1 this is equal to GsmarR (f) if mult(f) = 2 and
has GsmarR (f) as index 2 subgroup if mult(f) ≥ 3.
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(e) For any point [(f,±ρ)] ∈ Mmarµ (f
(0)), the stabilizer of it in
GZ(f
(0)) is the finite group
ρ ◦GmarR (f) ◦ ρ
−1 ⊂ GZ(f
(0)). (3.15)
Remarks 3.7. (i) In [He11] also the notion of a strongly marked sin-
gularity is defined. It is a pair (f, ρ) with f , ρ and f (0) as in definition
3.5 (b). The moduli space Msmarµ (f
(0)) of strongly marked singulari-
ties behaves as well as Mmarµ (f
(0)) if the following holds: Either any
singularity in the µ-homotopy class of f (0) has multiplicity ≥ 3, or
any singularity in the µ-homotopy class of f (0) has multiplicity 2. We
expect that to hold, but we don’t know it. If it does not hold then
Msmarµ (f
(0)) is not Hausdorff, see [He11, Theorem 4.3 (e)]. We do not
need strongly marked singularities here.
(ii) In [He11][GH17-1] and [GH17-2] the moduli spaceMmarµ (f
(0)) for
any singularity f (0) with modality ≤ 2 was studied. It turned out that
almost all of them are connected, but not all, namely not those for f (0)
in the subseries W ♯1,12r, S
♯
1,10r, U1,9r, E3,18r, Z1,14,r, Q2,12r,W1,12r, S1,10r of
the eight bimodal series. This disproved the conjecture 3.2 (a) in [He11]
that Mmarµ (f
(0)) is connected for any singularity. But for all other sin-
gularities f (0) with modality ≤ 2 Mmarµ (f
(0)) is connected. An equiva-
lent statement to Mmarµ (f
(0)) connected is because of [He11, Theorem
4.4 (a)] that any element of GZ(f
(0)) arises from geometry, namely it
is (±1)·the transversal monodromy of a suitable µ-constant family fs,
s ∈ [0, 1], with f0 = f1 = f
(0) (a C∞ family of singularities fs with
µ(fs) = µ(f
(0))).
(iii) In the case of the ADE-singularities, which have modality 0,
Mmarµ (f
(0)) is simply a point [He11]. In the case of the simple elliptic
singularities, which have modality one and which are parametrized by
elliptic curves, Mmarµ (f
(0)) is isomorphic to H [GH17-1]. In both cases,
the connectedness of Mmarµ (f
(0)) will be important in the proof of the
main theorem in section 7.
3.3. A thickening of the moduli space of marked singulari-
ties. Fix one reference singularity f (0). By theorem 3.6 (b), locally at
[(f,±ρ)], the moduli space Mmarµ (f
(0)) is isomorphic to the µ-constant
stratum (Sµ(f), 0) ⊂ (M(f), 0) of the singularity f . In [GH18] we will
show the following.
Theorem 3.8. Fix one reference singularity f (0).
20 CLAUS HERTLING AND CE´LINE ROUCAIROL
(a) The moduli space Mmarµ (f
(0)) of marked singularities can
be extended globally to a µ-dimensional F-manifold Mmar(f (0)) ⊃
Mmarµ (f
(0)) with the following properties.
(i) For any point [(f,±ρ)] ∈ Mmarµ (f
(0)), a certain neighbor-
hood U[(f,±ρ)] of it in M
mar(f (0)) and an isomorphism ψ[(f,±ρ)] :
M(f) → U[(f,±ρ)] of F -manifolds exist, where M(f) is the base
space of a good representative of a universal unfolding of f .
(ii) Mmar(f (0)) is covered by these neighborhoods U[(f,±ρ)].
(iii) The action of GZ(f
(0)) on Mmarµ (f
(0)) extends to an action
of GZ(f
(0)) on this F-manifold with Euler field, and the map
GZ(f
(0))→ Aut(Mmar(f (0)), ◦, e, E) (3.16)
is surjective with kernel {± id}.
(b) Let Dmar ⊂ C×Mmar(f (0)) be the discriminant
Dmar := {(τ, t) ∈ C×Mmar(f (0)) |E◦ : TtM → TtM has eigenvalue τ}.
It is a hypersurface. Mmar(f (0)) comes equipped with a Z-lattice bundle
HZ → (C×Mmar(f (0))−Dmar) of rank µ with the following properties.
(i) For any point [(f,±ρ)] ∈ Mmarµ (f
(0)) and a good represen-
tative F : Y → T of a universal unfolding of f with base
space M(f) and the isomorphism ψ[(f,±ρ)] : M(f) → U[(f,±ρ)]
as in (a)(i), this isomorphism lifts to an isomorphism from the
canonical Z-lattice bundle above M(f) in definition 3.2 (a) to
the restriction of HZ to C×U[(f,±ρ)]−Dmar. (Because of lemma
3.2 (b), this lift is unique up to ±1).
(ii) Let r : Mmar(f (0)) → R>0 be a C∞ function with
Dmar ⊂
⋃
t∈Mmar(f(0))∆r(t) × {t}. Then the restriction of HZ
to
⋃
t∈Mmar(f(0))R>r(t) × {t} has trivial monodromy, i.e. it is a
trivial flat Z-lattice bundle.
(iii) Write t(0) := [(f (0),± id)] ∈ Mmarµ (f
(0)). For any t =
[(f,±ρ)] ∈ Mmarµ (f
(0)) and any small τ > 0, the following dia-
gram of isomorphisms commutes,
HZ,(τ,t)
∼=
(i)
//
∼= (ii)

Ml(f)
∼= ±ρ

HZ,(τ,t(0))
∼=
(i)
// Ml(f (0))
(3.17)
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(iv) The action of GZ(f
(0)) on Mmar(f (0)) extends to an action
on the Z-lattice bundle HZ (the action of GZ(f (0)) on the first
factor C of C×Mmar(f (0)) is trivial by definition).
As the paper [GH18] is not yet available, we will prove this theo-
rem for the cases of interest here, the simple and the simple elliptic
singularities, directly in section 4. See theorem 4.3.
Mmar(f (0)) contains besides Dmar also two other hypersurfaces, the
caustic Kmar3 and the Maxwell stratum K
mar
2 ,
Kmar3 := {t ∈M
mar(f (0)) | TtM
mar(f (0)) decomposes into
less than µ irreducible local algebras}, (3.18)
Kmar2 := the closure of the set {t ∈M
mar(f (0))−Kmar3 | some
eigenvalues of E◦ : TtM → TtM coincide}. (3.19)
3.4. A Looijenga-Deligne map for distinguished bases. Looi-
jenga [Lo74] studied in the case of the simple singularities a relationship
between distinguished bases and the base space of a universal unfold-
ing. His idea carries over to the F-manifold Mmar(f (0)) in theorem 3.8
of an arbitrary µ-homotopy class of singularities. We describe the idea
here in this generality. In section 7 we will study it in the cases of the
simple and the simple elliptic singularities. In [GH18] we will study it
in the general case.
The set B(f) of distinguished bases of the Milnor lattice Ml(f) of a
singularity f was constructed in subsection 2.5 by choosing one mor-
sification Ft of f and considering all possible distinguished systems of
paths. Following Looijenga, now we want to fix one distinguished sys-
tem of paths and consider all possible morsifications. The following two
definitions make this precise.
Definition 3.9. (a) Fix a tuple (u1, ..., uµ) ⊂ Cµ with ui 6= uj for i 6= j.
The good ordering of it is the lexicographic ordering (uσ(1), ..., uσ(µ))
by (imaginary part,−real part). That means, the corresponding good
permutation σ ∈ Sµ is uniquely determined by
i < j ⇐⇒
{
Im(uσ(i)) < Im(uσ(j)) or
Im(uσ(i)) = Im(uσ(j)) and Re(uσ(i)) > Re(uσ(j)).
(3.20)
(b) Fix a tuple (u1, ..., uµ) as in (a) with good permutation σ ∈ Sµ,
and fix additionally a τ ∈ R>0 with τ > maxi |ui|. A good distinguished
system of paths is a distinguished system of paths γ1, ..., γµ such that
γj goes from uσ(j) to τ .
For a fixed tuple (u1, ..., uµ, τ) as above, all good distinguished sys-
tems of paths are homotopy equivalent with respect to a natural notion
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of homotopy equivalence. And if Ft is a morsification of a singularity
f with critical values u1, ..., uµ, all good distinguished systems of paths
give the same distinguished basis up to the action of the sign group
Gsign,µ.
Definition 3.10. Fix one reference singularity f (0).
(a) The set of Stokes walls within the space Mmar(f (0)) in theorem
3.8 is the set
WStokes := {t ∈M
mar(f (0)) | the eigenvalues u1, ..., uµ of (3.21)
E◦ : TtM → TtM satisfy Im(ui) = Im(uj) for some i 6= j}
The set WStokes of Stokes walls is a real codimension 1 subvari-
ety and contains Kmar3 ∪ K
mar
2 . The components of its complement
Mmar(f (0)) −WStokes are called Stokes regions. Let RStokes be the set
of Stokes regions, and let R0Stokes be the subset of those Stokes regions
which are in the component Mmar(f (0))0 of Mmar(f (0)) which contains
[(f (0),± id)].
(b) The set Bext(f (0)) is the orbit of B(f (0)) under the action of GZ.
It contains (all?) Z-bases (δ1, ..., δµ) of Ml(f (0)) whose elements δj are
vanishing cycles and such that sδ1◦...◦sδµ = Mh. It consists of Gsign,µ⋊
Brµ orbits. One of these orbits is the set B(f
(0)) of distinguished bases.
(c) The Looijenga-Deligne map is the map
LD : RStokes → B
ext(f (0))/Gsign,µ (3.22)
which is defined as follows. For a Stokes region in Mmar(f (0)), choose
a point t in it and a point [(f,±ρ)] ∈Mmarµ (f
(0)) with t ∈ U[(f,±ρ)]. Let
(u1, ..., uµ) be the eigenvalues of E◦ : TtM → TtM in the good ordering
(definition 3.9). Consider a good distinguished system of paths from
(u1, ..., uµ) to a value τ > maxi |ui| (definition 3.9 (b)). The usual
construction of distinguished bases gives a distinguished basis in B(f)
up to the action of the sign group Gsign,µ. Shift this basis with the
isomorphism ρ : Ml(f)→Ml(f (0)) to an element of Bext(f (0))/Gsign,µ.
Remarks 3.11. (i) We claim that LD restricts to a map
LD : R0Stokes → B(f
(0))/Gsign,µ. (3.23)
We prove this by a different description of the image LD(t) for
t ∈ R0Stokes. Choose [(f,±ρ)] ∈ M
mar
µ (f
(0))0 with t ∈ U[(f,±ρ)], choose
τ > maxi |ui|, and choose a good distinguished system of paths from
(u1, ..., uµ) to τ . One can move t within M
mar(f (0))0 − (Kmar3 ∪ K
mar
2 )
to a point in U[(f(0),± id)] ⊂ M
mar
µ (f
(0))0. Then the good distinguished
DISTINGUISHED BASES AND STOKES REGIONS 23
system of paths moves to some new distinguished system of paths. Now
the construction of distinguished bases for f (0) gives directly the class
of bases LD(t) ∈ B(f (0))/Gsign,µ. This follows with (3.17).
(ii) The action of GZ on M
mar(f (0)) induces an action on RStokes.
And R0Stokes = RStokes if and only if M
mar(f (0)) is connected. The map
(3.22) is GZ-equivariant. Therefore, if M
mar(f (0)) is connected, then
(3.23) and the definition of Bext(f (0)) give also Bext(f (0)) = B(f (0)).
(iii) But if Mmar(f (0)) is not connected, we do not know whether
Bext(f (0)) = B(f (0)) or Bext(f (0)) % B(f (0)) holds. The first open cases
are the subseries in remark 3.7 (ii) of the eight bimodal series.
(iv) Looijenga considered the map LD for the simple singularities
and proved that it is an isomorphism for the Aµ singularities [Lo74].
Deligne [De74] proved the same for theDµ and Eµ singularities. We will
reprove their results and extend them to the simple elliptic singularities
in section 7. We will study LD in the general case in [GH18].
4. Unfoldings of the simple and the simple elliptic
singularities
The first singularities in Arnold’s lists of isolated hypersurface singu-
larities [AGV85, ch 15.1] are the simple and the simple elliptic singu-
larities. They are distinguished by many properties. Especially, they
possess universal unfoldings such that all members are defined globally
on Cn+1. We start by giving well known normal forms. Then we choose
universal unfoldings.
4.1. Normal forms for the simple and the simple elliptic sin-
gularities. The first table lists normal forms from [AGV85] for the
simple singularities f : Cn+1 → C,
name µ n f(x0, ..., xn)
Aµ ≥ 1 ≥ 0 x
µ+1
0 +
∑n
i=1 x
2
i
Dµ ≥ 4 ≥ 1 x
µ−1
0 + x0x
2
1 +
∑n
i=2 x
2
i
E6 6 ≥ 1 x
4
0 + x
3
1 +
∑n
i=2 x
2
i
E7 7 ≥ 1 x
3
0x1 + x
3
1 +
∑n
i=2 x
2
i
E8 8 ≥ 1 x
5
0 + x
3
1 +
∑n
i=2 x
2
i
(4.1)
The simple elliptic singularities can be represented as 1-parameter
families in different ways [Sa74, 1.9 and 1.11][AGV85, ch 15.1]. We
choose the Legendre normal forms f = fλ : Cn+1 → C from [Sa74, 1.9]
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in the following table with λ ∈ C− {0, 1},
name µ n fλ(x0, ..., xn)
E˜6 8 ≥ 2 x1(x1 − x0)(x1 − λx0)− x0x
2
2 +
∑n
i=3 x
2
i
E˜7 9 ≥ 1 x0x1(x1 − x0)(x1 − λx0) +
∑n
i=2 x
2
i
E˜8 10 ≥ 1 x1(x1 − x
2
0)(x1 − λx
2
0) +
∑n
i=2 x
2
i
(4.2)
4.2. Universal unfoldings. For the simple singularities, we repro-
duce the universal unfoldings which are given in [Lo74]. They are as
follows,
F alg : Cn+1 ×Malg → C with Malg = Cµ, (4.3)
F alg(x0, ..., xn, t1, ..., tµ) = F
alg(x, t) = F algt (x) = f(x) +
µ∑
j=1
tjmj
with f = F alg0 and m1, ..., mµ the monomials in the tables (4.4) and
(4.5),
name m1 m2 m3 m4 ... mµ
Aµ 1 x0 x
2
0 x
3
0 ... x
µ−1
0
Dµ 1 x1 x0 x
2
0 ... x
µ−2
0
(4.4)
name m1 m2 m3 m4 m5 m6 m7 m8
E6 1 x0 x1 x
2
0 x0x1 x
2
0x1
E7 1 x0 x1 x
2
0 x0x1 x
3
0 x
4
0
E8 1 x0 x1 x
2
0 x0x1 x
3
0 x
2
0x1 x
3
0x1
(4.5)
One checks easily that the monomials form a basis of the Jacobi algebra
OCn+1,0/Jf . Therefore the unfolding F
alg is indeed universal (compare
(2.9)).
For each of the three Legendre families of simple elliptic singularities,
we give a global family of functions as follows,
F alg : Cn+1 ×Malg → C with Malg = Cµ−1 × (C− {0, 1}),
F alg(x0, ..., xn, t1, ..., tµ−1, λ) = F
alg(x, t′, λ) (4.6)
= F algt′,λ(x) = fλ(x) +
µ−1∑
j=1
tjmj
with fλ = F
alg
0,λ and m1, ..., mµ−1 the monomials in the table (4.7),
name m1 m2 m3 m4 m5 m6 m7 m8 m9
E˜6 1 x0 x1 x2 x
2
0 x0x1 x1x2
E˜7 1 x0 x1 x
2
0 x0x1 x
2
1 x
2
0x1 x0x
2
1
E˜8 1 x0 x
2
0 x1 x
3
0 x0x1 x
2
0x1 x
2
1 x0x
2
1
(4.7)
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Let λ : H→ C−{0, 1}, tµ 7→ λ(tµ), be the standard universal covering.
For each of the three Legendre families of simple elliptic singularities,
we will also consider the global family of functions
Fmar : Cn+1 ×Mmar → C, (x, t) 7→ F alg(x, t′, λ(tµ)) (4.8)
where Mmar = Cµ−1 ×H.
For the simple singularities, we set
Mmar = Malg = Cµ, λ := tµ, Fmar = F alg. (4.9)
Lemma 4.1. Consider any of the three global families of functions in
(4.7). At each point (0, 0, λ) ∈ Cn+1×Cµ−1× (C−{0, 1}), the germ of
the family F alg is a universal unfolding of fλ.
Also, at each point (0, 0, tµ) ∈ Cn+1 × Cµ−1 × H, the germ of the
family Fmar in (4.8) is a universal unfolding of fλ(tµ).
Proof: It suffices to prove the statement for F alg. Because of
(2.9), it suffices to show that for any λ ∈ C − {0, 1} the monomi-
als m1, ..., mµ−1 together with the weighted homogeneous polynomial
∂fλ
∂λ
form a basis of the Jacobi algebra OCn+1,0/Jfλ. We carry out
the least trivial case, which is the case E˜6, and leave the cases E˜7
and E˜8 to the reader. In the case E˜6, we work with the minimal
number n + 1 = 3 of variables. The normalized weight system is
w = (w0, w1, w2) = (
1
3
, 1
3
, 1
3
), and deg
w
fλ = 1. As f is quasihomoge-
neous, the Jacobi algebra is isomorphic to C[x]/Jpolfλ where J
pol
fλ
denotes
the Jacobi ideal in C[x0, x1, x2] = C[x]. For q ∈ Q≥0 denote by C[x]q
the sub vector space of C[x] generated by the monomials of weighted
degree q.
∂fλ
∂x0
= −(λ+ 1)x21 + 2λ · x0x1 − x
2
2 ∈ J
pol
fλ
∩ C[x]2/3,
∂fλ
∂x1
= 3x21 − 2(λ+ 1) · x0x1 + λ · x
2
0 ∈ J
pol
fλ
∩ C[x]2/3,
∂fλ
∂x2
= −2x0x2 ∈ J
pol
fλ
∩ C[x]2/3,
∂fλ
∂λ
= x20x1 − x0x
2
1 ∈ C[x]1.
We have to show for q ∈ Q≥0
(Jpolfλ ) ∩ C[x]q +
∑
j: deg
w
mj=q
C ·mj +
{
0 if q 6= 1
C · ∂fλ
∂λ
if q = 1
}
= C[x]q.(4.10)
The only nontrivial cases are q ∈ {2
3
, 1, 4
3
}.
The case q = 2
3
: C[x]2/3 is generated by the six monomials
x20, x0x1, x
2
1, x0x2, x1x2, x
2
2. Here m5 = x
2
0, m6 = x0x1, m7 = x1x2, and
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∂fλ
∂x2
= −2x0x2. Modulo these four monomials,
∂fλ
∂x0
and ∂fλ
∂x1
are con-
gruent to −(λ + 1)x21 − x
2
2 and 3x
2
1. Thus the left hand side of (4.10)
contains also the monomials x21 and x
2
2.
The case q = 1: C[x]1 is generated by the 10 monomials
x30, x
2
0x1, x0x
2
1, x
3
1, x
2
0x2, x0x1x2, x
2
1x2, x0x
2
2, x1x
2
2, x
3
2. The partial deriva-
tives x0
∂fλ
∂x2
, x1
∂fλ
∂x2
, x2
∂fλ
∂x2
, x2
∂fλ
∂x1
and x2
∂fλ
∂x0
generate the monomials
x20x2, x0x1x2, x0x
2
2, x
2
1x2 and x
3
2. For λ ∈ C − {0, 1}, the polynomi-
als x20x1 − x0x
2
1 and x0
∂fλ
∂x0
(and x0x
2
2) generate the monomials x
2
0x1
and x0x
2
1. Modulo these seven monomials, the three remaining par-
tial derivatives x1
∂fλ
∂x0
, x0
∂fλ
∂x1
, x1
∂fλ
∂x1
are congruent to −(λ + 1)x31 −
x1x
2
2, λx
3
0, 3x
3
1. Thus also the three remaining monomials x
3
0, x
3
1, x1x
2
2
are in the left hand side of (4.10).
The case q = 4
3
: The ideal Jpolfλ contains
∂fλ
∂x2
, so x0x2, and x2
∂fλ
∂x1
, so
x21x2, and x2
∂fλ
∂x0
, so x32. Thus J
pol
fλ
contains all monomials in C[x]4/3
which contain x2. For g ∈ {x
2
0, x0x1, x
2
1}, the intersection J
pol
fλ
∩C[x]4/3
contains g · ∂fλ
∂x0
, so g(−(λ+ 1)x21 + 2λx0x1), and g ·
∂fλ
∂x1
, and thus also
for i ∈ {0, 1}
xix1
∂fλ
∂x1
+ (
−1
2
xix0 +
3
4
λ+ 1
λ
xix1)(−(λ + 1)x
2
1 + 2λx0x1)
=
−3
4
(λ− 1)2
λ
xix
3
1.
Therefore Jpolfλ contains x
4
1, x0x
3
1, and with g ·
∂fλ
∂x1
also x20x
2
1, x
3
0x1, x
4
0.
This shows Jpolfλ ⊃ C[x]4/3. 
Remarks 4.2. (i) A priori, we do not see a reason why the monomials
m1, ..., mµ−1 can be chosen such that they and
∂fλ
∂λ
generate C[x]/Jpolfλ
for each λ ∈ C−{0, 1} simultaneously. It is a nice fact, but not crucial.
(ii) Thus the global family F alg is nice, but it is not a unique global
unfolding of the Legendre family in (4.2). Though the global family
Fmar is a unique global unfolding of its restriction to t′ = 0, which is
a family over H of functions on Cn+1 and which is the pull back by
λ : H → C − {0, 1} of the Legendre family in (4.2). The family Fmar
is unique because H is contractible.
(iii) For other 1-parameter families of simple elliptic singularities,
setsm1, ..., mµ−1 of monomials with the analogous property as in lemma
4.1 had been chosen in [Ja86, 2.1] and in [MS16, in 2.1 around formula
(2)].
The next theorem is the special case of theorem 3.8 for the simple
and simple elliptic singularities.
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Theorem 4.3. Consider for a simple or a simple elliptic singular-
ity the global family of functions Fmart above the space M
mar in (4.9)
respectively (4.8). For any t ∈ Mmar, the global Milnor number
µglobal(F
mar
t ) :=
∑
x∈Crit(Fmart )
µ(Fmart , x) is µ. The manifold M
mar is
an F-manifold with Euler field E. It is a thickening with the properties
in theorem 3.8 of the moduli space Mmarµ (f
(0)). Here f (0) = f in the
case of the simple singularities, and we choose f (0) = f1/2 in the case
of the simple elliptic singularities. The bundle HZ is simply the bundle
HZ =
⋃
(τ,t)∈C×Mmar−Dmar Hn((F
mar
t )
−1(τ),Z).
Proof: In all cases, f respectively fλ is a quasihomogeneous poly-
nomial of weighted degree 1 with respect to a weight system w =
(w0, ..., wn) ∈ Q ∩ (0, 12 ]. In the case of a simple singularity, all mono-
mials m1, ..., mµ have weighted degree in Q ∩ (0, 1). In the case of a
simple elliptic singularity, all monomials m1, ..., mµ−1 have weighted
degree in Q ∩ (0, 1). Therefore in all cases, the highest part (with
respect to the weighted degree) of
∂Fmart
∂xi
is equal to ∂f
∂xi
respectively
∂fλ(tµ)
∂xi
. Denote C[x]≤q := {f ∈ C[x] | degw f ≤ q} for q ∈ Q≥0. In the
case of the simple elliptic singularities, (4.10) implies for q ∈ Q≥0
(JpolFmart ) ∩ C[x]≤q +
∑
j: deg
w
mj≤q
C ·mj (4.11)
+
{
0 if q < 1
C · ∂fλ
∂λ
if q ≥ 1
}
= C[x]≤q.
And in the case of the simple singularities,
(JpolFmart ) ∩ C[x]≤q +
∑
j: deg
w
mj≤q
C ·mj = C[x]≤q. (4.12)
holds. This shows
dimC[x]/JpolFmart = µ. (4.13)
The left hand side is the global Milnor number µglobal(F
mar
t ).
Observe
∂Fmart
∂tj
=

mj for the ADE singularities,
mj for the E˜k cases with j ≤ µ− 1,
∂fλ
∂λ
· ∂λ
∂tµ
for the E˜k cases with j = µ.
(4.14)
This and (4.11) and (4.12) show that here the algebraic variant
aalg,tC : TMmar,t → C[x]/J
alg
Fmart
,
∂
∂tj
7→ [
∂Fmart
∂tj
], (4.15)
28 CLAUS HERTLING AND CE´LINE ROUCAIROL
(which is here for simplicity written pointwise) of the Kodaira-Spencer
map in (2.4) is an isomorphism and equips TMmar,t with a multiplica-
tion, a unit field vector and an Euler field vector. This givesMmar(f (0))
the structure of an F-manifold with Euler field. The proof of [He02,
Theorem 5.3] works also here. The unit field e and the Euler field E
are here
e =
∂
∂t1
, E =
µ∑
j=1
(1− deg
w
mj)tj
∂
∂tj
. (4.16)
In the cases of the simple singularities, the weights 1 − wj are all
positive. The F -manifold structure on Mmar can be obtained from
that of the germ (Mmar , 0) by using the flow of the Euler field and
LieE(◦) = ◦.
In the cases of the simple elliptic singularities, 1 − wµ = 0, but
all other weights 1 − wj are positive. The F -manifold structure on
Cµ−1×U for U ⊂ H a neighborhood of a point tµ can be obtained from
that on the germ (Mmar, (0, tµ)) by using the flow of the Euler field
and LieE(◦) = ◦.
A polynomial g ∈ C[x0, ..., xn] = C[x] is tame in the sense of
Broughton [Br88, Definition 3.1] if a compact neighborhood U ⊂ Cn+1
exists such that ||( ∂g
∂x0
, ..., ∂g
∂xn
)|| is bounded away from 0 on Cn+1 − U .
He proved that g is tame if and only of µglobal(g) = µglobal(g+
∑n
i=0 xisi)
for any (s0, ..., sn) ∈ Cn+1 [Br88, Proposition 3.1]. His main result is
that for a tame polynomial g, the fiber g−1(τ) for an arbitrary τ ∈ C has
the homotopy type of µglobal(g)−
∑
x∈Crit(g−1(τ)) µ(g, x) many n-spheres
[Br88, Theorem 1.2].
This applies to all the polynomials Fmart . Because µglobal(F
mar
t ) = µ
holds for all of them, and because the unfolding Fmar comprises the
unfolding by the terms +
∑n
i=0 xisi, they are all tame. The eigenvalues
of E◦ : TtM → TtM are the critical values of Ft. Therefore a fiber
(Fmart )
−1(τ) is smooth if and only if (τ, t) ∈ C ×Mmar − Dmar. By
Broughton such a fiber has the homotopy type of a bouquet of µ n-
spheres. Therefore the middle homology groups of these fibers glue to
a flat Z-lattice bundle of rank µ,
HZ :=
⋃
(τ,t)∈C×Mmar−Dmar
Hn((F
mar
t )
−1(τ),Z) (4.17)
Many of the properties ofMmar(f (0)) and HZ in theorem 3.8 are now
clear: (a)(i)+(ii) and (b)(i) are obvious. (b)(ii) holds because Mmar
is simple connected. In the case of the simple singularities, (b)(iii) is
empty, as Mmarµ consists of a single point. In the case of the simple
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elliptic singularities, (b)(iii) holds by the proof in [GH17-1, Theorem
6.1] thatMmarµ is isomorphic to H. There the markings on the points in
H were defined essentially by the commutativity of the diagram (3.17).
It rests to prove (a)(iii) and (b)(iv). First we treat the simple sin-
gularities, where this is easier. As Mmarµ (f) consists of only one point,
the stabilizer of this point in GZ(f) is the whole group GZ(f), so (3.15)
becomes
GZ(f) = G
mar
R (f). (4.18)
The homomorphism in theorem 3.1 (c) becomes a natural surjective
homomorphism GZ(f) → AutM with kernel {± id}. Because of the
positive C∗-action by the flow of the Euler field on Mmar ,
AutM = Aut(M
mar , ◦, e, E). (4.19)
By lemma 2.3, any such automorphism lifts to an up to ±1 unique
automorphism of the canonical Z-lattice bundle HZ. The group of these
automorphisms is GZ(f). This proves (a)(iii) and (b)(iv) in theorem
3.8 for the simple singularities.
Now we treat the simple elliptic singularities. Consider a group ele-
ment χ ∈ GZ(f
(0)), a point
(0, tµ) = [(fλ(tµ),±ρ)] ∈M
mar
µ (f
(0)) ⊂Mmar(f (0)),
and its image
χmar(t) = [(fλ(tµ),±χ ◦ ρ)] = (0, t˜µ) = [(fλ(t˜µ),±ρ˜)] ∈ M
mar(f (0))
under the action of χmar on M
mar
µ (f
(0)). Consider the isomorphism of
F-manifolds with Euler fields
ψ(0,t˜µ) ◦ ψ
−1
(0,tµ)
: U(0,tµ) → U(0,t˜µ). (4.20)
which (a)(i) in theorem 3.8 provides. We claim that these isomorphisms
for varying tµ glue to an automorphism of M
mar(f (0)) and that this
lifts to an automorphism of HZ which restricts on the trivial Z-lattice
bundle above
⋃
t∈Mmar(f(0))R>r(t) × {t} in theorem 3.8 (b)(ii) to χ.
In several steps one sees that one local isomorphism in (4.20) extends
to a global automorphism of Mmar(f (0)). First step: Its restriction
to Mmarµ (f
(0)) is well defined and given by χmar. Second step: The
local isomorphism in (4.20) extends to an automorphism of a suitable
neighborhood of Mmarµ (f
(0)) in Mmar(f (0)) because Mmarµ (f
(0)) = H
is contractible. Third step: With the C∗-action by the flow of the
Euler field on Mmar(f (0)), this extends to a global automorphism of
Mmar(f (0)).
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Above the extension to C×U(0,tµ) → C×U(0,t˜µ) of the isomorphism in
(4.20), one has an isomorphism of the corresponding restrictions of HZ,
because they are isomorphic to the canonical Z-lattice bundles above
U(0,tµ) and U(0,t˜µ) in definition/lemma 3.2. This isomorphism is unique
up to ±1 by definition/lemma 3.2. The commuting diagram (3.17) tells
that the restricted isomorphism from HZ above
⋃
s∈U(0,tµ)
R>r(s) × {s}
to HZ above
⋃
s∈U(0,t˜µ)
R>r(s) × {s} is compatible with ±χ.
Because of the uniqueness up to ±1, all the local isomorphisms of
restrictions ofHZ to neighborhoods of points (0, 0, tµ) ∈ C×Mmar(f (0))
glue (possibly after changing some by ± id) to one automorphism ofHZ.
Its restriction to
⋃
s∈Mmar R>r(s) × {s} is χ.
Only now it becomes clear that the automorphism of Mmar(f (0))
restricts for any sµ ∈ H to the isomorphism in (4.20): Its restriction to
U(0,sµ) and the automorphism in (4.20) are in the same way compatible
with ±χ, therefore they coincide if U(0,sµ) and U(0,tµ) overlap. Now
(a)(iii) and (b)(iv) in theorem 3.10 are proved for the simple elliptic
singularities. 
In the next section, we will be more concrete about the action of
GZ(f
(0)) on Mmar(f (0)).
5. Symmetries of the simple and the simple elliptic
singularities
In this section, we will write down concrete formulas for the action on
Mmar(f (0)) of generating elements of GZ(f
(0)). We need these formulas
for an explicit calculation of certain numbers in section 10. The for-
mulas will also reprove a part of (a)(iii) and (b)(iv) in theorem 3.8 for
the simple and the simple elliptic singularities. But we prefer to keep
the entity of the conceptual arguments in the last part of the proof of
theorem 4.3, than to drop some of them and mix the others with the
concrete calculations below.
5.1. Symmetries of the simple singularities. We discussed the
symmetries in the proof of theorem 4.3, in the paragraph which contains
the formulas (4.18) and (4.19). In the case of a simple singularity f ,
Mmarµ (f) = {pt}, GZ(f) = G
mar
R (f), and
Aut(Mmar, ◦, e, E) = AutM ∼= GZ(f)/{± id}. (5.1)
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By the theorems 8.3 and 8.4 in [He11]
GZ(f) = {±M
k
h | k ∈ Z} × U with (5.2)
U ∼=
 S1 for Aµ, D2l+1, E6, E7, E8,S2 for D2l with l ≥ 3,
S3 for D4.
Remark 3.4 applies to f and Fmar = F alg and gives
()M ◦ ()
−1
hom(Mh) = (t 7→ (e
2πi deg
w
t0t0, ..., e
2πi deg
w
tntn)) ∈ AutM .
In all cases with U = S1, this automorphism of (M
mar , ◦, e, E) gen-
erates AutM .
In the cases D2l, the coordinate change
ϕ2 = (x 7→ (x0,−x1, x2, ..., xn)) ∈ StabGw(f) ⊂ R
f (5.3)
and Φ2 = (idX , (ϕ)M) satisfy
(ϕ2)M = (t 7→ (t1,−t2, t3, ..., tµ)) (5.4)
/∈ {()M ◦ ()
−1
hom(M
k
h ) | k ∈ Z},
(ϕ2)hom /∈ {±M
k
h | k ∈ Z},
Φ2 ◦ ϕ2 = (ϕ2, (ϕ2)M),
F = F ◦ (Φ2 ◦ ϕ2), prM ◦(Φ2 ◦ ϕ2) = (ϕ2)M ◦ prM .
So, in the cases D2l with l ≥ 3, (ϕ2)hom can be chosen as a generator
of U .
In the case D4, U is generated by (ϕ2)hom and (ϕ3)hom where
ϕ3 := (x 7→ (
−1
2
x0 +
−i
2
x1,
3i
2
x0 +
1
2
x1, x2, ..., xn)) (5.5)
∈ StabGw(f) ⊂ R
f .
This follows from theorem 3.1, theorem 3.3 and the fact, which can
be checked easily, that the group StabGw
∼= Rf is in the case D4 with
n = 1 generated by ϕ1, ϕ2 and ϕ3 where ϕ1 is as in remark 3.4.
Only the unfolding morphism (Φ3, (ϕ3)M) which induces F ◦ ϕ
−1
3 by
F , i.e., which satisfies (3.8),
F ◦ (Φ3 ◦ ϕ3) = F, prM ◦(Φ3 ◦ ϕ3) = (ϕ3)M ◦ prM , (5.6)
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is much more complicated than (Φ1, (ϕ1)M) and (Φ2, (ϕ2)M). It is given
by
(Φ3(x0),Φ3(x1)) = (x0 +
−1
4
t4, x1 +
i
4
x1), (5.7)
(ϕ3)
−1
M (t1, t2, t3, t4) = (t1 +
i
4
t2t4 +
−1
4
t3t4 +
1
16
t34,
1
2
t2 +
−i
2
t3 +
i
8
t24,
3i
2
t2 +
−1
2
t3 +
3
8
t24, t4). (5.8)
Here one calculates (5.8) with the ansatz (5.7) and
Ft((Φ3 ◦ ϕ3)(x)) = F(ϕ3)−1M
(x). (5.9)
For the simple elliptic singularities, we will encounter something simi-
lar, one coordinate change ϕ3 for which Φ3 looks difficult.
Remark 5.1. For the simple singularities, it is rather obvious (and it
will be shown in the proof of theorem 7.1) that AutM is the group of
covering transformations of the covering
LLmar : Mmar − (Kmar2 ∪ K
mar
3 )→M
(µ)
LL −D
(µ)
LL
in theorem 6.1.
This given, the results above (together with the shape of {±Mkh | k ∈
Z}, see e.g. the theorems 8.3 and 8.4 in [He11]) prove the main theorem
in [Li81] which describes this covering group. This theorem and the
isomorphism AutM ∼= GZ/{± id} have also been (re)proved in [Yu99,
Theorem 1 and Theorem 2].
5.2. Symmetries of the simple elliptic singularities. The group
GZ = GZ(f
(0)) of the simple elliptic reference singularity f (0) = f1/2
(see theorem 4.3) sits by theorem 3.1 in [GH17-1] in an exact sequence
1→ (U01 ⋊ U2)× {± id} → GZ (5.10)
→ Aut(Ml(f (0))(−1)n,Z, L)/{± id} → 1
where
Aut(Ml(f (0))(−1)n,Z, L) ∼= SL(2,Z) (5.11)
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and
U01
∼= {(α, β, γ) ∈ Z/pZ× Z/qZ× Z/rZ
α
p
+
β
q
+
γ
r
≡ 0 mod Z}
E˜6 E˜7 E˜8
(p, q, r) (3, 3, 3) (4, 4, 2) (6, 3, 2)
U2 ∼= S3 S2 S1
(5.12)
By theorem 6.1 in [GH17-1], the action of GZ on M
mar
µ pulls down
to an action of the quotient Aut(Ml(f (0))(−1)n,Z, L)/{± id} in the exact
sequence (5.10) onMmarµ , and by the isomorphisms (5.11) andM
mar
µ
∼=
H this becomes the standard action of PSL(2,Z) on H.
The action of PSL(2,Z) on H descends to the action of S3 on C −
{0, 1} where S3 acts via
S3 ∼= {λ 7→ λ, 1− λ,
1
λ
,
λ− 1
λ
,
λ
λ− 1
,
1
1− λ
). (5.13)
This and theorem 3.6 (c), Mmarµ /GZ
∼= Mµ, reprove the well known
fact that the orbits of this action of S3 on C − {0, 1} give the right
equivalence classes of one family of Legendre normals forms in table
(4.2).
The kernel (U01 ⋊ U2) × {± id} in the exact sequence (5.10) acts on
the fibers of the projection
prmarµ :M
mar = Cµ−1 ×H→ H, t 7→ tµ.
This action pulls down to an action on the fibers of the projection
pralgµ : M
alg = Cµ−1 × (C− {0, 1})→ C− {0, 1}, (t′, λ) 7→ λ.
But the action of GZ on M
mar does not pull down to an action of a
quotient of GZ on M
alg, because the covering group (∼= Γ(2)/{±12} ⊂
PSL(2,Z)) of the coverings Mmar → Malg and H → C − {0, 1} is not
a normal subgroup of GZ.
The action of GZ onM
mar pulls only down to an action of a groupoid
(see e.g. [ALR07] for the definition of a groupoid) on Malg, whose quo-
tient is Mmar/GZ. We will not delve into this. The groupoid structure
comes from all isomorphisms (Malg, (t′(1), λ(1))) → (Malg, (t′(2), λ(2)))
of germs of F-manifolds (they all underlie isomorphisms of universal
unfoldings).
As global maps, many of these isomorphisms become multivalued.
For the use in section 10, we make some of them explicit below. Before,
we state a lemma on the relation between Malg and Mmar/GZ, which
will be used in corollary 7.3.
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Lemma 5.2. The map Malg → Mmar/GZ is finite and flat and has
the following degree,
E˜6 : 6 · 2 · 3 · 3
2 = 326,
E˜7 : 6 · 1 · 4 · 2
2 = 96, (5.14)
E˜8 : 6 · 1 · 6 · 1
2 = 36.
Proof: Finiteness and flatness are clear. The degree is |S3|·|U
0
1 |·|U2|.
By (5.12), this is the number in (5.14). 
In section 10, we need to compare neighborhoods in Malg = Cµ−1 ×
(C − {0, 1}) of Cµ−1 × {0}, Cµ−1 × {1} and Cµ−1 × {∞}. For this,
we give now multivalued maps ψ2, ψ3 : M
alg
99K Malg which underlie
locally isomorphisms of unfoldings and which lift the automorphisms
λ 7→ 1
λ
and λ 7→ 1− λ of C− {0, 1}. In each case E˜k, k ∈ {6, 7, 8}, we
will give two coordinate changes ϕ2 and ϕ3 and multivalued maps
Ψ2,Ψ3 : Cn+1 ×Malg 99K Cn+1,
ψ2, ψ3 : M
alg
99KMalg
with
F algt′,λ((Ψi ◦ ϕi)(x)) = F
alg
ψi(t′,λ)
(x), (5.15)
pralgM ◦ψ2 = (λ 7→
1
λ
) ◦ pralgM , (5.16)
pralgM ◦ψ3 = (λ 7→ 1− λ) ◦ pr
alg
M . (5.17)
Then Φi := (Ψi, ψ
−1
i ) and ϕi satisfy (3.8).
The choice of φ2,Ψ2 and ψ2 is rather obvious, and there fλ◦ϕ2 = f1/λ,
(5.15), (5.16) and (3.8) are easy to check. Also the property of ϕ3,
fλ ◦ ϕ3 = f1−λ
is easy to see. But Ψ3 looks more difficult. It is determined by the
requirement that F algt′,λ(Ψ3 ◦ ϕ3(x))[= F
alg(Ψ3(ϕ3(x), t
′, λ), t′, λ)] is an
unfolding of f1−λ only in the monomials in table (4.7). That means
that the coefficients of the following monomials must vanish:
For E˜6 : x0x2, x
2
1 (automatic), x
2
2 (automatic),
For E˜7 : x
3
0, x
3
1 (automatic), (5.18)
For E˜8 : x
5
0, x
3
0x1 (automatic), x
4
0 (automatic).
Having Ψ3 and ϕ3, ψ3 is determined by (5.15). In the case of E˜6 it
takes two lines, in the case of E˜7 it takes 11 lines, but in the case of E˜8
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it would take 3 pages. There we do not write down ψ3 completely, we
write down only the part of it which is relevant in section 10.
The case E˜6:
ϕ2(x0, x1, x2) = (λ
−1x0, x1, λ
1/2x2), (5.19)
Ψ2(x, t
′, λ) = x, (5.20)
ψ2(t
′, λ) = (t1, λ
−1t2, t3, λ
1/2t4,
λ−2t5, λ
−1t6, λ
1/2t7, λ
−1). (5.21)
ϕ3(x) = (−x0, x1 − x0, ix2), (5.22)
Ψ3(x, t
′, λ) = (x0, x1, x2 −
i
2
t7), (5.23)
ψ3(t
′, λ) = (t1 +
1
2
t4t7,−t2 − t3 −
1
4
t27, t3 +
1
2
t27,
it4, t5 + t6,−t6, it7, 1− λ). (5.24)
The case E˜7:
ϕ2(x) = (λ
−3/4x0, λ
1/4x1), (5.25)
Ψ2(x, t
′, λ) = x, (5.26)
ψ2(t
′, λ) = (t1, λ
−3/4t2, λ
1/4t3, λ
−3/2t4, λ
−1/2t5,
λ1/2t6, λ
−5/4t7, λ
−1/4t8, λ
−1). (5.27)
ϕ3(x) = (−ξx0, ξ(x1 − x0)) with ξ = e
2πi1/8, (5.28)
Ψ3(x, t
′, λ) = (x0, x1 −
t7 + t8
1− λ
), (5.29)
ψ3(t
′, λ) = (t˜1, ..., t˜8, 1− λ) with (5.30)
t˜1 = t1 + (−1)
t7 + t8
1− λ
t3 +
(
t7 + t8
1− λ
)2
t6,
t˜2 = (−ξ)t2 + (−ξ)t3 + ξ
t7 + t8
1− λ
t5 + 2ξ
t7 + t8
1− λ
t6
+(−ξ)
(
t7 + t8
1− λ
)2
t8 + ξ
(
t7 + t8
1− λ
)3
,
t˜3 = ξt3 + (−2ξ)
t7 + t8
1− λ
t6,
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t˜4 = ξ
2(t4 + t5 + t6) + (−ξ
2)
t7 + t8
1− λ
t7 + (−2ξ
2)
t7 + t8
1− λ
t8
+ξ2(2− λ)
(
t7 + t8
1− λ
)2
,
t˜5 = (−ξ
2)t5 + (−2ξ
2)t6 + 2ξ
2 t7 + t8
1− λ
t8 + (−3ξ
2)
(
t7 + t8
1− λ
)2
,
t˜6 = ξ
2t6,
t˜7 =
ξ3
1− λ
((−3 + λ)t7 + (−2)t8),
t˜8 =
ξ3
1− λ
(3t7 + (2 + λ)t8).
The case E˜8:
ϕ2(x) = (λ
−1/2x0, x1), (5.31)
Ψ2(x, t
′, λ) = x, (5.32)
ψ2(t
′, λ) = (t1, λ
−1/2t2, λ
−1t3, t4, λ
−3/2t5,
λ−1/2t6, λ
−1t7, t8, λ
−1/2t9, λ
−1). (5.33)
ϕ3(x) = (ix0, x1 − x
2
0), (5.34)
Ψ3(x, t
′, λ) = (x0 +
1
2
t9
(1− λ)2
, x1 +
t7 + t8
1− λ
+iλ
t9
(1− λ)2
x0 +
1
4
t29(4λ
2 − 2λ− 1)
(1− λ)4
), (5.35)
ψ3(t
′, λ) = (t˜1, ..., t˜9, 1− λ) with (5.36)
t˜1 = t1 + (a term in C[λ, t2, ..., t9,
t7 + t8
1− λ
,
t9
(1− λ)2
]),
t˜2 = it2 + (a term in C[λ, t3, ..., t9,
t7 + t8
1− λ
,
t9
(1− λ)2
]),
t˜3 = −t3 − t4 + (a term in C[λ, t5, ..., t9,
t7 + t8
1− λ
,
t9
(1− λ)2
]),
t˜4 = t4 + (a term in C[λ, t6, ..., t9,
t7 + t8
1− λ
,
t9
(1− λ)2
]),
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t˜5 = (−i)(t5 + t6) + (a term in C[λ, t7, t8, t9,
t7 + t8
1− λ
,
t9
(1− λ)2
]),
t˜6 = it6 + (a term in C[λ, t7, t8, t9,
t7 + t8
1− λ
,
t9
(1− λ)2
]),
t˜7 =
λ− 3
λ− 1
t7 +
−2
λ− 1
t8 +
6λ+ 1
2(1− λ)3
t29,
t˜8 =
3
λ− 1
t7 +
λ+ 2
λ− 1
t8 +
14λ2 − 11λ− 2
4(1− λ)4
t29,
t˜9 = i
λ2
(1− λ)2
t9.
Remarks 5.3. (i) In the case of the minimal number of variables (n =
1 for E˜7 and E˜8, and n = 2 for E˜6), the subgroup U
0
1 ⋊ U2 of the
kernel (U01 ⋊ U2) × {± id} in the exact sequence in (5.10) comes via
StabGw(fλ)
∼= Rf
()hom
−→ GZ from StabGw(fλ) for generic λ. This follows
from the fact that the kernel of the exact sequence in (5.10) is the
subgroup of GZ which acts trivially on M
mar
µ
∼= H. In the cases of E˜7
and E˜8, the elements of StabGw(fλ) for generic λ can be determined
easily explicitly. In the case of E˜6, this is more difficult.
(ii) In any case, one can avoid at the beginning of this subsection
5.2 the use of theorem 3.1 in [GH17-1], which gives the facts in (5.10)–
(5.12) on GZ. One can recover these by the following steps:
(1) Determine StabGw(fλ) for generic λ.
(2) Use (i).
(3) Show that StabGw(fλ) for generic λ and ϕ2 and ϕ3 generate all
quasihomogeneous coordinate changes which map each fλ to some fλ˜.
6. Lyashko-Looijenga maps for the simple and the simple
elliptic singularities
6.1. Lyashko-Looijenga maps and their degrees. Lyashko-
Looijenga maps in general were discussed in subsection 2.4. Here we
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consider the Lyashko-Looijenga maps for the families of functions de-
fined in section 4, the maps
LLalg : Malg → M
(µ)
LL and (6.1)
LLmar : Mmar → M
(µ)
LL , with (6.2)
t ∈ Mmar 7→
µ∏
j=1
(y − uj) with u1, ..., uµ the
critical values of Fmart (with multiplicities).
The caustic Kmar3 ⊂M
mar and the Maxwell stratum Kmar2 ⊂M
mar had
been defined in (3.18) and (3.19). They are analytic hypersurfaces.
The caustic Kalg3 ⊂ M
alg and the Maxwell stratum Kalg2 ⊂ M
alg are
defined analogously. They are algebraic hypersurfaces as LLalg is even
an algebraic map.
By Looijenga [Lo74] and Lyashko [Ly79][Ly84], the map LLalg re-
stricts to a locally biholomorphic map LLalg : Malg − (Kalg3 ∪ K
alg
2 ) →
M
(µ)
LL −D
(µ)
LL, it maps K
alg
3 ∪K
alg
2 to D
(µ)
LL , and it is a branched covering
of order 3 respectively 2 at generic points of Kalg3 respectively K
alg
2 , and
analogous statements hold for LLmar and Kmar3 ,K
mar
2 ⊂M
mar .
In the case of the simple and the simple elliptic singularities, we have
the following more precise results.
Theorem 6.1 concerns the simple singularities and was proved by
Looijenga [Lo74] and Lyashko [Ly79][Ly84].
The covering result in theorem 6.2 for the simple elliptic singularities
is an achievement of Jaworski [Ja86, Theorem 2][Ja88, Proposition 1].
The refinement in theorem 6.3 of theorem 6.2 is a major result of this
paper. It will be proved in section 10, which builds on the sections 5, 8
and 9. It reproves Jaworski’s result. But the main point is the degree
degLLalg for the simple elliptic singularities, which was not calculated
before.
Though for the bijections in the main result theorem 7.1, we do not
need the degree degLLalg. Theorem 6.2 and the analogous part of
theorem 6.1 are sufficient.
Theorem 6.1. [Lo74][Ly79][Ly84] In the case of the simple singulari-
ties, LLalg is a branched covering of degree
degLLalg =
µ!∏µ
j=1 degw tj
. (6.3)
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Here deg
w
tj := 1 − degwmj. The degree degLL
alg is given explicitly
in table (6.4).
name Aµ Dµ E6 E7 E8
degLLalg (µ+ 1)µ−1 2(µ− 1)µ 29 · 34 2 · 312 2 · 35 · 57
(6.4)
And the restriction LLalg : Malg − (Kalg3 ∪ K
alg
2 ) → M
(µ)
LL − D
(µ)
LL is a
covering.
Theorem 6.2. [Ja86][Ja88] In the case of the simple elliptic singular-
ities, the restriction LLalg : Malg − (Kalg3 ∪ K
alg
2 ) → M
(µ)
LL − D
(µ)
LL is a
covering.
Theorem 6.3. In the case of the simple elliptic singularities, an ex-
tension Morb
(t′, λ) ∈ Malg ⊂ Morb
↓ ↓ ↓ πorb
λ ∈ C− {0, 1} ⊂ P1
(6.5)
of Malg to an orbibundle above P1 ⊃ C− {0, 1} exists such that LLalg
extends to a surjective holomorphic map LLorb : Morb →M
(µ)
LL with the
following properties. The two-dimensional subspace Morb0 ⊂M
orb with
Morb0 = (closure in M
orb of {(t′, λ) ∈Malg | t2 = ... = tµ−1 = 0})
∼= C× P1
(which is the µ-constant stratum and its translates under the unit field)
is mapped to the one-dimensional subspace M
(µ)
LL,0 ⊂M
(µ)
LL with
M
(µ)
LL,0 := {p(y) ∈M
(µ)
LL | p(y) = (y − u1)
µ, u1 ∈ C} ∼= C.
The restriction
LLorb : Morb −Morb0 → M
(µ)
LL −M
(µ)
LL,0 (6.6)
is a branched covering of degree
degLLorb = degLLalg =
µ! · 1
2
·
∑µ−1
j=2
1
deg
w
tj∏µ−1
j=2 degw tj
. (6.7)
Here deg
w
tj := 1 − degwmj. The degree degLL
alg is given explicitly
in table (6.8).
name E˜6 E˜7 E˜8
degLLalg 22 · 311 · 5 · 7 218 · 3 · 53 · 7 29 · 310 · 7 · 101
(6.8)
And LLorb maps Kalg3 ∪ K
alg
2 ∪ π
−1
orb({0, 1,∞}) to D
(µ)
LL.
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Remark 6.4. (i) Let NCoxeter be the Coxeter number of an ADE root
lattice, andW its Weyl group. By [Bo68] |W | = NµCoxeter ·
∏µ
j=1 degw tj.
Therefore
degLLalg =
µ!∏µ
j=1 degw tj
=
µ! ·NµCoxeter
|W |
. (6.9)
This was observed for example in [Yu90].
(ii) In order to make the tables (6.4) and (6.8) transparent, here
we give the weights deg
w
xi = wi, the weights degw tj , in the ADE
cases the Coxeter numbers NCoxeter, and in the simple elliptic cases the
number 1
2
∑µ−1
j=2
1
deg
w
tj
,
NCoxeter x0 x1 t1 t2 t3 t4 ... tµ
Aµ µ+ 1
1
µ+1
1 µ
µ+1
µ−1
µ+1
µ−2
µ+1
... 2
µ+1
Dµ 2(µ− 1)
1
µ−1
µ−2
2(µ−1)
1 µ
2(µ−1)
µ−2
µ−1
µ−3
µ−1
... 1
µ−1
NCoxeter x0 x1 t1 t2 t3 t4 t5 t6 t7 t8
E6 12
1
4
1
3
1 3
4
2
3
1
2
5
12
1
6
E7 18
2
9
1
3
1 7
9
2
3
5
9
4
9
1
3
1
9
E8 30
1
5
1
3
1 4
5
2
3
3
5
7
15
2
5
4
15
1
15
x0 x1 x2 t1 t2 t3 t4 t5 t6 t7 t8 t9
1
2
∑µ−1
j=2
1
deg
w
tj
E˜6
1
3
1
3
1
3
1 2
3
2
3
2
3
1
3
1
3
1
3
27
4
E˜7
1
4
1
4
1 3
4
3
4
1
2
1
2
1
2
1
4
1
4
25
3
E˜8
1
6
1
3
1 5
6
2
3
2
3
1
2
1
2
1
3
1
3
1
6
101
10
6.2. Limit behaviour of LLalg after Jaworski. Jaworski’s proof of
theorem 6.2 required an understanding of the limit behaviour of LLalg
near λ ∈ {0, 1,∞}. Here we will explain a result of him which concerns
this limit behaviour. It will be crucial for the proof of the main theorem
7.1 in the case of the simple elliptic singularities.
The intersection form I on the Milnor lattice Ml(f) of a simple
elliptic singularity is positive semidefinite if n ≡ 0(4), see e.g. [AGV88].
Consider the Stokes matrix S of any distinguished basis as defined in
(2.16). Because of (2.18), S + St is positive semidefinite. Therefore all
entries of S are in {0,±1,±2}. Therefore for any two vanishing cycles
δi and δj and any n (not necessarily n ≡ 0(4)) I(δi, δj) ∈ {0,±1,±2}.
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LLalg : Malg − (Kalg3 ∪K
alg
2 )→M
(µ)
LL −D
(µ)
LL is a covering by theorem
6.2. Now consider a (C∞ or real analytic) path
r : [0, ε)→ M
(µ)
LL with r((0, ε)) ⊂M
(µ)
LL −D
(µ)
LL, (6.10)
and r(0) ∈ D
(µ),reg
LL .
Consider any lift ρ : (0, ε) → Malg − (Kalg3 ∪ K
alg
2 ) of the restriction
of the path r to (0, ε). For s ∈ (0, ε), denote by u1(s), ..., uµ(s) the
critical values of Fρ(s). They are pairwise different. Because of r(0) ∈
D
(µ),reg
LL , precisely two of them will tend to one another if s → 0. We
can suppose that they are numbered ui(s) and ui+1(s). Write ρ(s) =
(t
(ρ)
1 (s), ..., t
(ρ)
µ−1(s), λ
(ρ)(s)) for s ∈ (0, ε).
For fixed s ∈ (0, ε), consider the Z-lattice bundle⋃
τ∈C−{u1(s),...,uµ(s)}Hn(F
−1
ρ(s)(τ),Z). Move the vanishing cy-
cles at ui(s) and ui+1(s) along straight lines to the Z-lattice
Hn(F
−1
ρ(s)(
ui(s)+ui+1(s)
2
),Z) and call the images δi(s), δi+1(s). They are
unique up to the sign. Then the following holds.
Theorem 6.5. [Ja88, Proposition 2]
I(δi(s), δi+1(s)) = 0 ⇐⇒ ρ extends to 0 and ρ(0) ∈ K
alg,reg
2 , (6.11)
I(δi(s), δi+1(s)) = ±1 ⇐⇒ ρ extends to 0 and ρ(0) ∈ K
alg,reg
3 ,
I(δi(s), δi+1(s)) = ±2 ⇐⇒ λ
(ρ) extends to 0 and λ(ρ)(0) ∈ {0, 1,∞}.
Proof: The statement in [Ja88, Proposition 2] is slightly weaker.
Therefore here we provide the additional arguments. Because of theo-
rem 6.3, λ(ρ) extends in any case to 0, and if λ(ρ)(0) /∈ {0, 1,∞}, then ρ
extends to 0 and ρ(0) ∈ Kalg,reg2 ∪K
alg,reg
3 . Therefore exactly one of the
three cases on the right hand side of (6.11) holds. In the third case,
Proposition 2 in [Ja88] applies and gives I(δi(s), δi+1(s)) = ±2.
In the second case, Fρ(0) has µ − 2 A1 singularities and one A2-
singularity, with pairwise different critical values, and then δi(s) and
δi+1(s) are a distinguished basis of the Milnor lattice of the A2 singu-
larity. Then I(δi(s), δi+1(s)) = ±1.
In the first case, Fρ(0) has µ A1 singularities, and two of them have
the same critical value, the others have pairwise different critical values.
Then δi(s) and δi+1(s) are vanishing cycles of the two A1 singularities
with the same critical value. Then I(δi(s), δi+1(s)) = 0. 
The situation for the simple singularities is analogous, but simpler.
The Milnor latticeMl(f) with intersection form of an ADE singularity
is isomorphic to the ADE root lattice if n ≡ 0(4), see e.g. [AGV88].
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Consider the Stokes matrix S of any distinguished basis as defined in
(2.16). Because of (2.18), S + St is positive definite. Therefore all
entries of S are in {0,±1}. Therefore for any two vanishing cycles δi
and δj and any n (not necessarily n ≡ 0(4)) I(δi, δj) ∈ {0,±1}.
Now consider a (C∞ or real analytic) path r : [0, ε) → M
(µ)
LL as in
(6.10), and consider any lift ρ : (0, ε) → Malg − (Kalg3 ∪ K
alg
2 ) of the
restriction of the path r to (0, ε). Because LLalg : Malg → MalgLL is a
branched covering, ρ extends to 0, and ρ(0) ∈ Kalg,reg2 ∪ K
alg,reg
3 .
For s ∈ (0, ε), denote again by u1(s), ..., uµ(s) the critical values of
Fρ(s). They behave for s→ 0 as above, and we obtain vanishing cycles
δi(s) and δi+1(s) as above. Then the following holds.
Lemma 6.6.
I(δi(s), δi+1(s)) = 0 ⇐⇒ ρ(0) ∈ K
alg,reg
2 , (6.12)
I(δi(s), δi+1(s)) = ±1 ⇐⇒ ρ(0) ∈ K
alg,reg
3 .
The proof is a subset of the proof of theorem 6.5.
7. The main theorem, its proof and consequences
In subsection 3.4 we introduced for any reference singularity f (0) a
Looijenga-Deligne map
LD : RStokes → B
ext(f (0))/Gsign,µ. (7.1)
Recall that RStokes is the set of Stokes regions, which are the compo-
nents of the complement of the Stokes walls WStokes inM
mar(f (0)), and
Bext(f (0)) is the orbit under GZ of the set B(f
(0)) of distinguished bases
of f (0). The map LD is GZ equivariant.
In the case of a simple singularity f (0) = f or of a simple elliptic
singularity f (0) = f1/2 (with fλ the Legendre normal form from (4.2)),
Mmar(f (0)) had been constructed in section 4.
The main theorem is as follows. For the simple singularities, the
bijection (7.3) was proved in a different way in [Lo74] and [De74], see
remark 7.2 (iv) below. Yu [Yu90, 6.3 Satz] built on this and proved the
bijection (7.4) for the simple singularities.
Theorem 7.1. Consider a simple singularity f (0) = f or a simple
elliptic singularity f (0) = f1/2. Then
RStokes = R
0
Stokes, B
ext(f (0)) = B(f (0)). (7.2)
The Looijenga-Deligne map
LD : R0Stokes → B(f
(0))/Gsign,µ (7.3)
DISTINGUISHED BASES AND STOKES REGIONS 43
and the induced quotient map
LD/GZ : R
0
Stokes/GZ → {Stokes matrices}/Gsign,µ (7.4)
are bijections.
Proof: In [GH17-1] it was proved that the moduli space Mmar(f (0))
is connected (see remark 3.7 (ii)). Therefore RStokes = R
0
Stokes. Recall
the argument in remark 3.11 (ii) for Bext(f (0)) = B(f (0)): The map LD
is GZ equivariant, and remark 3.11 (i) shows that R
0
Stokes is mapped to
B(f (0)). Therefore Bext(f (0)) = B(f (0)).
The Stokes matrix of a distinguished basis δ of the Milnor lattice
Ml(f (0)) was defined in (2.16) as S := (−1)(n+1)(n+2)/2 · L(δt, δ)t. Ob-
viously the set of Stokes matrices can be identified with the quotient
B(f (0))/GZ.
It suffices to prove that the map LD in (7.3) is a bijection. Then the
quotient map LD/GZ in (7.4) is a bijection, too.
Looijenga’s argument [Lo74] that LD is surjective for the simple sin-
gularities, works because of Jaworski’s theorem 6.2 also for the simple
elliptic singularities. The argument is as follows. Let U ∈ R0Stokes
be any Stokes region, let t ∈ U , and let δ be the up to the action
of Gsign,µ unique distinguished basis which is constructed from the
morsification Ft and the good distinguished system of paths in defi-
nition 3.9 (b). Then δ is in LD(U). Let γ be any distinguished ba-
sis. It is the image of δ under the action of a certain braid in Brµ
and possibly a sign change in Gsign,µ. The braid gives a (homotopy
class of a) closed path in M
(µ)
LL − D
(µ)
LL. The path has a unique lift to
Mmar − (Kmar3 ∪ K
mar
2 ) which starts at t ∈ U because the Lyashko-
Looijenga map LLmar : Mmar − (Kmar3 ∪ K
mar
2 ) → M
(µ)
LL − D
(µ)
LL is a
covering by the theorems 6.1 and 6.2. Let t˜ be the endpoint of this lift
and let U˜ be the Stokes region which contains t˜. Then γ ∈ LD(U˜).
Therefore LD is surjective.
It rests to prove that LD is injective. Let U (1) and U (2) be two Stokes
regions with LD(U (1)) = LD(U (2)). Because the Lyashko-Looijenga
map LLmar : Mmar − (Kmar3 ∪K
mar
2 )→M
(µ)
LL −D
(µ)
LL is a covering, both
Stokes regions are mapped by LLmar bijectively to the open subset
{p(y) ∈M
(µ)
LL | p(y) =
µ∏
j=1
(y − uj) (7.5)
with Im(ui) 6= Im(uj) for i 6= j}.
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of M
(µ)
LL . There is a unique isomorphism ψ
U : U (1) → U (2) which is
compatible with LLmar . Obviously it is an isomorphism of semisimple
F-manifolds.
We claim that it extends to an automorphism ψmar : Mmar(f (0))→
Mmar(f (0)). If this is true then the rest of the proof is an elegant appli-
cation of theorem 4.3: Then ψmar comes from an element ψ ∈ GZ(f
(0))
(which is unique up to ±1). The element ψ must map LD(U (1)) to
LD(U (2)). As they coincide by assumption, ψ = ± id. Thus ψmar = id
on Mmar , thus U (1) = U (2).
It rests to show that ψU extends an automorphism ψmar of
Mmar(f (0)). Roughly, the reason is that the covering LLmar : Mmar −
(Kmar3 ∪ K
mar
2 ) → M
(µ)
LL − D
(µ)
LL with base point in U
(k) is determined
by the class of Stokes matrices modulo Gsign,µ which are associated
to the distinguished bases in LD(U (k)). As this class coincides for
k = 1, 2, a deck transformation ψmar : Mmar − (Kmar3 ∪ K
mar
2 ) →
Mmar − (Kmar3 ∪ K
mar
2 ) exists, which extends ψ
U . It extends to
Kmar3 ∪ K
mar
2 as there LL
mar is generically branched of order 3 re-
spectively 2.
More precisely, we can argue as follows. Let t(k) ∈ U (k) be points
with LLmar(t(1)) = LLmar(t(2)). Then ψU(t(1)) = t(2). Choose a path
within Mmar(f (0))− (Kmar,sing3 ∪K
mar,sing
2 ) from t
(1) to any point in this
space. We claim that ψU extends from U (1) to a well defined map
ψU∪path : U (1) ∪ (a neighborhood of this path) (7.6)
→Mmar − (Kmar,sing3 ∪ K
mar,sing
2 )
and that this is locally an isomorphism of F-manifolds. If the path
does not meet Kmar3 ∪ K
mar
2 , this is obvious. Now suppose that it
meets Kmar,reg3 ∪ K
mar,reg
2 . Let ρ
(1) be the restriction of the path to a
path from t(1) to a point t˜(1) just before the first meeting point with
Kmar,reg3 ∪ K
mar,reg
2 . Then
ψU∪ρ
(1)
: U (1) ∪ {a neighborhood of ρ(1)}
→ Mmar − (Kmar,sing3 ∪ K
mar,sing
2 )
is well defined. Let ρ(2) := ψU∪ρ
(1)
◦ ρ(1) be the image of ρ(1) under
ψU∪ρ
(1)
. Then ρ(2) starts at t(2) and ends at t˜(2) := ψU∪ρ
(1)
(t˜(1)). Then
LL(t˜(1)) = LL(t˜(2)).
Let U˜ (1) and U˜ (2) be the Stokes regions which contain t˜(1) and t˜(2).
Then still LD(U˜ (1)) = LD(U˜ (2)), and also the associated Stokes matri-
ces are equal up to the action of Gsign,µ.
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Write LL(t˜(1)) = LL(t˜(2)) =
∏µ
i=1(y − ui) with (u1, ..., uµ) in good
ordering (definition 3.9 (a)). By lemma 2.3, the Z-lattice bundles⋃
τ∈C−{u1,...,uµ}Hn(Ft˜(k))
−1(τ),Z) for k = 1 and k = 2 are isomorphic.
Near t˜(k) the path ρ(k) is a lift of a path r as in (6.10). By the con-
struction before theorem 6.5 and lemma 6.6, we obtain vanishing cycles
δ
(k)
i and δ
(k)
i+1 in Hn(F
−1
t˜(k)
(ui+ui+1
2
),Z). Because the Z-lattice bundles are
isomorphic,
I(δ
(1)
i , δ
(1)
i+1) = I(δ
(2)
i , δ
(2)
i+1).
By theorem 6.5 and lemma 6.6, this is either 0 or ±1, and the first
meeting point of the extension of ρ(1) is in Kmar2 in the first case and in
Kmar3 in the second case, and ρ
(2) extends to Kmar2 in the first case and
to Kmar3 in the second case. Therefore the isomorphism ψ
U∪ρ(1) extends
to a local isomorphism of F-manifolds beyond this first meeting point.
Therefore (7.6) holds. As Kmar,sing3 ∪K
mar,sing
2 has codimension two in
Mmar, the extensions of ψU to local isomorphisms of F-manifolds along
all paths inMmar−Kmar,sing3 ∪K
mar,sing
2 glue to one global automorphism
ψmar of Mmar . 
Remarks 7.2. (i) In the case of a simple singularity, the sets R0Stokes,
B(f)/Gsign,µ and {Stokes matrices}/Gsign,µ are all finite. |R
0
Stokes| =
degLLalg is finite because the Lyashko-Looijenga map is algebraic.
B(f) and the quotient sets are finite because there are only finitely
many vanishing cycles, they are the roots of the ADE lattice.
In the case of a simple elliptic singularity, the set R0Stokes is not finite,
because the universal covering λ : H→ C−{0, 1,∞} has infinite degree.
The set B(f1/2) of distinguished bases is not finite because the group
GZ acts on it because of (7.2), and the group GZ is not finite [GH17-1].
The set of Stokes matrices is finite because the entries of each Stokes
matrix are in {0,±1,±2}, see the beginning of subsection 6.2.
Ebeling [Eb18] showed that for all other singularities the set B(f)
and the set of Stokes matrices are infinite. Together this gives the
picture in table (1.1).
(ii) Theorem 7.1 together with the degrees of LLalg in the theorems
6.1 and 6.3 and in the case of the simple singularities the number |GZ|
allows now to calculate all finite numbers in (1.1). Corollary 7.3 gives
the result.
(iii) All numbers in corollary 7.3 except the number of Stokes ma-
trices for E˜8 had already been determined. Deligne [De74] determined
the number |B(f)| for the simple singularities, Yu [Yu90][Yu96][Yu99]
determined the number |{Stokes matrices}| for the simple singularities.
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Kluitmann determined the number |{Stokes matrices}| for the simple
elliptic singularities E˜6 [Kl83] and E˜7 [Kl87]. Deligne and Kluitmann
worked directly with the braid group orbits B(f). Their calculations are
hard, especially those of Kluitmann. It is satisfying that theorem 7.1
together with degLLalg gives the same numbers |{Stokes matrices}| for
E˜6 and E˜7, and that they allow to find the missing number, the number
|{Stokes matrices}| for E˜8.
(iv) For the simple singularities, Deligne [De74] and Looijenga [Lo74]
proved the bijection (7.3) by comparison of numbers. Looijenga proved
that (7.3) is surjective (see the proof of theorem 7.1 for his argument)
and calculated |R0Stokes| = degLL
alg. Deligne calculated |B(f)|/Gsign,µ
and observed that it coincides with |R0Stokes|. Therefore (7.3) is a bi-
jection. But for the simple elliptic singularities, both sides of (7.3) are
infinite, and this argument does not work.
(v) For the simple singularities observe
|B(f)| = 2µ · |B(f)/Gsign,µ|, (7.7)
For the simple and simple elliptic singularities observe
|{Stokes matrices}| = 2µ−1 · |{Stokes matrices}/Gsign,µ|. (7.8)
The last equality holds because any Coxeter-Dynkin diagram is con-
nected.
Corollary 7.3. For any simple singularity |B(f)/Gsign,µ| = degLL
alg,
and this number is given in table (6.4). The other numbers are as
follows.
|GZ| |{Stokes matrices}/Gsign,µ|
Aµ 2(µ+ 1) (µ+ 1)
µ−2
D4 36 9
Dµ, µ ≥ 5 4(µ− 1) (µ− 1)
µ−1
E6 24 2
7 · 33 = 3456
E7 18 2 · 3
10 = 118098
E8 30 2 · 3
4 · 56 = 2531250
(7.9)
In the case of the simple elliptic singularities
deg(Malg →Mmar/GZ) |{Stokes matrices}/Gsign,µ|
E˜6 6 · 2 · 3 · 3
2 = 326 37 · 5 · 7 = 76545
E˜7 6 · 1 · 4 · 2
2 = 96 213 · 53 · 7 = 7168000
E˜8 6 · 1 · 6 · 1
2 = 36 27 · 38 · 7 · 101 = 593744256
(7.10)
Here deg(Malg →Mmar/GZ) means the generic degree.
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Proof: First we consider the simple singularities. The bijection (7.3)
gives
degLLalg = |R0Stokes| = |B(f)/Gsign,µ|.
The group GZ acts on M
alg =Mmar with kernel {± id}. This and the
bijection (7.4) give
|{Stokes matrices}/Gsign,µ| = |R
0
Stokes/GZ| = 2 · |R
0
Stokes|/|GZ|
= 2 · degLLalg/|GZ|.
The values |GZ| can be found in [He11, Theorem 8.3 and Theorem 8.4].
Together with (6.4), this gives (7.9).
Now we consider the simple elliptic singularities. Obviously
|R0Stokes/GZ| = deg(LL :M
mar/GZ →M
(µ)
LL )
=
degLLalg
deg(Malg →Mmar/GZ)
.
Therefore the degree of the map Malg → Mmar/GZ in the second col-
umn of (7.10), the bijection (7.4) and the table (6.8) give the third
column of (7.10). The degree deg(Malg → Mmar/GZ) is calculated in
lemma 5.2. 
8. Segre classes of smooth cone bundles
The calculation of the degrees degLLalg for the simple elliptic singu-
larities in section 10 will use corollary 8.6 below. For this corollary,
we have to extend some notions and results in [Fu84]. We do not need
new ideas, just some new details. We follow closely this book.
In [Fu84, B.5] cones are defined in the category of algebraic schemes
as follows. X is an algebraic scheme. S• =
∑
d≥0 S
d is a graded sheaf of
OX-algebras such that the canonical map OX → S
0 is an isomorphism,
S1 is a coherent OX-module, and S
• is (locally) generated by S1 as an
OX-algebra.
Then C := Spec(S•) with the projection C → X is a cone. Its fibers
are affine and come equipped with a C∗-action. The bundle of C∗-orbits
is P (C) := Proj(S•). The projection pC : P (C) → X is proper. The
rational functions on C which are homogeneous of degree d induce the
line bundle OP (C)(d).
If f : Y → X is a morphism, then the pull-back f ∗C = C ×X Y is
the cone on Y defined by the sheaf f ∗S• of OY -algebras. If C1 and C2
are two cones on X defined by S•1 and S
•
2 , their direct sum C1 ⊕ C2 is
the cone on X defined by the graded sheaf S•1 ⊗ S
•
2 .
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Now suppose that the cone C is pure dimensional. Then its Segre
class is by [Fu84, Example 4.1.2]
s(C) = (pC)∗
(∑
i≥0
c1(O(1))
i ∩ [P (C)]
)
∈ A∗X. (8.1)
Here A∗P (C) and A∗X are the spaces of cycles modulo rational equiv-
alence [Fu84, 1.3], [P (C)] ∈ A∗P (C), (pC)∗ : A∗P (C) → A∗X is the
push-forward [Fu84, 1.4], O(1) is the canonical line bundle on P (C),
and the Chern class c1(O(1)) is understood in the operational sense,
as a map
c1(O(1))∩ : AkP (C)→ Ak−1P (C)
[Fu84, 3.2].
We are interested in the (more special and more general) situation
where the base X is pure dimensional, the fibers are smooth, and the
fibration C → X is locally trivial, but where the condition that S1
generates S• is not necessarily satisfied. The following definition fixes
this situation.
Definition 8.1. For some n ∈ Z≥1, let a = (a1, ..., an) ∈ Zn≥1 with
a1 ≤ a2 ≤ ... ≤ an. Let R = C[x1, ..., xn] be the C-algebra with the
grading R = R• =
∑
d≥0R
d such that xi ∈ R
ai . Let X be an algebraic
pure dimensional scheme. Let S• =
∑
d≥0 S
d be a graded sheaf of
OX-algebras such that there is a covering of X by open affine charts
Ui, i ∈ I, and there are isomorphisms S|Ui
∼= RUi := OUi ⊗R of graded
OUi-algebras.
Then C := Spec(S•) is a smooth cone bundle (smooth because the
fibers of C → X are smooth, bundle because C → X is locally trivial).
By the next lemma, a smooth cone bundle comes equipped with
a chain of smooth cone subbundles and quotients, which are vector
bundles.
Lemma 8.2. The situation in definition 8.1 is kept. For k ∈ Z with
a1 ≤ k ≤ an + 1, define Ik ⊂ S
• as the sheaf of homogeneous ideals
generated by S1 + ... + Sk−1 (so Ia1 = {0}), define S
•
k := S
•/Ik as
the quotient sheaf of OX-algebras with the induced grading, and de-
fine S•k,sub ⊂ S
•
k as the subring sheaf of S
•
k generated by S
k
k (obviously
Sdk,sub = 0 if k 6 |d). Define S
•
(k) essentially as S
•
k,sub, but with the new
grading Sd(k) := S
d·k
k,sub.
Then the Ck := Spec(S
•
k) are smooth cone bundles on X and form a
chain
(zero section) = Can+1 ⊂ Can ⊂ Can−1 ⊂ ... ⊂ Ca1+1 ⊂ Ca1 = C. (8.2)
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The cones C(k) := Spec(S
•
(k)) are vector bundles on X with rankC(k) =
|{i | k = ai}| (so many of them may be 0, and
∑an
k=1 rankC(k) =
rankC). The smooth cone bundle Ck+1 is the kernel of the projection
prk : Ck → C(k) (from the inclusion S
•
k,sub →֒ S
•
k).
The proof is clear.
Given a smooth cone bundle C → X , we want to define a Segre
class. The rational functions of degree d on C induce a sheaf OP (C)(d).
But S• is in general not generated by S1, therefore OP (C)(1) is not
necessarily invertible. For example if gcd(a1, ..., an) > 1 then S
d = 0
and OP (C)(d) = 0 if gcd(a1, ..., an) 6 |d. But for certain larger d, the
sheaf OP (C)(d) is good enough.
Definition 8.3. The situation in definition 8.1 is kept. Choose d ∈
lcm(a1, ..., an) · Z≥1, and define a Segre class
s(d)(C) := (pC)∗
(∑
i≥0
(
c1(O(d))
d
)i
∩
[P (C)]
gcd(a1, ..., an)
)
∈ AQ∗X, (8.3)
here AQ∗X = A∗X ⊗Z Q, A
Q
∗ P (C) = A∗P (C) ⊗Z Q, and c1(O(d))∩ :
AQkXP (C)→ A
Q
k−1P (C), (pC)∗ : A
Q
k P (C)→ A
Q
kX .
Part (b) in the following proposition generalizes [Fu84, Proposition
4.1 (a)].
Proposition 8.4. The situation in definition 8.1 is kept.
(a) s(d)(C) is independent of the choice of d and is called s(scb)(C).
If a1 = ... = an = 1, then C is a vector bundle and s
(scb)(C) is the
classical Segre class in [Fu84, Example 4.1.2].
(b)
s(scb)(C) =
1
a1...an
·
an∏
k=a1
cpol1/k(C(k))
−1 ∩ [X ], (8.4)
here C(k) is the vector bundle associated to C in lemma 8.2, and
cpolt (C(k)) = c0 + tc1 + t
2c2 + ... is its Chern polynomial (in (8.4) the
variable t is replaced by the number 1
k
).
Proof: (a) The independence will follow from the formula (8.4) in
(b). If a1 = ... = an = 1, then C is a vector bundle, O(d) = O(1)
⊗d,
c1(O(d)) = d · c1(O(1)), and the definition (8.3) agrees with [Fu84,
Example 4.1.2].
(b) This will be proved by induction on the dimension n of the fibers
of the smooth cone bundle. We carry out the first step of the induction.
Part of it is close to [Fu84, Example 4.1.5].
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By the splitting construction [Fu84, Proof of Theorem 3.2], there is
a flat morphism f : Y → X such that f ∗ : A∗X → A∗Y is injective
and f ∗C(a1) has a filtration by subbundles
f ∗C(a1) = Er ⊃ Er−1 ⊃ ... ⊃ E1 ⊃ E0 = 0 (8.5)
with line bundle quotients Li = Ei/Ei−1 (and r = |{i | ai = a1}| =
rkC(a1)).
The smooth cone bundle F := f ∗(C) in Y contains the smooth cone
bundle G := ker(F → Lr) in codimension one, where F → Lr is
the composition of the projections f ∗ pra1 : F → Er and Er → Lr.
Denote by L• the graded sheaf of OX -algebras with Lr = Spec(L
•).
The projection F → Lr with kernel G corresponds to an embedding
L• →֒ f ∗S•k,sub ⊂ f
∗S•. Denote by pF : P (F )→ Y the projection.
The line bundle (pF )
∗L
⊗d/a1
r ⊗ OP (F )(d) has a global section σ: If
U ⊂ Y is an open affine chart and f ∗S•|U = OU⊗R·e1 is a trivialization
and L•|U ∼= OU ⊗ C[x1], then σ|(pF )−1(U) ∼ (pF )
∗e
⊗d/a1
1 ⊗ x
d/a1
1 . Its
zero-scheme in P (F ) may be identified with P (G) with multiplicity
d
a1
· gcd(a1,...,an)
gcd(a2,...,an)
, equivalently,
d
a1
·
gcd(a1, ..., an)
gcd(a2, ..., an)
· [P (G)] = c1((pF )
∗L⊗d/a1r ⊗OP (F )(d)) ∩ [P (F )].(8.6)
Here gcd(a1, ..., an) and gcd(a2, ..., an) are the sizes of the kernels of the
C∗-actions on F and on G.
Now we want to calculate s(d)(G) in terms of s(d)(F ) and the value
at t = 1
a1
of the Chern polynomial cpolt (Lr). For this observe that
the closed embedding i : P (G) →֒ P (F ) is proper. The formula
i∗OP (F )(d) = OP (G)(d) and the projection formula for Chern classes
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[Fu84, Theorem 3.2 (c)] will be used.
1
a1
· s(d)(G)
=
1
a1
· (pG)∗
(∑
i≥0
(
c1(OP (G)(d))
d
)i
∩
[P (G)]
gcd(a2, ..., an)
)
=
1
d
· (pF )∗
(∑
i≥0
(
c1(OP (F )(d))
d
)i
∩ c1
(
(pF )
∗L⊗d/a1r ⊗OP (F )(d)
)
∩
[P (F )]
gcd(a1, ..., an)
)
= (pF )∗
(∑
i≥0
(
c1(OP (F )(d))
d
)i
∩
(
1
a1
c1((pF )
∗Lr) +
1
d
c1(OP (F )(d)
)
∩
[P (F )]
gcd(a1, ..., an)
)
= (pF )∗
(∑
i≥0
(
c1(OP (F )(d))
d
)i
∩ cpol1/a1((pF )
∗Lr) ∩
[P (F )]
gcd(a1, ..., an)
)
= cpol1/a1(Lr) ∩ s
(d)(F ).
In the second to last equality, the term (pF )∗
(
c0(pF )
∗(Lr)∩
[P (F )]
gcd(aw ,...,an)
)
was added. This term vanishes, as [P (F )] ∈ AdimP (F ) is mapped by
(pF )∗ to AdimP (F )Y , which is zero because dimP (F ) = dimP (G)+1 ≥
dimY + 1. Therefore
s(d)(F ) =
1
a1
· cpol1/a1(Lr)
−1 ∩ s(d)(G). (8.7)
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By induction and the product formula cpolt (Lr) · c
pol
t (Er−1) =
cpolt (f
∗C(a1)) we obtain
s(d)(F ) =
1
ar1
·
r∏
j=1
cpol1/a1(Lj)
−1 ∩ s(d)(f ∗C(a1+1))
=
1
ar1
· cpol1/a1(f
∗C(a1))
−1 ∩ s(d)(f ∗C(a1+1))
=
1
a1...an
·
an∏
k=a1
cpol1/k(f
∗C(k))
−1) ∩ [Y ]
=
1
a1...an
· f ∗
(
an∏
k=a1
cpol1/k(C(k))
−1) ∩ [X ]
)
. (8.8)
Now the injectivity of f ∗ : A∗X → A∗Y gives
s(d)(C) =
1
a1...an
·
an∏
k=a1
cpol1/k(C(k))
−1) ∩ [X ]. (8.9)
It rests to settle the beginning of the induction. Consider the case
n = 1 and choose d ∈ a1 · Z≥1. Then P (C) = X , pC = id, C = C(a1) ∼=
OP (C)(−a1), and∑
i≥0
(
c1(OX(d))
d
)i
=
(
1−
1
d
c1(OX(d))
)−1
=
(
1 +
1
d
c1(OX(−d))
)−1
=
(
1 +
1
a1
c1(OX(−a1))
)−1
= cpol1/a1(C(a1))
−1.
Therefore
s(d)(C) = (pC)∗
(∑
i≥0
(
c1(OP (C)
d
)i
∩
[P (C)]
a1
)
=
1
a1
(cpol1/a1(C(a1)))
−1 ∩ [X ]. 
As in [Fu84], a variety means a reduced and irreducible scheme. A
smooth cone bundle C → X on a variety is also a variety. In the
following X ⊂ C means the embedding as zero section.
Suppose that C1 → X1 and C2 → X2 are smooth cone bundles on
complete varieties X1 and X2 with dimC1 = dimC2 and dimX1 ≥
dimX2, and suppose that f : C1 → C2 is a C∗-equivariant proper
morphism such that f−1(X2) = X1 and the restriction f
C−X : C1 −
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X1 → C2 − X2 is finite. Then f and the restrictions f
C−X and fX :
X1 → X2 are surjective, and f has a finite degree deg f = [K(C1) :
K(C2)], which is the number of preimages of a generic point in C2 −
X2. In [Fu84, Definition 1.4] a degree
∫
Xi
: A0Xi → Z is defined and
extended by
∫
Xi
: AkXi → 0 for k > 0 to
∫
Xi
: A∗Xi → Z. It also
extends to
∫
Xi
AQ∗Xi → Q.
Proposition 8.5. In the situation just described
fX∗ s
(scb)(C1) = deg f · s
(scb)(C2), (8.10)∫
X1
s(scb)(C1) = deg f ·
∫
X2
s(scb)(C2). (8.11)
Proof: Denote by a = (a1, ..., an1) respectively by v = (v1, ..., vn2)
the weights of C1 respectively C2. Denote w˜ := gcd(ai), v˜ :=
gcd(vi), d1 := lcm(ai), d2 := lcm(vi). Because f is C∗-equivariant and
does not map C1 to X2, w˜ divides v˜. The map f
C−X induces a finite
(and surjective) morphism fPC : P (C1)→ P (C2) with
deg fPC =
(
v˜
w˜
)−1
· deg f.
Furthermore
(fPC)∗OP (C2)(d) = OP (C1)(d),
(fPC)∗[P (C1)] = deg f
PC · [P (C2)].
Choose d ∈ lcm(d1, d2) · Z≥1. Then
OP (Ci)(d) = OP (Ci)(di)
⊗d/di ,
1
di
c1(OP (Ci)(di)) =
1
d
c1(Op(Ci)(d)).
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Therefore
fX∗ s
(d)(C1)
= fX∗ ◦ (pC1)∗
(∑
i≥0
(
c1(OP (C1)(d))
d
)i
∩
[P (C1)]
w˜
)
= (pC2)∗ ◦ (f
PC)∗
(∑
i≥0
(
c1((f
PC)∗OP (C2)(d))
d
)i
∩
[P (C1)]
w˜
)
= (pC2)∗
(∑
i≥0
(
c1(OP (C2)(d)
d
)i
∩
(fPC)∗[P (C1)]
w˜
)
= deg f · (pC2)∗
(∑
i≥0
(
c1(OP (C2)(d)
d
)i
∩
[P (C2)]
v˜
)
= deg f · s(d)(C2).
With the functoriality
∫
X1
α =
∫
X2
fX∗ α [Fu84, Definition 1.4], we ob-
tain ∫
X1
s(scb)(C1) = deg f ·
∫
X2
s(scb)(C2). 
If
∫
X2
s(scb)(C2) 6= 0, then (8.11) can be used to calculate deg f . We
will use it in the following case.
Corollary 8.6. Keep the situation in and before proposition 8.5. Sup-
pose additionally that X1 is a smooth complete curve and X2 is a point.
The weights of C1 are denoted (a1, .., an1), the weights of C2 are denoted
(b1, ..., bn2). The vector bundles on X1 associated to C1 in lemma 8.2
are denoted by C1,(k), a1 ≤ k ≤ an Then n2 = n1 + 1,∫
X2
s(scb)(C2) =
1
b1...bn2
> 0, (8.12)∫
X1
s(scb)(C1) =
1
a1...an1
·
(
−
an1∑
k=a1
1
k
degC1,(k)
)
, (8.13)
deg f =
b1...bn2
a1...an1
·
(
−
an1∑
k=a1
1
k
degC1,(k)
)
. (8.14)
Proof: This follows with proposition 8.4 (b) and proposition 8.5. 
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9. Extension to λ = 0 of the Lyashko-Looijenga map for
the simple elliptic singularities
Here we will do the first and biggest step in the proof of theorem
6.3. The λ-parameter space C − {0, 1} contains the punctured disk
∆∗ = ∆ − {0}, where ∆ = {z ∈ C | |z| < 1}. Define c := 3 for E˜6 and
E˜8 and c := 2 for E˜7, and define the c-fold coverings
ρnaive : Cµ−1 ×∆∗ → Cµ−1 ×∆∗,
(t′, κ) 7→ (t′, κc) = (t′, λ),
Rnaive : Cn+1 × Cµ−1 ×∆∗ → Cn+1 × Cµ−1 ×∆∗,
(x, t′, κ) 7→ (x, t′, κc) = (x, t′, λ).
We will glue fibers above κ = 0 into Cn+1×Cµ−1 ×∆∗ and Cµ−1 ×∆∗
such that F alg ◦Rnaive, its critical space and its Lyashko-Looijenga map
extend well to κ = 0. This is the content of the following theorem 9.1
and its long proof.
Theorem 9.1. Consider for each of the three families of simple elliptic
singularities and their unfoldings the following spaces and maps.
For E˜6:
(x, y, s, κ) = (x0, ..., xn, y0, y1, y2, s1, ..., s7, κ)
∈ Cn+1 × C3 × C7 ×∆ = Cn+11 ×∆∗,
Y := {(x, y, s, κ) ∈ Cn+11 ×∆ | x0(x1 + s5) = κy0,
(x1 + s5)y0 = κy1, x0x
2
2 = κ
2y2}, (9.1)
prµ : Y → C
7 ×∆, (x, y, s, κ) 7→ (s, κ),
ρ : C7 ×∆∗ → C7 ×∆∗,
(s, κ) 7→ (s1, κ
2s2 + κs5s6 − s
2
5, s3, s4, κ
3s5,
κs6 − 2s5, s7, κ
3), (9.2)
R : Y ∩ Cn+11 ×∆∗ → Cn+8 ×∆∗,
(x, y, s, κ) 7→ (κ−2x0, x1, ..., xn, ρ(s, κ)). (9.3)
For E˜7:
(x, y, s, κ) = (x0, ..., xn, y, s1, ..., s8, κ)
∈ Cn+1 × C× C8 ×∆ = Cn+10 ×∆∗,
Y := {(x, y, s, κ) ∈ Cn+10 ×∆ | x0x1 = κy}, (9.4)
prµ : Y → C
8 ×∆, (x, y, s, κ) 7→ (s, κ),
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ρ : C8 ×∆∗ → C8 ×∆∗,
(s, κ) 7→ (s1, κs2, s3, κ
2s4, s5, s6, κs7, s8, κ
2), (9.5)
R : Y ∩ Cn+10 ×∆∗ → Cn+9 ×∆∗,
(x, y, s, κ) 7→ (κ−1x0, x1, ..., xn, ρ(s, κ)). (9.6)
For E˜8:
(x, y, s, κ) = (x0, ..., xn, y, s1, ..., s9, κ)
∈ Cn+1 × C× C9 ×∆ = Cn+11 ×∆∗,
Y := {(x, y, s, κ) ∈ Cn+11 ×∆ | (x0 −
1
2
s9)x1 = κy},(9.7)
prµ : Y → C
9 ×∆, (x, y, s, κ) 7→ (s, κ),
ρ : C9 ×∆∗ → C9 ×∆∗,
(s, κ) 7→ (s1, κs2, κ
2s3,
s4 −
1
2
κ−1s6s9 −
1
4
κ−1s7s
2
9 −
1
16
κ−1s49, κ
3s5,
s6, κs7, s8 −
1
4
κ−2s29, κ
−1s9, κ
3), (9.8)
R : Y ∩ Cn+11 ×∆∗ → Cn+10 ×∆∗,
(x, y, s, κ) 7→ (κ−1x0, x1, ..., xn, ρ(s, κ)). (9.9)
(a) The C∗-action on Cn+11 × ∆ for E˜6 and E˜8 and on Cn+10 × ∆
for E˜7 with the following weights restricts to a C∗-action on Y ,
degw xi = wi, degw si = degw ti, degw κ = degw λ = 0,
for E˜7 and E˜8 : degw y = w0 + w1, (9.10)
for E˜6 :
{
degw y0 = w0w1, degw y1 = w0 + 2w1,
degw y2 = w0 + 2w2.
The map R is C∗-equivariant with respect to this C∗-action and the
natural C∗-action on the image space with coordinates (x, t′, λ).
(b) The maps ρ and R are coverings of degree c. Especially, for each
fixed (s, κ) ∈ Cµ−1 ×∆∗,
R : pr−1µ ((s, κ))
∼=
→ Cn+1 × {ρ(s, κ)}. (9.11)
(c) The pull back F alg ◦ R extends from Y ∩ Cn+(10 or 11) ×∆∗ holo-
morphically to κ = 0, that means, to a function (F alg ◦R)ext : Y → C.
(d) Let Calg := {(x, t′, λ) ∈ Cn+1 ×Malg | ∂F
alg
∂ti
= ∂F
alg
∂λ
= 0} be the
critical space of the unfolding F alg. Consider the closure R−1(Calg) in
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Y of the pull back by R of Calg ∩ Cn+1 × Cµ−1 ×∆∗. The restriction
prµ : R
−1(Calg)→ Cµ−1 ×∆, (x, y, s, κ) 7→ (s, κ) (9.12)
is finite and flat of degree µ.
(e) The composition LLalg ◦ ρ : Cµ−1 ×∆∗ → M (µ)LL of the Lyashko-
Looijenga map LLalg with ρ extends holomorphically to Cµ−1×∆. The
restriction
(LLalg ◦ ρ)ext : Cµ−1 ×∆− {(s, κ) | s2 = ... = sµ−1 = 0} (9.13)
→M
(µ)
LL −M
(µ)
LL,0
is finite and flat onto its image. And Cµ−1×{0} is mapped by (LLalg ◦
ρ)ext to D
(µ)
LL.
The rest of this section is devoted to the proof of this theorem.
Proof: (a) This follows from comparison of the formulas (9.1)–(9.9)
with the weights in remark 6.4 (ii) and in (9.10).
(b) The definition of Y shows that for κ ∈ ∆∗ (x0, ..., xn) serve as
coordinates on pr−1µ ((s, κ)) and that this is isomorphic to C
n+1.
The following three statements show that ρ and R are coverings
of degree c. The last component of ρ is ρµ(s, κ) = κ
c. Each other
component ρi has a nonvanishing linear term in si (and in the case of
E˜6 the linear terms of ρ5 and ρ6 are κ
3s5 and κs6 − 2s5). The map R
restricts to a linear isomorphism R : pr−1µ ((s, κ))→ C
n+1 × {ρ((s, κ))}
for (s, κ) ∈ Cµ−1 ×∆∗.
(c) The pull back F alg ◦R =
(
fλ(x)+
∑µ−1
i=1 miti
)
◦R can be written
as follows.
For E˜6:
F alg ◦R = κ3κ−4x20x1 − (κ
3 + 1)κ−2x0x
2
1 + x
3
1 − κ
−2x0x
2
2 +
n∑
i=3
x2i
+s1 + κ
−2x0(κ
2s2 + κs5s6 − s
2
5) + x1s3 + x2s4
+κ−4x20κ
3s5 + κ
−2x0x1(κs6 − 2s5) + x1x2s7
= κ−1x0(x0 + s6)(x1 + s5)− κ
−2x0(x1 + s5)
2 − κx0x
2
1 + x
3
1
−κ−2x0x
2
2 +
n∑
i=3
x2i + s1 + x0s2 + x1s3 + x2s4 + x1x2s7
= (x0 + s6)y0 − y1 − κx0x
2
1 + x
3
1 − y2 +
n∑
i=3
x2i (9.14)
+s1 + x0s2 + x1s3 + x2s4 + x1x2s7.
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For E˜7:
F alg ◦R = κ2κ−3x30x1 − (κ
2 + 1)κ−2x20x
2
1 + κ
−1x0x
3
1 +
n∑
i=2
x2i
+s1 + κ
−1x0κs2 + x1s3 + κ
−2x20κ
2s4
+κ−1x0x1s5 + x
2
1s6 + κ
−2x20x1κs7 + κ
−1x0x
2
1s8
= x20y − (κ
2 + 1)y2 + x21y +
n∑
i=2
x2i (9.15)
+s1 + x0s2 + x1s3 + x
2
0s4 + ys5 + x
2
1s6 + x0ys7 + x1ys8.
For E˜8:
F alg ◦R = κ3κ−4x40x1 − (κ
3 + 1)κ−2x20x
2
1 + x
3
1 +
n∑
i=2
x2i
+s1 + κ
−1x0κs2 + κ
−2x20κ
2s3
+x1(s4 −
1
2
κ−1s6s9 −
1
4
κ−1s7s
2
9 −
1
16
κ−1s49)
+κ−3x30κ
3s5 + κ
−1x0x1s6 + κ
−2x20x1κs7
+x21(s8 −
1
4
κ−2s29) + κ
−1x0x
2
1κ
−1s9
= (x30 + x
2
0
1
2
s9 + x0
1
4
s29 +
1
8
s39 + (x0 +
1
2
s9)s7 + s6)y
−κx20x
2
1 − y
2 + x31 +
n∑
i=2
x2i (9.16)
+s1 + x0s2 + x
2
0s3 + x1s4 + x
3
0s5 + x
2
1s8.
In all three cases, the terms after the last equality sign are in
C[x, y, s, κ].
(d) We call y-relations the elements
x0(x1 + s5)− κy0, (x1 + s5)y0 − κy1,
x0(x1 + s5)
2 − κ2y1, x0x
2
2 − κ
2y2
}
for E˜6,
x0x1 − κy for E˜7, (9.17)
(x0 −
1
2
s9)x1 − κy for E˜8
in C[x, y, s, κ, κ−1] and in C[x, y, s, κ]. The compositions ∂F
alg
∂xi
◦R of the
partial derivatives of F alg with R are in C[x, y, s, κ, κ−1]. We consider
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the following ideals,
I0 :=
(
∂F alg
∂xi
◦R, y-relations
)
⊂ C[x, y, s, κ, κ−1],
I1 := I0 ∩ C[x, y, s, κ],
I2 := {g(x, y, s, 0) | g(x, y, s, κ) ∈ I1} ⊂ C[x, y, s], (9.18)
I3 := {g(x, y, 0) | g(x, y, s) ∈ I2} ⊂ C[x, y].
We will calculate generating elements of these ideals. Then we will
show dimC[x, y]/I3 = µ. This is sufficient for (d) because of the fol-
lowing. Calg ⊂ Cn+1 ×Malg and R−1(Calg) ⊂ Y are invariant under
the C∗-actions. Therefore it is sufficient to show that the restriction of
(9.12) to s = 0 is finite and flat of degree µ. This holds above ∆∗. For
κ = 0 is is equivalent to dimC[x, y]/I3 = µ.
I1 determines R−1(Calg) ⊂ Y , and I2 determines R−1(Calg) ⊂ Y ∩
Cn+(10 or 11) × {0}. The information below on I2 will also be useful in
the proof of part (e).
The case E˜6:
∂F alg
∂x0
◦R = 2κx0x1 − (κ
3 + 1)x21 − x
2
2 + (κ
2s2 + κs5s6 − s
2
5)
+2κx0s5 + x1(κs6 − 2s5)
y-relations
≡ 2κ2y0 − κ
3x21 − (x1 + s5 − κs6)(x1 + s5)
−x22 + κ
2s2.
∂F alg
∂x0
◦R & y-relations ⇒ (x1 + s5)
2 + x22 ∈ I2,
x0 ·
∂F alg
∂x0
◦R & y-relations ⇒ 2x0y0 − y1 + y0s6 − y2 + x0s2 ∈ I2.
∂F alg
∂x1
◦R = κ−1x20 − 2(κ
3 + 1)κ−2x0x1 + 3x
2
1
+s3 + κ
−2x0(κs6 − 2s5) + x2s7
y-relations
≡ κ−1x20 − 2κx0x1 − 2κ
−1y0 + 3x
2
1 + s3
+κ−1x0s6 + x2s7.
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∂F alg
∂x1
◦R & y-relations ⇒ x20 − 2y0 + x0s6 ∈ I2,
(x1 + s5) ·
∂F alg
∂x1
◦R & y-relations ⇒ x0y0 − 2y1 + 3(x1 + s5)x
2
1
+(x1 + s5)s3 + y0s6 +(x1 + s5)x2s7 ∈ I2. (9.19)
∂F alg
∂x2
◦R = −2κ−2x0x2 + s4 + x1s7.
∂F alg
∂x2
◦R ⇒ x0x2 ∈ I2,
x2 ·
∂F alg
∂x2
◦R & y-relations ⇒ −2y2 + x2s4 + x1x2s7 ∈ I2.
x2 ·
∂F alg
∂x1
◦R &
∂F alg
∂x2
◦R & x0 ·
∂F alg
∂x2
◦R
⇒ −(x1 + s5)(s4 + x1s7) + 3x
2
1x2 + x2s3 + x
2
2s7 ∈ I2.
y-relation x0(x1 + s5)− κy0 ⇒ x0(x1 + s5) ∈ I2.
This gives the following n+2 elements of I2. The first three elements
express y0, y1 and y2 in terms of (x, s), the last element is calculated
from these three elements and from (9.19).
−2y0 + x0(x0 + s6), −2y2 + x2(s4 + x1s7),
−y1 − y2 + (2x0 + s6)y0 + x0s2, x3, ..., xn, x0(x1 + s5), x0x2,
(x1 + s5)
2 + x22, 3x
2
1x2 − (x1 + s5)(s4 + x1s7) + x2s3 + x
2
2s7,
−
1
2
x0(x0 + s6)(3x0 + s6)− 2x0s2 + 3x
2
1(x1 + s5)
+x2(s4 + x1s7) + (x1 + s5)s3 + (x1 + s5)x2s7. (9.20)
Restriction to s = 0 gives the following n+ 2 elements of I3.
−2y0 + x
2
0, y2, −y1 + 2x0y0, x3, ..., xn, x0x1, x0x2,
x21 + x
2
2, x
2
1x2, −x
3
0 + 2x
3
1. (9.21)
Therefore the monomials
1, x0, x1, x2, x
2
0, x
2
1, x1x2, x
3
0
generate the quotient C[x, y]/I3. As this quotient cannot have dimen-
sion less than 8, it has dimension 8, the elements in (9.21) generate I3,
and the elements in (9.20) generate I2.
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The case E˜7:
∂F alg
∂x0
◦R = 3x20x1 − 2(κ
2 + 1)κ−1x0x
2
1 + x
3
1
+κs2 + 2κx0s4 + x1s5 + 2x0x1s7 + x
2
1s8
y-relation
≡ 3κx0y − 2(κ
2 + 1)x1y + x
3
1
+κs2 + 2κx0s4 + x1s5 + 2κys7 + x
2
1s8.
∂F alg
∂x0
◦R & y-relation ⇒ −2x1y + x
3
1 + x1s5 + x
2
1s8 ∈ I2,
x0 ·
∂F alg
∂x0
◦R & y-relation ⇒ 3x20y − 2y
2 + x21y + x0s2 + 2x
2
0s4
+ys5 + 2x0ys7 + x1ys8 ∈ I2.
∂F alg
∂x1
◦R = κ−1x30 − 2(κ
2 + 1)κ−2x20x1 + 3κ
−1x0x
2
1
+s3 + κ
−1x0s5 + 2x1s6 + κ
−1x20s7 + 2κ
−1x0x1s8
y-relation
≡ κ−1x30 − 2(κ
2 + 1)κ−1x0y + 3x1y
+s3 + κ
−1x0s5 + 2x1s6 + κ
−1x20s7 + 2ys8.
∂F alg
∂x1
◦R & y-relation ⇒ x30 − 2x0y + x0s5 + x
2
0s7 ∈ I2,
x1 ·
∂F alg
∂x1
◦R & y-relation ⇒ x20y − 2y
2 + 3x21y + x1s3 + ys5
+2x21s6 + x0ys7 + 2x1ys8 ∈ I2.
y-relation x0x1 − κy0 ⇒ x0x1 ∈ I2.
This gives the following n+ 4 elements of I2.
x2, ..., xn, x0x1, −2x0y + x
3
0 + x0s5 + x
2
0s7,
−2x1y + x
3
1 + x1s5 + x
2
1s8,
−4y2 + (4x20 + 4x
2
1 + 3x0s7 + 3x1s8 + 2s5)y
+x0s2 + x1s3 + 2x
2
0s4 + 2x
2
1s6, (9.22)
(2x20 − 2x
2
1 + x0s7 − x1s8)y + x0s2 − x1s3 + 2x
2
0s4 − 2x
2
1s6.
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Restriction to s = 0 gives the following n+ 4 elements of I3.
x2, ..., xn, x0x1, −2x0y + x
3
0, −2x1y + x
3
1,
−y2 + (x20 + x
2
1)y, (x
2
0 − x
2
1)y. (9.23)
Therefore the monomials
1, x0, x1, x
2
0, x
2
1, y, x
3
0, x
3
1, x
4
0
generate the quotient C[x, y]/I3. As this quotient cannot have dimen-
sion less than 9, it has dimension 9, the elements in (9.23) generate I3,
and the elements in (9.22) generate I2.
The case E˜8:
∂F alg
∂x0
◦R = 4x30x1 − 2(κ
3 + 1)κ−1x0x
2
1 + κs2 + 2κx0s3
+3κx20s5 + x1s6 + 2x0x1s7 + κ
−1x21s9
y-relation
≡ 4κx20y + 2κx0ys9 + κys
2
9 +
1
2
x1s
3
9 − 2κ
2x0x
2
1
−2x1y + κs2 + 2κx0s3 + 3κx
2
0s5 + x1s6
+2κys7 + x1s7s9.
∂F alg
∂x0
◦R & y-relation
⇒
1
2
x1s
3
9 − 2x1y + x1s6 + x1s7s9 ∈ I2,
(x0 −
1
2
s9) ·
∂F alg
∂x0
◦R & y-relation
⇒ 4x30y − 2y
2 + (x0 −
1
2
s9)(s2 + 2x0s3 + 3x
2
0s5)
+ys6 + 2x0ys7 ∈ I2.
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∂F alg
∂x1
◦R = κ−1x40 − 2(κ
3 + 1)κ−2x20x1 + 3x
2
1
+(s4 −
1
2
κ−1s6s9 −
1
4
κ−1s7s
2
9 −
1
16
κ−1s49)
+κ−1x0s6 + κ
−1x20s7 + 2x1(s8 −
1
4
κ−2s29)
+2κ−2x0x1s9
y-relation
≡ κ−1x40 − 2κx
2
0x1 − 2κ
−1x0y + 3x
2
1
(s4 −
1
2
κ−1s6s9 −
1
4
κ−1s7s
2
9 −
1
16
κ−1s49)
+κ−1x0s6 + κ
−1x20s7 + 2x1s8 + κ
−1ys9.
∂F alg
∂x1
◦R & y-relation ⇒ x40 − 2x0y + ys9 −
1
2
s6s9 −
1
4
s7s
2
9
−
1
16
s49 + x0s6 + x
2
0s7 ∈ I2,
x1 ·
∂F alg
∂x1
◦R & y-relation ⇒ (x30 + x
2
0
1
2
s9 + x0
1
4
s29 +
1
8
s39)y
−2y2 + 3x31 + x1s4 + ys6 +(x0 +
1
2
s9)ys7 + 2x
2
1s8 ∈ I2.
y-relation (x0 −
1
2
s9)x1 − κy0 ⇒ (x0 −
1
2
s9)x1 ∈ I2.
This gives the following n+ 4 elements of I2.
x2, ..., xn, (x0 −
1
2
s9)x1, x1(−2y + s6 + s7s9 +
1
2
s39),
y(−2y + s6 + 2x0s7 + 4x
3
0) + (x0 −
1
2
s9)(s2 + 2x0s3 + 3x
2
0s5),
(x0 −
1
2
s9)(−2y + s6 + (x0 +
1
2
s9)s7 + (x
3
0 + x
2
0
1
2
s9 + x0
1
4
s29 +
1
8
s39)),
y(−2y + s6 + (x0 +
1
2
s9)s7 + (x
3
0 + x
2
0
1
2
s9 + x0
1
4
s29 +
1
8
s39))
+x1(3x
2
1 + s4 + 2x1s8). (9.24)
Restriction to s = 0 gives the following n+ 4 elements of I3.
x2, ..., xn, x0x1, x1y, −y
2 + 2x30y,
−2x0y + x
4
0, −2y
2 + x30y + 3x
3
1. (9.25)
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Therefore the monomials
1, x0, x
2
0, x1, x
3
0, y, x
4
0, x
2
1, x
5
0, x
6
0
generate the quotient C[x, y]/I3. As this quotient cannot have dimen-
sion less than 10, it has dimension 10, the elements in (9.25) generate
I3, and the elements in (9.24) generate I2.
(e) The critical space Calg of F alg is everywhere smooth as F alg is
everywhere locally a universal unfolding. But the closure R−1(Calg) ⊂
Y is not smooth above Cµ−1 × {0}. Denote by
C0 := R−1(Calg) ∩ pr−1µ (C
µ−1 × {0})
the restriction of it which lies above Cµ−1×{0}. It will turn out below
that
C0,red := (C0 with the reduced complex structure)
is in each of the three cases a union of four smooth components,
C0,red = C0,red1 ∪ C
0,red
2 ∪ C
0,red
3 ∪ C
0,red
4 .
The first three components appear in C0 with their reduced structure,
C0,red4 appears in C
0 with a nonreduced structure with multiplicity two.
The following table (9.27) collects facts, which will be proved below in a
case-by-case discussion. A-to-(9.26) means the answer to the following
question (9.26).
Is C0,redi isomorphic to the critical space of a suitable (9.26)
unfolding which is obtained by a restriction of F alg ◦R?
And if yes, what is the type of the function which is unfolded?
C0,red1 C
0,red
2 C
0,red
3 C
0,red
4
E˜6 deg prµ |C0,redi
2 2 2 1
A-to-(9.26) no yes, A2 yes, A2 no
E˜7 deg prµ |C0,redi
3 3 1 1
A-to-(9.26) yes, A3 yes, A3 no no
E˜8 deg prµ |C0,red
i
5 2 1 1
A-to-(9.26) yes, A5 yes, A2 no no
(9.27)
The Lyashko-Looijenga map LLalg ◦ρ maps (s, κ) ∈ Cµ−1×∆∗ to the
tuple of the symmetric polynomials (with suitable signs) in the values
of F alg ◦R on R−1(Calg) ∩ Cn+1 × {(s, κ)}.
Because of (c), F alg ◦R extends to κ = 0. Because of (d), R−1(Calg)
extends to κ = 0. Therefore the map LLalg◦ρ extends to a holomorphic
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map (LLalg ◦ ρ)ext : Cµ−1 ×∆→M (µ)LL . The table (9.27) shows that in
each of the three cases
4∑
i=1
deg prµ |C0,redi
= µ− 1. (9.28)
Therefore (LLalg ◦ ρ)ext maps Cµ−1 × {0} to D(µ)LL.
It rests to show that the map in (9.13) is finite and flat onto its
image. Above Cµ−1 ×∆∗ this holds. Therefore in order to prove it, it
rests to show
(LLalg)ext(s, 0) = 0 ⇒ s = 0. (9.29)
This will be shown below in the case-by-case discussion.
The case E˜6: (9.20) shows that C
0,red has the following four com-
ponents C0,redi , i ∈ {1, 2, 3, 4}. The components are given in terms of
functions which vanish on them. In each case, they contain the first
three functions in (9.20) which express y0, y1 and y2 in terms of (x, s).
Of course, x3, ..., xn vanish on all four components.
C0,red1 : the first three functions in (9.20), x1 + s5, x2,
(x0 + s6)(3x0 + s6) + 4s2 (and generically x0 6= 0).(9.30)
C0,red2 and C
0,red
3 : the first three functions in (9.20),
x0, x2 − ε · i · (x1 + s5) with
ε = 1 for C0,red2 and ε = −1 for C
0,red
3 ,
3x21 + εi(2x1s7 + s4 + s5s7) + s3
(and generically x1 + s5 6= 0, x2 6= 0). (9.31)
C0,red4 : the first three functions in (9.20),
x0, x1 + s5, x2. (9.32)
Obviously, each C0,redi is smooth, and deg prµ |C0,redi
is as claimed in
table (9.27).
It rests to prove (9.29). The restriction of (F alg ◦ R)ext (which was
calculated in the proof of (c)) to C0,redi is as follows:
(F alg ◦R)ext|C0,red1
= −
1
2
(x0 + s6)x
2
0 + s1 − s3s5 − s
3
5, (9.33)
(F alg ◦R)ext|C0,redj
= x31 + s1 + x1s3 + εi(x1 + s5)s4
+εix1(x1 + s5)s7 for j ∈ {2, 3}, (9.34)
(F alg ◦R)ext|C0,red4
= s1 − s3s5 − s
3
5. (9.35)
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Consider a parameter s ∈ C7 with (LLalg ◦R)ext(s, 0) = 0. We want
to show s = 0. (9.35) gives s1 − s3s5 − s
3
5 = 0. (9.33) and (9.30) give
the existence of a number x0 ∈ C with (x0 + s6)(3x0 + s6) + 4s2 = 0
and (x0 + s6)x0 = 0. The first quadratic polynomial has a double zero
if and only if 12s2 − s
2
6 = 0, and then the double zero is x0 = −
2
3
s6.
It is a zero of (x0 + s6)x0 only if s6 = 0, and then s2 = 0. In the case
12s2 − s
2
6 6= 0, we must have
(x0 + s6)(3x0 + s6) + 4s2 = 3(x0 + s6)x0, thus again s6 = 0, s2 = 0.
So, (9.33) gives in any case s6 = 0 and s2 = 0.
Now consider j ∈ {2, 3} and (9.34). It motivates the definition of
the unfolding
Gj(x1, s1, s3, s4, s5, s7) := x
3
1 + s1 + x1s3 + εi(x1 + s5)s4 + εix1(x1 + s5)s7
in the variable x1 and with parameters s1, s3, s4, s5, s7 of the A2-
singularity x31. The derivative
∂Gj
∂x1
is in the ideal which defines C0,redj ,
so
Crit(Gj) ∼= C
0,red
j and Gj|Crit(Gj)
∼= (F alg ◦R)ext|C0,redj
.
Denote the Lyashko-Looijenga map of Gj by LLGj . Then
LLGj (s1, s3, s4, s5, s7) = 0.
The unfolding Gj is induced by the universal unfolding
GA2(z, t1, t2) = z
3 + t1 + zt2
via the morphism (Φ(j), ϕ(j)) with GA2 ◦ Φ
(j) = Gj and
z = Φ
(j)
1 (x1, s) = x1 +
1
3
εis7,
t1 = ϕ
(j)
1 (s) = s1 + εis4s5 +
1
27
εis37
−
1
3
εi(s3 + εis4 + εis5s7 +
1
3
s27)s7,
t2 = ϕ
(j)
2 (s) = s3 + εis4 + εis5s7 +
1
3
s27.
Then LLGj = LLA2 ◦ ϕ
(j) where LLA2 is the Lyashko-Looijenga map
of the universal unfolding GA2 . The map LLA2 is a finite branched
covering and has value 0 only at 0. Therefore ϕ
(j)
2 (s) = ϕ
(j)
1 (s) = 0.
Now ϕ
(1)
2 ± ϕ
(2)
2 = 0 and ϕ
(1)
1 ± ϕ
(2)
1 = 0 give
s3 +
1
3
s27 = 0, s4 + s5s7 = 0, s1 = 0, s4s5 +
1
27
s37 = 0.
Together with
s1 − s3s5 − s
3
5 = 0 and s6 = 0, s2 = 0,
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this gives s = 0. Now (9.29) is proved in the case E˜6.
The case E˜7: (9.22) shows that C
0,red has the following four com-
ponents C0,redi , i ∈ {1, 2, 3, 4}. The components are given in terms of
functions which vanish on them. Of course, x2, ..., xn vanish on all four
components.
C0,red1 : −2y + x
2
0 + s5 + x0s7, x1,
(2x0 + s7)y + s2 + 2x0s4
(and generically x0 6= 0). (9.36)
C0,red2 : −2y + x
2
1 + s5 + x1s8, x0,
(2x1 + s8)y + s3 + 2x1s6
(and generically x1 6= 0). (9.37)
C0,red3 : y, x0, x1. (9.38)
C0,red4 : y −
1
2
s5, x0, x1. (9.39)
Obviously, each C0,redi is smooth, and deg prµ |C0,redi
is as claimed in
table (9.27).
It rests to prove (9.29). The restriction of (F alg ◦ R)ext to C0,redi is
as follows:
(F alg ◦R)ext|C0,red1
= x20y − y
2 + s1 + x0s2 + x
2
0s4
+ys5 + x0ys7, (9.40)
(F alg ◦R)ext|C0,red2
= x21y − y
2 + s1 + x1s3 + x
2
1s6
+ys5 + x1ys8, (9.41)
(F alg ◦R)ext|C0,red3
= s1, (9.42)
(F alg ◦R)ext|C0,red4
= s1 +
1
4
s25. (9.43)
Consider a parameter s ∈ C8 with (LLalg ◦R)ext(s, 0) = 0. We want
to show s = 0. (9.42) and (9.43) give s1 = s5 = 0. This and (9.40)
motivate the definition of the unfolding
G(x0, y, s2, s4, s7) := x
2
0y − y
2 + x0s2 + x
2
0s4 + x0ys7
of the A3-singularity in the parameters s2, s4, s7. The derivatives
∂G
∂x0
and ∂G
∂y
are in the ideal which defines C0,red1 |s1=s5=0, so
Crit(G) ∼= C0,red|s1=s5=0 and G|Crit(G)
∼= (F alg ◦R)ext|C0,red1 |s1=s5=0
.
Denote the Lyashko-Looijenga map of G by LLG. Then
LLG(s2, s4, s7) = 0.
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The unfolding G is induced by the universal unfolding
GA3(z, y1, t1, t2, t3) = z
2y1 − y
2
1 + t1 + zt2 + xz
2t3
via the morphism (Φ, ϕ) with GA3 ◦ Φ = G and
z = Φ1(x0, y, s) = x0 +
1
2
s7,
y1 = Φ1(x0, y, s) = y +
1
8
s27,
t1 = ϕ1(s) = −
1
2
s2s7 +
1
4
s4s
2
7 +
1
64
s47,
t2 = ϕ2(s) = s2 − s4s7,
t3 = ϕ3(s) = s4 −
1
8
s27.
Then LLG = LLA3 ◦ϕ where LLA3 is the Lyashko-Looijenga map of the
universal unfolding GA3. The map LLA3 is a finite branched covering
and has value 0 only at 0. Therefore 0 = ϕ1(s) = ϕ2(s) = ϕ3(s). This
gives s2 = s4 = s7 = 0.
(9.36) & (9.37) and (9.40) & (9.41) are symmetric with respect to
(x0, y, s1, s2, s4, s5, s7)←→ (x1, y, s1, s3, s6, s5, s8).
Therefore also s3 = s6 = s8 = 0. This gives s = 0. Now (9.29) is
proved in the case E˜7.
The case E˜8: (9.24) shows that C
0,red has the following four com-
ponents C0,redi , i ∈ {1, 2, 3, 4}. The components are given in terms of
functions which vanish on them. Of course, x2, ..., xn vanish on all four
components.
C0,red1 : −2y + (x
3
0 + x
2
0
1
2
s9 + x0
1
4
s29 +
1
8
s39) + s6 + (x0 +
1
2
s9)s7,
x1, y(s7 + 3x
2
0 + x0s9 +
1
4
s29) + s2 + 2x0s3 + 3x
2
0s5
(and generically x0 −
1
2
s9 6= 0). (9.44)
C0,red2 : x0 −
1
2
s9, −2y + s6 + s7s9 +
1
2
s39,
3x21 + s4 + 2x1s8 (and generically x1 6= 0). (9.45)
C0,red3 : x0 −
1
2
s9, x1, y. (9.46)
C0,red4 : x0 −
1
2
s9, x1, −2y + s6 + s7s9 +
1
2
s39. (9.47)
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Obviously, each C0,redi is smooth, and deg prµ |C0,redi
is as claimed in
table (9.27).
It rests to prove (9.29). The restriction of (F alg ◦ R)ext to C0,redi is
as follows:
(F alg ◦R)ext|C0,red1
= y
[
(x30 + x
2
0
1
2
s9 + x0
1
4
s29 +
1
8
s39) + s6 (9.48)
+(x0 +
1
2
s9)s7
]
− y2 + s1 + x0s2 + x
2
0s3 + x
3
0s5,
(F alg ◦R)ext|C0,red2
= y(s6 + s7s9 +
1
2
s39)− y
2 + x31 (9.49)
+s1 +
1
2
s2s9 +
1
4
s3s
2
9 + x1s4 +
1
8
s5s
3
9 + x
2
1s8,
(F alg ◦R)ext|C0,red3
= s1 +
1
2
s2s9 +
1
4
s3s
2
9 +
1
8
s5s
3
9, (9.50)
(F alg ◦R)ext|C0,red4
=
1
4
(s6 + s7s9 +
1
2
s39)
2 (9.51)
+(s1 +
1
2
s2s9 +
1
4
s3s
2
9 +
1
8
s5s
3
9).
Consider a parameter s ∈ C9 with (LLalg ◦R)ext(s, 0) = 0. We want
to show s = 0. (9.50) and (9.51) give
0 = s1 +
1
2
s2s9 +
1
4
s3s
2
9 +
1
8
s5s
3
9, 0 = s6 + s7s9 +
1
2
s39. (9.52)
This and (9.48) motivate the definition of the unfolding
G1(x0, y, s2, s3, s5, s7, s9)
:= y
[
(x30 + x
2
0
1
2
s9 + x0
1
4
s29 −
3
8
s39) + (x0 −
1
2
s9)s7
]
−y2 − (
1
2
s2s9 +
1
4
s3s
2
9 +
1
8
s5s
3
9) + x0s2 + x
2
0s3 + x
3
0s5
of the A5-singularity yx
3
0 − y
2 in the parameters s2, s3, s5, s7, s9. The
derivatives ∂G1
∂x0
and ∂G1
∂y
are in the ideal which defines C0,red1 |s with (9.52),
so
Crit(G1) ∼= C
0,red|s with (9.52) and G1|Crit(G1)
∼= (F alg◦R)ext|C0,red1 |s with (9.52)
.
Denote the Lyashko-Looijenga map of G1 by LLG1 . Then
LLG1(s2, s3, s5, s7, s9) = 0.
The unfolding G1 is induced by the universal unfolding
GA5 = y1z
3 − y21 + t1 + zt2 + z
2t3 + z
3t4 + zy1t5
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via the morphism (Φ(1), ϕ(1)) with GA5 ◦ Φ
(1) = G1 and
z = Φ
(1)
1 (x0, y, s) = x0 +
1
6
s9,
y1 = Φ
(1)
2 (x0, y, s) = y +
1
2
(
2
3
s7s9 +
11
27
s39),
t1 = ϕ
(1)
1 (s) = −
1
4
(
2
3
s7s9 +
11
27
s39)
2
+(−
2
3
s2s9 −
2
9
s3s
2
9 −
7
54
s5s
3
9),
t2 = ϕ
(1)
2 (s) = s2 −
1
3
s3s9 +
1
12
s5s
2
9,
t3 = ϕ
(1)
3 (s) = s3 −
1
2
s5s9,
t4 = ϕ
(1)
4 (s) = s5,
t5 = ϕ
(1)
5 (s) = s7 +
1
6
s29.
Then LLG = LLA5 ◦ ϕ
(1) where LLA5 is the Lyashko-Looijenga map
of the universal unfolding GA5 . The map LLA5 is a finite branched
covering and has value 0 only at 0. Therefore
0 = ϕ
(1)
1 (s) = ϕ
(1)
2 (s) = ϕ
(1)
3 (s) = ϕ
(1)
4 (s) = ϕ
(1)
5 (s).
This gives
s2 = s3 = s5 = s7 = s9 = 0, and with (9.52) s1 = s6 = 0. (9.53)
This and (9.49) motivate the definition of the unfolding
G2(x1, y, s4, s8) := −y
2 + x31 + x1s4 + x
2
1s8
of the A2-singularity −y
2+x31 in the parameters s4 and s8. The deriva-
tives ∂G2
∂x1
and ∂G2
∂y
are in the ideal which defines C0,red2 |s with (9.53), so
Crit(G2) ∼= C
0,red
2 |s with (9.53) and G2|Crit(G2)
∼= (F alg◦R)ext|C0,red2 |s with (9.53)
.
Denote the Lyashko-Looijenga map of G2 by LLG2 . Then
LLG2(s4, s8) = 0.
The unfolding G2 is induced by the universal unfolding
GA2(z, y1, t1, t2) = −y
2
1 + z
3 + t1 + zt2
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via the morphism (Φ(2), ϕ(2)) with GA2 ◦ Φ
(2) = G2 and
z = Φ
(2)
1 (x1y, s) = x1 +
1
3
s8,
y1 = Φ
(2)
2 (x0, y, s) = y,
t1 = ϕ
(2)
1 (s) = −
1
3
s4s8 +
2
27
s38,
t2 = ϕ
(2)
2 (s) = s4 −
1
3
s28.
Then LLG2 = LLA2 ◦ ϕ
(2) where LLA2 is the Lyashko-Looijenga map
of the universal unfolding GA2 . The map LLA2 is a finite branched
covering and has value 0 only at 0. Therefore
0 = ϕ
(2)
1 (s) = ϕ
(2)
2 (s), so 0 = s4 = s8.
This gives s = 0. Now (9.29) is proved in the case E˜8. This finishes
the proof of theorem 9.1. 
10. Degree of the Lyashko-Looijenga map LLalg for the
simple elliptic singularities
This section is devoted to the proof of theorem 6.3. The main work has
already been done in the sections 9, 5 and 8. The maps ρ in theorem
9.1 tell how to glue intoMalg = Cµ−1×(C−{0, 1}) a fiber above λ = 0.
This and the maps ψ2 and ψ3 in subsection 5.2 tell how to glue into
Malg fibers above λ = 1 and λ = ∞. Corollary 8.6 together with the
maps ψ2, ψ3 and ρ allows to calculate the degree of LL
alg.
The maps ψ2 in (5.21),(5.27) and (5.33) and the maps ρ in (9.2),
(9.5) and (9.8) contain the following fractional powers of λ,
E˜6 E˜7 E˜8
ψ2 λ
1/2 λ1/4 λ1/2
ρ κ = λ1/c = λ1/3 κ = λ1/c = λ1/2 κ = λ1/c = λ1/3
(10.1)
Therefore we consider coverings of C−{0, 1} and of Malg which are of
order 2c at respectively above λ ∈ {0, 1,∞}. Denote by P1(2c, 2c, 2c)
the orbifold P1 with orbifold points 0, 1 and ∞ which all have mul-
tiplicity 2c. Because of 2 − 3(1 − 1
2c
) = −1 + 3
2c
< 0 it is a hy-
perbolic orbifold, so a good orbifold. By a classical theorem of Fox
[Sc83, Theorem 2.5], a finite orbifold covering pX : X → P1(2c, 2c, 2c)
with X a manifold exists. It is a branched covering of order 2c at
each preimage of 0, 1 and ∞ and a covering everywhere else. De-
note Nalg := Cµ−1 × (X − p−1X ({0, 1,∞}), and denote by palg :=
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id |Cµ−1 × pX : N
alg → Malg the lift to Nalg of the restricted map
pX : X − p
−1
X ({0, 1,∞})→ C− {0, 1,∞}.
The bundles Malg → C− {0, 1,∞} and Nalg → X − p−1X ({0, 1,∞})
are smooth cone bundles with the weights (a1, a2, .., aµ−1) =
(deg
w
tµ−1, degw tµ−2, ..., degw t1) · d. Here
d := 3 for E˜6, d := 4 for E˜7, d := 6 for E˜8, (10.2)
is chosen so that all weights d · deg
w
ti are integers. Now N
alg will be
extended to a smooth cone bundle Norb → X , i.e. fibers above the
points in p−1X ({0, 1,∞}) will be glued into N
alg.
Let δ0 : ∆ → X be an isomorphism from the unit disk ∆ to a
neighborhood of any point in p−1X (0) with pX ◦δ0(z) = z
2c. Glue Cµ−1×
∆ into Nalg with the map
Cµ−1 ×∆∗ →֒ Nalg, (10.3)
(t′, z) 7→ ((ρ1, ..., ρµ−1)(t
′, z2), δ0(z)).
Let δ1 : ∆→ X be an isomorphism from the unit disk ∆ to a neighbor-
hood of any point in p−1X (1) with pX ◦ δ1(z) = 1− z
2c. Glue Cµ−1 ×∆
into Nalg with the map
Cµ−1 ×∆∗ →֒ Nalg, (10.4)
(t′, z) 7→ (((ψ3)1, ...(ψ3)µ−1)((ρ1, ..., ρµ−1)(t
′, z2), z2c), δ1(z)).
Let δ∞ : ∆ → X be an isomorphism from the unit disk ∆ to a neigh-
borhood of any point in p−1X (∞) with pX ◦δ∞(z) = z
−2c. Glue Cµ−1×∆
into Nalg with the map
Cµ−1 ×∆∗ →֒ Nalg, (10.5)
(t′, z) 7→ (((ψ2)1, ..., (ψ2)µ−1)((ρ1, ..., ρµ−1)(t
′, z2), z2c), δ∞(z)).
This is a univalued map although ψ2 contains λ
1/2 (in the cases E˜6 and
E˜8) and λ
1/4 (in the case E˜7), by setting λ
1/2◦z2c = zc and λ1/4◦z4 = z.
The resulting manifold Norb is a smooth cone bundle above X with
weights (a1, a2, .., aµ−1) = (degw tµ−1, degw tµ−2, ..., degw t1) · d because
Malg and Nalg are smooth cone bundles with these weights and all in-
volved maps are C∗-equivariant with respect to the natural C∗-actions.
The covering group of the covering palg : N
alg → Malg extends to an
automorphism group of Norb. The quotient of Norb by this group is
an orbibundle Morb above P1 which extends Malg → C − {0, 1}. Let
porb : N
orb →Morb be the quotient map.
Recall the definition of Morb0 ⊂ M
orb in theorem 6.3, and define
Norb0 := p
−1
orb(M
orb
0 ). We claim that LL
alg ◦ palg : N
alg → M
(µ)
LL extends
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to a holomorphic map LLorbN : N
orb →M
(µ)
LL , that the restriction
LLorbN : N
orb −Norb0 →M
(µ)
LL −M
(µ)
LL,0 (10.6)
is a branched covering of a finite degree, and that LLorbN maps the fibers
of Norb above the points in p−1X ({0, 1,∞}) to D
(µ)
LL .
Near the fibers of Norb above the points in p−1X (0), this follows
from theorem 9.1 (e). Near the fibers of Norb above the points in
p−1X ({1,∞}), this follows again from theorem 9.1 (e) and from the fact
that ψ3 and ψ2 are locally isomorphisms of F-manifolds with Euler
fields and thus
LLalg(t′, λ) = LLalg(ψ2(t
′, λ)) = LLalg(ψ3(t
′, λ)) (10.7)
for (t′, λ) ∈ Cµ−1 ×∆∗ ⊂Malg = Cµ−1 × (C− {0, 1}).
LLalg inherits the good properties from LLalg ◦ palg. It extends to
a holomorphic map LLorb : Morb → M
(µ)
LL , the restriction in (6.6) is a
branched covering, and π−1orb({0, 1,∞}) is mapped to D
(µ)
LL.
It rests to determine the degree of LLalg. Of course, degLLorbN =
degLLalg · deg palg.
The tuple (LLorbN , N
orb,M
(µ)
LL ) satisfies almost the properties of the
tuple (f, C1, C2) in corollary 8.6, but not completely.
The affine group GA1 = (C,+) acts freely on N
orb and M
(µ)
LL as
follows, and LLorbN is equivariant with respect to these actions. We
have to divide out these actions. The action of GA1 on N
orb comes
from the lift to Nalg and extension to Norb of the action on Malg,
GA1 ×M
alg →Malg, (s, t′, λ) 7→ (t1 + s, t2, ..., tµ−1, λ). (10.8)
The action of GA1 on M
(µ)
LL is given by
GA1 ×M
(µ)
LL →M
(µ)
LL , (s, p(y)) 7→ p(y − s). (10.9)
The quotient triple (LLorbN , N
orb,M
(µ)
LL )/GA1 satisfies the properties of
the triple (f, C1, C2) in corollary 8.6.
C1 := N
orb/GA1 is a smooth cone bundle with weights (a1, ..., aµ−2) =
(deg
w
tµ−1, ..., degw t2) · d and basis X1 := X of dimension 1. C2 :=
M
(µ)
LL /GA1 is a smooth cone bundle with weights (b1, b2, ..., bµ−1) =
(2, 3, ..., µ − 1) · d with basis X2 = (a point). And f := LL
orb
N /GA1
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satisfies the properties in the situation before proposition 8.5. There-
fore by corollary 8.6
degLLorbN = deg f =
b1...bµ−1
a1...aµ−2
·
(
−
aµ−2∑
k=a1
1
k
· degC1,(k)
)
=
2 · 3 · ... · µ∏µ−1
i=2 degw ti
·
(
−
aµ−2∑
k=a1
d
k
· degC1,(k)
)
, (10.10)
degLLalg =
µ!∏µ−1
i=2 degw ti
·
(
aµ−2∑
k=a1
d
k
·
(
−
degC1,(k)
deg palg
))
.(10.11)
For the proof of formula (6.7) it rests to show
−
degC1,(k)
deg palg
=
1
2
· |{j | aj = k}|. (10.12)
A basis of trivial global sections of the trivial smooth cone bundle
Cµ−1 × X ⊃ Nalg and the glueing maps (10.3), (10.4) and (10.5) give
a global meromorphic section in the determinant bundle degC1,(k) of
each vector bundle C1,(k). The sum of the orders of zeros and poles of
this section is degC1,(k). In fact, we can read of − degC1,(k)/ deg palg
directly from the sum of the orders of λ in those parts of ρ, ψ3 and ψ2
which correspond to C1,(k). Here ρ is used three times, ψ3 and ψ2 are
each used one times. The following tables collect the relevant data from
the formulas (9.2), (9.5), (9.8), (5.24), (5.30), (5.36), (5.21), (5.27) and
(5.33).
The case E˜6:
k involved ti ρ : order of ψ3 : order of
λ in (9.2) λ in (5.24)
1 = a1 = a2 = a3 t7, t6, t5 0 +
1
3
+ 1 0 + 0 + 0
2 = a4 = a5 = a6 t4, t3, t2 0 + 0 +
2
3
0 + 0 + 0
k ψ2 : order of λ in (5.21) − degC1,(k)/ deg palg
1 1
2
− 1− 2 3 · 4
3
+ 0− 5
2
= 3
2
2 1
2
+ 0− 1 3 · 2
3
+ 0− 1
2
= 3
2
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The case E˜7:
k involved ti ρ : order of ψ3 : order of
λ in (9.5) λ in (5.30)
1 = a1 = a2 t8, t7 0 +
1
2
1 (see (10.13))
2 = a3 = a4 = a5 t6, t5, t4 0 + 0 + 1 0 + 0 + 0
3 = a6 = a7 t3, t2 0 +
1
2
0 + 0
k ψ2 : order of λ in (5.27) − degC1,(k)/ deg palg
1 −1
4
− 5
4
3 · 1
2
+ 1− 3
2
= 1
2 1
2
− 1
2
− 3
2
3 · 1 + 0− 3
2
= 3
2
3 1
4
− 3
4
3 · 1
2
+ 0− 1
2
= 1
det
(
−3 + λ −2
3 2 + λ
)
= −λ(1− λ). (10.13)
The case E˜8:
k involved ti ρ : order of ψ3 : order of
λ in (9.8) λ in (5.36)
1 = a1 t9 −
1
3
2
2 = a2 = a3 t8, t7 0 +
1
3
1 (see (10.13))
3 = a4 = a5 t6, t5 0 + 1 0 + 0
4 = a6 = a7 t4, t3 0 +
2
3
0 + 0
5 = a8 t2
1
3
0
k ψ2 : order of λ in (5.33) − degC1,(k)/ deg palg
1 −1
2
3 · −1
3
+ 2− 1
2
= 1
2
2 0− 1 3 · 1
3
+ 1− 1 = 1
3 −1
2
− 3
2
3 · 1 + 0− 2 = 1
4 0− 1 3 · 2
3
+ 0− 1 = 1
5 −1
2
3 · 1
3
+ 0− 1
2
= 1
2
In all cases (10.12) holds. This and (10.11) show (6.7). This com-
pletes the proof of theorem 6.3.
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