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(PSD), the electron-dense structure that contains theNew Building Blocks
clusters of receptors, channels, and associated proteinsfor the Dendritic Spine required for postsynaptic function and signaling interac-
tions, may play a role in regulating actin dynamics in
response to activity at the synapse. Transfection of PSD-
95, the major protein of the postsynaptic density, causes
an enhanced maturation of spines and formation of func-
Two recent studies by Sheng and associates (Pak et tional synaptic connections (El Husseini et al., 2000).
al., 2001; Sala et al., 2001) provide an elegant molecular Likewise, overexpression of Kalirin-7, a GDP/GTP ex-
analysis of the role of a spine-specific protein, SPAR, change factor, which binds to the PDZ domain resident
and the synaptic proteins Shank and Homer, in regu- in PSD95, resulted in higher density of large spines com-
lating dendritic spine morphology, and the possible pared to control neurons (Penzes et al., 2001).
functional consequences of this regulation. In keeping with this previous work, the two elegant
studies by Sheng and collaborators in recent issues of
Neuron examined the role of the PSD-associated pro-Dendritic spines are the minute protrusions from den-
teins SPAR (Pak et al., 2001), Shank, and Homer (Sala etdritic shafts that represent the primary sites for synaptic
al., 2001) in the regulation of dendritic spine morphologycontact for many types of neurons. The spine contains
and provide further evidence that the PSD may playan enormously complex machinery containing over 70
a critical role in integrating synaptic activity and actinfamilies of proteins (Zhang and Benson, 2000) crowding
dynamics in the spine. SPAR is a member of the rapin a sphere of less than 1 m3, reacting to ambient
family of GTPases, who have been shown to both inter-demands in a time scale of seconds. Morphologically,
act with the actin cytoskeleton as well as participatespines come in a variety of shapes and sizes from short
in a number of signaling activities. SPAR was initiallystubby spines, spines resembling mushroom shapes, to
identified by the authors through a two-hybrid screenlonger filodopodial-like spines. While it has long been
and was shown to bind with the C-terminal guanylateassumed that these morphological variations reflect un-
kinase domain of PSD-95 in vivo and in vitro. In neurons,derlying functional differences, two fundamental ques-
SPAR is found selectively in spines and mainly in thosetions concerning dendritic spines are yet unsettled: (1)
with a large head. Given its localization and biochemicalwhat makes them so heterogeneous, and (2) what is the
activities, SPAR was a strong candidate for providing afunctional significance of this heterogeneity.
link between the PSD and the spine actin architecture.Anatomical descriptions going back over a century
Indeed, Pak et al. (2001) showed that in heterologousago have documented the existence of variety in spine
cells, overexpression of SPAR leads to both a dramaticshape and size. However, due in large part to the static
reorganization of the F-actin cytoskeleton and a redistri-
nature of the EM/golgi methodologies used, these earlier
bution of PSD-95 into SPAR-associated clusters. Con-
studies were unable to bring much insight to the ques-
sistent with what was observed in heterlogous cells,
tion of what causes spines to grow, mature, change transfection of hippocampal neurons in culture with
shape, and prune (Sorra and Harris, 2000; Segal et al., SPAR resulted in both an increase in spine head dimen-
2000). More recently, time lapse imaging of flourescently sion as well as changes in the shape of the spines.
labeled, live neurons has changed the view of the den- Conversely, dominant-negative SPAR caused both an
dritic spine from a stable structure, modifiable over days elongation and shrinkage of spine heads to the extent
and months, to a dynamic one. A number of reports that spines seem to now resemble filopodial-like struc-
have shown that activity regulates spine morphology tures. The effects on spine size appeared to require
(Matus, 2000; Korkotian and Segal, 2001; Goldin et al., both the GAP domain and the domain that mediates the
2001). Although the new microscopic techniques have interaction between SPAR and PSD-95 (the GKBD).To-
demonstrated clearly that spines are indeed rapidly gether, these results suggest a role for SPAR in regula-
morphing structures and that they can response to stim- tion of the actin cytoskeleton and spine shape changes.
ulation, we still understand relatively little about how Like SPAR, members of the Shank family of proteins
they are formed or pruned or stimulated to move. are also core components of the postsynaptic density.
Likewise, little is know about the molecular mecha- Shank proteins contain a number of protein–protein in-
nisms that determine dendritic spine shape and size. teraction domains and have been proposed to act as
Spines contain a concentrated network of actin microfil- scaffolding proteins at the PSD. The PDZ domain of
ments, and it does seem clear that the actin-based cy- Shank interacts with the GKAP family of PSD-95 binding
toskeleton plays a critical role in the morphological plas- proteins and links Shank to the NMDA receptor/PSD95
ticity of spines (Matus, 2000). Time lapse imaging has complex. Two proline-rich motifs mediate associations
shown that spine shape changes and motility can be with cortactin, an actin regulatory protein, and with
blocked by drugs that inhibit actin dynamics. In addition, Homer, which itself binds the metabotropic glutamate
overexpression of some actin binding proteins, such as and IP3 receptors. Based on its localization and interac-
the spine resident protein Drebrin, results in an elonga- tions with both actin binding proteins and glutamate
tion of spines (Hayashi and Shirao, 1996). It also seems receptors, Shank, too, was a strong candidate for influ-
encing spine size and shape. To investigate the func-likely that components of the postsynaptic density
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tions of Shank, Sala et al. (2001) also turned to the pression caused an increase in frequency of miniature
hippocampal culture system. Overexpression of Shank synaptic currents (mEPSC), a descrease in mEPSC am-
promoted the enlargement and maturation of dendritic plitude, as well as an increase in staining for FM4-64, a
spines in cultured hippocampal neurons. In contrast to marker for the number and size of vesicle pools, sug-
neurons transfected with the control construct, which gesting that overexpression of Shank may release some
generally showed variable and poorly developed den- yet unidentified retrograde messenger, which enhances
dritic filopodia and spines, Shank transfected neruons presynaptic release of neurotransmitters. Interestingly,
had spines with large spine heads (a “mushroom”-like the effects of Shank expression on spine head dimen-
morphology). Somewhat paradoxically, expression of a sions appeared to be independent of activation of gluta-
dominant-negative species of Shank did not produce a mate receptors, arguing that the effects of Shank and
mirror effect to that of overexpression of Shank. Rather, Homer are not activity dependent. To some extent, the
expression of a dominant-negative isoform drastically nature of this electrophysiological effect also seems
reduced the density of spines (which is not affected somewhat puzzling since, strictly speaking, it indicates
by overexpression) on the affected dendrites, but not that larger heads, likely to be associated with multiple
their size. synapses, actually produce smaller synaptic currents.
Interestingly, these morphological effects were paral- These and other issues will certainly have to be ad-
leled by molecular changes in the spine, including an dressed in future studies.
accumulation of IP3 receptors and an increase in stain- As with any in vitro paradigm, some words of caution
ing for a number of other postsynaptic proteins, includ-
are pertinent for interpreting these results. First, the data
ing the Shank-interacting proteins Homer and GKAP.
above are based exclusively on transfection studies inIndeed, the morphological effects of Shank appeared to
culture, and, as such, there is always the caveat thatbe mediated by an interaction with Homer and required
the effects may be specific to the test system explored.proper localization to the PSD since the spine matura-
Some variations on the theme are to be expected, de-tion effect of Shank required both the domain that medi-
pending on the specific culture paradigm and neuronalates binding to Homer and the domain that mediates
type used. In addition, there is also the possibility thattargeting to the PSD. Interestingly, expression of Homer
transfection itself may alter the electrical properties ofalone did not affect synaptic size, presumably because
cultured neurons, making it difficult to discern the truein the absence of Shank, Homer fails to accumulate in
effect of Shank expression in these cultures. Elucidatingsynapses. So, how might Homer and Shank cooperate
the true physiological effects of these proteins on spineto affect spine morphology? The authors propose that
morphology awaits the next generation of in vivo experi-the role of Shank proteins is to recruit Homer to syn-
ments.apses, which may promote the association of the gluta-
While the number of molecules that, like Spar andmate receptors with the IP3-dependent calcium stores
Shank, affect spine morphology is rapidly growing, theand enhance calcium responses to activation of the
morphological and functional analysis of these effectsmetabotropic receptors.
lags far behind. Unfortunately, at present, the availableWhile these studies have important implications with
tools are just too crude to describe the fine scalerespect to regulation of spine morphology, the results
raise a number of new and interesting questions. First, changes that may be produced by overexpression of
how generalizeable are these effects? For instance, the molecules of interest. After all, a change in mEPSC
SPAR appears to be selective for spiny neurons and is does not mean that the new, the elongated, the shrunken
present in only about 65% of the spines. The synapses or expanded spines are those that directly contribute to
on SPAR-negative spines and on dendritic shafts likely the altered mEPSCs recorded at the soma. The currently
still contain PSD-95 and glutamate receptors. Is there available tools do not allow one to be able to record
a functional difference between these synapse types? selectively from the spines that specifically express ei-
Will SPAR or Shank affect formation of spines in the ther Shank or SPAR (or any other specific protein, for
younger cells, before synapse formation? Are the activi- that matter) and to then be able to compare them to
ties of Spar and Shank regulated by activity/intracellular Shank- or SPAR-negative ones. Likewise, higher resolu-
calcium variations? Do these proteins play a role in tion imaging may ultimately reveal levels of detail and,
transformation of a shaft to a spine synapse? hence, further functions for these proteins that may not
Of course, ultimately, the most stirring questions re-
be apparent at the resolution of light microscopy. With
late to the physiological relevance of these effects. The
the light microscope, one can see that spine head growfunctional significance of such changes in spine size is
and shrink and that new spines are added or old onesnot readily predictable, i.e., it is not clear that “bigger
deleted. This is probably too crude a vocabulary to de-is better” in as much as communication between the
scribe the intricate interaction between structural andspine head and the dendritic shaft is concerned. It
signaling molecules and their ultimate effect on spineseems almost intuitive that the length of the spine would
function. New, finer analytical tools will be required tosomehow affect function, since longer spines are more
match the full power of the molecular analysis.detached functionally from the dendritic shaft than short
At any rate, such powerful new molecular tools, linkedones (Segal et al., 2000), but precisely how spine length
to high-resolution imaging, will certainly allow a rapidand size impact neuronal physiology remains unclear.
progress in this exciting field and may promise to helpIn the case of Shank, the authors did examine the effects
sort out the mechanisms that regulate spine size andof overexpression on neuronal function and found per-
shape and perhaps, along the way, provide some insighthaps somewhat paradoxically that expression of Shank
appeared to have presynaptic consequences. Overex- into the role of spine morphology in plasticity.
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Menahem Segal major thalamic input to cortex, exhibits a critical period
for plasticity ending in the first week or weeks of life,Department of Neurobiology
whereas L2/3, which receives its main input from L4 viaThe Weizmann Institute
intracortical projections, exhibits significant plasticityRehovot 76100
into adulthood (Diamond et al., 1994; Glazewski andIsrael
Fox, 1996). Most studies of L2/3 plasticity have focused
Selected Reading on adult plasticity, which is thought to contribute to
perceptual learning and to cortical reorganization after
El-Husseini, A.E., Schnell, E., Chetkovich, D.M., Nicoll, R.A., and injury (Gilbert, 1998; Buonomano and Merzenich, 1998).
Bredt, D.S. (2000). Science 290, 1364–1368.
In contrast, less is known about initial development of
Goldin, M., Segal, M., and Avignone, E. (2001). J. Neurosci. 21,
L2/3 circuits. In particular, although these circuits exhibit186–193.
heightened plasticity early in development, neither the
Hayashi, K., and Shirao, T. (1996). J. Neurosci. 19, 3918–3925.
critical periods for such plasticity nor the precise role
Korkotian, E., and Segal, M. (2001). Neuron 30, 751–758.
of experience in initial circuit development have been
Matus, A. (2000). Science 290, 754–758. well established.
Pak, D.T.S., Yang, S., Rudolph-Correia, S., Kim, E., and Sheng, M. These features can be studied in the whisker map in
(2001). Neuron 31, this issue, 289–303.
rat S1 (barrel) cortex. Rat S1 contains an anatomical
Penzes, P., Johnson, R.C., Sattler, R., Zhang, X., Huganir, R.L., Kam- map of the whiskers in the form of a topographic array
bampati, V., Mains, R.E., and Eipper, B.A. (2001). Neuron 29,
of cell clusters in L4, called barrels, each of which corre-229–242.
sponds to a single large whisker on the contralateralSala, C., Pie¨ch, V., Wilson, N.R., Passafaro, M., Liu, G., and Sheng,
face (see Figure). Barrel neurons in L4 receive excitatoryM. (2001). Neuron 31, 115–130.
input from thalamocortical afferents and project excit-Segal, M.E., Korkotian, E., and Murphy, D.D. (2000). Trends Neu-
atory outputs primarily to L2/3 of the same cortical col-rosci. 23, 53–57.
umn, termed the barrel column. Cells in each barrelSorra, K.E., and Harris, K.M. (2000). Hippocampus 10, 501–511.
column spike most strongly in response to deflection ofZhang, W., and Benson, D.L. (2000). Hippocampus 10, 512–526.
the whisker corresponding to that column, termed the
principal whisker, and less strongly in response to adja-
cent whiskers, resulting in whisker receptive fields with
strong, focused excitatory centers and weaker excit-
atory surrounds. The set of receptive fields across S1A New Critical Period
constitutes a physiological map of the whiskers that isfor Sensory Map Plasticity
aligned with the anatomical barrel map in L4, and the
location of a cell within the barrel map is an accurate
predictor of the cell’s receptive field.
Previous studies using extracellular recording ofThe development of neural circuits is influenced by
whisker receptive fields showed that altering whiskersensory experience during restricted critical periods
input for a few days or weeks induces whisker mapearly in life. A novel critical period is demonstrated for
plasticity that obeys a distinct, early critical period inplasticity of the whisker map in layer 2/3 of rat primary
L4, but that persists into adulthood in L2/3. However,somatosensory cortex. Sensory experience during this
because L2/3 neurons do not exhibit reliable sensory-period guides initial formation of whisker receptive
evoked spikes in the first few weeks of life, it was notfields.
possible to examine initial development of the L2/3 map,
or the role of experience in its formation.
The ability of sensory experience to shape the function Stern et al. (2001) were able to study early map de-
of neural circuits is often limited to a defined critical velopment by making intracellular recordings in vivo
period of development. Critical periods usually coincide and measuring subthreshold sensory responses (i.e.,
roughly with initial circuit formation, but whether experi- summed excitatory and inhibitory postsynaptic poten-
ence (and other forms of neural activity) acts to guide tials) in L2/3 and L4 neurons. In mature animals, sub-
initial circuit formation or rather to refine circuits just threshold receptive fields are broader than spiking re-
after their formation by activity-independent mecha- ceptive fields but are still centered on the anatomically
nisms is controversial. In this issue of Neuron, Stern, defined principal whisker (Moore and Nelson, 1998; Zhu
Maravall, and Svoboda (2001) examine the early devel- and Connors, 1999) and are sensitive indicators of the
opment of the whisker map in layer (L) 2/3 of the rat’s set of whisker input channels integrated by a given neu-
primary somatosensory cortex (S1). They describe a ron. Stern et al. measured the development of sub-
novel critical period in which whisker experience can threshold receptive fields during the second postnatal
alter sensory receptive fields and show that, during this week, before L2/3 neurons exhibit sensory-evoked
critical period, whisker experience is required for the spikes. They found that at P12, whisker responses were
initial formation of the whisker map. undetectable in L2/3 neurons, even though L4 neurons
In hierarchically organized sensory systems, more pe- exhibited whisker-evoked spikes. This indicates that
ripheral processing centers tend to mature earliest, and L4 → L2/3 synapses were either too weak or too sparse
higher centers mature progressively later. As a result, to evoke postsynaptic responses. Just 2 days later, at
critical periods tend to cascade gradually up the neu- P14, L2/3 neurons had robust subthreshold sensory re-
raxis. Within sensory areas of neocortex, the same trend sponses and subthreshold receptive fields that were
indistinguishable from those in older animals. Thus,is apparent. Cortical layer 4 (L4), which receives the
