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В статті в єдиному форматі представле-
но формалізований опис продукційної систе-
ми, компіляцію Rete та Treat мережі потоку 
даних, а також правил переходу між вузла-
ми Treat мережі. Запропоновано формаліза-
цію співставлення за Treat алгоритмом, яка 
може бути використана для подальшої оцін-
ки складності. Розширено модель розрахунку 
витрат пам’яті для Treat алгоритму
Ключові слова: співставлення зі зразком, 
формалізація, Rete алгоритм, Treat алгоритм, 
продукційна система, логічне виведення
В статье в едином формате представле-
но формализованное описание продукционной 
системы, компиляция Rete- и Treat-сети пото-
ка данных, а также правил перехода между 
узлами Treat сети. Предложена формализа-
ция Treat алгоритма сопоставления, которая 
может быть использована для дальнейшей 
оценки средней сложности. Расширена модель 
расчета затрат памяти для Treat алгоритма
Ключевые слова: сопоставление с образ-
цом, формализация, Rete алгоритм, Treat 





Продукційна модель представлення знань – один з 
найбільш часто використовуваних формалiзмiв вирі-
шення задач штучного інтелекту. Створення прикладних 
продукційних систем потребує оцінки їх ефективності в 
процесі розробки. Для визначення об’єктивних критеріїв 
оцінювання таких систем та їх коректного порівняння 
необхідно застосовувати єдиний формальний опис.
Існує декілька підходів до формалізації продукці-
йних систем [1–3]. Однак найбільш універсальним з 
них є формалізація на основі логіки першого порядку. 
В той же час формальний опис продукційної системи 
(ПС) в термінах логіки першого порядку наразі пред-
ставлено лише частково для окремих базових механіз-
мів обробки продукцій. 
Логічне виведення в продукційних системах реа-
лізується на основі механізмів розв’язання конфлікту 
та співставлення зі зразком. При цьому останній має 
найбільший вплив на швидкодію та затрати пам’яті в 
прикладній продукційній системі.
Для об‘єктивного та незалежного вiд умов реалiза-
цiї оцінювання алгоритмів співставлення необхідно 
представити їх формальний опис в єдиному форматі. 
Це дозволить визначити критерії щодо використання 
ресурсів пам’яті та швидкодії на стадії проектування 
прикладних продукційних систем за заданими харак-
теристиками записів бази знань. Тому єдина формалі-
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зація базових алгоритмів співставлення зі зразком є 
актуальною та має практичне значення.
2. Аналіз літературних даних і постановка проблеми
Оцінювання ресурсоємності прикладних продук-
ційних систем здійснюється при створенні прототипу 
та тестуванні їх альфа версій [4] або на основі якісних 
критеріїв продукцій, що описують задачу логічного 
виведення [5]. Проте на сьогодні не представлено 
єдиної методики розрахунку затрат пам’яті на етапі 
проектування. Для її розробки необхідне створення 
єдиної формалізації алгоритмів співставлення, які ма-
ють найбільший влив на ресурсоємність прикладної 
продукційної системи.
В роботах [6] показано, що найбільш поширеним 
програмним інструментарієм розробки продукційних 
систем є CLIPS, Jess, Soar, Drools. Тому в даному до-
слідженні для подальшої формалізації обрано Rete та 
Treat алгоритми співставлення як базові для зазначе-
них середовищ розробки. Концепції цих алгоритмів 
були закладені Ч. Форгі (Forgy) [7] та Д. Мiранкером 
(Miranker) [8] відповідно та надалі лише зазнавали мо-
дифікацій у відповідності до специфічних задач [9–11].
В роботі Л. Альберта (Albert) [12] наведено фор-
малiзацiю продукційної моделі в термінах логіки пер-
шого порядку для розрахунку середньої складності 
Rete алгоритму. Це дозволило в роботі [13] на основі 
даної моделі формалізувати співставлення за Rete ал-
горитмом з правилами переходу мiж вузлами Alpha- та 
Beta-мереж потоку даних. Запропонований для Rete 
математичний апарат доцільно застосувати до спорід-
неного Treat алгоритму. Однак для цього і необхідно 
представити аналогічну до Rete формалізацію Treat 
алгоритму.
3. Мета і завдання дослідження
Метою даної роботи є формалiзацiя Treat алгорит-
му співставлення зi зразком в термінах логіки першого 
порядку.
Для досягнення зазначеної мети було поставлено 
наступні задачі:
– описати схеми співставлення за Rete та Treat ал-
горитмоми;
– представити формалізацію компіляції мережі по-
току даних Treat алгоритму;
– представити формалізацію правил переходу в 
Treat мережі;
– представити формулу розрахунку витрат пам’яті 
для Treat алгоритму на основі запропонованої форма-
лізації.
4. Rete алгоритм
Робота інкрементних алгоритмів співставлення 
ґрунтується на запам’ятовуванні кортежів фактів, які 
узгоджуються з частиною антецеденту. В Rete алго-
ритмі [7] на кожному кроці виведення зберігається уз-
годження умов антецеденту з фактами робочої пам’яті, 
а також результат зв’язування змінних.
Співставлення з допомогою інкрементних алго-
ритмів відбувається у два етапи. На першому етапі – 
компіляції – на основі умовних частин правил, що 
належать до БЗ, будується мережа потоку даних. Ком-
піляція виконується один раз при запуску системи та 
повторюється лише у випадку внесення змін до БЗ. 
На другому етапі – виконання – відбувається оброб-
ка мережі потоку даних на основі змін робочої пам’яті. 
Результатом цього етапу є конфліктна множина (CS) з 
продукцій БЗ та кортеж фактів, які призвели до акти-
вації. Пара з умовного елементу та факту, який з ним уз-
годжується, називається маркером (token). Алгоритми 
інкрементного співставлення відрізняються підходами 
до формування мережі потоку даних та її обробки.
Мережа потоку даних Rete алгоритмів складається 
з двох частин, які відповідають етапам обробки анте-
цеденту продукції: Alpha- та Beta-мережі. Alpha-мере-
жа, яку також називають деревом розбору, будується 
на основі умовних елементів, які знаходяться в межах 
одного шаблону. Вузли Alpha-мережі можуть містити 
тести декількох видів: перевірку типу, перевірку умов, 
перевірку зв’язків (коли одна й та сама змінна зустрі-
чається в умовному елементі більше одного разу). Такі 
тести називають внутрішніми.
Beta-мережа будується на основі бінарного поєд-
нання листових вузлів Alpha-мережі. В вузлах Beta 
мережі відбувається узгодження змінних для різних 
шаблонів одного правила. Такі тести називають зо-
внішніми. Вузли Beta мережі мають два входи та збе-
рігають два типи пам’яті відповідно – ліву та праву. 
Виділяють два типи таких вузлів – однотипні (Any) та 
негативні (Not). В однотипних вузлах відбувається уз-
годження між виключно позитивними чи негативними 
умовними елементами. Негативні вузли містять тести 
між позитивним та негативним умовним елементом.
Термінальною є Beta-вершина, яка отримує на вхо-
ді екземпляр антецеденту (instance) – повний кортеж 
узгоджених фактів. Вихід термінальної вершини – ак-
тивоване правило, додається до конфліктного набору.
На рис. 1 запропоновано схематичне зображення 
схеми потоку даних (dataflow net) для Rete алгоритму.
Рис.	1.	Схема	потоку	даних	Rete	алгоритму
На етапі виконання Rete алгоритму зміни робочої 
пам’яті надходять до вузлів мережі. Якщо факт узгод-
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жується з умовним елементом вузла Alpha – мережі, 
формується маркер і передається нащадкам вузла. В 
вузлах Beta – мережі відповідні маркери перевіряють-
ся на узгодження змінних в двох різних шаблонах од-
ного антецеденту. Результати перевірки передаються 
далі по мережі. Досягнення листового (термінального 
вузла) означає активацію правила. Таким чином, в 
термінальних вузлах зберігається поточна конфліктна 
множина.
Обробка мережі після видалення фактів прово-
диться аналогічно додаванню. Інформація поширю-
ється по мережі від вершини до листового вузла і при-
зводить до деактивації відповідного правила. 
5. Treat алгоритм
Treat алгоритм [8] створено на базі Rete. Treat ал-
горитм передбачає збереження узгодження фактів, 
проте зв’язування змінних обчислюється повторно на 
кожному кроці співставлення. Для виконання вну-
трішніх тестів в антецеденті будується Alpha-мережа, 
в вузлах (Anode) якої містяться тести для окремих 
шаблонів та факти, які призвели до активації поточної 
вершини. Підмножина таких фактів називається лі-
вою (альфа) пам’яттю. Компіляцію внутрішніх тестів 
в мережу потоку даних можна представити єдиним 
чином для обох алгоритмів. 
На відміну від Rete, Treat алгоритм не будує про-
міжних вершин для зв’язування змінних. Відповідні 
обчислення повторюються на кожному кроці спів-
ставлення. Якщо правило було активоване на попе-
редньому кроці, то в термінальних вершинах Treat 
зберігається підмножина фактів, яка призвела до його 
активації. Таким чином, алгоритм передбачає збере-
ження конфліктної множини.
На рис. 2 запропоновано схематичне зображення 
схеми потоку даних (dataflow net) Treat алгоритму.
Рис.	2.	Схема	потоку	даних	Treat	алгоритму
Виконання Alpha мережі Treat аналогічне до Rete 
алгоритму. Наступним кроком є зв’язування змінних, 
яке за необхідності відбувається в термінальних вер-
шинах. На вхід до термінальної вершини надходять 
результати виконання альфа мережі відповідної про-
дукції. Таким чином, на відміну від бінарних Beta вер-
шин Rete мережі, термінальні вершини отримують на 
вхід кількість маркерів, яка відповідає кількості умов-
них елементів антецедента. Узгодження змінних від-
бувається попарно для кожного шаблону в довільному 
порядку. У найпростішому випадку реалізації обира-
ють порядок слідування умовних елементів в записі 
антецеденту. Частіше використовують підходи для 
оптимізації порядку узгодження. У роботі [8] доведено 
ефективність евристики впорядкування seed ordering, 
за якої першим проводиться узгодження змінних для 
шаблону, який був активований новим фактом. 
На відміну від Rete, в Treat алгоритмі додавання 
і видалення фактів з робочої пам’яті не є симетрич-
ним процесом. Для видалення факту в Treat мережі 
перевіряється конфліктна множина, збережена на по-
передньому кроці. Якщо один з маркерів конфліктної 
множини містив даний факт, то відповідні йому прави-
ла деактивуються. Інформація про видалення маркеру 
передається предкам відповідної альфа мережі. Таким 
чином вдається уникнути надлишкових узгоджень. 
Проте даний підхід виконується лише у випадку, коли 
видаляється позитивний факт.
Для обробки негативного факту він приймається 
за позитивний і передається на вхід до альфа мере-
жі. Якщо це призводить до активації правила, яка 
міститься в конфліктній множині, правило деактиву-
ється. Продукції, які активувалися видаленням не-
гативного факту, потребують додаткової перевірки. 
Alpha пам’ять негативних умовних елементів переві-
ряється на наявність факту, подібного до видаленого. 
Якщо такий факт відсутній, правило активується.
6. Формалізація продукційної системи
Продукційна система складається з трьох основних 
компонент: бази знань (БЗ), робочої пам’яті, механізму 
логічного виведення. База знань (R) – це набір про-
дукційних правил, які є одиницями представлення 
iнформацiї в продукційних системах. Робоча пам’ять 
(WM) – динамічна область пам’яті, в якій iнформацiя 
про розв’язання поточної задачі представлена у вигля-
ді фактів, доведених на поточному етапі виведення.
Для проведення подальших досліджень було при-
йнято формалізацію продукційної системи, представ-
лену в роботах [12, 13].
Вiдповiдно до роботи [13], в продукційних мовах 
програмування для забезпечення ефективності ви-
ведення використовується поняття обмеженої про-
дукційної системи. В даній роботі використовується 
визначення так званої 4S  обмеженої продукційної 
системи:
0PS (F,P,X,L,WM ,R,S),=
де F – множина функціональних символів, P – мно-
жина предикативних символів, X – множина змінних, 
L – множина міток, WM0 – початковий стан робочої 
пам’яті, обмежений до термів висотою 1, R – множина 
продукційних правил, де правила мають шаблони ви-
сотою 1, S – стратегія розв’язання конфлiктiв.
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Продукція – правило бази знань, яке визначаєть-
ся двома базовими частинами. Умовна – антецедент, 
який представляє собою логічну формулу, що містить 
зразки фактів в тому вигляді, в якому вони представ-
ляються в робочій пам’яті. В консеквенті – постумові – 
представлено набір дій, спрямованих на модифiкацiю 
робочої пам’яті. В загальному випадку це додавання 
або видалення фактів.
Продукційне правило (продукція) визначається 
наступним чином:
[l]  if p,c remove r add a,
де l – ім’я з множини міток, p  – множина позитивних 
та негативних шаблонів правила, c  – пропозиція 
(proposition), множина вільних змінних якої є підмно-
жиною змінних шаблону p, r  – множина термів, ек-
земпляри яких видаляться з робочої пам’яті після за-
пуску правила, a  – множина термів, екземпляри яких 
додадуться до робочої пам’яті після запуску правила.
7. Формалізація компіляції Treat мережі
Для формалізації компіляції бази знань у мережу 
потоку даних Treat алгоритму введемо позначення вiд-
повiдно до роботи [13]. 
Позиція w  підтерма is  в термі t визначається на-
ступним чином:
i 1 n
1 2 1 2
w(t) | t 0,
w(s ) | t(s ,...,s ) i,
w w(s) | t w w(t) | r w(s) | r w .w .
=
=
= ∧ = ⇒ =
Тоді компіляція comp  продукції [l]p,c r,a⇒  для 
Alpha-мережі Treat алгоритму аналогічна до відпо-
відного інкрементного визначення компіляції Rete 
алгоритму [8]:
comp(t) : comp(t,0)= для t T(X,P),∈   (1)
1 ncomp(t(s ,...,s )) : input.w t,= =   (2)
i I∈
∧ icomp(s ,w.i),  
1 2 i 1 j 2i j I w ,w | s |w s |w∀ < ∈ ∃ =
∧ 1 2input.w.w input.w.w ,=
1 n 1 ncomp( t(s ,...,s )) : ( input WM) | comp(t(s ,...,s )).¬ = ¬ ∃ ∈  (3)
Для подальшої формалізації правил переходу в 
Alpha-мережі Treat алгоритму позначимо кон’юнкцію 
всіх виразів вигляду (1) – (3) як kiq  для шаблону ip  
правила kl  бази знань PM , де k K∈  – ідентифікатор 
правила, J  – кількість правил в БЗ, і I∈  – номер ша-
блону в правилі, I  – максимальна кількість шаблонів 
в правилі. 
Мережа потоку даних для узгодження змінних в 
Treat алгоритмі формується динамічно за необхідно-
сті. Формально представлення зовнішніх тестів ана-
логічне до Beta мережі Rete алгоритму. Відмінністю 
Treat алгоритму є те, що перевірка узгодження змінних 
відбувається лише в рамках антецеденту окремої про-
дукції, в якій успішно виконано всі внутрішні тести. 
Наведемо компіляцію зовнішніх тестів Treat на базі 
відповідного формального представлення Beta мережі 
Rete алгоритму [13]:
ii I
comp(p,c) : comp(p ),
∈
= ∧   (4)
1 2 i 1 j 2
i 1 2 2
i j I(p ) I(p ) w w | p |w p |w X
input .w input .w ,
+ −∀ < ∈ ∨ ∀ = ∈
=∧   (5)
1 2 i 1 j 2
i 1 2
i I(p ) j I(p ) w w | p |w p |w X ( f WM)
input .w f.w ,
+ −∀ ∈ ∧ ∈ ∀ = ∈ ∧¬ ∃ ∈
=∧   (6)
i
i i ii j I w | p |w x Var(c)
input .w x : (c),
∀ < ∈ ∃ = ∈
= = σ ∧ σ∧
 
 (7)
де input факт, який узгоджується з поточним шабло-
ном, відповідно iinput  для шаблону ip ; p
+  – позитив-
ний шаблон з множини I шаблонів висотою 1, p−  – не-
гативний шаблон; X  – множина змінних бази даних; 
Var X∈  – множина змінних поточного антецеденту; 
σ  – підстановка для даного шаблону. 
Кон’юнкцію всіх виразів вигляду (4)–(6) для про-
дукції kl бази знань PM позначимо як 
kr .
8. Формалізація правил переходу у Treat мережі
В даній роботі розроблено формалізацію правил 
переходу в Treat мережі потоку даних. Для подальшого 
коректного порівняння алгоритмів співставлення пра-
вила переходу представлено за форматом та синтакси-
сом, запропонованим в [13]. 
В загальному вигляді правило переходу для вер-
шин Treat мережі мають наступний вигляд:
a?m ms!→ ,
де ?m  – вхідний маркер у вигляді | ,f< + − >  для факту 
f, що додається чи видаляється з робочої пам’яті; ms!  – 
список вихідних маркерів, a  – опціональні дії на по-
точному кроці. 
Для антецеденту правила π  ліву пам’ять, lm, визна-
чимо наступним чином [13]:
i ii 1 j 1 j
lm {(f ,...,f ) WM | comp( )(f ,...,f )}= ∈ π .
Аналогічно визначимо термінальну пам’ять tm, яка 
використовується в процесі узгодження змінних та 
пам’ять конфліктної множини cm , яка зберігається на 
кожному кроці співставлення. 
i i 1tm {f WM | q (f)},+= ∈
i
k
1 j kcm {(f ,...,f ) WM| comp(l )= ∈ .
Для Anode правило переходу визначається наступ-
ним чином:
j jlm lm {f }, f ? { ,f}! if q(f),
← ∪< + > → +   (8)
j jlm lm {f }, f ? { ,f}! if q(f),
← −< − > → −   (9)
| ,f ? 0! if q(f)< + − > → ¬ .  (10)
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Для Tnode правила переходу визначаються в за-
лежності від типу шаблону, що узгоджується з вхідним 
фактом. Вихідними даними термінальної вершини 
є правило для активації/деактивації та відповідно 
факти, які мають додатися/видалитися з екземплярів 
конфліктного набору.
В загальному випадку при додаванні фактів пе-
рехід з термінальної вершини виконується у випад-
ку, коли сформовано таку термінальну пам’ять, що 
k ktm cm= . Тобто:
 
t t
k k k k k
i i i, lm { ,lm }! | r (l ,lm ).< + > → < + >   (11)
Видалення факту зазвичай (однак не завжди) при-
зводить до деактивації правила:
tm k k,f ? { ,(l ,f) }! if (l CS) (f cm)=θ< − > → < − > ∈ ∧ ∈ . (12)
Можливі два випадки в залежності від того, пози-
тивний чи негативний шаблон узгоджується з фактом, 





, f ? { ,(l ,f) }!
if (l CS) ( p f | p p )
=θ
+
< − > → < − >
∈ ∧ σ = ∈ .  (13)
Видалення факту, який призводив до узгодження з 
негативним шаблоном правила:






, f ? { ,l }! if ( f` lm | p
f`^r(l,f`) p f | p p
=θ< − > → < + > ¬ ∃ ∈ σ =
= ∧ σ = ∈ −   (14)
Термінальна пам’ять формується в процесі уз-
годження змінних в межах антецеденту. Надамо фор-
мальне представлення переходів в межах динамічної 
мережі узгодження при обробці термінальної верши-
ни. Формалізуємо додавання факту до робочої пам’яті 
для різних випадків. 
Додавання факту, який узгоджується з позитивним 
шаблоном:
k k k
j j i itm tm {f } | p p (l )| p f
k,f ? { ,f }!if r (f),
+← ∪ ∧σ←σ∪σ ∃ ∈ σ =′ ′< + > → < + >  (15)
де σ  підстановка (визначена в стандартних термінах 
логіки першого порядку), p  – шаблон правила,  – 
позитивний шаблон, p−  – негативний.
Додавання факту, який узгоджується з негативним 
шаблоном:






, f ? { ,(l ,f) } !if r (f)
p p (l ) | p f
=θ
−
< + > → < − > ∧
∧∃ ∈ σ =′   (17)
Тоді для конфліктної множини CS виконуються 




cm cm cm cm
k k(l ,f) ? { ,l }!,∀ ≠ ∈
 
← ∪ −   < − > ← < − >

  (18)
kcm cm tmk k k k(l ,tm ) ? { ,(l ,tm ) }!,← ∪< + > → < + >   (19)
k k,l ? { ,l }!< + > → < + > .  (20)
Таким чином, формули (8)–(10) описують процес 
обробки змін робочої пам’яті в Alpha-мережі Treat 
алгоритму, формули (11)–(17) – узгодження змінних 
в термінальних вершинах, формули (18)–(20) – фор-
мування конфліктної множини на основі результатів 
співставлення. 
9. Розрахунок витрат пам’яті Treat алгоритму
Запропоноване формальне представлення Treat ал-
горитму дозволяє розширити модель розрахунку витрат 
пам’яті, запропоновану в роботі [14]. В цій роботі вважа-
ється, що затрати пам’яті на обробку Treat мережі потоку 
даних дорівнюють загальному розміру Alpha пам’яті:
n n
j j
j 0 j 0
M(n) a h(lm )
= =
= =∑ ∑ .
Однак, формалізація правил за запропонованими 
формулами (11)–(16) переходу показує, що на кожному 
кроці співставлення необхідна додаткова пам’ять, яка 
забезпечує збереження даних під час узгодження змін-
них в термінальних вершинах мережі.
Позначимо ймовірність узгодження поточного 
умовного елементу з наступним в черзі в межах антеце-
денту як jprob . Тоді витрати пам’яті на обробку термі-




T(i) h(lm ) h(lm )prob ,
=
= ∏
де n  – кількість правил в базі знань, h  – висота (роз-
мір) факту, m n≤  – кількість фактів у правилах, для 
яких узгодилася альфа мережа на поточному кроці 
співставлення, jprob  – ймовірність узгодження умов-
них елементів в процесі співставлення.
Додатково для забезпечення асиметричного меха-
нізму видалення фактів, які узгоджувалися з позитив-
ними умовними елементами, в Treat алгоритмі на кож-
ному кроці зберігаються факти, які призвели 
до активації правил в конфліктній множині: 
h(cm). Правила переходу та відповідні зміни 
для пам’яті конфліктної множини представле-
но формулами (17)–(19).
З урахуванням вищезазначених витрат пам’яті в 
процесі співставлення, формула розрахунку ресурсо-




M(n) (h(lm ) T(i) h(cm)),
=
= + +∑   (21)
де jh(lm )  – затрати на збереження Alpha пам’яті, 
T(i)  – витрати пам’яті на обробку термінальної вер-
шини, h(cm)  – витрати на збереження пам’яті кон-
фліктної множини. 
10. Висновки
1. В єдиному форматі описано процеси співстав-
лення в продукційних системах за Rete та Treat алго-
ритмами. 
k k k
j j i itm tm {f } | p p (l )| p f k k
j j, f ? { ,(l ,tm ) }!if r (tm ), (16)
+← ∪ ∧σ←σ∪σ ∃ ∈ σ =′ ′< + > → < + >
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2. На базі формального опису продукційної систе-
ми в термінах логіки першого порядку запропоновано 
формальне представлення компіляції та правил пере-
ходу в мережі потоку даних Treat алгоритму. 
3. На основі розробленої формалізації запропо-
новано розрахунок витрат пам’яті для Treat алгорит-
му, який враховує витрати на обробку Alpha-мере-
жі, збереження конфліктного набору та узгодження 
змінних в термінальних вершинах мережі потоку 
даних. 
4. Формальне представлення Treat алгоритму в по-
дальшому може бути використане для оцінювання 
його середньої складності на основі кількості необхід-
них узгоджень в антецеденті продукцій.
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