random n-cycle, they were used in [5] to obtain a spanning set of |log n| disjoint cycles. Here they are used to obtain a rough approximation to an optimal solution of the edge-distance assignment problem defined by the entries in M . This approximation yields a weight matrix in which the negative entries are generally fewer in number and smaller in absolute value than those in M . Theorems 1 and 2 allow us to use considerably fewer trials than generally used in Floyd-Warshall. Once we have obtained an optimal solution, σ , to the assignment problem, the only cycles we can obtain in σ M are all positive. We then use the above theorems and the F-W algorithm to obtain the smallest positive cycles of total edge weight less than a fixed positive number, say N. As we proceed, we test cycles and sets of disjoint cycles to see if any product is an n-cycle. The n-cycle of smallest weight that we obtain is an approximate optimal solution
where m = 0,1,2,…,n-1 and i' j n + > is represented by its value modulo n. PROOF. The proof is by induction. Let n = 2. Then one of two cases occurs. Either both arcs have negative weights or one is negative and one is positive. In the latter case, since the sum is negative, if our first arc is negative, the theorem is proved. Assume that the theorem is true when the cycle has n arcs. We now consider the case when it has n+1 arcs. In this case, there must exist at least one case, say i , where < 0. Suppose this wasn't the case. Then as we traversed the cycle in a clockwise manner, the sum of the weights of any two consecutive arcs would always be non-negative. Therefore, the total sum of the weights of the cycle couldn't be negative. We now replace the nodes by the node whose weight is defined as . The cycle C having n+1 nodes has now been replaced by the cycle C* having n nodes. By induction, the theorem is valid for C*. Let i be the node of C* defined in Theorem 1 and Thus, the partial sums are: -2, -3, -6, -9, -21, -15, -13, -10, -17, -27,  -26, -24, -31, -27, -36, -25, -27, -28, -32 -36, -44, -35, - entry (1, 10) . Again, we must have reached column 7 before this substitution could be made. Now suppose that d(10, 1) = 1. Then our negative path implies that the negative cycle (1 3 7 10) exists. In general, when using our specialized version of the F-W algorithm, we choose the first negative cycle we obtain. The reason for this becomes evident when we consider the following theorem: THEOREM 3. Let M be a value matrix containing both positive and negative values. Suppose that M contains one or more negative cycles. Then if a negative path P becomes a non-simple path containing a negative cycle, N, as a subpath, C, C is obtainable as an independent cycle in the F-W negatively-valued subpaths algorithm (F-W n-vs algorithm as used in Phase 2). Before going on the proof of the theorem, we note that subpath when we reach column j = j , N occurs as a simple cycle with j ≤ j 0 . Towards the end of Phase 2, it may require going through our set of columns from 1 to n more than once. The algorithm used in PHASE 2 is based on the Floyd-Warshall theorem. However, its purpose is to obtain a negative cycle using Theorem 1.
Namely, we start with a negative-valued arc and continue with negativevalued paths until we've obtained a negative cycle. , we obtain (a H (MIN(M)(a , 1)) Given an entry, d(i, j), of a distance matrix, Since we cannot create such subpaths using the F-W n-vs algorithm, after we have completed using it in D M , the latter matrix may contain a set of disjoint negatively-valued subpaths which cannot be connected. The following theorem deals with that possibility. We first make a couple of definitions. Let M >0, be real positive numbers. Assume that the smallest value that any of the negatively-valued subpaths N has is -M -. An F-W M-valued algorithm is one in which we may initiate an iteration using an entry whose value is no greater than M. Further assume that no positive arc has a smaller value than ε . Before going on, a determining vertex of a cycle of at most value L is an initial vertex, d, of a path P that traverses C such that every subpath is of value at most L. From the corollary to Theorem 1, at least one such vertex, d, always exists in a cycle C of value M. = [a, ... , i, ... , d, ..., i] . Let i be the first vertex in P which changes P from a simple path to a non-simple one, i.e., it is the first vertex which is repeated. Let C be the subpath of P forming the cycle (d .... i). Here d is a determining vertex of the negatively-valued cycle, C. Then we can always obtain C as an independent negative cycle in at most the next iteration, D M , i.e., using at most n more columns in the algorithm. Comment. From the corollary to Theorem 1, we know that we need only choose as an initial value, i, an entry whose value is no greater than the sum, i, of the values in the cycle. As we noted earlier, one of the advantages of our procedure for finding is that one or more of the derangements obtained may be an n-cycle. In particular, if we repeated the first part of Phase 1 n(log n) times, using a random n-cycle each time, the probability of obtaining at least one n-cycle is 1 2 3 4 5 6 7 8) (6, 4) is derived from the loop (6, 6).  (1, 4) is derived from (1, 6).  d(1, 6) -d(1, 2) 
the basic idea of the F-W algorithm, is to see if there exists a path of length 2 (a triangular path) of form d(i, k) + d(k, j) the sum of whose values is less than d(i, j). If so, we replace d(i, j) by the value d(i, k) + d(k, j). For each value of j, we construct table of n columns and n rows in which we place k in the entry (i, j). We thus can keep track of both

