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In this paper, complete group classiﬁcation of a class of (1 + 1)-dimensional generalized
quasi-linear wave equations is performed by using the Lie–Ovsiannikov method, additional
equivalent transformation and furcate split method. Lie reductions of some truly ‘variable
coeﬃcient’ wave equations which are singled out from the classiﬁcation results are inves-
tigated. Some classes of exact solutions of these ‘variable coeﬃcient’ wave equations are
constructed by means of both the reductions and the additional equivalent transforma-
tions. The nonclassical symmetries to the generalized quasi-linear wave equation are also
studied. This enabled to obtain some exact solutions of the wave equations which are in-
variant under certain conditional symmetries.
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1. Introduction
In this paper we study the properties of Lie symmetry group and Lie symmetry algebra associated with a class of
generalized quasi-linear wave equations of the form
utt =
(
H(u)ux
)
x + k(x)u, (1)
in order to characterize some invariant solutions by means of inﬁnitesimal groups of transformations. Here Hu = 0, H and
k are arbitrary functions of their argument, t is the time coordinate and x is the one-space coordinate.
Eq. (1) is an uniﬁed form of many physical examples which is often used to model a wide variety of phenomena in
Mechanics and Engineering. For example, in the case k(x) = 0, Eq. (1) can be used a model to describe: (a) the ﬂow of
one-dimensional gas, (b) shallow water waves theory, (c) longitudinal wave propagation on a moving threadline, (d) dy-
namics of a ﬁnite nonlinear string, (e) elastic-plastic materials, and (f) electromagnetic transmission line (see [2, pp. 50–52]
and [3]).
In the case k(x) nonconstant and H(u) constant, Eq. (1) is a special case of the class of equations
ρ(x)utt −
(
p(x)ux
)
x = μ f (x, t,u), (2)
which describes the forced vibrations of a nonhomogeneous string and the propagation of seismic waves in non-isotropic
media [7,8,18]. Here ρ(x) > 0 is the mass per unit length, p(x) > 0 is the modulus of elasticity multiplied by the cross-
sectional area (see [18, p. 291]), μ > 0 is a parameter, and the nonlinear forcing term f (x, t,u) is (2π/ω)-periodic in time.
The periodic solutions for Eq. (2) and its special cases (i.e. when ρ(x) = p(x) ≡ 1) has been widely investigated since the
1960s (see [8] and the references cited therein).
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D.-j. Huang, S. Zhou / J. Math. Anal. Appl. 366 (2010) 460–472 461Eq. (1) is also a special case of the class of nonlinear wave equation with variable speed and external force
utt = A(x)
(
H(u)ux
)
x + B(x)Q (u). (3)
When A(x) = B(x) = 1, Estévez and Qu obtained a classiﬁcation of the functional separation of variables solutions by gen-
eralized conditional symmetry approach [20]. Recently, the classiﬁcation has been extended to the whole class of Eq. (3) by
group foliation method [27].
The problem of the investigation of group properties [11,23,31,47,49] for the degenerate case k = 0 of Eq. (1) (i.e. the
class of nonlinear one-dimensional wave equations) was ﬁrst solved by Ames et al. [3] in 1981. From that well-known
paper, the search for symmetries of various kinds of one-dimensional nonlinear wave equations has been considered in
many papers in the last two decades [4,9,11,12,15,19,24,28,31,32,40,48,53–57,59]. Although a wide range of wave equations
was investigated within the symmetry framework, even ‘simpliﬁed’ (1+ 1)-dimensional nonlinear wave models are fraught
with a great many of ‘symmetry mysteries’ which remain to be solved [31]. In particular, the complete group classiﬁcations
of Eqs. (1)–(3) also remain open (see [28,40] for a detailed literature review about the group classiﬁcations of nonlinear
wave equations). Therefore, the study of Eqs. (1)–(3) is stimulated not only its physical importance, but also their intrinsic
theoretical interest.
Recently, we have presented a preliminary group classiﬁcations of Eq. (1) without proof and constructed some exact
solutions for certain special classiﬁcation model [29,30], which can be seen as a start point for the complete classiﬁcation of
Eqs. (1)–(3). In this paper, our research is mainly concentrated on rigorous and exhaustive group classiﬁcation of the whole
class (1) with a detailed proof and Lie symmetry reduction of some truly nonlinear ‘variable-coeﬃcient’ wave equation
(equation with Hukx = 0) from this class. The method used here is a combination of the Lie–Ovsiannikov method [1,49],
additional equivalent transformation and furcate split method which was present in recent paper [43,52] and had been
applied to investigating a number of different group classiﬁcation problem [13,28,34,35,51,58,59]. Nonclassical symmetries
of the class of generalized quasi-linear wave equations (1) are also investigated. This enabled to obtain some exact solutions
of wave equations which are invariant under certain conditional symmetries. The complete group classiﬁcations of Eqs. (2)
and (3) will be investigated in a subsequent work.
The structure of the paper is the following. In Section 2, classiﬁcation results on generalized quasi-linear wave equa-
tions (1) are presented by means of the Lie–Ovsiannikov method, additional equivalent transformation and furcate split
method. Section 3 contains Lie reductions and exact solutions of some truly nonlinear ‘variable-coeﬃcient’ wave equation
which are singled out from the wave equations (1). Analysis of the nonclassical symmetries of the class of variable coeﬃ-
cient nonlinear wave equations (1) is given in Section 4. Finally, some conclusion and discussion are given in Section 5.
2. Group classiﬁcation of generalized wave equations
Group classiﬁcation of class (1) is performed in the framework of the Lie–Ovsiannikov method, additional equivalent
transformation and furcate split method [1,28,34,43,49,52]. All necessary objects (the equivalence group, principal group,
the kernel and all inequivalent extensions of maximal Lie invariance algebras) are found. Moreover, we extend the classical
approach with additional equivalence transformations for simpliﬁcation of the classiﬁcation results.
According to the algorithm [28,43,49,52] we seek an inﬁnitesimal operator in the form
Q = τ (t, x,u)∂t + ξ(t, x,u)∂x + η(t, x,u)∂u (4)
which corresponds to a one-parameter Lie group of local transformations and keeps Eq. (1) invariant. The classical inﬁnites-
imal Lie invariance criterion for Eq. (1) to be invariant with respect to the operator (4) read as
pr(2) Q () |=0= 0,  = utt −
(
H(u)ux
)
x − k(x)u. (5)
Here pr(2) Q is the usual second order prolongation [47,49] of the operator (4). Equating coeﬃcients of linearly independent
terms of invariance criterion (5) to zero yields an overdetermined system of linear PDEs (called determining equations).
Solving this system we obtain the following assertion.
Proposition 1. The symmetry group of the generalized quasi-linear wave equations (1) for two arbitrary (ﬁxed) function H and k is
generated by the inﬁnitesimal operators of the form
Q = τ (t)∂t + ξ(x)∂x + η(t, x,u)∂u
with
η = η1(t, x)u + η0(t, x), η1(t, x) = 1
2
τt + α(x), (6)
where the real-valued functions τ (t), ξ(x) and η(t, x,u) satisfy the determining equations
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H
η, (7)
Hξxx − 2Huηx − 2Hηxu = 0, (8)
ηtt − Hηxx − kη − (ξkx + 2τtk − ηuk)u = 0. (9)
Thus, group classiﬁcation of (1) reduces to solving classifying conditions (7)–(9).
Splitting system (7)–(9) with respect to the arbitrary elements and their non-vanishing derivatives gives the equations
τt = 0, ξ = 0, η = 0 for the coeﬃcients of the operators from Aker of (1). As a result, the following theorem is true.
Theorem 1. The Lie algebra of the kernel of principal groups of (1) is an one-dimensional algebra Aker = 〈∂t〉.
In what follows, we shall carry out the group classiﬁcation of class (1) up to equivalence under the equivalence group
(which we denote by G∼) of the equation under consideration. The equivalence group G∼ consists of equivalence transfor-
mations which are nondegenerate change of the variables t , x and u taking any equation of the form (1) into an equation
of the same form, generally speaking, with different H(u) and k(x). To ﬁnd the connected component of the unity of G∼ ,
we have to investigate Lie symmetries of the system that consists of Eq. (1) and some additional conditions, that is to say
we must seek for an operator of the Lie algebra A∼ of G∼ in the form
X = τ∂t + ξ∂x + η∂u + ρ∂H + ϕ∂k (10)
from the invariance criterion of (1) applied to the system:
utt =
(
H(u)ux
)
x + k(x)ux,
Ht = Hx = 0, kt = ku = 0. (11)
Here u, H and k are considered as differential variables: u on the space (t, x) and H , k on the extended space (t, x,u). The
coordinates τ , ξ , η of the operator (10) are sought as functions of t , x, u while the coordinates ρ , ϕ are sought as functions
of t , x, u, H , k.
The invariance criterion of system (11) yields the following determining equations for τ , ξ , η, ρ and ϕ:
τx = τu = ξt = ξu = ηt = ηx = ηuu = 0, 2ηtu − τtt = 0,
ρt = ρx = ρk = 0, ϕt = ϕu = ϕH = 0,
−2Hηxu − 2Huηx + Hξxx = 0,
2(ξx − τt)Hu − HuρH − ρu = 0,
2(ξx − τt)H − ρ = 0,
ηtt − Hηxx − kη − (ϕ + 2kτt − kηu)u = 0. (12)
After easy calculations we ﬁnd from (12):
Proposition 2. For any H(u), k(x) satisfying the system (12), Eqs. (11) admit the Lie symmetry (10) with
τ = c1 + c2t, ξ = c3x+ c4, η = c5u,
ρ = 2(c3 − c1)H, ϕ = −2c1k,
where c1, . . . , c5 are arbitrary constants.
Thus, we obtain the following statement.
Theorem 2. The Lie algebra of the equivalence group G∼ for class (1) is
A∼ = 〈∂t, ∂x,u∂u, x∂x + 2H∂H , t∂t − 2H∂H − 2k∂k〉.
Proposition 3. The equivalence group G∼ of class (1) is formed by the transformations
t˜ = t1 + 2, x˜ = x3 + 4, u˜ = 5u, H˜ = H−21 23 , k˜ = k−21 ,
where 1, . . . , 5 are arbitrary constants, 135 = 0. The connected component of the unity in G∼ is formed by continuous transfor-
mations having 1 > 0, 3 > 0 and 5 > 0.
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Results of group classiﬁcation.
N H(u) k(x) Basis of Amax
1 ∀ ∀ ∂t
2 ∀ 1 ∂t , ∂x
3 ∀ x−2 ∂t , t∂t + x∂x
4 uμ xq ∂t , μqt∂t − 2μx∂x − 2(q + 2)u∂u
5 uμ ex ∂t , μt∂t − 2μ∂x − 2u∂u
6 u− 43 k1(x) ∂t , −2qt∂t + 4(x2 + p)∂x − 3(4x+ q)u∂u
7 ∀ 0 ∂t , ∂x , t∂t + x∂x
8 eu 0 ∂t , ∂x , t∂t + x∂x , x∂x + 2∂u
9 uμ , μ = −4, − 43  ∂t , ∂x , μx∂x + 2u∂u
10 (u + α)μ , μ = −4, − 43 0 ∂t , ∂x , t∂t + x∂x , μx∂x + 2(u + α)∂u
11 u− 43  ∂t , ∂x , 2x∂x − 3u∂u , x2∂x − 3xu∂u
12 (u + α)− 43 0 ∂t , ∂x , 2t∂t + 3(u + α)∂u , 2x∂x − 3(u + α)∂u , x2∂x − 3x(u + α)∂u
13 (u + α)−4 0 ∂t , ∂x , 2t∂t + (u + α)∂u , 2x∂x − (u + α)∂u , t2∂t + t(u + α)∂u
14 u−4 1 ∂t , ∂x , e2t (∂t + u∂u), 2x∂x − u∂u , e−2t (∂t − u∂u)
15 u−4 −1 ∂t , ∂x , cos(2t)∂t − sin(2t)u∂u , 2x∂x − u∂u , sin(2t)∂t + cos(2t)u∂u
Note. Here k1(x) =  exp[∫ q
x2+p ]; p ∈ {−1,0,1},  = ±1, α ∈ {0,1} mod G∼; μ,q = 0.
Additional equivalence transformations:
1. 6|p=−1 → 4|μ˜=−4/3,q˜=q/2: t˜ = t , x˜ = x−1x+1 , u˜ = 2−3/2(x+ 1)3u;
2. 6|p=0 → 5|μ˜=−4/3: t˜ = t , x˜ = x−1, u˜ = x3u;
3. 10|α =0 → 10|α=0 (μ = − 43 ), 12|α =0 → 12|α=0, 13|α =0 → 13|α=0: t˜ = t , x˜ = x, u˜ = u + α;
4. 14 → 13|α=0: t˜ = − 12 e−2t , x˜ = x, u˜ = e−t u;
5. 15 → 13|α=0: t˜ = − 12 e−2it , x˜ = x, u˜ = e−it u.
Remark 1. There also exists a non-trivial group of discrete equivalence transformations for class (1) generated by three
involutive transformations of alternating sign in the sets {t, H,k}, {x} and {u}. To ﬁnd the complete discrete equivalence
group is very complicated, we should use the direct method. A problem of this sort was ﬁrst investigated for wave equations
by Kingston and Sophocleous (see e.g., [36,37,55]). We will try to discuss the structure of the complete set of discrete
equivalence transformation of class (1) in a sequel paper.
Under the transformations in Proposition 3 we can present the following classiﬁcation results:
Theorem 3. A complete set of G∼-inequivalent extensions of Amax = Aker for Eq. (1) is exhausted by ones given in Table 1.
Proof. To prove the theorem we use the furcate split method [28,34,43,52]. The basic idea of this method is based on
the fact that the substitution of the coeﬃcients of any operator from Amax \ Aker into the classifying equations results in
nonidentity equations for arbitrary elements (see [28,34,43,52] for more details and exhaustive examples of applications). In
our case the procedure of looking for the possible cases mostly depends on Eq. (7). For any symmetry operator Eq. (7) gives
some equations on H of the general form (au + b)Hu = cH, where a, b, c are constants. For all operators from Amax the
number l of such independent equations is not greater than 2; otherwise they form an incompatible system on H . l is an
invariant value for the transformations from G∼ . Therefore, there exist three inequivalent cases for the value of l: (i) l = 0:
H(u) is arbitrary; (ii) l = 1: H(u) = eu or H(u) = (u + α)μ (α = 0 or 1,μ = 0) mod G∼ , and (iii) l = 2: H(u) = 1 mod G∼ .
Let us consider in more detail the case H(u) = (u + α)μ with α = 0, i.e., H(u) = uμ , the other cases can be investigated in
a similar way. We attempted to present our calculations in reasonable detail so that veriﬁcation would be feasible. For this
case Eqs. (7) and (6) imply η0(t, x) = 0, i.e. η = ( 12τt + α(x))u = η1(t, x)u. Therefore, Eqs. (7)–(9) can be written as
2(ξx − τt) = μη1, (13)
ξxx − 2(μ + 1)η1x = 0, (14)
η1xx = 0, η1tt − ξkx − 2τtk = 0. (15)
Differentiating Eq. (13) with respect to t and x respectively and noting η1(t, x) = 12τt + α(x) and Eq. (14) yield equations
(μ+4)τtt = 0, (μ+ 43 )η1x = 0. They are two classifying ones. Thus there are three cases should be considered: τtt = 0, η1x = 0
if the value μ = −4,− 43 , η1x = 0 if the value μ = −4 and τtt = 0 if the value μ = − 43 .
To the ﬁrst case, let τ = c2t + c1. Then Eqs. (13) and (14) imply that η1t = 0 and ξ = c3 + c4x respectively. Substituting
them into Eq. (15) and solving it under the equivalent group G∼ we can get k ∈ {xq, xq, ,0} mod G∼ , where  = ±1.
Thus cases 4, 5 with μ = −4,− 4 , cases 9 and 10 with α = 0 are obtained.3
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0 mod G∼ . These are cases 13, 14 and 15. If τtt = 0, then we can get cases 4, 5 with μ = −4.
To the third case, from Eq. (13) we know that η1t = 0 because of τtt = 0. Therefore, if η1x = 0, (15) implies that k ∈{ exp[∫ q
x2+p dx], ,0} mod G∼ , where  = ±1, p ∈ {−1,0,1}. When k =  exp[
∫ q
x2+p dx], solving Eqs. (13)–(15) we obtain
τ = c1 − 12 c2qt , ξ = c2(x2 + p), η1 = − 34 (4x + q)c2, which corresponding to case 6. When k = 0, from Eqs. (13)–(15) we
can get τ = c1 + c3t , ξ = c2 + (c3 + 2c4)x + c5x2, η1 = −3c4 − 3c5x. Thus case 12 with α = 0 are obtained. Finally k = 
corresponding to case 11. If η1x = 0, then we can get cases 4, 5 with μ = − 43 .
The rest of the cases of values H can be studied in an analogous way. 
Remark 2. The parameter function k1(x) equals to the following functions depending on values of p:
p = −1: k1(x) = 
∣∣∣∣ x− 1x+ 1
∣∣∣∣
q
2
; p = 0: k1(x) = e− qx ; p = 1: k1(x) = eq arctan x.
Additionally we can assume q = −1 mod G∼ if p = 0.
Remark 3. Some cases from Table 1 are equivalent with respect to point transformations which obviously do not belong
to G∼ . These transformations are called additional equivalence transformations and lead to simpliﬁcation of further applica-
tion of group classiﬁcation results (see reference [28,52] for details). The simplest way to ﬁnd such additional equivalences
between previously classiﬁed equations is based on the fact that equivalent equations have equivalent maximal Lie invari-
ance algebras. Explicit formulas for additional transformations that do not change the value of H(u) are adduced after the
tables. Besides these transformations there exist additional point transformations changing H(u) [28]. Thus, e.g., t˜ = x, x˜ = t ,
u˜ = lnu maps case 10 (α = 0) to 8. One more example of similar transformations is t˜ = x, x˜ = t , u˜ = uμ+1, μ˜ = −μ/(μ+ 1)
between equations of form utt = (uμux)x , μ = −1. In particular, it connects cases 12 and 13. The same transformation
applied is a discrete symmetry for equation with μ = −2. The latter two transformations are, indeed, partial cases of more
general transformation
t˜ = x, x˜ = t, u˜ =
∫
H(u)du (16)
between equations from class
utt =
(
H(u)ux
)
x, (17)
where the new transformed value of arbitrary element H˜ is the derivative to the inverse function u = Hˆ(u˜) for u˜ =∫
H(u)du [31]. Transformation (16) is nonlocal with respect to the arbitrary element H(u) and therefore can be consid-
ered as generalized extended equivalence transformation [33,42] in class of nonlinear wave equations (17). One can check that
there exist no other point transformations between the equations from Table 1. Using this we can formulate the following
theorem.
Theorem 4. Up to point transformations, a complete list of extensions of the maximal Lie invariance algebra of equations from class (1)
is exhausted by the cases 1–5, 6|p=1 , 7, 9, 10|α=0 , 11 and 13|α=0 .
3. Lie reduction and similarity solutions
The Lie symmetry operators found as a result of solving the group classiﬁcation problem can be applied to construction
of exact solutions of the corresponding equations. The method of reduction with respect to subalgebras of Lie invariance
algebras is well known and quite algorithmic to use in most cases; we refer to the standard textbooks on the subject [47,49].
Cases 7–14 of Table 1 are presented by ‘constant coeﬃcient’ nonlinear wave equations. Exact solutions of these equations
have been already investigated intensively (see for example, [3,31,40]). That is why we choose cases 4–6 as representatives
among ‘truly’ variable-coeﬃcient nonlinear wave equations, which are most interesting for Lie reduction.
We ﬁrst consider (1) with the ﬁxed values of the parameter-functions H = u− 43 , k = k1(x), i.e.
utt =
(
u−
4
3 ux
)
x + k1(x)u (18)
where k1(x) =  exp[∫ q
x2+p ],  = ±1, p ∈ {−1,0,1}, q = 0. As shown in case 6 of Table 1, Eq. (18) admits the two-
dimensional Lie invariance algebra g generated by the operators
Q 1 = ∂t, Q 2 = −2qt∂t + 4
(
x2 + p)∂x − 3(4x+ q)u∂u,
which is a non-commutative algebra. A complete list of inequivalent non-zero subalgebras of g is exhausted by the algebras
〈Q 1〉, 〈Q 2〉 and 〈Q 1, Q 2〉.
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Reduced ODEs and algebraic equation for Eq. (18).
N Subalgebra Ansatz Reduced ODE
1 〈Q 1〉 u = (ϕ(ω))−3, ω = x 3ϕωω = k1(ω)ϕ−3
2 〈Q 2〉 u = [(x2 + p) 12 (k1(x)) 14 ϕ(ω)]−3 3q2ω2ϕωω + 92 q2ωϕω + 12ϕ−5ϕ2ω − 3ϕ−4ϕωω
ω = t(k1(x)) 12 + 316 (q2 + 16p)ϕ − ϕ−3 = 0
3 〈Q 1, Q 2〉 u = C(x2 + p) 32 (k1(x))− 34 C 43 = 316 (q2 + 16p)
Table 3
Reduced ODEs and algebraic equation for Eq. (19).
N Subalgebra Ansatz Reduced ODE
1 〈Q 1〉 u = (ϕ(ω))
1
μ+1 , ω = x ϕωω + (μ + 1)ωqϕ
1
μ+1 = 0 if μ = −1
u = exp(ϕ(ω)), ω = x ϕωω + ωqeϕ = 0 if μ = −1
2 〈Q 2〉 u = |t|−
2(q+2)
μq ϕ(ω), ω = |t| 2q x (ϕμϕω)ω + ωqϕ − 2(q+2)μq ( 2(q+2)μq + 1)ϕ
+ 2q ( 4(q+2)μq − 2q + 1)ωϕω − 4q2 ω2ϕωω = 0
3 〈Q 1, Q 2〉 u = Cx
q+2
μ (q + 2)(μq + μ + q + 2)Cμ+1 + μ2C = 0
Table 4
Reduced ODEs and algebraic equation for Eq. (20).
N Subalgebra Ansatz Reduced ODE
1 〈Q 1〉 u = (ϕ(ω))
1
μ+1 , ω = x ϕωω + (μ + 1)eωϕ
1
μ+1 = 0 if μ = −1
u = exp(ϕ(ω)), ω = x ϕωω + eϕ+ω = 0 if μ = −1
2 〈Q 2〉 u = |t|−
2
μ ϕ(ω), ω = x+ 2 ln |t| (ϕμϕω)ω + eωϕ − 2μ ( 2μ + 1)ϕ
+ 2( 4μ + 1)ϕω − 4ϕωω = 0
3 〈Q 1, Q 2〉 u = Ce
x
μ (μ + 1)Cμ+1 + μ2C = 0
Lie reduction of Eq. (18) to ordinary differential equations (ODEs) and an algebraic equation can be respectively made
with the one-dimensional subalgebra 〈Q 1〉, 〈Q 2〉 and the two-dimensional subalgebra 〈Q 1, Q 2〉 which coincides with the
whole algebra g. The associated ansatz and the reduced ODEs and algebraic equation are listed in Table 2.
Solving the algebraic equation we get C = ± 33/48 (q2 + 16p)3/4. Thus we have the following exact solution
u = ±3
3/4
8
(
q2 + 16p)3/4(x2 + p) 32 (k1(x))− 34
of Eq. (18). The obtained reduced ODEs obviously have partial exact solutions which also lead to the above exact solution
of Eq. (18) and can be constructed via reduction to algebraic equations. The problem is to ﬁnd some different solutions. We
are only able to reduce the order of the ﬁrst ODE of Table 1. Namely, in the variables
y = (ω2 + p)−1/2(k1(ω))−1/4ϕ, ψ = (ω2 + p)−1/2(k1(ω))−1/4[(ω2 + p)ϕω − ωϕ]
constructed with the induced symmetry operator 4(ω2 + p)∂ω + (4ω + q)ϕ∂ψ the ODE takes the form (4ψ − qy)ψy + qψ +
4py = 43 y−3. A better way for construction of exact solutions for Eq. (18) with p  0 is to map them to equations for
cases 4 and 5 of Table 1 with additional equivalence transformations and then study the latter cases.
The equations corresponding to cases 4 and 5 of Table 1 are
utt =
(
uμux
)
x + xqu, (19)
utt =
(
uμux
)
x + exu. (20)
For each from these cases we denote the basis symmetry operators adduced in Table 1 by g1 = 〈Q 1 = ∂t , Q 2 = μqt∂t −
2μx∂x −2(q+2)u∂u〉 and g2 = 〈Q 1 = ∂t , Q 2 = μt∂t −2μ∂x −2u∂u〉. It is easy to know that structure and list of inequivalent
subalgebras of the Lie invariance algebras of these two cases are the same as ones in Eq. (18). The associated ansatzes and
reduced equations are listed in Tables 3 and 4.
Reduction to algebraic equations gives the following solutions of the initial equations (19) and (20) respectively:
u =
[
− q + 2
2
(μq + μ + q + 2)
]− 1μ
x
q+2
μ ; u =
[
− μ + 1
2
]− 1μ
e
x
μ .μ μ
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t˜ = t , x˜ = x−1, u˜ = x3u, we can obtain exact solutions of Eq. (18) with p = −1 and p = 0, q = −1 respectively:
u = 2√2
[
3(q + 4)(q − 2)
32
] 3
4
(x− 1)− 3(q+4)8 (x+ 1) 3(q−4)8 ; u =
[
3
16
] 3
4
e−
3
4x x−3.
Furthermore, some of the reduced ordinary differential equations in Tables 3 and 4 are the Emden–Fowler and the Lane–
Emden equations and their different modiﬁcations [25,50]. For example, the ﬁrst equation corresponding to case 1 of Table 3
are the standard Emden–Fowler equation, while the second one to case 1 of Table 3 is the generalized Lane–Emden equation.
Solutions of these equations are known for a number of parameter values (see e.g. [25,50]). As a result, classes of exact
solutions can be constructed for wave equations (19) and (20) for a wide set of the parameters μ and q. We omit these
results in order to avoid a cumbersome enumeration.
4. On nonclassical symmetries
The notion of nonclassical symmetry (called also conditional symmetry) was introduced by Bluman and Cole in 1969 [10].
Their main appealing feature is that they yield solutions not obtainable from the classical Lie method. A precise and rig-
orous deﬁnition of this notion was suggested noticeably later [22,61] (see also [39] for a recent discussion on deﬁnition
of nonclassical symmetry). Since then there is an explosion of research activity in the area of investigation of nonclassical
symmetries. In a number of papers the reduction method with respect to nonclassical symmetry operators was successfully
applied to obtain new non-Lie exact solutions of PDEs arising as models in different ﬁelds of physics, biology and chemistry
[5,6,14,16,17,26,41,44–46]. Some of these works concern with nonlinear wave equations. See, for example, [21,31].
In what follows, we will study the conditional symmetries of Eqs. (1). In particular, the conditional symmetries of the
special cases H(u) = u, k(x) = 1, i.e., nonlinear wave equations
utt = (uux)x + u (21)
are given. From Table 1, it is easy to know that Eq. (21) (case 9) admits three-dimensional Lie algebra g of its inﬁnitesimal
Lie symmetries with a basis:
X1 = ∂x, X2 = x∂x + 2u∂u, X3 = ∂t . (22)
The corresponding one-parameter groups are space translations and scale transformations.
To discuss the conditional symmetries of Eq. (21), we will ﬁrst treat equation (1) from a geometric point of view as a
hypersurface E in the space J2 of 2-jets of local functions f (t, x) deﬁned on the space R2 of independent variables t , x [47].
Let
Q = τ (t, x,u)∂t + ξ(t, x,u)∂x + η(t, x,u)∂u, (τ , ξ) = (0,0) (23)
be an operator on the space R2 × R1 with coordinates t , x, and u. Then all functions invariant under Q and only such
functions satisfy a ﬁrst order differential equation
τut + ξux − η = 0 (24)
called the invariant surface condition E(1)Q .
Denote by E(2)Q ⊂ J2 the ﬁrst prolongation of E(1)Q . The system E(2)Q consists of (24) and the equations obtained by t- and
x-differentiation of (24). Denote also by Q (2) the second prolongation of Q to the space J2.
Deﬁnition 1. The differential equation (1) is called conditionally invariant with respect to the operator Q if the relation
Q (2)
[
utt −
(
H(u)ux
)
x − k(x)u
]∣∣
E∩E(2)Q = 0 (25)
holds, which is called the conditional (or nonclassical) invariance criterion. Then Q is called conditional symmetry (or
nonclassical symmetry) of Eq. (1).
In general the set of all conditional symmetries does not form a Lie algebra. This is due to the fact that (25) is a
nonlinear system. However, if Q is a conditional symmetry of (1), so is f (t, x,u)Q for any smooth function f . This last
property reduces the search of conditional symmetries to the following two cases up to the usual equivalence of reduction
operators:
1. Operator with τ = 0, ξ = 1 (conditional symmetry of the ﬁrst type);
2. Operator with τ = 1 (conditional symmetry of the second type).
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Case I: We begin by considering the conditional symmetry operator of the ﬁrst kind:
Q = ∂x + η(t, x,u)∂u . (26)
With the assumptions τ = 0, ξ = 1 the determining equations (25) are as follows
ηtu = 0, ηuu = 0,
ηtt + Hu
(−3ηηx − 2η2ηu)− H(ηxx + 2ηxuη)− η3Huu + ηuku − kxu − kη = 0. (27)
From the ﬁrst two equations we obtain that
η(t, x,u) = A(x)u + B(t, x). (28)
Substituting the latest equation with H(u) = u into the last equation of system (27), we can see that the functions A(x) and
B(t, x) satisfy the overdetermined system:
Axx + 5AAx + 2A3 = 0,
Bxx + 3ABx + 4A2B + kx + 5AxB = 0,
Btt − 3BBx − (2AB + k)B = 0. (29)
The last two equations of system (29) imply the compatibility condition
14AB2x +
(
36A2B + 46AxB + 7kx
)
Bx −
(
37AAx + 18A3
)
B2 + (Akx + 2kxx)B + kkx = 0 (30)
obtained by cross-differential. The second equation of (29) is a differential consequence of (30) provided the equation
(
60Ax − 48A2
)
B2x −
(
348A3B + 510ABAx + 48Akx − 9kxx
)
Bx −
(
267A2x + 233A2Ax + 70A4
)
B2
− (64A2kx − 2kxxx + 80Axkx − Akxx)B + kkxx − 6k2x = 0 (31)
is satisﬁed.
Suppose that k(x) = 1 and eliminate Bx from (30) and (31) we come to the equation
B3
(
2A2 + Ax
)(
302707A6 + 1616526A4Ax + 2869917A2A2x + 1694916A3x
)= 0. (32)
If we take the third factor in (32) and the ﬁrst equation for the function A(x) in system (29), then that overdetermined
system for the function A(x) admits the unique solution A(x) = 0. Hence, solving system (29) with k(x) = 1 and A(x) = 0,
we can obtain
B(t, x) = a(t)x+ b(t),
where the functions a(t) and b(t) satisfy the system of ODE:
att − 3a2 − a = 0, btt − 3ab − b = 0. (33)
The general solution of the ﬁrst equation of this system can be expressed in terms of Weierstrass functions and then the
second equation of system (33) is nothing but a Lame equation. Hence, the solutions of this system can be given explicitly.
Here we provide only some particular solutions for interest:
a(t) = −1
3
, b(t) = c1t + c2,
a(t) = − 1
2cosh2( 12 t)
, b(t) = c2
[
8 tanh
(
1
2
t
)
+ 2cosh t tanh
(
1
2
t
)
+ 3t
cosh( 12 t)
]
+ c1
4 cosh2( 12 t)
,
a(t) = 1
2 sinh2( 12 t)
, b(t) = c2
[
−8coth
(
1
2
t
)
+ 2cosh t coth
(
1
2
t
)
+ 3t
sinh( 12 t)
]
+ c1
4 sinh2( 12 t)
. (34)
For the ﬁrst solution of (34) yield an exact explicit solution of Eq. (21) obtainable by solving equation (24), which is an
ordinary differential equation in the variable x for the symmetries of second type, and subsequent solution of Eq. (21) for
the ‘constants’ of integration actually depending on the variable t:
u(t, x) = −1 (9t2 + 27)c21 + t(x− 3c2)c1 − 1 (x− 3c2)2 + c3e−
√
6
3 t + c4e−
√
6
3 t6 6
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system (34). Because of these solutions are very complicated, we only list the solutions of (21) which results from Eq. (24)
and system (34) with c2 = 0:
u(t, x) = − e
tx(−c1 + x)
1+ e2t + 2et +
(3+ e−t)c3
et + 1 +
(3et + e2t)c4
et + 1 +
(4et + 1)c12e−t
12e2t + 24et + 12 ;
u(t, x) = − e
tx(c1 + x)
−1− e2t + 2et −
(−3+ e−t)c3
et − 1 +
(−3et + e2t)c4
et − 1 −
(4et − 1)c12e−t
−12e2t + 24et − 12 .
If we set B(t, x) = 0 and k(x) = 1, then last two equations of (29) are satisﬁed and we arrive at an inﬁnitesimal condi-
tional symmetry
Q = ∂x + A(x)∂u
with the function A(x) satisfying the ODE Axx + 5AAx + 2A3 = 0. Particular solution A(x) = 2/x of the latter equation yields
exact solutions of the nonlinear wave equation
u(t, x) = w(t)x2
with w(t) satisfying
wtt − 6w2 − w = 0,
while particular solution A(x) = 1/(2x) yields the exact solution
u(t, x) = (c1e−t + c2et)√x.
Finally, if we take the second factor Ax + 2A2 = 0 in (32), which implies the ﬁrst equation of (29), we arrive at an
inﬁnitesimal conditional symmetry
Q = ∂x +
(
u
2x
+ ϕ(t)x
)
∂u
where the function ϕ(t) satisﬁes the ODE
ϕtt − 4ϕ2 − ϕ = 0.
If we take the particular solution
ϕ(t) = −1/4, ϕ(t) = − 3
8cosh2( 12 t)
, ϕ(t) = 3
8 sinh2( 12 t)
(35)
we obtain the exact solutions
u(t, x) = −1/6x2 + √xc1e1/4
√
6t + √xc2e−1/4
√
6t;
u(t, x) = − x
2et
e2t + 2et + 1 +
√
x
(
c1 Legendre P
(
3/2,2,
et − 1
et + 1
)
+ c2 Legendre Q
(
3/2,2,
et − 1
et + 1
))
;
u(t, x) = − x
2et
−e2t + 2et − 1 +
√
x
(
c1 Legendre P
(
3/2,2,
et + 1
et − 1
)
+ c2 Legendre Q
(
3/2,2,
et + 1
et − 1
))
of Eq. (21), where Legendre P (v,u, t) and Legendre Q (v,u, t) are the associated Legendre functions of the ﬁrst kind and the
second kind respectively.
Case II: Now we consider the second kind conditional symmetry operator:
Q = ∂t + ξ(t, x,u)∂x + η(t, x,u)∂u . (36)
For operator (36) it is possible to eliminate the derivatives ut , utt , utx , and uxx from (25) by solving the system E ∩ E(2)Q
with respect to these derivatives and by substituting the expressions obtained into (25). After elimination, Eq. (25) becomes
a third-order polynomial in the derivative ux . Setting the coeﬃcients of the polynomial equal to zero yields the determining
equations for the functions ξ and η:
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(
ξHu
H − ξ2 − ξu
)
ξξu − 2ξuHHu
H − ξ2 − ξuHu + Hξuu + 2Huξu − ξ
2ξuu = 0;
−Hηuu + 2ξuH(ξξx − ξt)
H − ξ2 + 2Hξxu − ηHuu +
ηH2u
H − ξ2 + 2Huξx −
2HHuξx
H − ξ2 + 2
[
ηu − ξx − ξ(ξξx − ξt)
H − ξ2
]
ξuξ
− 2
(
ξHu
H − ξ2 − ξu
)
ηξu − 2Huηu + ξ2ηuu + 2ξuuηξ + 2ξtuξ − 2
(
ξHu
H − ξ2 − ξu
)
ξt + ηuHu = 0;
−kuξu + Hξxx − ηHu(ξξx − ξt)
H − ξ2 +
2ξuH(ηt − ξηx − ku)
H − ξ2 − 2Hηxu − ξuuη
2 − 2ξtuη − 2ηtuξ
− ξtt − 2
[
ηu − ξx − ξ(ξξx − ξt)
H − ξ2
]
ξt + 2H(ξξx − ξt)ξx
H − ξ2 + 2
[
ηx − ξ(ηt − ξηx − ku)
H − ξ2
]
ξuξ
− 2
[
ηu − ξx − ξ(ξξx − ξt)
H − ξ2
]
ξuη − 2Huηx − 2ηuuηξ = 0;
−ηHu(ηt − ξηx − ku)
H − ξ2 − kη − 2
[
ηx − ξ(ηt − ξηx − ku)
H − ξ2
]
ξt + 2H(ηt − ξηx − ku)ξx
H − ξ2
− 2
[
ηx − ξ(ηt − ξηx − ku)
H − ξ2
]
ξuη + 2ηηtu − ξkxu + ηuuη2 + ηtt + kuηu − Hηxx = 0.
Substituting H(u) = u and k(x) = 1 into above system, we get
ξ4ξuu + 2ξ3ξ2u − 2uξ2ξuu − 2uξξ2u + u2ξuu + ξ2ξu − uξu = 0;
−ξ4ηuu − 2ξ3ηξuu − 2ξ3ηuξu − 2ξ2ηξ2u − 2uξ2ξxu + 2uξ2ηuu + 2uξηξuu + 2uξηuξu
+ 2uηξ2u − 2ξ3ξtu + 2u2ξxu − u2ηuu + 2uξξtu + ξ2ηu − 2ξ2ξx − 2ξηξu − uηu − 2ξξt + η = 0;
ξuuη
2ξ2 + 2ηuuηξ3 + 2ξ2ηηuξu + 3uξ2ξu + 2ηtuξ3 − uξuuη2 − 2uηuuηξ + 2uηxuξ2
+ 2ξtuηξ2 − uξxxξ2 − 2ηtξ2ξu − 2uηxξξu + 2ξxξ2ξt + 2uξ2x ξ − 2ξtηξξu + 2uηξxξu
− 2uηηuξu − 2ξ2ξxξt + 2ξ2ηuξt + 2uξηxξu − 3u2ξu − 2uξηtu + ξ2ξtt − 2u2ηxu
− 2uηξtu + u2ξxx + 2uηtξu − ξxηξ − 2ξ2t ξ + 2ξ2ηx − 2uηuξt − uξtt + ηξt − 2uηx = 0;
−2ηxηξ2ξu − uξ2ηu − 2ξ2ηηtu + uη2ηuu − ξ2η2ηuu + 2ξξuηηt − 2ηxξ2ξt − 2uηxξξx
+ uξ2ηxx + ξ2η − 2uηηxξu + 2ξ2ηxξt + 2ξ2ηηxξu − 2uξηξu + u2ηu + 2uηηtu − ξ2ηtt
− u2ηxx + 2ηtξξt + 2uηtξx + ξηηx − 2uηxξt + uηtt − ηηt − 2uξξt − 2u2ξx = 0. (37)
Since these four equations are very complicated, we restrict our analysis to inﬁnitesimal conditional symmetries
Q = ∂t + ξ(t, x)∂x +
(
f (t, x)u + g(t, x))∂u (38)
with special dependence on the variable u admissible by Eq. (21). Eqs. (37) imply the following relations:
fx = 0, ξxx = 0, g = − f ξ2 + 2ξ2ξx + 2ξξt .
Hence,
f (x) = a(t), ξ(t, x) = b(t)x+ c(t) (39)
and the problem of obtaining the inﬁnitesimal conditional symmetries (38) reduces to solving a system of sixteen nonlinear
ordinary differential equations of the third order for the unknown functions a(t), b(t) and c(t), which is a consequence
of (37). Due to nonlinearity of this system, we ﬁnd it is diﬃcult to be solved explicitly. So we can make a further restriction
for the functions a(t), b(t) and c(t). We can set the function c(t) = 0 or b(t) = 0 with no loss of generality. Therefore, we
will consider the vector ﬁelds of conditional symmetries
Q = ∂t + bx∂x +
(
au + x2(2b3 + 2bbt − ab2))∂u (40)
and
Q = ∂t + cx∂x +
(
au + 2cct − ac2
)
∂u. (41)
Now, we could continue our analysis by trying to obtain particular solutions of ordinary differential systems. Instead, we
prefer a more systematic method of using the symmetry properties of inﬁnitesimal conditional symmetries with respect to
the classical Lie symmetries [60].
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group on the space R3 of the points (t, x,u) associated with X . This group generates the induced actions exp(τ X)∗ on the
space C∞(R3) of smooth functions and exp(τ X)∗ on the space D(R3) of symmetry operator on R3:
exp(τ X)∗(F )(t, x,u) = F ◦ exp(τ X)(t, x,u),
exp(τ X)∗(Q ) = exp(−τ X)∗ ◦ Q ◦ exp(τ X)∗ (42)
where F (t, x,u) is a smooth function, Q is a vector ﬁeld on R3 considered as a ﬁrst order linear differential operator on
C∞(R3). It was demonstrated in Theorems 4 and 6 of [60] that if Q is an inﬁnitesimal conditional symmetry of a differential
equation and X is an inﬁnitesimal classical symmetry of the same equation, then exp(τ X)∗(Q ) is also an inﬁnitesimal
symmetry.
The inﬁnitesimal conditional symmetries Q invariant under the vector ﬁeld X must satisfy the commutation relation
[X, Q ] = λ(t, x,u)Q . (43)
Similarly to invariant solutions of differential equations, the invariant vector ﬁelds of conditional symmetries break up into
conjugacy classes. Vector ﬁelds belonging to the same class can be obtained from a particular vector ﬁeld of the class by
transformations (42). Therefore, it is suﬃcient to obtain the vector ﬁelds invariant under the representatives of the conjugacy
classes of the Lie algebra g of the classical symmetries with respect to inner automorphisms. The standard methods of
obtaining conjugacy classes of subalgebras under inner automorphisms [49] lead to the following list of representatives of
conjugacy classes (optimal subalgebras) of the Lie algebra g with the basis (22):
g1 = L(X1), g2 = L(X3), g3 = L(X1 − X3), g4 = L(X1 + X3), g5 = L(X2 − αX3) (44)
where L(Xi) denotes the linear span of Xi , α = const. It is evident that the vector ﬁelds (38) invariant under X1 = ∂x must
look like
Q = ∂t + ψ(t)u∂u (45)
by calculating the commutator of vector ﬁelds X1 and Q . Substituting (45) into determining equations (37), we arrive at
the ordinary differential equation for the function ψ(t):
ψtt + ψψt + ψ = 0. (46)
However, for the inﬁnitesimal conditional symmetries (40) and (41) invariant under X3 = ∂t , X1 ± X3 = ∂t ± ∂x , X2 −αX3 =
x∂x +2u∂u −α∂t the functions a(t), b(t) and a(t), c(t) are constants. Substituting these constants into determining Eqs. (37),
we know that they are all zero. Hence, there exist no inﬁnitesimal conditional symmetries at all for these four subalgebras.
From the discussion in cases I and II, we can arrive at
Theorem 5. Eq. (1) with H(u) = u and k(x) = 1 is conditionally invariant under the following operators:
(1) Q = ∂x + 2/x∂u ;
(2) Q = ∂x + 1/(2x)∂u ;
(3) Q = ∂x + [a(t)x+ b(t)]∂u ;
(4) Q = ∂x + ( u2x + ϕ(t)x)∂u ;
(5) Q = ∂t + ψ(t)u∂u ,
where a(t), b(t), ϕ(t) and ψ(t) are given by Eqs. (34), (35) and (46).
Remark 4. It should be noted that the partition of the reduction operators (23) for wave equations (1) into the above two
cases (i.e., τ = 0, ξ = 1 and τ = 1) up to the usual equivalence is not natural (see [38] for details). In fact, according to the
discussion of singular reduction operators of wave type equations in Section 6 in reference [38] by Popovych et al., we can
obtain two different cases of inequivalent reduction operators with respect to the usually equivalence relation: the singular
case τ = 1/√H , ξ = 1 and the regular case τ = ±1/√H and ξ = 1. In this way, the conditional symmetries presented in
cases 1 and 2 are all particular regular cases, while for the singular reduction operators of Eq. (1), it will be investigated in
another publication.
5. Conclusion and remarks
In this paper we present a complete group classiﬁcation of the generalized quasi-linear wave equations (1) by using the
Lie–Ovsiannikov method, additional equivalent transformation and furcate split method. The main results on classiﬁcation
are collected in Table 1 where we list inequivalent cases of extensions with the corresponding Lie invariance algebras. For a
number of truly ‘variable coeﬃcient’ wave equations from the list we construct optimal systems of inequivalent subalgebras,
D.-j. Huang, S. Zhou / J. Math. Anal. Appl. 366 (2010) 460–472 471corresponding Lie ansätze and exact solutions which are presented in Tables 2–4. Nonclassical symmetries of the class of
generalized quasi-linear wave equations (1) with H(u) = u, k(x) = 1 are also investigated. This enabled to obtain some exact
solutions which are invariant under certain conditional symmetries.
The present paper is a preliminary group analysis of the two classes of hyperbolic type nonlinear partial differential
equations (2) and (3). Therefore, further investigations of different properties such as group and conservation law classiﬁca-
tions, potential symmetries, conditional symmetries and exact solutions as well as physical application of these two classes
of equations would be extremely interesting. These results will be reported in subsequent publications.
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