Some nonlinear dynamical techniques, including state-space reconstruction and correlation integral, are used to analyze the light curve of 3C 273. The result is compared with a chaotic model. The similarity between them suggests that there is a low-dimensional chaotic attractor in the light curve of 3C 273.
INTRODUCTION
Since its discovery by Smith and Hoffleit (1963) , the light curve of 3C 273 plays an important role to understand the nature of the quasar. Although it has been subjected to extensive analysis, there is no accepted method of extracting the information from the light curve. The divergence in result of analyzing the light curve ranges from multiperiodic behavior (Kunkel 1967; Jurkevich 1971; Sillanpaa et al. 1988; Lin 2001 ) to a purely random process (Manwell & Simon 1966 , 1968 Terrell & Olsen 1970; Fahlman & Ulrych 1975) . Whatever does this seemingly random light curve tell us? Could this seeming randomness be another kind of behavior other than the multi-periodic behavior or a purely random process?
In 1963, Edward Lorenz published his monumental work entitled Deterministic N onperiodic F low. In this paper, he found a strange behavior which can appear in the deterministic nonlinear dissipative system. This behavior seems random and unpredictable and is called Chaos. Chaotic behavior is not multi-periodic because it has a continuous spectrum. Useful information can not always be extracted from power spectrum of chaotic signal. Chaotic behavior is also not random because it can appear in a completely deterministic system. The concept of attractor is often used ⋆ E-mail: liuphy@mail.ccnu.edu.cn 2 Lei Liu to describe the chaotic behavior. As the dissipative system evolves in time, the trajectory in state space will head for some final region. We call this final region attractor. The attractor may be an ordinary Euclidean object or a fractal (Feder 1988 ) which has non-integer dimension and often appears in the state space of chaotic system. For many practical systems, we can not know in advance the required number of the freedom and of course can not measure all the dynamic variables. How can we discern the nature of the attractor from the available experimental data? In 1980, Packard et al curve of 3C 273. The paper is arranged as follows: in Sect. 2, a brief introduction to the method for diagnosing chaos; in Sect. 3, we apply this method to a chaotic model and 3C 273, and then the results are compared; in Sect. 4, a brief conclusion is given.
METHOD OF ANALYSIS
The state-space reconstruction technique (Packard et al. 1980) which is based on the notion that the attractor of a multi-dimensional dissipative system can be often reconstrcted by using the time series data of a single variable. Since a detailed presentation of this technique is available in many places ( see , for example, Hilbron 1994; Abarbanel et al. 1993; Sprott 2003) , we just give a brief introduction below. Let X 1 , X 2 , . . . , X N be measurements of a physical variable at the times
where T , called the time delay, is an integral multiple of ∆t. We assume that the real attractor in the full state space of the system can be reconstructed from the time-delayed vectors v i moving in the d-dimensional state space. d is often called embedding dimension.
This assumption works well when embedding dimension becomes greater than about twice the dimension of the real attractor (Sprott 2003) .
The correlation integral (Grassberger & Procaccia 1983; see also Hilbron 1994; Abarbanel et al. 1993; Sprott 2003) can be used to determine the attractor dimension.
We define this to be
where k = (d − 1)T , and θ(x) is the Heaviside function,
For the dissipative system , C(r) behaves as a power of r for small r,
where D is called correlation dimension. Strictly speaking , D is not attractor dimension, but very close to it (Grassberger and Procaccia 1983). Thus attractor dimension can be estimated by using the correlation dimension. Note that for large values of r the finite size of the attractor makes C(r) "saturate" at 1 and for small values of r the finite number of data points causes C(r) to be close to zero. Thus, the curve of log 10 C(r) versus log 10 r is approximately a straight line just in the intermediate region , as in Fig. 1 .
What we first do in practice is to compute the correlation dimension D by using Eq.
(2) and Eq. (4). As the value of D depends on the delay time T and the embedding dimension d, we then plot D versus d for different values of T , as in Fig. 2 . If there is a chaotic attractor, D should be independent of d until d becomes greater than some value defined by d sat . For some special value of T, d sat is about twice the value of saturation correlation dimension D sat , that is the value independent of d. Thus the saturation dimension D sat which corresponds with this special value of T is the attractor dimension which we expect to find by using a single time series data.
DATA ANALYSIS
First, we apply the method described in Sect. 2 to Lorenz model which was introduced by E. Lorenz (1963) We choose the usual parameters σ = 10, r = 28 and b = 8/3 with which the solutions x(t), y(t), z(t) of Lorenz model equations have chaotic behavior. We use four-order Runge-Kutta method to solve the equations with the initial conditions x 0 = 0, y 0 = −0.01, z 0 = 9, and generate 292 data points representing x(t) at equally spaced time intervals of ∆t = 0.05. Note that the 292 data points are generated from t=50 to assure the trajectory is on the attractor.
The 292 data points are analyzed by using Eq.
(2) and Eq. (4). The results of log 10 C(r) plotted against log 10 r for time delay T = 20 are shown in Fig. 1 . We can see that in the intermediate region there is a approximately straight line. We also plot log 10 C(r) versus log 10 r for some other T and find that the curves are also approximately we can not only easily see why T = 20 is the special value which we choose to estimate the attractor dimension but also find that there is a downward trend in the value of D sat as T increases. By using the full state space vectors and a large amount of data, one can find a more accurate value of the correlation dimension of Lorenz chaotic attractor which equals 2.068 ± 0.086 (Sprott 2003) . Our result is very close to it.
From the analysis of Lorenz model, we know that the curve of log 10 C(r) versus log 10 r is approximately a straight line in the intermediate region for the dissipative system with an attractor. Thus the correlation dimension can be estimated from the slope of the straight line. Moreover, for the dissipative system, the correlation dimension D will be independent of embedding dimension d as d increases and some special value of delay time T which makes d sat ≈ 2D sat can be found out.
Now we analyze the 292 data points of the light curve of 3C 273 in the form of 100-day means (Kunkel 1967) . The results of log 10 C(r) plotted against log 10 r for time delay T = 30 are shown in Fig. 3 . The curves are also approximately straight lines in the intermediate region as in Fig. 1 . The results of correlation dimension D plotted against d for different time delay T are shown in Fig. 4 . Carefully comparison shows that the special value of T which makes d sat ≈ 2D sat is 30 and the attractor dimension is estimated to be about 2.72 ± 0.04. Two crossing dash lines in Fig. 4 represent D sat = 2.7 and d sat = 5.4.
By using the two lines, we also easily find that why T = 30 is special and that there is a downward trend in the value of D sat as T increases.
At last, we compare Fig. 2 
CONCLUSION
The state-space reconstruction and correlation integral are used to analyze the light curve of 3C 273. The result is compared with Lorenz model. The similarity between them strongly suggests that there is a low-dimensional chaotic attractor in the light curve of 3C 273. Thus the seemingly random phenomena in the light curve can not be described as multi-periodic behavior or a purely random process. The concept of nonlinearity may be very important to understand the nature of 3C 273 and/or other quasars. It would be helpful to have a comparison with the data from other quasars.
