We define the notion of sequential Gibbs measures, inspired by on the classical notion of Gibbs measures and recent examples from the study of non-uniform hyperbolic dynamics. Extending previous results of and Ugalde-Chazottes [2], we show that the images of one block factor maps of a sequential Gibbs measure are also a sequential Gibbs measure, with the same sequence of Gibbs times. We obtain some estimates on the regularity of the potential of the image measure at almost every point.
Introduction
Introduced in the early seventies in the realm of Dynamical Systems, Gibbs measures plays an important role in the understanding of the Ergodic Theory of hyperbolic or expanding maps. These measures are equilibrium states of expanding maps for regular potentials. However, even the existence of such measures requires strong forms of regularity and hyperbolicity. This makes it difficult to make use such measures beyond the uniformly hyperbolic dynamics and creates the need of adapt and extend this concept in the non-uniform hyperbolic setting.
Trying to understand the dynamics of intermittent maps and study its equilibrium states, Yuri generalized Gibbs measures defining the notion of weak Gibbs measure, where uniform control of the measure of dynamic balls at every point by a constant is replaced by a subexponential sequence of constants. Compare with Definition 3.1 and see more in [18, 19, 20] .
More recently, with the rapid growth of the study and understanding of non-uniformly hyperbolic maps, several works were carried out in the context of non-uniformly expanding dynamics dealing with more general measures inspired by Gibbs measures, such as non-lacunary Gibbs measures. See [10, 15, 13] , just to refer some of them. These measures are equilibrium states for some non-uniformly expanding maps and potentials and their Gibbs-like property is even weaker than analogous property of weak Gibbs measures in the sense of Yuri. The subexponential sequence of constants is replaced by a subexponential sequence of functions defined almost everywhere. It means that the non-uniform control at every point is replaced by a nonuniform control at almost every point, as was present in ( [10] , Proposition 3.17).
Here, we study the behavior of Gibbs-like properties under factor maps. To describe this problem precisely, let us consider two full shifts spaces Σ i = {1, . . . , k i } N , for i = 1, 2, and a surjective map π : {1, . . . , k 1 } → {1, . . . , k 2 } and extend π to a surjective map Π : Σ 1 → Σ 2 , defining Π(x 1 x 2 ...) = π(x 1 )π(x 2 )....
This map is called an one block factor map. Given a continuous potential φ on a full shift, one can not expect that Gibbs measures exists or they are unique, as was shown by Hofbauer [[5] , page 230]. The regularity of the potential plays a important role in the existence and uniqueness of Gibbs and equilibrium measures. To analyze it in detail, consider the n-variation of φ defined by var n (φ) = sup{|φ(z) − φ(w)| : w i = z i , for i = 0, . . . , n − 1}.
The uniform continuity of the function φ corresponds to var n (φ) → 0 as n → ∞ and the Hölder continuity of φ corresponds to the existence of constants C > 0 and θ ∈ (0, 1) such that var n (φ) < C θ n , for n ≥ 1.
Given a Gibbs measure µ on Σ 1 for a continuous function ψ 1 , we consider its image ν := Π * µ under Π. One interesting question that arises in the Theory of Hidden Markov Chains is to show that ν is also a Gibbs measure for some continuous function ψ 2 . In the case where µ is a Markov measure, sufficient conditions for ν to be a Gibbs measure were given in [3, 17] . The case where µ is a Gibbs measure and Σ 1 is a full shift, we list some important recent contributions:
• ( [7] , Theorem 1.1 and [2] , Theorem 3.1) If ψ 1 continuous, then ν is a Gibbs measure for some continuous potential ψ 2 .
• ( [14] ,Theorem 2) If ψ 1 Hölder continuous, then ν is a Gibbs measure for some Hölder continuous potential ψ 2 .
We say that ψ is stretched Hölder, if there are constants t, C > 0 and θ ∈ (0, 1) such that var n (ψ) < C θ n t , for n ≥ 1.
• ( [7] , Theorem 5.3 and [2] , Theorem 4.1) If ψ 1 is stretched Hölder, then ψ 2 can be chosen stretched Hölder.
• ( [7] , Theorem 5.1) If ∑ n≥1 n d+1 var n (ψ 1 ) < +∞ for some d ≥ 0, then ψ 2 is such that ∑ n≥1 n d var n (ψ 2 ) < +∞.
• ( [6] ,Theorem 1.8 and [12] , Theorem 2) Similar results for the case of subshift of finite type under fiber-wise mixing assumption.
• ( [16] ,Theorem 3.1) A non-additive version of the same problem: if µ is a Gibbs measure for a sequence of almost additives potentials Ψ = {ψ n } n on Σ 1 with bounded variation, then Π * µ is a Gibbs measure for a sequence of continuous potentials Φ = {φ n } n .
The main object of this paper is the notion of sequential Gibbs measures. We say that µ(not necessarily invariant probability) is a sequential Gibbs measure with respect to φ : Σ → R if there are constants K, P such that for µ-a.e. x ∈ Σ, there exists an increasing sequence of natural numbers n i (x) ∈ N such that for every 0 ≤ j ≤ n i − 1
where
such that y i = x i , for i = 0, . . . , n − 1}. If Equation (1) holds for the sequence n i (x) = i and every x ∈ Σ, the sequential Gibbs measures is just a standard Gibbs measure.
The maximal subsequence n i (x) satisfying the Equation (1) is called the sequence of Gibbs times of x. Note that if n i (x) is a Gibbs time of x then for n ≤ n i (x), n i (x) − n is Gibbs time of σ n (x).
We give natural examples of sequential Gibbs measures that are not standard Gibbs measures in Section 4, where we discuss equilibrium states on shifts constructed in [5] and image of non-lacunary Gibbs measures of local diffeomorphisms for Hölder potentials studied in [10] , [15] and [13] under coding by some partition.
The results that we obtain here are a kind of non-uniform counterparts of those in [7, 2] adapted for sequential Gibbs measures, for much less regular potentials and more suitable for the study of non-uniformly hyperbolic dynamical systems. We prove that given a sequential Gibbs measure µ for a continuous potential ψ 1 on a shift Σ 1 and Π : Σ 1 → Σ 2 a one block factor map that is regular with respect to µ, then the measure ν := Π * µ on Σ 2 is a sequential Gibbs measure for some almost everywhere continuous potential ψ 2 : Σ 2 → R. We also obtain local estimates almost everywhere for the regularity of ψ 2 based on the regularity almost everywhere of ψ 1 .
The results obtained in this paper can be extended to the case of subshift of type finite with the property of topologically mixing in the fibers, as in [6] . We also expect that the theorems obtained here would be useful to obtain a Central Limit Theorem for pointwise dimension of non-lacunary Gibbs measures, using the approach of [8] .
Results
The definition of sequential Gibbs measures depends on the constants K and P. However, if we denote by G = {x ∈ Σ; x has infinitely many Gibbs times}, we prove that P is uniquely determined by the pressure P G (ψ) of ψ with respect to G.
To define P G (ψ), denote by C n the set of all cylinders of length n. We consider the family m α (·, ψ, N) of exterior measures defined by
where the infimum is take over all open covers U ⊂ ∪ n≥N C n of G and n(C) is the length of C. Then, we set
and define
For more details and properties about P G (ψ), we suggest [11, Section 11, Chapter 4] . Now, we prove that Proposition 2.1. If ψ admits a sequential Gibbs measure µ, then P = P G (ψ) is the unique number that satisfy Equation (1), where G is the set of points with infinitely many Gibbs times. If µ is an ergodic invariant measure,
Proof. In fact, assume that µ is a sequential Gibbs measure with constants K and P satisfying Equation (1) . For the first part, denote by G n the collection of all cylinders C = [x 0 . . . x n−1 ] such that n is a Gibbs time of some x ∈ C. Fixed k, by definition of G we have that U k = ∪ n>k G n is an open cover of G and
is an open partition of G. For any γ > P we have that
Since ∑ C∈V k µ(C) ≤ 1, taking k → ∞, we have that m γ (G, ψ, k) = 0 and P ≥ P G (ψ). The opposite inequality follows in a similar fashion from the fact that for every cylinder C = [x 0 . . . x n−1 ] such that n is a Gibbs time of some point x of C we have that e −Pn+ψ n (x) ≥ K −1 µ(C). Now, we prove that P G (ψ) = h µ (σ) + ψ dµ for an ergodic invariant sequential Gibbs measure. To finish the proof, just observe that by Brin-Katok's local entropy formula we have that for almost every x ∈ G, if n i (x) is the sequence of Gibbs times of x, then
By the previous Proposition, since P is uniquely defined, we call it the pressure of the sequential Gibbs measure µ. Through this paper, we assume that the constant K in Equation (1) is fixed. Without loss of generality, we assume that P = 0 in Equation (1), since µ is a sequential Gibbs measure for ψ with pressure P if, and only if, µ is a sequential Gibbs measure for ψ − P with pressure zero. Remark 2.1. In some examples, the potential ψ and the sequential Gibbs measure µ are obtained from an equilibrium state of a Hölder potential and a nonuniformly expanding map, using a semiconjugacy with a full shift. The set G is the preimage under the semiconjugacy of the set of points with infinitely many hyperbolic times. See Example 4.2 for details.
Under some hypothesis about the potential, like small variation condition, the set G has full pressure, i.e., every measure with big pressure gives full measure to the set G. This is discussed with more detail at Example 4.2. In the Example 4.1, we present another situation where G is a dense set with full entropy. Definition 2.1. We say that an one block factor map Π : Σ 1 → Σ 2 is regular with respect to a sequential Gibbs measure µ on Σ 1 , if there exists a µ-full measure set D ⊂ G ⊂ Σ 1 , such that given x ∈ D then Π −1 (Π(x)) ⊂ G and n 1 (x) = n 1 (y), for every y ∈ Π −1 (Π(x)).
From now on, we consider only probability measures µ such that µ(σ −1 (A)) = 0 for every set A ⊂ Σ 1 with µ(A) = 0. Since n k (x) = n 1 (σ n k−1 (x) (x)), if Π is regular with respect µ then we may define E = Π(∩ k≥0 σ −k (D)) and observe that E ⊂ Σ 2 is a ν-full measure set such that given x, y ∈ Π −1 (E), with Π(x) = Π(y) then n k (x) = n k (y), for every k ≥ 1.
We define the n-th variation of φ at x = x 0 x 1 ...x n ... as
where [x 0 ...x n−1 ] = {w ∈ Σ : w 0 ...w n−1 = x 0 ...x n−1 } is the cylinder of length n at x. We define the variation of a potential φ : Σ → R on the set K ⊂ Σ with respect to X by
Now, we state the first result of this paper: Theorem 1. Let µ be a sequential Gibbs measure for a continuous potential ψ 1 : Σ 1 → R. If Π is regular with respect to µ, then the measure ν := Π * µ on Σ 2 is a sequential Gibbs measure for some potential ψ 2 : Σ 2 → R, continuous at ν almost every point.
Now we study the modulus of continuity of ψ 2 at some point with respect to the modulus of ψ 1 at its preimages.
Theorem 2.
Let µ be a sequential Gibbs measure for a continuous potential ψ 1 : Σ 1 → R. If for ν-a.e. z ∈ Σ 2 , we have that lim sup n k (z)/k < +∞ and there exist a decreasing positive function f z : N → R such that lim sup f z (k)k < +∞ and for every 1 ≤ j ≤ n k we have
Then, given any γ < 1 there are constants 0 < α < 1 and C > 0 such that for ν-almost every point
It follows directly from the Theorem 2 that:
(Local stretched Hölder decay): Suppose that there are constants Γ 1 > 0 and β 1 , θ 1 ∈ (0, 1) such that for almost every w ∈ E, if n k (w) is the sequence of Gibbs times of w and 1 ≤ j ≤ n k , we have that for k big enough
Then, we may choose ψ 2 in such way that ν is a sequential Gibbs measure for ψ 2 and there are constants Γ 2 > 0 and β 2 , θ 2 ∈ (0, 1) such that for almost every w ∈ Σ 2 , there exists k 0 (w) such that given w ∈ [w 0 , . . . ,
where θ 2 = max α, θ 1 ∈ (0, 1) and Γ 2 > 0.
Proof. In Theorem 2 we put f w (j) = Γ 1 · θ 1 j β 1 . Then, for γ < 1, we have that for w ∈ [w 0 , . . . ,
where θ 2 = max{α, θ} and β 2 = max{1 − γ, β}.
Corollary 2. (Local polynomial decay):
Suppose that there constants Γ 1 > 0 and r > 2 such that for every w ∈ E, if n k (w) is the sequence of Gibbs times of w, we have that for any
Then, we may choose ψ 2 in such way that ν is a sequential Gibbs measure for ψ 2 and there are constants Γ 2 > 0 and for every s < r − 1 such that for ν-a.e. there exists k 0 (w) such that given w ∈ [w 0 , . . . ,
To finish the proof, just put Γ 2 = C Γ 1 .
Corollary 3. (Local summable variations)
Suppose that for any w ∈ E, if n k is a Gibbs time of w, we have that
Then, we may choose ψ 2 in such way that ν is a sequential Gibbs measure for ψ 2 and such that for ν-a.e.
Then, jointly with the hypothesis, we have
Before start the proofs of Theorem 1 and Theorem 2, we prove some properties of sequential Gibbs measures. First, we observe that the first Gibbs time function give us some information about the growth of the function n k . In fact, define the function n 1 : G → R the first Gibbs time of x. Then, Proposition 2.2. If µ is an ergodic sequential Gibbs measure such that n 1 dµ < +∞, then for µ-a.e. x ∈ Σ 1 , there exists b(x) such that for every k ≥ 0 we have that n k (x) ≤ bk.
Proof. Let G be the set of points with infinitely many Gibbs times. We may define g : G → G by
Since n 1 dµ < +∞, using Theorem 1.1 of [21] we have that there is an ergodic g-invariant measure µ g absolutely continuous with respect to µ. Moreover, if G k is the subset of points x ∈ G such that n 1 (x) = k then, we may characterize this measure defining
for every measurable set E ⊂ Σ 1 . Thus, by Birkhoff Ergodic Theorem applied to the system (g, µ g ), we have that for µ g almost everywhere x
Observe that n k (x) =
and this finish the proof.
Conformal Measures and Weak Gibbs Measures
We observe that eigen-measures for the Ruelle-Perrón-Frobenius operator are natural candidates for sequential Gibbs measures. To recall, denote by C(Σ) the set of real-valued continuous functions on Σ.
This operator is positive, i.e., preserves the cone of positive functions C(Σ) + . Therefore, we may restrict the dual operator L * ψ to the dual cone (C(Σ) + ) * . If we identify the cone (C(Σ) + ) * with the space of positive finite measures M(Σ) by Riesz Theorem, the operator L * ψ is defined by:
If r(T) denotes the spectral radius of T, we have that r(L ψ ) = r(L * ψ ). Since C(Σ) + is a normal cone with non-empty interior, the spectral theory of positive operators on cones (see [4] or [1] , for instance) give us that that r(L ψ ) is an eigenvalue of L * ψ with some eigenvector
We say these measures are conformal measures with respect to ψ. A main feature of a conformal measure is the relation between the variation of ψ and distortion properties: Proposition 3.1. Let µ ∈ M(Σ) be a conformal measure for ψ ∈ C(Σ). Then for every n ∈ N and y ∈ σ −j ([x j ...x n−1 ]), with 0 ≤ j < n, we have that
where log r(L ψ ) = P.
Then,
To analyze sufficient conditions such that a conformal measure is sequential Gibbs measure, we define the sequence of functions ξ n (x) at x = x 0 x 1 ... by
Now, we introduce an useful proposition to allow us to check that a conformal measure is sequential Gibbs. This proposition is used in Example 4.1. Proposition 3.2. Given a conformal measure µ such that lim inf n→∞ ξ n (x) ≤ C at µ-a.e x ∈ Σ, for some constant C > 0, then µ is a sequential Gibbs measure.
Proof. Observe that var n (ψ n , x) ≤ ξ n (x) and ξ n−j (σ j (x)) ≤ ξ n (x), for each 0 ≤ j ≤ n. Then,
By hypothesis, for almost every x ∈ Σ there is a sequence n i (x) such that ξ n i (x) ≤ C. Thus, by Equation (5), we have for any n i (x)
And this finish the proof.
We discuss some conditions on the sequence (ξ n ) n≥1 that give us more information about conformal sequential Gibbs measures. The results here will not be used elsewhere in this paper and are included to help to clarify the relation between our notion of sequential Gibbs measures and weak forms of Gibbs measures studied before. We begin recalling the notion of weak Gibbs measure for continuous potentials, studied by Yuri in [18] : Definition 3.1. A measure µ is a weak Gibbs measure for the potential ψ : Σ → R if there is a constant P and a sequence of positive numbers K n satisfying
such that for each n ∈ N, x = x 0 x 1 ... and y ∈ [x 0 ...x n−1 ] we have
Following [18] , we say that ψ is of weak bounded variation(WBV) if there exists a sequence of positive numbers K n satisfying (7) In [18] , the author discussed some examples of nonuniformly hyperbolic maps with potentials with an unique equilibrium measure that fails to be a Gibbs measure, but has the weak Gibbs property. Now, we establish, as in [18] , the relation between sequential and weak Gibbs conformal measures, using the sequence ξ n : Proposition 3.3. If lim n→∞ (1/n) ξ n ∞ = 0, then any conformal measure is a weak Gibbs measure and ψ is WBV.
Proof. Following the steps of the proof of the Proposition 3.2 and observing the Equation (6), we have that
for every y ∈ [x 0 ...x n−1 ]. Then, put K n := e ξ n ∞ we have for y, w ∈ [x 0 ...
To end the proof of the proposition just take the supremum. Now, we discuss the notion of non-lacunary Gibbs measure, studied in [10] . We say that a sequence of natural numbers a 1 < a 2 < ... is non-lacunary, if lim i→∞ a i+1 /a i = 0.
A non-lacunary Gibbs measure is a sequential Gibbs measure such that the sequence n i (x) is non-lacunary at almost every point x ∈ Σ. The proof of next lemma follows, mutatis mutandis, from the proof of Proposition 3.8 of [10] . The key property used here is the n 1 (σ n i (x)) = n i+1 (x) − n i (x). We will include it here for the sake of completeness.
For m ≥ 1, let G m = {x ∈ Σ : n 1 (x) = m}.
Lemma 3.1. Let µ be a invariant sequential Gibbs measure such that the function n 1 is integrable. Then, for almost every x ∈ Σ, the sequence n i (x) is non-lacunary.
Proof. Let D ⊂ Σ be the set of points which the sequence n j (·) fails to be non-lacunary. For each
So, there are arbitrarily large values of n such that x ∈ σ −n (L r (n)). In the words, D is contained in the set
By invariance of µ, we have for all
Using that n 1 (·) is integrable, we have
By the Borel-Cantelli lemma, this implies that L has measure zero. It follows that µ(D) = µ(L) = 0, as claimed.
In view of Lemma 3.1 and following the proof of Proposition 3.17 of [10] , we are able to show that: Proposition 3.4. If µ is sequential Gibbs measure and the function n 1 is integrable, then exist a sequence of positive functions K n > 1 such that µ-a.e. x and for all n ∈ N, we have
and lim sup n→∞
Remark 3.1. We observe that given a conformal sequential Gibbs measure, it is always possible to choose K n (x) as in Proposition 3.4 in such way that (1/n) log K n (x) converges almost everywhere. Indeed, since ξ n is a subadditive sequence of non-negative functions, we use the Ergodic Subadditive Theorem of Kingman (see [9] , Theorem 3.3.3) to have that (1/n)ξ n converge almost everywhere. Then, take K n (x) := e ξ n (x) and observe that the Equation (9) is satisfied.
Examples
In this section we discuss some examples of sequential Gibbs measures. The first one was introduced in [5] , where Hofbauer gave an interesting example of a family of continuous potentials with phase transitions and equilibrium states that are not a Gibbs measures. We reproduce this example and show that, despite the fact that they not satisfy the Gibbs property, these measure are sequential Gibbs measure with integrable first Gibbs time function. 
Let (a k ) be a sequence of real numbers with lim a k = 0. Set s k = a 0 + ... + a k . Define a continuous potential g ∈ C(Σ + 2 ) by g(x) = a k for x ∈ M k and g(11...) = 0.
As was pointed out at Section 2, there exists some conformal measure ν with respect to g. By results in ( [5] , page 230), g admits a Gibbs measure if, and only if, ∑ k≥0 a k is convergent. Assume that g has no Gibbs measures, i.e., ∑ k≥0 a k diverges.
If ∑ k≥0 e s k > 1, by ([5] , page 226) we have that there exists some positive continuous function h such that µ = hν is the unique equilibrium state of g. We prove that in this case, despite the fact that it do not satisfy the Gibbs property, µ is a sequential Gibbs measure.
Indeed, since µ = hν and h is bounded from above and below, it follows from the fact that ν is a sequential Gibbs measure. As we observed before in Proposition 3.2, it is enough to show that lim inf ξ n (x) is bounded at ν almost everywhere. In fact, we prove that lim inf ξ n (x) = 0 at ν almost every point.
Firstly, observe that from the definition, ξ k+1 (x) = 0, if σ k (x) ∈ M 0 . On the other hand, since µ = δ 11... , we have that for almost every point x there exists a sequence
From this, we have that the first Gibbs time is integrable. Indeed, using Proposition 3.2, we have that the first Gibbs time function n 1 of µ is smaller than the first return time to M 0 . Then, by Kac's Lemma, we have that n 1 is integrable with respect to µ.
In the next example we discuss the non-lacunary Gibbs measures studied in [10, 15, 13] . These measures are equilibrium states for Hölder hyperbolic potentials of some C 1 local diffeomorphisms on compact Riemannian manifolds and they have only positive Lyapunov exponents.
Example 4.2. Let f : M → M be an C 1 local diffeomorphism of a compact connected manifold M such that there exists sets R 1 , ..., R q of M that are domains of injectivity of f such that R i ∩ R j = ∅, for i = j, and f (R i ) = M, for 1 ≤ i ≤ q. Consider R = R 1 ∪ · · · ∪ R q and the invariant set Λ = ∩ n≥1 f −n (R). We may define a semiconjugacy
between f | Λ and σ : Σ + q → Σ + q , where Σ + q = {1, . . . , q} N , just considering π(x) as the itinerary of x with respect to the partition P = {P 1 , . . . , P q } of Λ, defined by P i = R i ∩ Λ. Denote by P(x) the element of P that contains x and assume that there exists σ 1 , σ 2 > 1 such that: In [10] and [15] , the authors proved that if φ is a Hölder continuous potential such that max φ − min φ is small enough, then there exists an unique equilibrium state η for φ and this measure has only positive Lyapunov exponents and it is a non-lacunary Gibbs measure, in the sense that if we define
then there exist a constant K, such that for η almost every x ∈ Λ there exists a sequence n i (x) such that lim i→∞ n i+1 (x)/n i (x) = 1 and
If we consider the push-forward measure µ = π * η on Σ + q , then the map π is invertible in a set of µ-full measure and the measure µ is a sequential Gibbs measure with respect to the potential ψ = φ • π −1 .
Proof of Theorem 1
In this subsection we construct the potential ψ 2 as in Theorem 1, obtained as the limit of a converging sequence of functions. Given z ∈ E ⊂ Σ 2 , as in the Definition 2.1, denote by (n k (z)) i≥1 the sequence of Gibbs times of any x ∈ Π −1 (z) ∩ Σ 1 . By Hypothesis 2.1, n k (z) is well defined for a set of full ν measure.
, where ∑ x=x 0 ...x n k represents the sum over finite words x = x 0 x 1 . . . x n k such that π(x i ) = z i , for i = 0, ..., n k and xw = x 0 ...x n w 0 w 1 ....
We show that
Proposition 5.1. The limit u(z) := lim k→∞ u w,k (z) is well defined and independent of w.
The proof of Proposition 5.1 is the central point of this article. We postpone this proof to the next section. However, assume it to be true for a moment and let us prove that ν is a sequential Gibbs measure for ψ 2 = log u. First, we prove that: Lemma 5.1. There is a constant C > 0 depending only ψ 1 , such that for every w, w and a sequence of Gibbs times (n i (x)) i≥1 and 0 ≤ l ≤ n i , we have
Note that the definition of sequential Gibbs measures we have for every choice w, w and x = x 0 ...x n i (with 0 ≤ l ≤ n i ),
Thus,
With the same hypothesis of the previous lemma, we have that there is a constant C > 0, depending only ψ 1 , such that for every n i and 0 ≤ l ≤ n i , we have
We can now define the potential for ν.
Definition 5.2.
We define the potential ψ 2 :
The main problem is precisely to show that the potential ψ 2 is well defined. We follow the lines of [7] and also prove the assertions of Theorem 1. Suppose, for a moment, that the Proposition 5.1 is true. We have the following lemma.
Lemma 5.2. The measure ν = Π * µ is sequential Gibbs measure for the potential ψ 2 (z) = log u(z).
Proof. Let us fix n ≥ 1. We can write
Note that, in the same way for 1 ≤ l ≤ n, we have
Moreover, for n k > n i and for 0 ≤ l ≤ n i we can write
and also follows from Corollary 5.1
Taking k → ∞, we have
And so
Since µ is an sequential Gibbs measure for ψ 1 then for each x ∈ Π −1 (z) ∩ Σ 1 and an sequence
Adding over all words x that are projected in z, we have
for each 0 ≤ l ≤ n i , proving that ν is sequential Gibbs measure for σ : Σ 2 → Σ 2 and ψ 2 .
In this section, we prove that ψ 2 is well defined. We give definitions that help us in this purpose.
Definition 5.3. Let be k ∈ N and z ∈ E ⊂ Σ 2 . We define the closed interval
Given k ∈ N e z ∈ E ⊂ Σ 2 . We define
We say that a sequence of intervals I n is monotonically nested if we have
In the next lemma, we show that the sequence (Λ k (z)) k≥1 is monotonically nested. Then, the existence of ψ 2 at ν−a.e. z ∈ Σ 2 corresponds to the convergence to 1 of the sequence λ k (z). Proof. Given z ∈ E, observe that
On the other hand, for given x
Proof. From inequalities of Lemma 5.3, to w, w ∈ Σ 1 , we have
Taking the supremum over w, w ∈ Σ 1 , we have λ k+1 (z) ≤ λ k (z).
Now, we show that λ k (z) → 1 for ν-a.e. z ∈ Σ 2 . Let n i < n k be Gibbs times of z and words x 0 , ... , x n i that projects on z. We define
The probability vector P k, i (x, w) allow us to express the function u w,k in terms of the function u w,i , for i < k. Indeed, we have the Lemma 5.5. Let n i < n k be Gibbs times of z ∈ B. Then, we have that
where the sum above is over words x 0 ... x n k that project onto z 0 ... z n k .
Proof. By definition, the numerator of
Further, we can rewrite the right hand side of Equation (11) 
Then, dividing both members of Equation (12) by ∑ x=x 1 ... x n k e ψ n k 1 (x w), we have
Proof. Follows directly from Lemma 5.5.
Lemma 5.6. There exist c > 0 such that for any n i < n k Gibbs times of z and for x = x n i +1 ...x n k that projects onto z = z n i +1 ...z n k and w, w we have
Proof. Since xxw and xxw agree in n k places by the Gibbs Property (1) we have
We can write
To finish the proof of Lemma 5.6, just take c = 
Proof. Considering first the numerators, we have
comparing termwise we see that σ j (xxw) and σ j (xxw ) agree to n k − n i + (n i − j) places, and thus for any choice of x,
Summing over all choices of x and making the identical calculations for the denominator the lemma is proved.
where w max and xw min are concatenation xw which maximizes and minimizes u xw,i (z), respectively.
Lemma 5.8. Let be (n i ) i≥1 the sequence of Gibbs times of z. For k ≥ i, we have
Proof. Suppose that for k ≥ i
Then, by Lemma 5.4, (λ k ) k is decreasing and we have that
Proving the claim in the Lemma. Now assume that
By Corollary 5.2 we have
To simplify notation, we will fix z and enumerate the set X of all possible choices x ∈ Π −1 (z). So, the sum ∑ x=x n i +1 ...x n k can be denoted by a sum ∑ l∈X .
Let P 1 be the probability vector P k,i (x, w max ) and P 2 the vector P k,i (x, w min ). Also denote by A the vector (u xw max ,i (z)) and B the vector (u xw min ,i (z)), where x run over all choices in X. If a l and b l represent the l-th term of A and B, respectively, and I is vector of length |X| with 1 in all of its coordinates, we can summarize the above equality as
where the signal · is represent the inner product in R |X| .
By Lemma 5.7, a l ≤ b l e 2 ∑ n i n=0 var n k −n (ψ 1 ,Π −1 (σ n (z))) for each l. Thus,
Therefore, in the Equation 14 we have
We prove the following lemma
Proof.
It is an elementary fact that
, ∀ c ∈ (0, 1) and positive real numbers x 1 , x 2 , y 1 and y 2 . Using Lemma 5.9 we have that
As P 1 and P 2 are probability vectors, then 1 = P 1 · I = P 2 · I. Dividing by min l b l we have Since ψ 1 is continuous at z, it follows that e ∑ n k n=0 var n 2k −n (ψ 1 ,Π −1 (σ n (z))) ≤ e ∑ n 2k n=n 2k −n k var n (ψ 1 ) → 1, when k → ∞. As the sequence (λ k (z)) k is decreasing and lim k→∞ λ k (z) ≤ 1. By Lemma 5.4 we have that lim k→∞ λ k (z) ≥ 1 and, therefore, λ k (z) → 1.
To finish the proof of the statement of main result of this section, we prove the following lemma.
Lemma 5.10. For ν−a.e. z ∈ Σ 2 the limit u(z) = lim k→∞ u w,k (z) exist and ψ 2 (z) := log(u(z)) is continuous a.e.
Proof. For the existence of the limit it sufficient to use the fact that λ k (z) → 1 in ν−a.e. z ∈ Σ 2 . Now, to prove the continuity almost everywhere. Let (n i ) i≥1 be the sequence of Gibbs times of z and n such that n ≥ n k (note that k ≤ n). Let z ∈ [z 0 ...z n ]. By definition of sequential Gibbs measure we have that Λ k (z) = Λ k (z ). And the fact the sequence (Λ n (z)) n be monotonically nested, both u(z) and u(z ) are in interval Λ k (z). Therefore,
Then | log(u(z)) − log(u(z ))| ≤ log λ k (z), that implies ψ 2 = log u is continuous at z ∈ Σ 2 . Therefore, is continuous at ν-a.e. z ∈ Σ 2 .
6 Proof of Theorem 2: Modulus of continuity of ψ 2 Take k 0 (x) such that k ≥ k 0 (x) implies n k (x) ≤ bk. Thus, we have that for a.e. z ∈ Σ 2 , if z ∈ [z 0 , . . . , z bk ]
where [x] denotes the greatest integer smaller or equal to x. It follows directly that the speed of convergence of log λ k to zero give us the modulus of continuity of φ 2 at z.
To estimate log λ k we observe that given k > k 0 and l ≥ 2, for every 2 ≤ i ≤ l we have that n ik − n (i−1)k ≥ k and that n ik ≤ bik ≤ blk. Thus, by the integral test for series we have that: + αλ (i−1)k (z).
Thus, using Equation (16):
Multiplying by α l−i both sides:
Adding all equations as above and cancelling the respective terms, we have that:
Take l = ω k above any sequence for k ≥ k 0 . Dividing by e 2 f (k)bkω k and using that λ k → 1, log(1 + x) ≈ x for x small enough we have that for k big enough that
Giving n ∈ N big enough and γ > 0, define β = 1 − γ and consider k n = [n γ ] and ω n = [n β ]. Thus, for every n big than some n 0 , we have that w n k n ≤ n and log λ ω n k n ≥ log λ n . By Equation (18) and (15) we have that for almost every z there exist n 0 (z) such that for every n > n 0 (z): log λ n ≤ log λ ω n k n ≤ 2α
as we wish to show.
