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The Problem 
CH.tu>TER I 
INTRODTJCTI ON. 
':i,, • 
A traveling-salesman leaves· his office and 
_must visit a number· of specified cities before: returning homeo 'What route· should ·he. talce in order to minimize the total distance traveled? 
.. 
:•· 
This seemingly simple question is the customary way 
of stating a particular type of sequencing problem which 
~s being studied today in the field of Operations Research. 
The problem can be stated formally as "one of finding a 
permutation, P = (1, j 2 ,·33, •••·• jn), of the integers· 
from one through n such that, given a s:et of real numbers, 
dij (representing distances or travel times between the -· 
pair of cities~, 1 and j), the quantity "'--. 
- -~-~-,. __ _ 
d1 i2 + d12i3 + 
is minimized."1 
' 
• • • + di 1 
n 
.. Y 
The reason this: problem has- commanded so much inte,rest 
. , 
' I among scientists is, that no completely mathematical for-
\ 
mulation of the problem has ever been found. This is 
, 
. 1 
R.L.Ackoff, ed.~ Progress in Operations Rese,arcb, 
·vo1.1, John Wiley and Sons, New York, (1962), p. 151. 
\· 
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.. 
even more tmusual s:ince there are· many problems of al-
most the same nature,· such(as· the general sequencing prob-
lem and the .. ·shortes.t path through a network problem for 
which solutions; have been developed. 
The actual"origin of the traveling .. salesman·problem 
is somewhat obscure,. but it has been discussed by math-
ematicians, geographers, and engineers at various seminars 
0 since ·the beginning of the present century. It is believed 
that, the problem has evolved out of an older Operations 
Research called the ''Hamiltonian game:. tr This game is 
one of finding the. number of possible paths through a 
network. 
The first known practical application of the travel-
ing salesman problem is credited to M. M. Flood2 iA 1937. I ! 
,;;· ' 
\ 
( 
\ 
Flood used this problem as a model to determine the op-\ 
timal routing of school buses· in a New Jersey suburb. 
Since- that· time, many of the most respected names in the 
field have been drawn to the problem and have tried to 0 
find a solution to this interesting puzzle. 
The practical uses of this· problem have not been 
• 
. restricted to trip planning and bus scheduling; there 
,~ are'also many·industrial applications- which have been 
discovered in the last twenty years. The two most famous 
of these are: 
1 • The scheduling of N i terns on a machine when 
I 
. 
2M. M. Flood, "The Traveling-Salesman Problemtt, Operations Resear,ch, Vol. 4, (195'6), pp. 61--75. 
-2-
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·, 
~· ,: 
the set--up costs: are dependent upon the sequence 
in which the products are manufactured.3 
2. The design of an assembly line such that the: 
.. travel time- of the product along the. line is 
A'11inimized. ' 
Definitions 
Before entering into a detailed study of the. problem, 
there are four terms which must be defined. These terms 
are: 
1. Segment - A'segment is a line (rpad) whic1) con-
. . ~ nects· two points (cities·). There are: n(n-1)/2 
segments in an n city problem. 
2. Path - A path (tour) is a group of line segments 
which passes through all of the cities in a 
problem. 
3~ Feasible Path - A feasible path (accep~able I I • 
path) is a path which passes through each of the 
cities in.a problem once and only once. There 
-· 
' are (n-1)1/2 feasible paths: in an n point problem. 
4. Minimum Path - A minimum path (optimum path) is 
the shortest feasible path in,a problem. 
• .r' PLU'pose of this paper· 
. Now that the problem has been defined in general , 
terxos, a brief explailation · or what. is. contained in the 
3Proposed in 1954 by George Feeney at a seminar at Columbia University. .,? 
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remainder· of this report. The intention of the exper-
iments which are explained he.rein are to examine the 
traveling-salesman problem from the s·tatistical aspect • 
• 
Empirical data has been used to developistatistics which 
will be useful to someone who is t·rying to solve· the 
traveling-salesman probl·em. 
There are three areas which have been studied in 
detail. They are: 
" ~ 1. The parameters~ or the problem which can be used 
- ' 
to estimate the length of the shortest path 
.with a known de_gree of accuracy. 
2. The relationship_between the distribution of 
segments lengths and the distribution or· 
feasible path lengths. 
'::"(". ,, 
. ' 
3. The type of segments which make up the shortest 
path. The results of the experiments in each of 
these areas are expl·ained in detail in Chapter III. 
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CHAPTER II 
TECHNigUES OF SOLVING THE TRAVELING-SALESMAN PROBLEM 
Enumeration-
The most elementary technique which can be used to 
solve the traveling-salesman problem is· direct enumeration 
of all of the possible paths. In order to solve a problem 
by this method it would be necessary to generate all 
permutations of the numbers one to~ swn up the segment 
. . '·- '.~ .• - ...... , 'ii.:' ' ' ·:'~: ,, /· • ';ii. • \i;,.o'> 
· · · · .,-· .• 'hf·':· ·--~'"''I."''-"' ',11JK;;;.-!·' ~, ' ,- .:t t_, "' . t-~·.~-,."';',_.;._ ~.... hfi.._· •. -~~ -... ·.J,;~.,:~--',;· .. ' .• ~: -~ ,. ,,,, ;,~-)··.,. .. ,, 
lengths corresponding to each of the permutations, and 
' 
" ~ . . 
pick the smallest summation. Unfortunately, because of 
the factorial increase in the number of permutations as 
t1 
n increases, this' technique is feasible for reasonably 
small problems only. For example,' an n city·problem has 
' 
nl permutations of which (n-1)1/2 of them represent non-
redundant feasible paths. Therefore a problem as small 
as fifteen cities would have approximately 6.5 x 1011 
\ 
feasible paths and even with the help of the fastest 
computer now in existence, such a problem could not be 
solved in a single lifetime. 
Nevertheless, modified forms of enumeration can be 
used to solve certain problems. For instance, if the 
problem in question can he nhysically represented on a 
map,, most of the possibilities can be eliminated by 
' 
inspection and then a solution can be found by enumera-
I tion of the remaining possiblll!ties, Also, most other 
·• 
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techniques which are presently used to solve the travel-
' •' 
. 
ing-saJ.esman problem either suggest_ or require that en11m .. 
.s 
exation be used to fir.d the final answer after a near-
optimum solution is found: by the more complicated techni ... 
que. 
The Assignment_ Problem Approach 
In many ways the traveling-salesman problem :ts sim--
ilar to the general assignment problem in which n things .,, 
• 
~~ " 
are Rllocated ton· stations in such a manner as to min-
., 
imize some funo{ion,. The principle difference. i;~ that 
'l, "" . .r~~· 
in the traveling-salesman problem a solution can not have 
subcycles, that is, it can not contain cities which are 
visited more than once. Because of the similarity of the 
two problems, a solution can be found for the travelinf-. 
salesman problem by solving it as if it were an assignment 
problem. The solution which is found in this manner will 
not necessarily be optimum or, for that matter, it might 
not be a feasible solution; but it will contain many of 
the segments which make· up the optimum solution. Thus 
\ 
this technique can be used to develop an initial solution 
and then by inspection or.enumeration the optimum solution 
_.::;-.:..·• .. 
can be found. 
,. 
,, 
The Linear-programming Technique 
Dantzig, Fulkerson, and Johnson~ have developed a 
I 
. 
- ··----·----.. -·-·". -.,-_ ·- :. ~-- --· ... -- .: -- ---.. ·· .. ,.:·_ 
1G. Dantzig, R. Fulkerson, ands. Johnson, "Solution 
of a Large Scale Traveling-Salesman Problem», the Operations 
Research Journal, Vol. 2, (1954), pp. 393..1+1.o. 
.. 
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method of solving the traveling-salesman problem 'Which 
' involves~ a combination of linear-programming and intuition. 
Before explaining this technique, certain terms which are 
, . 
used in the development. must be defined. They are: 
"' 
·:;, Undirected tour·_ - Any set of n segments which in-
volves· all cities but which contains at least one 
subcycle. 
-Directed tour - Any set of n segments which makes 
up, a feasible path. ~ 
Basic Variables· - The segments which make up the ! 
' 
'\ ~ \ 
_..- ,' _,...\;,, " c \ 1 • "J. o ~ ~ \ ._ ,-,,:, ~' ?¥.P" I th, ,~ • · ~ . ~ ~ -,, ~ •." .;;.; ,'~ '?!• \ ',]!,)'{ . ) · ..,..,,_ .,. K ir .. ' • h.4 f \\ V... -1 '• - '\ t •""( •• ••a,_,• J' ):!-~ •,•, ,r• • 1 ..... _..,..,_.;,_., -.. ,. ,~..,._'( - .,i<t!°t,\}" 
' ~\ '\ I 
~-
,,...,.,, JcV ~.,.~,._~,;.- .:. , \n-<, ..... {1~' • '· ~ ~ ,\ - , ~. 1? ":_, '[fo.,;(j ·~:~ , , , , , i· •'_, <t: ~·--:?:,.. .. :'"' ?- ~ ,r';:.t; :;-,,; .. ,~,. ..... _.,. "-'-,.. ~ .,.. J) ,'f ,:.'!.';' ... ~. ~ ,[.~· r.;,'.J: .. '.,,':f.;t •• .,.·co• • .._,,.,' ~I ..-"£.._'> ~ ,.... ,.;J • ~ ,,.,.,·.,.,. .............. -...... ,·-··""·totir'·~··; 'el ther directed or ·undirected, which is pres .. 
'. 
· 1. 
. , 
/-
,.,_.,. 
ently being studied. 
• The first step in the solution of this problem is 
to set l1p1 two diagonally symmetric · matrices, a distance matrix and 
a tour matrix. The distance matrix contains. all of the 
segment lengths, dij' which are involved in the problem • 
The tour matrix i~_"a s:imple o, 1 matrix in which the 
- ' basic variables·., Xj_j , have values equal to one and all 
other variables, are zero. For example, the matrices 
which would represent a simple square problem with sides 
200 units in length would be: 
dij 
-, • 
'· 200 • 
=1 282 ... 200 • 
200 282 200 • 
,ff' 
•-
1 ~. 
~jl = 0 1· •• 
1 0 1 •• 
, 
In this case the. tour represented by the second matrix 
is the optimum tour. 
. , 
t -.--7~ 
. ... 
f' 
~/ ·. 
""I" 
·• 
' 
.,.,,., 
;,-
.,~ .... 
. :.,;,·· 
.~"".":' 
·~ '', 
,. 
The bbjective function which must be optimized is 
given as: 
• ~' p • 
' \ 
( 1) 
and the basic linear restriction involved in the problem 
• is:· 
n 
' 
L xij =?' 
. j= 1 (x1/ O; 1=1,2, •• • n; i;!j) (2) 
Note that the x1 j matrix above fulfills this restriction. 
However, this· constraint does not exclude all undirected 
tours and therefore some additional restrictions must be 
2 3 introduced. Heller and Kuhn have demonstrated that, 
II 
al though the number of additional constraints·: which do 
exist is astronomical, many of them are extremely difficult 
to define mathematically. One set of reasonably simple 
conditions which, in the majority of cases, is sufficient 
to yield a solution is called the Loop Conditions. These 
' 
conditions are defined as linear inequalities that ex-
clude subcycles, and these conditions make use of the 
· fact that a subtour of sizer which is less than n will 
.always fulfill the condition; 
2 ( 
I .• Heller, 11 0n the Problem of the Shortest Path 
Between Points-.'r, I and II (abstract), Bulletin of the 
American }fathematical Societz, 59, (nov. 195'53) •, 
' 
3H.W. Kuhn,"The Traveling-Salesman.Problem", Proc. 
Sixth Symposium in Applied Mathematics of the American 
}~athernatical Society 
!) 
-8-
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.. 
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----- ... 
where the summation is taken over the~subtour. Therefore, 
' 
..:..,,, \....___~, 
in .order to exclude subcycles we impose the restricti~on; 
"· ,, 
/ ( E x = r-1 ij 
I~, 
r· 
Now 1 having established constraints which define a ·so,~ 
s·olution, we must determine a method of moving from a 
non-optimal solution to a better c(!le. The actual proce,-
dure de'V'eloped b~tzig, Fulkerson, and Johnson is 
extremely complicated and only a 'bri,e·f s11mmary of ·1 t 
will be presented here. 
First, a new set of parameters·~ P. and P., are 
l. J 
introduced into the problem. These parameters, which 
are called potentials, are determined by the equation, 
• .. 1-' 
(3) 
and by definition r 1 j equals zero for all basic variables. 
(Note that the potentials correspond to the cities and 
~ 
not to the segments;). Thus, for an n city problem, n 
equations. of the form (3) can be written and all values-
of P determined • 
Once having established the potentials for the present 
solution, the next step is· to determine f .. for all of the 
. 1J 
other segments· in the problem. If,the present tour is 
optimum,all of the .f ij 's will be less than or ·e~ual to 
zero. If a segment is found which has a positive value 
off .. , it must be evaluated as a possible improvement. J.J 
-9-
.J; 
• 
' tit 
The evaluation involves a procedure which uses equations 
(1) and. (2) in the form of a Lagrangian multiplier. 
This procedure will not be explained in this _paper • 
., 
It should be noted that Dantzig, Fulkerson, and 
Johnson suggest that the time needed to solve a large-
scale problem can be shortened by first developing a 
near optimum solution by means of this technique and then 
finishing the problem by enumeration. 
r---.J 
An interesting s!udy has been conducted by J. T. 
l 
Rob~cker of the Rand Corporation.4 In order to investigate 
~"t::°:.ct;-;'#.'.'.'.:,..;t,,::;.1».f),~i~~~t,8.'tJ:i-ciencl of the ~Linear P~o gr amming technique, Ro backer 
·• 
generated ten 
of them using 
random nine-cities problems· and solved each 
~ 
this technique. In the discussion of the 
. ~ results of the experiments, Robacker states the following: 
·• 
11 The largest number of iterations needed (to solve the problems) was six, while the 
average was only a little under fouro The 
average time to work one of,the problems was 
~bout 3· hourse Since for a nine~city problem 
there are 20,160 possible tours~ it is appar-
ent that tne linear programming technique 5 
which was em.ployed ,,.ras extremely efficient.'' 
.. D-y-n~a.mie-~r-o·gramming Method 
The first person to approach the traveling-salesman 
' 
. 6 problem from the dynamic programming aspect was R. Bellman. 
, . 
. . I 
0 
·.,:• 
,I 
1t 
. J. T. Robacker, ''Some Experiment·s on the Trav-e-ling-Salesrnan Problem'', Research Memorandum RM-1 21, The Rand 
' ~orporation, Santa :tvlonica, July 195 • . 
5rti· d. 8 pp. -10. I 
• 
6Richard Bellman, 11Dynamic Programming Treatment of the T4/,-t .. v elingc=iSalesman Problem", Journal of the Association for Computing Mac11j_11t s, Vol. 9, Jan 1962, pp. 61,-63 .... 
-10-
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-~· 
His view· is'"' that the problem is basically a multi.stage 
decision problem similar to many that.have been solved 
by dynamic programming. The solution equation used by 
this me tl1od is : 
where f(i;j 1,j2, ••• jk) is defined as a path of minimum length 
from i to O which passes once and only once through each 
of the remaining k cities, j 1,j2, ••• jk. 
""\,.. . 
To apply this techniq~e·you start with. f(\;j) 
. .~· (} .l.i- ' . .{' ; ' 
and using the above equation you will eventually arrive 
at. f(O;j 1,j 2 , ••• jn) which is the final solution. 
Bellman lists; two principle advantages~ to this techni-
q ue.; first, a fairly large problem ( 17 cities:) can be 
solved iri a reasonably short time on a large computer 
, 
and, second, any constraints~ as to the order in which 
Q 
cities must be visited can be entered into -the nroblem 
4 
with little additional work. 
_____ ---.-. Unfortunately, no _experiments have been written up 
·. ·(' 
in the. literature as is the, case: with the linear program-· 
ming method. Therefore, nothing will be said in this 
paper about the difficulty of applying this: technique. 
Other Tecr.a11iques·. 
L.L. Barachet7 ,has developed 
( 
t 
( 
• 
a rather complicateq 
----- --· 
, 
7L.L.Barachet,wGraphic Solution of the Traveling-Sales~ 
man Problem'', Operations· Research, Vol. 5, 1957, pp. 841--845. 
,,. 
-11-
I 
f 1 
'I ,, 
. ,. 
-~· 
/ 
·-. 
.. :; ,: .- \· 
.; ~,:,! •. -·,. 
. ' 
. ·· :.,. 
', ~< 
intuitive method of solving the problem which starts· with 
an initial feasible path and improves upon it by comparing 
. 
other possibilities to the following set of restrictions. 
or theorems .• 
"Theorem 1· :-
Theorem 2: 
Theorem 3: 
A route of minimum length d~es 
not cross itself~ 
If the protruding angles: formed 
by three cqnsecutive sections· 
are obtuse angles, these three 
sections make up a route of 
minimum lengtho 
If all of th.~ points make· up, 
a conve~ polygon~ the route of 
minimum length corresponds·. to 
''"''·.:.}·:: :;~ ~ :.· ): : •• :::.:·,.,_·:,,\·:~(.';•' . ' .. " ., .. <ll'<\ 
:'· .. ,. The·or·em 4·:··: this convex polygone .... . . ,, . , .. 
••·.:~ ;t';:j_:~·:/t:::·i:!:(::.--:'· ... ~<.;c Y·tr/~·,••'•,.~:·-:·\~.;1r,·~:~~·;{~ 
A circuit including N-k consecu- ·· · · · _,.,, .. ~~?>;~~,.'!rt?.~'"·~'~-_, ..... ,.)t,: 
f 
tive sections which are common 
with a minimum circuit obtained. 
for the case of k=consecutive 
sections· is longer· than the latter 
or at the most equal to it. 118 
,-
There are two major disadvantages~ to this technique • 
First, bec~use; of the geometric nature· of the procedure, 
this technique can only be us·ed on map problems:. Secondly, 
as; Baracl1et himself notes, "The essentially intuitiye 
nature of the solution does not permit one to ascertain 
• 
-~---"-'----..--'-----------·----
· ·-·· -· ... ---
• 
•I 
-------· ~·-·-··•·*----·--·-·--~---""';"',-'""'·•V"~ •.y-...... -
···--·- , .. - ... - -·--·--. - ·---~.,c-...c. 
without doubt that the_path of minimum length will be 
·f 
. . 9 
obtained." 
-·' Another procedure, which is similar to the linear 
I 
programming ~echnique: but re~uires. the inspection of a 
8R.L.Ackoff, ed. Progress in 0Eerations ~esearch, 
(John \\Tiley and Sons~, 1961) p. 15~. .. · 
91.1. Barachet, op.cit., p. 845. I 
• 
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map, has been developed by G.A. Croes~ 10 
{11 ' 
The principle 
advantages, of Croes's: method are: first, it can be applied 
• 
~· r . ,, 
fairly rapidly, and second, 1 t can be used to solve as.ym-
metric pro'blems, i.e., dij need not equal dji• 
Aopyoximation Techniques; 
Several methods of obtaining approximate: solutions 
to th~ traveling=sale,sman problem have. been developed in 
the last few years. In the majority of cases, these 
techniques yield results ,which are: feasible paths close 
niques are; first, they involve.no complicated mathematical 
methods and, secondly, they can be -used to solve a fairly 
large problem in a matter of minutes. Thus, the approxi-
mation techniques can be used to determine an initial tour 
that then can be changed to optim,un by one of the more 
complex,techniques such as linear programming. Two of 
\ 
the more well-known approximation procedures will now \ 
ll 
be discussed • 
• 
• 
1 • The Nearest City Method 
- - -- - ____ ,._ --- ------------
~ I ' __ ,_,._,,_,,...__ -- ' _ 
_,,......,-.., .... - • -
. -. . 
At a seminar at Col11mbia University in 1954, George 
Feeney introduced the nearest city method. This~ method 
is probably the easiest of all techniques~ to both under-
stand and to~apply. To employ this method, the user starts 
from the base city and goes to the nearest of the· remaining 
N-1 cities-. -?rom there· he would proceed to whichever of 
the remaining N-2 cities is closest, and so on tmtil 
all of the. cities have been visited. 
.... . . 
• 
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1· 
Experiments., on extremely large pr.obl~s (50 cities) 
have given resltlts using this technique which are from 
2. Pseudo-Dynamic Programming • 
This technique has been suggested by A. w. Bo:i:'dyreff 11 
,I> and he .. has·. given it the name pseudo-dynamic programming 
-because of the way it progressively builds' up to a final 
' 
so1·ution. This. technique starts: with a path which connects: 
the first three cities (there is only one feasible path . t;.· 
. 
:~ 
which I connects three cities)' and· adds the fourth c'ity in 
the most advantageous·· way. Once the fourth city is lo-
cated, the pr9cedure is repeated for . t110 fifth to the 
Nth cities. This procedure can be represented b·y two 
. 
formulas: 
and if k and mare cities· (either 1,2, or 3) 
12 F(k,m;4) = min F(1,j;4)1t 
ln these t~o formulas, city number 4 is shown as the city 
that is; being brought into the solution but the formulas; 
can be generalized for any city. 
In order to illustrate this: technique:, a regular 
hexagonal problem represented by the following distance 
11 J.T. Robacker, op.cit., pp. 8-10. 
., 
• 
? 12Ibid. p. 8. 
. , 
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. matrix will be solved. The solution is shown in table 1 •. \ 
d 
i 
-
-
• M 
100 
• 163 100 • 200 163 100 
163 200 163· 100 
100 163. 200 163 
TABLE 1 
' 
·• 
• 
100 • 
Example of Solution by Boldyreff's Technique 
·city 
Length of dij di 
F(1t,j;4) 
City 
Length of dij 
di6 F(1,j;6) 
Final tour 
Length 
1 2 3 1 
100 1iOQ 163 
200 163 100 100 
163 '163 ...:.32 
1 
1 
In this case, the approximation technique yields 
' the correct solution to the problem, but this_ is due 
( 
' to the specialized geometry of this particular problem. 
Robacker also solved .the ten random problems using this 
,. 
'\ technique and found. that the procedure yielded s-olutions 
which were on the average 12% longer· than optimum. 
/ 
• 
' '
' 
. '-1 5-
( 
·, .. y. 
I .J,'. 
.. ~. 
,. 
. 
\. 
'. 
: .... 
~· 
CHAPTER Irr 
" 
RESULTS n1) OBSERVATIONS 
& 
The Experiment 
In order to have· sufficient data. to study the 
traveling-salesman problem, fifteen six-city problems 
were gen~rated and entered into the computer. Using the \\ 
/ 
total enumeration method, the· shortest paths. were found 
and tl;le follow.ing statistics were calculated fe>r ea~ ; · ~». .. , 
- ~.~, . 
problem: 
Me~ - The average path length 
Sigma - The standard deviation of the path lengths 
•'. . p 
Range p 
Me,an 
. s 
Sigma 
s 
- The range of the path lengths 
-
-
The average segment length 
The standard deviation of the segment 
lengths 
' 
Range5 - The range of the s·egme nt lengths 
Length of_ the Shortest Six Segments - ·The total 
length of the six shortest segments out 
of the 15 involved in the problem. 
Number of Inside Points - The n11mber of points 
which are geometrically contained within 
< 
the other points in the problem, i.e., 
n 
if a string were stretched a~ound the 
--' perimeter of a map of the cities, the 
inside points would not be touched by 
the string.· 
'~ -16-
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• 
N12mber of Short Segments in Minimum p·ath - Number · 
of segments which are part of both the 
minimum path and the six shortest seg~ 
ments. 
These statistics are· tabulated in Table 3-1·. 1 
The next step in the experiment was to code all of 
the statistics so that the; relationships which exist be-
tween them would standout. Thi~ was done by multiplying 
all of the statistics, in each problem by a multiple of ,;J 
·. the mean segment length. The m~tip,liers ¥ere choseg..... ,,_ s. . • • t • \ ' 
.• 
i .. ·• 
. ' . . . . ' _,,. *' .. in such.a way that the mean segment lengths, after trans-., 
·formation, would be successive multiples or ten. The 
. transformed statistics are given in Table 3-2. The multi-
pliers which were used to- code the data are shown in 
2 column 10 of this table. 
·t 
f. 
The final s.tep ·in the experiment was; to analyze the 
coded data. The results of this analysis are discussed 
in the remainder· of this chapter. 
GenerB.1 Relationships 
The first relationsl1~p which is observed on inspec-
tion of the data can be exnressed by the equation 
Mean = 6 x Mean ( 1) p s 
1 For a complete description of the problems wt.ich % were generated and of the programs which ,-1ere l;se-d ·to calculate the statistics, ~ee- Appendix A<>- · ~ 2 
.«, Note that the data sets; are not listed in nurrerical order ip Table 3~2 
' . 
-- . - ·- -· --· -- - . - ---- -· .. ·-·-·· ·····- ., -·--·-
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. /. 
This relationship is. not stistical; it is exact. Because. 
of this, the two statistics, Meanp and Mean
8
, can be 
· interchanged by using the appropriate mul.tiplier. In 
the remainder· of this .analysis Mean will be used because s ' 
it can be- calculated direc,tly from the. data • 
A second observation which can be made by examining-
Table 3-2 is that: there· is: a gross correlation which 
exists: between all o.f the statistics in col11mn 2 through 
·,,,· 9. If the reader will follow. any col11mn down the table, 
he will notice that the value of the statistics increases· 
fact should be·remembered during the discussions· of the 
particular relationships which follow • 
Because of this general correl~tion between all-of· 
the factors, a significant regression relationship, 
exists between the minimum path length and any one of the 
other factors, but not all of these relationships, ~ave 
been investigated for two reasons·. First of all, the 
correlations between the minim11m path length and the sigmas 
and ranges: are not nearly as·, clo6e as the ones which in-
volve the means and the length of the shortest six segments. •, 
~ Second, it has been assumed that the sigmas. and ranges; 
.!, 
are dependent upon the means. Therefore, only the more 
significant relatio~ships will be·. studied in detail. 
0 
, 
' 
., 
..-18-
jl, 
• 
......... _ .. 
.. 
1 
DATA 
SET 
1 
2, 
3 
4 
5 
6 
7 
8 
·9 
10 
11 
12 
13 
14 · 
15 
-
-
'"" 
i ' \ . 
.. 
2 
MIN. PATH 
LENGTH 
3104 
3485 
2480 
2950 
2860 
3070 
7150 
3210 
1308 
2610 
2441 
2159 
3429 
6000 
1000 
4044 
4458 
3650 
3320 
3606 
3942 
3780 
4260 
1850 
3810 
3242 
3116 
4476 
8700 
1400 
4 
SI.GNtA · 
·.. . ·p 
550 
434 
664 
150 
331 
405 
467 
405 
252 
607 
417 
524 
557 
962 
230 
TABLE ·3.-1 
' STATISTICS (l.JN{)OD.E.P·} 
'5 
.RANGEP 
1700 
1815 
·. 2530 
700 
1340 
1630 
1840 
1840 
886 
2835 
1590 
1627 
2248 
4700 
800 
6 
MEANS 
674 
743 
608 
554 
601 
657 
630 
710 
309 
634 
540 
519 
746 
1450 
233 
\. 
292 
263 
286 
279 
278 
- 310 
285 
230 -
119 
273 
209 
267 
283 
393 
125 
• 
. " 
.• . 
"' 
1007 
. ;!)oo 
' 
~840 
950 
-~ 
;920 
1~110 
·950 
.. 
830 
404 
'f:838 
617 
~81 
~ 809 
,, 
1000 
400 
, ... 
&. 
.(;-· ,: 
•, 
J:io,· 
··-· \· ~ 
9 
LENGTH OF 
SHORTEST 
6 
-SEGMENTS 
2221 
2860 
1760 
1620 
1830 
2710 
2030 
2820 
1130 
2092 
1920 
1463 
2796 
6000 
700 
10 
NO. OF 
INSIDE 
POINTS 
2. 
1 
1 
3 
1 
.. ·~ 
l 
.4 
1 
2 
1 
2 
2 
1 
·O 
-
.• 
. < 
l 
,· 
,.__ 
11 
NO.OF SHORT 
SEGMEfITS IN 
MIN. PATH 
4 
4 
4 
4 
4 
3 
4 
4 
4 
5 
4" 
4 
3 
6 
-
, . ~~--- ~...,.,..,~ ·-·· ---~~~ :-,,:.. . ..,... -- --··. . -
,, 
• 
., 
TABLE 3-2· 
1 2 3 4 5 6 
' 
7 DATA MIN. PATH MFANP SIGMAP RANGEP MEANS SIGMAS SET LENGTH 
' ·-· 
10 - 41.9 60 9.7 36.6 10 4.6 9 85.4 120 16.3 61.l 20 7.7 i 4 160.0 180 8.2 ~37.9 30 15.1 ,. 5 190.0 240 22.0 89.1 40 18.5 ' ~ 7 218.0 300 37.0 . 146 .o 50 22.6 
1 6 280.0 360 37 .o 149.0 60 28.3 ' ' 1 322.0 420 57 .2. 177.0 · 70 30.4 8 361.0 480 45.5 207.0 80 25.9 
\ ·2 422.0 540 66.5 220.0 90 31.9 
·3 409.0 600 106 .1 398.0 100 46.6 11 496.d 660 84.6 324.0 110 42.5 t 12 501.0 720 122.0 378.0 120 62.0 13 596.0 780 97 .o 392.0· 130 49.3 14 600.0 870 96.2 470.0 145 39.3 15 665.0 930 152.0 533.0 155 83.3 ... 
-;. . 
L. 
'· 
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C 
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< 
~-
~ ' 
:- •: 
:t . . 
1l<~ 
. 
'S;· 
.• 
-~=· i . , 
' . 
.: ~ . 
J 1 
8 
RANGES 
13.5 
26.2 
. 51. 5 
61.1 
75.5 
101.0 
-104.2 
93.5 
109.3 
140.0 
125.8 
,. 
. 204. 0 
141.0 
. .' ioo.o 
~61.0 
~., ~ ~ 
l·i i' . J ,. ! 
~ r. 
k f :. 
~\~ 
, . 
• · 1.. 
-t . ,, , 
~;:..(It r, 
'( .. 
. '· 
' 
~i--l 
t·f.~ •' 
~ . .-.. _?-:,., 
~ •be .... 
• ~· r ... ; .• 
, • '1 ~ 
, , F 
..,. f 
i._. ~ . 
... 
, ' ' .. 
.c· e 
'' t' 
~ ', 
. ', ,· 
C 
., 
.. }.:.:, 
::, ..... 
.,.. 
" 
,· . 
9 .10 11 
LENGTH OF CJNV • NO. OF '\ SHORTEST FACTOR. INSIDE 
-6 POINTS 
SEGMENTS 
"" 
' 
.. 30.4 .0412 1 
73.0 .0648 2 
88.0 .0542 3 
122.0 . .0665 1 
· 161. 0 .·0794 2 
207.0 .0912 1 ', 
-~ 
231.7 .1041' 2 
318.0 .1128 1 
346.0 .1220 1 
304.0 .1650 1 
390.0 .2040 2 
339.0 
·iio 2 480.0 • 'J:1. 1 
• 600.0 .100 0 
467 .o. .667 
-
.. 
~ .. ' 
\ 
• 
.. 
(!. 
.,. 
. ., 
-
··=:::J OD = D DOD D =u 
,,-- • • DI ~ c==J 
, Mean Segment Length versus Minimum Path Length 
The first relationship which will be· discussed is 
., 
the mean segment length verslls the niinimum path length. 
The. mean segment length was fou.nd to have a· higher cor~ 
relation to the minimum path length t~an any other sta~ 
• 
tistic. A linear regression was run on this relation-
ship and tha correlation coefficient, of the regression 
is • 99491. The sizl@ o:f thi£: coe-f'ficieD:t 1~ due to· the: 
method by which the data was coded'Q ~e first ·least .. 
squares line that was: fit-, to. th_e ,d,~ta has the follo~ng 
<, ' ' 
;,,J: 
Min. Path Length= 4.195(Means) + 17.69 (2) 
This equation is the result of a regression in which the 
,f, 
fit was forced through the mean. In addition to this, 
anOther regression was~n on the same data, but this 
time. the fit was forced through the origin. This was done 
for two. reasons; first, because the constant term (17.69) 
in equation (2) is small and second, because it is logi-
cal. to believe that the line should go through (o,o). 
The resulting equation is: 
• 
,. 
Min. Path Length= 4.363 x Mean· 
' s (3) 
/· 
/ 
and, due to equation (1), this can be restated as, 
• 
Min. Path Length = Meanp x • 72?3 (4) 
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1 
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I 
l 
/ 
1 
DATA 
SET 
10 
9 
4 
~ =· 
-5. 
7 
6· 
:1 
8 
2 
3 
11 
12 
13 
14 
15 
2 
10 
20 
30 
40 
50 
60 
70 
80 
I 90 
100 
110 
120 
130 
145 
155 
Min. Path Lenc;Jtl1 
3 
.. 
> 
C 
Min. Path 
Length 
(obs) 
41.9 
84.5 
160 
190 
218 
280 
322 
360 
422 
409 
496 
501 
596 
· 6.00 
.. 
.6(55, 
;.. 
vs. Mean ..;. ·Re:gr·e§si·o::i:1 1R'esu.1:ts· s ~ 
.. 
·. 
4 
.Min. Pa th 
Length 
(cal) 
43.6 
87.3 
131 
175 
218 
262 
305 
/349 
393 
436 
480 
524 
567 
633 
676 
. . 
5 
~1. 74 
-2.77 
29.1 
15.5 
-.18 
18.2 
16.5 
11.9 
29.2 
-Zl .4 
16.0 
-22.6 
28.7 
-32.7 
• 
-11.4 
-22-
• 
.. ~ 
. ;i 
~ 6 
tmulative 
R~sidual 
'(:, 
7' 
Res./Cal 
X 100 
-3.98 
-3.18 
22.3 
8.85 
-8.39 
6.92 
5.42 
3.41 
7.46 
-6.26 
3.33 
-4.34 
5.06 
-5.18 
-2.42 
I 
I 
l }. 
I. 
!. 
! 
i'· 
I 
I 
I i. 
• 
,..,._ 
' 
D 
:( Equation (3) gives a T-test. value which.shows a 99% 
confidence level for the relationship. The C'omparison of 
observed and actual values for each o:f. the data sets is 
· given in Table 3-3. Examination of the residual column 
of this table reveals that the absolute values of the 
' 
residuals increase as. the mean path length increases. 
Because of this, it is necessary to iriclude column 7 in 
the table. _This column is the percentage difference be- · 
tween the observed values of the minimum pa th length. 
It shows that although there is a definite increase in 
·}· 
., . 
,r' '"' "', .... ..,.. •• •' t'"' r,;,. .. ,J,.,." .,.:.,-~;~ .;..•. , 
. . .,, • ,,,._ -·- .• -·... '). • ". -~ ,.:~11,,;.. .. " ' ~. ·c: 1·~ • ,.Ji. 
.. . .. . . [. ,.,~,,, .c··:· ·: . .. ,;;-: ' ;,:_;;.,,',.~;/~ ·: ~· : '• _.r' '."'\.,\' .• ,..~'..%:it~:··.·_ . ·~. ,, , ; ~ the abs,o.l,q.te.~:~.i~,.Gf_.ltjlffittiS1.<iitlas ;· ·tnere 'iS riO · noticable · -::~ • l . ~- • 1 .... #' -. --· j. "', •• .:\··. ... .... .. ... ~ ,.,...,_ 
. ,, ' . r. '.,;., ,'I'·•· ' .,.,., ~}, $ ,. , . • . # . • . "' • ~ . " . ' ... ~ '~ ... ;::, ~ . .,.:--· • \ ... 
-',1 J, .. _,,.!•z~ 4,,. J, ,,., ; I • ,. .... •' ~ I . .r _... • 
increase in the percentage difference. 
Figure 3-1 is a plot of the regression line which 
was fit to the data. A plot of the residuals versus the 
segment mean 'is given in Figure 3-2. Examination of 
this figure reveals another interesting point. Of the 
first five points, three are negative; of the next six 
only one is negative; and of the last four, three are 
0 
negative. This fact gives the impression that the best 
.. 
fit to these points would not be a straight line but it 
would be a concave downward polynomial. Actually, there 
is not sufficient data to draw a significant conclusion 
in this regar-d. 
Figure 3-1 also shows the 99% confidence intervals 
-for the regression equation (dotted lines), These lines 
-- ire based on the percentage difference, not ori the abso-
lute value of the residual. Therefore, these lines are 
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not parallel to the regression linr, but they get increas-
. 
ingly farther .away from the line as they· go away from.the 
j 
origin. The size of the confidence interval was calcu~ 
lated in the following manner. First,; the standard de·-
viation of the percent error was. calcula~ed and then this 
- -- ~ - ~- -· .... 
' 
was multiplied by the appropriate t-value for 99% confidence -
and 14 degrees of freedom. 
The calculations are: 
Sigma% = sqrt. 
' 
'•:",~-,·~··'"~'t'&J~:, ,;~.:'i)1f:.\.\~~i-·":-.{/.?'.~ ·_.'. >I>)>::: \i.) 1 .~ ' ' 
, ..
= ?'.93 ( This value is the standard deviation 
of the percentage deviation.) 
Conf. Int.= t x sigma% 
= 2.60· X 7·.93 
=.:· 1·9.62 percent • 
. 
Therefore, the upper confidence limit is a line which 
is 19.62% greater than the regression line, and\the 
lower l.imi ts~ is· a line which is 19.62% less than the 
\ 
' 
regression line. 
·.) 
• 
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Length of the Shortest s·1x Segments·. versus Minimum Path Leng~ 
...r 
The ·second area which has been investigated in detail 
·1s the relationship between the length of the shortest 
six segments and the length of the minimum path.. Once· 11\ ~ ~ 
. 
' r. again the fit was. forced througp the origin and, therefore, 
the constant term is·zero. The regression yielded a cor-
relation coefficient of .9657 and a confidence level for .. 
the T-test of 99%. The resulting equation is, 
~-
Min. Path Length = 1.245 x L.s·.s·.s·~ (5) 
a plot of the data is given in Figure 3-3. 
An interesting situation is- brought to light by 
Figure 3-3·, namely, that the confidence limits: are not 
· symmetrical about the regressi.on line. The calculated 
95% limits would be at plus and minus 27.7%, but this could 
not possibly be a true representation of the actual sit-
uation. The reason for this is that the absolute lower 
limit of the minimum path length is the length of the six 
stortest segments. Because the minimum path is composed 
of six segments, it will be made up of the shortest·. 
six segments ,i_f and only if all o.f the interior angles 
formed by the six shortest s·egments ar.~ less than 180 
degrees.3 • 
3For an example of a problem which fulfiils this requirement s·ee Problem No. 14 in the appendix. 
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DATA 
SET 
10 
9 
4 
5 
7 
6 
1 
8 
2 
3 
·11 
12 
13 
14 
15 
--~.-.. 
--
• 
• 
TABLE 3-4 
Min. Path Length vs. Length of Shortest Six Segme·n·t·s. :·.;;._ R··e.gression Res._u:1t·s 
30.4 
73.0 
88.0 
122.0 
161.0 
207.0 
231.0 
318.0 
346.0 
304.0 
390.0 
339.0 
480.0 
600.0 
467.0 
3 
MIN. PATH 
LENGTH 
(obs) 
41.9 
85.4 
160.0 
190.0 
218.0 
280.0 
322.0 
361.0 
422.0 
409.0 
11'.~6. 0 
·~
1 .0 
;. ()6 0 ,;, 
_.I - •. 
600.0 
665.0 
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ct 
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( -~ ~ {.Y 
1 ~ 
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J:,.j 
f~ ~·~ 
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;_... ti{ 
fi,j 
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., 
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··,_ ..... 
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;l\ .. 
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~~:i M· ~l~-~ 
'~{ 
' t' ~',Jf 
WI; 
~J \ 
.7 I._ 
/ :.;:· 
~':.l:: 
"\,:; 
.. ~ ~· 
4 
MIN. PATH 
LENGTII 
(cal) 
37.85 
90.89 
109.6 
151.9 
200.4 
257.7 
288.5 
395.9 
430.8 
378.5 
485.5 
422.1 
597. 2 
747.0 
581.4 
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5 
RESIDUAL 
+4.05 
-5.5 
+50.4 
+38.1 
+17.6 
+22.3 
+33.5 
-34.9 
-7.2 
+30.5 
+10.5 
+78.9 
-1.6 
-147 
+83.6 
.. 
6 
OJNiULATIVE 
RESIDUAL 
+4.05 
-1.45 
+48.95 
+87.05 
+104.65 
+126.95 
+160.45 
+125.55 
+118.35 
+148.85 
+159.35 
+238.25 
+236.65 
+89.65 
+173.25 
·:,. 
7 
RES/CAL 
X 100 
+10.7 (• 
-6.05 
+45.98 
+25.08 
+8.78 
+8.65 
+11.61 
-8.82 
-1.67 
+8.06 
+2.16 
+18.69 
-
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u I /In all other cases, the minimum path length will~ be greater 
than the length of the six shortest segments. Therefore, 
the lower l.imit in Figure 3-3, which represents 100% 
confidence, not 95%, is placed along the line, 
Min. Path Length= 1.00 x 1.s.s.s. (6) 
This modification effected a 1,% reduction in the width 
of the confidence interval. 
All in all, this relationship is not as good as the 
Jtrevious one for estimatin~ ~~e. l~.p.gth of _the minimum, p~J;h,--~ ,-~,.,~ .. -.=~'A-:.~·:·.:::r~,·::-~~,;<;J - .. ' . . .. . . . '·; .. , . ... .. , .. -
-~ ' . . 
.,;,,,, .. ,.,. .... ' . " (' 
but there are other interesting correlations between these 
• two factors which make the shortest six segments a. power-
<\..___ ful key which may eventually open the door to an exagt 
i 
I 
~olution to the traveling-salesman problem. This is 
discussed in more detail in the next chapter. 
The Relationship Between the Segment Length Distribution 
and the Path Length Distribution 
An objective evaluation of the frequency distributions 
which was generated in the 15 data sets does not yield 
a s ca Lis Lica.llJ ~.ignificant .. relationship between the 
· segment length distrib~-ci.0ns 0.11d t~.-J.e path length distri-
butions. For-a six city problem, there are only 15 seg-
ments ~d 60 paths: and these numbers~ are not large enough 
to fill out the distributions to the point where a cqrve 
' can be fit to the data with any degree of accuracy. 
Examination of the data sets shows that many of the 
distributions., both of segments: and of paths, have low-
• 
•30-
-·--···-·· --· .... _...~ ......... . 
••• --·· - .,....., ...... / ... -•--·•--•••-'"' _ _. ... ,-· ~- .1 ••· • 
. fl 
'· 
' 
, .. 
I 
' 
points or holes in them. Whether these holes are caused 
by chance variations; or whether they are an actual part 
I 
. ! 
of the distribution can not be determined from the data. 
A subjective·'' evaluation of the data also did not lead 
to any conclusive evidence of a relationship beti,1e''en the 
distributions. Of the .fiftee.tt:_ sets of data, only two 
' 
pai-rs have segment distributions which are reas.onably s:im- · 
ilar; they are 5 and 7, 6 and 15. In both cases, ~he.r~ 
.. 
is ~ general. sir.iilari ty between the pa th length dis:tri-
butions, but this relationship can not be considered con-
r~ -' 
An additional experiment was conducted to determine if 
the ordering of segments within the same distribution of 
segment lengths would have an effect on the path length.di§-
. 
tribution. For example, the· two sets: of data which are shown 
in Table 3-5 both represent rectangu.1ar distributions with 
a mean equal to 3 and a standard deviation of 1.41· units. 
Tt\BLE 3-5 
Data for Ordering Experiment 
Segment Data Set 1a Data Set 2a 
12 1 1 
·~~ 2 . 1 ~ 1 
' 
15 2 
16 5 2 
~~ .... ,. . 2 
·'·\ .. 
2 3·. 
25 .... ~ 3 26 3 
34 5 4 
35 1 4~ I I 
36 2 4 45 .. 3 5 
46 4 ,5 
. 56 5 5 
.,.,. 
'.:-'I' ' 
'-31-
•. -~= 
i 
.. 
. ,. 
, 
·.(·., 
) 
"· 
, 
The resulting ·frequency tables which were produced 
by the above· data sets is given in Table 3~6. 
. ,) 
TABLE 3~6 
Path Length Frequency Table 
Path 
Length 
14 
15 
. 16. 
17 · 
18 
19 
20 
"2l' . 22tf"· ··;.·· · .. 
Data Set 1a 
4 
8 
2 
16 
6 
8 
l+ 
,. s!f .. 
. a· 
) .. . 
I 
.... , 
. Data S'et 2a 
• 
0 
0 
o· 
1·8. 
24 .. 
18 
0 
6·· 
0 
' 
Table 3-6 indicates· that al though the resulting dis-
tributions l1ave the same mean value ( 18 uni ts), they 
differ considerably in range and shape. The conclusio~ 
-
v1hich can be drawn from this example is that the ordering 
of segments within the. distribution must be considered as 
a condi ticnal parameter which effects; the path length 
distribution. 
In conclusion, the results; of the experiment do not 
lead to any conclusion as to the existence of a definite 
• • 
relationship between the segment length and path length 
distributions. In order to investigate this relationship 
in more P,etail, larger problems---,~ght or nine cities, 
\ 
would have to be generated and-, investigated • 
·~ --.:., 
~. ' 
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CHAPTER IV 
REC01vr}1ENDATIONS FOR 
FUTURE STlJDIES 
Larger Problems · · 
.... 
The first recommendation is that a statistical study 
of problems larger than six-citie~ be undertaken. First 
.[ 
of all this would lead to some more definite information 
': 
-, 
• • I ' 1-~ 
_ "• ( •. • ••yJo,.:-, .... ~~,..;, • b t th di t ib t .. ;,?.l,l:'-" ... --·,·:~~-~',''"'~ t' d ,· th 1· ..l-,'t ~ . . .... ....,. -.s~-I -~·,.·.Ila···~· ... -·-.,..-~., ... :Ii>' ., .• a o u e ~f! r.. . u ..1.~1\1,~f{~~'-_·;,.)t~;Q~~n. . . an. -· ·· -pa -- ;. -··· -,eng c;r1·s-·;-~ .. ~·wrt.r·c.n·,- _,,..._,,.,,.,.:~· .:r-,.\: ...... c(_ ~ --~- .. 
as stated in the previous· ch~pter, was. unattainable with 
six-city problems. Also, all of the regression relation-
' 
ships- ~nich wera developed in Chpater III are only valid ' ... ~ 
for six-city problems. If a series of problems -were gen-
erated with the number of cities: varied as well as the 
other factors, multiple regression relationships could be 
established which would be acceptable for any siz·e problem. 
In this manner a much deeper insight can be gained into 
the mechanics of the problem. 
I •·)l . 
. ·., .. 
,· ' 
t· •. °".'' Sampling Plans 
Th~ second recommendation is that sampling plans· be 
I developed which can ·be used to find approximate solutions 
. 
to the . traveling-salesman problem. The design of single -\ 
\ 
or double plans vJ'..OUl~ b.e fairly simple because .they vro uld ...... ' \ 
>' 
involve only determining the sB.1Ilple size necessary for the 
\ 
. 
' required degree of accuracy. Also, once a good estimate 
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·,. 
of the minimum path length is obtained, rather sophisticated 
sequencial sampling plans can be developed which wduld 
compare the length of the path being developed to the es-
. ,. 
timate of the minimum path length at each stage of the 
sampling. 
Also, a different type of sequencial plan can be 
developed which would start off with random paths witil 
one is found which is fairly close to the estimate. Then 
the segments. which make u~ this path can be analyzed to 
determine which combinations of segments helped to pro-
,\, 
.. d.i:t.~"'-'.., .. ±.,.1t,..--,;~•il•,~,,,~·--'.f.~•~·*-~3.:<;-."~~~ . .,.,,,L"'~i ch combinations hav 0 nr· o:vented .. t.·.~c.;...>-~~....,..~~,~'!rrp~--~-.::t-~~~,:~~\:'.;~~t•f;~~ .. (-~-~-~~~ ... ~.tU"' .. ,w··:.r.t . . ... ·, .. :J 
·_, ~'-','~.If'_, ·~O" ·.. . . -. -
,. 
• "."!""" 
the total from being even lower than it is. For example, 
if· in an N-ci ty. problem, the first N/2 s·.egments in a 
.. 
' 
" 
path have a total which is lower than half of the estimated 
minim11m path length, this part of the path would be included 
in the future s~~ples. The other part of the path, the 
part with a length greater than half of the estimate, 
would be changed from sample to sample until another low 
total is found. 
Another possibility is to keep account of,the sum 
of the segment lengths as a path is being constructed. In 
this manner, the total can be compared at each stage to the 
.. 
appropriate percentage of the estimated minimum path length 
and, if the difference is large, construction of the path 
can be discontinued without further loss of time. 
These same procedures can be applied to a,non-random 
approach to a solution. In this case, the possible paths 
would be en11merated in some orderly fashion until an accep-
-34-
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table solution is found. 
·, J 
All of these techniqu3s. can be easily programmed 
____ .... ,·----··"·'°'"~--~,;,~ .• , ... --··---for t,-10 reasons; first, because the machine generation of 
random permutations is reasonabl~, simple, and, second, 
because all of the decisions can be made objectively rather 
t) 
than subjectively. 
The Shortest N Sep-rn~~~~ 
In table 3-1, colilron 11· lists; the number of segments 
w~ich are common to both the minimum path .and the s~ortest ,~ 
. 
, 
. ~ 
t , • 'i '~ I ir •""' •. J'. ·. - trl/,: {, .'• ': ~ • .,, 
. " • ~ -• ,-,-..'°.'\"-"';~ ~-[f\ ... .,.fi" •t~'•}'.,--,,'lf\."J -':'' "".41 \;,~J1J". I,~...,. • ~ 
. ' 
-- ~ ,••······•~=-~'-""'""P,;~ .. ;' ~,: .. -c~::''.>:'~~,1~!,.~;~i";;_~~hts;:{~ .... J .. f11:,:~etery '"case' with the exception of two' :, 
,:;,, 
;-,, ·- J 
:, 
:, 
., ' 
-J ' 
'd I 
I 
L [ I 
J =· 
I_] 
,-./ the number is four or greater. This·. means that in roughly 
88% of the problems, two-thirds: of the minimum path is made 
up of elements. out of the shortest six segments. 
' ,, ~ 
In addition to this, the ten 9-city problems which 
are mentioned in the section of Chapter I~ entitled 
"Linear-Programming Method" were checked to determine the 
number of segments corrrrnon to the minimum path and to the 
nine shortest segments. In this case, all of the problems 
had six or more -common segments; once again two-thirds of ,. 
the minimum path is composed of elements from the N shortest 
segments. 
This explains the fairly close relationship between 
these two factors which was discussed in Chapter III. 
This fact leads. to another possibility which is even 
more important than the ability to use(~he sho~test N 
·' \ 
_/ 
segments as an estimator of the minimum path length. -That 
possibility is that the shortest N segments present a start-
,'cJ. 
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ing place from which other techniques can be used to find 
a solution. All of the exact techniques which were dis-
cuSs-edi:nCha.pter II, with the exception of dynamic program-
' 
ming, assume that an initial solution is available: at the 
start of the solution. By using either the N shortest 
segments: or some feasible path which i~ based on the N 
shortest segments, a good initial SQlUtion is assured. 
Conclusion 
• 
. .. 
. . .. . l'It seems· very likely that quite a diff e;rent ,, • 
· .·. i -,i' .:.:; - .. · ·appr9a~h fr.om any yet; used may be :i:-equi red , 
'"''"r:+,:;:r,;··t.M"-<"'f li.~:·r-;t:'-:';:. :.;~,r. .f"-0 r s u c c e s s f ul tr e a tm en t of the (tr ave 1 in g-
s ales man) problemo In fact~ there may be 
no general method for solving the problem 
and impos~ibility results would also be 
.,··;··. 
"valuable" 
\__ 
'.!'\' 
. : -. . .:.• . '~ ... - ' 
• 
··\ .. · ..· 
·\ 
This statement was made by M.M. Flood in 1956. In the sev-
.. . 
t 
en years since that time, very little has been added to 
the body of knowledge about the traveling-salesman prob-
lem. 
The purpose of this report was not to alter this 
situation to any great extent, but merely to look at the 
problem from a viewpoint which is different from those 
which have been tried during the last ten years. If 
enough people approach it from still different viewpoints, 
. eventually an exact, objective solution will be f~und · 
' 
to this fascinating problem. 
' 
1 ' 
M.M. Flood, "The Traveling-Salesman Problem", Operations 
. 
Research, Vol. 4, (1956), p. 65. ' . 
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APPENDIX -A 
PROCEDURE FOR GENERATING 
AND PROCESSING PROBLEMS 
. :- ·, 
., 
-37-
• ,•;. 
·,· 
' 
\ 
, 
) 
.. , 
f 
./ 
' 
., . 
• 
-~ ·' . 8;;, . . .. 
. ' 
In order to insure objectivity in the experimental 
work involved on the study, thirteen six-city traveling 
salesman problems were generated in a tandem fashion. 
The random problems were generated in the following man-
1 ner. First, two sets of two digit rail.dam numbers were 
selected. A point was th.en selected on a 100 by 100 
grid in such a way that the first set of random n11mbers· 
represented the x co-ordinate of· the point and the 
A 
secdnd set represented they co-ordinate of the point. 
The point which has· been selected in this manner repre• 
.,. t 
' 
P.~ent·s ~ citx in t·he· problem; -'six such points were s·elected 
for each problem. The cities were: numbered in the order 
~ in which they were generated. 
After locating all of the cities for a problem, the 
cities were connected by straight lines. The length of 
these line~ were measured and these figures were used as 
the segment lengths. 
In addition to the thirteen raridom problems, two 
non-random problems·were generated. These problems 
represent _-a regular hexigon and a straight line with 
' 
five equal segm··ents,. These two problems were included 
with the random 1ones because they represent the two 
geometric extremes between which a -,problem can vary. 
In order to calculate all of the statistics which 
were needed, the ~egment lengths for each of the problems /, 
, were used as data and processed.by a G.E. 225 computer • 
The program that was used to process the data calculated 
-38-
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the length of each of the feasible paths and also cal-
culated the following statistics: 
a. 
1. The segment which makes up the shortest path,· 
2. The length of the shortest path, 
3. The mean segment length, 
4. The standard deviation of the segment lengths, 
._, 5. The range of the segment lengths, 
6. The mean path length, 
·"'\!,. 
,, 
•' 
. 
. 
. 
~ .. " 
· .. ,,_·,,.~8{~.::.;.·,,The·'·range of the path lengths·. ', 't " • 
These statistics were then analyzed in the manner 
de~cribed in Chapter III. 
• ' ,. 
·..;· 
.. 
1.' 
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APPENDIX 
-
B 
DATA SETS: 
°\ t :• 
:.~ 
o. 
-ll)-
.. 
:-· .. 
. .. 
' • ,.'I, .. _·., , .. ··.,. ; ..... · 
• 
" 
·-:, '. 
1 
.... -----..z,...._·.,,..._· -...-·.·!'"' ; •. ' .,.; ... ·. 
! 
... 
l' 
r" 
~r 
' -, 
"" ... 
. ' 
\: 
' .\ z.. ..... .. . ., _,, .J.,,! 
i 
~ 
'I 
,. 1 
" ·I 
,, . 
3·07 
J25 
342 
360 
377 
395 
412 
430 
447 
4~5 
482 
.-.. 
.•· 
..... ~: "Ji. ·: 
6 
DATA SET ?Jo. l 
• 
O 4 8 12 16 20 
Peth Frequency 
Diagram 
Minimum Pa.th 
~.J 
13462S1 
·?· •• 
Shortest 6 Segments ~ 25-34-26-15-56-12 
,. · 1 
. ------· ~ ----- --· 
~ .. .. ..... . 
:~.·~·-· 
-..:.,_· . 
3 
23.6 
38.2 
s2.a 
67 .4 
82.0 
96.6 
111.2 
125. 8 
Length 
I.ength 
222.1 
-41~ 
4 
Length 
of 
Segments 
12 60.0 
13 106.5 14 118.0 
15 L15 • 5 
16 s4.5 
23 72.0 
24 74.8 
25 17.3 
26 32.6 
34 18.5 
JS 11.s 
36 93.5 
45 77.8 
. I 
1 
~ 
I 
'" 
I 
I 
I~ 
!~ 
. --~~·-·.. "·· ... --- __ 46 -. . . .. 9 0 • Q _____________ ~= . '""'""'-"'!"~~'n'.-~.:"'."'"'"":.~': '·ij-: .·_1 : 
56 48. 2~ 
0 I 2 3 4 5 
Sevnent Frequency 
~·-
Diagram t 
mean 8 - 67.4 
sigma 5 - 29. 2 
range 8-l 00. 7 
-
t 
' 
I 
" 
' 
I 
",' 
I 
~ 
·, 
1, 
• 
1 
333 
350 
367 
384 
.401 
410 
435 
·452 
4(,9 
486 
T.IU3 
.. _,.) 
520 
537 
0 4 1 ') ( . 
Pa th F1rc1uenc:;r 
Di ac:r arr1 
._., 
,, 
2 
}1inirnum Pa tlJ 
1 2 _t; t. I~ 3 1 
DATA SET No. , 
6 .. 
12 
13 
14 
15 
16 
23 
24 
:25 
.. 26 
31+ 
35 
3:6 
45 
.~:, l+· 6 
,. . '. . . . 
. .. ~ ... 
56 
.2·0. 7 
Ju.1 
I ·7 c' 
,i • :>·- . ......__ 
60.9 
7I+o 3 
87. ,' 
101.1 
114.5 
127. CJ 
0 2 11. t, 
I,en~th of 
_. 
Segments 
Sevnent Frequency 
Diagram 
,1.~ert g·th 
JG:8. 5 
:rang·e::s-
74.3 
26. [. 
90.0 
Shortest 6 Se czments I,ent:;tr1 
34-LS-3~-~6-46-12 286.0 · 
-
-42-
:~' 
.. ; . 
:r 
l 
4 
'• C't! 
... 
230 
260 
. 
290 
320 
350 
380 
- 410 
~-0 
470 
500 
530 
.. , 
~-. 
'• . ~. '"'(' 
~, "' 
t 
' 
I DATA SET No. 3 
.. 
5 ' 
~-
Length 
of 
,'·: Segments 
12 76 
13 91 14 5 15 44 16 I~ 23 
24 75 25 84 
26 22 · 
34 90 
~ 2 35 102 
36 37 
'" 45 50 
46 .. -~=,-~7 5 . ---n-...-..--- -
3 56 69 
4 
18 
- . ·- .... 32 
46 
60 
74 
88 
102 
12 16 
Path .Frequency 
Dia.gram Segment Frequency Diagram 
Meanp - 365 
Sigma - 66.4 
Range~- 253 
Minimum Path Length 
1432651 248 
Shortest 6 Segments Length 
18-S-22-37-44-50 176.o 
-43-
.,~ ·. ,: ·' - •.• • ... - J ... • •. ·:.r ~",, . ~ i . .., • • 
Mean8 ·- _ 60. 8 
S1gma 8 - 28.6 
Range 8 - 84.0, · 
' .. ,. . ·.-:' --·~.:..·-·~-. . ' 
-~ 
·J' 
., 
3 
290 
JOO 
310 
320 
\ 
330 
340 
350 
360 
370 
0 
.--
l DATA SET No.· lt. 
~- " 
( 
2 
5 
0 
13 
27 
41 
55 
69 
83 
97 
113 
li 8 12 16 0 2 4 6 
Length 
of 
Segments 
12 
13 
14 
15 
16 2·"' 24 
25 
. 26 
34· 
36 
45 
46 
56 
50 
99 
102 
S5 
~~ 
54 
7 14 
8~ 
./ 
62 
47 
L~3 
11 
. ·~ .. ' ............ _~--'" __ , ... . . 
Fath Frequency Segment Frequency Diagrrun Diagram 
Meanp -323 
Sigmap-15 
R_angep-70 
¥dn irnum Pa th 
... 
1 2 5 6 4 3 1 
Length 
295 
Shortest 6.Segments Length 
25-56-46-45-26-12- 162 
-44-
~; 
Mec1n 8 -55.4 
Sigmas-27.9 
Range 8 -95 
'· 
.. 
.. 
t 
f' 
' ,• 
•, 
\" 
1·' 
' ,; 
}. 
,, 
276 
293 
311 
329 
346 
364 
381 
399 
416 
Lt3~-
.• 
,, 
··=-
~-- :41,. DATA 
Ii1 
,/:./ ) 
~{) 
,; ' 
~-
1 
3 
'6 
~-
SET 
l~ 
18 
32 
46 
60 
74 
88 
102 
116 
- - . 5 No. 
5 
:.·. 
{:, 
: ... · 
·segment 
lengths 
,, 
:·ii 12 46 
13 7l~ 
lLt 103 
15 104 
16 85 
23 3;? 
24 58 
25 6C) 
26 l~3 
34 31 
35 76 
36 12 
45 73 
46 19 
56 77 
0 li 8 12 16 o l 2 3 4 
Segment Frequency Pa th Frequency 
Dia.gram 
Meanp - 361 
Sigma - 33.1 p 
R 1 34 angep- ..... 
Minimum Pa th Leng·th 
1 2 3 6 ~- S ·1 286 
Shortest 6 Segments Length 
36-Lt6- 34-23-2t)-l 2-8j- l8 3 
-45-
Diagram 
Means -60.1 
S1gma8 -27.8 
Range 8 -92 
, .. 1, 
,I 
; 
... 
,, 
•! 
'· 
' 
293 
314 
335 
3S6 
377 
' 
3 9 8 ', ·.;:=: =~~-~-···-~-·-· _ 41 9 I: 0;:::::=::::=:::::=::=:e;:-
44 o ·,~ -
461 
482 
6 
) 
,. ' ' .... 11 
" 
DATA s·ET No. 6 
~· 
·.•· 
~ 
,,·. 
20 
3.5 . -, __ - ~ 
50 
""'' 65 
Bo 
95 
110 
125 
140 
.. ,.~ 
Length 
of 
Segments 
12 · .. , 57 
13 67 14 74 15 72 
16 37 
23 so 24 21 25 123 
26 43 
34 45 35 101 
36 31 
45 132 46 52 56 81 
O 4 8 12 16 
Path Frequency 
Diagram 
0 1 2 3 4 
Segment Frequency 
,. 
Meanp -394 
Sigmap-40.5 
Railgep-163 
Minimum Pa th 
1243651 
Diagram 
Mean8 -65. 7 
S1gma 9-3l 
Range 8-lll 
Length 
307 
Shortest 6 Segments Length-
16-23-24-26-34-36- 227 
... 
·, 
.,-, .'- ---,~ - '. - ".: ... -.. -=-~J_• .- --:"',--:- -· .... ·-.... -. ··-::--·---~:-'.:'~·-·-i"":""~-~ ' 
-46-. . ' 
• 
~-
• 
" ""' 
... 
• 
). j~-
~-.:. .... -
__ ."'!'· 
-: 
'· ;_., 
, .. 
,,. 
- 0. 
j ·-·-·-·'"'"'--· ~-
·13 
286 
305 
323 
340 
357 
~--~·· 
3 7 5 --~ ;:::::==:, 
393 
410 ., .. ~~ 
427 
445 
463 
-"· ... ,.,, 
,, 
.i, 
1 
2 
0 4 8 12 
Path Frequency 
Diagram 
I 
. 
Meanp -378 
Sigmap-46. 8 
R-angep-184 
.. -··-·-· -•• - • -~ .. r'"''"'- -·rt... ~· -
,.. 
.. 
DATA 
4 
\ ( 
• 
·-47-
SET NO. 7 
6 
.. , ... .-... ~ ........ 
Length of 
Segments 
12 26 
13 32 14 46 
15 70 16 62 
23 ~~ 24 25 50 
26 49 34 93 35 83 36 82 
45 113 46 97 56 18 
Minimum Path 
1325641 
....... ;.t'.· 
(J;, 
Length 
275 
Shortest 6 Segments 
. 5 12-13-14-23-56-26-
Length 
203 
1 
21 
' 
35 1,1,~!- ·. '·'·· 
~~" ··,"'7'..S-..alW 49 jJ__ :w,~ 
6 3 ~f.!= =====:, 
77 
91 
105 
119 
O 1 2 3 
Segment Frequency 
Diagram 
' Mean8 - 63.1 
._:) S1gma5 -28.6 
Range8 -95 
--
:....:. 
'. 
l . 
, I 
' :1 
'I 
f' 
,, 
11 
C 
:, 
IC 
:11 
C 
D 
) 
;, = ·=· : 
1J ((I • 
;; 
.~ 
• 
321 
334 
348 
361 
375 j88 
402 
415 
429 
442 
456 
469 
483 ~-
496 
51,0 
r O l.t 8 12 
Path Frequency · 
Diagram 
Meanp -426 
Sigmap-40.5 
Rangep-184 
\ 
DATA SET NO. 6 
3 
-48-
Length or Segments 
12 44 13 115 
'. 14 70 
1.5 70 
16 81 
23 83 24 55 25 91 
26 83 
2 34 54 35 112 
36 78 45 59 46 32 56 38 
Minimum Path 
1234651 
Length 
321 
23 
35 
Shortest·6 Segments 
12-24-34-45-46-56-
Length 
203 
4 7 ~~··i:mezm11, --
5 9 ~;::::· ===::·~~-~--.,.,-.,~··· "'c:.~-:=:::, 
71 ~/========~-~~-~···~-------83 , 
95 
107 
119 
~~ 
-.;,i[,,:". 
-~' ~ . . . 
0 l 2 3 4 
Segme11t Frequency 
Diagram 
Mean8 -71 
Sigmas-24 
Range 8 -83 
.' .. , 
., 
.. ~ 
~· 
... , 
. :.:i,J.: 
J iii 
= ~;; I I J . I ,, 
rJ 
'~ 
a· 
~1 
~-. 
~-
-- ~-
L ""'" dZ' .. . 
#DATA SET NO. 9 
., 
.j":. 
'"'· 
6. 
- . ,. 
·'I'; .. 
127 
"'\ 
. l41 '~' 
11--
155 ·'~----169 
183 
197 
211 
225 
239 
\. 
O 4 8 12 16 
Path Frequency 
Diagram 
Meanp - 18.5 
~'. Sigm9p= 25.4 
Rangep- 88. 6 · 
Minimum Path 
1 2 5 3 4 6 1 
Shortest 6 Segments 
34-25-12-45-35-15 
~49-
' 
• 
.. 
Length Qt 
Segments 
5 
2 
t',. 
' . 
0 
7 
13 !J 19 ~!j~;:= ==··=·" c~·a,·_ -
12·· 
13 
14 15 
16 
'& ' . 
25 
26 
34 
35 
36 
45 46 56 
25 ~:1_;:z=, ,. ====~~----
31 ;:,:,~~~--43 ··; 
55 
0 1 2 3 4 5 
Segment Frequency 
Diagram 
Me~ - 30.9 
S1gmap- 11.9 
Rangep- 40.4 
Length 
130.8 
Length 
113 
175 
500 
467 
278 
288 
394 
360 
149 
350 
&.3 
245 
435 
220 
391 
325 
"'· 
.,.,. 
~ 
• 
9 -;II> ....... : .. .' ~ ·. 
250 
270 
290 
310 
330 
350 
370 
390 
410 
430 
450 
470 
490 
., 510 
DATA SET NO. 10 
·( 
,. 
' 
Length 0~ 
• ~ '.'l' -.•· Segments 
• 
12 
13 
14 
-
' 15 
16 
23 
,:· ... i. 24 
25 
26 3 34 
35 6 36 ,,:1 
45 
1 .. 0" . 4Q. . . --· 'til 
' , ..... :, ..... '" 'f' •••• 56 ... -· · 
0 4 8 12 16 
Path Frequency 
Diagram 
Mean -381 
Sigm~-60.7 
Rangep-283.5 
Minimum Path 
1263541 
70 
210 
350 
490 
630 
770 
910 
1050 
0 1 2 3 4 
Segment Frequency 
Diagram 
r,1ean 8 -63.4 
Sigma 8 -27. 3 
Range 8 -8J.8 
Length 
261. 2 
OJ 
Shortest 6 Segments Length 
36-26-45-14-12-23 . 209.2 
-50-
'I 
.. ·.. ' _.,_, ........... ~ .... ~ ....... - .. 
37B 
736 ~ 
'' 422 
585 
552 
513 
790 
908 
337 
1030 
1030 
.. : 
192 
253 
. 880 -· ·-·-· . 
-·-··- . - -- ----
- - .. 
··91i. --·---_-···--;-··".'·--··-..,-·-·:'"-' ·-
. .. . . 
....,_ 
::J 
., 
,: 
-~· 
' 242 
~
. 
255 
268 
281 
294 
307 
. 320 
333 
346 
359 
372 
385 
398 
411 
.... 
• 
·~-
-DATA SET l~O. 11 
:.it: 
., 
2 
4 
,. -
·" ~ 
' 
O 4 8 12 16 
Path Frequency 
Diagram 
Meanp - 324. 2 
Sigmap- 41.7 
Range - 159.0 p 
Minimum Path 
l 3 s 6 2 4 1 
6 
. , 
"!'"" 
Shortest 6 Segments 13-15-24-25-26-35 
-51-
· Segment V 
Lengths 
12 
., 13 .} 
14 15 
~: 16 
23 
24 
11 3 34 
35 
36 
45 
1 46 56 I 
,,. . 
• 
14 
24 
34 
41+ 
·54 
64 
74 
84 
94 
0 1 2 3 4 
Segmert Frequency 
Diagram 
Mean8 - 54. 0 
SigJna8 - 20. 9 
Range 8 - 61.7 
Length 
244.1 
Length 
192.0 
... 
•" ~.' .• ! • ~ 0 
, 0 • o• •:, 0 C 
fl 
69.5 
22.8 
83.5 
38.8 84.5 
62.3 
22.5 
39.4 45.5 
81.0 
24.0 
6S.5 
60.0 
65.0 
45.8 
·; 
·~.· 
----, . 
0 --t . 
. :r 
. J Li C• 
-
~ : . '.I 
. . : 
'~-·. i 
-~ Q:' . 
-, 
_r 
t) 
} 
5 
205 
225 
245 
265 
285 
305 
325 
345 
365 
385 
I. 
DATA' SET N0.12 
2 
0 4 8 12 16 
Path Frequency 
Diagram 
Meanp - 311.6 
Sigma - 52.4 
Range~- 162.7 
Minimtun Path 
l 2 6 5 4 3 
/ '\ 
·~ 
" 
l 
.., Shortest 6 Segmen; s 
12-13-14- 24-34-56-.. 
-52-
Length of 
Segmert s 
3 12 
13 14 
15 
1.6 
• 23 
24 25 
~ 26 
34 
35 
36 
45 46 56 
0 ----7 
22 ~-----------39 l'.):"1!.. ~-t t,1,; .. . 
52' b:::===~---65 =•<-=~-
7Bp:;=.·--.~--
91~-
104 
7.9 
35.0 
30.2 
61.l 
65.J 41.9 
37.9 
61.7 
62.2 
6.J 
82.0 
94.4 
75o5 88.5 
29.0 
0 1 2 3 4 5 
Segment Frequency 
Length 
215.9 
Length 
146.3 
., r 
Diagram 
Mea.n5 -.$1.9 
S1gma8 - 26.7 
Range8 - 88.1 
Ii;.• 
-:;. 
,,• ;,: ,.,,,. ,;--:,·,·;n•:-·:·• :,··~,,-:. ... :··~·:':!'"-
j I , 
2 
l 
........... ,. . - ... , .. - ...... '. 
.• 
'·. 
:.,,• 
DATA SET NO. 13 ' . 
340 r· -· 
360 . )m;n,-_ 
3 e o :,;:;=,.---:i!ll!!llal--, 
400 ':; -
420 ~::~, iil!!illllll!iB-
44 o /'r= .....~--.. -
460 n .. ;=:: ~---4eo ~-~  
500 ~t;~ ~ 
520 
540 
560 
580 
0 4 8 12 16 
Path Frequency 
Diagram 
Mean - 447.6 p 
S1gmap- 55. 7 
Rangep- 224. 8 
Minimum Path 
1 2 4 3 6 .5 1 
'\ 
6 
Shortest 6 Segments 15-25-34-36-46-45 
~-
-53-
.... ,. "'a:····• ''l(f'" 
30 
4 7 ' I==:;-~-i!!!!!llliaal-
61 
75 ,, i" \"1'.= -~-. --89 fi:~--
103 
117 I 
130 
~~--
~ 
12 
13 
14 15 
16 
· 23 
24 25 
3 26 35 
36 
45 
46 56 
34 
i 
Length of 
Segments 
68.9 
1~.1 
9 .5 
~.o 5.0 124.8 
82.7 
44.2 
105.9 
92.1 
43.9 
t1.o 6.5 59.4 
1+4.0 
...... <!> ;,, 
/• 
'L,-.: 
l 
; 
' 
0 1 2 3. 4 5 
Segment Fequency 
Diagram 
Means -
S1gma8 -
Range8-
Length 
342.9 
Length " 
279.6 
74.6 
28.3 
80.9 
... 
.. 
"..i.tJ' 
t .:". 
.. 
-~· 
O· 
"1. • 
\t_ ·• .. 
DATA SET NO. 14 
l 
~ 
Length 
ot 
2 Segment• 
. ti 
60 
63 
66 
69 
72 
15 
78 
81 
84 
87 
90 
93 
96 
99 
3 
102 •.''~-----
1050J 
-~ 1080;: . -
O 4 8 12 16 20 
Path Frequency 
Diagram 
Me&.nn - 871 
S1gm.ap- 96.2 
Rangep- 470 
6 
5 
-54-
12 
1 
l 
1 
16 
23 
f· 
24 25 
26 
34 
35 
6 
45 
_46 ·.i,. 
~--··r· .. ' ........ 56 
M1nim1JJ1 Pa th Length 
l 2 3 4 5 6 1 600 
Shorte5t 6 Segments Length 
12-23-34-45-56-61 600 
--:,.· 
/ 
/ 
100 
163 
~ ', . 
o 2 4 6 8 
Segment Frequency 
D1agr,am 
Meang C3 145 
S1gma8 ca 39.3 
Range 8 - 100 
-100 
163 
200 
163 
100 
100 
163 
200 
163 
100 
163 
200 
100 
163,. __ 
100 
,._ 
. ,, 
. - . . .-.. :-:·· ·.-,r ---··-··. ---
... '" . 
·> 
• 
'\·\; l 
,J 
10 
= 
) 
r.-., r~'~\" 12 ? ! 
~ ~-J . J 
I 
i I~· 14 I I~ I 
, g s 
~ '~ 
~-
I 
• l . 
16 . ~ (11;--f l~ 
18 
·. 
"~: 
> 
,_ .. 
DATA SET NO. 15 
2 3 
O 4 8 12 16 20 
Path Fltequency 
Diagram 
Minimum Patha 
1234561 
1234651 
1 2 3 6 5 4 1 
1265431 
1245631 
1 2 3 5 6 4 1 
1256431 
1 3 .5 6 4 2 1 
·• ...,. 
I 
(_ 
Shortest 6 Segments 
12-23-34-45-56-lJ 
-55-
1 
2 
3 
4 
...... 
5 
0 2 6 -
Segment Frequency 
Diagram 
Mean, - 2.33 
S1gma5 - 1.25 
Ranges- 4.00 
Length 
10 
10 
10 
10 
10 
10 
10 
10 
. Length 
7 
... 
:,i 
t - ... ·--:-':;-···'-·---:- :··:. i .-· ___ .;....:: 
. ~-
ii! Length 
ot 
Segment• 
12 1 
13 2 
14 3 15 4 16 5 
23 1 
24 2 25 3 26 4 34 l 
35 2 
36 3 45 1 
-· 46 2 
. . . ··- ···--·· .... · .- "· •,'- . :,) . •,, 56 1 
•. 
. ~-
-- . 
,, 
-------------..-------............... _...;. . .-... ----~-.,-... --------"'---~-:·--:· ... -- ... -
./ 
/ L. ,..,,, 
:"' 
- ........ --: .. ,., .. ~ ,•, ~-- -~-... . : 
-
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