We consider a distributed multiple access system (MAC) with bursty arrivals. The transmissions are grouped into slots and the users are frame-synchronized. At the start of each time slot, variable sized packets independently arrive at each of the transmitting terminals. The packets are to be delivered to a common receiver within a certain number of slots specified by a maximum delay constraint on each packet. The key assumption is that each terminal knows only its own arrival process, i.e. the arrivals at the rest of the terminals are unknown to each transmitter. For this interesting distributed multiple access model, we design novel power efficient communication schemes which transport the arriving data without any outage, while ensuring the delay constraints. The proposed schemes not only minimize the average transmit sum-power, but also considerably outperform conventional schemes like TDMA.
or max-delay constraint were identified using a dynamic programming (DP) framework. The key observation in [9] is that large savings on transmit power can be obtained by accommodating some more delay, within the tolerable limits. This was later extended to several directions [10] , and also to networks [11] , [12] . Note that all these extensions considered centralized systems where the arrival processes are known to all the terminals. Interestingly, [11] remarks that the 'ultimate goal is to find decentralized schedulers that approach the performance of the centralized scheduler'. We make progress in this direction by presenting efficient decentralized schedulers for a MAC with arrivals, under a maximum delay metric in the current paper.
In a separate line of work, [13] established the optimal energy-efficient offline scheduling algorithm which meets a single deadline constraint for all the arriving packets over a pointto-point AWGN link. The energy minimizing scheduler in this set up will operate at a low enough transmission-rate, with the transmission rate at any instant being at least as big as the rates employed till that time. This leads to the so-called move-right algorithm. An online lazy algorithm to vary the transmission rate according to the current backlog was also proposed and shown to have good asymptotic performance in [13] . See [14] , [15] , [16] , [17] for extensions, and also the recent surveys [8] , [18] . Most of these models consider a centralized framework where operational parameters are dictated by a single master entity. Now a days decentralized systems are getting increased attention due to their applicability in several contexts [18] . In a MAC, the lack of global knowledge of the underlying time-varying processes leads to decentralized operations. The two common time-varying processes in wireless multiple access are data-arrivals and fading coefficients. Multiaccess under time varying fading models are extensively studied under centralized frameworks [3] , or decentralized fast-fading setups [19] , [20] , see [4] for a comprehensive coverage. The important case of a slow-fading MAC with decentralized CSIT was introduced in [18] , [21] , and recently solved by [22] . Notice that the fading MACs above assumed an infinite bit-pool model, suitable for mobile applications targeting higher throughputs, without emphasizing on the delay requirements.
Let us now consider decentralized online data-arrivals to a MAC. A fixed fading MAC with independent data-arrivals can effectively model several limited mobility applications, and wireless back-haul services. It is reasonable to assume here that only the respective transmitters and the receiver know the independent arrival processes. The distributed system that we consider here is as follows. February 3, 2016 DRAFT Consider a L−user AWGN MAC with bursty arrivals as shown in Figure 1 . The transmissions are frame-synchronized, and time is divided into slots or blocks (the words 'slots' and 'blocks' are used interchangeably in this sequel). We assume that variable sized packets independently arrive at respective terminals at the start of each slot. The packets are to be conveyed to the receiver within D max slots, i.e. a max-delay constraint of D max . Each transmitter, by observing its own arrival stream, will schedule the transmission rate as well as transmit power in a slotwise manner such that the arrived data is conveyed before the respective delay constraints. The challenge here is to perform successful data transfer without knowing the exact arrivals at the other terminals, except for the statistics. The word successful is used in the sense of transmitted data not being in outage for any transmission block. Notice that no arrival in a slot is also allowed, it is considered as a zero sized packet. We consider transmission schemes which will not only guarantee successful communication, but also minimize the average transmit sum-power expenditure. Thus, we seek energy efficient communication schemes for a distributed MAC with arrivals.
Models with both time-variations in arrivals and fading coefficients are also of interest. For example, [14] , [15] , [16] , etc consider fading and arrivals for point-to-point or centralized models. In another interesting work, a slow-fading distributed MAC model where each user has access only to its own link quality and arrival process is considered from a collision resolution perspective in [23] . Such decentralized setups are of interest from an energy minimization perspective also. To illustrate the dynamics, we will also consider a MAC model with both time-varying fading and arrivals, for some parts of the paper. However, in this case, we will only consider a unit slot delay, and also assume that the channel coefficients take non-zero values to keep the average power bounded. Notice that a centralized controller requires considerable overhead in disseminating the information on the global fading states and packet arrival processes to all the participating terminals.
The main contributions of the paper are:
1) An optimal distributed communication scheme for a MAC with independent bursty arrivals is presented under a unit slot delay constraint on the arriving packets. An iterative power allocation policy is shown to give an almost closed form solution to the minimal average transmit sum-power (Theorem 9, Section III).
2) An optimal distributed power control policy incorporating both time-varying fading and DRAFT February 3, 2016 bursty arrivals is presented, for a unit slot delay constraint (Theorem 13, Section IV).
3) For a general max-delay constraint of D max , and a fixed fading MAC with independent bursty arrivals, we propose an iterative technique to find optimal schedulers for rateadaptation and power control (Section V).
Our techniques also apply to more general delay constraints than max-delay. However, max-delay is chosen for its simplicity as well as wide application. In particular, the proposed techniques can be extended to any delay constraint for which optimal single user schedulers can be identified.
Also, the utility of sum-power is chosen for convenience, the results can be extended to minimize the weighted sum-power as well.
The organization of the paper is as follows. Section II details the system model and notations.
Section III considers distributed MACs with arrivals under a unit slot delay constraint. We will start with a simple model of identical users with arrivals, and then consider non-identical but fixed channel gains. The emphasis of this section is on identifying optimal power allocation functions which can successfully transport all arriving packets by the end of the same slot. In Section IV, we extend the unit slot delay results to the case of dynamically varying fading and bursty arrivals. Then, in Section V, we focus on fixed fading MAC under a general max-delay constraint of D max slots. An iterative algorithm is proposed to compute an optimal scheduling scheme for rate-adaptation and power control. Simulation results are provided in Section III-E, Section IV-A and Section V-D to compare the performance of the optimal schemes proposed here with the conventional/existing schemes in literature. Finally, Section VI concludes the paper.
All logarithms in this paper are evaluated to the base 2. We use E[X] to denote the expectation of random variable X.
II. SYSTEM MODEL
Consider the multiple access system shown in Figure 1 , which we term as a MAC with bursty arrivals. For L transmitters, the real valued discrete-time model is described by the observed samples:
where X i represents the transmitted symbols from user i. The fading coefficient √ α i is assumed to be fixed and known to all parties. The noise process Z is normalized additive Gaussian, independent of all the transmitted symbols. The transmissions take place in a frame-synchronized slotted manner, where each slot (or block) is of length N . The blocklength N is assumed to be large enough for coding and decoding to take place with a sufficiently low error probability.
At the start of each time slot, a variable sized packet arrives independently at each transmitter.
We denote the arrival process to terminal i as A i [j], which implies that N A i [j] bits arrive at the start of block j to this terminal. The most important aspect of the system that we consider is that each transmitter knows only its own arrival process, i.e. the packet-sizes at rest of the terminals are unknown to each transmitter. However, the statistics of all the arrival processes are available to each party. For simplicity as well as practical relevance, we will assume that A i [j] are independent and identical across j, each taking values from a finite set A, with |A| < ∞.
Furthermore, we also assume that the arrivals at different terminals are independent, but can be of arbitrary distributions on A. Assume that each packet is required to be delivered within D max time slots of its arrival. In the system model depicted in Figure 1 , each transmitter is shown to have two components, a scheduler and a channel encoder. The scheduler specifies the number of bits to be conveyed in each slot, or the transmission rate. Notice that the system allows multi-slot breakup of packets without violating the max-delay of each packet. The channel encoder has to ensure that the scheduled bits in each slot are conveyed correctly to the receiver, i.e. there is no outage. More precisely, we say that the receiver does not encounter outage if the decoding error probability in each block decays exponentially to zero with blocklength, a standard practice in information theory parlance [18] , see [7] for a more formal justification. It is well known that any rate-tuple DRAFT February 3, 2016 inside the AWGN MAC capacity region will not lead to outage in the above sense. Thus, for a rate-vector (r 1 , · · · , r L ) in a block, the channel encoders can ensure successful decoding by choosing Gaussian codebooks with high enough short-term (or per-slot) average transmit power
Thus, for any rate-vector (r 1 , · · · , r L ) scheduled in a slot, the transmit powers should obey (1).
For a two user MAC model, the set of power-tuples which can support a rate-pair (r 1 , r 2 ) is demonstrated in Figure 2 , which is a contra-polymatroid [3] . 
A. Distributed Scheduling
Let the set of L BiSs and CeNs employed at the transmitters be denoted byS andP respectively, we will use S i to refer to BiS i, and P k for the power law of CeN k. 
2 2 2 2 3 3 3 3
2 2 2 2 3 3 3 3 Since the arrivals at each terminal are IID, the underlying state-vector evolves as a homogeneous discrete-time Markov chain (HMC). The state-space of the HMC is determined by the set of scheduled transmission-rates B, and the sample space A.
The set of CeNsP ensures that all the scheduled bits are delivered by the end of that slot.
The empirical average power expenditure over M slots is
which is a random variable. In the AWGN framework that we consider, it is reasonable to assume that the short-term average transmit power is continuous in the supported rate. Thus for any required transmission rate r, adding a dummy-rate of > 0 will cause the required transmit power at a terminal to increase by at most δ( ), with δ( ) → 0 with → 0. Note that the utility in (2) is normalized with respect to the number of slots M . Thus, adding dummy rates of size at most to each state vector will increase the empirical average power-requirement by an amount less than Lδ( ), which is negligible for small enough . This property allows us to quantize the rates suitably and obtain a finite number of states.
Remark 3. Once D max and |A| are fixed, we will assume each BiS to have a finite (possibly large) number of states.
The schedulers shown in Figure 4 outputs integer-valued transmission rates. However, as
Remark 3 says, we can allow more general real-valued rates to be chosen. In practice, the schedulers maybe limited to choose rates which are multiples of some small quanta, or pick one from a given finite set of rates. The effect of quantization on scheduled rates will be illustrated further in the numerical studies of Section IV-A.
Using Remark 3, the underlying state-process ζ i [j] evolves as a HMC with a unique stationary distribution Π i (·). Furthermore, the output process B i ∈ B is ergodic with the equilibrium law given by
where the scheduler picks a transmission rate of b for any state inside the set N b . The CDF of B i will be denoted as φ i (b). Using the Ergodic theorem [24] for positive recurrent HMCs, we can write
where the expectation is over the equilibrium law given in (3). Our objective now is to determine,
where the minimization is over all outage free schemes respecting the delay constraint. While the techniques proposed here apply to any AWGN MAC with bursty arrivals, for simplicity, we demonstrate most of the results for a two user MAC. Let the respective fading coefficients be √ α 1 and √ α 2 respectively, with
In order to proceed with the minimization, we will first define the notion of time-sharing between two scheduling schemesS andP. This will give an operational meaning to timesharing, which is necessary since two schedulers cannot simultaneously operate on the given data in an online setup with arrivals.
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Definition 4. Consider two schedulersS andT , both meeting a maximal delay of D max . Suppose that the same arrival process is fed to both the schedulers. For k = S, T and l = 1, 2, let
denote the number of bits scheduled in slot j by user l under the scheduling discipline k. For
bits for slot j.
Lemma 5. The schedulerS λ is a valid scheduler meeting the maximal delay constraint of D max .
Proof: Suppose each packet from an arrival process is split into two with a fraction λ of the bits going to the first segment. Let us add dummy bits to each of these segments to make their sizes same as that of the original packet. Thus we obtain two identical streams of data, and can applyS andT separately on these. Since bothS andT meet the delay constraint, we have shown that a fraction λ of the bits get routed throughS, and the remaining throughT .
Offloading the dummy bits and combining the streams will give usS λ .
Let us also define a time-sharing on the power-allocation functions.
Definition 6. Consider two power allocations P and Q, which allocate powers
and
Lemma 7. P avg (S,P) is convex in (S,P).
Proof:
Take two BiS-CeN pairs (S,P) and (T ,Q). LetS λ be a time-sharing ofS andT . Consider a scheduled rate-pair (b 1 , b 2 ) fromS. SinceP can successfully transport these data to the receiver, the corresponding received power obeys
Similarly for a rate-pair (b 1 , b 2 ) fromT , we have
However,
by the convexity of 2 x . Thus,
This guarantees that a linear combination of the short-term average transmit powers in each slot can support every rate-pair scheduled byS λ . Convexity of the objective is now obvious.
We now present optimal scheduling schemes for our model. In particular, the next two sections discuss the case of D max = 1.
III. OPTIMAL POWER ADAPTATION UNDER A UNIT DELAY CONSTRAINT
Throughout this section, we will only be concerned with unit delay constraint, i.e. D max = 1.
One can also think of this as a system in Figure 3 with the BiS as identity function, i.e. all remaining bits are scheduled for transmission at the start of each block. Our exposition will proceed as follows. We will first consider a MAC model where the link coefficients are fixed and the same. In this MAC, bursty data arrivals are to be transported in a distributed manner to the receiver under a unit delay constraint. The interest is to minimize the average sum-power under identical arrival laws at the users. Having the same channel gains is a bit too specific and the solutions do not generalize to non-identical fading coefficients. We will then explore a different approach to solve the case of non-identical fading values. Finally, we will extend this approach to tackle variability in arrival laws as well as fading statistics, assuming that each transmitter is only aware of the parameters of its own link. The last result is detailed in a separate section (Section IV).
A. Optimal Sum-power for Identical Links
Consider a distributed MAC system with all links having identical fading coefficients, implying for some variability in the arrival process, whereas the CDFs of
The main result in this section is given now. Theorem 8. With identical link gains and arrival statistics,
Proof: Let β i B i be denoted as U i . Consider a power adaptation scheme in which user i, on observing a packet with rate-requirement U i , chooses a power
Now the question is whether the power-tuple (P 1 , · · · , P L ) belongs to the contra-polymatroid defined in (1), for the rate-vector
An affirmative answer will guarantee successful data delivery, in the sense of having a small error probability for sufficient blocklength. Clearly for any S ⊆ {1, · · · , L},
The inequality (8) uses the convexity of the 2 x , and the fact that 0 ≤ i∈S c i ≤ 1. Thus, in every slot, the chosen transmit power sub-vector belongs to the contra-polymatroid defined by (1), ensuring an outage-free operation. The average sum-power of our scheme is
We have thus shown the forward part of Theorem 8.
We will now propose a lower bound for the power expended by any communication strategy which transports packets under the mentioned strict delay constraints. Using our assumptions of identical arrival laws and distributed power choices,
In (9) above, we used the fact that (1) has to be satisfied for L active users with identical links, and respective transmission rates of β i b at terminal i. This proves the theorem.
B. Minimizing Average Sum-power over Non-identical Links
We now consider non-identical link gains, with independent arrivals to each terminal. The arrivals are assumed IID over slots, but they have independent, otherwise arbitrary, distributions across users. Here also, we consider a unit slot delay. The optimal power expenditure for this case is harder to characterize than that for the identical case. Observe that the identical links assumption was crucial in reaching (9) . Here, we will first propose a lower bound on the power expenditure, and then construct a scheme which meets this bound. The approach here can be seen as a dual to the MAC throughput maximization framework of [22] , where there are no arrivals, but, on the other hand, CSI on the dynamically varying fading links is only available at the respective transmitters.
In order to keep the exposition to a simple level, we will consider a two user MAC, with respective link coefficients √ α 1 and √ α 2 , α 1 ≥ α 2 . We also assume the arrivals to be IID across users and slots, straightforward modifications to general independent ergodic processes at the terminals are possible. Let the bit-rate random variable B i , i = 1, 2 at each terminal be discrete with the marginal law
where we order the values such that b ik is increasing in k, and K i is the cardinality of the support of B i .
The average power of user i is E[P i (B i )]. The CDF of B i is represented by φ i (b). In order to properly combine different integrals, we define an inverse CDF function b i (x), i = 1, 2 for
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Using (11), and by a change of variables
Notice that the integral expression shown in terms of the CDF works even when the underlying distribution is discrete as b i (x) is defined for all x ∈ [0, 1]. We can now express our result in terms of b i (x).
Theorem 9. For a two user MAC with independent bursty arrivals, and respective fading coefficients of √ α 1 and √ α 2 , with α 1 ≥ α 2 , the minimum sum-power required for unit-slot delay constrained transmissions is
Proof: Though the expression above appears complex, the minimum sum-power expenditure is simple to evaluate for any set of independent arrival processes. The proof proceeds by starting with the expectation expression in (12) and constructing a suitable lower bound as x traverses from 0 to 1. This is given in the coming subsection. An outage-free communication scheme operating at this sum-power will then be presented in III-D, thus proving the theorem.
C. Lower Bound to P min avg (1)
as α, and takeᾱ = (1 − α). The expected sum-power can be written as
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In the above, (13) is obtained by change of variables and combining two integral terms. (14) results from the fact that an average power of α −1 2 2 2b − 1 is required to transmit at a rate of b bits per transmission by user 2, even when the other user is absent. Furthermore, to support the rate-pair (b 1 , b 2 ), we know from (1) that
which will in turn justify (15) . Thus our converse proof is complete.
The iterative power-allocation scheme that we are about to describe, can be seen as a dual to the distributed rate-adaptation procedure developed in [22] . We will construct a scheme which operates at a total average power of P min avg (1) given in Theorem 9, at the same time successfully supporting the respective arrival processes at each terminal. We will specify the transmit powers against b i (x), 0 ≤ x ≤ 1, the inverse CDF values defined in (11) . (14), we can assign
to match the first term there. We will now specify the rest of the power allocation, so as to match the remaining terms in (15) . To this end, define m = max{k :
where λ 2i is given in (10) . Now, consider the set
and arrange the elements in ascending order to obtain an ordered set Γ. Observe that Γ contains all the CDF values of B 1 scaled by a factor α, in addition to other terms. Thus the set {b 1 (
, ∀k}, where b 1k is the k th biggest bit-rate required at user 1. Similarly {b 2 (γ k +ᾱ), ∀k} = {b 2k , k ≥ m}.
For Γ = {γ 0 , γ 1 , · · · , γ |Γ|−1 }, we now present an iterative power allocation scheme in the increasing order of γ i . By convention, user 2 is updated before the other whenever possible.
Using the short notation,
we are all set to specify the power allocations. Since the permissible bit-rates may repeat due to the union operation in (18), our iterative procedure will assign power only when a bit-rate value is first encountered at the corresponding user.
Definition 10. Let P 1 (·) and P 2 (·) be two power allocation functions such that
and for i ≥ 0,
Here γ := {γ i |i ≥ 0} is the union of the values taken by the CDFs φ 1 (·) and φ 2 (·), arranged in the ascending order, and b l (x) is the inverse CDF function for x ∈ [0, 1], given in (11).
Lemma 11. The power allocations given in (19) -(21) achieve P min avg (1) over a distributed MAC with bursty arrivals and a unit slot delay constraint.
Proof: It is clear that we can choose the transmit powers as mentioned in the lemma. On close observation of our achievable scheme, we have matched the terms given in the derivation of the lower bound in Section III-C with equality. This will guarantee that our scheme indeed has the minimum possible power expenditure over a distributed MAC with bursty arrivals and a unit delay constraint. The only missing part is to show that the transmission rates corresponding to incoming packets can be sustained without outage by the chosen power allocation, this is proved in the next section for bursty arrivals as well as dynamic fading, see Lemma 15.
Remark 12. The proof can be adapted for continuous distributions on packet arrivals, and also to arbitrary ergodic arrival processes which are independent across the terminals. The former case is detailed in Appendix F.
E. Simulation Study
Let us now study an example system and show the utility of the proposed results. Consider a two user MAC system with fading coefficients 1 and √ α respectively. Let the required bit-rate in a slot be chosen from {1, 2} and the arrival law at each terminal be based on independent and identical Bernoulli random variables with P (B = 1) = 0.75. Let us compare the sum-power of our scheme with two TDM-based schemes. In simple TDM, users share each slot equally among them, whereas in generalized TDM, the fraction of time allotted to a user is optimized to minimize the total transmit power. When α moves away from 1, it is evident that there is considerable advantage in using our optimal schemes, over alternatives like TDM.
IV. DYNAMIC CHANNELS AND BURSTY ARRIVALS
Consider a two user discrete MAC where packets arrive randomly according to some specified law and the channel also varies randomly. Each user knows the transmission-rate requirement as well as its own fading coefficient at the start of the block. Let packets of rate B i arrive at user i with probability P r(B i = b ik ) = p ik . The channel H i undergoes independent block fading with P r(H i = h ik ) = q ik . We assume a finite number of positive fading values for each link in our MAC model. This is primarily for simplicity, and the results can be extended to any fading model with non-zero delay limited capacity [25] . Also assume that b ik and h ik are increasing in k. For i = 1, 2, let φ i be the CDF of the arrival process B i , and ψ i be the CDF of H i . Let us find the power allocation schemes P i (b ij , h ik ) which minimize the average sum-power, i.e. P min avg (1) = min
DRAFT February 3, 2016 Recall that P i (·, ·) only depends on H i and B i , due to the distributed system assumptions. Let |B i | and |H i | denote the cardinality of the sample space of B i and H i respectively. Define α 0|H 1 | = 0 and β 0|H 2 | = 0 and let
Let us illustrate these definitions and notations by an example.
, P (H 2 = 1) = These values are marked in Fig 7, where we added a dummy value d 0 at the base of the second vector to equalize the heights.
Observe that the cumulative values shown in Fig. 7 do not correspond to actual CDFs, we call them a pseudo CDF-pair. Notice the dashed horizontal levels, these values play an important role in our iterative power allocation.
We can generalize this example, and lexicographically enumerate the tuples (B i , H i ) to construct a pseudo-CDF pair as in Figure 7 . Without loss of generality, assume α |B 1 ||H 1 | ≥ β |B 2 ||H 2 | . Define two maps χ 1 and χ 2 as follows.
Let Γ denote the collection of values in the range of ψ 1 or ψ 2 , indexed in the ascending order.
Comparing with Fig. 7 , Γ is simply the ordered collection of the dashed horizontal levels. Let us also define the inverse map of ψ i , i ∈ {1, 2} by
where γ l ∈ Γ, and the maximum is in the lexicographical order. For brevity, let us denote
Theorem 13. For the power allocation functions P 1 (.), P 2 (.) given by
for 0 < l ≤ |Γ| − 1, with the initial power allocation (P 1 (0), P 2 (0)) satisfying
we have,
Proof: The proof can be found in Appendix A.
It now remains to be shown that such a power allocation is outage free. The essential ingredient for the proof is given in the lemma below. 
Proof: Observe that
Note that
by the convexity of 2 2x and Jensen's inequality. The result now follows from (29).
Lemma 15. The power allocation given in (24) -(27) of Theorem 13 is outage free.
Proof: The proof is given in Appendix B.
It should be noted that the channel values are not ordered monotonically while constructing the pseudo-CDF pair (see Figs.6-7), it is enough to have the required transmission-rates increasing as the powers are iteratively assigned. In particular, the fading values and probabilities play a role in the construction of the psuedo-CDF pair.
Remark 16. Suppose that after evaluating the pseudo-CDF pair, we replace every fading value by unity. The power allocation in Theorem 13 will now specify the required received power for each transmission-rate chosen by a user.
Clearly, the transmit powers at the CeNs can be found by appropriate scalings.
A. Simulation Study
Let us now demonstrate the utility of our schemes by comparing with strategies like TDMA, which may also require some additional coarse user coordination to operate in the decentralized setting. We will show that our decentralized strategies outperform TDMA. On the other hand, having a centralized system with full CSIT can bring more advantages than decentralized systems.
Our numerical comparisons show that the proposed decentralized schemes can approach the performance of centralized systems in several regimes of interest. Let us first describe the optimal centralized scheme.
Centralized Scheme: In a centralized scheme, each user has the global state information on the rate-requirements at all terminals. While (1) needs to be satisfied for each rate-vector, we can reduce the average transmit-power over the decentralized system. For L = 2, and channel gain α i for user i, we can evaluate the minimum transmit power P i to support the rate-tuple
in a slot as min P 1 + P 2 subject to:
The feasible power-tuples which can support the rate-pair (b 1 , b 2 ) is shown as the contra pentagon in Figure 8 . The solution to the above optimization problem can be identified with respect to this figure. In particular, if α 1 < α 2 , then operate at point x of feasible region of Figure 8 . If α 1 > α 2 operate at point y of feasible region curve and if α 1 = α 2 operate anywhere on the
In the first experiment, we study the effect of variations in the fading statistics on the total power consumption. Since we have already found the optimal allocations, we have chosen some simple examples to demonstrate the utilities and trends. Let S = {1, 2, 3, 4, 5}. Take H 1 to be uniformly distributed in S, and H 2 is uniformly distributed in {γ a , 2γ a , 3γ a , 4γ a , 5γ a }, where Assume the arriving data packets for user i to be from an independent truncated geometric distribution with
The parameter p 1 is taken to be 0.25 for all the numerical computations. Figure 9 compares the sum-power expenditure when the link asymmetry parameter γ a is varied from 1 to 100, while keeping p 1 = p 2 = 0.25. Clearly, when the statistical laws are identical at both the users, the decentralized system and TDMA give similar performance, whereas there is a lot to be gained by centralized operations. However, as the fading laws become more asymmetric, the performance of the optimal decentralized scheme gets closer to the centralized scheme, whereas TDMA suffers severe performance loss in this regime.
Let us now study the effect of variability in arrivals. Figure 10 and 11 show the respective power expenditures for γ a = 1 and γ a = 10. The channels realizations are taken uniform in the sample space. We fixed the parameter p 1 in (32) at 0.25, and varied p 2 in an appropriate range.
Figures 10 and 11 compares the sum power with the ratio p 2 /p 1 for γ a = 1 and γ a = 10
respectively. Note that for γ a = 1 and p 1 = p 2 , the two users are statistically identical and hence our scheme has performance similar to TDMA. As the ratio p 2 /p 1 increases, the probability of lower sized packets at user 2 increases, hence the sum-power reduces for all the schemes.
However, it is evident that the proposed scheme quickly goes closer to the centralized scheme.
Similarly for γ a = 10, the decentralized scheme is almost identical to TDMA when p 2 /p 1 ≈ 2.8, but has strictly superior performance in other ranges. Hence there are considerable advantages in employing the proposed decentralized scheme over TDMA. 
V. DISTRIBUTED SCHEDULING UNDER A GENERAL MAX-DELAY CONSTRAINT
So far we have considered distributed arrivals to a MAC with a unit slot delay constraint. We identified the power-efficient transmission schedule for this setup. A unit-slot delay is a very stringent requirement, relaxed QoS guarantees are more popular. We will consider the widely employed max-delay constraint, i.e. each packet should be delivered before D max slots, where D max is some specified integer. While we can also allow a separate max-delay constraint for each queue, it will only add notational burden. Since our primary motivation is to analyze the relaxation of delay requirements, we will consider a MAC with fixed fading coefficients and bursty arrivals in this section.
A. Optimal Power Control
We already showed that at each transmitter, the operations of the BiS and CeN can be decoupled (see Figure 3) due to the distributed nature of the system and the maximal delay constraint. In particular, each CeN P i operates under a unit delay constraint on the scheduled bits from its corresponding BiS S i . Note that each CeN will observe a stationary ergodic arrival process, as opposed to the IID inputs considered earlier. As we observed in Remark 12, this can be readily handled by our power allocations in Lemma 11 by using the stationary CDF for the transmission rates. The following structural property of the unit delay power allocation in Lemma 11 is very handy here.
Lemma 17. The power allocation function P i (·) specified by Lemma 11 is convex in the rate.
Proof: See Appendix C Notice further that though the power-allocations in Lemma 11 are given for a specific set of rates defined by (11) , the iterations can be continued to even cover higher rate-values, if desired.
In addition, one can also extend the allocation to any continuous interval of rates by time-sharing.
For example, the power-allocation P 1 obtained for the schedulers in Figure 4 is shown below in Figure 12 , where we have taken α 1 = 10, α 2 = 1 and uniform arrivals in {1, 2, 3}. Here Lemma 11 is used to choose powers for the rates B 1 ∈ {1, 2, 3, 4}, the last being an additional state. 
B. Optimal Scheduling Algorithm
Each BiS can use the backlog information available so far, along with the statistics of future arrivals to select the rate for a block. Notice that if the future arrival statistics are unknown or ignored, the scheduling problem boils down to the single-user robust scheduling framework of [10] . However, we will demonstrate that considerable gains can be obtained by factoring in the arrival statistics. The following local relationship is immediate in lieu of Remark 18.
Claim 19.
For an optimal BiS-CeN scheme (S,P) at the transmitters, the scheduler S i at BiS i is an optimal single-user scheduler for the power allocation function P i .
Proof: Assume on the contrary that some (S i , P i ) does not meet the asserted property. By keeping all other schedulers and power allocations the same, we can decrease the objective function by choosing an optimal S i for the given P i .
Thus, from the point of view of each BiS, its corresponding CeN provides a bit-pipe with a convex rate-power characteristic. In other words, for each packet-size scheduled by a BiS, the respective CeN will specify the short-term average power required to successfully transport these bits under a unit slot delay. Thus the BiS S i is transparent to all other components of (S,P), given the power-allocation at CeN i, and we can consider the optimal single-user at each transmitter. Let S su (P i ) denote the optimal single user stationary scheduling policy when the rate-power characteristic is given by the power function P i (·). Optimal single user scheduling is a reasonably well understood topic [9] , [10] , see [26] for a detailed exposition. Using the optimal S su (·), we now present an iterative algorithm to evaluate the optimal average sum-power required to successfully transport data in a distributed fashion.
Algorithm A 1: Assume a feasible convex power policyP meeting D max .
2: ForP, find the optimal single user stationary schedulers S su (P i ), 1 ≤ i ≤ L.
3: Find the output marginal rate distribution at each BiS.
4: Using Lemma 11, compute the optimal power allocation.
5: Take this power allocations as the initial power policy, and go back to Step 2.
The algorithm is terminated when the required average sum-power becomes invariant. Notice that we are performing an alternate minimization or Gauss-Siedel minimization on a convex
(not strictly) utility [27] . Interestingly, in spite of not having strict convexity, the algorithm is guaranteed to converge to the optimal value, when optimized over the set of schedulersS meeting the delay constraint. Let P f inal (A) be the terminal average sum-power given by Algorithm A.
Proposition 20. Algorithm A terminates by achieving the optimal average sum-power, i.e. we have P f inal (A) = P min avg (D max ).
Proof: The proof is given in Appendix D.
Let us now address the optimal single user scheduler S su (·).
C. Single User Scheduling
Recall that for a given power function P i (·) and buffer state ζ i [j] (see Definition 2), the BiS S i decides an optimal action by choosing an appropriate transmission rate r for slot j. The optimal stationary policy can be identified by dynamic programming. While closed form solutions are not always available, a computational approach known as value iteration algorithm (VIA) can numerically determine the optimal schedules. The VIA decides an optimal action a * such that the value function of the MDP starting from each state s is minimized. The iterative formulation is
Here, j denotes the iteration number, s is the D max dimensional vector of the current buffer state, and P (a) is the power required for the action (transmission-rate) a. The function p(s |s, a)
is the probability of buffer going from state s to state s under the action a, and γ is some discount factor, taken close to 1.
The VIA has a step-size parameter, denoted by ∆, which can be chosen appropriately to improve the speed and accuracy. In particular, integer-valued schedulers can be obtained by setting ∆ = 1. Note that the objective function is non-decreasing with ∆ ∈ (0, 1]. From Lemma 17, we know that P (a) is convex in action a, and hence the VIA will converge for each ∆, specifying the optimal scheduler for the power allocation function at each user. Further details of VIA are given in Appendix E.
As an example, assume both the arrivals to be uniform in A = {1, 2, 3}, with D max = 2 and α 1 = 10, α 2 = 1. We can start with the initial schedulers as shown in Figure 4 , which are 
D. Simulation Study
We now demonstrate the advantages of using the proposed iterative power minimization framework over conventional TDMA-based schemes, or the robust scheduling framework of [10] .
The examples below are taken to be simple enough, yet they capture the intrinsic operational details, and expected performance enhancements. Let us consider a two user MAC system with fixed channel values of 1 and √ α respectively. We take arrivals to be uniform in A = {1, 2} for our experiments.
1) Integer-valued Schedulers:
Recall that schedulers with integer-valued rate outputs can be obtained by setting ∆ = 1 in our VIA, starting from any integer scheduler. We compare the performance of the scheduler obtained by our iterative algorithm to the one using TDMA in conjunction with the optimal single user integer schedulers, see [9] for the latter. We can now plot the average sum-power as a function of the link parameter α. It is seen from Figure 14 that the proposed algorithm gives superior integer schedulers than TDMA-based ones. Observe that the proposed strategy and TDMA performs equally well when α = 1, i.e. when the conditions at both users are identical. But when α moves away from 1, there is considerable advantage in using the strategies proposed here.
2) Robust Schedulers with Optimal Power Allocation: We now show that the performance improvement with respect to TDMA is visible even in rational (non-integer) scheduling setups. In particular, we show that even if we commit to robust schedulers of [10] at the BiSs, the power efficiency under our iterative scheme is superior to the non-integer schedulers based on TDMA. in a MAC with bursty arrivals.
3) Robust Scheduling Vs Optimal Scheduling: Let us now design optimal (real-valued) schedulers using the VIA at different step sizes, say ∆ = 0.5 and ∆ = 0.1, as explained in Section V-B.
For D max = 2, Figure 16 shows the average sum power of real-valued schedulers at these step sizes, used in conjunction with the optimal power laws of Lemma 11. It can be seen that with a step size 0.5 and less, the proposed scheduler outperforms the robust scheduling framework.
Thus, the knowledge of arrival statistics can be put to good use by appropriately factoring these in the dynamic program. Notice also that the performance of a real-valued scheduler may further improve with a reduction in step size. 
VI. CONCLUSION
In this paper, we presented optimal multiuser communication schemes for the transmission of independent bursty traffic over a distributed multiple access channel under a max-delay constraint.
The presented algorithm with proven convergence will enable the evaluation of the minimum average sum-power in several contexts. The results are not limited to sum-power, the CDF transformation technique in [22] can be applied here to evaluate the minimum weighted sumpower. We also demonstrated extensions to the case where there are time variations in the fading values and arrivals, under a unit slot delay constraint. In lieu of Remark 16, extending the results in Section V to both time-varying fading as well as arrivals, under a general maxdelay constraint, may appear natural. However, in this case, the optimal single user BiS becomes more complicated. In particular, the scheduler has to also consider the channel fades in addition to the back-log, and this necessitates a reformulation of the dynamic program for the optimal scheduler.
While we chose a single delay constraint for all users, the results are expected to hold under separate max-delay constraints at the transmitters. Identifying the optimal communication schemes for an average delay constraint is an interesting future-work.
APPENDIX A PROOF OF LEMMA 13
Proof: Lets first find a lower bound to the power expenditure. Define P 2 (0, 0) = 0.
Now an outage-free power allocation should satisfy
But the RHS is indeed achieved by the power allocations in (24) - (27) .
APPENDIX B PROOF OF LEMMA 15
Proof: Consider any rate-channel pair (b 1j , h 1k ) and (b 2m , h 2n ) of user 1 and 2 respectively.
We will show that
From the definition of γ l , it follows that
for some 1 ≤ l 1 ≤ |Γ|, 1 ≤ l 2 ≤ |Γ|. So we need to prove that,
If l 1 = l 2 , then (38) follows trivially from (25) . Assume without loss of generality that l 1 < l 2 .
The case when the other condition is satisfied can be handled in a similar fashion. Suppose it holds that
Using this, along with (24) and (25) appropriately in Lemma 14, it follows that
Thus by induction on l 2 , (38) holds for any l 2 > l 1 , proving (38).
We next show that for i = 1, 2,
We discuss the case for i = 1. The case for i = 2 is similar. We prove by induction. The initial step in the induction is given by (27) . Assume by induction that
Here (43) follows from (24), (25) To prove the lemma, we will show that
By the power allocation in Lemma 11, we know that for some b 2 ∈ B 2 , the rate-pair (b 1 , b 2 ) was assigned power from the dominant face of a corresponding contra-polymatroid, i.e.
We also know that forb = b 1 , b 1
Taking a λ-linear combination, and using convexity, From Lemma 11, for each set of rate scheduling policies (BiSs) employed at the users, we can find an optimal distributed power allocation policy. For the set of BiSsS, let P (S 1 ) and P (S 2 )
be the optimal power control policies. and let P avg (S 1 , S 2 ) be the average transmit sum-power achieved under this scheme.
We start with the following lemma.
Lemma 21. P avg (S 1 , S 2 ) is strictly convex in S 1 for a given S 2 .
Proof: Consider two possible BiS schemes S a and S b for user 1, and let the second user employ the BiS S 2 . Let P a , P b and P 2 denote the respective optimal power policy for the BiS S a , S b and S 2 , obtained using Lemma 11. Lemma 7 guarantees that a λ-linear combination of (S a , S 2 ) and (S b , S 2 ) will be able to support delay constrained distributed data transfer. The average power required for such a policy is λP sum a
It turns out that we can strictly improve this, when S a and S b are not identical. In this case, there exists some rate
We now show that the power allocation P λ at CeN 1 is strictly sub-optimal, as it fails to allocate power for the rate b λ from the dominant face of any feasible contra-polymatroid. Thus, the power for b λ can be decreased without violating any other constraint or allocations. To see this,
due to the strict convexity of 2 x . Thus, we can decrease P λ (b λ ) by a small positive amount and still guarantee successful data transfer.
Consider an alternating minimization algorithm for minimizing P avg (S 1 , S 2 ) over all feasible distributed stationary schedulers. Since the objective is strictly convex in S 1 or S 2 , the minimization is guaranteed to converge to the optimal value, say P * sum [27] . However, such an optimization is not straight forward in our framework. In particular, the optimal power policy in Lemma 11 is evaluated using the marginals of both the schedulers S 1 and S 2 . While Algorithm A circumvented this issues by alternating over the variables (S 1 , S 2 ) and (P 1 , P 2 ), fortunately, it will terminate at the correct minimum.
Lemma 22.
P f inal (A) = P * sum .
Proof: Let C(P 1 , P 2 ) denote the average sum-power for power policies P 1 and P 2 at the respective users. The associated schedulers will be clear from the context. Assume that Algorithm A converges and terminates with the BiS-CeN pairs (S * 1 , P * 1 ) and (S * 2 , P * 2 ) for users 1 and 2 respectively. Observe that S * 2 is an optimal rate scheduler for the power control law P * 2 . In order to show (S * 1 , P * 1 ) and (S * 2 , P * 2 ) are optimal, we now perform an alternate minimization over (S, P ) pairs. For contradiction, assume that (S * 1 , S * 2 ) is not the optimal choice. W.l.o.g, suppose we start with (S * 1 , P * 1 ) at the first user, and obtain another pair (S 2 , P 2 ) such that P * 2 = P 2 and C(P * 1 , P * 2 ) > C(P * 1 , P 2 ).
The inequality (49) suggests that the point (S * 2 , P * 2 ) obtained via Algorithm A was not the true optimum. Using P * 2 and P 2 let us construct another power function P o 2 = min(P * 2 , P 2 ). Also,
This implies that (S * 2 , P o 2 ) is also a feasible scheduler-power pair for user two and does not cause outage with any rate of user one. The average sum-power under this new power allocation (P * 1 , P o 2 ) is strictly lower than (P * 1 , P * 2 ) and (P * 1 , P 2 ). But using our power allocation strategy, the optimal power function for S * 2 is P * 2 . Hence, P o 2 = min(P * 2 , P 2 ) = P * 2 , and the power rate characteristics of P * 2 and P 2 must be identical. Once P * 2 is fixed, the best scheduler is indeed S * 2 . Hence, our assumption that (S * 2 , P * 2 ), along with (S * 1 , P * 1 ), is not a stationary pair is invalid. Thus (S * 1 , S * 2 ) is indeed the stationary point of an alternating minimization algorithm, and in lieu of Lemma 21, this gives the optimum [27] .
APPENDIX E VALUE ITERATION ALGORITHM
Let us assume the arrival process at user i is A i ∈ A with probability P (A i = a ik ) = p ik . The state-vector at a BiS is given in Definition 2. Let C(s, a) be the cost incurred in doing action a in state s. Let P ss (a) is the probability of going from state s to s under the action of a. Take 
for any P 1 (b 1 (0)), P 2 (b 2 (0)) such that
give an outage free scheme achieving P min avg (1).
Proof: The proof is almost parallel to a similar proof for the adaptive sum-capacity computation for a distributed CSI MAC in [22] , and is omitted here.
