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Abstract
In this paper we investigate the problem of center-focus for the system
dx
dt
= y +
n∑
k=1
P2k+1(x, y),
dy
dt
= −x +
n∑
k=1
Q2k+1(x, y)
which is regarded as a perturbed one of a planar linear system dx/dt = y, dy/dt = −x (where
P2k+1(x, y), Q2k+1(x, y), k = 1,2, . . . , n, are (2k + 1)th-degree homogeneous polynomials in
(x, y)). We shall give a simple and convenient method which can immediately distinguish that the
singular point O is a center or fine focus and the stability of the singular point can be determined by
the matrices consist of the coefficients of perturbed terms.
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Consider a system of planar differential equation
x˙ = y + f (x, y), y˙ = −x + g(x, y), (∗)
where f (x, y) and g(x, y) are polynomials in (x, y) with certain degree. O(0,0) is a sin-
gular point of system (∗), that is f (0,0) = g(0,0) = 0. System (∗) can be regarded as
a perturbed one of planar linear system
x˙ = y, y˙ = −x.
The problem that we intend to solve is to establish under what conditions O(0,0) is a
center or a focus. Such a problem is called the problem of center-focus. It is very important
in studying the number of limit cycles of the system (see [2,7–10]).
According to the Poincaré method, there exists a formal series
F(x, y) = x2 + y2 +
∑
k3
Fk(x, y)
such that the derivative of F along system (∗) is
dF(x, y)
dt
= wi
(
x2 + y2)i+1 + Ω(x,y), i  1,
where Fk(x, y), k = 3,4, . . . , are homogeneous polynomials of degree k, k = 1,2, . . . ,
Ω(x,y) is a power series in (x, y) with all the terms of degree > 2(i + 1). The first non-
zero constant wi is called the ith order focal value of O(0,0). O(0,0) is stable if wi < 0
and unstable if wi > 0. And O(0,0) is a center if all wi = 0, i = 1,2, . . . .
The problem of center-focus is very hard. It was solved completely for some cases
(see [1,3–6,11]). In particular, only a few papers studied such a problem for polynomial
differential system with order higher than 3 (see [12]). In this paper, we shall establish
under what conditions the singular point O(0,0) of system (∗) is a focus or a center in the
case when
f (x, y) =
n∑
k=1
P2k+1(x, y), g(x, y) =
n∑
k=1
Q2k+1(x, y),
where P2k+1(x, y), Q2k+1(x, y) are (2k + 1)th-degree homogeneous polynomials in
(x, y), k = 1,2, . . . , n. We first consider the case when n = 2, and then for the case when
n = 3. We find that the method mentioned can also be used to deal with for the case when
n 4.
2. Main results
Consider a system
dx
dt
= y + a11x3 + a12x2y + b11xy2 + b12y3 + c11x5 + c12x4y
+ d11x3y2 + d12x2y3 + h11xy4 + h12y5,
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dt
= −x + a21x3 + a22x2y + b21xy2 + b22y3 + c21x5 + c22x4y
+ d21x3y2 + d22x2y3 + h21xy4 + h22y5. (1)
Denote
A =
(
0 1
−1 0
)
, A1 =
(
a11 a12
a21 a22
)
, A2 =
(
b11 b12
b21 b22
)
,
B1 =
(
c11 c12
c21 c22
)
, B2 =
(
d11 d12
d21 d22
)
, B3 =
(
h11 h12
h21 h22
)
.
Then system (1) can be rewritten as
d
dt
(
x
y
)
= (A + A1x2 + A2y2 + B1x4 + B2x2y2 + B3y4)
(
x
y
)
. (2)
Transpose of above equation yields
d
dt
(x, y) = (x, y)(AT + AT1 x2 + AT2 y2 + BT1 x4 + BT2 x2y2 + BT3 y4), (3)
where AT , ATi , B
T
j are transposed matrices of A,Ai,Bj , i = 1,2, j = 1,2,3, respectively.
As A + AT = 0, Ai + Ati , Bj + BTj are all real symmetric matrices. Then their eigen-
values are all real and there are orthogonal matrices Pi , such that
PTi
(
Ai + ATi
)
P =
(
λ
(i)
1 0
0 λ(i)2
)
,
where λ(i)k are eigenvalues of Ai + ATi , k = 1,2, i = 1,2. Therefore
(x, y)
(
Ai + ATi
)(x
y
)
=
(
PTi
(
x
y
))T (λ(i)1 0
0 λ(i)2
)(
PTi
(
x
y
))
.
Let PTi
(
x
y
)= (u
v
)
, then (x, y)(Ai + ATi )
(
x
y
)= λ(i)1 u2 + λ(i)2 v2,
min
{
λ
(i)
1 , λ
(i)
2
}(
u2 + v2) (x, y)(Ai + ATi )
(
x
y
)
max
{
λ
(i)
1 , λ
(i)
2
}(
u2 + v2).
As we have known, an orthogonal transformation does not change the stability of the
solution. We will simply denote Ai + ATi  λ ( λ) if all eigenvalues of Ai + ATi are not
greater than (or greater than) λ.
Theorem 1. If all Ai + ATi (i = 1,2) are negative definite (positive definite), then O(0,0)
is a stable (unstable) fine focus with order one of system (1).
Proof. Take V (x, y) = x2 + y2 = (x, y)(x
y
)
, then from (2), (3), we obtain
dV
dt
∣∣∣∣ =
(
d
dt
(x, y)
)(
x
y
)
+ (x, y) d
dt
(
x
y
)
(1)
C. Wu / J. Math. Anal. Appl. 319 (2006) 732–739 735= x2(x, y)(A1 + AT1 )
(
x
y
)
+ y2(x, y)(A2 + AT2 )
(
x
y
)
+ x4(x, y)(B1 + BT1 )
(
x
y
)
+ x2y2(x, y)(B2 + BT2 )
(
x
y
)
+ y4(x, y)(B3 + BT3 )
(
x
y
)
.
Since Ai + ATi (i = 1,2) are negative definite, there exist constants αi > 0, βi > 0,
i = 1,2, such that −α1 A1 + AT1 −β1, −α2 A2 + AT2 −β2. Thus
−max{α1, α2}r4 + o
(
r4
)
 dV
dt
∣∣∣∣
(1)
−min{β1, β2}r4 + o
(
r4
)
,
where r =√x2 + y2, and O is a stable fine focus with order one of system (1). Using the
same method, we can prove that O is an unstable fine focus if all Ai + ATi , i = 1,2, are
positive definite. 
Theorem 2. Assume that Ai +ATi = 0, i.e., all Ai are inverse symmetric, and that B1 +BT1
and B3 + BT3 are negative (positive) definite. Denote λ(1)1 , λ(2)2 , λ(1)3 , λ(2)3 and μ1, μ2 the
eigenvalues of B1 +BT1 , B3 +BT3 and B2 +BT2 , respectively, which satisfy the conditions
μ1  μ2, μ1  2 min{λ(1)1 , λ(2)1 , λ(1)3 , λ(2)3 }, μ2  2 max{λ(1)1 , λ(2)1 , λ(1)3 , λ(2)3 }. Then O(0,0)
is a stable (unstable) fine focus with 2nd order of system (1).
Proof. Take V (x, y) = (x, y)(x
y
)= x2 + y2, similar to the proof of Theorem 1,
dV
dt
∣∣∣∣
(1)
= x4(x, y)(B1 + BT1 )
(
x
y
)
+ x2y2(x, y)(B2 + BT2 )
(
x
y
)
+ y4(x, y)(B3 + BT3 )
(
x
y
)
.
If all B1 + BT1 and B3 + BT3 are negative definite, then λ(i)1 , λ(i)3 are all negative, i = 1,2.
Thus
min
{
λ
(1)
1 , λ
(2)
1 , λ
(1)
3 , λ
(2)
3
}(
x2 + y2)3
 dV
dt
∣∣∣∣
(1)
max
{
λ
(1)
1 , λ
(2)
1 , λ
(1)
3 , λ
(2)
3
}(
x2 + y2)3,
therefore O is a stable fine focus with 2nd order.
The case of B1 + BT1 and B3 + BT3 to be positive definite can be proved similarly. 
Corollary. If Ai + ATi = 0, i = 1,2, B1 + BT1 , B3 + BT3 are negative (positive) definite,
and B2 + BT2  0 ( 0), then O(0,0) is a stable (unstable) fine focus of system (1).
Proof. From the proof of Theorem 2, we obtain
736 C. Wu / J. Math. Anal. Appl. 319 (2006) 732–739dV
dt
∣∣∣∣
(1)
 max
{
λ
(1)
1 , λ
(2)
1 , λ
(1)
3 , λ
(2)
3
}(
x2 + y2)(x4 + y4)
(
min
{
λ
(1)
1 , λ
(2)
1 , λ
(1)
3 , λ
(2)
3
}(
x2 + y2)(x4 + y4)).
Then O is stable (unstable). 
Similar to the proof of Theorem 1, we can easily obtain.
Theorem 3. If Ai + ATi = 0, i = 1,2, and Bj + BTj = 0, j = 1,2,3 then O(0,0) is a
center of system (1).
Now we discuss the case when Ai + ATi is not definite.
Let α be a vector, |α| be the Euclidean norm of α. When A is a square matrix, |A|
denote the operator norm of matrix A.
Theorem 4. If A1 + AT1 (or A2 + AT2 ) has a positive eigenvalue λ1 and a negative eigen-
value −λ2, and |A1 −A2| < 12 min{λ1, λ2}, then the zero solution of system (1) is unstable,
consequently O(0,0) is an unstable fine focus of system (1).
Proof. We know that there exists an orthogonal matrix
P =
(
P11 P12
P21 P22
)
such that
PT
(
A1 + AT1
)
P =
(
λ1 0
0 −λ2
)
. (4)
Let
(
x
y
)= P (u
v
)
, then
d
dt
(
P
(
u
v
))
= P d
dt
(
u
v
)
= [A + A1(P11u + P12v)2 + A2(P21u + P22v)2 + B1(P11u + P12v)4
+ B2(P11u + P12v)2(P21u + P22v)2 + B3(P21u + P22v)4
]
P
(
u
v
)
.
Since (P11u + P12v)2 + (P21u + P22v)2 = u2 + v2,
d
dt
(
u
v
)
= [PT AP + PT A1P (u2 + v2)+ PT (A2 − A1)P (P21u + P22v)2
+ PT B1P(P11u + P12v)4 + PT B2P(P11u + P12v)2(P21u + P22v)2
+ PT B3P(P21u + P22v)4
](u
v
)
. (5)
Replace v by −v, from (5) we obtain
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= (u,−v)[PT AT P + PT AT1 P (u2 + v2)
+ PT (AT2 − AT1 )P(P21u + P22v)2 + PT BT1 P(P11u − P12v)4
+ PT BT2 P(P11u − P12v)2(P21u − P22v)2
+ PT BT3 P(P21u − P22v)4
]
. (6)
Take V (u, v) = u2 − v2 = (u,−v)(u
v
)
. Let D = {(u, v) | u2 − v2 > 0, u > 0}, then D is an
angular region with origin as its vertex. V (u, v) = 0 on the boundary of D, and V (u, v) is
positive definite in the interior of D. From (4)–(6), we obtain
dV
dt
= d
dt
(u,−v)
(
u
v
)
+ (u,−v) d
dt
(
u
v
)
= (λ1u2 + λ2v2)(u2 + v2)+ (u,−v)P T (AT2 − AT1 )P
(
u
v
)
(P21u − P22v)2
+ (u,−v)P T (A2 − A1)P
(
u
v
)
(P21u + P22v)2 + o
[(
u2 + v2)2].
As |(u,−v)| = ∣∣(u
v
)∣∣= (u2 + v2)1/2, |P | = 1,
(P21u ± P22v)2 
(
P 221 + P 222
)(
u2 + v2)= u2 + v2,
so
dV
dt

(
λ1u
2 + λ2v2
)(
u2 + v2)− 2|A2 − A1|(u2 + v2)2 + o[(u2 + v2)2].
Since |A2 − A1| < 12 min{λ1, λ2}, there exists a constant σ > 0 such that
dV
dt
 σ
(
u2 + v2)2 + o[(u2 + v2)2].
Therefore the zero solution of (5) is unstable, consequently, the zero solution of (1) is
unstable, since an orthogonal transformation does not change the stability of zero solution,
i.e., O(0,0) is an unstable fine focus of system (1). 
Theorem 5. If A1 + AT1 (or A2 + AT2 ) has a positive eigenvalue λ and a zero eigenvalue,
and |A1 − A2| < 14λ, then the zero solution of system (1) is unstable, therefore O(0,0) is
an unstable fine focus of system (1).
Proof. The preceding part of the proof is the same as that of Theorem 4. We note that
PT (A1 + AT1 )P =
(
λ 0
0 0
)
. So (u,−v)P T (A1 + AT1 )P
(
u
v
)= λu2,
dV
dt
 λu2
(
u2 + v2)− 2|A2 − A1|(u2 + v2)2 + [(u2 + v2)2],
since |A2 −A1| < 14λ and u2 > v2 in region D, 2|A2 −A1|(u2 + v2) < λ2 (u2 + v2) < λu2,
(u, v) ∈ D, and there exists a constant σ > 0 such that
dV
dt
 σu2
(
u2 + v2)+ o[(u2 + v2)2],
therefore the zero solution of system (1) is unstable. 
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dx
dt
= y + P3(x, y) + P5(x, y) + P7(x, y),
dy
dt
= −x + Q3(x, y) + Q5(x, y) + Q7(x, y). (7)
It is similar to system (1), (7) can be written in the form of
d
dt
(
x
y
)
= (A + A1x2 + A2y2 + B1x4 + B2x2y2 + B3y4
+ C1x6 + C2x4y2 + C3x2y4 + C4y6
)(x
y
)
. (8)
Theorems 1, 2, 4, 5 are also valid for system (7). Corresponding to Theorem 3, we have
Theorem 3′. If Ai + ATi = 0, i = 1,2, Bj + BTj = 0, j = 1,2,3, Ck + CTk = 0, k =
1,2,3,4, then O(0,0) is a center of system (7).
Similar to Theorem 2, we can obtain
Theorem 6. Assume that Ai + ATi = 0, i = 1,2, Bj + BTj = 0, j = 1,2,3, and that
C1 + CT1 and C4 + CT4 are negative (positive) definite. Denote λ(i)k be the eigenval-
ues of Ck + CTk , i = 1,2, k = 1,2,3,4, which satisfy the conditions λ(1)2  λ(2)2 , λ(1)3 
λ
(2)
3 ; λ
(1)
2 , λ
(1)
3  3 min{λ(1)1 , λ(2)1 , λ(1)4 , λ(2)4 }; λ(2)2 , λ(2)3  3 max{λ(1)1 , λ(2)1 , λ(1)4 , λ(2)4 }. Then
O(0,0) is a stable (unstable) fine focus of order three of system (7).
From above discussion, we know that the first, second, third order focal values of sin-
gular point O(0,0) will depend on the coefficients of the perturbed terms P3,Q3; P5,Q5;
P7,Q7, respectively. In general, it can be successively deduced that the higher order focal
values of singular point O(0,0) of system
dx
dt
= y +
n∑
k=1
P2k+1(x, y),
dy
dt
= −x +
n∑
k=1
Q2k+1(x, y), n 4,
can be determined by the coefficients of the perturbed terms with higher degree, however
the formula of these focal values will be more and more complicated.
Acknowledgments
The author expresses his gratitude to the reviewers and editor for the valuable comments and suggestions, and
the time and efforts he/she has spent in the review. Without the expert comments made by the reviewer, the paper
would not be of this quality.
C. Wu / J. Math. Anal. Appl. 319 (2006) 732–739 739References
[1] C.Z. Li, The two problems for planar quadratic system, Scientia Sinica 12 (1982) 1087–1096.
[2] T.R. Blows, N.G. Lloyd, The number of limit cycle of certain polynomial differential equations, Proc. Roy.
Soc. Edinburgh Sect. A 98 (1984) 215–239.
[3] Y. Liu, Formula of focal value, condition of centre and central integral for a class of planar cubic system,
Kexue Tongbao (Chinese) 2 (1987) 85–87.
[4] D. Wang, A program for computing the Lyapunov functions and Lyapunov constants in Scratchpad II, ACM
SIGSAM Bull. 23 (1989) 25–31.
[5] D. Wang, A class of cubic differential system with 6-tuple focus, J. Differential Equations 87 (1990) 305–
315.
[6] X.F. Jiu, D.M. Wang, On the conditions of Kukles for the existence of a center, Bull. London Math. Soc. 22
(1990) 1–4.
[7] E.M. James, N.G. Lloyd, A cubic system with eight small-amplitude limit cycles, IMA J. Appl. Math. 47
(1991) 163–171.
[8] S. Ma, S. Ning, K.H. Kwek, A cubic system with eight small limit cycles, Appl. Math. Lett. 7 (1994) 23–27.
[9] S. Ma, S. Ning, Deriving some new conditions on the existence of eight limit cycles for a cubic system,
Comput. Math. Appl. 33 (1997) 59–84.
[10] L. Chen, Z. Lu, D. Wang, A class of cubic system with two centers or two foci, J. Math. Anal. Appl. 242
(2000) 154–163.
[11] J. Bai, Y. Liu, A class of planar n(even number)-polynomial system with a weak focus of order n2 − n,
Chinese Sci. Bull. 37 (1992) 1590–1593.
[12] Y. Ye, Qualitative Theory of Polynomial Differential Systems, Shanghai Sci. Tech., Shanghai, 1995.
