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Abstract
This thesis describes three new algorithms for solving the problems of
Ground Plane Detection (GPD) and 3D Indoor Scene Labeling (3D-ISL).
Chapter 1 gives a brief discussion about background, including the neces-
sity, the application and the related works for solving the problems, as well
as the advantages and limitations of existing methods and algorithms.
The second chapter describes a height distribution based algorithm for de-
tecting either a single or multiple ground planes from a single 3D indoor
scene captured by a RGB-D camera. One of the reasons that makes the de-
tection of multiple planes from a cluttered scene difficult is the high dimen-
sion of the parameter space. In general, conventional methods use statistical
approach in three dimensional parameter space to detect planes. However,
the sparse distribution in such space is difficult to converge thus fails to
give stable results. In this research, the dimension of the parameter space
is reduced from three to one by making use of the predictable camera pose.
The distribution obtained with statistical processing of the input data will
become well shaped so that it makes the detection of ground planes much
easier and stable.
This algorithm consists of two phases: camera pose estimation and ground
plane detection. Starting with a predicted camera pose, both the ground
planes and the accurate camera pose are refined through a certain number
of iterations. The detection of the ground planes are carried out by the
following steps:
1. Computing the distribution in the one dimensional parameter space
with a known (or predicted) camera tilt angle.
2. Utilizing this distribution to detect the ground planes and estimate
degree of their convergence.
3. Finding the camera tilt angle that gives the best convergence degree.
4. Repeating step.1-3 until both the detected planes and camera tilt angle
are convergent.
In addition to GPD, the task of 3D Indoor Scene Labeling (3D-ISL) is also
studied in this thesis. The correctness of labeling depends on two factors:
1) the distinctiveness of the extracted features and, 2) the correctness of
the label relevance. Chapter 3 and Chapter 4 focus on these two factors.
In the third chapter, an algorithm of labeling a 3D indoor scene captured
from a fixed RGB-D sensor is proposed. The algorithm proposed in chapter
2 is utilized here to improve the accuracy of 3D-ISL. A discriminative feature
describing the spatial distribution characteristics of 3D objects is generated.
Meanwhile, label relevance in the 3D indoor scene are modeled. The labeling
problem is solved by using the graphical model.
In order to achieve an accurate result with low computational cost, the
following ideas are used in this algorithm:
1. Using Eigenvector decomposition and sub-space combination for mak-
ing a strong spatial feature.
2. Designing a 6-connected pair-wise model to represent the label rele-
vance.
3. Defining each part of the cost function corresponding to the feature
vector and the label relevance respectively.
In the fourth chapter, another algorithm of 3D-ISL is proposed. In order
to make the labeling result robust against the camera rotation, a high di-
mensional feature vector is generated by combining several single rotation
invariance features together. Furthermore, a method of learning the label
relevance is also proposed to improve the accuracy. At last, a method of
detecting person object from the labeling result is proposed.
Numerous experiments have been carried out to evaluate the performance
of our algorithms of Ground plane detection and 3D indoor scene labeling.
The advantages and disadvantages of our works are discussed in the last
chapter.
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1Introduction
1.1 Ground plane detection
Computer vision is a field that deals with the problem how to make computers to
understand digital images or videos. In recent years, with the rapid development, it has
been widely applied to navigation, surveillance, autonomous cars and automatic robots,
etc.. Generally, computer vision consists of several tasks: object identification, object
detection, object tracking, motion analysis from extrinsic parameter, scene labeling
and classification, etc.. Among them, as the fundamental techniques for many real
applications such as automatic robots, surveillance system and tracking system, ground
plane detection and scene labeling have received great attentions and are still being
developed rapidly. In this chapter, we will introduce the recent studies on these two
tasks and discuss the problems of them.
1.1.1 Literature review of the ground plane detection
As a fundamental problem of scene understanding, ground plane detection has been
widely used in numerous applications ranging from moving object tracking to automatic
identification and intelligence robotics [1, 2, 3, 4, 5]. Ground plane detection aims to
detect single or multiple grounds from a complex scene having various appearances of
backgrounds, which makes it a challenging work in the computer vision area. Most ex-
isting approaches used Euclidean distance as the key to detect the ground plane, where
RANSAC has been widely applied due to its practicality and convenience. Recently,
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many approaches tend to detect ground plane with the perspective of probability the-
ory [6, 7, 8, 9, 10]. The algorithm proposed in [9] first predicts the depth map of a
2D image through a Markov Random Field (MRF), then divides the image into re-
gions of perceptually similar textures (superpixels). The superpixels that have similar
features (color, normal) will be considered as co-planar. At last, the 3D ground plane
can be reconstructed by calculating the actual depth of each pixel through a camera
calibration.
The most useful approaches of ground detection include: RANSAC, Hough Trans-
form, graphical model, etc.. Meanwhile, based on these approaches, many extensions
have been developed in the past few years. According to their characteristics, we clas-
sify the approaches of ground detection from 2D image or 3D scene into two main
categories: geometric model based and region growing based. Relative methods and
studies will be discussed respectively.
Geometric model based
In computer vision, the most widely known methodology of plane extraction based
on geometric model is RANSAC, which has been proved to be able to detect planes
successfully in 3D scenes. RANSAC is an algorithm initially developed by Fischler
and Bolles in [11] that allows the fitting of the model without trying all possibilities.
RANSAC is based on the probability to detect a model using the minimal set required
to estimate the model. For a given data set whose data elements contain both inliers
(ground plane) and outliers (noise), a plane geometric model is initialized by three
randomly chosen points according to the fact that a plane can be defined by three
points. Then for the rest data set, distance from each point to the model is calculated
and, if it is smaller than the predefined threshold, the point will be determined as
belonging to the ground. RANSAC uses a score function to find the optimal parameters
of the model. Usually, the score is the number of points belonging to the plane.
RANSAC exhibits the following, desirable properties[12]:
1. The algorithm is conceptually simple, which makes it easily extensible and straight-
forward to implement.
2. It is very general, allowing its application in a wide range of settings.
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3. It can robustly deal with data containing more than 50% of outliers.
Apparently, RANSAC is very efficient in detecting large plane in noisy point cloud
but becomes very slow to detect small planes. In addition to that, RANSAC will cause
failure detection when there are multiple ground planes in the scene since the model
is a single plane. Torr et al. proposed MLESAC [13] which is a generalization of the
RANSAC estimator. It adopts the same sampling strategy as RANSAC to generate
estimated solutions, however, the solution is updated by minimizing the negative log
likelihood of the cost rather than just the number of inliers. MLESAC improves the
accuracy of ground detection especially in the scene with strong noises (small planes).
However, since the model remains single, it is not able to be applied to the detection
of multiple planes either.
Ruwen Schnabel in [14] proposed a robust and fast method which is an extension
to RANSAC for shape extraction including planes. In this research, shape extraction
problem was formed as an optimization problem defined by a score function. During
each iteration, for each subset sampled by an octree, candidates of all considered shape
types are generated, then the best candidate is evaluated through a score function
defined by a probability. This method has been proved to be able to detect vast shapes
from a noisy scene.
For detecting multiple planes, several extensions to RANSAC have been developed
in the recent years. In [15], a sequential RANSAC method extracts multiple planes by
using RANSAC to extract the plane containing the most inliers, then removing the in-
liers from the point set, for the remaining points, repeating the same procedure until all
the planes are extracted. This method is simple and easy to implement. However, the
removal of inaccurate inliers may adversely impact the subsequent RANSAC processes.
Moreover, this method may cause low accuracy when the scene contains several inter-
secting planes (such as steps), in which case the biggest plane extracted may contain
some inliers belonging to other planes.
To overcome the first disadvantage discussed above, Multi-RANSAC method pro-
posed in [16] estimates multiple models in each of the RANSAC iteration. It can detect
multiple planes more accurately but with higher computational cost. A clustering algo-
rithm called J-linkage in [17] is used to refine the selected inliers, from which to extract
multiple planes. This method has been proven to be more robust against noise.
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In order to avoid the second disadvantage brought by connected planes, in Orazio’s
research[18], CC-RANSAC was proposed that only considers the largest connected
components of inliers to evaluate the fitness of a candidate plane. This idea embeds
the observation that data points which are the inliers of a correct plane cluster are
contiguous in space, whereas a plane straddling across two planar patches typically
produces two disconnected sets of inliers. This method overcomes the drawback that
RANSAC could not detect multiple planes that are close to each other. However, this
method introduces another drawback: it will cause failure when several planes are
connected together.
NCC-RANSAC[19] is an extension to CC-RANSAC. Normal coherence is considered
in this method, that is, if the angle between the surface normal of the inlier data point
and the fitted plane is big, then the inlier data will be discarded, which results in
a number of disconnected planar patches. For each of the rest patches, instead of
searching the largest patch, a plane is fitted to the patch and the distance from each
data of the scene to the plane is calculated, then points with a sufficiently small distance
are added to the patch. By repeating these steps, all the planes could be extracted.
As a result, NCC-RANSAC method is much more efficient than CC-RANSAC method.
The results in [19] are shown in Fig.1.1.
(a) input intensity image (b) results by using
CC-RANSAC
(c) results by using
NCC-RANSAC
Figure 1.1: Comparative results of CC-RANSAC in [18] and [19]
Faisal M. in research[20] proposed a method for ground plane detection in spatio-
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temporal volume of images taken from a TOF (Time of Flight) camera. Since in single
frame where the number of the points belonging to an obstacle (e.g. a wall) may be
more than the ones belonging to the ground, using standard RANSAC may cause a
failure. To solve this problem, instead of using a single frame, several continuous frames
are used to create a spatio-temporal volume, where a motion constraint was defined
that the angular velocity of the camera is parallel to the normal of the ground plane.
By using the spatio-temporal features on the ground, spatio-temporal RANSAC was
proposed based on this constraint and experimental results showed that using spatio-
temporal RANSAC could solve the problem in their work.
In addition to RANSAC, Hough Transform [21] is another typical model-based
method used for plane detection. It has been applied to detecting other shapes as
well [22, 23, 24, 25, 26]. The basic idea is that each data point casts its vote in the
Hough Transform (HT) parameter space. This space is divided into several sub-spaces
called accumulator cell, which represents the plane parameters. The accumulator cell
with the largest number of votes are identified as the parameters for the plane model.
However, since the 3D point cloud contains a large number of points and each of them
needs to be transformed, traditional HT usually brings about numerous computational
cost. To reduce the computational cost, Kiryati et al. in [27] proposed a probabilistic
method called Probabilistic Hough Transform (PHT). In this method, instead of using
the whole points, only a subset of points is randomly selected and then transformed
into the HT space for voting. By reducing the number of points, the computational
cost is reduced drastically. However, the performance of PHT is highly dependent on
the size of selected subset.
Based on PHT, Adaptive Probabilistic Hough Transform proposed in [28] developed
a novel structure of the accumulator which changes dynamically during the voting
phase. After selecting a random set of points and transforming them onto the HT
space, during each voting process, the maximal cell is added to a list of potential
maximum cells for updating. As updating proceeds, the structure of the accumulator
becomes clearer. The updating procedure stops after a certain number of iterations
and the result of plane detection will gain a high accuracy. However, since the stopping
rule for updating is complex, it is hard to implement.
Matas proposed another HT based method call Progressive Probabilistic Hough
Transform (PPHT)[29]. In this method, the planer objects are detected progressively,
5
1. INTRODUCTION
meaning that if the highest accumulated cell exceeds the threshold, points correspond-
ing to this cell will be added to the output list and removed from the whole points
simultaneously. Same steps repeat for the rest points until a certain condition meets.
This method accelerates the speed since not all the points participate in the voting.
In Dorit B’s research [30], an innovative accumulator was designed to make each cell
equally separated. The evaluation results showed that the accuracy could be improved
by using this accumulator.
Hough Transform has been widely used for multi-planes detection. Since a plane
can be represented by its normal vector and the distance to the origin, the parameter
space of the Hough Transform has three dimensions: two for the normal vector and
one for the distance. In the case that the voting is performed for every single point
in the cloud, each 3D point will form a surface in the parameter space. This is not
only computational expensive, but also makes the votes scattered that will make the
plane detection difficult. In order to solve this problem, many researches used planar
patches instead of a single point for the voting. Randomized Hough Transform (RHT)
was proposed in research [31]. In this research for detecting planes, three points are
chosen randomly from the input and mapped onto Hough space, represented as one
point that denotes the plane spanned by the three points. The corresponding cell in
Hough Space calculated by the plane is accumulated. After certain number of iterations,
cell with accumulations reaching a certain threshold will be considered as the plane.
Then points lying on this plane will be removed from the input. This method has a
significant advantage that it is not necessary to perform Hough transformation for all
the points thus makes the method efficiency. However, this approach has two obvious
disadvantages. The first one is the low accuracy of parameters in the plane patch. This
is because a patch only contains a small number of points. This low accuracy makes the
votes scattered in a wide range for the patches belonging to the same plane, thus makes
the plane detection unstable and inaccurate. The second one is that it cannot guarantee
that the points of a patch are selected from the same plane. Selecting points in a small
range reduces the probability of this mistake, but makes the low accuracy problem even
worse. Those problems make the votes of the same plane distribute sparsely in the 3D
parameter space that makes the plane detection difficult and unstable.
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Region growing based
Region growing based methods can be used for plane detection as well and many novel
methods have been proposed in recent years. The common procedure is: first, some
initial seed points are selected, then grown into regions based on the homogeneity of
local features. The features can be chosen as color, normal direction, distance from the
point to the plane, etc.. With the seed and the features, an efficient clustering method
is applied to extracting all the potential planes.
In Weingarten et al.’s work [32], a point cloud is divided into several small cubes.
For each cube, co-planar points are found by RANSAC. Then the least squares method
is used to fit an optimal plane among these points. Subsequently, planes are extracted
by merging small patches into big ones. However, the neighborhood information, that
is, the relationship between neighboring cubes is ignored, which causes the result very
coarse. Moreover, using RANSAC in each cube makes this method time consuming.
In Lin W’s work [33], an unsupervised planar segmentation algorithm based on
multidimensional (MD) particle swarm optimization (PSO) was proposed. MD-PSO
algorithm is adopted to optimize an objective function proposed for planar segmenta-
tion. Meanwhile, a modification strategy of finding the global optimal position of the
swarm in each dimension is added to the MD-PSO algorithm. Results showed that
this method gained high accuracy of planar segmentation. However, this method is not
appropriate for our research according to that it is only used for planar segmentation
so that no information denotes the one belonging to the ground plane. The result is
shown in Fig.1.2.
Two types of plane detection algorithms based on region growing are given in J.
Xiao’s work[34]: point-based region growing and grid-based region growing. In the
point-based method, one point is selected from the point cloud, then regarded as a
new seed if its local appearance is planar while satisfying that at least six or more
neighbor points within a predetermined distance exist. Then the new seed together
with its neighbors will be marked as a new growing region. This region grows under a
certain rule and will be assigned to be a new plane when the number of points exceeds
a threshold. Different to point-wise, grid-based method first separates the point cloud
into several cubes, then the cube having the smallest MSE of all the unidentified cubes
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Figure 1.2: Planar segmentation result in research [33]
is selected as the seed. The region growing rule is similar to the one in point-based
region growing. Grid-based method improves the computational speed dramatically.
Research in [35] proposed a method to extract planes from 3D range data captured
by a range imaging sensor. Only vertical and horizontal planes from range images of
indoor environment are considered to be extracted. Range images enhanced by the
normal information are partitioned into several segments by using a method called
Normal-Cut. Subsequently, each obtained segment is fitted by a least-square plane and
the fitting error determines if the segment is a plane or not. For the resulting planar
segments, based on the normal of its least-square plane, each segment is labeled as
vertical or horizontal. Then neighbors with the same label will be merged. With this
region growing processing, all the planes either vertical or horizontal can be detected.
Method in [36] uses polygons to reconstruct 3D models, where a new region growing
algorithm of planar detection has been proposed. Starting with a pair of neighboring
points, it repeatedly tries to extend the current set by examining all other points with
the increasing distance from this point set. For a point closed enough to the current
8
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set, it will be added to the current set only when both the average squared error and
the distance from this point to the optimal plane are under the threshold. This process
is repeated by choosing different seeds until all possible planes are detected.
Based on the work [37], Jann Poppinga made a modification to reduce the com-
putational cost. In the region grow procedure, instead of examining only one point
per iteration, an 8-neighbor structure is defined to determine the nearest group of
points, which enhanced the efficiency dramatically. Moreover, calculations for the av-
erage squared error and distance from the point set to the optimal ground has been
simplified. This method is fast but sensitive to noisy data.
Rabbani in [38] proposed a method of smooth area detection that can be used for
plane detection. The normal of each point is estimated first, then point with the mini-
mum residual is considered as the seed. For the last added point, k nearest neighboring
points are used for region growing. However, in this method, angle between the normal
of the point and the current normal of the plane is used as a constraint and only if it
is under a predetermined threshold, the points will be added to the current set.
In Harati’s work [39], with the pixel-neighborhood information, a measure called
Bearing Angle is used for each point to evaluate the flatness of its local area. Based on
this measure, a line-based region growing algorithm is proposed. However, since Bearing
Angle is the incident angle between the laser beam and edges of the scanned polygon
in the selected direction, it cannot be properly calculated in cluttered environments.
Georgiev et al. in [40] proposed a method started by extracting 2D line segments from
each 2D scan slice (each row or column in an organized point cloud), where connected
line segments represent candidate sets of co-planar segments. Then, a region growing
algorithm is utilized to find co-planar segments and their least squares fitting (infinite)
plane.
In J. Xiao’s work [41], a plane segmentation method called Subwindow Based Region
Growing (SBRG) is proposed for plane segmentation from structured environment.
The point cloud is decomposed into several subwindows, which are classified as planar
and non-planar based on the method presented in this work. Subsequently, among
the subwindows classified as planar, the one with the minimum mean square error is
chosen as a new seed. This method has good performance in structured environments.
However, the result is unsatisfactory in the case of unstructured environments. To deal
with this problem, another algorithm is proposed called Hybrid Region Growing. In the
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region growing procedure, if the neighboring subwindow is planar, the following steps
are the same as those in SBRG. Otherwise, each point in the subwindow needs to be
investigated separately then added into the region only if the distance to the optimal
plane and the MSE are both under the threshold. Using subwindow as the seed makes
growing step much faster than the pointwise method.
1.1.2 Problems of the present algorithms
After introducing and analysing the present algorithms, we have found several problems
that almost all those algorithms are suffering from: First, the RANSAC based algorithm
[11]-[14] are unable to detect multiple planes. Even though the extensions to RANSAC
have been proposed for detecting multiple planes in [16, 17, 18, 19], they are more
suitable to be used in planar segmentation, where no clear information indicates which
planes belong to the ground.
Second, for the region growing based algorithms, since the performance is mainly
dependent on the accuracy of seeds, the defect is apparent that, in a 3D scene, if
a ground plane is divided by an obstacle into several parts, all those parts will be
detected individually and considered as different planes. Besides that, the complexity
of these algorithms will lead to numerous computational cost.
Third, in the case of ground plane detection, the camera pose is an important factor.
Most existing studies did not take the camera pose into account. However, in many
real applications, the camera pose is available although inaccurate. For examples, the
camera mounted on a mobile robot often has a known pose and mobile phones have
built-in gyroscope sensors. Applying the prior knowledge of the camera pose is possible
to make ground plane detection fast and stable. Even though camera calibration was
used in work [9] to calculate the depth of the ground plane, it didn’t give any support
to refine the result. Moreover, there is no multiple ground plane detection mentioned
in this work.
1.2 Scene labeling
In computer vision, object classification or labeling is another meaningful and important
task. The motivation is to predict the class of a specific object correctly from a 2D image
or 3D scene. A typical application is to detect pedestrian from an indoor or outdoor
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scene. The complexity of the background increased the difficulty of this task. However,
labeling the scene to distinguish “background” and “foreground” objects, then using
a effective classifier to detect the pedestrian only from the “non-background” objects
could simplify the problem. Apparently, the performance of the detection depends on
the accuracy of the labeling.
Generally, two components in a classification approach need to be defined: a set of
feature vectors and a probabilistic graphical model. The extracted feature describes the
characteristics of the object, which enables the model to predict the probability of each
label. An effective model can compensate for insufficient features, and discriminative
features can compensate for a too simplistic model.
In recent years, many scientific works focus on developing a robust and strong
feature as well as the probabilistic graphical models. We will introduce those studies
and discuss the existing problems respectively.
1.2.1 Literature review of scene labeling
Development of feature
Recently, various features used for scene labeling have been developed. In N.Dalal’s
work [42], a local feature called HOG (histogram-of-gradients) describing the appear-
ance of person has been proposed. The method is based on evaluating well-normalized
local histograms of image gradient orientations in a dense grid. It is inspired by the
fact that local object appearance and shape can often be characterized rather well by
the distribution of local intensity gradients or edge directions. In the implementation,
the image is divided into several small spatial regions, which are called as cells, then
for each cell, a local 1-D histogram of gradient directions or edge orientations over
the pixels is calculated. The cells are grouped into larger spatial blocks and contrast
normalizing is implemented for them. The final descriptor is then the vector of all com-
ponents of the normalized cell responses from all the blocks in the detection window.
Finally, the classification step is implemented by using a linear SVM classifier. The
proposed feature gives a good result on 2D image.
In Peter Gehler’s work [43], several methods have been proposed to combine a set
of diverse and complementary features instead of using a single feature type. This work
focused on solving the problem that the instances belonging to the same class usually
11
1. INTRODUCTION
have high intraclass variability. Developing an invariant feature may solve this problem,
however it is clear that none of the feature descriptors will have the same discriminative
power for all classes. Since the classifier used in this work is the SVM classifier, several
methods of kernel combination have been developed. Meanwhile, it gives an approach
of learning the kernel combination and the parameters during the training phase of the
algorithm. Results showed that the method yielded good performance on 2D images.
Recent advances in 3D sensing technologies make it possible to exploit geometric
and structural features those can enhance object recognition and many relative works
have been proposed [44, 45, 46, 47, 48, 49, 50, 51].
A variety of advanced 3D histogram based feature descriptors have been concluded
in Behley’s work [52] including: (1) Histogram of Normal Orientations in [53], which
is a normal histogram storing the angle between the reference axis and a neighbor-
ing point; (2) Spin Images in [54], which is calculated by spinning a grid around the
reference axis, where the grid cells collect or “count” the neighboring points; (3) Dis-
tribution Histogram by [55], which tries to capture the shape around a point from a
designed cube; (4) Signature of Histograms of Orientations (SHOT) in [56], generated
by calculating a histogram of normal orientations between the neighboring point inside
each divided sector and the query point. After summarizing those 3D histogram based
feature descriptors, from SHOT, a feature descriptor called Spectral Histogram is also
proposed, which calculates three signature values from the spectral values of the points
inside each sector region. Then, the space around a point is subdivided into different
slices and shells. For every radial shell in a slice, a different scale of the point distribu-
tion is obtained according to a constraint. Comparative experiments give the results
that Distribution Histogram, SHOT, and Spectral Histogram are the descriptors that
resulted in the best performance.
In addition to that, many features have been proposed and widely used such as:
spherical harmonic invariants [57], curvature maps [58],and conformal factors [59]. How-
ever, it has been proved that those features have a limitation to some application due
to the properties of themselves. In recent years, Radu Bogdan Rusu in [60] has pro-
posed a 16-dimensional feature vector called PFH (Point Feature Histogram), which
describes the local geometry around each point p in a point cloud. PFH extracts four
features [α, ϕ, θ, d], where α is the angle to the second axis, ϕ is the angle to the first
axis, θ is a rotation on the UW plane and d is a distance between two points, which is
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used for weighting parameter. A Point Feature Histogram representation is based on
the relationships between the points in the k-neighborhood and their estimated surface
normals. It attempts to capture the sampled surface variations by taking account all
the interactions between the estimated surface normals.
In [61], a new type of local feature, called Fast Point Feature Histograms (FPFH),
which retains most of the discriminative power of the PFH but has an improved cal-
culation speed, have been developed. The FPFH feature vector is a simpler but faster
version of PFH by catching previously computed values in feature histogram compu-
tation. The number of bins is set to be 11 for each α, ϕ and θ. Therefore the FPFH
descriptor can be represented with 33 dimensional vectors. This feature has been shown
to be invariant to position, orientation, and point cloud density, and it copes well with
noisy datasets. However, for different categories of objects which have similar shape,
this feature becomes weak to distinguish. In addition to that, FPFH is invariant to
view-point.
Many methods focusing on developing global features such as Extended Gaussian
Images (EGI) [62], eigen shapes [63], or shape distributions [64] have been proposed.
EGI in [62] describes the feature of an object from the unit normal sphere, and it has
the problems of handling arbitrarily curved objects. In [63], for each model, images
in the training set are spanned into a large training matrix. Then using principle
component analysis (PCA) to find k eigenvectors corresponding to the largest eigen
values. These k eigenvectors form a special subspace for each model. The recognition
step is done by projecting the test image into the trained subspace then using Nearest-
Neighbor to find the best matching. Eigen shapes show promising results but they
have limits on their discrimination ability since important higher order variances are
discarded. The latter feature samples statistics of the entire object and represents them
as distributions of shape properties, however they do not take into account how the
features are distributed over the surface of the object.
In Radu Bogdan Rusu’s work [65], a new feature called Viewpoint Feature His-
togram (VFH) has been proposed. Based on FPFH, this feature encodes important
statistics between the viewpoint and the surface normals on the object, which makes
VFH a global feature corresponding to the view point. VFH is constituted by an addi-
tional component to FPFH, which is calculated by collecting a histogram of the angles
that the viewpoint direction makes with each normal. Then, the FPFH component
13
1. INTRODUCTION
measures the relative pan, tilt and yaw angles between the viewpoint direction at the
central point and each of the normal on the surface.
Another useful feature named Pyramid Context Feature is developed by work [51].
This feature is designed for per-voxel linear classification. For each voxel V , a feature
vector is calculated by vectorising the linearly-interpolated voxel, then a K-level Gaus-
sian pyramid of V is computed. Each k-th pyramid context feature is upsampled with
the corresponding scale and summed up together to form the final feature. Not only is
this feature a powerful descriptive representation, but also is designed such that exact
per-voxel linear classification can be made extremely efficient.
Arbeiter’s work [46] chose three promising descriptors, namely Radius-Based Sur-
face Descriptor (RSD), Principal Curvatures (PC) and FPFH, and presented an ap-
proach for each of them to show how they can be used to classify primitive local surfaces
such as cylinders, edges or corners in point clouds. However, those features are neither
sensitive to camera transformation, nor to the shape similarity.
Development of graphical model
Graphical model is a probabilistic model which expresses the conditional dependence
between random variables and has been widely used for labeling. Recently, more and
more significant works focus on developing graphical model to gain a better perfor-
mance. In H.S.Koppulas’s work [66], the author proposed a graphical model that cap-
tures various features and contextual relations, including the local visual appearance
and shape cues, object co-occurrence relationships and geometric relationships. Both
associative and non-associative coupling of labels have been modeled. The model is
trained by using a maximum-margin approach that globally minimizes an upper bound
on the training loss.
In M.Naja’s work [67], the author introduced a non-associative higher-order Condi-
tional Random Field (CRF) to address the problem of 3d point classification, in which
four higher-order patterns (simple co-occurrence, geometric co-occurrence, within clique
adjacency and height signature) were designed and formed together as a new pattern-
based potential term. This model is invariant to the size and number of the segments
after dividing the scene, and the labeling problem is solved by Maximum A Posteriori
(MAP) estimation.
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In Mayank B.’s work [68], an outdoor stereo image classification approach was
proposed by defining a spatial 3D feature called Vertical Support Histogram (VSH) from
dense stereo range maps to locally characterize 3D structure. Meanwhile, the context
model describing the specific relationship between pair-wise labels is designed for using
Markov Random Field. However, the feature vector in this work is only developed from
the vertical distribution so that it is unable to exploit the spatial information effectively.
Meanwhile, the context model has some limitations since it is manually defined. The
result of their work is shown in Fig.1.3.
Figure 1.3: Scene labeling result in research[68]
In Daniel Wolf’s work [69], an efficient semantic segmentation framework of indoor
scenes operating on 3D point clouds has been proposed. This work used the results of a
Random Forest Classifier to initialize the unary potentials of a densely interconnected
Conditional Random Field, and learned the parameters for the pairwise potentials
from the training set. These potentials capture and model reasonable spatial relations
between class labels. Features extracted from each voxel consist of eigenvalues, angle
with ground plane, height and color in CIELAB space. This approach has achieved a
significant result while holding a fast computation speed. Result of this work is shown
in Fig.1.4.
Silberman et al. presented the first large indoor RGB-D dataset [70], containing
thousands of frames, from which over 2,000 have been densely annotated. They train
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(a) input points cloud (b) labeling result
Figure 1.4: Input points cloud and the labeling result in research[69]
a neural network as a classifier and then apply a CRF model to label the indoor scene.
However, class label relations were not completely considered in this research. Ren et al.
[71] proposed another indoor labeling algorithm on the same dataset. Comparing with
the traditional pointwise approach, they divide the point cloud into several voxels, then
use kernel descriptors to describe the patches. The labeling is solved by using Markov
Random Field (MRF) with a segmentation tree. However, the complexity of their
approach leads to large computational cost.
Valentin et al. [72] use an over-segmentation task for a mesh representation of the
scene. Each mesh is classified by a JointBoost classifier, then use Conditional Random
Field to obtain the labeling result. But label relations were taken into account either.
Hermans et al. [73] proposed an indoor scene labeling framework based on Random
Forest classifier and a dense CRF model. Random Forest achieved a better classification
result by comparing with other classifiers. However, the feature they used is extracted
from 2D data. Moreover, the potential is modeled as a simple Potts model which is not
accurate enough to describe the label relations.
The label relations have been incompletely considered in those researches above.
Even though the features they used are powerful, the defect brought by the inde-
pendency is inevitable. To solve these problems, several methods have already been
proposed for the purpose of learning and modeling the contextual relation between class
labels.
Anand et al. [74] proposed a huge graphical model for solving the labeling task,
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which can capture the spatial relations of class labels depending on different features.
However, the complexity of this approach makes the computation speed very slow.
Kahler et al. [75] combine the binary tree with CRF for scene labeling. In this work,
unary and pairwise terms of CRF are learned through two methods, the Decision Tree
Fields and the Regression Tree Field, respectively. The DTF inference is done by using
a Gibbs sampler since it is a discrete optimization. For RTF inference, an efficient,
exact inference method proposed in [76] is applied.
A framework with a voxel-CRF model is proposed in Kim et al’s work [77]. In
this work individual voxel observation is modeled as the unary term. Pairwise term is
modeled to capture the label relations between the neighboring voxels. In additional to
that, higher-order potential that encodes the relationship among more than two voxels
are also proposed in order to capture the label relations within a group of voxels. This
novel design enables itself to extract numerous information of label relations. However,
computational cost also increases with the complexity of the model.
1.2.2 Problems of the present algorithms
After comparing the performance of the present algorithms, we give a conclusion about
the problems these algorithms are suffering from:
1. Feature: In recent years, many state-of-the-art studies relating to 2D scene
labeling, segmentation and classification have been reported in literature and many
discriminative features have been developed. However, features used in those researches
are typically developed by capturing the 2D appearances of the objects. Developing a
feature capturing the 2D appearance of object needs multiple scales to be considered.
Since no scale information is available in 2D image, this will lead to more failure results.
Meanwhile, a lot of valuable information such as the geometry distribution and the
layout of object, cannot be extracted from 2D image.
Development of 3D sensor makes it possible to exploit geometric and structural
information such as 3D position, appearance and the orientation of surface. However,
geometric feature, which is used for describing the structural characteristic of 3D ob-
jects and considered as a very useful feature, has not been exploited effectively. For
instance, some studies use height distribution as the feature vector, which is attempted
17
1. INTRODUCTION
to distinguish the objects from the difference of their height. However, in the patch-
wise or voxel-wise algorithms, using this feature will cause failure since some voxels
belonging to different categories always holding the similar height distribution.
2. Label relation: For many indoor environments, scenes usually exhibit very
distinctive structures and repetitive spatial relations between different categories of ob-
jects. For instance, person is always standing on the ground and under the roof, and
other objects should never be under the ground. When the features are not sufficiently
discriminative to predict labels correctly, exploiting spatial relation of labels can signif-
icantly improve the performance. In some studies where label relations are not taken
into account, even though a robust and strong feature is used, the performance always
suffers from blocking effect caused by independency. Others use graphic model to solve
this problem, where Potts model is a common option for modeling the pairwise poten-
tial according to the consideration that neighboring objects with the similar features
(color, normal and etc.) are more likely to have the same label, while this consideration
is not applicable for all scenes. Overall, relationship between different labels have not
been learned sufficiently.
3. Rotation invariance: Even though many strong features have been developed,
rotation invariance is rarely considered in those research. It is very common that the
camera coordinate of a scene captured by a mobile robot is changing all the time, either
horizontally or vertically. The commonly used features such as position and normal
are very sensitive to rotation. In recent years, many useful features describing the
appearance which are insensitive to camera rotation have been developed. However, in
our research, these features are not strong enough to distinguish the objecting with a
similar planar appearance (Roof and Ground). It is necessary to develop a new feature
not only discriminative, but also robust to camera rotation.
1.3 Purpose of this thesis
The purpose of this thesis consists of two parts:
The first part is to set up a framework for detecting either single or multiple ground
planes in 3D point cloud. The ground planes are allowed to be parallel or non-parallel.
Also, in this framework, the camera tilt angle is estimated and used as the feedback to
refine the detection result iteratively.
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The second part is to set up a Bayesian framework for 3D indoor scene labeling.
For practical needs, labels in this thesis consists of Roof, Wall, Person Candidate and
Ground (R, W, C, G). Our attemp is to develop a set of features that can exploit rich
partial information from a full-scene cloud point and is robust against camera rotation.
In addition to that, we aim to model the label relations correctly. Finally, we attempt
to detect the person from the objects labeled as Person Candidate.
1.4 Overview of this thesis
Chapter 2 gives a framework of detecting single or multiple ground planes with the
estimation of the camera tilt angle. The contributions of this algorithm includes:
1. In this algorithm, a method called θ-projection is proposed. We use this method
to select the points belonging to the ground plane with a parameter, which is
represented as the camera tilt angle. Another method for estimating the camera
tilt angle from the selected points is proposed. We use both of the methods
iteratively to refine the results of the detected ground plane and camera angle.
2. We give a modification of the previous algorithm in 1 to improve the accuracy
and running speed.
3. Based on the algorithm in 2, we make a modification on it so as to detect both
parallel and non-parallel ground planes.
4. We compare our algorithm with other state of the art works to evaluate the
performance.
Chapter 3 gives a Bayesian framework based on Markov Random Field that labels
the 3D stationary indoor scene. The contributions of this algorithm includes:
1. We propose a method to learn a novel spatial feature vector that derives from the
combination of three directional distributions by using eigenvector decomposition
and sub-space combination.
2. We model both associative and non-associative coupling of labels that accommo-
dates the 3D point cloud, then develop a corresponding smooth cost function that
is used for Markov Random Field.
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3. The labeling is obtained by solving the MAP estimation. In this thesis, we use
a linear combination of cost energy so that MAP estimation is equivalent to
minimizing the cost energy.
4. The final result suffers from the uncertainty brought by the size of the divided
cube, which will be discussed in the experimental part in this chapter. This
problem will be solved by using the approach proposed in chapter 2.
Chapter 4 gives another Bayesian framework that labels the 3D indoor scene with
camera rotation. The contribution of this algorithm includes:
1. To solve the problems of camera rotation, we develop a set of feature vectors
which is discriminative and robust to camera rotating based on the distribution
of the normal vector.
2. To overcome the defects brought by MRF, we choose to use Conditional Random
Fields to solve the labeling problem. Meanwhile, we propose a method to learn the
label relations between two different categories of objects rather than manually
defining it, then use the learned model to calculate the pairwise potential of the
CRF.
3. We model a new pairwise potential of the CRF to improve the labeling perfor-
mance.
4. We develop another feature used for detection persons from the results obtained
by our labeling algorithm.
In this thesis, each chapter provides the experimental results and conclusions. In
Chapter 5, we give a total conclusion and discuss the future work.
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In this chapter, a single/multiple ground planes detection algorithm where camera tilt
angle estimation is utilized as an assistant for improving the accuracy is proposed to
solve the problems discussed above. The main motivation of this research is to use the
acquisition of camera tilt angle to make the detection of ground planes fast and stable.
The idea is, in an indoor scene captured by a RGB-D camera, height of the points on
the ground plane will be nearly the same. If we project all the points in the whole scene
onto a line parallel to the estimated normal vector of the ground plane (corresponding
to the camera pose), the height distribution will become concentrate and show a high
peak denoting the location of the ground plane. Thus we can use a voting mechanism
similar to the Hough Transform to detect ground planes. In our case, the votes will
distribute more densely than that in the 3D Hough Transform space. This makes our
method much simpler and need lower computations. Since the available or assumed
camera tilt angle maybe inaccurate, after the ground plane is detected, we can use the
result to refine the camera pose, then detect the ground plane iteratively to improve
the accuracy.
In order to achieve a robust performance of detection, the following key ideas are
used in this thesis:
1. Applying a height distribution based method to detect the location of the ground
planes with an estimated camera tilt angle.
2. Defining an appropriate region to select the points belonging the ground planes.
3. Using a method to refine the ground planes and the angle iteratively.
21
2. GROUND PLANE DETECTION
The content of this chapter is organized as follows:
1. In subsection 2.1.1, we give an overview of our algorithm of single ground plane
detection.
2. A method is proposed in subsection 2.1.2 for the purpose of finding the location
of ground plane under an assumed camera tilt angle. Then based on the location,
a voting rule for the ground points is proposed.
3. Based on the method in subsection 2.1.2, we proposed an approach to find a
roughly estimated camera tilt angle in subsection 2.1.3.
4. In subsection 2.1.4, we show how to refine the ground plane and the camera tilt
angle iteratively.
5. In subsection 2.1.5, we make some modifications to the method proposed in 2.1.2
to improve the accuracy.
6. In section 2.2, we use our algorithm to detect multiple ground planes, including
parallel and non-parallel ones.
7. In section 2.3, we give the details of our experimental results. We also make
comparisons with other algorithms.
8. In section 2.4, we give a short conclusion and discussion.
2.1 Single ground plane detection
2.1.1 Overview of our algorithm
In this work, we assume that the height of the ground points and other points are
independent. Meanwhile, only camera tilt angle is taken into account. Figure 2.1
shows the flow chart of our algorithm. The whole algorithm can be divided into two
procedures: Rough Detection (RD) and Precise Detection (PD). For an input point
cloud, before any procedures, a preprocessing is applied to project all the points onto
a height corridor proposed in [78]. This height corridor consists of three parts: high,
middle and low regions. Points within the low region are considered as belonging to
the ground plane. We use this corridor to discard the points belonging to other objects
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Figure 2.1: The figure shows the framework of our algorithm, where Rough Detection
gives a roughly estimated angle θRE , and output of Precise Detection is the estimated
camera tilt angle θPE . The ground plane is detected based on θPE .
so that the number of ground points will be the largest. However, if the camera tilt
angle is a big negative value, some part of the ground plane will span out of this region
and then mistakenly be discarded. For this reason, in our work, low region of this
height corridor is enlarged to ensure that all the ground points can be contained in
it. Remember that this preprocessing will only be carried out for single ground plane
detection.
After the preprocessing, in Rough Detection stage, a rough range centered at 0
degree is set. Then for each angle in this range, a method called θ-projection, (described
in 2.1.2) is used to select a set of points belonging to the ground plane hypothetically.
Subsequently, a method called Angle Approaching finds the most appropriate angle
through those sets. However, this angle is not accurate enough to be considered as the
final result.
In Precise Detection procedure, we define another range centered at the roughly
estimated angle from RD stage. Note that this range is much smaller than that defined
in RD stage. The most accurate angle in this range is chosen through Angle Approach-
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ing as well and refined by comparing with the former one iteratively. Finally, ground
plane is detected under this angle.
Details of each procedure will be discussed in the following parts.
2.1.2 θ-projection
As the core of the whole algorithm, a method named θ-projection is proposed in this
work. This method aims to create a set of points considered to be the ground plane
under a given camera tilt angle. Our scene is represented as a point cloud captured by
a RGB-D camera. In the real world, a signature difference between the ground plane
and other objects is that the height of ground points is nearly the same. This feature
can be clearly observed from the height distribution. The shape of height distribution
has two characteristics: first, a sharp peak exists in the height distribution, which
indicates the location of the ground plane. Second, the variance of the distribution is
very small, indicating that the ground points are collectively distributed. Generally,
according to the height distribution, if the location of the ground plane is found, which
is represented as the height corresponding to the peak, then detecting the ground plane
will be much easier since the ground points are concentrated at this height within a
narrow range. For this reason, equalization of the height distribution is the principal
work in this algorithm.
Kernel Density Estimator
Kernel Density Estimation (KDE) is a non-parametric method to estimate the proba-
bility density function of a random variable. The definition of KDE is shown below:
For a set of independent random variables x = {x1, x2, ..., xn}, each sample xi is
drawn from some distribution. Its kernel density estimator is used to estimate the
unknown density p of the distribution, which is given by:
p(x) =
1
n
n∑
i=1
K
(
x− xi
h
)
, (2.1)
where the kernel K(·) is a non-negative function centered at xi and integrates to one.
h is called the bandwidth. If we use Gaussian kernel, KDE of the height distribution
can be expressed as:
p(y) =
1
n
n∑
i=1
1√
2piw
exp
(
−(y − yi)
2
2w2
)
, (2.2)
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where w is the bin width of the height histogram. yi is the height of each point.
(a) height distribution when Camera tilt angle is zero and the corresponding range
(b) height distribution when Camera tilt angle is zero and the corresponding range
Figure 2.2: This figure shows the distributions when the camera tilt angle is zero and
nonzero. In (a), most of the points in the range (illustrated as blue color) belong to the
ground plane. In (b), some parts of the object on the ground are wrongly falling into the
range.
After we equalize the height distribution, the ground points can be found from an
appropriate range centered at the peak as shown in Fig.2.2 (a). However, this theory
only works in the case that the camera tilt angle is zero. In practical, this way is not
applicable since camera tilt angle is always nonzero. Consider the situation where the
camera angle is nonzero as shown in Fig.2.2 (b), the optic axis (Z axis) of the camera
is not perpendicular to the normal of the ground, which turns out that the height
of each point in the camera coordinate system is no longer equal. Therefore, if we
use the corresponding height distribution straightly, the range centered at the peak is
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inclined to contain not only the points belonging to the ground plane, but also those
belonging to other objects, which will affect the result. However, if the camera tilt
angle is predictable, this problem can be solved by camera calibration.
Figure 2.3: Height distribution after projecting the ground plane onto the normal vector
when the camera tilt θ is known
Distribution after projection
As shown in the left part of Fig.2.3, the ground plane in the world coordinate system
(XW , Y W , ZW ) is perpendicular to axis Y W . Without considering the roll angle, if the
camera tilt angle θ is non-zero, in the camera coordinate system (X,Y, Z), the angle
between the normal of the ground plane and the horizontal axis will be θ as well. We
aim to find the height distribution where the ground points are extremely concentrated.
If the camera tilt angle is known, this can be achieved by projecting the 3D points onto
the assumed normal vector (corresponding to θ). The corresponding height distribution
is shown in the right part of Fig.2.3. For a given point cloud P = pi, the height yθi of
each point pi after being projected under an angle θ is calculated by:
yθi = yi cos θ − zi sin θ, (2.3)
where i = 1, 2, . . . , n, yi and zi is the height and depth of pi in the camera coordinate
system, and n is the number of points in the point cloud. The range [Hmin, Hmax] of
the heights {yθi} is divided into N bins equally, so the bin width w is calculated by:
w =
Hmin −Hmax
N
, (2.4)
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where Hmin and Hmax are the minimum and the maximum heights respectively. Then
the KDE of the height distribution after projection under the angle θ is given by:
p(yθ) =
1
n
n∑
i=1
1√
2piw
exp
(
−(yθ − yθi)
2
2w2
)
, (2.5)
where we have chosen Gaussian Kernel for K(·) to solve the artificial discontinuities
problem according to the conclusion in [79]. The next step is to define an appropriate
range from this distribution for selecting the ground points.
Definition of the range
After the projection, we consider the points within a range centered at the peak of the
distribution as belonging to the ground plane. We use
∆ = [ymax − σ˜, ymax + σ˜] (2.6)
to express that range where σ˜ is a parameter determining the size of ∆. ymax is the
height maximizing p(yθ), that is
ymax = arg max
yθ∈[Hmin,Hmax]
p(yθ) (2.7)
In order to make ∆ contain more ground points and less noise points (those belong-
ing to other objects), it is important to determine a reasonable value for σ˜. According
to the experimental results in this work, we find that a good result can be obtained
when σ˜ equals to the standard deviation of the height distribution. A higher value of
σ˜ will make more noise points fall into ∆, and a smaller value will result in a decrease
in the number of ground points within this range. Either of them will affect the result.
The points falling within ∆ are considered as the ground points, and we call this
algorithm as θ -projection. Apparently, the unknown camera tilt angle is the key factor
in this method. As shown in Fig.2.4, if the assumed tilt angle contains some errors,
points on the ground plane will distribute in a wider range. With the assumed angle
closing to the true value, the shape of the distribution is getting sharper. According to
this feature, we use θ-projection as a core method in both RD and PD for estimating
the angle and finding the best set of ground plane points.
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(a) θE = 0
◦
(b) θE = 5
◦
(c) θE = 10
◦
(d) θE = 15
◦
Figure 2.4: Height distributions (right part) after being projected by different angles. θE
is the estimated angle. θ = 15◦ is the ground truth. The left part shows the ground plane
in the camera coodinates (represented as Y and Z axis).
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2.1.3 Rough detection (RD)
In this procedure, for the original point cloud, after the preprocessing, numerous points
not belonging to the ground plane have been discarded. Since the camera tilt angle can
be roughly predicted, we use this prior information to set an appropriate angle range
in which the true value may exist. For example, if the camera is a Kinect camera and
set horizontally (on a table or floor), this range can be set as [−37◦,+37◦], which is
the whole tilt range of Kinect camera. However, the maximum bound of this range
should be limited within +45◦. This limitation is reasonable since in common, the
ground plane cannot be captured if the camera tilt angle is over this angle. With
each integral angle θi in this range, we perform θ-projection and then create a set of
ground hypotheses {Gi}. As we discussed above, the camera tilt angle is estimated
according to the shape of the height distribution after projection. Theoretically, this
can be achieved by observing the variance of the ground points since it is getting smaller
with the estimated angle approaching to the real value. However, the uncertainty of
the ground points makes it difficult to implement. Meanwhile, the probability density
calculated by the KDE describes the height distribution of all the objects in the scene.
Particularly, in a complex scene, the variance of the height changes with no rules. This
phenomenon will be explained in subsection 2.1.5.
Instead of using the variance, we can estimate the angle from the perspective of
probability. The output of θ-projection Gi under an estimated angle θi includes parts
of the ground points and the noise points (points belonging to other objects). When
angle is estimated correctly, more and more ground points will be selected while the
number of noise points is decreasing. Ground points will be completely selected when
the angle equals to the true value since they are the most convergent, which makes the
number of Gi reach the maximum. This is illustrated in Fig.2.5, where red color shows
the selected points.
Since each points set Gi is created from the same points cloud, the camera tilt angle
can be estimated by the proportion of the number of Gi . This proportion is given by:
Fθ =
N(Gi)
N(Go)
(2.8)
N(·) is used for calculating the number of points, and Go is the input of the Rough
Detection procedure. The angle that makes the proportion Fθ reach the maximum will
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(a) selected points and the height distribution when θE = 8
◦
(b) selected points and the height distribution when θE = 10
◦
(c) selected points and the height distribution when θE = 12
◦
Figure 2.5: The left part shows the seleted points which are illustrated by red color. All
the selection procedures are implemented on the same point cloud. The right part shows
the corresponding height distributions. The true value of the camera tilt is 10◦.
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be viewed as the output of this procedure, that is
θRE = arg max
θi
Fθi (2.9)
In practical, θRE is still not enough to be confirmed as the true value. Since Gi is
constituted by the points falling into the range defined by eq.(2.6), there is inevitably
some noise existed so that using this angle to detect the ground plane will cause a bad
result. More specifically, considering two points sets Ga and Gb, which are obtained
by using θ-projection with angle a and b. b is the true value of the camera tilt angle,
a 6= b but a is very close to b. Gb only contains the ground points, while Ga contains
most part of the ground points and some noise points. In some cases, if there are too
many noise in Ga so that the number of Ga exceeds that of Gb, angle a will be the
output rather than b. According to this reason, result brought by θRE is not accurate
enough. However, the information we obtained through this procedure is that the true
value is very close to θRE . By implementing the procedure PD introduced in the next
subsection with this angle, we can find both the ground plane and the most accurate
value of the camera tilt angle.
2.1.4 Precise detection (PD)
In this procedure, we focus on estimating the tilt angle more precisely with the result
of RD procedure. First, we need to get a refined set of points GRE where the number
of the ground points is much larger than that of the noise. GRE is obtained by running
θ-projection on the Go with angle θRE . After that, with a small bias θ, we define a
range centered on θRE as [θRE − θ, θRE + θ], similar to RD, each angle θPi in this
range is used for running θ-projection on GRE to create a new set of hypotheses {GPi}.
Alternatively, in this time, we do a little modification on θ-projection to make {GPi}
contain as less noise as possible so that the angle can be correctly estimated. Since each
angle in the defined range is very close to the true value, and most points in GRE are
belonging to the ground plane, after projecting all the points of GRE onto the normal
of the ground plane, the height yθPi of each point calculated by eq.(2.3) will concentrate
to a certain value, as Fig.2.6 illustrated.
For this reason, instead of using ∆ in defined by eq.(2.6), we use K-Means to filter
the noise and make the obained set of hypotheses {GPi} contain pure ground points.
Details of this procedure are given as follows: for each angle θPi ,
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(a) before projection (b) after projection
Figure 2.6: This figure shows the ground points and the noise points before and after
being projected onto the normal vector. The height of each point is almost the same, based
on which we can use K-Means to filter out the noise points
Step (1): project each point in GRE onto the normal vector corresponding to the
estimated angle θPi , then calculate the height of each point yθPi by using eq.2.3, after
that, calculate the mean height ¯yθPi .
Step (2): With a threshold, calculate the distance of each point to ¯yθPi . Point
corresponding to the distance that is over the threshold will be discarded.
Step (3): For the remaining points re-calculate ¯yθPi and repeat Step (2). After N
times, the remaining points constitute the hypothesis set {GPi} .
In this time, noise in each set GPi is very little. It is reasonable to utilize eq.(2.8)
and eq.(2.9) to find the optimal angle θPE in that range. After that, θPE is compared
with θRE and considered as the output θP if the constraint condition ‖θPE − θRE‖ ≤ 
is satisfied, otherwise we make θRE = θPE and repeat the same steps in PD. After θP
is decided, points detected under this angle will be considered as the ground plane with
the highest accuracy.
2.1.5 Modifications and improvements
We have proposed an algorithm used for detecting single ground plane, where camera
tilt angle is an important factor to refine the results. In this algorithm, θ-projection is
used in both Rough Detection and Precise Detection procedures. In θ-projection, after
we calculate the probability density of the height distribution by eq.(2.3) and eq.(2.5),
the deviation of this distribution is used to define a range ∆ by eq.(2.6) for the purpose
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of selecting the points belonging to the ground plane. Unfortunately, it is no doubt that
some noise points(that not belong to the ground plane) will be selected, the number of
which has an impact on the performance of our algorithm. An reasonable size of this
range is expected to force more noise points discarded so as to gain a better result.
However, since the distribution varies with different angle, the range defined by the
deviation is unstable. This could be explained as follows
1). In a 3D scene, for all the 3D points P = {PG, PO} = {pi}, where PG and
PO represent the ground points and the points of other objects respectively, and pi =
(xi, yi, zi), Y = {yi} and Z = {zi} are their heights and depths before projection.
Y
′
= {yθi} is the height calculated by eq.(2).
2). the variance of Y
′
is calculated by
V ar(Y
′
) = cos2 θV ar(Y ) + sin2 θV ar(Z)− sin(2θ)Cov(Y,Z) (2.10)
3). If P only contains ground points, that is P = {PG}, and each pi satisfies a plane
function yi = tan θT zi + b strictly (since only the camera tilt angle θ is considered, we
use a function of line to express the plane), where θT is the ground truth of the camera
tilt angle, so Y and Z are linearly dependent, which makes:
V ar(Y ) = tan2 θTV ar(Z), Cov(Y, Z) =
√
V ar(Y )V ar(Z) (2.11)
so eq.(2.10) can be written as
V ar(Y
′
) = (cos2 θ tan2 θT + sin
2 θ − sin(2θ) tan θT )V ar(Z) (2.12)
When the estimated angle θ → θT , the corresponding heights of the ground points
will be concentrated (V ar(Y
′
)→ 0) to make the peak reach the maximum. So it gives
us the clue to find the most accurate camera tilt angle θ (corresponding to the height
distribution with the highest peak).
For the definition of ∆, if P = {PG}, we expect σ˜ ∝ V ar(Y ′) so that the size of
∆ could be convergent as well. However, it is unachievable since we can only calculate
V ar(Y
′
) in the case of P = {PG, PO}. Since we have assumed that the heights of PG
and PO are independent, the variance of Y
′
will be:
V ar(Y
′
) = V ar(Y
′
G) + V ar(Y
′
O) (2.13)
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when θ → θT , V ar(Y ′G)→ 0, but V ar(Y
′
O) is difficult to be predicted and so is V ar(Y
′
).
To solve this problem, we use the bin width w to define the range, which is given by:
∆ = [ymax − nw, ymax + nw] (2.14)
where n is the number of the bins. It is reasonable to use w since it only depends on the
entire range of the height, which can be considered as a constant. This modification
is simple but it will improve the performance significantly. Details of the parameter
setting will be discussed in the part of experimental results.
2.2 Multiple ground planes detection
In the real world, an indoor scene might contain multiple planes with different shapes
and orientations. In this thesis, we only concern about the planes which are parallel to
the horizontal direction in the world coordinate system or have a tilt angle less than
45 degrees because those types of planes are more useful in some applications such as
pedestrian tracking and moving robots navigation. Other planar objects perpendicular
to the ground (Wall, Board, etc.) can be detected through a segmentation or labeling
task, however, it is not in the scope of our work in this chapter.
In this section, based on the previous work, our algorithm is devoloped for the
purpose of detecting multiple ground planes. Also, angle estimation is applied to refine
the results.
2.2.1 Parallel ground planes detection
Detecting multiple parallel ground planes can be started by observing the height distri-
bution as well. In the case that a scene contains several parallel ground planes, since the
normal vectors of them are in the same direction, the height distribution of the points
after being projected onto the normal vector will show multiple peaks. As shown in
Fig.2.7 (b), the four peaks correspond to four horizontal planes in the input points
cloud (Fig.2.7 (a)), and the position of each peak indicates the height of each ground
plane. Similarly, if the estimated angle is close to the true value, the shape around each
peak is getting sharper. Meanwhile, more points belonging to each plane will gather
around the position indicated by the corresponding peak. Typically, detection of mul-
tiple parallel ground planes is similar to the algorithm proposed for detecting the single
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plane. The only difference is that the location and the range are not single anymore.
According to this, we modify θ-projection to make it contain multiple ranges, each of
which is given by
∆i = [Mi − nw,Mi + nw] (2.15)
where Mi is the height corresponding to the i-th peak of the distribution. Using w to
define the range helps to prevent each sub-range from overlapping, which is more likely
to happen when using the variance. To find each peak, we calculate each maximum
of the distribution then choose several biggest ones. The points falling into the range
defined by eq.(2.15) will be the hypothesis of ground points. Since the camera tilt angle
remains consistent, we run the similar steps in RD procedure to find θRE , then run PD
to determine the final angle θP and find those planes. In this time, the number of
the clusters (K) of K-means used in PD will be the same as the number of the peaks.
However, since there may be several small peaks existed which are caused by PO, we
use a constraint to filter them out thus making the result more reliable. The peak will
be considered as valid only if its value exceeds a pre-defined threshold. The refining
steps are same to that we have proposed above.
(a) The input point cloud (b) The height distribution of (a)
Figure 2.7: Figure (b) shows the height distribution of (a), in which there are four peaks.
Each peak indicates the location of the corresponding plane
2.2.2 Non-parallel ground planes detection
Detecting multiple planes which are not parallel is more complicated. We first analyze
the characteristics of the corresponding height distribution. For a scene containing two
unparalleled grounds (each angle of which between the normal vector and the vertical
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(a) The input point cloud (b) θ = 0◦
(c) θ = −4◦ (d) θ = 45◦
Figure 2.8: Height distribution under different values of the estimated angle θ
direction is θ1 and θ2), with the estimated angle θ moving away from θ1 but closing
to θ2, one peak is getting higher, while the other one is becoming lower, as shown in
Fig.2.8
As we discussed before, position of the peak indicates where the plane exists. We
record the heights when each peak reaches their maximum, then based on them, we
divide the whole cloud into two parts and ensure each of them contains only one plane.
Then we can use our method to detect the plane separately. In this case, camera tilt
angle is difficult to estimate since we are unware of which plane is horizontal. However,
if a ground plane is contained in the scene, the camera tilt angle will be equal to the
angle estimated for the most bottom plane. This approach is also adapted for scene
containing more than two planes. Meanwhile, angle between two neighboring planes
can be estimated as well.
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2.3 Experimental results
To confirm the effectiveness of the proposed method, we first discuss the influence
brought by several parameters, then do some comparative experiments with RANSAC
both in the scene of single-ground plane and multi-ground planes respectively. We took
three datasets consisting of different scenes with variety of objects. All the datasets are
taken from our laboratory under different illumination conditions. Each dataset was
made up of 80 frames of point clouds. Two datasets were taken by a stationary camera
with moving objects on the ground, and the other one was taken by a camera changing
the tilt angle continuously. The camera we used is Kinect 2.0 and the CPU used in our
work is Intel Core i7 with the frequency 3.5GHz. Additionly, we took several points
clouds with multiple planes which are either parallel or unparalleled for verifying the
effectiveness of our method for multiple planes detection.
Table 2.1: Details of the parameters used in our experiments.
Parameters Range Value in our work
Number of Bins in (2.5) (Histogram) [450, 550] 512
Iteration of K-Means None 20(max)
n in (2.14) [8, 12] 10
threshold  None 2◦
θ in PD None 5
◦
Threshold used in K-Means None 0.02
Threshold for peaks None 20%N(Ginput)
2.3.1 Details of parameters
As the key component in our algorithm, θ-projection decides the final performance of
the system. As discussed in section 2.1, using the bin width w is better than that using
the variance σ. We first gave a list for comparing the number of points detected by
using the parameter σ and w. As shown in Table 2.2, the number of the points in
the range ∆ defined by w reached the maximum when the estimated angle was equal
to the ground truth, which made the angle calculated by eq.(2.8) more reliable in the
RD procedure. In the case of using σ, the number increased with the estimated angle,
which would cause a failure result.
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For the parameter w, in addition to the height range of the scene, it also depends on
the number of the bins constituting the whole height histogram. As shown in Table 2.1,
this number was limited within a range of [450, 550], and experimental results of our
datasets were confirmed to be stable in this range. Results of the following experiments
were obtained by using 512 bins.
After w was decided, the value of n was set in a range of [8, 12] as shown in Table
2.1. This range was decided according to the entire experimental results empirically.
Figure 2.9 shows that n = 10 gives the best consequent. Meanwhile, results brought by
other n in this range are stable as well. Using other values out of this range made the
final result worse since it made θRE too deviated from the ground truth, then affected
the final results as shown in Fig.2.10. Lots of points on the ground plane were not
detected when n was under 8, while points not belonging to the ground plane were
mistakenly detected when n was too large (over 12). Besides, the chosen of n and w
might be changed according to the accuracy of the camera.
For K-Means used for multiply planes detection, K is determined by the number of
the valid peaks whose value exceeds a pre-defined threshold as we discussed in subsec-
tion 2.2.1. In our work, this threshold was defined to be 20% of the number of GInput
according to the proportion of the smallest ground plane to the corresponding scene in
our dataset.
Other parameters used in this work were also set empirically as shown in Table 2.1.
The calculation of the detection accuracy for each points cloud is given by
Accuracy = 1− N(MissDetected)
N(Ground)
(2.16)
where N(MissDetected) is the number of the points wrongly detected and un-detected.
N(Ground) is the number of ground points manually denoted for each points cloud in
our datasets.
2.3.2 Single/Multiple ground plane detection
Single ground plane detection with a stable camera
Figure 2.11, 2.12, 2.13 and Fig.2.14 illustrate the results by using our approach on
three datasets. For the first two datasets created by a stationary camera, the angle
was constant so that position of the ground plane would remain stable. In order to
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Table 2.2: Number of detected points by using different parameters and angles
Estimated Angle Using w Using σ
θ = 0◦ 25689 26843
θ = 1◦ 26545 27065
θ = 2◦ 26643 27125
θ = 3◦ (true value) 26670 27094
θ = 4◦ 18960 29845
increase accuracy, after PD procedure, the mean height of the ground points calculated
by K-means in the current frame will be passed to the next frame and used as an
initial for training. After we got the updated mean height, (that would be the position
of the ground plane), we can run K-Means directly to find the ground plane without
estimating the angle since we have already known its value. As Fig.2.15 illustrates, the
accuracy rate of detection is increasing gradually.
In the first dataset, only one person is standing on a narrow ground plane. We
made the person stand on the different locations so that the shape of the gound plane
in each frame is not same. We also added other objects to change the shape of the
ground plane in each frame. In the second dataset, we make two persons moving from
far to close on a wide ground plane. Meanwhile, the locations where they standed are
changing. From the results it can be clearly seen that our algorithm is robust to the
shape of the ground plane.
Single ground plane detection with a moving camera
We used our method on the third database created by a moving camera and the results
are shown in Fig.2.14. Since the angle was changing through the whole frames, position
of the ground plane was no longer stable. However, changing of the angle between two
neighboring frames was very small, for saving computing time, instead of running RD
procedure for the next frame, we used the angle obtained from the last frame as the
roughly estimated one to perform PD procedure directly, that is, the range used in PD
for the current frame was centered on the angle obtained from the last frame. Similarly,
RD procedure with respect to the following frames could be omitted. The accuracy
rate of detection is shown in Fig.2.15.
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(a) The input point cloud (b) n = 5
(c) n = 10 (d) n = 15
Figure 2.9: Ground points detected (illustrated as red color) by using different n in
equation (2.14)
Multiple planes detection
Method in [20] was proposed for ground plane detection by using a TOF camera. It is
hard to compare with our algorithms since in this method the ground plane is detected
by using several continuous frames with spatio-temporal features. It is attempted to
solve the problem that when the points belonging to an obstacle (wall) is more than
that belonging to the ground plane, using RANSAC will cause a failure that detecting
the obstacle as the ground plane. However, this problem can be solved by our method
as well. We took several scenes in which points belonging to ground plane is not the
most. Results in Fig.2.16 show that by using our method the ground plane can be
detected correctly. It is due to that we used the preprocessing in section 2.1 to make
sure the number of points belonging to ground plane is the most. Meanwhile, since we
have set the changing range of angle to be, other planes standing on the ground will
not be detected.
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Figure 2.10: Accuracy rates brought by different n
As shown in Fig.2.17, we used our method to detect multiple planes which are
either parallel (Fig.2.17(a) left and middle) or unparalleled (Fig.2.17(a) right) and also
did comparisons with RANSAC. Our algorithm could detect all planes successfully
(Fig.2.17 (b)), while RANSAC could only detect the largest one as shown in Fig.2.17
(c). It was caused by that the model it used was designed to detect the single ground
plane, making it not suitable for the scene containing multiple ground planes.
To confirm the effectiveness of our method, we also compared with CC-RANSAC in
[18]. We used a simple synthetic stairs scene to show the limitation of CC-RANSAC.
Input points clouds and the results are shown in Fig.2.18. For the scene on the right
part of Fig.2.18 (a), results brought by the two methods are much closed. However, for
the scene on the left part (stairs), it is clear that CC-RANSAC caused a worse result.
Since CC-RANSAC uses the largest connected inlier, some part of riser connected to
tread was mistakenly detected. While by using our method, each position of tread can
be found explicitly, so this problem can be avoided. Moreover, CC-RANSAC didnt
solve the speed problems existing in the RANSAC method, so that the computational
cost was still very large.
Finally, we have compared our method with the modified Hough transform in [30]
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(a) frame 11 of dataset1
(b) frame 21 of dataset1
(c) frame 11 of dataset2
(d) frame 21 of dataset2
Figure 2.11: Result of the fixed camera captured dataset
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(a) frame 15 of dataset1
(b) frame 27 of dataset1
(c) frame 15 of dataset2
(d) frame 27 of dataset2
Figure 2.12: Result of the fixed camera captured dataset
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(a) frame 35 of dataset1
(b) frame 50 of dataset1
(c) frame 35 of dataset2
(d) frame 50 of dataset2
Figure 2.13: Result of the fixed camera captured dataset
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(a) frame 30 of dataset3 when θE = 3
◦
(b) frame 33 of dataset3 when θE = 0
◦
(c) frame 36 of dataset3 when θE = −3◦
(d) frame 39 of dataset3 when θE = −5◦
Figure 2.14: Result of the moving camera captured dataset
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Figure 2.15: Accuracy rates of the performance on the three datasets
for multi-planes detection. For the stairs scene, with our method, steps are detected
correctly. However, planes detected by RHT consist of not only treads but also risers,
which is not the purpose in our research. We added a constraint that planes having
horizontal normal vectors were not considered and the result is shown in Fig.2.18 (d).
Table 2.3 gives the accuracy and processing speed of each method. For RHT, it used the
plane patch (triple points) for voting. Since each plane patch was randomly selected,
it reduced the probability that all the patches were selected from the correct plane.
This uncertainty makes the votes in the parameter space scattered. For this reason,
with a low number of iterations, a result with low accuracy was obtained as shown in
Fig.2.18 (c), even though the speed was close to our method. To reduce the uncertainty
brought by the plane patch, increasing the number of iterations can make the votes in
the parameter space more reliable, and the result with an improved accuracy is shown
in Fig.2.18 (d), but it also increased the computational cost, which is shown in Table
2.3. For our method, the parameter space used for determining the camera tilt angle
and the ground plane is the height distribution, the dimension of which (1D) is smaller
than that of RHT (3D), so the processing time can be reduced significantly. In PD
procedure, since the angle range [θRE − θ, θRE + θ]is very small, the tilt angle can be
quickly estimated with less than 10 iterations. These factors made our method gain a
low computational cost. Meanwhile, since the height distribution was calculated from
all the points, the result of voting (for camera tilt angle) is more reliable than randomly
selecting triple points as used in RHT. Thanks to K-Means used in PD procedure, it
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Figure 2.16: Results of detecting ground plane that is not the largest part in the scene
made the determination for the camera tilt angle more reliable, so that improved the
accuracy of the ground detection consequently. According to these reasons, our method
gained a better performance.
For all the datasets, the bias between the estimated angle and the ground truth is
less than 2◦.
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(a) Input point cloud containing multiple planes
(b) Results by our algorithm
(c) Results by RANSAC
Figure 2.17: The figure shows the comparative results gained from using our algorithm
and RANSAC
2.4 Conclusions and discussions
In this Chapter, we have presented an innovative algorithm named for detecting sin-
gle/multiple ground planes and estimating the tilt angle of the camera. The algorithm
incorporates several novel ideas:
1. We have used Kernel Density Estimator for selecting the ground plane reliably
under a given tilt angle;
2. We have used a height distribution based approach to estimate the camera tilt
angle, and used it to refine the accuracy of the ground plane detection;
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(a) our method
(b) using CC-RANSAC
(c) using RHT (low iteration)
(d) using RHT (high iteration)
Figure 2.18: Results of multiple planes detection and the comparison with CC-RANSAC
and RHT. Figures on the left are results obtained by using different methods. Details in
the white frame are shown in the figures on the left side.
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3. We have enabled the detection of multiple ground planes (parallel or unparal-
leled).
Extensive experiments have been implemented and the results confirmed the effec-
tiveness of our approach. However, since we assumed the camera roll angle to be zero,
this algorithm is only available for detecting the plane of which normal is perpendic-
ular to the horizontal axis. In the future, we will focus on making it available for the
non-zero roll angle camera, and apply it to people detection and object tracking.
Table 2.3: Accuracy and computational cost (processing speed for each frame) of each
method
Method Iterations Accuracy Processing time
CC-RANSAC 300 85% 800ms
RHT 300 92% 500ms
RHT 150 84% 180ms
Our method 150 93% 160ms
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33D Indoor Scene Labeling with
Markov Random Field
In this chapter, a Bayesian Framework is proposed to label the objects in the 3D scene
with several meaningful categories. In order to achieve the robust labeling performance,
it is necessary to develop a structural feature vector to describe the characteristics of
the objects in the scene. Moreover, the spatial relevance between different categories
should be captured. Apparently, the label of the object has a strong dependency on
the neighbors. When the features are not sufficiently discriminative to predict the
labels, exploiting the spatial relationship can significantly improve the performance.
Meanwhile, it is helpful to reach a large reduction in computation and false positives
since the range of hypothesis can be limited.
The labeling tasks can be naturally posed as energy minimization problems, where
the energy comprises a data cost term and a smoothness term. The data cost term
expresses the optimal solution for assigning the label based on the feature. The smooth-
ness energy is derived from our prior knowledge about the spatial relevance. According
to this consideration, Markov Random Field (MRF) is regarded to be suitable to solve
the labeling problem because of its ability to represent certain dependencies between
different labels. On the other hand, since Markov Random Field is a graphical model
of the joint probability distribution, labeling can be easily achieved by minimizing the
cost energy.
In order to achieve a robust labeling performance, the following key ideas are used
in this thesis:
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1. Using eigenvector decomposition and sub-space combination to capture the struc-
tural feature of the objects.
2. Applying a special likelihood density to calculate the data cost energy.
3. Designing a 6-connected pair-wise model that accommodates the relationship of
the 3D location.
4. Using this model to define the smoothness cost energy.
5. Designing a method to solve the problems caused by dividing the 3D scene with
the same size.
The content of this chapter is organized as follows:
1. In section 3.1, we give an overview of the proposed 3D indoor scene labeling
algorithm.
2. In section 3.2, method of developing the feature vector used in this research is
proposed.
3. In section 3.3 and section 3.4, we give the details of the proposed function of
calculating the data cost energy and the smoothness cost energy respectively.
4. In section 3.5, we give the details of using Loopy Belief Propagation to find the
optimal labeling solution.
5. In section 3.6, we present the experimental results comparing with other ap-
proaches.
6. In section 3.7, we make a short conclusion and discussion.
3.1 Overview of our approach
Markov Random Field
A Markov Random Field (MRF) is a graphical model used for describing the joint prob-
ability distribution of an undirected graph G = (V,E), where V = {v1, v2, . . . , vN} is
the set of nodes, each of which is associated with a random variable, uj , for j = 1, . . . , N .
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This means that the state of the current node uj only depends on its neighbors, de-
noted as Ei, which is the set of nodes to which i is adjacent; i.e., j ∈ Ei if and only
if (i, j) ∈ E. The Markov Random field satisfies p(ui|{uj}j∈V ) = p(ui|{uj}j∈Ei). For
this property, Markov Random Field is usually used for labeling in 2D images. As
Figure 3.1: Graphical model used for 2D image, where each pixel is represented as a
node.
shown in Fig.3.1, each pixel is represented as a node with 4-connected neighborhoods
in the graph G = (V,E). vj is the observation of the node, and uj is the label where
uj ∈ {l1, . . . , lM}. Accordingly, the energy function is given by
E(u) =
∑
i∈V
D(ui) +
∑
(i,j)∈E
S(ui, uj). (3.1)
The unary term D(·) penalizes the cost energy for assigning the label uj to the node
j conditioned on the observation vj . This model assumes conditional independence of
observations. The term S(·) provides a definition of smoothness, penalizing changes
in u between pixels and their neighbors. The objective is to find the labels u that
minimize E(u).
Markov Random Field can be applied for labeling the 3D scene. However, different
to 2D image, since there are always numerous points in the point cloud, representing
each point as a node will bring about lots of computational cost. Using the “cube”
that contains a number of points is suitable to solve this problem. In addition to that,
rich information can be exploited from each cube, which is supposed to improve the
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performance. The overview of our labeling framework based on Markov Random Field
is given below.
Figure 3.2: The overview of our proposed method
The proposed framework
The proposed labeling framework is shown in Fig.3.2 which is based on MRF. The
labeling problem is solved by Maximizing a Posterior (MAP), which is given by
l∗ = arg max
l
p(l | f) ∝ p(f | l)p(l), (3.2)
where l is the label and f is the feature vector. In our method, first, the whole 3D point
cloud is divided into a certain number of cubes, each cube is represented as a node in the
Markov Random Field and is supposed to be labeled as l = {l1, l2, . . . , lM}, which is a
random variable. For each cube, in order to calculate the conditional likelihood density
p(f | l), which represents the probability distribution of the observation f based on each
label l, we develop a new structural feature vector called Spatial Distribution Feature
(SDF) by using eigenvector combination. Details of this feature and the conditional
likelihood density p(f | l) will be discussed in the next sections. Then, a pair-wise
model representing the label relationships between neighboring cubes is designed for
calculating the prior probability p(l). The MAP estimation is equivalent to minimizing
the cost energy, which is obtained by using negative logarithm for both side of equation
3.2. The cost energy is given by
Ecost(l) = Edatacost(f | l) + Esmoothness(l), (3.3)
where the data cost energy is
Edatacost(l) = − log {p(f|l)} , (3.4)
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and the smoothness energy is
Esmoothness(l) = − log {p(l)} . (3.5)
We use Loopy Belief Propagation to solve the inference problem, that is, to find the
most appropriate l that minimizes the cost energy for each cube. Details of the inference
will be discussed in section 3.5. Categories of all objects set for labeling consist of Roof,
Ground, Wall and Objects (represented as R, G, W and O in the next) so the label of
each cube is expressed by l ∈ {lR, lW , lO, lG}
3.2 Spatial Distribution Feature (SDF)
The fast development of depth camera makes it available to exploit spatial features
from the 3D scene. Height distribution is a traditional feature to describe how the
objects distribute along the vertical direction. The ability of this feature makes itself
strong to discriminate the objects which have a specific location such as ground plane
and roof. However, in this work, after dividing the point cloud, many cubes with
different categories usually have the same height distribution, in which case the height
distribution becomes weak to distinguish. For those cubes, since their positions cannot
not be overlapped, the spatial feature of them can be enhanced by considering the
distributions along the other directions. For example, even though the distributions of
the vertical direction (Y axis) and the horizontal direction (X axis) of a pair of cubes are
similar to each other, distribution of the depth direction (Z axis) is definitely different.
Therefore, the spatial feature should be developed from all the three distributions.
The spatial features of an object can be represented by the distributions along X,
Y , and Z axis in the world coordinate system, in the form of three histograms (rX ,
rY and rZ ,) with the same number of bins. Typically, we can simply combine those
histograms into a high dimensional vector and use it to describe the entire spatial
feature. However, this method is not appropriate because it ignores the dependencies
between the histograms. Moreover, the high dimension of this feature vector will bring
about numerous computational cost.
Eigenvector decomposition makes it available to solve these problems. The eigen-
vector of a matrix is a vector mapped to a scaled version of itself, and the scale depends
on the corresponding eigenvalue. So a matrix can be characterized as its eigenvectors
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and eigenvalues. According to these properties, in this chapter, we use eigenvector
decomposition and subspace combination to generate a feature vector for the purpose
of describing the characteristic of entire spatial distribution. Details of generating this
feature are given below:
Step (1): For each cube, histograms of the 3D points are calculated with respect to
three coordinate directions, which are given by:
rX = [rx1 , · · · , rxk , Ax]T, (3.6)
rY = [ry1 , · · · , ryk , Ay]T, (3.7)
rZ = [rz1 , · · · , rzk , Az]T, (3.8)
where rxi ,ryi ,rzi are the numbers of the points falling into the i-th bin. Ax,Ay,Az are
the coordinates of the centroid point of each cube. These vectors are combined to form
a matrix R=[rX ,rY ,rZ ].
Step (2): A symmetric (k + 1)×(k + 1) square is obtained by
S = RRT. (3.9)
After that, we decompose S as follows by caluculating its eigenvalues and eigenvectors.
S = VΛVT, (3.10)
where
Λ = diag[λ1, λ2, · · · , λk+1] (3.11)
V = [v1, · · · ,vk+1], (3.12)
where λi is the i-th eigenvalue of S and vi is the corresponding eigenvector. Without
losing generality, we assume that λ1 ≥ λ2 ≥, · · · ,≥ λk+1.
Since S is a symmetrical matrix, Λ and V can be calculated with Singular Value
Decomposition (SVD) algorithm. Meanwhile, all the eigenvectors {vi} are linearly
independent.
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According to what we discussed above, eigenvector vi corresponding to a large
eigenvalue shows the principal characteristic of matrix S, while those corresponding to
small eigenvalues can be ignored. For this consideration, we can choose only M numbers
of eigenvectors corresponding to the largest eigenvalues to represent the spatial feature.
M is the minimun value satisfying the condition:
M∑
i=1
λi
k+1∑
j=1
λj
> η, (3.13)
where η is the accumulated proportion. Its value will be set empirically based on
numerous experimental results.
Step (3): After M is decided, we use the linear combination of these eigenvectors
with their corresponding eigenvalues to form the 3D spatial distribution feature vector
f, which is given by
f =
M∑
i=1
λivi. (3.14)
f is a feature vector that describes the principal characteristics of spatial distribution
of the points in a cube, while discarding some useless information brought by the
eigenvectors with small eigenvalues, which can be viewed as noise. Meanwhile, since
it is formed by linearly combining several orthogonality eigenvectors, the information
indicated by each eigenvector is independent. According to this, f is named as Spa-
tial Distribution Feature (SDF). We use this feature vector to calculate the likelihood
density conditioned on each label. Details will be discussed in the next section.
3.3 Conditional likelihood density
The Spatial Distribution Feature captures the distribution of 3D points in any given
scene in terms of linear combination of eigenvectors. In order to associate each 3D
cube with structural labels, we compute likelihood density of the proposed feature
vector conditioned on the specific structural label respectively. First, a small number
of point cloud from the entire dataset are randomly chosen, in which the divided cubes
are hand-labeled as l ∈ {lR, lW , lO, lG}. Since the coordinate information of each point
might be negative (horizontal and vertical) in the point cloud, before the experiments,
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we normalize the coordinate range of 3D point cloud into the interval [0,1] to facilitate
computation. For each cube hand-labeled as l, we compute rX , rY and rZ according to
eq.(3.6)-(3.8), then calculate the mean vectors r˜X , r˜Y , r˜Z respectively, which indicate
the average distributions among X, Y, and Z axis, and three covariance matrix ΣX ,
ΣY and ΣZ , which are used to calculate the conditional likelihood density. In this
chapter, we use Greek letter Σ to represent the covariance matrix[79]. Each histogram
is divided into four bins and the range of each bin are shown in table 3.1, which
is decided empirically based on numerous experiments. This can be explained from
an intuitive consideration: (i), cubes labeled as R and G distribute equably along
horizontal and depth direction, and have a high and low average height, respectively;
(ii), points in the O cube concentrate at the center of the horizontal direction and the
average height of them is low; (iii), objects labeled with W spread through vertical
and depth direction. Using this boundaries will force the points to fall into the most
appropriate bins, making the histograms discriminative for each label.
As we discussed before, assigning the cube with a label is more dependent on the
hierarchy of the three histograms. Since the datacost energy measures the cost for
labeling the object based on the observation, for each label, we can first calculate
the cost brought by each histogram, then use a linear combination to show the entire
cost energy. Hierarchy of the histograms for the corresponding label is expressed in
terms of the weight. Apparently datacost energy is more dependent on the histogram
corresponding to a high weight value.
(a) Input Point Cloud (b) Labeling result
Figure 3.3: This figure shows the input Point Cloud and the labeling result
In order to design the conditional probability density to calculate this datacost
energy, we first consider the contributions from the coordinate histograms rX , rY and
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(a) From left to right: histograms of points labeled as R along X, Y, Z axis
(b) From left to right: histograms of points labeled as W along X, Y, Z axis
(c) From left to right: histograms of points labeled as O along X, Y, Z axis
(d) From left to right: histograms of points labeled as G along X, Y, Z axis
Figure 3.4: Histograms along three coordinate directions for points labeled as R, W,
O and G. Figures from left to right show the histograms along Horizontal, Vertical and
Depth direction. In each histogram, the vertical axis denotes the number of points, and
the horizontal axis denotes the corresponding coordinate value
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Table 3.1: Parameters used in our research
Cube Numbers
L H D
16 16 20
Defination of αi for each label
α1 α2 α3
R 0.1 0.8 0.1
W 0.5 0.2 0.3
O 0.3 0.3 0.4
G 0.1 0.7 0.2
Histogram Boundary Bin 1 Bin 2 Bin 3 Bin 4
X 0-0.2 0.2-0.4 0.4-0.8 0.8-1
Y 0-0.2 0.2-0.5 0.5-0.8 0.8-1
Z 0-0.4 0.4-0.5 0.5-0.7 0.7-1
rZ for each label l. Figure 3.3 shows an input point cloud and the result that has
been labeled as R, W, O and G by using our approach (illustrated by red, purple, blue
and green color respectively). Figure 3.4 shows the histograms of the points belonging
to each label, along three coordinate directions. From Fig.3.4 it is intuitive that (i),
likelihood conditioned on R and G is primarily depended on rY , regardless of rX and
rZ ; (ii), likelihood conditioned on W is primarily depended on rX or rZ , with less
contribution from rY . (iii), likelihood conditioned on O takes supports from all the
three distributions. According to this, we use three parameters to define the hierarchy
of each histogram, which is given by
3∑
i=1
αi = 1; 0 < αi < 1 (3.15)
to specify the contributions for each label. The value of αi for each label is decided
empirically according to numerous experiments as shown in table 3.1.
After the decision of the weights, since we aim to use a linear combination of energy
to represent the datacost energy, the corresponding conditional likelihood density in
this work is designed as
p(f | l) =
3∏
i=1
1
Zi
exp
{
−αi
2
(f− r˜i)TΣi−1(f− r˜i)
}
(3.16)
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where r˜1 = r˜X , r˜2 = r˜Y and r˜3 = r˜Z corresponding to the label l. Σi is a (k+1)×(k+1)
covariance matrix and Σ1 = ΣX , Σ2 = ΣY , Σ3 = ΣZ . Zi is the normalizing constant.
Then, the energy of Datacost for each label l ∈ {lR, lW , lO, lG} is represented as
Datacost(f | l) = − log {p(f | l)} (3.17)
=
3∑
i=1
αi(f− r˜i)TΣi−1(f− r˜i) +
3∑
i=1
logZi (3.18)
=
3∑
i=1
αiDatacosti(f | l) + Const (3.19)
Alternatively, we can design the conditional likelihood density as Gaussian Mixture
Density. However, since GMD is a combination of several Gaussian density, calculation
of the logarithm is very difficult and costs numerous time. Moreover, training for the
parameters also costs a lot of time. Our model proposed in this paper consists of only
3 components, each of which corresponds to the coordinate distribution, with a weight
αi to stress the contribution from each single distribution. It is reasonable and very
simple to implement.
After we define the conditional likelihood density of the feature on each label, we
need to use the priory probability of l to calculate the joint probability p(f, l). Details
of the priory probability p(l) will be discussed in the next section.
3.4 Priori probability
In general, the definition of priori joint probability is difficult to realize due to the large
computation. However, since l is a random variable and depends on its neighbors, we
can represent l as the hidden nodes of Markov Random Field, which makes the definition
of priory joint probability become tractable. In this section, the priori probability of
label l is defined as a Gibbs distribution according to the Hammersley-Clifford theorem,
which is given by
p(l) ∝ e−Esmoothness(li,lj) (3.20)
where Esmoothness(·) is the smoothness energy. Since the identification of a cube depends
on its neighboring cubes, we use a particularly designed pairwise smoothness term
between neighboring cubes to model the cost function.
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Figure 3.5: 6-connected pair-wise model. Black line: forward-afterward. Blue line:
Right-Left. Yellow line: Up-Down
In Markov Random Field, the smoothness cost function enforces smooth labeling
across neighboring hidden nodes. For each pair of neighboring cubes, we consider the
compatibility of their label relationship and then define the smoothness cost energy of
the lable assignment. In our research, the label relationship between neighboring cubes
along the depth direction should also be considered. Although the 3D point cloud has
been divided into N=L×H×D cubes, the number of the cubes needed to be labeled is
much smaller than N since some cubes are empty. Before any propagations, the empty
cubes are discarded and the remains are used to form a MRF framework. However,
some pairs of neighboring cubes in the MRF framework may have a long distance in
the real word. Taking this factor into account, the smoothness term is defined by
Esmoothness(li, lj) = ρdC(li, lj) (3.21)
where ρd is a binary function determines the dependence on the neighbor. If the
distance between cube i and j is too far way, then ρd = 0. Otherwise, ρd = 1
Since in the 3D point cloud, the points only describe the surface of the objects,
unlike 2D image, overlapping will not happen. Function C(·) determines the label
compatibility of the neighboring cubes. C(·) is defined by the following rules: if the
labels of a pair of cube (li, lj) is compatible according to the model introduced next, then
C(li, lj) = −1. Otherwise, C(li, lj) = 1. The consistent pair-wise model is shown in
Fig.3.5, which is a 6-connected model. This model is developed from the one proposed
for 2D image in [68], which is a 4-connected model indicating the up-down and left-right
label relationship. In order to make it suitable for 3D scenes, an extra forward-afterward
constraint was added . Apparently, for a same pair of labels, if their relative location
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changes from left-right to up-down, the penalties obtained by C(·) will be different.
This model is designed based on the fact that for the cube i labeled as O, cube j above
it can be labeled as Roof or Object. Since there is no overlapping existed in a 3D scene,
there is no reason to label it as Wall. However, if cube j is under cube i, then it can
only be considered as Object or Ground since a Ground cube always has the lowest
height. This model is used for examining the label compatibility and then calculating
the smoothness cost energy.
3.5 Inference
Combining prior beliefs with observed evidence to form a prediction is called infer-
ence. Inference is used to solve the MAP estimation. We have divided our scene into
several cubes, which are represented in terms of nodes of the MRF graphical model.
For each node, datacost energy conditioned on the observation (feature) is calculated
by (eq.3.19), and smoothness energy for a pair of neighboring nodes is computed by
(eq.3.21). We aim to find the globally optimal assignment for the entire scene, that is
finding l = [l1, · · · , lN ]T minimizing the energy:
E(L) = Edatacost(F | l) + Esmoothness(l), (3.22)
where F = [f1, ..., fN ]. According to this, we choose Loopy Belief Propagation (LBP)
to solve the inference problem. LBP takes the form of a message-passing algorithm
among nodes. In each iteration, the belief of a node is updated by adding the message
passed from the neighboring nodes. Then after several iterations, for each node, the
optimal label is the one with the strongest belief. Details of inference procedures by
using LBP are given below:
step (1): For each node i, we use equation (3.19) to initialize the beliefs Bi
0 for
each label, that is
B0i (l) = Edatacost(l), (3.23)
where l ∈ {lR, lW , lO, lG}. Then we initialize the label for each cube by
l0i = arg min
l
(B0i (l)). (3.24)
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step (2): In iteration t, the belief Bti(l) is updated by adding the messages passed
from the neighboring nodes, that is
Bti(l) = B
t−1
i (l) +
∑
j
M(i, j), (3.25)
where M(i, j) is the message passing from the neighboring node j to node i, that is
M(i, j) = Bt−1j (l) + Esmoothness(li, lj). (3.26)
step (3): After the belief of all the nodes is updated, we update the label for each
node according to equation (3.24).
step (4): Repeat steps (2) and (3) for K times, and the outputs lK will be the final
labeling result.
3.6 Experimental results
3.6.1 Dataset
Our experiment was implemented on three datasets taken from our laboratory. Each
dataset consists of 80 frames of point cloud. The camera we used here is Kinect V2.
However, since the camera exists some limitations, each frame contains a lot of noise
points. Before any implementations, we first normalize both the width and height of
the point cloud to be [-2.0m, 2.0m], then filter the points out of this range. Meanwhile,
we took several single frames from different scenes for the purpose of comparing with
other methods. All the datasets were taken from different data and under different
illumination conditions. Details of the parameters used in this work are shown in table
3.1. η in eq.(3.13) was set to 75% empirically.
We first discuss the efficiency of the proposed method, then confirm the effectiveness
through comparative experiments.
3.6.2 Efficiency
Figure 3.6 shows the labeling results by using the proposed method on the datasets,
while table 3.2 shows the labeling accuracy rates. We first took less than 10 frames
and hand-labeled for calculating r˜X , r˜Y , r˜Z as well as matrix ΣX , ΣY and ΣZ . For
increasing calculating speed and accuracy, the training set was online updated for every
64
3.6 Experimental results
(a) Input of dataset1 and the result
(b) Input of dataset2 and the result
(c) Input of dataset3 and the result
Figure 3.6: Experimental results. Left part shows original frames taken from our dataset.
Right part shows the labeling results obtained by using the approach proposed in this
papaer
5 frames. On an average, the number of the cubes containing points was very low (12%
of the whole number N), in which the number of the cubes labeled as Object was less
than 20%. Accuracy of Object labeling is more important than the others since in many
studies, it is always used as ROI thus potential objects such as pedestrian are supposed
to be detected from it. From Fig.3.6 it can be observed that for the adjecent objects
those have different categories (trash can and wall), it is more difficult to distinguish
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them. However, even though the vertical distribution and depth distribution of such
cubes might be similar, the horizontal distribution of them is different. For this reason,
each bin boundary of rX , rY , rZ was designed to be uneven. Figure 3.7 shows a
comparative result of using a changed bin boundary (bin 1 of rx was changed to [0-0.3]
to make the trash can contained within this region) and the trash can was mislabeled
as wall, which was marked with a white frame. Increasing the dimension of SDF, that
is, the number of histogram bins, could improve the accuracy for adjacent objects but
bring numerous computation.
(a) boundary in Table 3.1 (b) changed boundary
Figure 3.7: Comparative results
Table 3.2: Labeling rates for each label
database 1
label R W O G
number 130 266 74 96
rate 99% 93% 93% 90%
database 2
label R W O G
number 129 281 245 68
rate 98% 95% 92% 85%
database 3
label R W O G
number 115 206 225 75
rate 95% 93% 90% 80%
The disadvantage of our method can be obviously observed that some cubes located
at the edge of an object were more inclined to be labeled badly (e.g. the connected part
between Object and Ground), which was caused by the size of the cube. If the scene was
divided with a large size, points contained in the divided cube might belong to different
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labels. As a result, all the points in such cubes will be labeled as the same category.
Decreasing the size could lessen this problem, that is, enforcing the points contain in
each cube to have the same label. However, it will make the extracted feature become
weak since the number of points has been reduced and bring about more computation
as well. For this reason, it is necessary to find an appropriate cube size for the balance.
Numerous experiments have proved that setting the cube size as table 3.1 gives the
best performance.
A post-processing was proposed to solve this problem essentially. After the labeling
procedure, we gather all the cubes labeled as G and those adjacent to G to form a
large set of points P. In this set P, we find the points belonging to G with the method
proposed in Chapter 2, then for each remaining point p, if p belongs to cubei, we
check the label of the neighboring cube of cubei only along vertical direction, which
is represented as cubei(n), and p will be assigned with the same label as cubei(n). It
is reasonable that in the indoor scene, except for roof and ground, category of other
objects along the vertical direction is continuous. Results of the post-processing are
shown in Fig.3.8, where the performance has been improved to a certain degree.
Figure 3.9 and 3.10 show the labeling results of dataset 1 when the person is moving
from a far and close distance respectively. We observed the performance when the
person is moving from left to right. It can be seen that when the person is close to the
trash can on the right part, the performance of labeling O is getting better. This is
because when the person is far away from the trash can, the labeling of the trash can
is only depended on the ground and wall, and the similarity of their features makes
some cubes were mistakenly labeled as W. When the person is closing to it, the label
revelance is enhanced so that makes the performance better.
We can also observe by comparing Fig.3.9 with Fig.3.10 that the performance is
getting better when the person is moving close to the camera. It is caused by the
property of Kinect 2.0. The 3D point cloud created by this camera has a characteristic
that more points will be captured from a closer distance. According to this, features
of the cubes closed to the camera are stronger, which led to a better result.
3.6.3 Comparison
In this subsection, we compared our approach with two schemes, (i), using VSH feature
proposed in [68] with no context model, and (ii), using VSH feature and the proposed
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(a) Input point cloud
(b) Result without post-processing
(c) Refined result
Figure 3.8: (a) shows the original point cloud. (b) shows the results obtained by using
our method without any post-processing, where the connecting parts of person and ground
were mistakenly labeled. By using the post-processing, the mistakenly labeled parts in (b)
have been corrected as shown in (c)
context model in this paper. Results are shown in Fig.3.11 and the average labeling
rates are shown in table 3.3. As illustrated, the primary factor caused scheme (i) to
failure is that the context relationship was not considered, as well as the VSH feature
is weak. Numbers of cubes were mislabeled as unappropriated categories. In scheme
(ii), when using the appropriate context relationship, labeling rate increased a little,
however, cubes holding similar VSH feature to each other were more inclined to be
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(a) frame 37 and frame 41
(b) frame 43 and frame 46
Figure 3.9: Labeling result when the person is moving from a far distance
mistakenly labeled. For cubes (marked with frame in Fig.3.11 (c)) belonging to different
categories, while holding similar distribution and average height, VSH feature turns out
to be weak to distinguish their spatial characteristics, which resulted in mislabeled. In
Fig.3.11 (d), as we discussed above, since the feature proposed in this chapter captured
the whole spatial distribution, even for the cubes which have same VSH, it was easy to
label by considering the other features.
3.7 Conlcusion and further research
In this chapter, we have presented an innovative approach for indoor scene labeling
based on a Bayesian Framework. This approach incorporates several novel ideas: (i), we
have proposed a method to learn a novel spatial feature vector called SDF that derives
from the combination of three oriental distribution by using eigenvector decomposition
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(a) frame 62 and frame68
(b)frame 75 and frame 78
Figure 3.10: Labeling result when the person is moving from a close distance
Table 3.3: Average labeling rate of comparative scene
VSH only
Label R W O G
Rates 85% 62% 51% 32%
VSH+our model
Label R W O G
Rates 88% 68% 62% 29%
SDF+our model
Label R W O G
Rates 98% 95% 90% 93%
and sub-space combination. (ii), we have designed a 6-connected model to represent
the label relationship in 3D scene, then developed a corresponding smooth cost function
that is used for Markov Random Field. Extensive experiments have been performed
and the results confirmed the performance and the effectiveness of our approach.
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As we discussed in section 3.6, a disadvantage of this approach is that the size of
cube has an influence on the final results. We have proposed an improved approach
additionally to solve this problem. Another disadvantage is that the boundary of each
histogram bin was designed manually and needed to be changed according to different
scene. In our future work, we will focus on resolving these problems. Meanwhile, since
we have been able to label Object, based on which we can develop our approach for
more challenging research such as people detection and moving objects tracking.
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(a) Input point cloud
(b) VSH feature with no label relationships
(c) VSH feature with label relationships
(d) SDF feature with label relationships
Figure 3.11: Comparisons with other methods. First row shows the original point cloud.
Second row shows the results obtained by using VSH feature with no label relationships.
Third row shows the results obtained by using VSH feature and the context model proposed
in this chapter. The bottom row shows the results obtained by using SDF feature and the
context model designed in this paper.
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Conditional Random Field
In this chapter, a Bayesian framework is proposed to label the objects in the 3D scene.
In order to make the labeling performance robust against camera rotation, we develop a
set of rotation invariance feature vectors, which are discriminative enough to distinguish
different objects as well. Moreover, the spatial relevance between different categories
should be captured more precisely. In the previous chapter we have proposed such a
model describing the label relationships. However, according to its own limitations,
this model is not applicable for all the 3D scenes. Alternatively, we aim to learn a more
effective model from the training set.
Same to Chapter 3, the labeling task is solved by using the graphical model. How-
ever, in this time we aim to use more than one feature in purpose of improving the
performance. According to this consideration, Conditional Random Fields (CRF) is
regarded to be more suitable because of its ability of using several features. Moreover,
CRF is more capable to smooth the independency results.
In order to achieve a robust labeling performance, the following key ideas are used
in this thesis:
1. Using normal-deviation feature to develop a high dimensional feature vector which
is robust against camera rotation.
2. Using an supervoxel over-segmentation task to divide the 3D scene, ensuring that
rich features can be exploited from each voxel.
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3. Learning the label relevance from the training set.
4. Using normal-deviation feature to define the pairwise potential of CRF.
5. Using normal-deviation feature for people detection.
Each key idea will be discussed in the following parts of this chapter. The content
of this chapter is organized as follows:
1. In section 4.1, we give an overview of our 3D indoor scene labeling algorithm.
2. In section 4.2, we give the details of each procedure in our algorithm, including
the feature we proposed, definition of unary potential and pairwise potential of
CRF, and the method of learning label relevance.
3. In section 4.3, a person detection task using the result of the labeling is proposed.
4. In section 4.4, we present the experimental results comparing with other ap-
proaches .
5. In section 4.5, we make a short conclusion and discussion.
4.1 Overview
The overview of our proposed framework is shown in Fig.4.1, which consists of two
layers: a scene labeling layer followed by a moving person detection layer. In the first
layer, a 3D indoor scene in the form of point cloud is generated by using a RGB-D
camera and rotated by a random angle. Then we use an advanced over-segmentation
approach to cluster the point cloud into to a number of supervoxels with similar color,
appearance and surface direction. From each supervoxel, we extract the proposed fea-
ture vector which captures the appearance, color, related position, and related direction
properties. After that, the feature is passed into a pre-trained classifier to calculate the
posterior probability of each label, which is used as the initialized unary potential of
the Conditional Random Fields model. A new pairwise model is defined to improve the
performance of labeling, for which the parameters and the context relation are learned
from the training set. The CRF labeling is solved by using an efficient algorithm called
Mean Field Approximation.
74
4.2 3D indoor labeling
Figure 4.1: Overview of our 3D indoor scene and Person Detection framework. Details
will be give in the next section.
As the outputs of the first layer, objects labeled as Candidates are passed into the
second layer for person detection. A binary classifier is called to classify the Candidates
as Person and Non-Person with another proposed feature vector which is discriminative
to rigid and non-rigid objects. All the details of each procedure will be discussed in the
following sections.
4.2 3D indoor labeling
Our scene labeling layer is handled by a CRF framework. A general CRF model is
characterized by a Gibbs distribution:
P (y|V,θ) = 1
Z(V,θ)
exp
−∑
i
Ψi(yi|vi,θ)−
∑
i 6=j
Ψij(yi, yj |vi,vj ,θ)
 (4.1)
where (V,θ) is the observations (features) and y is the random variables (label) of
CRF. Z(V,θ) is the normalization function. θ is the set of parameters. The unary
potential Ψi can be calculated independently for each supervoxel by a classifier, which
will be discussed later. Ψij is the pairwise potential we re-designed in this paper. This
formula can be expressed as the Gibbs energy:
E(y|V,θ) =
∑
i
Ψi(yi|vi,θ) +
∑
i 6=j
Ψij(yi, yj |vi,vj ,θ) (4.2)
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and the optimal label assignment y∗ can be solved by minimizing the Gibbs energy as:
y∗ = arg min
y
E(y|V,θ) (4.3)
4.2.1 Supervoxel clustering
In order to train an effective classifier, the features used for training are extracted
from a set of points having the same properties (e.g. color, orientation). The simplest
way to create such sets is to divide the whole point cloud into several cubes manually.
However, if the cube size is too large, it would enforce the points in the cube having
different categories, which results in a weak feature extraction. Although reducing
the size could prevent that situation from happening to a certain degree, it would
bring about more computations. Moreover, the number of the points contained in each
cube will be reduced, which makes the feature weaker. To solve this problem, we use
an effective over-segmentation method proposed in [80] to divide the point cloud into
several supervoxels (one of the over-segmentation result is shown in Fig.4.2). This
method uses a region growing based method to cluster the point cloud under a voxel
octree structure. The advantage of using supervoxel is that they are evenly distributed
across the 3D space, and they cannot cross boundaries unless the underlying voxels
are spatial connected. More importantly, points in each supervoxel have the same
properties. The performance of this method depends on the voxel resolution rv, the seed
resolution rs and three weighting parameters wc, wn, ws, which control the influence
of color, surface normals and spatial distances for each cluster. Since our work is based
on a voxel-represented cloud, accuracy of the clustering will affect the final result.
4.2.2 Feature extraction
After the whole 3D point cloud is clustered into supervoxels, for each of them, we extract
a feature vector capturing the properties of appearance, color, and related position. We
aim to use a set of features which are invariant to camera rotation to ensure the feature
vector robust. A 33-dimention FPFH [61] is used to capture the appearance of the voxel
since we have discussed its invariance property above. Apparently, considering the
rotation invariance, spatial feature developed from the coordinate information becomes
unstable. However, the relative position in the whole scene is unchanged even after
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(a) input point cloud (b) by using a small rs (c) by using a large rs
Figure 4.2: Supervoxels oversegmentation results with different parameters. (b) and (c)
show the results brought by using rs=9cm and rs=18cm on the input point cloud (a).
Table 4.1: Details of the feature vector used for calculating unary potential
feature dim
Normal-deviation 3
Color in CIELAB space 3
Distance from voxel centroid to cloud centroid 1
FPFH in [61] 33
Total number of features 40
rotation. For each voxel, the distance from its centroid point to that of the whole scene
are calculated and used as a feature.
Another useful invariant feature is developed from the distribution of surface normal
vectors. Given a geometric surface, it is usually trivial to infer the direction of the
normal as the vector perpendicular to the surface. For the same object, after being
rotated, the normal of each point varies with the same rotation angle. Figure 4.3 shows
the distribution of surface normal calculated for each point belonging to two types of
objects before and after rotation. Although the mean and range of the distribution has
been changed, the scale remains similar. We use the deviation of such distribution to
emphasize the rotation invariance and name this feature as normal deviation in this
work.
Details of components of our developed feature vector is shown in Table 4.1. This
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feature vector is used for training the classifier and calculating the unary potential that
will be introduced in the next subsection.
(1) regular objects before rotation
(2) regular objects after rotation
(3) irregular objects before rotation
(4) irregular objects after rotation
Figure 4.3: Histograms of the normal vectors along x, y and z direction (from left to
right) of regular and irregular objects before and after rotation. For each histogram, the
vertical axis denots the value of the bin(the number of points) and the horizontal axis
shows the coordinate information
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4.2.3 Unary potential
For each voxel, we use an efficient classifier to calculate the posterior probability p(y|x)
of each label y ∈ {l1, l2, · · · , lM} conditioned on the extracted feature vector x, then
we use this probability to initialize the unary potential of CRF defined in eq.(4.1). In
our research, the classifier is chosen as Random Forest (RF) which has some significant
properties: 1) it can handle very high dimensional feature vectors as well as large
number of training examples. 2) for each input vector, RF gives the output as a
probabilistic label distribution, from which p(y|x) can be calculated directly. 3) RF has
a remarkable computing speed while maintaining high accuracy, which is an important
factor in determining the final result.
The RF classifier is pre-trained before any procedures from the datasets. Daniel
Wolf in [69] trained the classifier from the datasets enlarged by adding 10 rotated over-
segmentions per input point cloud to make the classifier invariant to camera rotation.
In our research, in order to prove the robustness of the feature vector we have developed,
each point cloud used in the training set is obtained by a fixed camera.
Details of classification for each voxel with the extracted feature vector are shown
as follows: first, each decision tree outputs a value 1 (vote) for the decided label and
0 for the others. Then the number of the votes for each label l as nl is calculated over
all the trees. Finally, probability of each label l is represented as the proportion of the
votes nl to the number of the trees NT :
p(y = l|x) = nl
NT
(4.4)
The unary potential is initialized as:
Ψi(yi) = − log {p(yi = l|x)} (4.5)
Since this posterior probability is calculated independently, that is, without considering
the label relationship among neighboring voxels, the labeling result solved by MAP
estimation is generally noisy and inconsistent. In CRF, the pairwise term takes these
relationship into account and is able to refine the performance. Modeling the pairwise
will be introduced in the next subsection.
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4.2.4 Pairwise potential
Pairwise potential denotes the cost of assigning each pair of labels to the neighboring
voxels, which makes it enable to smooth the noise caused by independency. When
the features are not discriminative enough to predict labels correctly, taking account of
the context relationships between different labels can improve the labeling performance
significantly because it eliminates ambiguity. In this paper, we use a linear combination
of m kernel functions to model the pairwise potential, which is given by:
Ψij(yi, yj |vi,vj , θ) =
∑
m
µm(yi, yj |θ)w(m)k(m)(fi, fj), (4.6)
where w(m) is the linear combination weights of each kernel. µm(·) is a function that
examines the compatibility of a pair of labels. Each kernel k(m)(fi, fj) is define as a
Gaussian kernel:
k(m)(fi, fj) = exp(−1
2
(fi − fj)TΣ(m)(fi − fj)), (4.7)
where fi and fj are feature vectors for voxel vi and vj in an arbitrary feature space.
Note that this feature vector is not the same as the one introduced in subsection Unary
Potential. Σ(m) is a symmetric, positive-definite precision matrix, which defines the
shape of each kernel k(m).
Hermans in [73] has proposed a two-kernel potential consists of appearance potential
and smoothness potential. The appearance potential is given by:
k(1) = exp(−|pi − pj |
2θ2α
− |ci − cj |
2θ2β
), (4.8)
where p is the 3D position and c is the color in CIELAB space of each voxel. This
model is used to specify the connections between voxels having similar appearance and
color along a wide range. θα and θβ are the parameters specifying the range in which
voxels with similar coordinates and colors will affect each other, respectively.
The second potential called smoothness potential is given by:
k(2) = exp(−|pi − pj |
2θ2γ
− |ni − nj |
2θ2δ
), (4.9)
where n is the surface normal vector of each voxel. This potential operates in a small
range to examine the compatibility between labels according to that close voxels with
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similar surface orientations are more likely to have the same label. θγ specifies the
range which is much smaller than θα and θδ defines the degrees of similarity of the
normals.
An obvious disadvantage of the smoothness potential is that it only applies to
objects with regular shapes. However, in this work, we pay more attention to improve
the labeling rate of person, the shape of which is irregular. For a pair of neighboring
voxels of the object “person”, even though the normals of their surfaces are quite
different, they still belong to the same label. Since the surface of each voxel can be
thought as planar, the normal vector of each point in it has the same direction. For this
reason, we give another potential called second-smoothness potential which is given by:
k(3) = exp(−|pi − pj |
2θ2γ
− |di − dj |
2θ2
), (4.10)
where d is the normal-deviation of each voxel. θ defines the degree of similarity between
two normal-deviations, and it is smaller than θδ. It is used to reduce the classification
noise for irregular objects, which can not be solved by k(2).
Label compatibility functions µ(m) are defined separately. We use a simple Potts
model to define µ(2) and µ(3) for the two smoothness potentials as:
µ(2)(yi, yj) = µ
(3)(yi, yj) =
{
1 (yi 6= yj)
0 (otherwise)
(4.11)
For the appearance potential, µ(1) should capture context relations between different
labels across larger range. In our paper, µ(1) is learned from the training set and should
be invariant to camera rotation. Method for learning this model is given as follows:
first, in each point cloud of the training set, for every voxel labeled as li, we define a
sphere centered on this voxel with the radius r = θα. Then we calculate the number of
the voxels in this sphere labeled as li = {l1, . . . , lM} respectively, and generate a global
histogram hli = [Nl1 , Nl2 , . . . , NlM ]
T over all the voxels, where Nli is the number of the
voxels belonging to label li. Each histogram is normalized and then used to construct
a M×M symmetric matrix H = [hl1 , . . . ,hlM ]. The finally learned matrix is averaged
from the whole training set. Element in the matrix shows the likelihood of assigning a
pair of labels to two different voxels within the randge r = θα. This matrix will not be
affected by camera rotation.
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Since we use a linear combination of Gaussian kernels to model the pairwise poten-
tial, Mean Filed Approximation (MFA), which is an efficient inference method proposed
in [81], is employed to solve the labeling. We approximate P (y|X) by a distribution
Q(y) that minimizes the KullbackLeibler divergence D(Q||P )[82], such that Q is a
product over its marginals Q(y) =
∏
iQi(yi). This distribution is approximated by
using an iterative approach with linear complexity in the number of voxels. After a
number of iterations, optimal labeling for each voxel can be obtained by setting the
label li = arg maxlQi(l). This inference method has a linear complexity in the number
of voxels and converges very fast such that it can deal with a large number of variables
in a short time. After the inference, our scene is labeled as four categories: Roof , Wall,
PersonCandidates and Ground (R, W, C, G).
4.3 Person detection
Voxels belonging to Person are detected from the objects labeled as PersonCandidate
by a classifier. First we use a simple filter to remove the voxels mislabeled as C,
which can be treated as noise. The rest voxels consist of two categories: Person, the
shape of which is irregular, and non-person, the shape of which remains still. For this
consideration, we use an appearance feature vector for binary-classification. Based on
FPFH, a more efficient feature vector named Viewpoint Feature Histogram (VFH) has
been developed by in [65]. It added viewpoint variance to FPFH by using the viewpoint
vector direction. It is also a global descriptor that captures the shape information
greatly with low computational cost. Moreover, this feature is invariant to scale and
rotation.
Similar to before, we combine color and normal-deviation with VFH to make the
feature vector discriminative and more robust to camera rotation. Details of the feature
vector are shown in Table 3. Since it is a high dimensional feature, we choose Random
Forest Classifier according to its properties we discussed above. The classifier is trained
from the training set created by a fixed camera (no rotations).
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Table 4.2: Details of the feature vector used for person detection
feature dim
Normal-deviation 3
Color in CIELAB space 3
VFH in [65] 308
Total number of features 314
4.4 Experimental results
4.4.1 Dataset and parameters
Dataset
Our experiment was implemented on three datasets taken from our laboratory. Each
dataset consists of 80 point clouds containing moving person. All the datasets were
created by a fixed RGB-D camera without any moving or rotations. The camera we
used here is Kinect v2. We used the first 30 frames of point cloud without any rotations
to train the contextual relations introduced above as well as the RF classifiers used for
unary potential and person detection, respectively. For evaluation, each point cloud
of the remaining frames was rotated with a random angle between [−20◦, 20◦]. To
improve the efficiency of person detection, objects adjacent to wall are considered as
label ”Wall” such as bookshelf, board and clock. All the Datasets were taken from
different dates under different illumination conditions.
Parameters setting
For the over-segmentation, we set the voxel resolution rv to 1.8 cm and the seed res-
olution rs to 9 cm. These settings were decided empirically considering the trade-off
between speed and accuracy, so as to make each segmented voxel contain enough in-
formation. For the RF classifiers used in unary potential and person detection, the
maximum number of trees for training Nt was set to 100 and 50 respectively. The
maximum tree depth md was set to 30. Minimum samples required at a leaf node for
it to be split ms was set to 20. For CRF, the weights w
(m) can be learned through
the inference when using MFA. In the appearance potential, θα was set to 1 m. For
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Table 4.3: Parameters used in our research (The definition of all the parameters were
mentioned in the above sections)
Over-segmentation
rv rs wc wn ws
1.8cm 9cm 0.4 1 0.2
RF for unary
Nt md ms
100 30 20
RF for Detection
Nt md ms
50 30 20
Pairwise Potential
θα θβ θγ θδ θ
1m (12,3,3) 15cm 0.05rad 0.1rad
the color similarity parameters, θβ,L was set to 12 for the L channel, and θβ,ab was set
to 3 for the a and b channels. In the smoothness, θγ was set to 15cm and the normal
similarity θδ was set to 0.05 rad, while θ was set to 0.1 rad. Iteration for inference was
5. Setting for all the parameters used in our research are given in Table 4.3, which is
decided empirically based on the experimental results.
4.4.2 Evaluation and comparison
Performance
We first show the results obtained by using our algorithm on the three datasets. we
used Red, White, Blue and Green to show the label of R, W, C and G. Figure 4.4 and
Fig.4.5 show the results of dataset 1. Each frame was rotated by a random angle before
labeling. The result wasn’t affected by the rotation. However, since we used supervoxel
to divide the scene, the size of each voxel is unequal. For some small voxels containing
less than 10 points, the features inside them is very weak, which makes them labeled
ambiguously.
Figure 4.6 and Fig.4.7 shows the results of dataset 2. This dataset was constituted
by a simple indoor background and several moving people. The C objects were labeled
with high accuracy, while others were more inclined to be mis-labeled. It was caused by
that when people changed their position, the label revelance between them and other
objects was varied, which affected the results.
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(a) frame 35
(b) frame 40
(c) frame 48
(d) frame 52
Figure 4.4: Labeling results of dataset1 (Part 1)
Figure 4.8 and Fig.4.9 shows the results on dataset 3, which constists of people
moving from far to close in a complex background. The results of this dataset reached
the best performance. However, in Fig.4.8 (a), when the person was standing closed to
the wall, some parts were mistakenly labeled. It was caused by the similarity of their
85
4. 3D INDOOR SCENE LABELING WITH CONDITIONAL RANDOM
FIELD
(a) frame 57
(b) frame 61
(c) frame 68
(d) frame 75
Figure 4.5: Labeling result of dataset1 (Part 2)
features. In Fig.4.8 (b), the same person was correctly labeled when leaving the wall.
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(a) frame 31
(b) frame 37
(c) frame 42
(d) frame 47
Figure 4.6: Labeling results of dataset2 (Part 1)
Comparisons
To evaluate our framework for labeling, first, we introduce another feature vector con-
sists of position, color and FPFH. In our research this feature vector has a great effi-
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(a) frame 55
(b) frame 61
(c) frame 67
(d) frame 75
Figure 4.7: Labeling result of dataset2 (Part 2)
ciency that using RF without any refinement can reach a high accuracy. However, it
lacks of robustness against camera rotation. This feature vector was used for compar-
ison to evaluate the effectiveness of the proposed feature. We used two configurations
of experiments: first, we compared labeling results by using the two feature vectors
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(a) frame 30
(b) frame 33
(c) frame 38
(d) frame 45
Figure 4.8: Labeling result of dataset3 (Part 1)
on a dataset with no rotation. Then we compared the labeling results on the same
dataset after being rotated by an arbitrary angle. Labeling results with and without
rotations are shown in Table 4.4. In the case of no rotations, position vector has a
better quality than ours since the position features capture the spatial information of
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(a) frame 55
(b) frame 61
(c) frame 67
(d) frame 75
Figure 4.9: Labeling result of dataset3 (Part 2)
objects explicitly, which is less ambiguous than our feature vector. However, for the
dataset with rotations, since position feature is not reliable anymore, unlike ours, which
is more robust, this feature vector caused a failure result.
Since our labeling framework is proposed based on the work [69], we used this work
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Table 4.4: Labeling and average accuracy for our dataset 1 with different features. Top
half shows the results with no rotations, and the lower half shows the results by given an
arbitrary rotation.
Method (Without rotation) Roof Wall Candidates Ground Average
Position feature 98% 92% 90% 90% 92%
our work 95% 90% 87% 89% 90%
Method (With rotation) Roof Wall Candidates Ground Average
Position feature 75% 71% 52% 70% 67%
our work 90% 85% 84% 85% 86%
Table 4.5: Labeling and average accuracy for our whole datasets.
Method Roof Wall Candidates Ground Average
M.Bansal’s work 75% 65% 60% 63% 66%
Daniel Wolf’s work (RF) 80% 75% 78% 73% 76%
Daniel Wolf’s work 84% 80% 79% 78% 80%
Our work(RF) 87% 85% 85% 86% 86%
Our work(without 2nd-potential) 93% 92% 87% 91% 91%
Our work 93% 93% 90% 91% 92%
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for comparison. We also compared with M.Bansal’s work [83]. First, labeling results
obtained from a single RF classifer trained by our feature vector and the one used in
[69] were compared, then we gave the results after using the CRF model without the
second-smoothness potential. Finally we evaluated the performance of the proposed
CRF model.
Figure 4.10 shows the comparable labeling results of different methods for each
dataset and the accuracy is shown in Table 4.5. Comparison with the RF classification
results by using the feature in [69] confirms that the proposed feature vector is robust
to camera rotation and discriminative. However, as shown in the second row, many
voxels were mislabeled by using RF classifier, which was caused by the independency.
Using the CRF model in [69] refined some of them, but for the voxels having different
surface but belonging to same label, this model is ineffective (third row). Since our
CRF model was added by a second-smoothness potential, which can smooth the noise
for irregular objects, our work achieved better results (fourth row) than [69].
For the person detection, we compared our feature vector with VFH to evaluate the
performance. Detection results are shown in Fig.4.11. The performance of VFH is very
effective and the average accuracy achieved 92%, while our feature vector improved the
accuracy by 2%.
Our labeling and detection framework cost less than 800ms per frame such that it
is usefull for 3D real time applications.
4.5 Conclusion
In this chapter, we have developed a set of robust feature vectors based on normal-
deviation which are insensitive to camera rotation. Furthermore, by adding a new
smoothness potential, we also defined a novel Conditional Random Field model to
improve the performance. By using these feature vectors, we have proposed a framework
for 3D indoor scene labeling with our CRF model and person detection. In additional
to that, an approach for learning the contextual relations used for CRF has been
proposed. Numerous experiments have been implemented and the results confirmed
that our feature vectors and framework are robust to camera rotation.
For further research, we will focus on improving the calculation speed and devel-
oping a much stronger feature vector. We plan to use our framework for Pedestrian
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Figure 4.10: Experimental results. From the top to bottom: Input point cloud, RF
results, general Dense CRF, and our CRF. Color used for the label: Red: Roof. White:
Wall. Blue: Person Candidates. Green: Ground.
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Figure 4.11: Performance of person detection with VFH (middle) and the feature we
proposed (right)
tracking and detection since it largely reduced the number of the samples required to
be determined.
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5.1 Conclusion
In this thesis, we have proposed an algorithm for detecting single or multiple ground
planes from a 3D point cloud, then given two Basyesian Graphical model-based algo-
rithms for labeling 3D indoor scene.
Chapter 2 has given a framework that detects single or multiple ground planes with
the estimation of the camera tilt angle. The contributions of this algorithm include:
1. In this algorithm, a method call θ-projection has been proposed. We have used
this method to select the points belonging to the ground plane with a parameter,
which is represented as the camera tilt angle. Another method of estimating the
camera tilt angle from the selected points has been proposed. We have used these
two methods iteratively to refine the final ground plane and the camera angle.
2. We have given a modification of the previous algorithm in 1 to improve the
accuracy and running speed.
3. Based on the algorithm in 2, we have made an improvement to make it available
to detect both parallel and non-parallel ground planes.
4. We have compared our algorithm with other state-of-the-art works to evaluate
the performance.
Chapter 3 has given a Bayesian framework based on Markov Random Field that
labels the 3D stationary indoor scene. The contributions of this algorithm include:
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1. We have proposed a method to learn a novel spatial feature vector that derives
from the combination of three oriental distribution by using eigenvector decom-
position and sub-space combination.
2. We have designed a 6-connected model that describes the compatibility of label
relationship
3. The final result is suffered from the uncertainty brought by the size of cube. To
solve this problem, we have proposed a post precessing with the method proposed
in chapter 2.
Chapter 4 has given another Bayesian framework that labels the 3D indoor scene
with camera rotation. The contributions of this algorithm include:
1. To solve the problems of camera rotation, we have developed a set of feature
vectors which are discriminative and robust to camera rotating based on the
distribution of surface normal vectors.
2. To overcome the defects brought by MRF, we choose to use Conditional Random
Field to solve the labeling problem. Meanwhile, we have proposed a method to
learn the label relations rather than defining them manually, for the purpose of
calculating the pairwise potential of the CRF.
3. For improving the performance, we have defined a new pairwise potential of the
CRF.
4. We have developed another feature vector for detecting “person” objects from
the labeling result.
5.2 Problems and future work
For ground plane detection, first, the range for selecting the ground points was set
manually, which is not applied for all the cases. According to this, we aim to develop a
learning method to find an appropriate range for each case. Second, since the location
of the ground plane is indicated by the peak of the height distribution, it is necessary
to develop a method to find the peak more efficiently in the aims of improving the
performance and reducing the computational cost. Third, in this algorithm, only tilt
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angle of the camera was considered. In the further research, we will take into account
the roll angle to make this algorithm more applicable.
For 3D indoor scene labeling, first, manually defining or combining a set of features
is not strong enough for every scene. For this reasaon, we aim to use convolutional
neural network to learn the features. Second, for improving the performance, we will
focus on learning the label relationships by using recurrence neural network. Finally,
we aim to design a deep and strong architecture of the neural network for pixel-wise or
point-wise segmentation.
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