Abstract-With the unceasing development of information and technology in today's modern society, enterprises' demand of human resources information mining is getting bigger and bigger. Based on the enterprise human resources information mining situation, this paper puts forward a kind of improved Apriori algorithm based model on the enterprise human resources information mining, this model introduced data mining technology and traditional Apriori algorithm, and improved on its basis, divided the association rules mining task of the original algorithm into two subtasks of producing frequent item sets and producing rule, using SQL technology to directly generating frequent item sets, and using the method of establishing chart to extract the information which are interested to customers. The experimental results show that the improved Apriori algorithm based model on the enterprise human resources information mining is better in efficiency than the original algorithm, and the practical application test results show that the improved algorithm is practical and effective.
I. INTRODUCTION
Today, the market economy of our country is becoming more and more developed, the main body of the competition between enterprises is the product (or service), but the essence is talent, or we can say enterprise competition is talented person's competition [1] . Therefore, talents play a more and more important role in each field; the attention of all enterprises to the human resources management also reached an unprecedented level [2] [3] [4] . The modern society, human resource has become the first resources of progress of science and technology and the development of the enterprise [5] [6] [7] . Because of this, how to choose the appropriate method to do the data mining of enterprise's human resources information has become tg to the enterprise development goals, determining the talent introduction and training target, and it has the important practical significance.
The detailed description of data mining process is as follows:
(1) State the problem and clarify assumptions Most of the data model based studies are all completed in a specific application field. Therefore, in order to come up with a meaningful problem statement, it is essential to have a thorough knowledge and experience in the field. But unfortunately, many applied researches are often at the cost of a clear description of the problem and focus on data mining technology. In this step, the model founder usually specify a set of variables to the relativity of the problem, if possible, he will specify a general situation of the correlation as the initial assumption. There may be several clarify assumptions to the current problems. This step requires combining the expertise in the field of application with data mining model, it means a close cooperation between data mining and applications experts. In the successful data mining application, this collaboration is not only in the initial stage, but continues to exist in the whole process of data mining [8] [9] [10] .
(2) Data collection This step is about to solve the problem of how data is generated and collected. Data is often collected from existing databases, data warehouses and data marts. There are usually two possibilities: the first is generating under the control of experts in the data generating process, this method is considered to be "design experiments". The second is randomly generated; it is used in most of the data mining applications. After the data collection is completed, the sampling distribution is often completely unknown, or we can say that its distribution is partly or ambiguously given in the process of data collection. Understanding how data collection affects its theoretical distribution is quite important. Also, for the data used in evaluation model and the data used in application, it is also very important to know that they are coming from the same and unknown sample distribution. If the distribution is different, evaluation model can't be successfully used in the final result [11] [12] [13] .
(3) Data preprocessing The database in the real world is vulnerable to noise data, open data and inconsistent data, because the database is too large, which often up to thousands of megabytes, or more. How to preprocess data to improve the quality of data, so as to improve the quality of mining results? There are a large number of data preprocessing techniques: data cleaning can remove the noise in the data, correct inconsistent; Data integration would combine data from multiple sources into consistent data storage, such as a data warehouse or data cube; Data transformation can also be used. For example, data standardization can improve the accuracy and efficiency of the distance measuring involved mining algorithm. Data specification can compress the data by gathering, removing redundant features or clustering method. If these data processing technologies are used before the data mining, it can greatly improve the quality of the data mining model and reduce the time of practical mining [14, 15] .
Data preprocessing is usually include at least two tasks: one is abnormal point detection and removal. Abnormal points are different numerical values; these values are inconsistent with most of the observed values. In general, abnormal points are caused by measurement error, coding and record error, sometimes these points come from natural abnormal values. This unrepresentative sample will seriously affect the model, which usually put the abnormal points detection and ultimately removing abnormal points as part of the preprocessing stage, also includes looking for other modeling methods which are not affected by abnormal points [16] .
The other is a kind of scaling, coding, and choosing characteristic. Data preprocessing process includes several steps, such as carrying out various scaling and different types of coding. For example, a feature ranging for [0, 1] and a feature value range for [1000, 1000] , their weights are different in application technology, and the impact on the final results of data mining are also different, therefore, they should be scaled and made the same weighting for further analysis.
These two kinds of pretreatment tasks are only illustrative examples of activities in the process of data mining pretreatment. Data preprocessing steps should not be considered independently with the other phases of data mining, in each time of iteration of the data mining process, all the activities together can define the new and improved data set for the later iterations. Usually, we can incorporate prior knowledge for the preprocessing in the form of specific application scaling and coding. A good pretreatment method can provide the best statement for the data mining technology [17, 18] .
(4) Model assessment The main task of this stage is to select and implement appropriate data mining technology. The implementation of this process is often based on several models, such as association rules, statistical methods, cluster analysis, decision tree and decision rules, artificial neural network, genetic algorithm, fuzzy sets and fuzzy logic, visualization methods, and so on [19] .
(5) Model Interpretation and conclusion pad out In most cases, the data mining model should be benefit for decision making. Therefore, it needs to account for this model so that the model is effective. The accuracy of model target might be inconsistent with the accurate target explained of model. Generally speaking, the simple model is easy to explain but hard on accuracy. Modern data mining method counts on using the high dimensional model to obtain a high precision result and carries out the explanation is considered to be an independent and important task. One hundreds of pages of the numerical results is difficult to understand for users, neither to summarize and explain to such results, or use these results to make effective decisions.
Based on the enterprise human resources information mining status quo, the paper puts forward a kind of improved Apriori algorithm based model on the enterprise human resources information mining, improving the traditional Apriori algorithm efficiency.
II. DATA MINING
Data mining is an emerging discipline; it is mainly for decision support and provide valuable information for decision makers. As a kind of technology of data mining, it combines the traditional data analysis methods with the complicated algorithm of handling large amounts of data .
Data mining is also called knowledge discovery in the database, a narrow sense refers to the knowledge extraction from database, specifically, it's a progress of processing the data from the database to get the implicit, unrecorded, potential and very useful knowledge, the extracted knowledge is generally expressed as concepts, laws, and models . Data mining technology is a kind of decision support process, it can automatically analyze data, get concluded reasoning, dig out the potential model. There are many methods of data mining, in which the typical ones are correlation analysis, sequence mode analysis, classification analysis, cluster analysis, etc. Fig1 describes the basic process and steps of data mining: Data mining is an interdisciplinary study field, which is influenced by multiple disciplines, including the database system, statistics, machine learning, visualization and information science. In addition, it depends on all the used data mining methods, and can use other subjects' technology, such as neural network, fuzzy and rough set theory, knowledge representation, inductive logic programming or high performance computing, as shown in the figure below.
Data mining applies not only in terms of relationship, transaction and data warehouse, there is a great demand in other ways, such as: the mining of space, text, multimedia and time series data, the mining to composite, incomplete structured and unstructured data, and the mining of Web based information.
IV. APRIORI ALGORITHM

A. Overview of Apriori Algorithm
Apriori algorithm is a kind of basic algorithm which looking for frequent item sets, the basic principle is to use a iteration method called search step by step, which uses k − item to explore ( 1) k + − item sets. Apriori algorithm uses the priori knowledge of frequent item sets nature, first Apriori produces frequent item sets 1 L of item 1− , and then is frequent item sets 2 L of 2 − , until there is a value of r that makes r L empty, then stop the algorithm. Here, in the k times' circulation, the process first to generate item sets k C of candidate item sets k − , each item of k C was produced by making a connection of ( 2) k − −on the frequency set who has only one different item of two but belongs to 1 k L − . The item set of k C is candidate set which is used to produce frequency set, the final frequency set k L must be a subset of the k C . Each element k C must be verified in the transaction database, in order to determine whether it should or not join k L , this verification process is a bottleneck of algorithm performance. This method needs multiple scanning the transaction database even the big, and it needs a great deal of I/O load.
The basic idea of Apriori algorithm is:
(1) Finding out all the item sets firstly, the appearance incessancy of these item sets would be better at least the same with predefined minimum support degree.
(2) Producing strong association rules by the item sets, these rules must meet minimum support and minimum confidence.
B. Shortage of Apriori Algorithm
The frequent item sets based Apriori algorithm uses the iteration method of search step by step. Algorithm is simple and clear with no complicated theoretical derivation, and easy to realize. However, it has some shortages which are difficult to overcome:
(1) The scan times to the database is too much. When there stores a lot of transaction data in database, in limited memory capacity, the system I/O load is quite large, thus each scanning database time will be very long, and leading to the low efficiency.
(2) The Apriori algorithm produces a large number of intermediate item sets. The greater the number k of the project, it increases the quantity and geometric series of the produced candidate item sets k − . If you want to create a longer rule, the number of candidate item sets which need to be generated will be hard to imagine, as astronomical figures.
(3) Based on support credibility framework theory, we found a large number of rules, although some rules meet the user's specific minimum support and confidence; there is still no practical significance. If the threshold of minimum support set high and covers less data, the meaningful rules may not be found. This will mislead decision-making.
C. Improving the Efficiency of Apriori Algorithm
Today we have proposed a lot of Apriori algorithm's deformation aiming to improve the efficiency of the original algorithm.
(1) Hash based technology (hash entries set count): a kind of hash based technology can be used to compress the candidate k − item sets ( 1) k C k > . When scanning each transaction of the database, for example, and the candidate item sets 1− of 1 C generate frequent item sets 1 L of 1− , generate all the 2 − items set for each transaction, it can be a hash (or maps) to different barrels of hash table structure, and increase the corresponding counting barrels. The corresponding counting barrels in the hash table is below to the support threshold 2 − item sets, which cannot be the frequent item sets 2 − , thus should be centrally deleted by candidate items. This hash based technology can greatly compress the investigated item sets k − (especially when 2 k = ). (2) Transaction compression (compress further iteration scanning services department): the transaction that does not contain any k − item set may not contain any ( 1) k + − item set. So considering this transaction later, you can add tags or delete, because it will produce item sets j − , which will not be needed when scanning the database.
(3) Division (divide data for finding out the candidate item sets): you can use the partition technology; it only requires two databases scanning to mine frequent item sets. It contains two times. In the first time, the algorithm divides the transaction of D into n non overlapping parts. If the minimum support threshold of transaction in D is for min_ sup , then each part's minimum support count is min_ sup× (the transaction number of this part). For each part, it needs to find out the frequent item sets of the part. These are called local frequent item sets. The process uses a special kind of data structure, for each item set, it records the TID which contains the item transaction of item set. This makes for1, 2,... , it only needs to scan the database one time to find all local frequent item sets k − 2.
Local frequent item sets may not be the frequent item sets of the entire database D . Any frequent item sets of D must appear as local frequent item sets at least in a part. In this way, the entire local frequent item sets as candidate item sets of D . The collection of all the part frequent item sets form the global candidate item sets of D . In the second time of scanning D , assessing each candidate's actual support to determine the global frequent item sets. The dividing number and the size of each part is determined in this way, making each part can be put into memory, so in this way, it only needs to read one time at every time.
(4) Sampling (mining in a subset of the given data): the basic idea of sampling methods is: selecting a random sample S of a given database D , and then, searching the frequent item sets in S not D . In this way, we sacrifice some precision for the effectiveness. Due to searching the frequent item sets in S not in D , it might be missing some global frequent item sets. In order to reduce this possibility, we can use the support threshold low than the minimum support to find out the frequent item sets local to S (record as * L ). Then, the rest of the database is used to calculate the actual frequency of each item sets in * L . Sampling method is particularly appropriate when efficiency is most important.
(5) Dynamic item set counting (add candidate set at different scanning points), dynamic item set counting technique dividing the database into the starting point pieces. Unlike Apriori, which determines the new candidate just before each complete database scan, in this kind of deformation, it can add new candidate set at any starting point. This kind of technique dynamically assess all the sets' supports that have been counted, if all the subsets of a set have been identified as frequent, then add it as a new candidate. The results algorithm need less database scanning than Apriori algorithm.
V. PROPOSED SCHEME
A. Idea
This paper takes the basic ideas of Apriori algorithm into reference, decomposes the association rules mining task into two parts, which are the generation of frequent item sets and the generation of rules. This paper uses SQL technology to directly generate frequent item sets, and saves the results into the temporary table, removes the steps of generating candidate set in the Apriori algorithm. Such as generation SELECT statement of title (ZC) and education (XL) combined frequent item sets 2 − can be written as follows form:
SELECT ZC, XL, count(*) FROM GROUP BY ZC，XW HAVING count (*)>= mincount;
where the mincount is the minimum record number who meets the minimum support degree. The way of using this method to produce the efficiency of frequent item sets is mainly decided by the number of SQL statement execution, which is the combination number of different attributes who may produce frequent item sets. This paper takes the Apriori algorithm connection thought into reference, using connection operation to produce each attribute combination, avoiding the repeated appearance of combination. Generally speaking, this method makes full use of the advantage of mining in the relational database and data warehouse, saving the calculation time of candidate item sets, reducing the dependence of algorithm on memory.
Rule is generated on the basis of frequent item sets. Each frequent item sets k − can produce as many as 2 2 k − rules. Association rules can generally extracted like: divide a frequent item sets not two non-empty subsets X and Y X − , make X Y X → − meet confidence threshold. Calculating confidence degree of association rule does not need to scan the database, because if X Y → , the confidence degree of this rules is ( )/ ( ) P XY P X , but ( ) P XY and ( ) P X are frequent item sets, their support degree have been already calculated in the progress of producing frequent item sets. Therefore, the needed calculations costs of generating rules will be far less than the calculations costs of generating frequent item sets. This paper stores frequent item sets in the temporary table of database, so in formation rules, it only needs to put a certain frequent item sets into memory processing, thus it saves the memory space.
After formation rules, it is necessary to evaluate these rules, so as to get rid of useless or even wrong rules. So we need to measure the measurement method of association rule, this article uses the method of increasing the effect degree. The effect degree also called as correlation degree, which means the ratio of actual or observed jointly happened probability with expected simultaneously probability, represented by lift:
Association rules A B → can be divided into the following three categories:
1, positive association rules: the appearance of A can promote the emergence of B .
2, invalid rules: the emergence of A has nothing to do with the emergence of B .
3, negative association rules: the appearance of A can restrain the emergence of B .
By the theory of probability correlation theorem, we can know that if A is independent with B , then. Therefore ( ) ( ) ( ) In a lot of mining algorithm of association rule, we generally take all the properties of data table as the basic data set of data mining. But in most cases, users only care about the relationship between a few attributes, in view of the specific application of enterprise personnel structure analysis, it requires the algorithm can mine according to users' interested content, not mining to all the properties of the data table.
Because we do not know in advance what attributes users mining, the paper uses the method of establishing chart to construct corresponding relation with the ready mining properties. Before the data mining, users need to do the unified coding to all the ready mining attributes' values, and establishing the corresponding chart for each attribute, table name: bin_ attribute name. Chart structure is unified, the structure shows in table 1. The field width can be set according to the specific needs. The reason of establish chart for each attributes, because there may exist the situation that different attributes have the same value. If we only create a big chart to store all the attributes' code, it may appear the situation of one ybm corresponds to many bin. This paper stores all frequent item sets in the temporary table of database. Due to the frequent item sets is a dynamic generation, so the algorithm designs the name and structure unified of temporary table.  Temporary table's name is: temp_k, k for the item  number of frequent item sets and the table structure  shows in Table 2 .
(2) The introduction of Boolean matrix table According to the mining requirements input by users, we generate transaction code into Boolean matrix table, it only needs to scan the database one time, and support counting tables can be got by the Boolean matrix.
Boolean matrix table structure is as follows: Apriori algorithm finds out the frequent item sets through scanning the database, computing item sets support count, then comparing with the defined minimum support threshold, thus determining the frequent item sets. The workload of constantly scan the database is very heavy, especially in the case of a very large amount of data. Based on the definition of information system and the distinguish matrix, the algorithm customizes the Boolean vectors, Boolean matrix, and introduces into the algorithm. Before data mining, generating Boolean matrix table, at the time of finding frequent item sets by cascade generation, we don't need to scan the database and only need to carry out the "and" on the Boolean vector in Boolean matrix table, get the support count. Using this improved method can greatly improve the efficiency of mining. Here is the corresponding definition.
Definition 1: for information system { , , } U I F , define the mapping :
as followings:
: For example, the information system 1 U , there are five transactions T1,T2,T3,T4,T5, which is composed by items I1,I2,I3, represented by Tab 3. Table 3. Information system U1   T1  I1  I2   T2  I2  I3   T3  I1  I3   T4  I1  I2  I3   T5  I2 Boolean matrix I 
Definition2: Figure 3 . Flow chart of association rules mining algorithm
VI. EXPERIMENTAL RESULTS
A. Algorithm Performance Analysis
In order to test the performance gap of proposed algorithm and the original algorithm, this article uses three databases of different data amount to test its performance test. In which data volume of the no. 1 database is 100, 1000 of no. 2, and 1000 of no.3 , the test result of the execution speed of these two kinds of algorithm are shown in figure 4 -figure 6 . From the above Tabs, we can see that with the increase of data amount, the improved algorithm proposed by this paper is better than the original algorithm and it saves calculation cost, and finally improves the executing efficiency of the algorithm.
B. Algorithm Application
In order to test the practical availability of the proposed improved algorithm, using a company's human resources information base for the actual test, test result shows as follows. From the table, we can see that the proposed improved algorithm can mine useful talent information from the enterprise human resources information.
VII. CONCLUSION
According to the state quo of enterprise human resources information mining, this paper applies the Apriori algorithm and data mining technology into the enterprise human resources information mining, and optimizing and improving the traditional Apriori algorithm. The algorithm simulation results show that the proposed algorithm has higher efficiency than the original algorithm. From the practical application of the algorithm, we can see that the proposed improved algorithm has a strong practical application, which is worth for spreading use.
