Abstract. Recently Marcus, Spielman and Srivastava gave a spectacular proof of a theorem which implies a positive solution to the Kadison-Singer problem via Weaver's KSr conjecture. We extend this theorem to the realm of hyperbolic polynomials and hyperbolicity cones, as well as to arbitrary ranks. We also sharpen the theorem by providing better bounds, which imply better bounds in Weaver's KSr conjecture for each r > 2. For r = 2 our bound agrees with Bownik et al. [5] .
Parts of this work are based on unpublished notes [8, 9] from a graduate course focused on hyperbolic polynomials and the papers [16, 17] of Marcus, Spielman and Srivastava, given by the author at the Royal Institute of Technology (Stockholm) in the fall of 2013.
Introduction and main result
The following theorem of Marcus, Spielman and Srivastava is a stronger version of Weaver's KSr conjecture [23] , which implies a positive solution to the Kadison-Singer problem [15] . See [10] for a review of the many consequences of Theorem 1.1. Theorem 1.1 (Marcus, Spielman and Srivastava [17] ). Let r ≥ 2 be an integer and ǫ a positive real number. Suppose A1, . . . , Am are positive semidefinite hermitian rank at most one matrices of size d × d satisfying for each j ∈ [r], where · denotes the operator matrix norm, and tr(A) denotes the trace of A.
One purpose of this work is to extend Theorem 1.1 to hyperbolic polynomials and hyperbolicity cones. A benefit of the extension (Theorem 1.3) is that the proof becomes coherent in its general form, and fits naturally in the theory of hyperbolic polynomials. In particular we don't need to use the Helton-Vinnikov theorem to translate between matrices and hyperbolic polynomials. In our more general setting Theorem 1.3 applies to e.g. hermitian matrices over quaternions, Euclidean Jordan Algebras and Symmetric Domains, see [1] . We also get rid of the rank constraints in Theorem 1.1, which was independently achieved by Michael Cohen [12] for complex hermitian matrices. The other main purpose of this work is to sharpen the inequalities in (1.1). For r = 2 our upper bound coincides with that of [5] , while for each r > 2 we provide better bounds than previously known.
The plan of the paper is as follows. In this section we provide relevant background on hyperbolic polynomials and state our main results. In Section 2 we consider compatible families of polynomials. This is a subclass of the class of interlacing families considered in [16, 17] . In Section 3 we define mixed hyperbolic polynomials and construct a large class of compatible families of polynomials arising from mixed hyperbolic polynomials. In Section 4 we derive inequalities for hyperbolic polynomials needed to prove Theorem 1.3. In Section 5 we define the mixed characteristic polynomial of a tuple of vectors in the hyperbolicity cone. We use the inequalities derived in Section 4 to find upper bounds for the largest zero of a mixed characteristic polynomial. In Section 6 we use the results in the previous sections to prove our main theorem, Theorem 1.3. Finally, in Section 7 we prove Theorem 1.4 which provides explicit bounds in Theorem 1.3.
Hyperbolic polynomials are multivariate generalizations of real-rooted polynomials and determinants. They have their origin in PDE theory where they were studied by e.g. Petrovsky, Gårding, Bott, Atiyah and Hörmander, see [2, 13, 14] . During recent years hyperbolic polynomials have been studied in diverse areas such as control theory, optimization, real algebraic geometry, probability theory, computer science and combinatorics, see [4, 19, 20, 21, 22] and the references therein.
A homogeneous polynomial h(x) ∈ R[x1, . . . , xn] is hyperbolic with respect to a vector e ∈ R n if h(e) = 0, and if for all x ∈ R n the univariate polynomial t → h(te − x) has only real zeros. Here are some examples of hyperbolic polynomials:
(1) Let h(x) = x1x2 · · · xn. Then h(x) is hyperbolic with respect to any vector e ∈ R n ++ = (0, ∞) n :
(tej − xj).
(2) Let X = (xij ) n i,j=1 be a matrix of n(n + 1)/2 variables where we impose xij = xji for all 1 ≤ i < j ≤ n. Then det(X) is hyperbolic with respect to the identity matrix I = diag(1, . . . , 1). Indeed t → det(tI −X) is the characteristic polynomial of the symmetric matrix X, so it has only real zeros.
More generally we may consider complex hermitian matrices Z = (x jk + iy jk ) n j,k=1 (where i = √ −1) of n 2 real variables where we impose x jk = x kj and y jk = −y kj , for all 1 ≤ j ≤ k ≤ n. Then det(Z) is a real polynomial which is hyperbolic with respect to I.
n . Then h is hyperbolic with respect to (1, 0, . . . , 0)
T .
Suppose h is hyperbolic with respect to e ∈ R n . We may write
where
are called the eigenvalues of x (with respect to e), and d is the degree of h. In particular
By homogeneity
for all s, t ∈ R and x ∈ R n . The (open) hyperbolicity cone of h with respect to e is the set Λ++(h, e) = {x ∈ R n : λmin(x) > 0}.
We sometimes abbreviate and write Λ++(e) or Λ++. We denote its closure by Λ+ = Λ+(h, e) = {x ∈ R n : λmin(x) ≥ 0}. Since h(te − e) = h(e)(t − 1) d , we see that e ∈ Λ++. The hyperbolicity cones for the examples above are: 
The following theorem collects a few fundamental facts about hyperbolic polynomials and their hyperbolicity cones. For proofs see [13, 20] . Theorem 1.2 (Gårding, [13] ). Suppose h is hyperbolic with respect to e ∈ R n .
(1) Λ+(e) and Λ++(e) are convex cones.
(2) Λ++(e) is the connected component of
which contains e. (3) λmin : R n → R is a concave function, and λmax : R n → R is a convex function. (4) If e ′ ∈ Λ++(e), then h is hyperbolic with respect to e ′ and Λ++(e ′ ) = Λ++(e).
Recall that the lineality space, L(C), of a convex cone C ⊆ R n is C ∩ (−C), i.e., the largest linear space contained in C. It follows that L(Λ+) = {x ∈ R n : λi(x) = 0 for all i}, see e.g. [20] .
The trace, rank and spectral radius (with respect to e) of x ∈ R n are defined as for matrices:
λi(x), rk(x) = #{i : λi(x) = 0} and x = max 1≤i≤d |λi(x)|.
Note that x = max{λmax(x), −λmin(x)} and hence · is convex by Theorem 1.2 (3). It follows that · is a seminorm, and that x = 0 if and only if x ∈ L(Λ+). Hence · is a norm if and only if L(Λ+) = {0}. For a positive integer r, let Ur be the set of all pairs (δ, µ) of positive real numbers such that 5) and either
It is not hard to see that
For applications we often want a bound which is independent of m. We define δ(ǫ, ∞, r) = inf {ǫµ + δ : (δ, µ) ∈ Ur} , r = 1, 2, 3, . . . , ∞.
The definition of δ(ǫ, m, r) may seem obscure. To make sense of it we will compute it explicitly for some cases and give upper bounds (Theorem 1.4). The following theorem generalizes Theorem 1.1 to hyperbolic polynomials. It applies to arbitrary ranks as well as improves the bound in (1.1). Theorem 1.3. Let k ≥ 2 be an integer and ǫ a positive real number. Suppose h is hyperbolic with respect to e ∈ R n , and let u1, . . . , um ∈ Λ+(h, e) be such that
Then there is a partition S1
Note that we recover Theorem 1.1 if we let h = det in Theorem 1.3, combined with (1.8) below. Theorem 1.3 combined with (1.9) extends the main result of [5] to hyperbolic polynomials. Theorem 1.3 combined with (1.10) produces better bounds in Theorem 1.1 for all r > 2.
if ǫ > r/(r + 1).
(1.10)
Compatible families of polynomials
We say that a univariate real polynomial f is real-rooted if either f ≡ 0, or f has only real zeros. Let f and g be two real-rooted polynomials of degree d − 1 and d, respectively, where d ≥ 1. We say that f is an interleaver of g if
where α1 ≤ · · · ≤ α d−1 and β1 ≤ · · · ≤ β d are the zeros of f and g, respectively.
A family of polynomials {f1(x), . . . , fm(x)} of real-rooted polynomials of the same degree and the same sign of leading coefficients is called compatible if it satisfies any of the equivalent conditions in the next theorem. Theorem 2.1 has been discovered several times. We refer to [11, Theorem 3.6 ] for a proof. (1) f1, . . . , fm have a common interleaver, i.e., there is a polynomial g which is an interleaver of each fi,
Lemma 2.2 ([16]
). Let f1, . . . , fm be real-rooted polynomials that have the same degree and positive leading coefficients, and suppose p1, . . . , pm ≥ 0 sum to one. If {f1, . . . , fm} is compatible, then for some 1 ≤ i ≤ m with pi > 0 the largest zero of fi is smaller or equal to the largest zero of the polynomial
Proof. If α is the largest zero of the common interleaver g, then fi(α) ≤ 0 for all i. Hence the largest zero, β, of f is located in the interval [α, ∞), as are the largest zeros of fi for each 1 ≤ i ≤ m. Since f (β) = 0, there is an index i with pi > 0 such that fi(β) ≥ 0. Hence the largest zero of fi is at most β.
The next definition may be seen as a generalization of compatible polynomials to arrays. Definition 2.1. Let S1, . . . , Sm be finite sets. A family,
of polynomials is called compatible if
• all non-zero members of F have the same degree and the same signs of their leading coefficients, and • for all choices of independent random variables X1 ∈ S1, . . . , Xm ∈ Sm, the polynomial Ef (X1, . . . , Xn; t) is real-rooted.
The notion of a compatible family of polynomials is less general than that of an interlacing family of polynomials in [16, 17] . However since all families appearing here (and in [16, 17] ) are compatible, we find it more convenient to work with these. The following theorem is in essence from [16] . Theorem 2.3. Let {f (s; t)}s∈S 1 ×···×Sm be a compatible family, and let X1 ∈ S1, . . . , Xm ∈ Sm be independent random variables such that Ef (X1, . . . , Xm; t) ≡ 0. Then there is a tuple s = (s1, . . . , sn) ∈ S1 × · · · × Sm, with P[Xi = si] > 0 for each 1 ≤ i ≤ m, such that the largest zero of f (s1, . . . , sm; t) is smaller or equal to the largest zero of Ef (X1, . . . , Xm; t).
Proof. The proof is by induction over m. The case when m = 1 is Lemma 2.2, so suppose
is real-rooted for all choices of pi ≥ 0 such that i pi = 1. By Lemma 2.2 and Theorem 2.1 there is an index j with qj > 0 such that Ef (X1, . . . , Xm−1, cj; t) ≡ 0 and such that the largest zero of Ef (X1, . . . , Xm−1, cj ; t) is no larger than the largest zero of Ef (X1, . . . , Xm; t). The theorem now follows by induction.
Mixed hyperbolic polynomials
In this section we will produce a large class of compatible families of polynomials arising from (mixed) hyperbolic polynomials.
Recall that the directional derivative of h(x) ∈ R[x1, . . . , xn] with respect to v = (v1, . . . , vn)
T ∈ R n is defined as
and note that
If h is hyperbolic with respect to e, then tr(v) = Dvh(e) h(e) ,
The following theorem is essentially known, see e.g. [3, 13, 20] . However we need slightly more general results, so we provide proofs below, when necessary. Theorem 3.1. Let h be a hyperbolic polynomial and let v ∈ Λ+ be such that Dvh ≡ 0. Then (1) Dvh is hyperbolic with hyperbolicity cone containing Λ++.
(2) The polynomial h(x) − yDvh(x) ∈ R[x1, . . . , xn, y] is hyperbolic with hyperbolicity cone containing Λ++ × {y : y ≤ 0}. (3) The rational function
Proof. (1) . See [7, Lemma 4] . (2) . The polynomial h(x)y is hyperbolic with hyperbolicity cone containing Λ++ × {y : y < 0}. Hence so is H(x, y) := −D (v,−1) h(x)y = h(x) − yDvh(x) by (1). Since H(e ′ , 0) = h(e ′ ) = 0 for each e ′ ∈ Λ++, we see that also Λ++ × {0} is a subset of the hyperbolicity cone (by Theorem 1.2 (2) ) of H.
. If x ∈ Λ++, then (by Theorem 1.2 (2)) (x, y) is in the closure of the hyperbolicity cone of H(x, y) if and only if
.
Since hyperbolicity cones are convex,
and
, for all x1, x2 ∈ Λ++, from which (3) follows.
Lemma 3.2. Let h be hyperbolic with hyperbolicity cone Λ++ ⊆ R n . The rank function does not depend on the choice of e ∈ Λ++, and
Proof. That the rank does not depend on the choice of e ∈ Λ++ is known, see [20, Prop. 22] or [6, Lemma 4.4] . By (3.1)
and hence rk(v) = deg h(e − tv) = max{k : D We call h[v1, . . . , vm] a mixed hyperbolic polynomial. By iterating Theorem 3.1 (2) we get: 
from which the lemma follows.
Note that (v1, . . . , vm) → h[v1, . . . , vm] is affine linear in each coordinate, i.e., for all p ∈ R and 1 ≤ i ≤ m:
Hence if X1, . . . , Xm are independent random variables in R n , then
3)
The next theorem provides examples of compatible families of polynomials.
Theorem 3.5. Let h(x) be hyperbolic with respect to e ∈ R n , let V1, . . . , Vm be finite sets of vectors in Λ+, and let w ∈ R n+m . For V = (v1, . . . , vm) ∈ V1 × · · · × Vm, let
. , vm](te + w).
Then {f (V; t)}V∈V 1 ×···×Vm is a compatible family.
In particular if in addition all vectors in V1 ∪ · · · ∪ Vm have rank at most one, and
where w ∈ R n and (α1, . . . , αm) ∈ R m , then {g(V; t)}V∈V 1 ×···×Vm is a compatible family.
Proof. Let X1 ∈ V1, . . . , Xm ∈ Vm be independent random variables. Then the polynomial Eh[X1, . . . , Xm] = h[EX1, . . . , EXm] is hyperbolic with respect to (e, 0, . . . , 0) by Theorem 3.3 (since Evi ∈ Λ+ for all i by convexity). In particular the polynomial Ef (X1, . . . , Xm; t) is real-rooted. The second assertion is an immediate consequence of the first combined with Lemma 3.4.
Correlation inequalities for hyperbolic polynomials
In this (technical) section we will derive inequalities for hyperbolic polynomials needed to prove the bound in Theorem 1.3.
A consequence of Theorem 3.1 (3) is the correlation inequality
for all hyperbolic polynomials h and u, v, x ∈ Λ+, see e.g. [4, Section 3] . Indeed
by concavity (Theorem 3.1). We also have the higher correlation inequalities
for all u, v, x ∈ Λ+ and k ≥ 0. Indeed
by Leibniz' rule and (4.1) for the hyperbolic polynomials g = D j u h. We want to relate the quantities in the left hand side of (4.2) for different k. For the rest of this section we fix a hyperbolic polynomial h, and vectors u, v ∈ Λ+ and x ∈ Λ++. To enhance readability in the computations to come, let
, and
for all k ≥ 0. Note that η k > 0 for 0 ≤ k ≤ rk(u), and η k = 0 for k > rk(u).
Also, by Leibniz' rule
is nonnegative. The second factor is nonnegative.
h we see that the first factor equals D 2 u (Dvg/g), which is nonnegative since Dvg/g is convex on Λ++ (Theorem 3.1). Using (4.3), (4.4) , and the nonnegativity of (4.5) we get
, which simplifies to the desired inequality.
If p(t) = r k=0 r k a k t k is a real-rooted polynomial, then Newton's inequalities [18] say that a
and thus
Proof. If Φ1 = 0, then Lemma 4.1 implies Φ k = 0 for all 1 ≤ k ≤ r. By Lemma 4.1,
1 . Suppose Φ1 > 0 and assume Φ k = 0 for some k ≤ r. Assume k is the first such index. Then, since
by Newton's inequalities for the polynomial
Proof 
1 . From Newton's inequalities and (4.6) for the polynomial (4.9), we deduce
k , and by induction (using the bound for α k ),
for 2 ≤ k ≤ r. The right-hand-side of (4.10) is increasing in t for
and hence we obtain a valid inequality if we plug in t = (r − k + 1)/r in (4.10), for which we get the desired upper bound. 
is increasing we may assume rk(u) = r. The lemma now follows by iterating Lemma 4.3.
Bounds on zeros of mixed characteristic polynomials
Let h be hyperbolic with respect to e, and let v1, . . . , vm ∈ Λ+(e). Denote by λmax(v1, . . . , vm) the largest zero of the mixed characteristic polynomial
where 1 ∈ R m is the all ones vector (in the y-variables). To prove Theorem 6.1, we want to bound λmax(v1, . . . , vm) conditioned on v1, . . . , vm ∈ Λ+(e), v1 + · · · + vm = e, tr(vi) ≤ ǫ and rk(vi) ≤ r for all 1 ≤ i ≤ m. Next we want to relate λmax(v1 + · · · + vm) to λmax(v1, . . . , vm).
Theorem 5.2. If h be hyperbolic with respect to e and v1, . . . , vm ∈ Λ+(e), then λmax(v1 + · · · + vm) ≤ λmax(v1, . . . , vm), and
Proof. Consider the polynomial g(x, y) = h[v1, v1, v2 . . . , vm], which is hyperbolic with respect to e. Let γ(z) denote the largest zero of g(te − z). Let further e1, . . . , em+1 be the standard basis in the y-variables. Then, if y = e3 + · · · + em+1,
by the convexity of γ, see Theorem 1.2. Iterating this we get that λmax(v1, . . . , vm) is greater or equal to the largest zero of
where N = 2 n , for any positive integer n. However,
and the first statement follows. The second statement follows similarly by using the concavity of λmin.
Lemma 5.3. Let h be hyperbolic, and let δ and µ be two positive numbers such that either
Proof. If µ > 1, then h(x)/Duh(x) > 1 and then h(x+δu)/Duh(x+δu) ≥ h(x)/Duh(x) > 1, by Theorem 3.1. Hence (h − Duh)(x + δu) > 0. Suppose 1 ≤ δ ≤ 2 and µ > 1 − δ/r. We may write
where a0 = 1 and
with equality for k = 0, 1. Now a0 = 1, a1 ≥ 0 and a k ≤ 0 for 2 ≤ k ≤ r, since 1 ≤ δ ≤ 2. Hence
and the lemma follows.
For the remainder of this section, let h ∈ R[x1, . . . , xn] be hyperbolic with respect to e, and let v1, . . . , vm ∈ Λ+ and x ∈ Λ++. To enhance readability, let ∂j := Dv j . and
Lemma 5.4. Suppose (δ, µ) ∈ Ur, where r is a positive integer or r = ∞. If x ∈ Λ++, 0 < rk(vj) ≤ r, 0 < rk(vi) and
Proof. Suppose ξj [h](x) ≥ µ and h is normalized so that h(e) > 0. Write
3, (h−∂j h)(x+δvj) > 0, and then also (∂ih − ∂j∂ih)(x + δvj ) > 0 by Theorem 3.1. We want
Recall the definition of Φ k . For vi = v and vj = u, (5.2) amounts to 
or, equivalently,
Since 0 Corollary 5.5. Suppose h is hyperbolic with respect to e ∈ R n , and let Γ+ be the (closed) hyperbolicity cone of h[v1, . . . , vm], where v1, . . . , vm ∈ Λ+(e) and 1 ≤ rk(v k ) ≤ r k for all 1 ≤ k ≤ m. Suppose x ∈ Λ++(e) and 1 ≤ i < j ≤ m are such that
where µi, µj > 0. Then x + δj vj + ej + µiei ∈ Γ+, whenever (δj, µj ) ∈ Ur j .
Moreover
Proof. Recall that x + µ k e k ∈ Γ+ if and only if ξ k [h] ≥ µ k . By Lemma 5.3 and 5.4, x + ej ∈ Γ+ and
which is equivalent to x + δj vj + ej + µiei ∈ Γ+. Hence the first part follows.
Suppose
. Since x + se1, v1 ∈ Γ+ for all s ≤ µ1, the vector
is in the hyperbolicity cone of (1−y1Dv 1 )h. By the first part we have x ′ +µ2e2, x ′ +µ3e3 ∈ Γ+. Hence we may apply the first part of the theorem with h replaced by (1 − y1Dv 1 )h to conclude
By continuing this procedure with different orderings we may conclude that
for each 1 ≤ j ≤ m. The second part now follows from convexity of Γ+ upon taking the convex sum of these vectors.
Theorem 5.6. Suppose h is hyperbolic with respect to e ∈ R n and suppose v1, . . . , vm ∈ Λ+(e) are of rank at most r and such that e = v1 + · · · + vm, where tr(vj) ≤ ǫ for each 1 ≤ j ≤ m. Then λmax(v1, . . . , vm) ≤ δ(ǫ, m, r), where
Proof. For µ > 0, set x = ǫµe and µi = µ for 1 ≤ i ≤ m. Then x + µiei = µ(ǫe + ei) ∈ Λ+ since h[v1, . . . , vm](ǫe + ei) = ǫh(e) − Dv i h(e) = h(e)(ǫ − tr(vi)) ≥ 0. Apply Corollary 5.5 to conclude that :
whenever (δ, µ) ∈ Ur. Hence by (the homogeneity of Γ+ and) Remark 5.1, the maximal zero is at most δ(ǫ, m, r).
In Section 7 we compute δ(ǫ, m, r) for special cases and prove an upper bound.
Proof of the main theorem
To prove Theorem 1.3 we use the following theorem.
Theorem 6.1. Suppose h is hyperbolic with respect to e. Let X1, . . . , Xm be independent random vectors in Λ+(e) with finite supports such that
EXi = e, (6.1) The theorem now follows from Theorem 5.6 and Theorem 5.2.
Proof of Theorem 1.3. For 1 ≤ i ≤ k, let x i = (xi1, . . . , xin) where y = {xij : 1 ≤ i ≤ k, 1 ≤ j ≤ k} are independent variables. Consider the polynomial
which is hyperbolic with respect to e 1 ⊕ · · · ⊕ e k , where e i is a copy of e in the variables x i , for all 1 ≤ i ≤ k. The hyperbolicity cone of g is the direct sum Λ+ := Λ+(e 1 )⊕· · ·⊕Λ+(e k ), where Λ+(e i ) is a copy of Λ+(e) in the variables x i , for all 1 ≤ i ≤ k. Let X1, . . . , Xm be independent random vectors in Λ+ such that for all 1 ≤ i ≤ k and 1 ≤ j ≤ m: P Xj = ku 
