Abstract-In this paper, we consider the idea of improving the performance of grasp detection by viewing an object to be grasped from a series of different perspectives. Grasp detection is an approach to perception for grasping whereby robotic grasp configurations are detected directly from point cloud or RGB sensor data. This paper focuses on the situation where the camera or depth senor is mounted near the robotic hand. In this context, there are at least two ways in which viewpoint can affect grasp performance. First, a "good" viewpoint might enable the robot to detect more/better grasps because it has a better view of graspable parts of an object. Second, by detecting grasps from arm configurations nearby the final grasp configuration, it might be possible to reduce the impact of kinematic modelling errors on the last stage of grasp synthesis just prior to contact. Both of these effects are particularly relevant to inexpensive robotic arms. We evaluate them experimentally both in simulation and on-line with a robot. We find that both of the effects mentioned above exist, but that the second one (reducing kinematic modelling errors) seems to have the most impact in practice.
I. INTRODUCTION
Recently, grasp detection has been demonstrated to be a practical approach to perception for robotic grasping [6] , [11] , [7] . In grasp detection, machine learning methods are used to identify places in an image or point cloud where a grasp would be feasible. For example, Figure 1 (a) illustrates grasps detected by our algorithm given a point cloud of a shampoo bottle as input. The yellow grippers denote robotic hand configurations from which a good grasp of the object is expected to be feasible. Since grasp configurations are detected without first estimating the object pose, grasp detection typically works well for grasping novel objects when precise information about object geometry is not known in advance.
Most current approaches to grasp detection operate based on an image or point cloud obtained by viewing the scene from a fixed viewpoint. For example, Levine's work at Google uses input from a single RGB camera [14] . Some of our own prior work creates a point cloud by registering together information from a pair of RGBD cameras [18] . In this paper, we consider the idea of sequential view grasp detection, where a camera or depth sensor is mounted near the robotic hand (Figure 1(b) ) and views the target object from a series of perspectives until finally attempting a grasp. There are a couple of reasons why multiple views could be better than one in the context of grasp detection. First, it might be possible to improve grasp detection performance by planning viewpoints relative to a specific object/grasp of interest. Second, it might be possible to reduce the effect * College of Computer and Information Science, Northeastern University, Boston, Massachusetts, USA mgualti@ccs.neu.edu of manipulator kinematic model errors on grasp success by viewing the object from an arm configuration close to the final grasp configuration. These questions are particularly important in the context of grasping with inexpensive robotic arms such as the Baxter arm where it is impossible to measure end effector pose using forward kinematics calculations accurately. Moreover, whereas it is easy to register multiple views together into a single point cloud (or truncated signed distance function, TSDF) with accurate kinematic estimates, this becomes very difficult if one must rely SLAM techniques because ICP-like methods do not work well in empty/uncluttered near-field scenes.
This paper explores the possibilities described above by performing experiments off-line using the BigBird object dataset [17] and on-line using our Baxter robot. Although all experiments were performed using variations of our own grasp detection algorithm, we expect the results to generalize to other algorithms similar to ours such as [11] , [7] , [4] , [5] . We have several interesting findings. First, we find that viewpoint does indeed affect grasp detection performance, although the nature of the effect can depend on object type. Second, we find that there is little benefit to viewing the object from many additional viewpoints once a "good" viewpoint is obtained unless the different-viewpoint data is registered together. Third, we find that there is a significant advantage to viewing the object at close range from a kinematic configuration close to the expected grasp configuration. Doing so seems to make the overall algorithm less sensitive to manipulator kinematic model errors and can improve grasp success rates by as much as 9%.
II. BACKGROUND

A. Viewpoint selection
Optimal viewpoint selection falls into a large body of research called active sensing. We only attempt to mention a few works in this area in order to demonstrate where the present work fits in. Viewpoints can either be considered independently as in [20] or sequentially along a trajectory as in [13] , [21] . In this paper we examine the effects of both individual and multiple viewpoints on grasp detection performance.
In this work we do not attempt to reconstruct a scene from multiple views; although, this can sometimes be a powerful approach. We and others have explored this with significant benefit to grasp detection performance [9] , [6] , but the primary difficulty faced with this is that the ICPbased SLAM algorithms do not register multiple views well in near-field, uncluttered scenes.
Many prior works see viewpoint selection as a problem in maximizing the amount of information gained from a the prospective viewpoint. This can be expressed in terms of entropy [20] , KL divergence [19] , or Fisher information [13] . The main decision in these various applications is the probability distribution used for computing the information obtained from the sensing action. A key challenge addressed by these approaches is the ability to correctly predict what probability distribution will be seen from a yet unobserved position given the current information about the scene.
The advantage of our approach is that it is very easy to generate a distribution of view quality in the framework of grasp detection, and no additional training/prediction is needed beyond what is provided by existing grasp detection algorithms. Also, this provides a very natural way to incorporate any prior information that may be known about the type of task being completed, since this distribution is somewhat object-specific as we show later.
For overcoming kinematic errors when the arm is near the end of the task, visual servoing is frequently used. Generally this requires a specific feature of an object or a fiducial on the object [1] , which is difficult to get in open-world environments. Levine et al. overcome this problem using end-to-end deep learning [14] . The present work attempts to limit these sorts of errors by viewing the scene as close as possible to the planned grasp configuration.
B. Grasp detection
Traditional approaches to perception for robotic grasping are object-based [2] . First, they plan grasps with respect to a known mesh model of an object of interest. Then, they estimate the 6-DOF pose of the object and project the grasp configurations planned relative to the object mesh into the base frame of the robot. While these methods can work well in structured environments where object geometries are known ahead of time, they are less well suited for unstructured real world environments. In contrast, grasp detection methods treat perception for grasping like a typical computer vision problem [16] , [12] , [15] , [5] , [3] , [7] , [10] , [18] , [6] .
Instead of attempting to estimate object pose, grasp detection estimates grasp configurations directly from image or point cloud sensor data. These detected grasp configurations are 6-DOF poses of a robotic hand from which a grasp is expected to be successful. Importantly, there is no notion of "object" here and there is no segmentation as a pre-processing step. A successful grasp configuration is simply a hand configuration from which it is expected that the fingers will establish a grasp when they are closed. Most grasp detection methods have the following two steps: grasp candidate generation and grasp scoring. During candidate generation, the algorithm hypothesizes a large number of robotic hand configurations that could potentially be but are not necessarily grasps. Then, during grasp scoring, some form of machine learning is used to rank the candidates according to the likelihood that they will turn out to be grasps. There are a variety of ways of implementing these two steps. Figure 2 illustrates ours. Figure 2 (b) shows a large set of grasp candidates that denote potential grasp configurations. These grasp candidates are generated by searching for hand configurations that are obstacle free with respect to the point cloud and that contain some portion of the cloud between the two fingers. Figure 2 (c) shows a set of grasps that were scored very highly by the machine learning subsystem. In our case, we use a four-layer-deep convolutional neural network to make grasp predictions based on projections of the portion of the point cloud contained between the fingers. More details on this method can be found in [6] .
III. FUSING SEQUENTIAL GRASP DETECTIONS
A natural question to ask is whether it is possible to improve grasp detection accuracy by incorporating data from multiple viewpoints. Our prior work has shown that it is possible to improve grasp success rates by 9% just by using a SLAM package to create a more complete point cloud of the scene [6] . In that work, we mounted a depth sensor near the wrist and used InfiniTAM [8] to integrate point cloud data obtained by moving the hand in an arc over the scene. Unfortunately, because we typically view the scene at relatively close range (approximately 45 cm), InfiniTAM frequently loses track of the scene relative to the voxel grid while moving the arm. This was a particular problem when viewing a near-empty tabletop where there is little structure to facilitate correct SLAM matching using ICP. In addition, because we were using the Baxter robot, we sometimes experienced grasp failures due to kinematic modelling errors. Both of these problems are serious challenges when attempting to do grasp detection using inexpensive robotic hardware.
An alternative to using a SLAM package is to run grasp detection directly on each of multiple point clouds and to somehow fuse the results. One simple approach is to create a single set of grasp candidates, score those candidates against each of the multiple point clouds, and then to make predictions based on the average score per grasp candidate. We performed this experiment off-line using data from the BigBird dataset [17] . BigBird is a database comprised of a set of 125 objects where each object is associated with 600 different point clouds taken from different views at roughly a constant radius about the object. In this experiment, we used point clouds taken from the 20 different viewpoints shown in Figure 3 (a) around a box of CheezIts (the black object in the upper right of Figure 3(a) ). We used the first point cloud (denoted by a red circle in Figure 3(a) ) to generate the grasp candidates shown in Figure 3(b) . Then, we scored each of the grasp candidates using each of the 20 point clouds. The blue line in Figure 3(c) shows the accuracy of grasp detection as a function of view, which varies between 80% and 100%. The red line shows the detection accuracy that is obtained by averaging scores from all 20 viewpoints. The accuracy obtained by averaging scores exceeds the accuracy obtained from most of the individual viewpoints. However, there are two things to notice. First, if there is no way of knowing which viewpoint is better than another, then there is value in averaging scores from different viewpoints. Second, the fact that the accuracy obtained from the best viewpoint exceeds the average suggests that it might be better to not average, but to obtain a good viewpoint and do grasp detection using that single cloud. We explore this idea in the next section. Although the findings presented above are only for the CheezIts box, other objects produce similar results.
IV. CHOOSING THE BEST VIEW FOR GRASP DETECTION
In the last section, we sampled grasps once and then evaluated the accuracy of making predictions based on average grasp scores. For inexpensive robotic arms, this is a best-case scenario because it requires accurately registering the point cloud in which the grasp candidate was obtained with the point cloud obtained from the new perspective. One solution would be to encode this uncertainty as "process noise" in the context of sequential Bayesian filtering. However, since this will reduce the "averaged" accuracy shown in Figure 3 even futher, it is probably not worth it. Therefore, in this section, we consider the entire grasp detection process (both candidate generation and scoring) rather than just looking at how to improve the accuracy of scoring. This work is predicated on the idea that there is an approximate "target grasp" that describes how we would like to grasp a particular object. For example, we envision that the target grasp on a flashlight would be a handle grasp from which the robot were able to actuate the switch. Given the target grasp, we will develop a method of reasoning about how to view that grasp in order to maximize the chances of detecting a large number of grasps with high precision.
First, we use the BigBird dataset to characterize the number of ground truth positives versus negatives as a function of viewpoint. Importantly, viewpoint is expressed in the reference frame of each individual grasp candidate (in terms of azimuth and elevation relative to the candidate). Figure 4 (a-c) shows the result as a function of viewpoint for three different objects. This plot was calculated using kernel density estimation with a spherical Gaussian kernel and a standard deviation of 0.15. Notice that for the two rectangular objects (the CheezIts and the Dove soap), the relative density of positives is maximized in the vicinity of θ = π±0.6. Looking at the grasp directly along the approach vector works very poorly while looking at the grasp from one side or other other helps a lot. The result is different for the cylindrical object (the Pringles) where the relative density of positives is high from most viewpoints with a peak occurring at θ = π.
The result described above is important because a high proportion of ground truth positives versus negatives in the candidate set could enable us also to detect more grasp positives with high precision. We tested this hypothesis using the BigBird dataset. First, using a mesh provided by BigBird for a given object, we generate a ground truth grasp positive at random. This represents the "target grasp" that describes how we would like to grasp the object. Our goal will be to detect grasps in the vicinity (within ±2 cm and ±20 degrees) of the target grasp with high confidence. Using the relationships shown in Figure 4 (a-c), we assign a score to each of the 600 viewpoints contained in the BigBird dataset for that object. Finally, we select the highest scoring view (the "smart viewpoint"), detect grasps in the corresponding cloud, and evaluate the number of ground truth grasp candidates found. The results are shown in Table I . On average, the grasp candidates generated from the smart viewpoint contain several times more ground truth positives than the grasp candidates generated from random viewpoints. Moreover, these views give us better recall at high precision. In grasp detection, the cost of a false positive is particularly high because it can cause a grasp failure. As such, we are particularly interested in the characteristics of the detection system at high precision. Our prior work introduced a measure known as recall at 99% precision (equal to the point on the precision-recall curve at 99% precision) [6] . The assumption here is that we want to recall as many grasps as possible while maintaining no more than 1% false positives. It turns out that for grasps in the vicinity of the target grasp, recall at 99% precision is significantly higher for the planned viewpoints relative to random viewpoint (the "Rec @ 99%" column in Table I ). Moreover, the raw number of detected true positives is higher at 99% precision as well (the "Pos @ 99%" column in Table I ). This suggests a significant benefit to the planned view both in terms of the chances that the highest scoring grasps is a true positive and in terms of the number of high-precision grasps that are available for the robot to choose from.
Why does viewpoint have such an impact? One can think about grasp candidate generation as a set of heuristics that suggest potential grasp configurations. In this work, we use a candidate generation strategy that searches discretized orientations about the axis of maximum principle curvature of the local object surface (we will call this the "curvaturebased strategy"). Our choice to use this curvature axis has an important effect on the shape of the plots shown in Figure 4(a-c) local surface normal instead of a curvature axis (we call this the "normal-based strategy"). While this method also results in a strong relationship between viewpoint and density of ground truth positives, as shown in Figure 4 (d-f), notice that the exact nature of the relationship is completely different. Therefore, while smart viewpoint selection is likely to help regardless of the exact candidate generation strategy used, it is important to calculate the correct viewpoint relationships for the the chosen candidate strategy. As a baseline, we also evaluated this relationship for a strategy that searched for grasp candidate in uniformly random orientations. That strategy also exhibited a strong relationship between viewpoint and the density of grasp positives. However, since this random strategy typically generates many times fewer grasp candidates overall than either of the other candidate generation strategies, we do not consider it further.
V. SEQUENTIAL VIEW GRASP DETECTION
The experiments described at the end of Section IV suggest that it should be possible to improve grasp performance by viewing grasps from the right viewpoint. In particular, if the system has prior knowledge about approximately how an object should be grasped, then it should be possible to plan views that make it easier to detect the desired grasps. However, this is only one way that viewpoint can help. Another way is to reduce the impact of inaccurate kinematics on grasp success rates. Many inexpensive robotic systems, such as the Baxter research robot, have inaccurate forward kinematics. One way to reduce this impact is to detect grasps relative to an arm configuration nearby the expected final grasp configuration. Assuming that the magnitude of kinematic errors grow with c-space distance, detecting the grasps from a nearby configuration should help. Based on these two ideas, we propose a three-view sequential grasp detection strategy that combines these ideas. We evaluate the impact of this strategy on grasp success rates using the Baxter research robot in our lab.
A. A three-view sequential grasp detection strategy
We formulate the following three-view sequential grasp detection strategy. First, we view the scene from an arbitrary viewpoint in order to establish an approximate "target grasp" (first view). This target grasp expresses how we would like to grasp an object. For example, if the objective is to grasp and actuate a flashlight, then the target grasp would be a handle grasp that is close enough to the switch to enable the robot to actuate it. In the experiments for this paper, the first viewpoint was chosen randomly with the constraints that the sensor be 35 cm away from a fixed point on the table and that the line-of-sight be within 53 degrees of the gravity direction. Grasps were then detected in the point cloud acquired from this viewpoint, and we then selected one to be the "target grasp" according to the same procedure in our prior work [6] . (Essentially this involves checking for reachability, collisions, grasp width, and heuristics of taskspecific interest.) Second, based on the target grasp, we select a viewpoint from which that grasp would best be viewed (second view). This is accomplished using the previously modeled density of positives versus negatives as illustrated in Figure 4 . If the object identity is known, then we use a model such as shown in Figure 4 directly. If object identity is unknown, then we use an averaged density model, given whatever prior information is available. In these experiments the densities were generated from box-like objects, since high-scoring views for boxes seem to work well on cylindrical objects as well. In our experiments, we constrain the second view to be 30 cm from the target grasp. Once the view is obtained, we perform a second round of grasp detection and select a grasp within a threshold radius (8 cm in our experiments) of the target grasp. This selected grasp becomes the final target grasp.
Once the final target grasp is obtained, we move the sensor to a pre-grasp arm configuration and obtain a third view. Here, the sensor is as close to the target grasp as possible while still satisfying the minimum-range constraints of the depth sensor (about 24 cm in our experiments). Using the third view, we perform one final round of grasp candidate generation without performing the corresponding grasp scoring step. The grasp candidate with the 6-DOF pose closest to the final target grasp is selected for execution. The fact that we do not score the grasps on this final step is significant -the third view is not intended to get a good label for the grasp, but simply to register the target grasp the point cloud. Essentially, the third view "shifts" the target grasp so that it is not in collision with the point cloud but still close to the grasp found in the previous step.
This three-view process is illustrated for a single object on a tabletop in Figure 5 . Figure 5(a) shows the first view where an approximate target grasp is established in the middle of the box. Figure 5(b) shows the second view planed to maximize the precision of grasp detection. Figure 5(c) shows the third view that occurs just prior to grasping. Figure 5(d) shows the completed grasp. Figure 6 shows depth images corresponding to the second and third views. 
B. Experiments
We evaluated the preceding three-view strategy on our Baxter robot. Our goal was to evaluate the benefit of the proposed three-view grasp detection strategy relative to various ablations of the strategy. We consider the following four variations:
1) The three-view strategy as described in Section V-A.
2) Same as (1) except that we skip the final (third) view.
3) Same as (1) except that we skip the middle (second) view. 4) Same as (1) except that we skip the final two views and only perform the initial arbitrary view. The experimental protocol followed for each variation is similar to the one proposed in our prior work [6] . First, 10 objects are selected at random from a set of 25 and "poured" into a pile in front of the robot. (See Figure 8(a) for the object set and Figure 8 (b) for an example pile of clutter.) Second, the robot proceeds to automatically remove the objects one-by-one as the experimenter records successes and failures. This continues until either all of the objects have been removed, the same failure occurs on the same object three times in a row, or no grasps were found after 3 attempts. The sensor (Intel RealSense SR300) and gripper hardware used in the experiment are shown in Figure 1(b) . Figure 7 shows the robot performing the first half of one round of an experiment. Grasp success rates for the 4 experimental strategies are shown in Table II . A grasp was counted as a success if the object was lifted from the table and placed into a box on the floor adjacent to the table. Failures were counted whenever the robot attempted a grasp but the object did not make it to the box. The "attempts" row of the table shows the number of grasp attempts made using each strategy (579 grasp attempts total over all four strategies). The "failures" row shows the number of failures for each strategy and the "success rate" row is one minus the ratio between failures and attempts. These results suggest that both the second and third views contribute to successful grasps. Notice that the third view seems to be more important than the second view in terms of grasp success rates: the grasp success rate is higher when the second view is removed as opposed to when the third view is removed. Since grasp detection for the third view can runs quickly (only the sampling step is needed, classification is not needed), this may be a good strategy for time-sensitive tasks.
The grasp failures in our experiments primarily fell into two categories as shown in Table III . The "FK" row in Table III denotes the number of grasp failures caused by a misalignment between the planned grasp and the actual object in the real world. The "Grasp" row denotes the number of grasp failures caused by a detection error. (Notice that the columnwise sum of the three rows in Table III is equal to the corresponding total number of failures indicated in Table II . The failure modes seem to reinforce intuition about what should happen if either view 2 or 3 is skipped. If view 3 is skipped, then we obtain a large number of FK failures, presumably because we are not using the last view to align the detected grasp with the final target grasp. If view 2 is skipped, then we obtain relatively more Grasp failures because the algorithm does not get the best view of the target grasp.
VI. CONCLUSIONS AND FUTURE WORK
This paper describes work that demonstrates that viewpoint can have an important effect on grasp detection. Although all experiments are performed using a grasp detection strategy we developed in our prior work, we expect that they should extend to similar grasp detection strategies such as [11] , [7] , [4] , [5] . To summarize, we have found that viewpoint can have an important impact on the relative proportion of ground truth positives contained within the set of grasp candidates. This manifests itself in terms of the recall of grasp detection at high rates of precision (an important measure which we seek to optimize). We have also found that viewing the object as close as possible to the target grasp configuration can significantly reduce the chances of a misalignment between the planned grasp configuration and an actual viable grasp. We proposed a sequential threeview strategy for grasp detection that we demonstrate to significantly improve practical grasp success rates relative to a single random view.
In the future we would like to score our views with respect to information-theoretic measures introduced in prior work to see if there is a common relationship between these approaches. Our approach is nice because it fits in well with grasp detection and requires no additional expensive computation besides a table look-up to evaluate the scores of viewpoints. More importantly, in the future we would like to look at improving the way grasps are shifted on the final approach, perhaps by making the process continuous until the sensor leaves the minimum viewing range. We hope to improve grasp success rates even further by optimizing performance of grasping in the last few centimeters. 
