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Abstract
We offer in this paper the non-asymptotical pairwise bilateral exact up to multi-
plicative constants interrelations between exponential decreasing tail behavior, mo-
ments (Grand Lebesgue Spaces) norm and moment generating functions norm for
random variables and vectors (r.v.).
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1 Definitions. Statement of problems. Previous
results.
Let (Ω, F,P ) be a probability space with non - trivial probability measure
P and expectation E, Ω = {ω}. Let also ξ = ξ(ω), ξ : Ω → R be numerical
valued random variable (r.v.), i.e. measurable function. The multivariate case may
be considered further.
1
A. Tail functions.
This function Tξ(y), y ≥ 0 for the r.v. ξ is defined as ordinary by the formula
Tξ(y)
def
= P(|ξ| ≥ y), y ≥ 0. (1.1)
The properties of these functions are obvious.
Note that sometimes was used some modifications of these notion, for instance
T ξ(y)
def
= max[P(ξ ≥ y), P(ξ ≤ −y)], y ≥ 0. (1.1a)
It is clear
T ξ(y) ≤ Tξ(y) ≤ 2T ξ(y).
B. Grand Lebesgue Spaces.
We recall first of all some needed facts about Grand Lebesgue Spaces (GLS).
Recently, see [23], [28], [30], [25], [35], [36], [37] etc. appear the so-called Grand
Lebesque Spaces GLS = G(ψ) = G(ψ; b), b = const ∈ (1,∞] spaces consisting on
all the random variables (measurable functions) f : Ω→ R with finite norms
||f ||G(ψ) = G(ψ, b)
def
= sup
p∈[1,b)
[
|f |p
ψ(p)
]
. (1.2)
Here and in the sequel
|f |p = [E|f |
p]1/p =
[∫
Ω
|f(ω)|p P(dω)
]1/p
; p ≥ 1,
is the classical Lebesgue-Riesz L(p) norm; and ψ(·) is some continuous positive on
the semi - open interval [1, b) function such that
inf
p∈[1,b)
ψ(p) > 0.
It is proved that G(ψ; b) is Banach functional rearrangement invariant (r.i.)
space and supp(G(ψb)) := suppψb = [1, b).
Let the family of measurable functions hα = hα(x), x ∈ X, α ∈ A, where A
be arbitrary set, be such that
∃b ∈ (1,∞], ∀p ∈ [1, b) ⇒ ψA(p) := sup
α∈A
| hα |p <∞.
Such a function ψA(p) is named as a natural function for the family A. Obviously,
sup
α∈A
|| hα ||Gψ
A = 1.
Of course, the family A may consists on the unique function, say, h = h(ω),
for which
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∃b > 1 ∀p ∈ [1, b)⇒ |h|p <∞.
These spaces are used, for example, in the theory of probability, theory of PDE,
functional analysis, theory of Fourier series, theory of martingales etc.
C. About moment generating function (MGF).
We present here for beginning some known facts from the theory of one-
dimensional random variables with exponential decreasing tails of distributions, see
[29], [23], [28], chapters 1,2.
Especially we mention the authors preprint [30]; we offer in comparison with
existing there results a more fine approach.
Let φ = φ(λ), λ ∈ (−λ0, λ0), λ0 = const ∈ (0,∞] be certain even strong convex
which takes positive values for positive arguments twice continuous differentiable
function, briefly: Young-Orlicz function, such that
φ(0) = φ′(0) = 0, φ
′′
(0) > 0, lim
λ→λ0
φ(λ)/λ =∞. (1.3)
For instance: φ(λ) = 0.5λ2, λ0 =∞; the so-called subgaussian case.
We denote the set of all these Young-Orlicz function as Φ; Φ = {φ(·)}.
We say by definition that the centered random variable (r.v) ξ = ξ(ω) belongs
to the space B(φ), if there exists certain non-negative constant τ ≥ 0 such that
∀λ ∈ (−λ0, λ0) ⇒ max
±
E exp(±λξ) ≤ exp[φ(λ τ)]. (1.4)
The minimal non-negative value τ satisfying (1.4) for all the values λ ∈
(−λ0, λ0), is named a B(φ) norm of the variable ξ, write
||ξ||B(φ)
def
=
inf{τ, τ > 0 : ∀λ : |λ| < λ0 ⇒ max
±
E exp(±λξ) ≤ exp(φ(λ τ))}. (1.5)
These spaces are very convenient for the investigation of the r.v. having a
exponential decreasing tail of distribution, for instance, for investigation of the limit
theorem, the exponential bounds of distribution for sums of random variables, non-
asymptotical properties, problem of continuous and weak compactness of random
fields, study of Central Limit Theorem in the Banach space etc.
The space B(φ) with respect to the norm || · ||B(φ) and ordinary algebraic
operations is a rearrangement invariant Banach space which is isomorphic to the
subspace consisting on all the centered variables of Orlicz’s space (Ω, F,P), N(·)
with N − function
N(u) = exp(φ∗(u))− 1, φ∗(u) = sup
λ
(λu− φ(λ)).
3
The transform φ→ φ∗ is called Young-Fenchel, or Legendre transform. The proof
of considered assertion used the properties of saddle-point method and theorem of
Fenchel-Moraux:
φ∗∗ = φ.
Recall also the Young’s inequality
λu ≤ φ(γu) + φ∗(λ/γ), γ = const > 0.
Let F = {ξ(s)}, s ∈ S, S is an arbitrary set, be the family of somehow
dependent mean zero random variables. The function φ(·) may be constructive
introduced by the formula
φ(λ) = φF (λ)
def
= max
±
ln sup
s∈S
E exp(±λξ(s)), (1.6)
if obviously the family F of the centered r.v. {ξ(s), s ∈ S} satisfies the so - called
uniform Kramer’s condition:
∃µ ∈ (0,∞), sup
s∈S
Tξ(s)(y) ≤ exp(−µ y), y ≥ 0.
In this case, i.e. in the case the choice the function φ(·) by the formula (1.6), we
will call the function φ(λ) = φ0(λ) as a natural function, and correspondingly the
function
λ→ Eeλξ
is named often as a moment generating function for the r.v. ξ, if of course there
exists in some non-trivial neighborhood of origin.
Moreover, see [1], if b =∞, then the following implication holds:
lim
λ→∞
φ−1(logE exp(λξ))/λ = K ∈ (0,∞)
if and only if
lim
x→∞
(φ∗)−1(| log Tξ(x)|)/x = 1/K.
If for example φ = φ2(λ) = 0.5 λ
2, λ ∈ R, then the r.v. from the space Bφ2 are
named subgaussian. This notion was introduced by J.P.Kahane in [21]; see also [6],
[7]. One can consider also the case when
φm(λ) = m
−1 |λ|m, |λ| ≥ 1, m = const > 1,
see [23].
The aim of this report is to establish the reciprocal non - asymptot-
ic interrelations separately mutually possibly exact up to multiplicative
constant between tail functions, moment generating functions, and Grand
Lebesgue Spaces norms.
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Throughout this paper, the letters C,Cj(·) will denote a various positive finite
constants which may differ from one formula to the next even within a single string
of estimates and which does not depend on the essentially variables p, x, λ, y etc.
We make no attempt to obtain the best values for these constants.
Obtained here results are unimprovable and generalized ones in [23], [28], chapter
4; [30], [31], [34].
The applications of these estimates appear for instance in the theory of (discon-
tinuous, in general case) random fields and following in statistics, see, e.g. in [3],
[4], [5], [16], chapter 11; [26], [44], [45], [49]; in the theory of Monte-Carlo method-in
[14], [17].
2 Connection between tails and moments
A. ”Direct estimate”. Given: the random variable ξ such that for some
function ψ(·) ∈ Ψ = Ψ∞ ||ξ|| = ||ξ||Gψ ∈ (0,∞). It is required to estimate the
tail function Tξ(x), for sufficiently greatest values x, say x > e.
Define the auxiliary function
ν(p) = νψ(p) := p lnψ(p), p ≥ 1 (2.1)
and correspondingly
ν∗(z) = ν∗ψ(z) = sup
p≥1
(pz − νψ(p)) , z ≥ 0. (2.2)
Theorem 2.1. Suppose ξ ∈ Gψ, ξ 6= 0. Our statement:
Tξ(y) ≤ exp { −ν
∗[ ln(y/||ξ||) ] } , y > e. (2.3)
Proof. One can assume without loss of generality ||ξ||Gψ = 1. Then
|ξ|p ≤ ψ(p), p ∈ [1,∞); ⇔ E|ξ|
p ≤ ψp(p), (2.4)
and we apply the Markov-Tchebychev inequality
Tξ(y) ≤
ψp(p)
yp
=
exp (−(p ln y − p lnψ(p)) = exp (−(p ln y − νψ(p))) .
It remains to take the minimum over p ≥ 1 from the right-hand side of the
inequality (2.4); y ≥ e.
Remark 2.1. Let us define the following Young-Orlicz function
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N(u) := exp { ν∗[ ln |u| ] } , |u| ≥ e,
and as usually
N(u) := C u2, |u| < e,
where of course C e2 = ν∗(1).
It is proved in [23], see also [31], [34], that if the function ν(p) = p lnψ(p), p ≥ 1
is continuous, convex, and such that lim→∞ ψ(p) = ∞, then the Grand Lebesgue
Space Gψ coincides up to norm equivalence with Orlicz’s space L(N) builded over
source probability space.
B. ”Inverse estimate.” Given:
Tξ(x) ≤ exp(−ζ(x)), x ≥ 0, ζ(x) ≥ 0; (2.5)
and we denote Z(y) = ζ(exp y), y ∈ R.
Theorem 2.2. Suppose Z(·) is twice continuous differentiable convex function
on certain interval (C,∞) and suppose
∃C1 = const > 0 ⇒ C2 := inf
y≥C1
Z
′′
(y) > 0. (2.6)
Then
|ξ|p ≤ C3 exp (Z
∗(p)/p) , (2.7)
or equally
||ξ||G(Z∗(p)/p) ≤ C3 <∞. (2.7a)
Proof. We have
E|ξ|p = p
∫ ∞
0
xp−1Tξ(x)dx ≤ p
∫ ∞
−∞
epy−Z(y)dy =: J(p). (2.8)
It follows from the saddle-point method that
J(p) ≤ Cp4 exp
(
sup
y
(py − Z(y))
)
= Cp4 exp (Z
∗(p)) .
Let us represent a rigorous consideration. We deduce splitting the integral
J = J(p) onto two ones
J(p) = p
∫ C1
−∞
epy−Z(y)dy + p
∫ ∞
C1
epy−Z(y)dy = J1(p) + J2(p).
Note first of all
J1(p) ≤ p
∫ C1
−∞
epydy ≤ Cp5 , p ≥ 1, 0 < C5 <∞.
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Denote S = S(p, y) = py − Z(y) and y0 = y0(p) = argmax
y≥C1
S(p, y); then
S(p, y) ≤ max
y
S(p, y)− 0.5S
′′
y (p, y)(y − y0)
2 ≤ Z∗(p)− C6(y − y0)
2,
therefore
J2(p) ≤ C7 p exp (Z
∗(p))
and following
J(p) ≤ Cp8 exp (Z
∗(p)) , p ≥ 1.
We used the obvious estimate p1/p ≤ C = e1/e.
This completes the proof of proposition 2.2.
C. Coincidence.
It is convenient for us to rewrite the restriction (2.4) in the following form
|ξ|p ≤ p e
−ν(p)/p , p ≥ 1, (2.9)
i.e. in (2.4)
ψ(p) := ψν(p) = e
−ν(p)/p. (2.10)
Theorem 2.3. Suppose that the function ν = ν(p), p ≥ 1 in (2.9) is continuous,
convex, and such that the function y → ν(exp y) satisfies the condition (2.6). Then
the GLS norm estimate for the non - zero r.v. ξ of the form
|ξ|p ≤ C1 p e
−ν(p)/p , p ≥ 1, (2.11)
is quite equivalent to the following tail inequality
Tξ(y) ≤ exp (−ν
∗(ln(y/C2)) , C2 = const ∈ (0,∞), y ≥ C2e. (2.12)
Proof. The implication (2.11) → (2.12) contains really in the statement of
theorem 2.1. Conversely, let (2.12) there holds. It follows from theorem 2.2 that the
r.v. ξ belongs to the space Gψν , ξ ∈ G(ψν), where
ψν(p) = exp (ν
∗∗(p)/p) , p ≥ 1.
But ν∗∗ = ν by virtue of theorem of Fenchel-Moraux, therefore ξ ∈ G(ψ).
This completes the proof of theorem 2.3.
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3 Relations between tails and moments generat-
ing functions
A. ”Direct estimate.” Given as above, see (2.5), for the centered r.v. ξ
Tξ(x) ≤ exp(−ζ(x)), x ≥ 0.
It is required to estimate for the sufficiently greatest values λ, say, λ > e, the
moment generating function (MGF) for the r.v. ξ :
gξ(λ)
def
= Eeλξ, λ = const ∈ R, (3.1)
or equally the B(φ) norm of the r.v. ξ for suitable function φ(·) ∈ Φ.
The alternative case λ ∈ (−e, e) was considered in [28], chapter 1, section 1.2.
Note that we represent here a new approach.
We must investigate previously one interest integral. Namely, let
(X,M, µ) be non-trivial measurable space with non-trivial sigma finite measure µ.
We assume at once µ(X) =∞, as long as the opposite case is trivial for us.
We intend to estimate for ”greatest” values of real parameter λ, λ > e the
following integral
I(λ) :=
∫
X
eλx−ζ(x)µ(dx) =
∫
eλx−ζ(x)µ(dx), (3.2)
assuming of course its convergence for all the sufficiently great values λ, say λ > e.
Here ζ = ζ(x) is non-negative measurable function, not necessary to be convex.
If in contradiction the measure µ is finite: µ(X) =M ∈ (0,∞); then the integral
I(λ) allows a simple estimate
I(λ) ≤M · sup
x∈X
{
eλx−ζ(x)
}
= M · eζ
∗(x). (3.2a)
Let now µ(X) = ∞ and ǫ = const ∈ (0, 1); let us introduce the following
integral
K(ǫ) :=
∫
X
e−ǫ ζ(x) µ(dx). (3.3)
It will be presumed its finiteness for all the positive values ǫ > 0; or at last for
some positive value ǫ0 ∈ (0, 1); then ∀ǫ ≥ ǫ0 ⇒ K(ǫ) <∞.
Then the following measures are probabilistic:
νǫ(dx) :=
e−ǫ ζ(x)
K(ǫ)
µ(dx) :
∫
X
νǫ(dx) = 1, 0 < ǫ < 1. (3.4)
We have
I(λ)
K(ǫ)
=
∫
exp(λx− (1− ǫ) ζ(x)) νǫ(dx) ≤
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exp
{
sup
x∈X
[λx− (1− ǫ) ζ(x)]
}
= exp
{
(1− ǫ) sup
x
[
λ
1− ǫ
x− ζ(x)
] }
=
exp
{
(1− ǫ) ζ∗
(
λ
1− ǫ
) }
.
Following,
I(λ) ≤ K(ǫ) exp
{
(1− ǫ) ζ∗
(
λ
1− ǫ
) }
(3.5)
and hence:
Lemma 3.1 We assert under formulated here conditions:
I(λ) ≤ inf
ǫ∈(0,1)
[
K(ǫ) exp
{
(1− ǫ) ζ∗
(
λ
1− ǫ
) } ]
. (3.6)
We intend to simplify the last estimate under some simple additional conditions.
In order to carry out this, we define the function
θ(λ)
def
=
C1
λ ζ∗′(λ)
(3.7)
for the greatest values λ : λ > λ0, where λ0, λ0 = const, θ(λ0) ≤ 0.5 (say).
There is a reasonable to choose in (3.5), (3.6) ǫ := θ(λ), see [28], chapter 3, pp.
99 - 110. We conclude denoting
K(λ) :=
∫
X
e−θ(λ) ζ
∗(x)µ(dx) = K(θ(λ)) :
I(λ) ≤ C2 K(λ) exp (ζ
∗(λ)) . (3.8)
Definition 3.1. We will say that the function ζ = ζ(x) is regular, iff
∃C3 = const <∞, ∀λ > λ0 ⇒ K(λ) ≤ exp ζ
∗(C3λ). (3.9)
It follows immediately from lemma 3.1
Lemma 3.2. We assert under formulated here conditions and under the condi-
tion of regularity (3.9)
∃C4 = const = C4(ζ) <∞ ⇒ I(λ) ≤ exp ζ
∗(C4λ), |λ| > λ0. (3.10)
We return to the formulated above problem ”A”. Indeed, let the
estimate (2.5) be a given. Let us estimate the MGF function
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gξ(λ) = Ee
λξ, λ ≥ e.
The case |λ| ≤ e may by simple investigated by Taylor’s formula.
Theorem 3.1. Suppose Eξ = 0 and that in the estimate (2.5) the function
ζ = ζ(x) satisfies all the conditions of the lemma 3.2, relative the ordinary Lebesgue
measure µ(dx) = dx and X = R, in particular the condition of regularity. We
propose
gξ(λ) = Ee
λξ ≤ exp ( ζ∗(Cλ) ) , ∃C <∞, (3.11)
or equally
|| ξ ||Gζ∗ = C <∞. (3.11a)
Proof. Suppose ξ 6= 0 and λ ≥ e; the case |λ| ≤ e may by simple investigated
by the Taylor’s formula taking into account the equality Eξ = 0 and the case
λ ≤ −e is complete symmetric to the case λ ≥ e.
We have through integration ”by parts”, see for details [23],
gξ(λ) ≤ 1 + 2λ
∫ ∞
0
exp(λx− ζ(x)) dx.
We use the statement of the lemma 3.2:∫ ∞
0
exp(λx− ζ(x)) ≤ exp ζ∗( C1 λ), λ ≥ e.
The estimate of the form
1 + 2λ exp ζ∗( C1 λ) ≤ exp ζ
∗( C2 λ ), C2 = const ∈ (C1,∞), |λ| ≥ e,
is proved in particular in the book [28], chapter 1, page 25.
B. ”Inverse estimate.” Given: for the centered r.v. ξ the inequality of the
form
Eeλξ ≤ eκ(λ), λ ∈ R, (3.12)
where κ(·) is some finite on the whole axis R even non-negative function. Let for
beginning x > 0; we apply the famous Chernov’s estimate, which follows in turn
immediately from the Tchebychev-Markov inequality:
P(ξ ≥ x) ≤
eκ(λ)
eλx
= e−(λx−κ(λ)), λ > 0,
therefore
P(ξ > x) ≤ e− supλ>0(λx−κ(λ)) = e−κ
∗(x), (3.13)
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and likewise estimate there holds for the ”associate” probability P(ξ ≤ −x), x > 0.
Thus, we deduce under the conditions of the pilcrow B
Theorem 3.2.
Tξ(x) ≤ e
−κ∗(x), x > 0. (3.14)
Remark 3.1. In the article [15] is builded an example of the φ(·) function
from the set Φ and the r.v. η from the space B(φ) with unit norm: || η ||B(φ) = 1,
but for which there exists a deterministic sequence {x(n)}, n = 1, 2, . . . tending to
infinity with the following property:
∃C = const ∈ (0,∞), ⇒ Tη(x(n)) ≥ C exp(−φ
∗(x(n)).
Evidently, the r.v. η is not Gaussian distributed still in the case when φ(λ) =
0.5 λ2, λ ∈ R.
C. Coincidence.
Theorem 3.3. Suppose that for the certain centered non - zero r.v. ξ there
holds the inequality of the form
Eeλξ ≤ eκ(λ), λ ∈ R, (3.15)
or equally
|| ξ ||B(κ) ≤ 1,
where κ(·) is some finite on the whole axis R even non-negative continuous convex
function such that
κ(0) = 0, lim
λ→∞
κ(λ)/λ =∞. (3.16)
We assert that the equality (3.15) is quite equivalent to the following tail esti-
mate
∃K ∈ (0,∞) ⇒ Tξ(x) ≤ exp (−κ
∗(x/K)) , x ≥ 0, (3.17)
and herewith
C1K ≤ ||ξ||B(κ) ≤ C2K. (3.18)
Proof. The implication (3.15) → (3.17) with K = 1 contains in (3.14). Con-
versely, let (3.17) be satisfied; one can take K = 1.
It follows from theorem 3.1 that the random variable. ξ belongs to the space
B(κ∗∗) : ξ ∈ B(κ∗∗). But κ∗∗ = κ by virtue of theorem of Fenchel-Moraux, therefore
ξ ∈ B(κ).
The other details may be omitted.
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4 Interrelation between moment generating func-
tion and ordinary moments
A. ”Direct estimate”. Given: the (centered) r.v. ξ belongs to the certain space
B(φ), φ ∈ Φ :
Eeλξ ≤ e φ(λ||ξ||) , ||ξ|| = ||ξ||B(φ). (4.1)
It is required to estimate the GLS norm ||ξ||Gψ for suitable ψ − function.
One can take in (4.1) without loss of generality ||ξ|| = ||ξ||B(φ) = 1, so that
Eeλξ ≤ e φ(λ), λ ∈ R. (4.1a)
Define the function
βφ(y) = β(y) := φ (e
y) , y ∈ R. (4.2)
We have using an elementary inequality
zp ≤
(
p
e
)p
· ez, z > 0, p ≥ 1 :
E|ξ|p ≤
(
p
eλ
)p
eφ(λ), λ > 0,
therefore
E|ξ|p ≤
(
p
e
)p
· inf
λ>1
[
e−p lnλ+φ(λ)
]
=
(
p
e
)p
· exp
(
− sup
λ>1
(p lnλ− φ(λ)
)
=
(
p
e
)p
· exp
(
− sup
µ>0
(pµ− β(µ)
)
=
(
p
e
)p
· exp(−β∗(p)),
Result:
Theorem 4.1. Denote
ψ(φ)(p) = p · exp [−β
∗(p)/p] , p ≥ 1; (4.3)
then we have under formulated before conditions and notations
|| ξ ||Gψ(φ) ≤ e
−1 || ξ ||B(φ). (4.4)
B. ”Inverse estimate”. Given: the non-zero (centered) r.v. ξ belongs to
the certain space G(ψ), ψ ∈ Ψ : ||ξ||Gψ ∈ (0,∞). We need to estimate the MGF
function for the r.v. ξ.
We can and will suppose ||ξ||Gψ = 1, therefore
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|ξ|p ≤ ψ(p), p ≥ 1. (4.5)
It is convenient for us to rewrite the restriction (4.5) in the following form
|ξ|p ≤ p e
−∆(p)/p, p ≥ 1, (4.5a)
i.e. in (4.5)
ψ(p) := ψ∆(p) = p e
−∆(p)/p. (4.5b)
The concrete conditions on the function ∆(·) will be clarified below.
Note that the condition
lim
p→∞
[ψ(p)/p] = 0
is necessary for the existence of all the exponential moments of the r.v. ξ, on the
other hands, for the existence of MGF for r.v. ξ.
It is enough to use the inequality (4.5) only for the even number p : p = 2m, m =
0, 1, 2, . . . :
Eξ2m ≤ ψ2m(2m) = (2m)2m exp(−∆(2m)).
We have for the great values λ, say for λ ≥ e, using the Stirling’s formula
E cosh(λξ)− 1 =
∞∑
m=1
λ2m
(2m)!
Eξ2m ≤
∑
k=2,4,...
exp(k ln(Cλ)−∆(k)). (4.6)
Let ǫ = const ∈ (0, 1); we apply the Young’s inequality, denoting µ = ln(Cλ) :
kµ ≤ ∆(ǫk) + ∆∗(µ/ǫ)
and denoting
σ∆(ǫ) = σ(ǫ) :=
∑
k=2,4,...
e∆(ǫk)−∆(k) : (4.7)
E cosh(λξ)− 1 ≤ e∆
∗(µ/ǫ)
∑
k=2,4,...
e∆(ǫk)−∆(k) ≤
σ∆(ǫ) · e
∆∗(µ/ǫ). (4.8)
Introduce also the function ∆∗1(µ) as follows:
∆∗1(µ) := inf
ǫ∈(0,1)
ln {σ(ǫ) exp (∆∗(µ/ǫ))} ; (4.9)
then we obtain for the values λ ≥ e :
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Eeλξ ≤ e∆
∗
1
(ln(C2λ)). (4.10)
At the same estimate is true also with another but again finite constant C3 for
the values |λ| < e and λ ≤ −e, following
∃C3 <∞ ⇒ Ee
λξ ≤ e∆
∗
1
(ln(C3 |λ)|). (4.11)
Let us impose the following important condition (∆) on the source function
φ∆(·) :
(∆) : ∃C4 ∈ [1,∞)⇒ ∆
∗
1(ln( |λ)|) ≤ ∆
∗(ln( |C4λ)|), λ ∈ R. (4.12)
Theorem 4.2. Suppose the function ψ = ψ∆ in (4.5a), (4.5b) satisfies the
condition (∆) (4.12). Define the following function
φ∆(λ) = ∆
∗(ln |λ|), λ ∈ R. (4.13)
Our proposition:
|| ξ ||B (φ∆) ≤ C4 || ξ ||Gψ∆. (4.14)
C. Coincidence.
Theorem 4.3. Let the initial function φ from the set Φ be such that the
correspondent function ∆φ := β
∗
φ satisfies the condition (∆). Then both the norms
|| ξ ||B(φ) and || ξ ||Gψφ are equivalent:
|| ξ ||B(φ) ≤ C4 || ξ ||Gψφ ≤ C5|| ξ ||B(φ). (4.15)
5 The case of bounded support
We investigate in this section the case when the generating functions ψ(·), φ(·) have
a bounded support: suppψ(p) = [1, b) or equally suppψ(p) = [1, b], b = const ∈
(1,∞). The case suppφ(·) = (−1, 1) will be considered othe second half.
A. Tail-moment relations.
Suppose the r.v. ξ is such that
Tξ(x) ≤ T
β,γ,L(x/K), β = const > 1, γ = const > −1, K = const > 0, (5.1)
L = L(x) is positive slowly varying at infinity continuous function,
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T β,γ,L(x)
def
= x−β (ln x)γ L(ln x), x ≥ 1. (5.2)
We have for the values p : 1 ≤ p < β, p → β − 0 and taking for the sake of
simplicity K = 1
E|ξ|p ≤ Cp
∫ ∞
1
xp−β−1 (lnx)γ L(ln x) dx =
C p
∫ ∞
0
e−y(β−p) yγ L(y) dy = C p (β − p)−γ−1
∫ ∞
0
e−z zγ L
(
z
β − p
)
dz ∼
C p (β − p)−γ−1 L
(
1
β − p
) ∫ ∞
0
e−z zγ dz =
C p (β − p)−γ−1 L(1/(β − p)) Γ(γ + 1),
therefore
|ξ|p ≤ C1(β, γ, L) (β − p)
−(γ+1)/β L1/β(1/(β − p)), 1 ≤ p < β. (5.3)
Conversely, assume that for certain r.v. ξ the estimate (5.3) there holds. We
find as before, see theorem 2.1:
Tξ(x) ≤ C2(β, γ, L) x
−β (ln x)γ+1 L(ln x), x ≥ 1. (5.4)
Remark 5.1. Notice that there is a gap between estimates (5.2) and (5.4). On
the other words, in the considered case b <∞ there is not quite coincidence between
tail behavior and Grand Lebesgue Space norm estimates.
Remark 5.2. Obviously, in the considered above example the moment gener-
ating function does not exists.
Remark 5.3. Both the inequalities (5.3) and (5.4) are non-improvable, see [25],
[36].
B. Tail-moment generating function relations.
Let θ = const > −1, L = L(x) be again positive slowly varying at infinity
continuous function.
Theorem 5.1.
I. The inequality of the form
Tξ(x) ≤ C1 x
θ L(x) e−x, x ≥ 1 (5.5)
follows the following MGF estimate
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φξ(λ) ≤ C2 (1− |λ|)
−1−θ L
(
1
1− |λ|
)
, |λ| < 1. (5.6)
C2 = C2(C1, θ, L).
II. Conversely, it follows from the estimate (5.6)
Tξ(x) ≤ C3(C2, θ, L) x
θ+1 L(x) e−x, x ≥ 1. (5.7)
Proof. Let the inequality (5.5) be a given. Let also λ ∈ (0, 1), λ→ 1− 0. The
opposite case λ ∈ (−1, 0) may be investigated analogously.
We deduce
C−14 gξ(λ) ≤
∫ ∞
0
e−x(1−λ) xθ L(x) dx = (1− λ)−θ−1
∫ ∞
0
e−y yθ L
(
y
1− λ
)
dy ∼
(1− λ)−θ−1 L
(
1
1− λ
)∫ ∞
0
e−y yθ dy = Γ(θ + 1) (1− λ)−θ−1 L
(
1
1− λ
)
.
Conversely, let (5.6) be given. We apply the proposition of theorem 3.2. In
detail, for the positive values x
φ∗ξ(x) = sup
λ∈(0,1)
[
λx+ (θ + 1) ln(1− λ) + lnL
(
1
1− λ
)]
. (5.8)
We get to the required estimate (5.7) by selection in (5.8) the value
λ := λ0
def
= 1−
θ + 1
x
, x ≥ 2(θ + 1).
C. Tail-Grand Lebesgue Spaces norm relations.
Let the r.v. ξ satisfies the tail estimate (5.5); then we have for sufficiently
greatest valued x
Tξ(x) ≤ C5e
−x/2, x ≥ C6. (5.9)
It follows immediately from (5.9)
sup
p≥1
[
|ξ|p
p
]
<∞, (5.10)
and conversely it follows from (5.10) the tail estimate
Tξ(x) ≤ C7e
−x/C8 , x ≥ C9. (5.11)
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Remark 5.4. Introduce the following ψ − function
ψ1(p) = p, p ∈ [1,∞).
The relation (5.10) may be rewritten on the language GLS spaces as follow assertion
||ξ||Gψ1 <∞,
witch is in turn equivalent to the relation (5.5).
On the other words, in this case both the estimates are equivalent in the sense
of belonging of the r.v. ξ to at the same Banach space Gψ1, in contradiction to
the estimates (5.2)-(5.4).
6 Some examples and counterexamples
Example 1.
Let L = L(λ) be positive twice continuous differentiable slowly varying at
infinity regular in the following sense
lim
λ→∞
{
L(λ/L(λ))
L(λ)
}
= 1
function. Define also for sufficiently greatest values λ, say for |λ| ≥ e, the Φ −
function φm,L = φm,L(λ), m = const ∈ (1,∞) of the form
φm,L(λ)
def
= m−1 |λ|m L1/q(|λ|m), q = m/(m− 1),
and as usually
φm,L(λ)
def
= Cm,L λ
2, |λ| ≤ 1. (6.1)
The correspondent B(φ) space will be denoted by Bm,L := B(φm,L).
Define also the following ψ − function
ψm,L(p) = p
1/mL−1/(m−1)
(
p(m−1)
2/m
)
, p ≥ 1. (6.2)
Let ξ be non-zero centered: Eξ = 0 r.v. We conclude by virtue of theorem 3.3
that the including ξ ∈ Bm,L, i.e. the inequality
∃C1 ∈ (0,∞), ∀λ ∈ R ⇒ E expλξ ≤ exp (φm,L(C1 λ)) , 0 < C1 <∞, (6.3a)
or equally
|| ξ ||Bφm,L ≤ C1 <∞,
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is quite equivalent to the following tail estimate
∃C2 ∈ (0, 1), ∀y ≥ e ⇒
Tξ(y) ≤ exp
{
−C2 q
−1 yq L−(q−1)
(
yq−1
) }
, q = m/(m− 1), (6.3b)
or in turn is equivalent to the Grand Lebesgue Space norm estimate
|| ξ ||Gψm,L = C <∞. (6.3c)
It is sufficient to verify this statement to mention the book [48], pp. 32-33, where
is in particular calculated the Young-Fenchel transform for the function φm,L(λ).
Let us consider the case when in addition
L(λ) = Lr(λ) = [ln |λ|]
r, λ ≥ e, r = const ∈ R.
The correspondent φ − function will be denoted by φm,r(λ) :
φm,r(λ) = |λ|
m (ln |λ|)r, |λ| ≥ e,
and the correspondent ψ(p) = ψm,r(p) − function has a form
ψm,r(p) = p
1/m ln−r/(m−1)(p+ 1), p ≥ 1. (6.4)
Introduce also the following tail function
T (m,r)(x) = exp
{
−xq (ln x)−(q−1)r
}
, x ≥ e. (6.5)
The following propositions for the non-zero centered r.v. ξ are equivalent:
A. || ξ ||Gψm,r <∞; (6.6)
B. ||ξ||B(φm,r) <∞; (6.7)
C. ∃K = const ∈ (0,∞)⇒ Tξ(x) ≤ T
(m,r)(x/K); (6.8)
and herewith both the norms || ξ ||Gψm,r, |ξ||B(φm,r) and the ”Tail constant”
K are equivalent:
K ≤ C1 || ξ ||Gψm,r ≤ C2|| ξ ||B(φm,r) ≤ C3K, (6.9)
if we understood as the capacity of the value K its maximal value.
The last statement generalized ones obtained in [23], [26], [28], section 1, pp.
22-26; [31], [41], [42] etc.
Example 2.
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Another example: define the other Grand Lebesgue Space space of random
variables Ψ(C, β), β = const > 0 which consist on all the random variables {η}
with finite norm ( C ∈ (0,∞) )
|||η|||C,β
def
= sup
p≥1
[
|η|p exp
(
−C pβ
) ]
.
It is easy to verify that η ∈ ∪C>0Ψ(C, β), η 6= 0⇔
Tη(x) ≤ exp
(
−C1(C, β)(log(1 + x))
1+1/β
)
, x ≥ 0.
Note that in this case the MGF for arbitrary r.v. with
Tη,x ≥ exp
(
−C1(C, β)(log(1 + x))
1+1/β
)
.
does not exists; on the other words this variable does not satisfy the Kramer’s
condition.
Let us represent more exact conclusions. Define as ordinary for every constant
θ > 1
θ′
def
=
θ
θ − 1
.
Obviously, (θ′)′ = θ.
Suppose for certain r.v. η
lnTη(y) ≤ C1 −
lnθ y
θ
, y ≥ e, (6.10)
then
ln |η|p ≤ C2(C1, β) +
pθ
′
θ′
, p ≥ 1, (6.10a)
and conversely, the relation (6.9) follows in turn from (6.10).
Moreover, the following ”Tauberian” conclusion holds true, see [1]. The following
propositions are completely equivalent:
lim
y→∞
[
{ | lnTη(y)| } :
{
lnθ y
θ
}]
= 1, (6.11)
lim
p→∞
[
{ ln |η|p } :
{
pθ
′
θ′
}]
= 1. (6.12)
Counterexample 1.
Let (Ω, F,P ) be the classical probability space ((0, 1), F, µ), where µ(dω) = dω
is ordinary Lebesgue measure. Let also α = const ∈ (0, 1/2); p0 := 1/α > 2.
We consider here the random variable
ξ(ω) := ω−α.
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We have:
ψξ(p) = |ξ|p = (1− αp)
−1/p ≍ (p0 − p)
−α, p ∈ [1, p0),
ψξ(p) = +∞, p ≥ p0;
Tξ(y) = y
−1/α, y ∈ (0, 1);
νξ(p) ≍ | ln(p0 − p)|, p ∈ [1, p0);
ν∗(ln y) ≍ −1 + p0 ln y − ln ln y, y > e
e.
Theorem 2.1, more precisely, the inequality (2.3) gives us the following estimate
Tξ(y) ≤ C(α) y
−1/α ln y, y ≥ e,
which is ”essentially” greatest as y →∞ than the exact value of this tail function
Tξ(y).
The reason for this phenomenon is that here ψξ(·) ∈ Gψb, where the value b is
finite: b = p0 = 1/α <∞, in contradiction to the conditions of theorem 2.1.
Many other interest examples about this relations may be found in [36].
Counterexample 2.
Let ξ be symmetrical distributed r.v. having the Laplace distribution with the
density
fξ(x) = f(x) = 0.5 e
−|x|, x ∈ R.
It is easily to calculate:
ψξ(p) = |ξ|p ≍ p, 1 ≤ p <∞,
Eeλ ξ =
1
1− λ2
, |λ| < 1,
so that
φξ(λ) = − ln(1− λ
2), |λ| < 1,
and
φξ(λ) = +∞
otherwise;
Tξ(y) = e
−y, y ≥ 0.
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The applying of theorem 2.1 gives the estimate
Tξ(y) = e
−y/C , y ≥ Ce, C = const > 1;
i.e. despite that in this case again b = 1 < ∞, the proposition of theorem 2.1
remains true.
7 Multivariate case
The theory of the multidimensional B(φ), Gψ spaces and the spaces of random
vectors with exponential decreasing tail if distribution is described in the recent
article [31]; it is quite analogous to the explained one. We represent further briefly
in this section some generalizations of previous results into the case when the instead
the random variable stands a random vector, which is abbreviated also by r.v.
”Briefly”-in the case when the multidimensional version is completely alike to
the one-dimensional one.
In detail, denote by ǫ = ~ǫ = (ǫ(1), ǫ(2), . . . , ǫ(d)) the non-random d − dimen-
sional numerical vector, d = 2, 3, . . . , whose components take the values ±1 only.
Set in particular ~1 = (1, 1, . . . , 1) ∈ Rd+.
Denote also by Θ = Θ(d) = { ~ǫ } collection of all such a vectors. Note that
cardΘ = 2d and ~1 ∈ Θ.
Another notations. For ~ǫ ∈ Θ(d) and vector ~x we introduce the coordinatewise
tensor product as a d − dimensional vector of the form
~ǫ⊗ ~x
def
= (ǫ(1) x(1), ǫ(2) x(2), . . . , ǫ(d) x(d)),
and analogously may be defined recursively the triple tensor product
~ǫ⊗ ~x⊗ ~y = (~ǫ⊗ ~x)⊗ ~y =
(ǫ(1) x(1) y(1), ǫ(2) x(2) y(2), . . . , ǫ(d) x(d) y(d)).
Definition 7.1.
Let ξ = ~ξ = (ξ(1), ξ(2), . . . , ξ(d)) be a centered random vector such that each
its component ξ(j) satisfies the Kramer’s condition. The natural function φξ =
φξ(λ), λ = ~λ = (λ(1), λ(2), . . . , λ(d)) ∈ R
d for the random vector ξ is defined as
follows:
exp{φξ(λ)}
def
= max
~ǫ∈Θ
E exp


d∑
j=1
ǫ(j)λ(j)ξ(j)

 =
max
~ǫ∈Θ
E exp{ǫ(1)λ(1)ξ(1) + ǫ(2)λ(2)ξ(2) + . . .+ ǫ(d)λ(d)ξ(d)} =
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max
~ǫ∈Θ
E exp(~ǫ⊗ ~λ⊗ ~ξ). (7.1)
where ”max ” is calculated over all the combinations of signs ǫ(j) = ±1.
Definition 7.2.
The tail function for the random vector ~ξ U(~ξ, ~x), ~x = (x(1), x(2), . . . , x(d)),
where all the coordinates x(j) of the deterministic vector ~x are non-negative, is
defined as follows.
U(~ξ, ~x)
def
= max
~ǫ∈Θ
P
(
∩dj=1{ǫ(j)ξ(j) > x(j)}
)
=
max
~ǫ∈Θ
P(ǫ(1)ξ(1) > x(1), ǫ(2)ξ(2) > x(2), . . . , ǫ(d)ξ(d) > x(d)), (7.2)
where as before ”max ” is calculated over all the combinations of signs ǫ(j) = ±1.
We illustrate this notion in the case d = 2. Let ~ξ = (ξ(1), ξ(2)) be a two-
dimensional random vector and let x, y be non-negative numbers. Then for all the
non-negative values x, y
U((ξ(1), ξ(2)), (x, y)) =
max[P(ξ(1) > x, ξ(2) > y), P(ξ(1) > x, ξ(2) < −y),
P(ξ(1) < −x, ξ(2) > y), P(ξ(1) < −x, ξ(2) < −y)].
Definition 7.3.
Let h = h(x), x ∈ Rd be some non-negative real valued function, which is finite
on some non-empty neighborhood of origin. We denote as ordinary
supp h = {x, h(x) <∞}.
The Young-Fenchel, or Legendre transform h∗(y), y ∈ Rd is defined likewise the
one-dimensional case
h∗(y)
def
= sup
x∈supph
((x, y)− h(x)). (7.3)
Herewith (x, y) denotes the scalar product of the vectors x, y : (x, y) =∑
j x(j)y(j); |x| =
√
(x, x).
Obviously, if the set supp h is central symmetric, then the function h∗(y) is even.
Definition 7.4.
Recall, see [24], [46], [47] that the function x → g(x), x ∈ Rd, g(x) ∈ R1+
is named multivariate Young, or Young-Orlicz function, if it is even, d − times
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continuous differentiable, convex, non - negative, finite on the whole space Rd, and
such that
g(x) = 0 ⇔ x = 0;
∂g
∂x
/(~x = 0) = 0,
det
∂2g
∂x2
/(~x = 0) > 0. (7.4)
We explain in detail:
∂g
∂x
=
{
∂g
∂xj
}
= grad g,
∂2g
∂x2
=
{
∂2g
∂xk∂xl
}
, −
be a Hess matrix, i, k, l = 1, 2, . . . , d.
We assume finally
lim
|x|→∞
∂dg∏d
k=1 ∂xk
=∞.
We will denote the set of all such a functions by Y = Y (Rd) and denote also by
D introduced before matrix
D = Dg :=
1
2
{
∂2g(0)
∂xk∂xl
}
. (7.5)
Evidently, the matrix D = Dg is non-negative definite, write D = Dg ≥≥ 0.
Definition 7.5
Let the function φ = φ(λ), λ ∈ Rd be the Young function. We will say by
definition likewise the one-dimensional case that the centered (mean zero) random
vector (r.v) ξ = ξ(ω) = ~ξ = (ξ(1), ξ(2), . . . , ξ(d)) with values in the space Rd belongs
to the space B(φ), write ξ = ~ξ ∈ B(φ), if there exists certain non-negative constant
τ ≥ 0 such that
∀λ ∈ Rd ⇒ max
~ǫ
E exp

 d∑
j=1
ǫ(j)λ(j)ξ(j)

 ≤ exp[φ(λ · τ)]. (7.6)
The minimal value τ satisfying (7.6) for all the values λ ∈ Rd, is named by
definition as a B(φ) norm of the vector ξ, write
||ξ||B(φ)
def
=
inf

τ, τ > 0 : ∀λ : λ ∈ Rd ⇒ max~ǫ E exp

 d∑
j=1
ǫ(j)λ(j)ξ(j)

 ≤ exp(φ(λ · τ))

 .
(7.7)
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The space B(φ) relative introduced here norm ||ξ||B(φ) and ordinary algebra-
ic operation is also multidimensional rearrangement invariant (symmetric) Banach
space.
For example, the Moment Generating Function, briefly MGF, φξ(λ) in these
spaces, for the r.v. ξ may be defined by the following natural way:
exp[φξ(λ)]
def
= max
~ǫ∈Θ
E exp

 d∑
j=1
ǫ(j)λ(j)ξ(j)

 , (7.8)
if of course the random vector ξ is centered and has an exponential tail of distribu-
tion. This imply that the natural function φξ(λ) is finite on some non-trivial central
symmetrical neighborhood of origin, or equivalently the mean zero random vector ξ
satisfies the multivariate Kramer’s condition.
Obviously, for the natural function φξ(λ)
||ξ||B(φξ) = 1.
It is easily to see that this choice of the generating function φξ is optimal, but
in the practical using often this function can not be calculated in explicit view, if of
course there is a possibility to estimate its.
Note that the expression for the norm ||ξ||B(φ) dependent aside from the func-
tion φ only on the distribution Law(ξ). Thus, this norm and correspondent space
B(φ) are rearrangement invariant (symmetric) in the terminology of the classical
book [2], see chapters 1,2.
I. The interrelations between MGF and tail behavior for the random
vector.
The following important facts about upper tail estimate for the random vectors
is proved in the preprint [31].
Corollary 7.1.a. Let φ = φ(λ), λ ∈ Rd be arbitrary non-negative real
valued function, which is finite on some non-empty symmetrical neighborhood of
origin. Suppose for given centered d − dimensional random vector ξ = ~ξ
Ee(λ,ξ) ≤ eφ(λ), λ ∈ Rd. (7.9)
On the other words, ||ξ||B(φ) ≤ 1. Then for all the non-negative deterministic
vector x = ~x there holds
U(~ξ, ~x) ≤ exp (−φ∗(~x)) − (7.10)
the multidimensional generalization of Chernov’s inequality.
Moreover, the last estimate is essentially non-improvable, still in the one-
dimensional case; there are some lower estimates for the considered here multivariate
tail function in [31].
24
Let us obtain the converse conclusion. We retain the notations of lemma 3.1,
namely K(ǫ), K(λ), where X = Rd+; ζ
∗′(λ) = grad ζ∗(λ),
θ(λ)
def
=
C1
(λ, ζ∗′(λ))
(7.11)
for the greatest values |λ| : |λ| > |λ0|, where λ0 = const ∈ R
d, |θ(λ0)| ≤ 0.5 (say);
and apply the assertion of lemma 3.2.
Corollary 7.1.b. Given, as above, for the centered r.v. ξ
Uξ(x) ≤ exp(−ζ(x)), x = ~x ≥ 0, (7.12)
where ζ = ζ(x) is suitable continuous non-negative function.
It is required to estimate for the sufficiently greatest values λ, say, |λ| > e, the
moment generating function (MGF) for the r.v. ξ :
gξ(λ)
def
= Ee(λ,ξ), λ = const ∈ Rd.
Both the theorems: theorem 3.2 and theorem 3.3 remains true, with alike proof,
under formulated above multivariate notations and conditions.
The last statement may be reformulated as follows. Assume as above the func-
tion φ(·) be from the Young-Orlicz set, satisfying the restriction of corollary 7.2.
The centered non-zero random vector ξ belongs to the space B(φ) :
∃C1 ∈ (0,∞), ∀λ ∈ R
d ⇒ Ee(λ,ξ) ≤ eφ(C1·λ), λ ∈ Rd,
if and only if
∃C2 ∈ (0,∞), ∀ x ∈ R
d
+ ⇒ U(
~ξ, ~x) ≤ exp (−φ∗(~x/C2)) .
More precisely, the following implication holds: there is a finite positive constant
C3 = C3(φ) such that for arbitrary non-zero centered r.v. ξ : ||ξ|| = ||ξ||B(φ) <
∞ ⇔
∀λ ∈ Rd ⇒ Ee(λ,ξ) ≤ eφ(||ξ||·λ)
iff
∃C3(φ) ∈ (0,∞) ∀ x ∈ R
d
+ ⇒ U(
~ξ, ~x) ≤ exp (−φ∗(~x/(C3/||ξ||)) .
Corollary 7.1.c. Assume the non-zero centered random vector ξ =
(ξ(1), ξ(2), . . . , ξ(d)) belongs to the space B(φ) :
Ee(λ,ξ) ≤ eφ(||ξ||·λ), φ ∈ Y (Rd),
and let y be arbitrary positive non-random number. Then ∀y > 0 ⇒
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P
(
min
j=1,2,...,n
|ξ(j)| > y
)
≤ 2d · exp (−φ∗(y/||ξ||, y/||ξ||, . . . , y/||ξ||)) . (7.13)
The last estimate may be used in the analyse of discontinuous random fields,
see for example [3], [4], [5], [16], [17], [45], [49].
Example 7.1. Let as before V = Rd and φ(λ) = φ(B)(λ) = 0.5(Bλ, λ), where B
is non-degenerate positive definite symmetrical matrix, in particular detB > 0. It
follows from theorem 6.1 that the (centered) random vector ξ is subgaussian relative
the matrix B :
∀λ ∈ Rd ⇒ Ee(λ,ξ) ≤ e0.5(Bλ,λ)||ξ||
2
.
iff for some finite positive constant K = K(B, d) and for any non-random positive
vector x = ~x
Tξ(x) ≤ e
−0.5 ((B−1x,x)/(K||ξ||2)).
II. The interrelations between MGF and moments for the random
vector.
This case is more complicated than considered before. We intend to generalize
the results obtained in [30], [31], especially for the ”inverse” assertion.
We need getting to the presentation of the multidimensional case to ex-
tend our notations and restrictions. In what follows in this section the vari-
ables λ, r, x, ξ are as before vectors from the space Rd, d = 2, 3, . . . , and besides
r = ~r = ( r(1), r(2), . . . , r(d) ), r(j) ≥ 1.
A standard vector notations. Let a = const ∈ R, then
~a := (a, a, . . . , a), dim~a = d.
Further,
|r| = |~r| =
∑
j
r(j), |ξ| = |~ξ| =
√
(ξ, ξ) ;
k! = ~k! =
d∏
j=1
k(j)!, ~k = (k(1), k(2), . . . , k(d));
~x ≥ ~y ⇔ ∀j x(j) ≥ y(j);
~x < ~y ⇔ ∀j x(j) < y(j);
xr = ~x~r =
d∏
j=1
x(j)r(j), ~x ≥ 0,
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ln~λ = {lnλ(1), lnλ(2), . . . , lnλ(d)}, ~λ > 0,
e~µ = {eµ(1), eµ(2), . . . , eµ(d)},
Φ(µ) = Φ(~µ) = φ
(
e~µ
)
,
r
λ · e
=
~r
~λ e
=
d∏
j=1
(
r(j)
eλ(j)
)
= e−|r| ·
d∏
j=1
(
r(j)
λ(j)
)
,
|ξ|r = |~ξ|~r =
(
E|~ξ|~r
)1/|r|
.
We will use now the following elementary inequality
xr ≤
(
r
λ e
)r
· e(λ, x), r, λ, x > 0.
As a consequence: let ξ be non-zero d− dimensional mean zero random vector
belonging to the space B(φ). Then
E|ξ|r ≤ 2d
(
r
λ e
)r
eφ(λ||ξ||) = 2d e−|r| rr λ−r eφ(λ||ξ||), λ > 0.
We find likewise the one-dimensional case:
Proposition 7.2.a. Let φ(·) be arbitrary non-negative continuous function and
let the centered numerical r.v. ξ be such that ξ ∈ B(φ) : 0 < ||ξ|| = ||ξ||B(φ) <∞.
Then
|~ξ|~r ≤ e
−1 · 2d/|r| ·
∏
j
r(j)r(j)/|r| · e−Φ
∗(r)/|r| · ||ξ||B(φ), r = ~r > 0.
Note that in general case the expression |ξ|r does not represent the norm relative
the random vector ~ξ.
But if we denote
ψΦ(~r) := e
−1 · 2d/|r| ·
∏
j
r(j)r(j)/|r| · e−Φ
∗(r)/|r|
and define
||ξ||GψΦ
def
= sup
~r≥1

 |~ξ|~r
ψΦ(~r)

 , (7.14)
we obtain some modification of the one-dimensional Grand Lebesgue Space (GLS)
norm.
The statement of proposition (7.2.a) may be rewritten as follows.
||ξ||GψΦ ≤ ||ξ||B(φ). (7.15)
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Let us state the inverse up to multiplicative constant inequality.
Given: for the mean zero random vector ξ = ~ξ
|~ξ|~r ≤ ψ
|r|(|r|) · e−∆(r)/|r|, (7.16)
or equally
E|~ξ|~r ≤ |r||r| · e−∆(r). (7.16a)
We have for ~λ ≥ ~e
Ee(λ,ξ) − 1 ≤ C(d) Σ . . .Σ~k≥~2

E|ξ|~k
~k!

 ≤
C2(d) Σ . . .Σ~k≥~2
[
~λ
~k · e−∆(
~k)
]
.
We have as above for the great values λ using again the Stirling’s formula
E exp(λξ)− 1 ≤ C3(d)
∑
~k≥~2
exp(~k ln(Cλ)−∆(~k)) =
C3(d)
∑
~k≥~2
exp(~k ln(µ)−∆(~k)), µ = ~µ := ln(C4~λ).
Let ǫ = const ∈ (0, 1); we apply the Young’s inequality:
kµ ≤ ∆(ǫk) + ∆∗(µ/ǫ)
and denoting as before
σ∆(ǫ) = σ(ǫ) :=
∑
~k≥~2
e∆(ǫk)−∆(k) :
E exp(λξ)− 1 ≤ e∆
∗(µ/ǫ)
∑
~k≥~2
e∆(ǫk)−∆(k) ≤ σ∆(ǫ) · e
∆∗(µ/ǫ). (7.17)
Introduce also the function ∆∗1(µ) as follows:
∆∗1(µ) := inf
ǫ∈(0,1)
ln {σ(ǫ) exp (∆∗(µ/ǫ))} ; (7.18)
then we obtain for the values ~λ ≥ ~e :
Ee(λξ) ≤ e∆
∗
1
(ln(C2λ)).
At the same estimate is true also with another but again finite constant C3 for
the values ~λ < −~e and |λ| ≤ e, following
∃C5 <∞ ⇒ Ee
(λξ) ≤ e∆
∗
1
(ln(C6 |λ)|). (7.19)
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Let us impose the following important condition (∆) on the source function
φ∆(·) :
(∆) : ∃C7 ∈ [1,∞)⇒ ∆
∗
1(ln( |λ)|) ≤ ∆
∗(ln( |C8λ)|), λ = ~λ ∈ R
d. (7.20)
Proposition 7.2.b. Suppose the function ψ = ψ∆ satisfies the condition (∆).
Define the following function
φ∆(λ) = ∆
∗(ln |λ|), λ ∈ R.
Our proposition:
|| ξ ||B (φ∆) ≤ C4 || ξ ||Gψ∆. (7.21)
III. Norm equivalence.
We define a function ψ(·) in the form
ψ(φ)(r) = ψ(φ)(~r) = |r| · exp [−β
∗(r)/|r|] , ~r ≥ ~1, (7.22)
where β(·) is certain even convex continuous function from the set Φ.
Proposition 7.2.c. We have under formulated before conditions and notations
|| ξ ||Gψ(φ) ≤ e
−1 || ξ ||B(φ). (7.23)
III. The interrelations between tail function and moments norm for
the random vectors.
A. ”Direct estimate”. Given: the random vector ξ = ~ξ such that for
some multivariate function ψ(·) ∈ Ψ = Ψ∞ ||~ξ|| = ||ξ|| = ||ξ||Gψ ∈ (0,∞). It is
required to estimate the tail function Uξ(x), for sufficiently greatest values x = ~x,
say ~x > ~e.
Define the auxiliary function
ν(p) = νψ(p) := |p| · lnψ(p), p = ~p ≥ ~1
and correspondingly
ν∗(z) = ν∗ψ(z) = sup
~p≥~1
((p, z)− νψ(p)) , z ∈ R
d, ~z ≥ ~0.
Suppose ~ξ ∈ Gψ, ξ 6= 0. We derive alike the second section, theorem 2.1, using
again the Tchebychev - Markov inequality
Uξ(~y) ≤ exp { −ν
∗[ ln(~y/||ξ||) ] } , ~y ≥ ~e. (7.23a)
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B. Let us deduce the ”opposite” estimate. Given:
U~ξ(~x) ≤ exp(−ζ(~x)), x ≥ 0, ζ(~x) ≥ 0; (7.24)
and we denote Z(y) = ζ(exp y), y ∈ Rd.
Suppose Z(·) is twice continuous differentiable convex function on certain ”oc-
tane” Qd(C) := (C,∞)
d, C = const > 0. Denote by Λ = Λ(y) = ΛZ(y) the minimal
eigenvalue of the (square) matrix Z
′′
(y) = ∂2Z/∂y2, more detail
{
Z
′′
(y)
}
i,j
=
∂2Z
∂yi ∂yj
, = 1, 2, . . . d :
Λ(y) = ΛZ(y) := inf
x∈Rd, ||x||=1
(Z
′′
(y)x, x),
and suppose
∃C = const > 0 ⇒ C1 := inf
y∈Qd(C)
ΛZ(y) > 0. (7.25)
Then
|ξ|p ≤ C3 exp (Z
∗(p)/p) , (7.26)
or equally
||ξ||G(Z∗(p)/p) ≤ C3 <∞. (7.26.a)
Indeed, we have after integration ”by parts”
E|~ξ|~p ≤
∣∣∣∣∣∣
∏
j
pj
∫
Rd
+
∏
j
x
pj−1
j Uξ(~x) dx
∣∣∣∣∣∣ ≤
≤
∏
j
pj ·
∫
Rd
e(p,y)−Z(y)dy =:
∏
j
pj J(p).
We deduce:
J(p) ≤ 2d
∫
Qd(C)
e(p,y)−Z(y) dy.
Denote S = S(p, y) = (p, y)− Z(y) and y0 = y0(p) = argmax
y≥C1
S(p, y); then
S(p, y) ≤ max
y
S(p, y)− 0.5ΛZ(y) ||y − y0||
2 ≤
Z∗(p)− C6||y − y0||
2, C6 = const > 0,
therefore
J(p) ≤ C7(d, Z)
p exp (Z∗(p)) , ~p ≥ ~1. (7.27)
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We used again the obvious estimate p1/p ≤ e1/e, p ≥ 1.
C. Coincidence.
It is convenient for us to rewrite the restriction (7.22) in the following form
|ξ|p ≤ |p| e
−ν(p)/p , p ≥ 1, (7.28)
i.e. in (7.14)
ψ(p) := ψν(p) = |p| · e
−ν(p)/p. (7.28a)
We find analogously theorem 2.3 the following statement.
Suppose that the function ν = ν(p), p = ~p ≥ ~1 in (7.28) is continuous, convex,
and such that the function y → ν(exp y) satisfies the condition (6.25). Then the
GLS vector norm estimate for the non - zero r.v. ξ of the form
|ξ|p ≤ C1 |p| · e
−ν(p)/p , p ≥ 1, (7.29)
is quite equivalent to the following tail inequality
U~ξ(~y) ≤ exp (−ν
∗(ln(~y/C2)) , C2 = const ∈ (0,∞), ~y ≥ C2~e. (7.30)
8 Multidimensional example
We can construct many multivariate examples by the following way. Recall that
the function g = g(x), g : Rd → R is said to be radial, or spherical symmetric, if
it dependent only on the Euclidean length of the variable x :
∃g1 : R+ → R, g(x) = g1(|x|) = g1((x, x)
1/2). (7.1)
It is easily to verify that the Young-Fenchel transform of radial function is also
radial function. Indeed, let the function g = g(x), x ∈ Rd be spherical symmetric,
i.e. satisfies (7.1.) Let also A be arbitrary orthogonal matrix: A AT = E. We
deduce
g∗(y) = sup
x∈Rd
((x, y)− g1(|x|)) = sup
z∈Rd
((Az, y)− g1(|z|)) =
sup
z
((z, ATy)− g1(|z|)) = g
∗
1(|A
Ty|) = g∗1(|y|).
As a slight consequence: for any random vector η = ~η the estimate of the form
E exp(λ, η) ≤ exp(C1|λ|
m), |λ| ≥ 1, m = const > 1 (7.2)
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is quite equivalent to the tail estimate
U~η(x) ≤ exp
(
−C2|x|
m/(m−1)
)
, min
j
|xj| ≥ 1. (7.3)
Note that if the function φ = φ(µ), µ ∈ R is from the set Φ, then the multivariate
function
χ(~λ) = φ(|~λ|)
can serve as an example of the multivariate function belonging to the set Φ : Rd → R.
Analogously may be considered the case of a functions of the form
χ(~λ) = φ((A ~λ,~λ)1/2),
where A is symmetrical positive definite matrix: A ∈ Rd ⊗Rd.
9 Concluding remarks
1. Note that the obtained in this report results does not follow from ones in
the articles [38], [39], [40]. Considered here random variables have the exponential
decreasing tails of distributions, in contradiction to the considered in mentioned
reports.
2. Open problem: under which additional conditions imposed on the function
ψ = ψ(p) the assertion of theorem 3.3 remains true in the case when b <∞?
3. It looks like a multi-dimensional case when the support of the function ψ(·)
is (partially) bounded?
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