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This paper introduces a general method for the numerical derivation of a minimum
distance (MD) estimator for the parameters of an unknown distribution. The approach is
based on an active sampling of the space in which the random sample takes values and
on the optimization of the parameters of a suitable approximating model. This allows
us to derive the MD estimator function for any given distribution, by which we can
immediately obtain the MD estimate of the unknown parameters in correspondence to
any observed random sample. Convergence of the method is proved whenmild conditions
on the sampling process and on the involved functions are satisfied, and it is shown that
favorable rates can be obtained when suitable deterministic sequences are employed.
Finally, simulation results are provided to show the effectiveness of the proposed algorithm
on two case studies.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A fundamental topic in the wide field of inferential statistics is the analysis of a sample of i.i.d. realizations of a random
variable, with the aim of gaining information about the probability distribution according to which it has been generated.
This problem, which is generally referred to as statistical inference and arises in many different fields such as engineering,
physics, biology, and health care, can assume different forms related to the specific context. Several techniques specifically
tailored to these instances have been developed in the literature. Maximum likelihood estimation [6,10], minimum chi-
square [11], the method of moments [12], and the Kolmogorov–Smirnov test [11] are all examples of popular inference
methods.
Theminimum distancemethod [16] is a very general technique that formalizes the inference problem as the search for a
distribution function that is as close as possible to the empirical distribution given by the observed data.
Formally, the minimum distance (MD) problem can be stated as follows: consider a sample z of n i.i.d. realizations
z = (x1, . . . , xn) ∈ Xn ⊆ Rn of a real random variable x ∈ X ⊆ R, drawn from a cumulative distribution function (CDF)
which is known to belong to
F = {F(·, θ)|θ ∈ Θ ⊆ Rk},
where θ is a set of unknown parameters that we want to estimate from the random sample.
Denote by d[·, ·] any proper distance function defined onF ×F and denote by Fn(·, z) the empirical distribution based
on the sample z = (x1, . . . , xn), defined as
Fn(t, z) = 1n
n−
i=1
1[xi,∞)(t),
where 1A is the characteristic function of A.
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Furthermore, define γ (n) as a positive function that tends to 0 as n →∞.
The following definition is due to [16].
Definition 1.1. If there exists a θˆ inΘ such that
d[F(·, θˆ), Fn(·, z)] < inf
θ∈Θ
d[F(·, θ), Fn(·, z)] + γ (n), (1)
then θˆ is called theminimum distance estimate of θ, given z .
A function θˆ that solves (1) for any z ∈ Xn is aminimum distance estimator for the family of distributionsF .
As regards the distance function, in this paper we consider the usualL p-norm. Then, we have
d[F(·, θ), Fn(·, z)] =
∫
X

F(t, θ)− Fn(t, z)
p
dt
 1
p
. (2)
The main issue with this method is that we are not able, in general, to derive an expression for the MD estimator as a
function of z . In fact, this would require the solution of a functional optimization problem (i.e., a problemwhere the solution
is a function of the random sample) that, in a general case, cannot be solved analytically. Thus, in general, we need to use a
numerical optimization technique to find the minimum in correspondence to each observed random sample z , which can
be computationally demanding, if not impossible, in a real-time context.
This is probably themain reasonwhy, in th literature, MD estimation has been addressedmostly from a theoretical point
of view and as a methodological basis for other techniques, while, to the best of the authors’ knowledge, no actual methods
for deriving MD estimators in general cases have been proposed. However, a method to obtain MD estimators is worth
investigation, not only due to the good properties of such estimators like, for example, consistency [16], but also due to the
fact that all the inference approaches mentioned above can be seen as special cases of the minimum distance estimation
framework (see, e.g., [1] for a discussion).
In this paper, we introduce a newmethod based on active sampling, capable of yielding anMDestimate of the parameters
of the unknown distribution in correspondence to any random sample of fixed size drawn according to the distribution
given by any actual value of the parameters. In other words, the output of the method is a function of z that provides an MD
estimate in any point of Xn, i.e., the MD estimator. For this reason, the proposed method will be called global approximate
minimum distance (GAMD) estimation.
The GAMD solution is obtained by selecting the best element within a suitable class of approximating functions through
an empirical risk minimization principle, and a uniform sampling of the space Xn where the random sample takes values. It
is proved that the obtained estimator converges to the true MD estimator that minimizes (1), provided that the sampling of
the random sample space Xn is sufficiently uniform (according to a notion of discrepancy, as will be detailed in the following)
and the involved functions satisfy some mild regularity assumptions.
Notice that we are dealing with two different concepts of a sample. One is the n-dimensional random sample z , which
is the data we observe online and is generated by an external source according to the distribution F . The other is a uniform
sampling by which we discretize the space Xn where such a random sample takes values, i.e., a set of L points {z1, . . . , zL}
where each zl ∈ Xn for l = 1, . . . , L, and it is chosen offline in order to derive the estimator, according to the procedure
that will be described in the following. This means that we can build the MD estimator for F without actually having to
generate samples according to F , which may be problematic in some cases. All we need is a sample of L points of Xn that
are well uniformly distributed. In particular, it will be proved that, by employing sets coming from i.i.d. sequences with
uniform distribution or low-discrepancy sequences, L 1 convergence can be achieved with an almost quadratic or linear
rate, respectively, as the number of observations grows. This makes the proposed approach particularly suited to problems
with a high-dimensional input space.
The method turns out to be simple and computationally manageable. In fact, the computational effort is reduced to a
pointwise minimization in the space of the parameters that characterize the chosen approximating architectures. Further-
more, once the GAMD estimator has been obtained, the output (i.e., the MD estimate) can be evaluated instantaneously for
any given observed random sample, without the need for performing any minimization in real time.
The paper is organized as follows. In Section 2, the basic algorithm for the solution of MD problem (1) is described.
Section 3 contains an analysis of the convergence properties of the proposedmethod, whereas Section 4 is devoted to exper-
imental results regarding the application of the proposed approach to two case studies. Section 5 draws some conclusions.
Finally, the Appendices contain definitions and proofs.
2. The global approximate minimum distance estimation approach
In this section, we introduce the proposed numerical procedure for the approximate solution of the minimum distance
estimation problem. In particular, we show how the extension of the integral defining the distance to the sample space
allows us to derive a solution, through the minimization of an empirical estimate based on a sample of observations.
First of all, we consider the minimum distance problem through theminimization of the distance of the true distribution
from a smoothed empirical distribution. In particular, we employ the definition of smoothed empirical distribution introduced
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Fig. 1. CDFs of a normal random variable.
in [5], which is given for a sample z = (x1, . . . , xn) by
F˜n(t, z) = 1n
n−
i=1
Kn(t − xi),
where Kn is a sequence of CDFs converging to the unit-step function as n → ∞. A common way to obtain such a Kn is by
integrating a kernel function:
Kn(t) =
∫ t
−∞
a−1n k(τ/an)dτ , (3)
where k(t) ≥ 0, ∞−∞ k(t) dt = 1 and an ≥ 0 is monotonically decreasing to 0.
As an example, Fig. 1 depicts the CDF of a normal distributed random variable with zero mean and variance equal to 1,
together with its empirical and smoothed empirical versions.
With this choice, we can define
J(z, θ) = d[F(·, θ), F˜n(·, z)], (4)
and take the function θ◦ as the one that minimizes J for each z ∈ Xn:
θ◦(z) = argmin
θ∈Θ
J(z, θ),
which in general may not be unique.
Notice that in defining θ◦ we have assumed the existence of the minimum of J over Θ; if this is not the case, we can
consider a θ◦ ∈ Θ such that J(z, θ◦) < infθ∈Θ J(z, θ)+ δ for some arbitrarily small δ > 0, without changing the validity of
the following analysis.
Proposition 2.1. The function θ◦ that minimizes the distance when the smoothed distribution is employed is an MD estimator
according to Definition 1.1.
The proof can be found in Appendix B.
Then, if we consider theL p-norm as the distance d, we are now looking for a function θ◦ of the random sample z which
minimizes the functional
J(z, θ) =
∫
X

F(t, θ)− F˜n(t, z)
p
dt. (5)
Notice that, with respect to (2), we have dropped the annoying exponent 1/p, since it does not affect the point of minimum.
For the purpose of the present analysis, we assume that the set Xn inwhich the random sample z takes values is a compact
subset of Rn, for every θ in Θ . This is not a serious practical limitation since, if Xn is not compact, due to Ulam’s theorem
[4, p. 225] we know that we can find a compact Xnc such that the probability measure of the set X
n \ Xnc is smaller than any
fixed positive value ϵ.
Let us consider the set of MD estimators for F , defined as
Wmin = {θ◦|θ◦(z) = argmin
θ∈Θ
J(z, θ) for all z ∈ Xn}.
Next, define the extension over Xn of the integral defining J as
Φ(θ) =
∫
Xn
J(z, θ(z)) dz,
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and denote by θ∗ the minimizer ofΦ(θ) over the setW , whereW is such thatWmin ⊂ W :
θ∗ = argmin
θ∈W
Φ(θ).
Then, θ∗ is defined as the function belonging to W that minimizes the extension of the integral J over Xn. Again, θ∗ is
possibly not unique; letW ∗ be the collection of possible θ∗:
W ∗ = {θ∗ ∈ W |θ∗ = argmin
θ∈W
Φ(θ)}.
Notice that we haveWmin ⊂ W ∗.
In the following, we show that the MD estimation problem can be solved by considering the setW ∗ instead ofWmin. In
particular, we can prove the following lemma.
Lemma 2.1. For every θ∗ ∈ W ∗ there exists θ◦ ∈ Wmin such that J(z, θ◦(z)) = J(z, θ∗(z)) almost everywhere.
This result can be extended to obtain an actual equivalence between W ∗ and Wmin, when the function J satisfies some
further regularity properties.
Lemma 2.2. Assume that J is such that
W =

θ| for each z ∈ Xn there existsΩ(z) ⊂ Xn with λ(Ω(z)) ≠ 0 such that θ is continuous onΩ(z)

,
where λ denotes the Lebesgue measure. Then, we have W ∗ = Wmin.
Proofs of Lemmas 2.1 and 2.2 can be found in Appendix B.
Summing up, Lemma2.1 (and 2.2, when the function J is sufficientlywell behaved) asserts thatwe can focus our attention
on the minimizer θ∗ of the integral J extended over the sample space Xn. This allows us to derive a numerical procedure
based on sampling to obtain a solution, as will be detailed in the following.
To this purpose, we first need to define a proper class of functions Γ where we look for θ∗ or, in general, an ϵ-close
approximation of θ∗. In particular, we employ parameterized functions for the class Γ , so that the minimization of Φ(θ)
reduces to an optimization procedure in a finite-dimensional space of parameters. Then, Γ has the form {ψ(z,α)|α ∈ Λ ⊆
Rq}, where α is a vector of parameters that have to be optimized.
The procedure for obtaining the MD estimator is based now on the approximation of Φ(θ) by means of an empirical
version of the integral, obtained through a finite sample of points in X × Xn.
In particular, let us consider again the expression ofΦ(θ). Then, we can write
Φ(θ) =
∫
Xn
J(z, θ(z)) dz (6a)
=
∫
Xn
∫
X

F(t, θ(z))− F˜n(t, z)
p
dt

dz (6b)
=
∫
Xn+1

F(t, θ(z))− F˜n(t, z)
p
d(t, z), (6c)
where the equality between (6b) and (6c) is ensured by the Fubini–Tonelli theorem [4, p. 137]. This version ofΦ , written as
an integral over the extended space Xn+1, can now be evaluated through an empirical approximation.
In particular, choose wL = {(t1, z1), . . . , (tL, zL)} as a sample of discretization points of Xn+1, and an approximating
functionψ(z,α) ∈ Γ . Then, the empirical version ofΦ(θ) is given by
Φemp(wL,α) = 1L
L−
l=1

F(tl,ψ(zl,α))− F˜n(tl, zl)
p
. (7)
The problem of obtaining an approximate MD estimator is thus reduced to the following: find α∗L such that
α∗L = argmin
α∈Λ Φemp(w
L,α).
Once the value of α∗L has been determined, the MD estimator provided by GAMD, given z , is thenψ(z,α
∗
L ).
Notice that, as said, due to the extension of the integration over Xn, the solution turns out to be ‘‘globally good’’ for the
whole considered space in which the random sample takes values.
Summing up, the proposed GAMD relies on two key elements: (i) the selection of a suitable class Γ of parameterized
approximating functions and (ii) the choice of a sampling scheme for the space Xn+1. In the following section, we provide
conditions on the two aforementioned elements in order to guarantee convergence of the obtained estimator to the true
MD estimator.
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3. Convergence results
In this section, we show that the approach based on theminimization of the empirical riskΦemp(wL,α) is asymptotically
consistent, i.e., it leads to the true estimator θ◦ for L →∞. In particular, conditions on the class ofmodelsΓ and the random
sampling process for the generation ofwL are provided.
For the sake of the convergence analysis, in the following we assume that Xn = [0, 1]n, i.e., the n-dimensional unitary
cube, without loss of generality. In fact, the proposed approach can be extended to problems where Xn = ∏ni=1[a, b] by
simple scaling.
Define, for notational convenience, the function
U(t, z, θ) = F(t, θ)− F˜n(t, z)p.
We can prove the consistency of the method if the function U is sufficiently well behaved; for instance, if it satisfies a
Lipschitz condition.
Assumption 3.1. The function U(t, z, θ) is Lipschitz with respect to θ for every (t, z) ∈ Xn+1, i.e., there exists a finite C such
that
|U(t, z, θ1)− U(t, z, θ2)| ≤ C‖θ1 − θ2‖
for every θ1, θ2 ∈ Θ .
Notice that the fulfillment of Assumption 3.1 is strictly related to the behavior of F(t, θ). In particular, most of the
distributions used in practice are differentiable with respect to θ; then Assumption 3.1 is naturally satisfied.
Recall from the previous section that theMD estimation problem has been reduced to finding a good approximation over
the whole space Xn of the function θ◦ that minimizes J(z, θ) = X U(t, z, θ)dt for every z . This has been obtained through
the minimization of the empirical cost defined in (7), yielding the approximate estimatorψ(·,α∗L ).
Thus, in the rest of the paper we measure the quality of performance of the GAMD in terms of anL 1 error, defined by
e1(L) =
∫
Xn

J(z,ψ(z,α∗L ))− J(z, θ◦(z))

dz.
The expression of e1(L)measures the distance between the functional J evaluated in the optimal θ◦ and the one given by
employingψ(·,α∗L ), i.e., it measures how well the true MD estimator θ◦ is approximated.
By considering Lemma 2.1 and Eqs. (6a)–(6c), we can eventually write the error in this form, which is the one we use for
convergence analysis in the following:
e1(L) =
∫
Xn+1

U(t, z,ψ(z,α∗L ))− U(t, z, θ∗(z))

d(t, z).
Consider the quantity ξ(z) = minα∈Λ ‖θ∗(z)−ψ(z,α)‖ and α∗ as the argument that attains the minimum, i.e.,ψ(·,α∗)
is the element in Γ that is closest to θ∗. Notice that α∗ can be equivalently defined as the minimum ofΦ(ψ(z,α)).
From Assumption 3.1 and the definition of ξ(z), the next inequality follows.
e1(L) =
∫
Xn+1

U(t, z,ψ(z, α∗L ))− U(t, z,ψ(z,α∗))

d(t, z)+
∫
Xn+1

U(t, z,ψ(z,α∗))− U(t, z, θ∗(z))d(t, z)
≤ eL1(L)+ C
∫
Xn
ξ(z)dz. (8)
Inequality (8) states that the error e1(L) can be seen as the sum of two different contributions. The term containing
ξ(z) depends only on the approximating capabilities of the class of models Γ . For this reason, we refer to this term as the
approximation error. Conversely, eL1(L) is related to how close we can get to the best element within Γ by minimizingΦemp,
i.e., by the element of Γ corresponding to α∗L . We denote this quantity as the estimation error.
Concerning the approximation error, we introduce the following assumption.
Assumption 3.2. The class of models Γ is endowed with a universal approximation property, i.e., for any ε > 0, we have
min
α∈Λ ‖θ
∗(z)−ψ(z,α)‖ < ε.
This property is usually obtained by considering classes of growing complexity, so that any function can be approximated
with arbitrary accuracy by increasing the parameter that rules the richness of the elements of the class, such as, for example,
the number of radial basis functions in radial basis function networks, the number of neural units in feedforward neural
networks, etc.
As is known, many commonly employed classes of functions, both linear and nonlinear, fulfill Assumption 3.2. To name a
few: sigmoidal neural networks, expansions of radial basis functions, splines, and orthogonal polynomials (such as Legendre
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or Chebyshev). In Section 4, containing experimental results, we test the use of one-hidden-layer neural networks and kernel
approximators.
As regards the estimation error, this quantitymeasures the performance of the approximationψ(·,α∗L ) obtained through
the GAMD when used in place of ψ(·,α∗). This term depends on the algorithm employed to generate the sample of
discretization points wL = {(t1, z1), . . . , (tL, zL)} in Xn+1, used to build the empirical distance Φemp. In the following, we
showhowconvergence of the error can be strictly related to (i) the regularity of the functions involved and (ii) the uniformity
of the sampling of the space Xn+1.
To this purpose, define VUHK(α) as the variation in the sense of Hardy and Krause over X
n+1 of U(·, ·,ψ(·,α)), andD∗(wL)
as the star discrepancy of the sample of points wL. Definitions of variation in the sense of Hardy and Krause and of star
discrepancy, measures of the regularity of a function and of the uniformity of a set of points, respectively, commonly
employed in number-theoretic and quasi-Monte Carlo methods [13], can be found in Appendix A.
We are now ready to prove the convergence of the GAMD. First, we make the following assumptions.
Assumption 3.3.
(i) The functions U andψ are such that
sup
α∈Λ
VUHK(α) <∞. (9)
(ii) The sequence of pointswL satisfies
lim
L→∞D
∗(wL). (10)
Then, we can prove the following theorem.
Theorem 3.1. If Assumptions 3.2 and 3.3 hold, then
lim
L→∞ e1(L) = 0.
Furthermore, the estimation error eL1(L) has the same rate of convergence as the star discrepancy D
∗(wL) in (10).
The proof of the theorem can be found in Appendix A.
Concerning point (i) in Assumption 3.3, it can be proved, for instance, that the composition of functions with bounded
partial derivatives has bounded variation in the sense of Hardy and Krause. Consequently, a sufficient condition for VUHK(α)
to be finite is that ψ and U have bounded partial derivatives. Notice that this is easily verified for the most common
approximating architectures.
As to the discrepancy of the samplewL, since the rate of convergence ofD∗(wL) controls that of eL1(L), we need to choose
sampling schemes that present favorable discrepancy rates. To this purpose, a good choice is the use of the low-discrepancy
sequences [13, Ch. 3], a family of deterministic sequences originally developed in the numerical integration framework.
In this case they gave rise to the so-called quasi-Monte Carlo methods, a set of techniques introduced to outperform the
performances of thewell-knownMonte Carlomethods. In the context of the present paper,wepropose the use of a particular
type of low-discrepancy sequences, namely (t, n)-sequences [13, Ch. 4], that attain an almost linear rate of convergence for
the discrepancy, i.e.,
D∗(wL) ≤ O

log(L)d−1
L

.
With such a choice, the rate of convergence of the estimation error is given by eL1(L) ≃ O(1/L).
Notice that i.i.d. sequences with uniform distribution, typical of classic Monte Carlo methods, can also be employed.
In this case, it can be proved that condition (10) is still satisfied, but the rate of convergence of the discrepancy is now
quadratic [3], i.e., eL1(L) ≃ O(1/
√
L). In spite of this slower theoretical asymptotic rate, i.i.d. sequences have the advantage
of being simpler to obtain with respect to (t, n)-sequences, and they are already available formost software platforms (even
if implementations of low-discrepancy sequences are spreading quickly in mathematical software packages).
4. Simulation results
In this section, we address two case studies to show how the true MD estimator θ◦ can be approximated well by the
solution obtained through the GAMDmethod described in the previous sections.
In particular, we consider random samples coming from (i) a Rayleigh distribution and (ii) a mixture of Gaussians.
Concerning the smoothed empirical distribution, in these examples we obtain the CDF Kn by integrating a kernel density
estimator:
Kn(t) =
∫ t
−∞
a−1n k(τ/an)dτ , (11)
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(a) PDF. (b) CDF.
Fig. 2. Rayleigh distribution.
Table 1
Mean and standard deviation of the AEs.
ν, L σ
11 12 13 14 15
10, 1000 0.22, 0.17 0.20, 0.17 0.18, 0.16 0.15, 0.14 0.15, 0.11
10, 2000 0.20, 0.16 0.19, 0.14 0.18, 0.14 0.15, 0.13 0.13, 0.11
20, 3000 0.11, 0.11 0.11, 0.09 0.08, 0.09 0.08, 0.08 0.07, 0.07
20, 4000 0.11, 0.11 0.09, 0.09 0.07, 0.09 0.07, 0.08 0.08, 0.07
where k(t) ≥ 0, ∞−∞ k(t) dt = 1 and an ≥ 0 is such that an → 0 as n →∞, monotonically. Herewe take k(t) = exp(−π t2)
and an = 1/n.
As far as the functional J in (5) is concerned, in these simulations we use theL 2-norm, i.e., p = 2.
4.1. Rayleigh distribution
The Rayleigh distribution is a popular probability distribution, describing the distance from the origin of a point
(X, Y ) when X and Y are independent and normally distributed with equal variance. It is often employed in engineering
applications to model radial errors in a plane. More specifically, the CDF of a Rayleigh distribution with parameter σ > 0 is
given by
F(t, σ ) = 1− exp(−t2/2σ 2),
for t > 0.
Fig. 2 shows theRayleigh distribution for different values ofσ . In the left part of the figure, the probability density function
(PDF) is shown, while the right part depicts the cumulative distribution function.
The goal of the test is to approximate the MD estimator, σˆMD(z), of σ for 10-dimensional samples z ∈ X10 in the range
[0, 50], by employing the GAMD procedure using a one-hidden-layer neural network with ν sigmoidal neural units as the
class Γ .
We recall that a one-hidden-layer neural network is a map of the form
ψ(z,α) =
ν−
i=1
cih

n−
j=1
aijxj + bi

+ c0,
where
h(ζ ) = exp(ζ )− exp(−ζ )
exp(ζ )+ exp(−ζ )
is the chosen activation function, c0, ci, bi ∈ R, and ai := [ai1, . . . , aid]T ∈ Rn are the weights. In this case, α =
[aT1, . . . , aTν, b1, . . . , bν, c0, . . . , cν]T.
The optimal weights of the network have been determined by minimizing the empirical risk Φemp on a sufficiently rich
setwL of sampling points in the 11-dimensional hypercube Xn+1 = [0, 50]11. In particular, we tested four discretizations of
[0, 50]11 based on a low discrepancy sequence (specifically, a Sobol’ sequence [15]), having size L = 1000, 2000, 3000 and
4000, respectively. For the cases L = 1000 and 2000, we employed neural networks with ν = 10 while, for L = 3000 and
4000, ν = 20 was chosen. Increasing values of L have been employed in order to show the improvements expected from
the theory given by having more sampling points at our disposal.
In order to test the performance of the GAMD, for a given value σ and a given z we used as reference the true MD
estimate θ◦(z) obtained byminimizing J(z, σ ) as in (5) through a nonlinear programming routine. Table 1 reports the results,
evaluated by generating 100 10-dimensional Rayleigh distributed samples for different values of σ , and by computing the
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(a) c = 0.25, µ1 = 31, µ2 = 34.
(b) c = 0.75, µ1 = 28, µ2 = 36.
(c) c = 0.5, µ1 = 26, µ2 = 28.
Fig. 3. PDFs (left panel) and CDFs (right panel) of three mixtures of Gaussians.
absolute error (AE) between the pointwise reference solution defined above and the one provided by the obtained network.
In the table, both the mean and the standard deviation of the AE over the 100 points are reported.
Looking at the table, it canbe seen that theperformance of the approximateMDestimator turns out to be very satisfactory.
It is alsoworth noting that the performance of the neural estimator generally improves as the number of discretization points
increases, in accordance with the theory presented in the paper.
4.2. Mixtures of Gaussians
Mixtures of distributions are defined as convex combinations of different probability distributions. When the sum is
made of Gaussian densities, the model is referred to as a mixture of Gaussians. More formally, a mixture of distributions
takes the form
F(t, θ) =
M−
i=1
ciPi(t, γi),
where
∑M
i=1 ci = 1 and every Pi is a CDF. The parameters to be estimated are the real coefficients ci and possibly the unknown
parameters γi of the functions Pi.
The importance of the mixtures of Gaussians is related to the possibility of approximating any suitably regular
distribution function by properly increasingM [14],making these types ofmodel useful even in the context of nonparametric
estimation.
In the present section, we consider the mixture
F(t, θ) = cNµ1,σ1(t)+ (1− c)Nµ2,σ2(t) (12)
in the domain X = [20, 40], where c ∈ [0, 1], and the functions N are normal distributions with means µ1 and µ2 and
variances σ1 and σ2, respectively. We assume that the variances are known and both equal to 1, so that the MD problem
consists in estimating θ = [c, µ1, µ2]. The sample size has been taken equal to n = 10. Fig. 3 shows three examples of
mixtures of Gaussians of the form of (12) with different values of the triple [c, µ1, µ2].
In this case, we tested the GAMD approach using local kernel approximator schemes [8] for the class of parameterized
functions Γ . This kind of model assumes that the function g to be estimated is known in a finite set of points ΣK =
{ξ1, . . . , ξK } and defines the approximating function gˆ in a point u not belonging to ΣK as the average of the values
g(ξk), k = 1, . . . , K , weighted according to a measure of distance of u from each ξk. In particular, the weight is given by a
decreasing function, called the kernel, that depends only on the distance from the center points ξk and is parameterized by
a scalar variable r > 0, which defines its range of influence. Notice that the kernels used to get the class of models Γ must
not be confused with the ones employed to generate the smoothed version of the empirical distribution in (3).
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Table 2
Mean and standard deviation of the AEs.
(a) c = 0.25, µ1 = 31, µ2 = 34
K , L θ
c µ1 µ2
500, 1000 0.022, 0.13 0.95, 0.88 0.82, 0.45
1000, 2000 0.017, 0.14 0.85, 0.99 0.82, 0.47
1500, 3000 0.015, 0.11 0.78, 0.45 0.71, 0.45
2000, 4000 0.014, 0.13 0.65, 0.59 0.70, 0.42
(b) c = 0.75, µ1 = 28, µ2 = 36
K , L θ
c µ1 µ2
500, 1000 0.020, 0.12 1.01, 1.77 0.72, 1.14
1000, 2000 0.017, 0.11 0.95, 1.82 0.69, 1.07
1500, 3000 0.014, 0.11 0.83, 1.76 0.65, 1.04
2000, 4000 0.015, 0.12 0.75, 1.78 0.65, 1.25
(c) c = 0.5, µ1 = 26, µ2 = 28
K , L θ
c µ1 µ2
500, 1000 0.033, 0.16 1.05, 0.76 0.74, 0.55
1000, 2000 0.027, 0.17 0.94, 0.70 0.70, 0.57
1500, 3000 0.028, 0.16 0.86, 0.68 0.69, 0.61
2000, 4000 0.022, 0.19 0.71, 0.71 0.63, 0.57
More formally, we are considering structures of the form
gˆ(u) =
K∑
k=1
Kr(u, ξk)g(ξk)
K∑
k=1
Kr(u, ξk)
,
whereKr(u, ξk) is the instance of the kernel, typically defined by G(‖u − ξk‖/r), where G(s) is a non-increasing function
for s > 0 having a maximum at s = 0. A typical example of G(s) is the Gaussian function exp(−πs2).
As in the previous case, we tested four sampleswL of points in Xn+1 = [20, 40]11 by employing a Sobol’ sequence, with
size L = 1000, 2000, 3000 and 4000, respectively, for the purpose of evaluating the performances of the approximation
given by the GAMD as L increases.
According to the size of L, the size of the setsΣK used to define the class Γ has been taken equal to K = 500, 1000, 1500
and 2000, respectively, with the points again coming from a Sobol’ sequence.
The MD estimates given by the GAMD approach have been compared with the MD estimates computed, for a given
z and given values of c, µ1, µ2, again solving (5). In particular, the AE has been computed in 100 10-dimensional test
points generated according to mixtures of Gaussians with three different combinations of c, µ1, µ2, depicted in Fig. 3. In
this case, given that the minimization problem is three-dimensional, we have implemented the sequential algorithm for
optimization with NT-nets (SNTO) routine to find the point of the minimum. SNTO is an efficient global minimization routine
based on number-theoretic methods, introduced in [7], where it was also successfully applied to the pointwise solution of
a maximum-likelihood estimation problem. Here again we employed Sobol’ sequences to obtain the SNTO solution for each
of the 100 combinations of c, µ1, µ2, taking such a solution as the reference MD estimate. Notice that the value of the MD
estimates to be used as coefficients of the kernel basis functions of Γ (i.e., the points where the function to be approximated
is known) has also been obtained by solving (5) pointwise through SNTO.
Table 2 shows themean and the standard deviation of the AE over the 100 points in the three cases, confirming again the
excellent performances of the GAMD in approximating the MD estimator.
As a last remark, we point out the importance of having obtained, through the GAMD, the MD estimator as a function of
the random sample. In fact, evaluating the SNTO solution for all the 100 test samples requires about 20 min of computation
(on a 1.8 GHz Intel Core2 CPU with 1 Gb of RAM), whereas obtaining the 100 GAMD estimates, due to the fact that they are
simply the output of the estimator, is almost instantaneous. This makes the GAMD approach particularly suited to situations
in which time constraints are restrictive.
5. Conclusions and future work
In this paper, a numerical method for the solution of the minimum distance estimation problem has been proposed. The
method is able to provide an approximateMD estimate in correspondence to any given random sample generated according
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to a given distribution function with unknown parameters, i.e., it provides the MD estimator function. The approach, called
global approximate minimum distance, relies on the discretization of the space in which the random sample takes values
by means of uniformly scattered sets of points, and it is based on the minimization of an empirical version of the distance
through the optimization of the parameters of a suitable approximating function. The convergence analysis has proved that
the use of particular sequences of points commonly employed in quasi-Monte Carlo integration, namely, low-discrepancy
sequences, can lead an to almost linear asymptotic rate of convergence of the estimator given by the GAMD method to the
best approximation of the true MD estimator within the chosen class of approximating models. Results on application of
the proposed approach to two case studies, namely a Rayleigh distribution and a mixture of Gaussian distributions, indicate
the method as promising and computationally efficient.
Concerning future work, more detailed research on the mathematical framework and the analysis of other case studies
on particular minimum distance instances will be the subject of further investigations.
Appendix A. Variation and discrepancy
For each vertex of a given subinterval B =∏di=1[ai, bi] of Id, it is possible to define a binary label by assigning ‘0’ to every
ai and ‘1’ to every bi. For every function f : Id → R, we define∆(f , B) as the alternating sum of f computed at the vertices of
B, i.e.,
∆(f , B) =
−
y∈eB
f (y)−
−
y∈oB
f (y),
where eB is the set of vertices with an even number of ‘1’s in their label, and oB is the set of vertices with an odd number of
‘1’s.
Definition A.1. The variation in the sense of Vitali of a real-valued function f on Id is defined by
V (d)(f ) = sup
P∈P
|∆(f , P)|,
where P is any partition of Id into subintervals.
If the partial derivatives of f are continuous on Id, it is possible to write V (d)(f ) in an easier way:
V (d)(f ) =
∫ 1
0
· · ·
∫ 1
0
 ∂df∂y1 · · · ∂yd
 dy1 · · · dyd,
where yi is the i-th component of y.
For 1 ≤ k ≤ d and 1 ≤ i1 < i2 < · · · < ik ≤ d, let V (k)(f ; i1 . . . ik) be the variation in the sense of Vitali of the restriction
of f to the k-dimensional face {(y1, . . . , yd) ∈ Id|yi = 1 for i ≠ i1, . . . , ik}.
Definition A.2. Let f be a real-valued function defined on Id; then
VHK(f ) =
d−
k=1
−
1≤i1<i2<···<ik≤d
V (k)(f ; i1 . . . ik)
is called the variation in the sense of Hardy and Krause, and f is of bounded variation in this sense if VHK(f ) is finite.
Consider a sample vL consisting of L points {v1, . . . , vL} in the d-dimensional unit cube Id. For an arbitrary subset B ∈ Id,
let us define by C (B, vL) the number of points of vL that belong to B, i.e.,
C (B, vL) =
L−
l=1
1B(vl).
Definition A.3. If J∗ is the family of all the closed subintervals of Id that can be written as
∏d
i=1[0, bi], the star discrepancy
D∗(vL) is defined as
D∗(vL) = sup
B∈J∗
C (B, vL)L − λ(B)
 ,
where λ(B) is the Lebesgue measure of B.
Loosely speaking, the star discrepancy is a quantitative measure of the spread of points in a region of interest; the more
uniformly distributed the sequence of points in the space is, the smaller the star discrepancy is.
Appendix B. Proofs
Proof of Proposition 2.1. Consider a θmin(z) such that
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d[F(·, θmin(z)), Fn(·, z)] < inf
θ∈Θ
d[F(·, θ), Fn(·, z)] + ϵ(n),
where ϵ(n)→ 0 as n → 0.
Now, we can write
d[F(·, θ◦(z)), Fn(·, z)] ≤ d[F(·, θ◦(z)), F˜n(·, z)] + d[F˜n(·, z), Fn(·, z)]
≤ d[F(·, θmin(z)), F˜n(·, z)] + d[F˜n(·, z), Fn(·, z)]
≤ d[F(·, θmin(z)), Fn(·, z)] + 2d[F˜n(·, z), Fn(·, z)]
< inf
θ∈Θ
d[F(·, θ), Fn(·, z)] + 2d[F˜n(·, z), Fn(·, z)] + ϵ(n).
For any z , we have that the term d[Fn(·, z), F˜n(·, z)] tends to 0 as n →∞ by construction. Thus the proposition follows,
taking into account the fact that also ϵ(n)→ 0 as n → 0. 
Proof of Lemma 2.1. Suppose that there exists θ∗ ∈ W ∗ such that, for every θ◦ ∈ Umin, a neighborhoodΩ(θ◦) ∈ Xn with
λ(Ω(θ◦)) > 0 (λ denoting Lebesgue measure) can be found, where J(z, θ◦(z)) < J(z, θ∗(z)) for every z ∈ Xn. Then, we
haveΦ(θ◦) < Φ(θ∗) for every θ◦ ∈ Wmin, which contradicts the definition of θ∗. 
Proof of Lemma 2.2. Φ(θ◦) is obviously minimum for every θ◦ ∈ Wmin, which implies that Wmin ⊂ W ∗. Now, suppose
that Φ(θ∗) is minimum, but θ∗ ∉ Wmin. Then, for every θ◦ ∈ Wmin, there exists z˜ ∈ Xn such that θ◦(z˜) ≠ θ∗(z˜) and
J(z˜, θ◦(z˜)) < J(z˜, θ∗(z˜)). The assumption of the theorem implies that there is Ω(z, θ◦) with λ(Ω(z, θ◦)) ≠ 0 such that
J(z˜, θ∗(z˜)) > J(z˜, θ◦(z˜)) for every θ◦ ∈ Ω(z, θ◦). Since θ ∈ U , this implies that Φ(θ∗) > Φ(θ◦), which contradicts the
hypothesis thatΦ(θ∗) is minimum. ThusW ∗ ⊂ Wmin. 
Proof of Theorem 3.1. From (8), we recall that
e1(L) ≤ eL1(L)+ C
∫
Xn
ξ(z)dz,
where the first term is the estimation error and the second one is the approximation error.
The latter can be trivially annihilated by considering Assumption 3.2 and the definition of ξ(z) = minα∈Λ ‖θ∗(z) −
ψ(z,α)‖.
Then all we need is to prove that the estimation error eL1(L) converges to zero as L →∞.
First, recall that α∗ and α∗L are defined as
α∗ = argmin
α∈Λ Φ(ψ(z,α)), α
∗
L = argmin
α∈Λ Φemp(w
L,α).
Following the proof of Theorem 4 in [2], based on the Koksma–Hlawka inequality [9], we can prove that
lim
L→∞ supα
1L
L−
l=1
U(tl, zl,ψ(zl,α))−
∫
Xn+1
U(t, z,ψ(z,α))d(t, z)
 = 0
with the same rate of convergence as D∗(wL) in (10).
Therefore, for any ϵ > 0, we can choose L¯ = L¯(ϵ) such that, for every L ≥ L¯,∫
Xn+1
U(t, z,ψ(z,α∗L ))d(t, z) ≤
1
L
L−
l=1
U(tl, zl,ψ(zl,α∗L ))+
ϵ
2
(13)
and
1
L
L−
l=1
U(tl, zl,ψ(zl,α∗)) ≤
∫
Xn+1
U(t, z,ψ(z,α∗))d(t, z)+ ϵ
2
. (14)
Thus, by combining (13) and (14) with the fact that, by definition of α∗L ,
L−
l=1
U(tl, zl,ψ(zl,α∗L )) ≤
L−
l=1
U(tl, zl,ψ(zl,α∗)),
we have
eL1(L) =
∫
Xn+1
U(t, z,ψ(z,α∗L ))d(t, z)−
∫
Xn+1
U(t, z,ψ(z,α∗))d(t, z) < ϵ. 
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