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RELATIVE PROJECTIVITY AND TRANSFERABILITY
FOR PARTIAL LATTICES
FRIEDRICH WEHRUNG
Abstract. A partial lattice P is ideal-projective, with respect to a class C
of lattices, if for every K ∈ C and every homomorphism ϕ of partial lattices
from P to the ideal lattice of K, there are arbitrarily large choice functions
f : P → K for ϕ that are also homomorphisms of partial lattices. This extends
the traditional concept of (sharp) transferability of a lattice with respect to C.
We prove the following:
(1) A finite lattice P , belonging to a variety V, is sharply transferable with
respect to V iff it is projective with respect to V and weakly distributive
lattice homomorphisms, iff it is ideal-projective with respect to V.
(2) Every finite distributive lattice is sharply transferable with respect to
the class Rmod of all relatively complemented modular lattices.
(3) The gluing D4 of two squares, the top of one being identified with the
bottom of the other one, is sharply transferable with respect to a variety V
iff V is contained in the variety Mω generated by all lattices of length 2.
(4) D4 is projective, but not ideal-projective, with respect to Rmod .
(5) D4 is transferable, but not sharply transferable, with respect to the vari-
ety M of all modular lattices. This solves a 1978 problem of G. Gra¨tzer.
(6) We construct a modular lattice whose canonical embedding into its ideal
lattice is not pure. This solves a 1974 problem of E. Nelson.
1. Introduction
1.1. Background. A lattice P is transferable (resp., sharply transferable) if for
every lattice K and every lattice embedding ϕ, from P to the lattice IdK of all
ideals of K, there exists a lattice embedding f : P →֒ K (resp., a lattice embedding
f : P →֒ K such that f(x) ∈ ϕ(y) iff x ≤ y, whenever x, y ∈ P ). This concept,
originating in Gaskill [14], started a considerable amount of work involving many
authors, which led to the following characterization of (sharp) transferability for
finite lattices (cf. pages 502 and 503 in Gra¨tzer [18] for details).
Theorem 1.1. The following statements are equivalent, for any finite lattice P :
(1) P is transferable;
(2) P is sharply transferable;
(3) P is a bounded homomorphic image of a free lattice, and it satisfies Whitman’s
Condition;
(4) P is semidistributive, and it satisfies Whitman’s Condition;
(5) P can be embedded into a free lattice;
(6) P is projective.
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Theorem 1.1 does not extend to infinite lattices. For example, the chain {0, 1}×ω
is transferable, but not sharply transferable (cf. Tan [31]). However, the implica-
tion (2)⇒(6) (i.e., sharp transferability implies projectivity) holds in general, see
Nation [24] together with R. Freese’s comments on page 588 in Gra¨tzer [17, Ap-
pendix G].
Requiring the condition K ∈ C in the definition above, for a class C of lattices,
relativizes to C the concepts of transferability and sharp transferability.
For the variety D of all distributive lattices, more can be said. The following
result is implicit in Gaskill [13], with a slightly incorrect proof in the first version
of that paper. It is also stated explicitly in Nelson [26].
Theorem 1.2 (Gaskill, 1972; Nelson, 1974). Every finite distributive lattice is
sharply transferable with respect to D.
In particular, since not every finite distributive lattice is projective within D (see
Balbes [2], also the comments following the proof of Theorem 4.1 in the present
paper), Nation’s above-cited result, that sharp transferability implies projectivity,
does not relativize to the variety of all distributive lattices.
Theorem 1.2 will be further amplified in Corollary 3.11.
Denote by Mnœth the class of all modular lattices without infinite bounded as-
cending chains. The following result is established, in the course of characterizing
the nonstable K-theory of certain C*-algebras, in Pardo and Wehrung [27, Theo-
rem 4.3′]. Although this result easily implies the corresponding sharp transferability
result, we do not state it in those terms, for reasons that we will explain shortly.
For a function ϕ with domain X , a choice function for ϕ is a function f with
domain X such that f(x) ∈ ϕ(x) for any x ∈ X .
Theorem 1.3 (Pardo and Wehrung, 2006). Let D be a finite distributive lattice,
let M ∈ Mnœth, and let ϕ : D → IdM be a lattice homomorphism. Then for any
choice function f0 for ϕ, there is a choice function f for ϕ, which is also a lattice
homomorphism, and such that f0 ≤ f .
Theorem 1.3 will be further amplified in Corollary 3.12.
In the context of Theorem 1.3, we say that D is ideal-projective with respect
to Mnœth (cf. Definition 3.7). Although ideal-projectivity easily implies sharp
transferability (cf. the argument of the proof of Theorem 3.9(c)), the converse does
not hold as a rule.
For more work on projectivity with respect to the variety M of all modular
lattices, see Day [5, 6, 7], Mitschke and Wille [23], Freese [10, 11].
1.2. Description of the results. The existing literature suggests a close con-
nection between sharp transferability and projectivity. One direction is actually
achieved in [1], where Baker and Hales establish that the ideal lattice IdL of a
lattice L is a homomorphic image of a sublattice of an ultrapower of L. Hence,
projectivity is stronger than sharp transferability a priori. We push this obser-
vation further in Theorem 3.9, where we relate sharp transferability to the new
concept of ideal-projectivity, and also to projectivity with respect to the class wD
of all weakly distributive lattice homomorphisms (cf. Definition 3.1). In particular,
for a variety V of lattices, the concepts of sharp transferability, ideal-projectivity,
and wD-projectivity, all with respect to V, are equivalent on finite members of V
(Corollary 3.10). This result does not extend to more general classes of lattices:
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indeed, we prove in Section 4 that even on finite distributive lattices, sharp trans-
ferability, with respect to the class of all relatively complemented modular lattices,
is (properly) weaker than ideal-projectivity with respect to that class.
In order to accommodate such results as those of Huhn [19] or Freese [10] (cf.
Theorem 6.2), we shall state Theorem 3.9 not only for lattices, but for partial
lattices.
We also supplement the above-cited Theorems 1.2 and 1.3 by the following new
result of sharp transferability for finite distributive lattices: Every finite distributive
lattice is sharply transferable with respect to the class of all relatively complemented
modular lattices (cf. Theorem 4.1).
Most of our subsequent results will be focused on evaluating the amount of
sharp transferability satisfied by the smallest lattice D4 not satisfying Whitman’s
Condition, represented, along with its auxiliary lattice D̂4, on Figure 1.1.
a0 a0a1 a1
b0
b0
b1
b1
D4 D̂4
Figure 1.1. The lattices D4 and D̂4
We prove in Theorem 5.4 that D4 is sharply transferable, with respect to a
variety V, iff V is contained in the variety Mω generated by all lattices of length
two (which is generated by the lattice Mω represented in Figure 2.1). The proof of
the failure of sharp transferability of D4 with respect to the variety N5, generated
by the pentagon lattice N5 (cf. Figure 2.1), involves solving equations, with one
unknown, in a certain class of lattices which are all finitely presented within N5 (cf.
Lemma 5.3). The proof of the corresponding result for the variety M3,3 , generated
by the lattice M3,3 represented in Figure 2.1, relies on an ad hoc trick.
Gra¨tzer raised in [16, Problems I.26 and I.27] the question whether transfer-
ability, with respect to a “reasonable” class C of lattices, is equivalent to sharp
transferability with respect to that class. At the time the question was asked, it
was already known that it had a negative answer for infinite lattices (cf. Tan [31]).
It got subsequently a positive answer for C defined as the variety of all lattices, and
finite lattices, in Platt [28]. We prove here that D4 is transferable with respect to
the variety of all modular lattices (cf. Proposition 5.7). Since D4 is not sharply
transferable with respect to that variety, this yields a negative answer to Gra¨tzer’s
question, even for finite distributive lattices and for C a variety (here, any variety C
with Mω ⊆ C ⊆M yields that negative answer).
Building on the proof of Theorem 5.4, we also find, in Theorem 5.5, a modular
lattice M such that the canonical embedding from M into IdM is not pure. This
settles, in the negative, a problem raised by E. Nelson in [26]. Moreover,M belongs
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to the variety M3,3 generated by the lattice M3,3 represented in Figure 2.1. In
particular, M is 2-distributive in Huhn’s sense (cf. Huhn [19]).
2. Notation and terminology
We denote by [X ]<ω6=∅ the set of all nonempty finite subsets of any set X , and
by PowX the powerset of X . We also write ω = {0, 1, 2, . . .}.
For unexplained concepts of lattice theory, we refer the reader to Gra¨tzer [18].
For any subsets X and Y in a poset (i.e., partially ordered set) P , we set
X ↓ Y = {x ∈ X | x ≤ y for some y ∈ Y } ,
X ↑ Y = {x ∈ X | x ≥ y for some y ∈ Y } .
We also write X ↓a (resp., X ↑a) instead of X ↓{a} (resp., X ↑{a}), for a ∈ P . For
posets P and Q, a map f : P → Q is isotone (resp., antitone) if x ≤ y implies that
f(x) ≤ f(y) (resp., f(y) ≤ f(x)) for all x, y ∈ P . We denote by JiL the set of all
join-irreducible elements in a lattice L. A lattice L satisfies Whitman’s Condition,
or, to make it short, (W), if y0 ∧ y1 ≤ x0 ∨ x1 implies that either yi ≤ x0 ∨ x1 or
y0 ∧ y1 ≤ xi for some i ∈ {0, 1}. We say that L is semidistributive if x ∨ z = y ∨ z
implies that x ∨ z = (x ∧ y) ∨ z, for all x, y, z ∈ L, and dually.
A nonempty subset I in a join-semilattice S is an ideal of S if for all x, y ∈ S,
x ∨ y ∈ I iff {x, y} ⊆ I. We denote by IdS the set of all ideals of S, partially
ordered by set inclusion. This poset is a lattice iff S is downward directed, in which
case IdS is a complete algebraic lattice.
A class of lattices is a variety if it is the class of all lattices that satisfy a given
set of lattice identities. It is known since Sachs [29] that every lattice variety is
closed under the assignment L 7→ IdL (see also Gra¨tzer [18, Lemma 59]).
The lattices Mω , M3,3 , and N5 are represented in Figure 2.1. They generate the
varieties Mω , M3,3 , and N5 , respectively. The labelings introduced on Figure 2.1
will be put to use in Section 5. We also denote by D the variety of all distributive
lattices, by M the variety of all modular lattices, and by L the variety of all lattices.
It is proved in Jo´nsson [22] (see also Jipsen and Rose [20, § 3.2]) that Mω is the
class of all modular lattices satisfying the following identity (lattice inclusion):
x ∧ (y ∨ (u ∧ v)) ∧ (u ∨ v) ≤ y ∨ (x ∧ u) ∨ (x ∧ v) .
In that paper, it is also proved that a variety V of modular lattices is contained
in Mω iff M3,3 does not belong to V.
M3,3Mω
u0 u1
v0v1
u
v
0
1
N5
0
1
p1
p2
p3
Figure 2.1. The lattices Mω , M3,3 , and N5
The following definition originates in Dean [9].
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Definition 2.1. A partial lattice is a structure (P,≤,
∨
,
∧
), where (P,≤) is a poset
and
∨
,
∧
are partial functions from [P ]<ω6=∅ to P satisfying the following properties:
(i) for all a ∈ P and all X ∈ [P ]<ω6=∅ , the relation a =
∨
X implies that
P ↑ a =
⋂
x∈X(P ↑ x);
(ii) for all a ∈ P and all X ∈ [P ]<ω6=∅ , the relation a =
∧
X implies that
P ↓ a =
⋂
x∈X(P ↓ x).
If P and Q are partial lattices, a homomorphism of partial lattices from P to Q
is an isotone map f : P → Q such that a =
∨
X (resp., a =
∧
X) implies that
f(a) =
∨
f [X ] (resp., f(a) =
∧
f [X ]), for all a ∈ P and all X ∈ [P ]<ω6=∅. We
say that a homomorphism f of partial lattices is an embedding if it is an order-
embedding, that is, f(a) ≤ f(b) implies that a ≤ b, for all a, b ∈ P .
We shall naturally identify lattices with partial lattices P such that the opera-
tions
∨
and
∧
are both defined everywhere on [P ]<ω6=∅.
Note. For an embedding f : P → Q of partial lattices, we do not require that∨
f [X ] be defined implies that
∨
X is defined (and dually), for X ∈ [P ]<ω6=∅.
3. Weak distributivity, ideal-projectivity, and sharp transferability
The concept of a weakly distributive map originates in Schmidt [30]. Schmidt’s
definition got extended, and slightly reformulated, in various papers on the Con-
gruence Lattice Problem (cf. Wehrung [32, 33]), see, in particular, [32, Definition
7-3.4]. The reformulated definition is the following.
Definition 3.1. LetK and L be join-semilattices. A join-homomorphism f : K → L
is weakly distributive if for all x ∈ K and all y0, y1 ∈ L, if f(x) ≤ y0∨y1, then there
are x0, x1 ∈ K such that x ≤ x0 ∨ x1 and each f(xi) ≤ yi.
If K and L are both downward directed (this is, for example, the case if they are
both lattices), then f is weakly distributive iff the inverse map f−1 : IdL → IdK
is a lattice homomorphism (cf. Wehrung [32, Exercise 7.7]).
We denote by wD (resp., wD∨) the class of all surjective weakly distributive
lattice homomorphisms (resp., surjective weakly distributive join-homomorphisms
between lattices). The following relativizes the classical definition of projectivity.
Definition 3.2. Let C be a class of lattices and let F be a class of surjective lattice
homomorphisms. A partial lattice P is F-projective with respect to C if for every
K,L ∈ C, every lattice homomorphism h : L։ K in F, and every homomorphism
f : P → K of partial lattices, there exists a homomorphism g : P → L of partial
lattices such that f = h ◦ g.
If F is the class of all surjective lattice homomorphisms, then we will just use
“projective” instead of “F-projective”.
Observe that we do not require P ∈ C in Definition 3.2, even if P is a lattice.
In this paper, our classes of lattices will usually be abstract classes, that is,
closed under isomorphic copies. Moreover, the class F will often be either the
class of all surjective lattice homomorphisms within a given variety, or the class
of all weakly distributive lattice homomorphisms within that variety. The relevant
feature common to those two classes is given by the following definition.
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Q
f
//
h

L
h

P
f // K
Figure 3.1. A pullback of lattices
Definition 3.3. An abstract class F of lattice homomorphisms satisfies pullback
transfer if for all lattices P , K, L and all lattice homomorphisms f : P → K and
h : L → K, with pullback Q = P Πf,h L and canonical maps f : Q → L and
h : Q→ P (cf. Figure 3.1), h ∈ F implies that h ∈ F.
Lemma 3.4. The class of all surjective lattice homomorphisms, and the class wD
of all surjective weakly distributive lattice homomorphisms, both satisfy pullback
transfer.
Proof. Given P , K, L, f , h as on Figure 3.1, it is well known (and easy to verify)
that up to isomorphism, the pullback is given byQ = {(x, y) ∈ P × L | f(x) = h(y)},
with f(x, y) = y and h(x, y) = x whenever (x, y) ∈ Q. It is trivial that the surjec-
tivity of h implies the one of h.
Now suppose that h ∈ wD and let (x, y) ∈ Q and x0, x1 ∈ P such that h(x, y) ≤
x0 ∨ x1; that is, x ≤ x0 ∨ x1. It follows that h(y) = f(x) ≤ f(x0) ∨ f(x1).
Since h is weakly distributive, there are y0, y1 ∈ L such that y ≤ y0 ∨ y1 and each
h(yi) ≤ f(xi). Since h is surjective, we may enlarge each yi in such a way that each
h(yi) = f(xi). It follows that (x, y) ≤ (x0, y0) ∨ (x1, y1) with each (xi, yi) ∈ Q and
h(xi, yi) = xi , thus completing the verification of pullback transfer for h. 
The following lemma enables us to simplify the definition of projectivity in the
presence of pullback transfer and under mild conditions on C.
Lemma 3.5. Let C be an abstract class of lattices, closed under sublattices and
nonempty finite products, and let F be a class of surjective lattice homomorphisms
satisfying pullback transfer. Then a lattice P is F-projective with respect to C iff
for every Q ∈ C, every map h : Q ։ P in F is a lattice retraction (i.e., there is a
lattice embedding f : P →֒ Q such that h ◦ f = idP ).
Proof. If P is F-projective with respect to C, then it trivially satisfies the given
condition (consider the identity map on P ).
Suppose, conversely, that the given condition holds. Let K,L ∈ C, with lattice
homomorphisms h : L ։ K in F and f : P → K. Consider the pullback Q =
P Πf,h L (cf. Figure 3.1). Since Q is a sublattice of P × L and by assumption
on C, Q belongs to C. Furthermore, by assumption on F, h belongs to F. Now
our assumption implies the existence of a lattice embedding g : P →֒ Q such that
h ◦ g = idP . Observe that h ◦ f ◦ g = f ◦ h ◦ g = f , thus completing the verification
of the F-projectivity of P with respect to C. 
Definition 3.6. Let ϕ be a set-valued function with domain a set X . A choice
function for ϕ is a function f with domain X such that f(x) ∈ ϕ(x) for every
x ∈ X . If ϕ : X → PowY , X and Y are objects in a (concrete) category C, and f
is a morphism in C, we then say that f is a choice morphism for ϕ. We extend
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this terminology to special classes of morphisms, such as choice homomorphisms,
choice embeddings, and so on.
Definition 3.7. Let C be a class of lattices. A partial lattice P is
• ideal-projective with respect to C if for every L ∈ C, every homomorphism
ϕ : P → IdL of partial lattices, and every choice function f0 for ϕ, there
exists a choice homomorphism of partial lattices f : P → L for ϕ such that
f0 ≤ f .
• sharply transferable with respect to C if for every L ∈ C and every embed-
ding ϕ : P →֒ IdL of partial lattices, there exists a choice homomorphism
of partial lattices f : P → L for ϕ such that f(x) ∈ ϕ(y) implies x ≤ y
whenever x, y ∈ P — we then say that f satisfies the transfer condition
with respect to ϕ.
• transferable with respect to C if for every L ∈ C, if P embeds into IdL as
a partial lattice, then it also embeds into L as a partial lattice.
Observe that in the context of Definition 3.7, if a choice homomorphism f : P → L
for ϕ satisfies the transfer condition with respect to ϕ, then it is an embedding,
and every choice homomorphism g for ϕ, such that f ≤ g, also satisfies the transfer
condition with respect to ϕ. Also, transferability and sharp transferability of P
with respect to C make sense only in case P embeds into the ideal lattice of some
lattice in C (otherwise, both transferability and sharp transferability are vacuously
satisfied).
The following result is essentially contained in Baker and Hales [1, Theorem A].
We include a proof, with an amendment regarding weak distributivity, for conve-
nience.
Proposition 3.8 (Baker and Hales, 1974). For every lattice L, the ideal lattice IdL
of L is the image, under a weakly distributive lattice homomorphism, of a sublattice
of an ultrapower of L.
Proof. The set Λ of all finite subsets of L, partially ordered by set inclusion, is lower
finite, that is, the subset ↓λ = {ξ ∈ Λ | ξ ⊆ λ} is finite for every λ ∈ Λ. Let U be an
ultrafilter on Λ such that each subset ↑λ = {ξ ∈ Λ | λ ⊆ ξ}, for λ ∈ Λ, belongs to U.
Denote by LΛ/U the ultrapower of L by U, and by ρ : LΛ ։ LΛ/U the canonical
projection.
The set S of all isotone maps from Λ to L is a sublattice of LΛ, thus the set
T = ρ[S] is a sublattice of LΛ/U. Since all elements of U are cofinal subsets of Λ, we
obtain that for every x ∈ S, all the subsets x[U ], where U ∈ U, generate the same
ideal of L, which we can thus denote by π(x/U) (where x/U denotes the equivalence
class of x modulo U). The map π is a lattice homomorphism from T to IdL. The
situation is illustrated on Figure 3.2.
Let x ∈ IdL and pick o ∈ x. The assignment λ 7→ o ∨
∨
(λ ∩ x) (where we
define o ∨
∨
∅ = o) defines an isotone map x : Λ → L, and π(x/U) = x. Hence, π
is surjective.
We claim that π is weakly distributive. Let x ∈ S and let a, b ∈ IdL such that
π(x/U) ≤ a ∨ b. The latter inequality means that xλ ∈ a ∨ b for every λ ∈ Λ. By
using the lower finiteness of Λ, we can construct inductively aλ and bλ, for λ ∈ Λ,
as follows. Suppose that aξ ∈ a and bξ ∈ b for every ξ < λ. Since xλ ∈ a∨ b, there
are aλ ∈ a and bλ ∈ b such that xλ ≤ aλ ∨ bλ. By joining aλ with
∨
ξ<λ aξ and bλ
with
∨
ξ<λ bξ , we may assume that aξ ≤ aλ and bξ ≤ bλ for every ξ < λ. This way,
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the maps a and b both belong to S, and x ≤ a ∨ b (thus x/U ≤ a/U ∨ b/U), with
π(a/U) ⊆ a and π(b/U) ⊆ b. This completes the proof of our claim. 
The following result investigates the connections between wD-projectivity and
(sharp) transferability relative to a class C of lattices, giving equivalences under
certain conditions on C.
Theorem 3.9. Let C be an abstract class of lattices and let P be a partial lattice.
Consider the following statements:
(1) P is ideal-projective with respect to C.
(2) P is wD∨-projective with respect to C.
(3) P is wD-projective with respect to C.
(4) P is sharply transferable with respect to C.
(5) P is transferable with respect to C.
Then the following statements hold:
(a) The implications (1)⇒(2)⇒(3) and (4)⇒(5) always hold.
(b) If P is finite and C is closed under sublattices, images under weakly distributive
lattice homomorphisms, and ultraproducts, then (3) implies (1).
(c) If P is finite, then (1) implies (4).
(d) If P ∈ C and C is closed under sublattices and nonempty finite products, then (4)
implies (3).
S  //
ρ↾
S

LΛ
ρ

S  //
ρ↾
S

LΛ
ρ

T
pi



// LΛ/U T
pi



// LΛ/U
IdL P
ψ
>>
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
ϕ
//
ψ˙
FF
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
IdL
Figure 3.2. Illustrating the proofs of Proposition 3.8 (left) and
Theorem 3.9(b) (right)
Proof. (a). The only nontrivial implication to be verified is (1)⇒(2). Let P be ide-
al-projective with respect to C. Let K,L ∈ C, let f : P → K be a homomorphism
of partial lattices, and let h : L ։ K be a surjective weakly distributive join-
homomorphism. We set ϕ(x) = {t ∈ L | h(t) ≤ f(x)}, for any x ∈ P . Since h
is weakly distributive, ϕ is a homomorphism of partial lattices from P to IdL.
Since h is surjective, for each x ∈ P , there exists g0(x) ∈ L such that h(g0(x)) =
f(x). In particular, g0 is a choice function for ϕ. By assumption, there is a choice
homomorphism of partial lattices g : P → L for ϕ such that g0 ≤ g. Let x ∈ P .
On the one hand, g(x) ∈ ϕ(x) means that (h ◦ g)(x) ≤ f(x). On the other hand,
g0(x) ≤ g(x) implies that f(x) = (h ◦ g0)(x) ≤ (h ◦ g)(x). Therefore, h ◦ g = f .
(b). Suppose that P is wD-projective with respect to C, let L ∈ C, and let
ϕ : P → IdL be a lattice homomorphism. We apply Baker and Hales’ representation
of IdL obtained from Proposition 3.8. We keep the notation of the proof of that
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lemma. The situation is illustrated on Figure 3.2. It follows from Proposition 3.8,
together with the assumptions on C, that T and IdL both belong to C.
Since P is wD-projective with respect to C, there exists a lattice homomorphism
ψ : P → T such that ϕ = π ◦ψ. Since ρ is surjective, there is a map ψ˙ : P → S (not
a homomorphism a priori) such that ψ = ρ ◦ ψ˙. Set ψ˙(x) =
(
ψ˙λ(x) | λ ∈ Λ
)
, for
every x ∈ P . Since ψ is a lattice homomorphism, all sets of the form
U∨X =
{
λ ∈ Λ | ψ˙λ
(∨
X
)
=
∨
ψ˙λ[X ]
}
, for X in the domain of
∨
,
U∧X =
{
λ ∈ Λ | ψ˙λ
(∧
X
)
=
∧
ψ˙λ[X ]
}
, for X in the domain of
∧
,
belong to U. Since P is finite, the intersection U , of all sets of the form U∨X or U
∧
X ,
belongs to U. Observe that
ψ˙λ is a homomorphism of partial lattices from P to L , for every λ ∈ U . (3.1)
Now let f0 : P → L be a choice function for ϕ. For each x ∈ P , f0(x) belongs
to ϕ(x) = π(ψ(x)) = π
(
ψ˙(x)/U
)
, which is the ideal generated by the range of the
map ψ˙(x). Hence, f0(x) ≤ ψ˙λ(x) for all large enough λ ∈ Λ. Since P is finite and U
is cofinal in Λ, there exists λ ∈ U such that f0(x) ≤ ψ˙λ(x) for every x ∈ P . The
map f = ψ˙λ is a choice function for ϕ, and f0 ≤ f . Furthermore, by (3.1), f is a
lattice homomorphism.
(c). We suppose that (1) holds. Let L ∈ C and let ϕ : P →֒ IdL be an embedding
of partial lattices. Pick o ∈ ϕ(0P ), and pick ax,y ∈ ϕ(x) \ ϕ(y), for all x, y ∈ P
such that x  y. For every x ∈ P , it follows from the finiteness of P that we can
define f0(x) = o ∨
∨
(ax,y | y ∈ P , x  y) (the right hand side of that expression
being defined as being equal to o in case the big join is empty). Since o ∈ ϕ(0P )
and each ax,y ∈ ϕ(x), f0 is a choice function for ϕ. By our assumption, there is
a choice homomorphism f : P → L for ϕ such that f0 ≤ f . We need to prove
that x  y implies that f(x) /∈ ϕ(y), for all x, y ∈ P . This holds indeed, because
ax,y ≤ f0(x) ≤ f(x) while ax,y /∈ ϕ(y).
(d). By applying Lemmas 3.4 and 3.5 to F = wD, we see that it suffices to prove
that for every P ∈ C which is sharply transferable with respect to C, and for every
surjective weakly distributive lattice homomorphism h : Q ։ P , there is a lattice
embedding f : P →֒ Q such that h ◦ f = idP . In fact, we shall prove a little more:
indeed, h will only need to be a surjective weakly distributive join-homomorphism.
Define a map ϕ : P → IdQ by setting ϕ(x) = {t ∈ Q | h(t) ≤ x}, for every
x ∈ P . It is trivial that ϕ is a meet-homomorphism. Furthermore, since h is weakly
distributive, ϕ is also a join-homomorphism; whence it is a lattice homomorphism.
Since h is surjective, x is the largest element of h[ϕ(x)], for every x ∈ P ; whence ϕ
is a lattice embedding. Since P is sharply transferable with respect to C, there is a
lattice embedding f : P →֒ Q such that
f(x) ∈ ϕ(y) ⇐⇒ x ≤ y , for all x, y ∈ P .
This means that (h ◦ f)(x) ≤ y iff x ≤ y, for all x, y ∈ P ; whence h ◦ f = idP . 
Corollary 3.10. Let C be an abstract class of lattices, closed under sublattices,
nonempty finite products, images under weakly distributive lattice homomorphisms,
and ultrapowers, and let P be a finite member of C. Then the following are equiva-
lent:
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(a) P is wD∨-projective with respect to C.
(b) P is wD-projective with respect to C.
(c) P is ideal-projective with respect to C.
(d) P is sharply transferable with respect to C.
In particular, Corollary 3.10 applies to the case where C is a variety of lattices.
It also applies to the case where C is the class of all lattices of finite length within
a given variety. Nevertheless, we will see in Section 4 that Corollary 3.10 does not
extend to more general, although natural, classes of lattices. We will also see that
even for finite distributive lattices, transferability and sharp transferability, with
respect to a given lattice variety, are distinct concepts (cf. Proposition 5.7).
A direct application of Theorems 3.9 and 1.2 yields the following.
Corollary 3.11. Every finite distributive lattice is wD∨-projective, ideal-projec-
tive, and sharply transferable, all with respect to D.
In particular, for every finite distributive lattice D, every distributive lattice E,
and every surjective weakly distributive join-homomorphism h : E ։ D, there is a
lattice embedding f : D →֒ E such that h ◦ f = idD.
Similarly, a direct application of Theorems 3.9 and 1.3 yields the following.
Corollary 3.12. Every finite distributive lattice is wD∨-projective, ideal-projec-
tive, and sharply transferable, all with respect to Mnœth.
In particular, for every finite distributive lattice D, every M ∈ Mnœth, and
every surjective weakly distributive join-homomorphism h : M ։ D, there is a
lattice embedding f : D →֒M such that h ◦ f = idD.
4. Relatively complemented lattices
From now on we shall denote by R the class of all relatively complemented lat-
tices, and by Rmod the class of all modular members of R. One of the consequences
of the present section will be that the conclusion of Corollary 3.10 does not extend
to the class Rmod .
Theorem 4.1. Every finite distributive lattice is sharply transferable with respect
to Rmod .
Proof. Let D be a finite distributive lattice, let M ∈ Rmod , and let ϕ : D →֒ IdM
be a lattice embedding. We need to find a choice homomorphism for ϕ which
satisfies the transfer condition with respect to ϕ.
Set P = JiD = {p1, . . . , pm} in such a way that pi ≤ pj implies i ≤ j, for
all i, j ∈ [1,m]. Moreover, fix o ∈ ϕ(0D). Since D is finite distributive, for any
p ∈ P , there is a largest p† ∈ D such that p  p†. Observe that p ∧ p† = p∗,
the unique lower cover of p. Since ϕ is an embedding, for any k ∈ [1,m], there is
ak ∈ ϕ(pk) \ ϕ(p
†
k). Replacing ak by ak ∨ o, we may assume that each ak ≥ o. Set
a<k =
∨
1≤i<k ai , where the empty join is set equal to o. Since M is relatively
complemented, the element ak ∧ a<k has a relative complement bk in the interval
[o, ak], for each k ∈ [1,m].
Claim 1. ak ∧ a<k ∈ ϕ(pk∗) and bk ∈ ϕ(pk) \ ϕ(p
†
k), for any k ∈ [1,m].
Proof of Claim. Observing that pk  pi whenever 1 ≤ i < k, we obtain that
pi ≤ p
†
k. It follows that a<k ∈ ϕ(p
†
k), so ak ∧ a<k ∈ ϕ(pk) ∩ ϕ(p
†
k) = ϕ(pk∗).
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From bk ≤ ak it follows that bk ∈ ϕ(pk). Furthermore, from ak = (ak ∧ a<k) ∨ bk ,
ak ∧ a<k ∈ ϕ(p
†
k), and ak /∈ ϕ(p
†
k) it follows that bk /∈ ϕ(p
†
k).  Claim 1.
Claim 2. The finite sequence (b1, . . . , bm) is independent over o.
Proof of Claim. Set b<k =
∨
1≤i<k bi , for every k ∈ [1,m]. Since M is modular,
it suffices (cf. Gra¨tzer [18, Theorem 360]) to prove that bk ∧ b<k = o whenever
1 ≤ k ≤ m. Since o ≤ b<k ≤ a<k and a<k ∧ bk = o, this is obvious.  Claim 2.
By Claim 2 and since D is distributive, the map f : D → M defined by the
rule f(x) =
∨
(bi | i ∈ [1,m] , pi ≤ x), for any x ∈ D, is a lattice homomorphism
from D to M . Since each bi ∈ ϕ(pi), f is a choice function for ϕ.
It remains to verify that f satisfies the transfer condition with respect to ϕ. For
this, it suffices in turn to verify that f(pk) ∈ ϕ(x) implies that pk ≤ x, for each
(k, x) ∈ [1,m]×D. Suppose, to the contrary, that pk  x. This means that x ≤ p
†
k.
It follows that f(pk) ∈ ϕ(p
†
k), a contradiction since bk ≤ f(pk) and by Claim 1. 
We do not know whether every finite distributive lattice is projective with respect
to Rmod . Since no section of the canonical surjective homomorphism from D̂4
onto D4 (cf. Figure 1.1) is a lattice homomorphism, D4 is not projective with
respect to D (see Balbes [2] for a much more general result). Hence, D4 it is also
not projective with respect to M. However, Rmod is properly contained in M, so
Balbes’ result does not say anything about projectivity with respect to Rmod , unless
it already holds in M. And indeed, we can state the following.
Theorem 4.2. The lattice D4 is projective with respect to R.
Proof. We must prove that wheneverK and L are relatively complemented lattices,
h : L ։ K is a surjective lattice homomorphism, and a0, a1, b0, b1 ∈ K such that
a0 ∨ a1 = b0 ∧ b1, there are x0, x1, y0, y1 ∈ L such that each h(xi) = ai , each
h(yi) = bj , and x0 ∨ x1 = y0 ∧ y1. Since h is surjective, there are u0, x1, y0, y1 ∈ L
such that h(u0) = a0, h(x1) = a1, and each h(yi) = bj . By replacing each yi
by yi ∨ u0 ∨ x1, we may assume that u0 ∨ x1 ≤ y0 ∧ y1. Since L is relatively
complemented, the element u0 ∨ x1 has a relative complement x0 in the interval
[u0, y0 ∧ y1]. From h(u0 ∨ x1) = h(y0 ∧ y1) it follows that h(x0) = h(u0) = a0 .
Furthermore, by definition, x0 ∨ x1 = x0 ∨ u0 ∨ x1 = y0 ∧ y1. 
Theorem 4.3. The lattice D4 is not ideal-projective with respect to Rmod .
Proof. For any field k, we consider distinct symbols an and bn, for n < ω, and
the vector space E over k with basis {an | n < ω} ∪ {bn | n < ω}. For any family
(xi | i ∈ I) of elements of E, we denote by 〈xi | i ∈ I〉 the vector subspace of E
generated by {xi | i ∈ I}. We also write 〈x1, . . . , xn〉 instead of 〈xi | i ∈ [1, n]〉, and
so on, for sequences enumerated by intervals of ω. We consider the complemented
modular (thus relatively complemented) lattice L = SubE of all subspaces of the
vector space E.
We set An = 〈a0, . . . , an〉 and Bn = 〈b0, . . . , bn〉, for each n < ω, and further,
C0 = 〈a0 + b0, a1 + b1 + a0, a2 + b2 + a1, a3 + b3 + a2, . . .〉 ,
D0 = 〈a0 + b0, a1 + b1, a2 + b2, a3 + b3, . . .〉 ,
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and
Cn+1 = C0 +An +Bn ,
Dn+1 = D0 +An +Bn ,
for each n < ω. Elementary calculations yield that
Cn+1 = 〈a0, b0, . . . , an, bn, an+1 + bn+1, an+2 + bn+2 + an+1, an+3 + bn+3 + an+2, . . .〉 ,
Dn+1 = 〈a0, b0, . . . , an, bn, an+1 + bn+1, an+2 + bn+2, an+3 + bn+3, . . .〉 ,
for all n < ω. Hence, a further elementary calculation yields
Cn ∩Dn = 〈a0, b0, . . . , an−1, bn−1, an + bn〉 , for each n < ω .
It follows that Cn ∩ Dn ⊆ An + Bn ⊆ Cn+1 ∩ Dn+1, for all n < ω. Hence,
denoting by a0, a1, b0, b1 the ideals of L generated by {An | n < ω}, {Bn | n < ω},
{Cn | n < ω}, {Dn | n < ω}, respectively, we obtain that a0 ∨a1 = b0 ∩ b1 in IdL.
Suppose that D4 is ideal-projective with respect to Rmod . Then there areXi ∈ ai
and Yi ∈ bi, for i ∈ {0, 1}, such that X0 +X1 = Y0 ∩ Y1, C0 ⊆ Y0, and D0 ⊆ Y1.
There is m < ω such that X0 ⊆ Am and X1 ⊆ Bm. Setting Z = X0+X1 = Y0∩Y1,
it follows that X0 ⊆ Z ∩ Am, X1 ⊆ Z ∩Bm, Z + C0 ⊆ Y0, and Z +D0 ⊆ Y1, thus
Z = (Z ∩ Am) + (Z ∩Bm) = (Z + C0) ∩ (Z +D0) . (4.1)
We claim that {an, bn} ⊆ Z, for each n < ω. We argue by induction on n. Suppose
having proved that {ak, bk} ⊆ Z for each k < n. Since C0 ⊆ Z + C0, it follows
that Cn ⊆ Z + C0, thus an + bn ∈ Z + C0. A similar proof yields that an + bn ∈
Z +D0. By (4.1), it follows that an + bn ∈ (Z ∩Am) + (Z ∩Bm), thus, a fortiori,
an + bn ∈ (Z ∩Am′) + (Z ∩Bm′) where we set m
′ = max {m,n}. Since an ∈ Am′ ,
bn ∈ Bm′ , and Am′ ∩ Bm′ = {0}, we get an ∈ Z ∩ Am′ and bn ∈ Z ∩ Bm′ , thus
completing the induction step. Now, our claim at stage n = m + 1 yields that
am+1 ∈ (Z ∩ Am) + (Z ∩Bm) ⊆ Am +Bm, a contradiction. 
5. Varieties for which D4 is sharply transferable
This section will be focused on the lattice D4 introduced in Section 1 (cf. Fig-
ure 1.1). Collapsing the central segment [a0 ∨ a1, b0 ∧b1] defines a surjective lattice
homomorphism from D̂4 onto D4. Since no section of that map is a lattice homo-
morphism, and since D̂4 is distributive, D4 is not projective with respect to D.
Further, by the characterization of sharp transferability given in Gaskill, Gra¨tzer,
and Platt [15, Theorem 4.4], D4 is not sharply transferable with respect to L (be-
cause it fails Whitman’s Condition). In fact, D4 is the smallest lattice failing
Whitman’s Condition (thus failing transferability with respect to the variety L of
all lattices).
On the other hand, it follows from Theorem 1.2 that D4 is sharply transferable
with respect to D. The present section is devoted to pushing this observation a bit
further.
Our first lemma introduces a quasi-identity satisfied by the variety Mω .
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Lemma 5.1. Let M ∈ Mω and let a0, a1, b0, b1, a
′
0, a
′
1, b
′
0, b
′
1 ∈ M satisfy the fol-
lowing conditions:
ai ≤ a
′
i (for all i ∈ {0, 1}) ; (5.1)
b′i = bi ∨ a0 ∨ a1 (for all i ∈ {0, 1}) ; (5.2)
b0 ∧ b1 ≤ a0 ∨ a1 ; (5.3)
b′0 ∧ b
′
1 ≤ a
′
0 ∨ a
′
1 . (5.4)
Set a∗i = a
′
i ∧ b
′
0 ∧ b
′
1, for each i ∈ {0, 1}. Then a
∗
0 ∨ a
∗
1 = b
′
0 ∧ b
′
1.
Proof. By Birkhoff’s Theorem, every member of Mω is a subdirect product of sub-
directly irreducible members of Mω, so it suffices to verify our statement in case M
is subdirectly irreducible. Then it follows from Jo´nsson’s Lemma (cf. Jo´nsson [21,
Corollary 3.2]) that M is a homomorphic image of a lattice of length at most 2,
thus M has length at most 2.
Next, we observe the following obvious consequence of (5.1) and (5.2):
ai ≤ a
∗
i ≤ a
′
i , for each i ∈ {0, 1} . (5.5)
The inequality a∗0 ∨ a
∗
1 ≤ b
′
0 ∧ b
′
1 is trivial. Furthermore, if a0 = a1 = 0, then each
b′i = bi , thus, by (5.3), b
′
0 ∧ b
′
1 = b0 ∧ b1 ≤ a0 ∨ a1 ≤ a
∗
0 ∨ a
∗
1 and we are done.
Now suppose, towards a contradiction, that a∗0 ∨ a
∗
1 < b
′
0 ∧ b
′
1. By the paragraph
above, together with (5.5), the element a∗0 ∨ a
∗
1 is nonzero. Since M has length at
most 2, it follows that b′0 ∧ b
′
1 = 1, whence each a
∗
i = a
′
i. Using (5.4), we get
1 = b′0 ∧ b
′
1 ≤ a
′
0 ∨ a
′
1 = a
∗
0 ∨ a
∗
1 ,
a contradiction. 
Lemma 5.2. Let C be a convex sublattice of a lattice L and let Λ be a chain. Then
the set M , of all antitone x ∈ LΛ such that x[Λ] ∩ C 6= ∅, is a sublattice of LΛ.
Proof. Observe first that M is nonempty (for all constant maps with value in C
belong to M).
Now let x, y ∈M . We must prove that x ∨ y and x ∧ y both belong to M . The
maps x∨ y and x∧ y are both antitone. Let ξ, η ∈ Λ and u, v ∈ C such that xξ = u
and yη = v. Since Λ is a chain, we may assume that ξ ≤ η. Since xη ≤ xξ = u, we
get (x∨y)η = xη∨v ∈ [v, u∨v], thus, as C is a convex sublattice of L, (x∨y)η ∈ C.
Similarly, (x ∧ y)ξ ∈ C. 
Our next lemma deals with solutions of equations in members of the variety N5 .
For any nonnegative integer m, we denote by Ωm the set of all tuples z =
(x0, . . . , xm, y0, . . . , ym, u, v) ∈ N
2m+4
5 such that x0 ≤ · · · ≤ xm, y0 ≤ · · · ≤ ym,
u∧v ≤ x0∨y0, and (u∨xk ∨yk)∧ (v∨xk ∨yk) ≤ xk+1 ∨yk+1 whenever 0 ≤ k < m.
In that context, we set c(z) = u, d(z) = v, ak(z) = xk , and bk(z) = yk , whenever
0 ≤ k ≤ m, and we denote by 〈z〉 the sublattice of N5 generated by the entries of z.
We also denote by 0z (resp., 1z) the least element (resp., the largest element) of 〈z〉.
We set Lm =
∏
z∈Ωm
〈z〉, and we denote by Fm the sublattice of Lm generated
by Xm = {a0, . . . , am, b0, . . . , bm, c, d}. A standard argument of universal algebra
shows that Fm is the lattice defined, within N5, by the generators a0, . . . , am, b0,
. . . , bm, c, d and the relations a0 ≤ · · · ≤ am, b0 ≤ · · · ≤ bm, c ∧ d ≤ a0 ∨ b0, and
(c ∨ ak ∨ bk) ∧ (d ∨ ak ∨ bk) ≤ ak+1 ∨ bk+1 whenever 0 ≤ k < m.
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We define β(t) as the least element f ∈ Fm such that t ≤ f , for any t ∈ Lm.
Observe that β is a surjective (∨, 0)-homomorphism from Lm onto Fm. We also
define β0(t) as the meet, in Lm, of all the elements of the generator set Xm above t.
Hence, β(t) ≤ β0(t). Furthermore, if t is join-prime in Lm, then β(t) = β0(t) (this
is well known, see, for example, Freese, Jezˇek, and Nation [12, Theorem 2.4]).
Lemma 5.3. For any nonnegative integer m, there is no f ∈ Fm satisfying the
equation (f ∨ c) ∧ (f ∨ d) = (f ∧ am) ∨ (f ∧ bm).
Proof. Let f satisfy the given equation. Observe that f = (f ∨ c) ∧ (f ∨ d) =
(f ∧am)∨ (f ∧ bm). For each t ∈ N5 and each I ⊆ [0,m], we define t · I as the finite
sequence (t0, . . . , tm) defined by
tk =
{
0 , if k /∈ I ,
t , if k ∈ I ,
for each k ∈ [0,m] .
Furthermore, we denote by t · z the element of Lm sending z to t and every z
′ 6= z
to 0z′ , whenever z ∈ Ωm and t ∈ 〈z〉.
Claim 1. a0 ∨ b0 ≤ f .
Proof of Claim. The (2m+4)-tuple z = (p1 · [0,m], p3 · [0,m], p2, p2) belongs to Ωm,
and f(z) = f(z)∨p2 = (f(z)∧p1)∨ (f(z)∧p3), thus f(z) = 1, and thus, a fortiori,
p3 ≤ f(z). The latter inequality means that p3 · z ≤ f , so, since f ∈ Fm, we
get β(p3 · z) ≤ f . Since p3 is join-prime in 〈z〉, p3 · z is join-prime in Lm, thus
β(p3 · z) = β0(p3 · z) = b0. Therefore, b0 ≤ f . Symmetrically, a0 ≤ f .  Claim 1.
Claim 2. (ak ∧ c) ∨ (ak ∧ d) ∨ (bk ∧ c) ∨ (bk ∧ d) ≤ f , whenever 0 ≤ k ≤ m.
Proof of Claim. We argue by induction on k. The case k = 0 follows from Claim 1.
Suppose the statement proved at k < m. Since z = (p3·[k+1,m], p1·[k,m], p2, p3)
belongs to Ωm and f(z) = (f(z) ∨ p2) ∧ (f(z) ∨ p3) = (f(z) ∧ p1) ∨ (f(z) ∧ p3), we
get f(z) ∈ {0, 1, p3}. Moreover, by the induction hypothesis, bk ∧ c ≤ f , so we get
f(z) ≥ p1∧p2 = p1, so the only remaining possibility is f(z) = 1, and so, a fortiori,
p3 ≤ f(z), that is, p3 · z ≤ f . Hence, ak+1 ∧ d = β0(p3 · z) = β(p3 · z) ≤ f . By
symmetry, ak+1 ∧ c, bk+1 ∧ c, and bk+1 ∧ d are also below f .  Claim 2.
Finally, the element z = (0 · [0,m], p1 · {m} , p2, p3) belongs to Ωm, and f(z) =
(f(z) ∨ p2) ∧ (f(z) ∨ p3) = f(z) ∧ p1, thus f(z) = 0. On the other hand, it follows
from Claim 2 that bm ∧ c ≤ f , thus p1 ≤ f(z), a contradiction. 
Theorem 5.4. Let V be a variety of lattices. Then D4 is sharply transferable with
respect to V iff V is contained in Mω .
Proof. We first prove that D4 is sharply transferable with respect to Mω . By
Theorem 3.9, it suffices to prove that D4 is ideal-projective with respect to Mω .
Let M ∈ Mω, let ϕ : D4 → IdM be a lattice homomorphism, and let f0 : D4 → M
be a choice function for ϕ. We need to find a choice homomorphism f : D4 → M
for ϕ such that f0 ≤ f . We may assume that f0 is a join-homomorphism. The
ideals ai = ϕ(ai) and bi = ϕ(bi), for i ∈ {0, 1}, satisfy a0 ∨ a1 = b0 ∩ b1. Each
element bi = f0(bi) belongs to bi , thus b0 ∧ b1 belongs to b0 ∩ b1 = a0 ∨ a1, and
thus there are ai ≥ f0(ai) in ai , for i ∈ {0, 1}, such that b0 ∧ b1 ≤ a0 ∨ a1. The
element b′i = bi ∨ a0 ∨ a1 belongs to bi , for each i ∈ {0, 1}, thus b
′
0 ∧ b
′
1 belongs
to b0 ∩ b1 = a0 ∨ a1, and thus there are a
′
i ≥ ai in ai , for i ∈ {0, 1}, such that
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b′0 ∧ b
′
1 ≤ a
′
0 ∨ a
′
1. Each element a
∗
i = a
′
i ∧ b
′
0 ∧ b
′
1 belongs to ai , and it follows
from Lemma 5.1 that a∗0 ∨ a
∗
1 = b
′
0 ∧ b
′
1. The assignment 0D4 7→ a
∗
0 ∧ a
∗
1, ai 7→ a
∗
i ,
bi 7→ b
′
i , 1D4 7→ b
′
0 ∨ b
′
1 defines a choice homomorphism f : D4 → M for ϕ with
f0 ≤ f . Therefore, D4 is sharply transferable with respect to Mω .
Conversely, let V be a lattice variety not contained in Mω . Suppose that D4 is
sharply transferable with respect to V.
Suppose first that all lattices in V are modular. It follows from Jo´nsson [22] (cf.
Section 2) that M3,3 belongs to V. Denote by Z the chain of all integers. By using
the labeling of M3,3 introduced in Figure 2.1, together with Lemma 5.2, we obtain
that the sublattice M of MZ3,3, consisting of all antitone maps x : Z → M3,3 such
that x[Z] ∩ {u, v} 6= ∅, belongs to V. For all i ∈ {0, 1} and all n ∈ Z, we denote
by ai,n and bi,n the elements of M defined, using the labeling of M3,3 represented
in Figure 2.1, by
ai,n(k) =

ui , if k ≤ n− 1 ,
u , if k = n ,
0 , if k ≥ n+ 1 ,
bi,n(k) =

1 , if k ≤ n− 2 ,
v , if k = n− 1 ,
vi , if k ≥ n ,
for every k ∈ Z. Observe that the sequences (ai,n | n ∈ Z) and (bi,n | n ∈ Z) are
both ascending, for every i ∈ {0, 1}. Thus, the lower subsets ai and bi , generated
by the respective ranges of those sequences, are ideals of M . Furthermore, the
verification of the following inequalities is straightforward:
b0,n ∧ b1,n ≤ a0,n ∨ a1,n ≤ b0,n+1 ∧ b1,n+1 , whenever n ∈ Z . (5.6)
It follows that a0∨a1 = b0∩b1. Since a0 and a1 (resp., b0 and b1) are incomparable
with respect to set inclusion, there exists a unique lattice embedding ϕ : D4 →֒ IdM
such that ϕ(ai) = ai and ϕ(bi) = bi for each i ∈ {0, 1}.
For every z ∈ M , denote by z(∞) the constant value of z(n), for large enough
n ∈ Z.
Claim. Let i ∈ {0, 1} and let y ∈ bi \ b1−i. Then y(∞) = vi.
Proof of Claim. From y ∈ bi it follows that y(∞) ≤ vi , so y(∞) ∈ {0, vi}. Suppose
that y(∞) = 0. Since y ∈ bi , there exists m ∈ Z such that y ≤ bi,m and y(k) =
0 whenever k ≥ m. It follows that y ≤ b1−i,m, so y ∈ b1−i , a contradiction.
 Claim.
Since D4 is sharply transferable with respect to V and since M ∈ V, there are
xi ∈ ai \ a1−i and yi ∈ bi \ b1−i , for i ∈ {0, 1}, such that x0 ∨ x1 = y0 ∧ y1. From
the Claim above it follows that yi(∞) = vi. Hence,
vi ≤ yi(n) for every n ∈ Z . (5.7)
On the other hand, from xi ∈ ai it follows that
xi(n) ≤ ui for every n ∈ Z . (5.8)
Since x0(n) ∨ x1(n) = y0(n) ∧ y1(n) within M3,3 , the only possibilities allowed
by (5.7) and (5.8) above are that either x0(n) = x1(n) = 0 and yi(n) = vi for
every i ∈ {0, 1}, or y0(n) = y1(n) = 1 and xi(n) = ui for every i ∈ {0, 1} (inspect
Figure 2.1). In particular, the range of x0 is contained in {0, u0}, in contradiction
with x0 ∈M .
Now suppose that V contains a nonmodular lattice. It follows that N5 ⊆ V.
Denote by F the lattice defined, within N5, by the generators an , bn , for n < ω, and
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c, d subjected to the relations c∧d ≤ a0 ∨ b0, together with an ≤ an+1 , bn ≤ bn+1 ,
and (c ∨ an ∨ bn) ∧ (d ∨ an ∨ bn) ≤ an+1 ∨ bn+1 whenever n < ω. Let a0, a1, b0, b1
be the ideals of F generated by {an | n < ω}, {bn | n < ω}, {c ∨ an ∨ bn | n < ω},
{d ∨ an ∨ bn | n < ω}, respectively. The relations defining the an , bn , c, d ensure
that a0 ∨ a1 = b0 ∩ b1.
Since, by our assumption, D4 is sharply transferable with respect to N5, it is also
ideal-projective with respect to N5 (cf. Theorem 3.9), thus there are xi ∈ ai and
yi ∈ bi , for i ∈ {0, 1}, such that c ≤ y0, d ≤ y1, and
x0 ∨ x1 = y0 ∧ y1 (5.9)
within F .
Preservation of the canonical generators ai , bi , c, d defines lattice homomor-
phisms from Fk to Fl and from Fk to F , whenever k ≤ l < ω, and those homo-
morphisms form a direct system of lattices and lattice homomorphisms. Since the
direct limit (directed colimit in categorical language) lim
−→k<ω
Fk satisfies the univer-
sal property defining F , it follows that F = lim
−→k<ω
Fk. Hence, there exists m < ω
such that (5.9) holds within Fm (we identify the xi and yi with lattice terms,
with parameters from the aj , bj , c, d, representing them). Since each xi ∈ ai ,
we may, in addition, choose m in such a way that x0 ≤ am and x1 ≤ bm. Set
f = x0 ∨x1 = y0∧y1 (within Fm). From the inequalities x0 ≤ am∧f , x1 ≤ bm∧f ,
c ∨ f ≤ y0, and d ∨ f ≤ y1, it follows that the equation
(am ∧ f) ∨ (bm ∧ f) = (c ∨ f) ∧ (d ∨ f)
holds within Fm, in contradiction with Lemma 5.3. 
A subalgebraA of a universal algebraB is pure in B, if whenever a finite equation
system, with parameters from A, has a solution in B, it also has a solution in A (cf.
Banaschewski and Nelson [3]). An embedding f : A →֒ B of universal algebras is
pure, it f [A] is a pure subalgebra of B. Nelson observes in [26] that as a consequence
of Theorem 1.2, the canonical embedding, of any distributive lattice into its ideal
lattice, is pure. She also finds an example (constructed as the dual lattice of an
example from Wille [34]) of a lattice of which the canonical embedding into its ideal
lattice is not pure, and she asks whether this can be done for modular lattices. The
following result answers that question in the negative.
Theorem 5.5. There exists a lattice M ∈ M3,3 such that the canonical embedding
from M into IdM is not pure.
Of course, since M3,3 is modular, so is M .
Proof. As in the second part of the proof of Theorem 5.4, M is the sublattice
of MZ3,3 consisting of all antitone maps x : Z → M3,3 such that x[Z] ∩ {u, v} 6= ∅.
The elements ai,n and bi,n of M , and the ideals ai and bi , for i ∈ {0, 1} and n ∈ Z,
are defined as in the proof of Theorem 5.4. The constant map x : Z→ {x} belongs
to M iff x ∈ {u, v}, for every x ∈ M3,3 . Let ↓y be shorthand for M ↓ y, whenever
y ∈M .
The proofs of our next two claims are straightforward computations.
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Claim 1. The following inequalities hold in IdM :
↓ai,0 ≤ ai and ↓ bi,1 ≤ bi , for all i ∈ {0, 1} ;
a0 ∨ a1 = b0 ∧ b1 ;
a0 ∨ ↓v = a1 ∨ ↓v = b0 ∨ b1 ;
b0 ∧ ↓u = b1 ∧ ↓u = a0 ∧ a1 .
Claim 2. The only quadruples (x0, x1, y0, y1) ∈ M
4
3,3 such that
x0 ∨ x1 = y0 ∧ y1 ;
x0 ∨ v = x1 ∨ v = y0 ∨ y1 ;
y0 ∧ u = y1 ∧ u = x0 ∧ x1
are (u0, u1, 1, 1), (u1, u0, 1, 1), (0, 0, v0, v1), (0, 0, v1, v0), (u, u, u, v), (u, u, v, u),
(u, v, v, v), (v, u, v, v).
Now suppose that there is a quadruple z = (x0, x1, y0, y1) ∈ M
4 that satisfies
the system of inequalities given in Claim 1; that is,
ai,0 ≤ xi and bi,1 ≤ yi , for all i ∈ {0, 1} ; (5.10)
x0 ∨ x1 = y0 ∧ y1 ; (5.11)
x0 ∨ v = x1 ∨ v = y0 ∨ y1 ; (5.12)
y0 ∧ u = y1 ∧ u = x0 ∧ x1 . (5.13)
Claim 3. z(n) = (u0, u1, 1, 1), for every n < 0.
Proof of Claim. For each i ∈ {0, 1}, it follows from (5.10) that ui = ai,0(n) ≤ xi(n).
Since the quadruple z(n) = (x0(n), x1(n), y0(n), y1(n)) satisfies the equation system
given in Claim 2, this leaves the only possibility z(n) = (u0, u1, 1, 1).  Claim 3.
Claim 4. z(n) = (0, 0, v0, v1), for every n > 0.
Proof of Claim. For each i ∈ {0, 1}, it follows from (5.10) that vi = bi,1(n) ≤ yi(n).
Since the quadruple z(n) = (x0(n), x1(n), y0(n), y1(n)) satisfies the equation system
given in Claim 2, it can only take one of the values
(u0, u1, 1, 1) , (u1, u0, 1, 1) , (0, 0, v0, v1) , (u, v, v, v) , (v, u, v, v) .
Moreover, since each xi and yi is antitone and by Claim 3, we get z(n) ≤ (u0, u1, 1, 1).
Hence either z(n) = (u0, u1, 1, 1) or z(n) = (0, 0, v0, v1). In the first case, it follows
from the isotonicity of z that z(−1) ≤ z(0) ≤ z(1), thus z(0) = (u0, u1, 1, 1), and
thus z(k) = (u0, u1, 1, 1) for all k. In particular, x0 = u0 does not belong to M , a
contradiction.  Claim 4.
Since z(−1) ≤ z(0) ≤ z(1) and by Claims 3 and 4, we obtain the inequalities
(0, 0, v0, v1) ≤ z(0) ≤ (u0, u1, 1, 1) .
By Claim 2, it follows that z(0) takes one of the values
(u0, u1, 1, 1) , (0, 0, v0, v1) .
By Claims 3 and 4, it follows that x0(n) ∈ {0, u0} for every n ∈ Z, in contradiction
with x0 ∈M .
We have thus proved that the system of inequalities (5.10)–(5.13), with un-
knowns x0, x1, y0, y1 and parameters a0,0 , a1,0 , b0,1 , b1,1 , u, v, has no solution
in M4. 
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Remark 5.6. Although the lattice M of the proof of Theorem 5.5 is not bounded, it
embeds as a convex sublattice into the bounded latticeM01 =M ∪{0, 1}, for a new
bottom element 0 and a new top element 1. The latticeM01 belongs toM3,3 , and it
satisfies the same negative property as M : the system of inequalities (5.10)–(5.13)
has no solution in M4, thus also no solution in (M01)
4.
It follows from Theorem 5.4 that the lattice D4 is not sharply transferable with
respect to the variety M of all modular lattices. This can be put in contrast with
the following result, which implies that transferability and sharp transferability,
with respect to M, are distinct concepts, even for finite distributive lattices.
Proposition 5.7. The lattice D4 is transferable with respect to M.
Proof. An element c in a lattice M is doubly reducible if there are a0, a1 < c and
b0, b1 > c such that c = a0 ∨ a1 = b0 ∧ b1. Obviously, M contains D4 as a sublattice
iff M has a doubly reducible element. We need to prove that if M is modular
and IdM has a doubly reducible element, then M has a doubly reducible element.
Suppose, to the contrary, that M has no doubly reducible element. By assump-
tion, there are incomparable pairs (a0,a1) and (b0, b1) of ideals of M such that
a0∨a1 = b0∩b1. Pick bi ∈ bi\b1−i , for i ∈ {0, 1}. Since b0∧b1 ∈ b0∩b1 = a0∨a1,
there is (a0, a1) ∈ a0 ×a1 such that b0 ∧ b1 ≤ a0 ∨ a1. By further enlarging the ai ,
we may assume that ai /∈ a1−i whenever i ∈ {0, 1}. Set a = a0 ∨ a1. The element
b′i = bi ∨ a belongs to bi \ b1−i , for each i ∈ {0, 1}; in particular, b
′
0 and b
′
1 are
incomparable. If b′0∧ b
′
1 = a (= a0∨a1) then a is doubly reducible, a contradiction.
It follows that a < b′0 ∨ b
′
1. Since b0 ∧ b1 ≤ a, it follows that bi < b
′
i for some
i ∈ {0, 1}, that is, a  bi; say, a  b1. Further, since a ≤ b′0, it follows from the
modularity of M that
b′0 ∧ b
′
1 = b
′
0 ∧ (b1 ∨ a) = (b
′
0 ∧ b1) ∨ a . (5.14)
Since b′0 and b
′
1 are incomparable and since M has no doubly reducible element, it
follows from (5.14) that either b′0 ∧ b1 ≤ a or a ≤ b
′
0 ∧ b1. In the first case, it follows
from (5.14) that b′0 ∧ b
′
1 = a, a contradiction. In the second case, we get a ≤ b1, a
contradiction. 
6. Partial lattices satisfying Whitman’s Condition
Whitman’s Condition (W) can be defined for partial lattices the same way it
is defined for lattices: namely, a partial lattice P satisfies (W) if for all nonempty
finite subsets U and V of P , if
∧
U and
∨
V are both defined and
∧
U ≤
∨
V , then
either there is u ∈ U such that u ≤
∨
V or there is v ∈ V such that
∧
U ≤ v.
Example 6.1. Whenever n is a positive integer, the n-cube is the powerset lat-
tice Bn of an n-element set, and the n-diamond
1 is defined as the partial lattice
Pn = Bn ∪ {e}, for an element e /∈ Bn subjected to the relations a ∧ e = 0 and
a ∨ e = 1 whenever a is an atom of Bn.
It is easy to see that Pn satisfies (W) iff Bn satisfies (W) iff n ≤ 3.
The following result, implicit in Huhn [19], is explicitly stated in Freese [10].
1Although some references call Pn the (n− 1)-diamond, it seems that the current usage shows
a slight preference towards the term “n-diamond”, see, for example, Jipsen and Rose [20, Sec-
tion 3.3].
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Theorem 6.2 (Huhn 1972; Freese 1976). The n-diamond Pn is projective with
respect to the variety M of all modular lattices, for every positive integer n.
A direct application of Theorem 3.9 thus yields the following.
Corollary 6.3. The n-diamond Pn is sharply transferable with respect to M, for
every positive integer n.
Whitman’s Condition plays a crucial role in the following result, established for
lattices in Davey and Sands [4, Theorem 1]. We include a proof for convenience.
Proposition 6.4 (Davey and Sands, 1977). Every partial lattice with (W) is pro-
jective with respect to the class of all lattices without infinite chains.
Proof. Let P be a partial lattice with (W), let K and L be lattices without infinite
chains, let h : L։ K be a surjective lattice homomorphism, and let f : P → K be
a homomorphism of partial lattices. Since L has no infinite descending sequence,
the lower adjoint (β : K →֒ L, x 7→ minh−1 {x}) of h is defined. The set C, of all
partial join-homomorphisms ξ : P → L such that f = h ◦ ξ, contains β ◦ f as an
element. Since L has no infinite ascending sequence and by Zorn’s Lemma, C has
a maximal element g such that β ◦ f ≤ g. We claim that g is a homomorphism of
partial lattices. Suppose otherwise. Then g is not a partial meet-homomorphism,
that is, there are a ∈ P and U ∈ [P ]<ω6=∅ such that a =
∧
U and g(a) <
∧
g[U ]. Set
e =
∧
g[U ] and define g′ : P → L by setting
g′(x) =
{
g(x) (if a  x)
g(x) ∨ e (if a ≤ x)
, for any x ∈ P .
Observe that h ◦ g′ = g. Since g ≤ g′ and g′(a) = e > g(a), it follows from the
maximality assumption of g that g′ is not a join-homomorphism, that is, there are
b ∈ P and V ∈ [P ]<ω6=∅ such that b =
∨
V and
∨
g′[V ] < g′(b). Necessarily, a ≤ b,
a  v for any v ∈ V , and u  b for any u ∈ U . Since P satisfies (W), this is a
contradiction. 
Recall that a variety V of algebras is locally finite if every finitely generated
algebra in V is finite.
Corollary 6.5. Let P be a finite partial lattice with (W) and let V be a locally finite
lattice variety. Then P is both projective and ideal-projective with respect to V.
Proof. By Theorem 3.9, it suffices to prove that P is projective with respect to V.
Let K,L ∈ V, let h : L ։ K be a surjective lattice homomorphism, and let
f : P → K be a homomorphism of partial lattices. Since P is finite and K is
locally finite, the sublattice K ′ of K generated by f [P ] is finite. Since L is lo-
cally finite, there is a finite sublattice L′ of L such that h[L′] = K ′. By applying
Proposition 6.4 to the domain-range restriction of h from L′ onto K ′, we obtain a
homomorphism g : P → L′ of partial lattices such that f = h ◦ g. 
For example, the 3-diamond P3 is both projective and sharply transferable with
respect to any locally finite lattice variety.
Corollary 6.6. A finite lattice P , satisfying (W), is semidistributive iff there is
a largest lattice variety V such that P is projective (resp., ideal-projective) with
respect to V. In that case, V = L, the variety of all lattices.
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Proof. If P is semidistributive, then, since it is finite and satisfies (W), it is both
projective and sharply transferable (this is mostly due to Nation [25]; see Theo-
rem 1.1). By Theorem 3.9, it follows that P is both projective and ideal-projective
with respect to L.
Suppose, conversely, that there is a largest variety V such that P is projective
(resp. ideal-projective) with respect to V. It follows from Corollary 6.5 that P is
both projective and ideal-projective with respect to the variety generated by any
finite lattice. Since finite lattices generate the variety of all lattices (cf. Dean [8]),
we get V = L. Using Theorem 3.9, it follows that P is projective (resp., sharply
transferable), thus semidistributive (cf. Theorem 1.1). 
For example, the lattice M3 , of length 2 and with three atoms, satisfies (W),
but it is not semidistributive. Hence, there is no largest variety V such that M3 is
projective (resp., ideal-projective) with respect to V.
We conclude the paper with the following problems.
Problem 1. What are the finite lattices P for which there is a largest lattice
variety V such that P is ideal-projective (resp., projective) with respect to V? Does
that class include all finite distributive lattices? What are the possible values of V?
For example, it follows from Theorem 5.4 that the specialization of Problem 1
to P = D4 has the solution V = Mω . On the other hand, if P is projective with
respect to L (e.g., P is Boolean with three atoms), then the solution to our problem
is V = L, the variety of all lattices. On the other hand, by the above, if P = M3 ,
then there is no largest variety V such that P is ideal-projective (resp., projective)
with respect to V.
By Theorem 1.2, every finite distributive lattice is sharply transferable with
respect to D. Moreover, by Theorem 5.4, the distributive lattice D4 is sharply
transferable with respect to the even larger variety Mω generated by all lattices of
length two. This suggests the following problem.
Problem 2. Is every finite distributive lattice sharply transferable with respect
to Mω?
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