In dimension 1, we show that the Taylor expansion of a "generic" potential near a non degenerate critical point can be recovered from the knowledge of the semi-classical spectrum of the associated Schrödinger operator near the corresponding critical value. Contrary to the work of previous authors, we do not assume that the potential is even. The classical Birkhoff normal form does not contain enough information to determine the potential, but the quantum Birkhoff normal form does 1 .
Introduction
In this paper 2 , we will only consider a configuration space of dimension 1. (ξ 2 ± x 2 ). The Hamiltonian H can be quantized as a Schrödinger operatorĤ = − . This operator admits a semi-classical Birkhoff normal form [8] (denoted the QBNF) at the origin of which the Weyl symbol is a formal power series of the form
In this paper, we are interested in the following "inverse spectral problem": does the QBNF, given in (1), of the Schrödinger operator determine the Taylor series of V ?
We cannot hope for a positive answer , because V (x) and V (−x) give the same QBNF. Moreover
Remark 1.1 the classical BNF does not suffice to determine the Taylor expansion of V at x=0
Let y = f (x) = x + O(x 2 ) be an analytic function whose local inverse near 0 is of the form x = y + g(y) with g an even function. Then the Hamiltonian
2 ) is classically conjugate to Ω + near the origin, in particular all its trajectories are of period 2π: it is enough to show that the action integrals I(E) = ξ 2 +f (x) 2 ≤2E dxdξ are the same; using the change of variable x = y + g(y), we get I(E) = ξ 2 +y 2 ≤2E (1+g ′ (y))dydξ and using the fact that g ′ is odd we get the
This result is reminiscent of the well known result for Zoll surfaces in Riemannian geometry [2] . However, an even potential can be determined by the classical BNF, as a consequence of a result of N. Abel [1] 4 .
Our main result is:
The coefficients ±a 3 and a 4 are determined from b 0,2 and b 1,0 by the formulas: A similar result holds for a local non degenerate maximum of V using the "density of states" techniques. This is the content of Section 10: Knowing the semi-classical spectrum as a function of seems to be an huge amount of information. As was showed in [3] , this is however the case for the effective Hamiltonians driving the propagation of waves inside a stratified medium.
A counterexample for a general Hamiltonian
The QBNF of a general Hamiltonian, independent of , H(x, ξ) = Ω ± + O(3) is not enough to know the Taylor expansion of H at the singular point. It is enough to consider H = 1 2
which is gauge equivalent to Ω + by the gauge transform u → ue ix 3 .
Review of the Moyal product
The Moyal product is the product rule of symbols of Weyl quantized ΨDO's, it is given by:
We will also use the Moyal bracket,
We have
In particular, {a, b} 1 = a ξ b x − a x b ξ is the Poisson bracket and
We have:
The Weyl algebra
The "Weyl algebra" which consists of formal power series in and (x, ξ)
where W j is the space of polynomials in (x, ξ) and of total degree j and the degree of x l ξ m n is l + m + 2n. W is a graded algebra for the Moyal product: we have
Moreover, if we define W + j as the subspace of W j which is generated by monomials of even degree in ,
we will define
is the (formal) Lie algebra of FIO's which are tangent to the identity at the the origin. The grading is obtained by looking at the action on the (graded) vector space of symplectic spinors: if F ≡ ∞ j=0 j F j (X) with F ∈ S(R), we define
whose microsupport is the origin. W + acts on this space of functions in a graded way as differential operators of infinite degree: if w ∈ W , w.f = OP (w)(f ).
Moyal versus functional QBNF
There are two different QBNF:
• The first one is a Weyl symbol B ≡ b j,k 2j Ω k as before,
• The second one is an operator which is a formal power series of the harmonic oscillatorΩ of the formB ≡ b j,k 2jΩk .
The second one is the Weyl quantization of the first. So they are equivalent. The equivalence can be made explicit in both direction by computing Op Weyl (Ω k )
or the Weyl symbol ofΩ k . The functional form is useful in order to compute successive approximations of the eigenvalues, while the Weyl form is easier to compute using the Moyal product.
Useful Lemmas
The following result is classical:
The equation {Ω ± , P } 1 = Q where Q is a given homogeneous polynomial of degree N has a solution P , a homogeneous polynomial of degree N,
′ is even and c ± (Q) = 0 where c ± is a linear form on the space of homogeneous polynomials of degree N which satisfies c ± (Ω 
Lemma 6.2 We have
We can also check the:
The polynomials x 2N ′ are not Poisson brackets of the form
The QBNF
In order to reduce to the QBNF, we will use automorphisms of W + of the form
with S = S 3 + S 4 + · · · ∈ W + . We get:
which is a convergent formal power series whose k−th term is of degree ≥ k + 2. The brackets will be calculated using the Moyal bracket. We remark that the terms of degree 0 in give the calculation of the classical BNF (denoted CBNF) where the brackets are now just Poisson brackets.
The first terms
Let us consider V (x) = (ξ 2 + x 2 ). Our first result is:
The calculation: we start with S = S 3 + S 4 where S 3 (x, ξ)(resp. S 4 (x, ξ)) is a homogeneous polynomial of degree 3(resp. 4). There is no need to put terms in 2 in S 4 because they would be of the form c 2 which is in the center. We have then:
By identification of terms of degree 3 and 4 and using the expression of the Moyal bracket [., .]
we get the system of equations:
Using Equation (3), Equation (4) splits into 2 equations:
From Equation (3) and the formula for Σ 2N −1 given in Lemma 6.1, we get
From Equation (4'), we get B = a 2 . From Equation (4"), we get the value of A.
The induction
We carry out the proof in the case of Ω + and E 0 = 0. The minus case is similar. Let us start with
and
with
• B 2j ∈ W + 2j a polynomial in 2 and Ω +
• For n = 2N − 1 and n = 2N, R n ∈ W n .
In other words S ′ generates the transformation which converts H ′ into its QBNF mod O (2N − 1) . The polynomials H ′ and S ′ and the partial QBNF B ′ are known by the induction hypothesis. We are now trying to get S ′′ = S 2N −1 + S 2N so that S = S ′ + S ′′ converts H = H ′ + ax 2N −1 + bx 2N into the QBNF mod O(2N + 1). We will only consider the terms of degree 0 and 2 in . So we can split every polynomial
. The equation to solve is:
with B 2N = b using what we know already at this step. The left handside of Equation (3) splits into:
So that, we get
• In degree 2N − 1: This equation gives, always mod known terms:
with Σ 2N −1 given by Definition 6.1.
• In degree 2N:
The previous equation gives one equation in 0 and one in 2 :
-degree 2N, hbar
This can be simplified as:
which can be simplified as:
modulo known terms. This gives, using Lemma 6.1, b 2 2N = δ N aa 3 modulo known terms.
From Equation (5) and the expressions for S 3 (Equation (2)) and Σ 2N −1 (Lemma 6.2), we get:
mod known terms 
• right regular (resp. left regular) at the point E 0 ∈ J if there exists E 1 > E 0 (resp. E 1 < E 0 ) and a sequence of functions T j which are smooth in some neighbourhood of
We will use the following notations:
Definition 10.2 If T is a family of distributions on J and E 0 ∈ J, T + (resp. T − ), the right (resp left) singular part of T is the equivalence class of T modulo families of distributions which are right-(resp. left-)regular at the point E 0 . 2 + V (x) the symbol of the Schrödinger operatorĤ. The operator f (Ĥ) is a pseudo-differential operator whose symbol f ⋆ (H) is given (see [4] ) by:
Density of states
where the P j,l 's are smooth functions locally computable from the symbol H. It is now enough to check that f → (2π )
dxdξ is regular at each point of J using the fact that H has no critical value in J.
Singularity of the density of states near a local maximum of the potential
Let us assume that V (0) = E 0 < E ∞ , V ′ (0) = 0 and V ′′ (0) < 0. Assume also that 0 is the unique critical point of V whose critical value is E 0 .
We have the:
Theorem 10.1 If the QBNF ofĤ is In what follows, it is more convenient to use Ω − = xξ. 
The case of a local minimum
The same strategy applies, but now the density of states is right AND left regular, with a jump singularity at the point E 0 . We get: The proof is very similar to the case of a local maximum. We have now a "Heaviside singularity", meaning that the density of states is right AND left regular, but the functions T j defined by 
