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1 Introduction
We shall state our main results after recalling the notion of L-functions of Witt coverings.
Let Fq be the finite field of characteristic p with q elements, and Wm the ring scheme of Witt
vectors of length m over Fq. Let f ∈Wm(Fq[x
±1
1 , · · · , x
±1
n ]) with its first coordinate non-constant.
Let T n be the n-dimensional toruse over Fq, and F the Frobenius morphism of Wm. The fibre
product over Wm of Wm
F−1
→ Wm and T
n f→ Wm is a Wm(Fp)-covering of T
n, with group action
g(y, x) = (y + g, x). The Frobenius element of the Galois group Wm(Fp) at a closed x of X with
degree k is TrWm(Fqk )/Wm(Fp)(f(x)). So the Artin L-function of T
n determined by that Wm(Fp)-
covering and a fixed character ψ : Wm(Fp)→ Q
×
of exact order pm is
Lf (t) =
∏
x∈|Tn|
(1− ψ(TrWm(Fqk )/Wm(Fp)(f(x)))t)
(−1)n ,
where |T n| is the set of closed points of T n. By a well known theorem of Deligne [De],
Lf (t) =
∏
α
(1− αt)∏
β
(1− βt)
,
where α and β are algebraic integers such that qnα−1 and qnβ−1 are also algebraic integers. It
implies, as observed by Bombieri [Bo2], ordq(α), ordq(β) ≤ n, where ordq is the q-order function of
Qp such that ordq(q) = 1. (Qp is the algebraic closure of Qp, the field of p-adic numbers.)
By logarithmic differentiation, we get
Lf (t) = exp(
∞∑
k=1
Sk(f)
tk
k
),
1
where
Sk(f) = (−1)
n−1
∑
x∈(F×
qk
)n
ψ(TrWm(Fqk )/Wm(Fp)(f(x)))
are exponential sums associated to characters of p-power order. To have a look at these exponential
sums, we denote by λi : A
1 → Wm, i = 0, · · · ,m− 1, the embedding which maps A
1 onto the i-th
axis of Wm, and write
f =
m−1∑
i=0
∑
u∈Ii
λi(aiux
u),
where Ii ⊂ Z
n and aiu ∈ F
×
q are uniquely determined. That decomposition can be obtained by
solving the congruences
f ≡ λ0(
∑
u
a0ux
u)(mod V )
f −
∑
u
λ0(a0ux
u) ≡ λ1(
∑
u
a1ux
u)(mod V 2)
...
f −
m−2∑
i=0
∑
u
λi(a0ux
u) ≡ λm−1(
∑
u
a(m−1)ux
u)(mod V m)
successively, where V is the shift operator on Wm.
Let Fq be the algebraic closure of Fq, and ω the Teichmu¨ller lifting from Fq to Qp. We define
ω(f) =
m−1∑
i=0
pi
∑
u∈Ii
ω(aiu)x
u. Let Zp be the ring of p-adic integers, and µl (l ≥ 1) be the set of l-th
roots of unity in Qp. Identifying Wm(Fqk) with Zp[µqk−1]/(p
m) under the isomorphism
(a0, · · · , am−1) 7→
m−1∑
j=0
ω(ap
−i
i )p
i (mod pm),
one finds, for x ∈ (F×
qk
)n, that
ψ(TrWm(Fqk )/Wm(Fp)(f(x))) = ψ(TrQp[µqk−1]/Qp(
m−1∑
i=0
∑
u
piω(ap
−i
iu x
p−iu)))
= ψ(TrQp[µqk−1]/Qp(
m−1∑
i=0
∑
u
piω(aiux
u))) = ψ(TrQp[µqk−1]/Qp(ω(f)(ω(x)))).
Therefore, we have
Lemma 1.1 For k = 1, 2, · · · , we have
Sk(f) =
∑
x∈µn
qk−1
ψ(TrQp[µqk−1]/Qp(ω(f)(x))).
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We define the Newton polyhedron ∆∞(f) of f at infinity to be the convex hull in Q
n of
{pm−i−1u : 0 ≤ i ≤ m− 1, u ∈ Ii} ∪ {0}. Recall that, for a convex polyhedron ∆ of dimension n in
Qn that contains the origin, there is a R≥0-linear degree function u 7→ deg(u) on L(∆), the set of
integral points in the cone
∞⋃
k=1
k∆, such that deg(u) = 1 when u lies on a face of ∆ that does not
contain the origin. That degree function may take on non-integral values. But there is a positive
integer D such that degL(∆) ⊂ D−1Z. We denote the least positive integer with this property by
D(∆). For k = 0, 1, · · · , we denote by W∆(k) the number of points of degree
k
D(∆) in L(∆). We
define P∆(t) = (1 − t
D(∆))n
+∞∑
k=0
W∆(k)t
k for later use. Our first result is an upper bound for the
total degree of Lf (t).
Theorem 1.2 The total degree of Lf (t) is bounded by
n∑
i=0
(
n
i
)
D(n−i+1)∑
k=0
W∆(k) with D = D(∆)
and ∆ = ∆∞(f).
For j = 1, · · · , n, we write
jf
τ
=
m−1∑
i=0
∑
pm−i−1u∈τ
uja
pm−i−1
iu x
pm−i−1u,
where uj is the j-th coordinate of u. We call f non-degenerate with respect to ∆∞(f) if ∆∞(f) is
of dimension n, and for every face τ of ∆∞(f) that does not contain 0, the system 1f
τ
= · · · = nf
τ
has no common solution in (F
×
q )
n. Our second result is on L-functions from non-degenerate Witt
vectors.
Theorem 1.3 Suppose that f is non-degenerate with respect to ∆ := ∆∞(f). Then the L-function
Lf (t) is a polynomial, and its Newton polygon with respect to ordq lies above the Hodge polygon of
P∆(t) of degree D(∆) with the same endpoints. In particular, Lf (t) is of degree n!Vol(∆).
Recall that the Newton polygon of
∏
(1 − αt) ∈ Qp[[t]] with respect to ordq is the polygon with
vertices at points
(
∑
ordq(α)≤y
1,
∑
ordq(α)≤y
ordq(α)), y ∈ Q.
And the Hodge polygon of
+∞∑
k=0
akt
k of degree D is the polygon with vertices at the points (0, 0) and
(
k∑
i=0
ai,
1
D
k∑
i=0
iai), k = 0, 1, · · · .
Theorem 1.3 was proved by Dwork [Dw] whenm = 1, and f(x1, · · · , xn) = xnh(x1, · · · , xn−1) for
some polynomial h with coefficients in Fq. In that case, the L-function Lf (t), by the orthogonality
of characters, is related to the zeta function of the hypersurface defined by h = 0 in the (n − 1)-
dimensional affine space defined over Fq. It was completely proved by Adolphson-Sperber [AS2]
in the case m = 1. In the case n = 1, the degree of Lf (t) was determined by Kumar-Helleseth-
Calderbank [KHC] with applications to coding theory, and by W.-C. W. Li [Li], who read the p = 2
version of [KHC].
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Our proof of the main results is based on the p-adic method set up by Dwork [Dw, Dw2] and
developed by Bombieri [Bo, Bo2], Monsky [Mo], Adolphson-Sperber [AS, AS2], Wan [Wn], and
others. The innovation lies in the use of the Artin-Hasse exponential series to produce roots of
unity of p-power order.
One can infer the following theorem from Theorem 1.3.
Theorem 1.4 If f is non-degenerate with respect to ∆∞(f), and the origin lies in the interior of
∆∞(f), then the reciprocal roots of Lf (t) are of absolue value q
n/2.
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2 The Artin-Hasse exponential series
Let
E(t) = exp(
∞∑
i=0
tp
i
pi
) ∈ Zp[[t]]
be the Artin-Hasse exponential series. We shall use it to produce roots of unity of p-power order.
Lemma 2.1 If l is a positive integer, and pi is a root of
∞∑
i=0
tp
i
pi
= 0 in Qp with order
1
pl−1(p−1)
,
E(pi) is a primitive pl-th root of unity.
Proof. First, exp(pl pi
pi
pi
) exists as ordp(p
l pip
i
pi
) ≥ pp−1 . So
E(pi)p
l
= E(plt)|t=pi =
∞∏
i=0
exp(pl
pip
i
pi
) = exp(
∞∑
i=0
pl
pip
i
pi
) = exp(0) = 1.
Secondly, as E(t) ∈ 1 + t+ t2Zp[[t]],
E(pi)p
l−1
≡ (1 + pi)p
l−1
≡ 1 + pip
l−1
( mod pip
l−1+1).
The lemma is proved.
Lemma 2.2 Let l be a positive integer. Then the Artin-Hasse exponential series induces a bijection
pi 7→ E(pi) from the set of roots of
∞∑
i=0
tp
i
pi
= 0 in Qp with order
1
pl−1(p−1)
to the set of all primitive
pl-th roots of unity in Qp.
Proof. The field generated over Qp by the set of roots of
∞∑
i=0
tp
i
pi
= 0 in Qp with order
1
pl−1(p−1)
is
precisely Qp(µpl) since it contains Qp(µpl) by the preceding lemma, and is of degree no greater than
4
pl−1(p − 1) over Qp by Weierstrass’ Preparation Theorem. One sees that E(τ(pi)) = τ(E(pi)) if τ
is an automorphism Qp(µpl) over Qp. So pi 7→ E(pi) maps the set of roots of
∞∑
i=0
tp
i
pi
= 0 in Qp with
order 1
pl−1(p−1)
onto the set of all primitive pl-th roots of unity in Qp. It is a bijection as
∞∑
i=0
tp
i
pi
= 0
has at most pl−1(p− 1) roots in Qp with order
1
pl−1(p−1)
by Weierstrass’ Preparation Theorem.
Lemma 2.3 If k is a positive integer, and x ∈ Qp satisfies x
pk = x, then
E(t)x+x
p+···+xp
k−1
= E(tx)E(txp) · · ·E(txp
k−1
).
Proof. As
k−1∑
j=0
xp
j
=
k−1∑
j=0
xp
j+i
, we have
E(t)x+x
p+···+xp
k−1
= exp(
∞∑
i=0
tp
i
pi
k−1∑
j=0
xp
j
) = exp(
∞∑
i=0
tp
i
pi
k−1∑
j=0
xp
j+i
)
= exp(
k−1∑
j=0
∞∑
i=0
(txp
j
)p
i
pi
) = E(tx)E(txp) · · ·E(txp
k−1
).
The lemma is proved.
Corollary 2.4 If pi is a root of
∞∑
i=0
tp
i
pi
= 0 in Qp with order
1
pl−1(p−1)
, and x ∈ Qp satisfies x
pk = x,
then
E(pi)x+x
p+···+xp
k−1
= E(pix)E(pixp) · · ·E(pixp
k−1
).
We now fix an embedding of Q into Qp. Guaranteed by the above lemma, we may choose, for
each l = 1, · · · ,m, a unique root pil of
∞∑
i=0
tp
i
pi
= 0 in Qp with order
1
pl−1(p−1)
such that E(pil) =
ψ(1)p
m−l
. Let ∆ = ∆∞(f), D = D(∆), and pi a D-th root of pi
pm−1
m in Qp. For b ≥ 0, we write
L(b) = {
∑
u∈L(∆)
aux
u : au ∈ Zp[µq−1, pim, pi], ordp(au) ≥ bdeg(u)}.
The Galois group Gal(Qp[µq−1, pim, pi]/Qp) acts on L(b) coefficientwise. Define
Ef (x) =
m−1∏
i=0
∏
u∈Ii
E(pim−iω(aiu)x
u).
Lemma 2.5 We have Ef (x) ∈ L(
1
p−1).
Proof. Suppose that 0 ≤ i ≤ m− 1 and u ∈ Ii. We have p
m−i−1u ∈ ∆. So deg(pm−i−1u) ≤ 1, and
ordp(pim−i) =
1
pm−i−1(p − 1)
≥
deg(pm−i−1u)
pm−i−1(p− 1)
=
deg(u)
p− 1
.
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It follows that pim−iω(aiu)x
u ∈ L( 1p−1). Since E(t) ∈ Zp[[t]], we have E(pim−iω(aiu)x
u) ∈ L( 1p−1).
The lemma now follows.
Let σ be the Frobenius element of Gal(Qp[µq−1, pim, pi]/Qp) fixing pim and pi. The following
lemma follows from Corollary 2.4.
Lemma 2.6 If k is a positive integer, and x ∈ µn
qk−1
, then
ψ(TrQp[µqk−1]/Qp)(ω(f)(x))) =
ak−1∏
i=0
Eσ
i
f (x
pi).
Corollary 2.7 We have
Sk(f) = (−1)
n−1
∑
x∈µn
qk−1
ak−1∏
i=0
Eσ
i
f (x
pi), k = 1, 2, · · · .
3 Functions from the Artin-Hasse exponential series
We shall study the growth of the coefficients of k̂f (k = 1, · · · , n), which are defined by
d log Êf (x) =
n∑
k=1
k̂f
dxk
xk
, Êf (x) =
∞∏
j=0
Eσ
j
f (x
pj).
Lemma 3.1 We have
k̂f =
m−1∑
i=0
∞∑
j=0
pjγi,j
∑
u∈Ii
ukω(a
pj
iu)x
pju, k = 1, · · · , n,
where γi,j =
j∑
l=0
pip
l
m−i
pl
.
Lemma 3.2 We have pil ≡ pi
pm−l
m ( mod pi
pm−l+1
m ).
Since E(t) ∈ 1 + t+ t2Zp[[t]], we have E(pil) ≡ 1 + pil( mod pi
2
l ). So we have
E(pim)
pm−l ≡ (1 + pim)
pm−l ≡ 1 + pip
m−l
m ( mod pi
pm−l+1
m ),
which, combined with the equality E(pil) = E(pim)
pm−l , implies that pil ≡ pi
pm−l
m ( mod pi
pm−l+1
m ).
Corollary 3.3 We have pip
j
m−i ≡ pi
pi+j
m ( mod pi
pi+j+1
m ).
Lemma 3.4 If j ≤ m− i− 1 and l < j, we have have
ordp(
pip
l
m−i
pl
) > ordp(
pip
j
m−i
pj
).
Corollary 3.5 If j ≤ m− i− 1, we have pjγi,j ≡ pi
pi+j
m ( mod pi
pi+j+1
m ).
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Corollary 3.6 Suppowse that j ≤ m − i − 1. Then ordp(p
jγi,j) >
deg(pju)
p−1 if deg(p
m−i−1u) ≤ 1,
and ordp(p
jγi,j − pi
D deg(pju)) > deg(p
ju)
p−1 if deg(p
m−i−1u) = 1.
Lemma 3.7 If j ≥ m− i, we have
ordp(p
jγi,j)−
deg(pju)
p− 1
≥ pj−(m−i)+1 − 1.
Proof. Since γi,j = −
∑∞
l=j+1
pip
l
m−i
pl
, and ordp(
pip
l
m−i
pl
) ≥ p
j+1
pm−i−1(p−1)
− j + 1 when j ≥ m − i and
l ≥ j + 1, we have we have ordp(p
jγi,j) ≥
pj+1
pm−i−1(p−1)
− 1 if j ≥ m − i. The lemma now follows
from the fact that deg(pm−i−1u) ≤ 1.
Write
B = {
∑
u∈L(∆)
aux
u ∈ L(
1
p − 1
) : 0 ≤ ordp(au)−
deg(u)
p− 1
→ +∞ as deg(u)→∞}.
Corollary 3.8 For k = 1, · · · , n, we have k̂f ∈ B, and
k̂f ≡
m−1∑
i=0
m−i−1∑
j=0
∑
deg(pm−i−1u)=1
ukω(a
pj
iu)pi
D deg(pju)xp
ju (mod piB).
4 The p-adic trace formula
We shall relate the L-function Lf (t) to the characteristic polynomials of an operator (p
nF−1)a on
p-adic spaces.
Since Ef (x) ∈ L(
1
p−1) (Lemma 3.1), and ψp :
∑
u∈L(∆) aux
u 7→
∑
u∈L(∆) apux
u maps L(b) to
L(pb), we have the following lemma.
Lemma 4.1 The map pnF−1 : g 7→ σ−1 ◦ ψp(Ef (x)g) sends L(
1
p−1) to L(
p
p−1). In particular,
pnF−1 acts on B.
Note that pnF−1 is σ−1-linear, and (pnF−1)a = ψap ◦
a−1∏
i=0
Eσ
i
f (x
pi) is Zp[µq−1, pim, pi]-linear. Write
ak−1∏
i=0
Eσ
i
f (x
pi) =
∑
u∈L(∆)
aux
u.
Then the trace of (pnF−1)ak on B is
∑
u∈L(∆)
a(qk−1)u. And
Sk(f) = (−1)
n−1(qk − 1)n
∑
u∈L(∆)
a(qk−1)u.
So we have the following preliminary trace formula.
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Proposition 4.2 For k = 1, 2, · · · , we have
Sk(f) = −(1− q
k)nTr((pnF−1)ak;B).
Equivalently,
Lf (t) ==
n∏
i=0
det(1− (pnF−1)aqit;B)
(−1)i(
n
i
)
Let e1 = (1, 0, · · · , 0), · · · , en = (0, · · · , 0, 1). For l = 0, 1, · · · , n, we write
Kl =
⊕
1≤i1<···<il≤n
Bei1 ∧ · · · ∧ eil
and define
pnF−1 : Kl → Kl, gei1 ∧ · · · ∧ eil 7→ p
l+nF−1(g)ei1 ∧ · · · ∧ eil .
Then the preliminary trace formula takes the following form.
Proposition 4.3 For k = 1, 2, · · · , we have
Sk(f) =
n∑
l=0
(−1)l+1Tr((pnF−1)ak;Kl).
By Corollary 3.9, Dˆj : g 7→ (xj
∂
∂xj
+ ĵf)g, j = 1, · · · , n, operate on B. Obviously, they commute
with each other. So, for l = 1, · · · , n,
∂ˆ : Kl → Kl−1, gei1 ∧ · · · ∧ eil 7→
l∑
k=1
(−1)k−1Dˆik(g)ei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il
are well-defined, and satisfiy ∂ˆ2 = 0. Thus we get a complex
Kn
∂ˆ
→ Kn−1
∂ˆ
→ · · ·
∂ˆ
→ K0.
It is easy to check that pnF−1 ◦ ∂ˆ = ∂ˆ ◦ pnF−1. That is, pnF−1 operates on the complex (K•, ∂ˆ).
Therefore we have the following homological trace formula.
Proposition 4.4 For k = 1, 2, · · · , we have
Sk(f) =
n∑
l=0
(−1)l+1Tr((pnF−1)ak;Hl(K•, ∂ˆ)).
Equivalently,
Lf (t) =
n∏
l=0
det(1− (pnF−1)at;Hl(K•, ∂ˆ))
(−1)l .
8
5 The total degree of the L-function
We shall study the Newton polygon of det(1− (pnF−1)at;B), and then prove Theorem 1.2.
Proposition 5.1 The Newton polygon of det(1− (pnF−1)at;B) with respect to ordq lies above the
Hodge polygon of
+∞∑
i=0
W∆(k)t
k of degree D.
Write Ef (x) =
∑
u∈L(∆)
aupi
D deg(u)xu, au ∈ Zp[µq−1, pim, pi]. Then the matrix of p
nF−1 with respect
to the orthonormal basis {piD deg(u)xu}u∈L(∆), written as a column vector, is
Aσ
−1
= (aσ
−1
pw−upi
D((p−1) deg(w)+c(w,u)))w,u, c(w, u) = deg(pw − u) + deg(u)− p deg(w) ≥ 0.
So, the matrix of (pnF−1)a with respect to that orthonormal basis is AAσ · · ·Aσ
a−1
. Obviously, the
Newton polygon of det(1−At) with respect to ordp lies above the polygon with vertices at points
(0, 0) and
(
k∑
i=0
W∆(i),
k∑
i=0
W∆(i)
i
D
), k = 0, 1, · · · .
It follows that the Newton polygon of det(1− (pnF−1)at;B) = det(1−AAσ · · ·Aσ
a−1
t) with respect
to ordq lies above the polygon with vertices at points (0, 0) and
(
k∑
i=0
W∆(i),
k∑
i=0
W∆(i)
i
D
), k = 0, 1, · · · .
The proposition is proved.
Corollary 5.2 If j ≤ n + 1, then det(1 − (pnF−1)at;B) has at most
Dj∑
k=0
W∆(k) zeros of q-order
≤ j − 1.
Proof. Define
+∞∑
k=0
h∆(k)t
k = (1− t)n
+∞∑
k=0
W∆(k)t
k.
Since
+∞∑
k=0
h∆(k)t
k is a polynomial of degree ≤ n with nonnegative coefficients by a lemma of
Kouchnirenko [Ko, Lemma 2.9], and
jD−i∑
k=0
(
n− 1 + k
n− 1
)(k + i) = (
n+Dj − i
n
)(
n(Dj − i)
n+ 1
+ i) ≥ (
n+Dj − i
n
)D(j − 1),
we have
1
D
jD∑
k=0
kW∆(k) =
1
D
jD∑
k=0
k
k∑
i=0
h∆(i)(
n− 1 + k − i
n− 1
)
9
=
1
D
n∑
i=0
h∆(i)
jD∑
k=i
(
n− 1 + k − i
n− 1
)k =
1
D
n∑
i=0
h∆(i)
jD−i∑
k=0
(
n− 1 + k
n− 1
)(k + i)
≥ (j − 1)
n∑
i=0
h∆(i)
jD−i∑
k=0
(
n− 1 + k
n− 1
) ≥ (j − 1)
jD∑
k=0
W∆(k).
The corollary now follows from the above inequality by Proposition 5.1.
We now prove Theorem 1.2. Since the reciprocal zeros and reciprocal poles of Lf (t) are of
q-order ≤ n, its total number, by the preliminary trace formula, is bounded by the number of
reciprocal zeros of
n∏
i=0
det(1− (pnF−1)aqit;B)
(
n
i
)
. By Corollary 5.2, that number is bounded by
n∑
i=0
(
n
i
)
D(n−i+1)∑
k=0
W∆(k).
Theorem 1.2 is proved.
6 The acyclicity of the p-adic complex
In this section we shall prove the following proposition, which implies the first statement of Theorem
1.3.
Proposition 6.1 If f non-degenerate with respect to ∆∞(f), then (K•, ∂ˆ) is acyclic at positive
dimensions, and H0(K•, ∂ˆ) is a Zp[µq−1, pim, pi]-module free of rank n!Vol(∆∞(f)).
Write
B¯ := Fq[x
L(∆)] := {
∑
u∈L(∆)
aux
u : au ∈ Fq}.
It is a ring with the multiplication rule
xuxu
′
=
{
xu+u
′
, if u and u′ are cofacial,
0, otherwise.
Define
B → B¯,
∑
u∈L(∆)
aupi
D deg(u)xu 7→
∑
u∈L(∆)
a¯ux
u,
where a¯u is the residue class of au modulo the maximal ideal of Zp[µq−1, pim, pi].
Lemma 6.2 The map B → B¯ is a ring homomorphism. And the sequence
0→ B → B → B¯ → 0
is exact.
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For j = 1, · · · , n, we define
D¯j : B¯ → B¯, g 7→ (xj
∂
∂xj
+ jf)g,
where
jf =
m−1∑
i=0
m−i−1∑
j=0
∑
deg(pm−i−1u)=1
uka
pj
iux
pju.
By Corollary 3.8, we have the following lemma.
Lemma 6.3 For j = 1, · · · , n, the diagram
B → B¯
Dˆj ↓ D¯j ↓
B → B¯
is commutative.
For l = 0, · · · , n, we define
K¯l =
⊕
1≤i1<···<il≤n
B¯ei1 ∧ · · · ∧ eil .
For l = 1, · · · , n, we define
∂¯ : K¯l → K¯l−1, gei1 ∧ · · · ∧ eil 7→
l∑
k=1
(−1)k−1D¯ik(g)ei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il.
It is easy to see that the sequence
K¯n
∂¯
→ K¯n−1
∂¯
→ · · ·
∂¯
→ K¯0
is a complex.
Proposition 6.4 The map B → B¯ induces a morphism of complexes from (K•, ∂ˆ) to (K¯•, ∂¯).
Moreover, the sequence
0→ (K•, ∂ˆ)→ (K•, ∂ˆ)→ (K¯•, ∂¯)→ 0
is exact.
Proof. The first statement follows from Lemma 6.3, and the second follows from Lemma 6.2.
By Proposition 6.4, and a lemma of Monsky [Mo, Theorem 8.5], the proof of Proposition 6.1 is
reduced to the proof of the following proposition.
Proposition 6.5 If f is non-degenerate with respect to ∆∞(f), then (K¯•, ∂¯) is acyclic at positive
dimensions, and H0((K¯•, ∂¯)) is a Fq-vector space of dimension n!Vol(∆∞(f)).
For j = 1, · · · , n, we define
jf
0
=
m−1∑
i=0
∑
deg(pm−i−1u)=1
uka
pm−i−1
iu x
pm−i−1u.
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For l = 1, · · · , n, we define
∂¯0 : K¯l → K¯l−1, gei1 ∧ · · · ∧ eil 7→
l∑
k=1
(−1)k−1ikf
0
gei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il.
Then
K¯n
∂¯0
→ K¯n−1
∂¯0
→ · · ·
∂¯0
→ K¯0
is a complex. In the next section, we shall prove the following proposition.
Proposition 6.6 If f is non-degenerate with respect to ∆ := ∆∞(f), then the complex (K¯•, ∂¯
0)
is acyclic at positive dimensions, and the Poincare´ series of H0((K¯•, ∂¯
0)) is P∆(t). In particular,
H0((K¯•, ∂¯
0)) is a Fq-vector space of dimension n!Vol(∆).
We now deduce the first statement of Proposition 6.5 from Proposition 6.6. In a given a
homology class of positive dimension, we choose one representative ξ of lowest degree. We claim
that ξ = 0. Otherwise, let ξ0 be the leading term of ξ. We have ∂¯0(ξ0) = 0 since it is the leading
term of ∂¯(ξ) = 0. By the acyclicity of (K¯•, ∂¯
0), ξ0 = ∂¯0(η) for some η. The form ξ − ∂¯(η) is now
of lower degree than ξ, contradicting to our choice of ξ. The proposition is proved.
The second statement of Proposition 6.5 follows the following proposition.
Proposition 6.7 Let V be a basis of K¯0 modulo ∂¯
0(K¯1) consisting of homogeneous elements. Then
V is also a basis of K¯0 modulo ∂¯(K¯1).
Proof. First, we show that K¯0 is generated by V and ∂¯(K¯1). Otherwise, among elements of K¯0
which are not linear combinations of elements of V and ∂¯(K¯1), we choose one of lowest degree.
We may suppose that it is of form ∂¯0(ξ). Let ξ0 be the leading term of ξ. Then ∂¯0(ξ) − ∂¯(ξ0) is
not a linear combination of elements of V and ∂¯(K¯1), and is of lower degree than ∂
0(ξ). This is a
contradiction. Therefore K¯0 is generated by E and ∂¯(K¯1). It remains to show that ξ = 0 whenever
ξ belongs to ∂¯(K¯1) and is a linear combination of elements of V . Otherwise, we may choose one
element ζ of lowest degree such that ξ = ∂¯(ζ). Let ζ0 be the leading term of ζ. Then ∂¯0(ζ0) is a
linear combination of elements of V since it is the leading term of ∂¯(ζ). So we have ∂¯0(ζ0) = 0. By
the acyclicity of (K¯•, ∂¯
0), ζ0 = ∂¯0(η) for some η. The form ζ − ∂¯(η) is now of lower degree than ζ,
contradicting to our choice of ζ. This completes the proof of the proposition.
7 The complex obtained by reduction
In this section, we shall prove Proposition 6.6. The second statement follows from the first, and
the last follows from the second and a lemma of Kouchnirenko [Ko, Lemma 2.9]. So it remains to
prove the acyclicity of the complex (K¯•, ∂¯
0).
Let τ be a face of ∆ that does not contain the origin, and τ¯ is the convex hull in Qn generated
by τ and the origin. For α1, · · · , αs in Fq[x
L(τ¯ )], we define K¯•(τ¯ , {αj}
s
j=1) to be the complex
K¯l(τ¯ , {αj}
s
j=1) =
⊕
1≤i1<···<il≤s
Fq[x
L(τ¯)]ei1 ∧ · · · ∧ eil , l = 0, · · · , s
with derivation
gei1 ∧ · · · ∧ eil 7→
l∑
k=1
(−1)k−1αikgei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , 1 ≤ i1 < · · · < il ≤ s.
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By a proposition of Kouchnirenko [Ko, Proposition 2.6] and the argument of Adolphson-Sperber
[AS2, p379], the sequence
0→ K¯∅• (f)→
⊕
dim τ=n−1
K¯•(τ¯ , {jf
τ
}nj=1)→ · · · →
⊕
dim τ=0
K¯•(τ¯ , {jf
τ
}nj=1)→ K¯
−1
• → 0
is exact, where τ denotes a face of ∆ that does not contain the origin, and
K¯−1l =

 F
(
n
l
)
q , if the origin is in the interior of ∆ and 1 ≤ l ≤ n,
0, otherwise.
By the exactness of that sequence, the acyclicity of the complex (K¯•, ∂¯
0) follows from the following
lemma.
Lemma 7.1 Let f be a Witt vector of length m with coefficients in Fq[x
±1
1 , · · · , x
±1
n ]. Suppose that
f is non-degenerate with respect to ∆ := ∆∞(f) and dim∆ = n. Let τ be a face of ∆ of dimension
s− 1 that does not contain the origin. Then the complex K¯•(τ¯ , {jf
τ
}nj=1) is acyclic at dimensions
> n− s.
Since the sequence
0→ K¯•(τ¯ , {αj}
s−1
j=1)→ K¯•(τ¯ , {αj}
s
j=1)→ K¯•(τ¯ , {αj}
s−1
j=1)[−1]→ 0
is exact, Lemma 7.1 follows from the following one.
Lemma 7.2 Suppose that f is non-degenerate with respect to ∆∞(f). If τ is a face of ∆ of
dimension r− 1 that does not contain the origin, then there are 1 ≤ i1 < · · · < ir ≤ n such that the
complex K¯•(τ¯ , {ijf
τ
}rj=1) is acyclic at positive dimensions.
Proof. There are {i1, . . . , ir} ⊂ {1, · · · , n} and (αkj) ∈ Q ∩ Zp (1 ≤ k ≤ n, 1 ≤ j ≤ r) such that
uk = α1kui1 + · · ·+ αrkuir for all u = (u1, . . . , un) ∈ L(τ¯). Let σ be any face of τ . We have
jf
σ
= α1ji1f
σ
+ · · · + αrjirf
σ
.
So i1f
σ
, · · · , irf
σ
have no common zeros in (F
×
q )
n. By a theorem of Kouchnirenko [Ko, Theorem
6.2], i1f
τ
, · · · , irf
τ
generate in Fq[x
L(τ¯)] an ideal of finite codimension. Note that Fq[x
L(τ¯ )] is
Cohen-Macaulay by a theorem of Hochster [Ho, Theorem 1]. The complex K¯•(τ¯ , {ijf
τ
}rj=1) is
acyclic at positive dimensions by a theorem of Serre [Se, Theorem 3, Chapter IV]. The lemma is
proved.
8 The Newton polygon of the L-function
In this section we shall prove the second statement of Theorem 1.3. (The last statement follows
from the second by a lemma of Kouchnirenko [Ko, Lemma 2.9].) By the argument of Dwork [Dw2,
§7], it suffices to prove the following proposition.
Proposition 8.1 If f is non-degenerate with respect to ∆ := ∆∞(f), then the Newton polygon
of det(1− pnF−1t;H0(K•, ∂ˆ)) with respect to ordp lies above the Hodge polygon of P∆(t) of degree
D(∆), and their endpoints coincide.
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Let V¯ be a basis of K¯0 modulo ∂¯
0(K1) consisting of homogeneous elements. By Proposition
6.7, it is also a basis of K¯0 modulo ∂¯(K1). Define
V = {
∑
ω(au)x
u :
∑
aux
u ∈ V¯ }.
It is a basis of B modulo
n∑
k=1
DˆkB. For real numbers b >
1
p−1 and c, we write
L(b, c) = {
∑
u∈L(∆)
aux
u : au ∈ Qp[µq−1, pim, pi], ordp(au) ≥ bdeg(u) + c}.
It is compact with respect to the topology of coefficientwise convergence. Let V (b, c) be the subset
of elements of L(b, c) which are finite linear combinations of elements of V . In the next section we
shall prove the following proposition.
Proposition 8.2 If 1p−1 < b <
p
p−1 , then
L(b, c) = V (b, c) +
n∑
k=1
DˆkL(b, c + b−
1
p− 1
).
We now prove the first statement of Proposition 8.1. For each ξ ∈ V , we write
pnF−1(piD deg(ξ)ξ) ≡
∑
η∈V
cη,ξpi
D deg(η)η (mod
n∑
k=1
DˆkB), cη,ξ ∈ Zp[µq−1, pim, pi]
By Lemma 4.1, pnF−1(piD deg(ξ)ξ) lies in the space L( pp−1). So, by Proposition 8.2, cη,ξpi
D deg(η)η lies
in every L(b) with 1p−1 < b <
p
p−1 . That is, ordp(cη,ξ) ≥ (b−
1
p−1) deg(η) for every
1
p−1 < b <
p
p−1 .
Thus we have ordp(cη,ξ) ≥ deg(η). Therefore, the Newton polygon of the characteristic polynomial
of (cη,ξ), which is now the Newton polygon of det(1 − p
nF−1t;H0(K•, ∂ˆ)), lies above the Hodge
polygon of P∆(t) of degree D. In particular, ordp(det(cη,ξ)) ≥
∑
ξ∈V
deg(ξ).
It remains to show that the Newton polygon of det(1 − pnF−1t;H0(K•, ∂ˆ)) share the same
endpoints with the Hodge polygon of P∆(t) of degree D. Define
φp : L(
p
p− 1
)→ L(
1
p− 1
),
∑
u∈L(∆)
aux
u 7→
∑
u∈L(∆)
aux
pu.
Obviuosly, pnF−1 ◦ (E−1f ◦ φp ◦ σ) = 1 on L(
p
p−1). At the end of this we shall prove the following
proposition.
Proposition 8.3 Modulo
n∑
k=1
DˆkL(
1
p−1), the space L(
1
p−1) is generated by {pi
D deg(ξ)ξ : ξ ∈ V }.
So, for each ξ ∈ V , we can find bη,ξ ∈ Zp[µq−1, pim, pi]
E−1f ◦ φp ◦ σ(pi
D deg(ξ)pξ) ≡
∑
η∈V
bη,ξpi
D deg(η)η (mod
n∑
k=1
DˆkL(
1
p− 1
)).
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It follows that (cη,ξ)(bη,ξ) = diag{pi
D deg(ξ)(p−1), ξ ∈ V }. So ordp(det(cη,ξ)) ≤
∑
η∈V
deg(η). Therefore
ordp(det(cη,ξ)) =
∑
η∈V
deg(η).
That is, the Newton polygon of det(1 − pnF−1t;H0(K•, ∂ˆ)) share the same endpoints with the
Hodge polygon of P∆(t) of degree D.
We now prove Proposition 8.3. Let ξ =
∑
u∈L(∆)
aux
u ∈ L( pp−1). For N = 0, 1, · · · , write
ξ(N) =
∑
u∈L(∆),deg(u)≤N
aux
u ∈ B. As {piD deg(η)η : η ∈ V } is a basis of B modulo
n∑
k=1
DˆkB, there
are elements ξ
(N)
k ∈ B (k = 1, · · · , n) such that
ξ(N) −
n∑
k=1
Dˆkξ
(N)
k =
∑
η∈V
a(N)η pi
D deg(η)η.
As L( 1p−1) is compact with respect to the topology of coefficientwise convergence, the sequence
({ξ
(N)
k }
n
k=1, {a
(N)
η }η∈V ) , N = 0, 1, · · · , has an adherent point ({ξk}
n
k=1, {aη}η∈V ) in the space
L(b)n × (Zp[µq−1, pim, pi])
|V |. Therefore we get
ξ −
n∑
k=1
Dˆkξk =
∑
η∈V
aηpi
D deg(η)pm−1η.
This completes the proof of Proposition 8.3.
9 The space L(b, c)
In this section we shall prove Propositions 8.2.
For k = 1, · · · , n, we write
k̂f
0
=
m−1∑
i=0
pm−i−1γi,m−i−1
∑
deg(pm−i−1u)=1
ukω(a
pm−i−1
iu )x
pm−i−1u.
For l = 1, · · · , n, we define
∂ˆ0 : Kl → Kl−1, gei1 ∧ · · · ∧ eil 7→
l∑
k=1
(−1)k−1 îkf
0
gei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il.
It is easy to see that
0→ (K•, ∂ˆ
0)→ (K•, ∂ˆ
0)→ (K¯•, ∂¯)→ 0
is an exact sequence of complexex. So we have the following lemma.
Lemma 9.1 Modulo
n∑
k=1
k̂f
0
B, the space B is generated by {piD deg(ξ)ξ : ξ ∈ V }.
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Corollary 9.2 If b > 1p−1 , then
L(b, c) = V (b, c) +
n∑
k=1
k̂f
0
L(b, c+ b−
1
p− 1
).
Proof. Let ξ ∈ L(b, c), ξv (v ∈ degL(∆)) its homogeneous part of degree v, and kv the least integer
such that ordp(pi
kv ) ≥ bv + c. Then piDv−kvξv ∈ B. By the above lemma, we may write
piDv−kvξv =
∑
η∈V,deg(η)≤v
a(v)η pi
D deg(η)η +
n∑
i=1
îf
0
η
(v)
i ,
where a
(v)
η ∈ Zp[µq−1, pim, pi], and η
(v)
i ∈ B is of degree ≤ v − 1. It follows that
ξ =
∑
η∈V
ηpiD deg(η)
∑
v≥deg(η)
a(v)η pi
kv−Dv +
n∑
i=1
îf
0 ∑
v∈degL(∆)
pikv−Dvη
(v)
i .
It is easy to see that the first term on the right-hand side converges to an element in V (b, c), and
the inner sum in the second term converges to an element in L(b, c + b − 1p−1). The corollary is
proved.
For k = 1, · · · , n, we define
Dk : B → B, g 7→ (xk
∂
∂xk
+
m−1∑
i=0
m−i−1∑
j=0
pjγi,j
∑
u∈Ii
ukω(a
pj
iu)x
pju)g.
For l = 1, · · · , n, we define
∂ : Kl → Kl−1, gei1 ∧ · · · ∧ eil 7→
l∑
k=1
(−1)k−1Dk(g)ei1 ∧ · · · ∧ eˆik ∧ · · · ∧ eil , i1 < · · · < il.
Corollary 9.3 If b > 1p−1 , then
L(b, c) = V (b, c) +
n∑
k=1
DkL(b, c + b−
1
p− 1
).
Proof. Note that k̂f
0
− Dk maps L(b, c) to L(b, c − (b −
1
p−1)e) for some constant e < 1. Let
ξ ∈ L(b, c). By the previous corollary and induction, we can find a sequence
(η
(i)
0 , · · · , η
(i)
n ) ∈ V (b, c + i(1− e)(b−
1
p− 1
))× L(b, c+ (i(1 − e) + 1)(b −
1
p− 1
))n, i = 0, 1, · · ·
such that
ξ = η
(0)
0 +
n∑
k=1
k̂f
0
η
(0)
k ,
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and
n∑
k=1
(k̂f
0
−Dk)η
(i)
k = η
(i+1)
0 +
n∑
k=1
k̂f
0
η
(i+1)
k .
One sees immediately that
∞∑
i=0
η
(i)
0 converges to an element η0 in V (b, c), and
∞∑
i=0
η
(i)
k converges to
an element ηk in L(b, c+ b−
1
p−1). Moreover, we have ξ = η0 +
n∑
k=1
Dkηk. The corollary is proved.
We now prove Proposition 8.2. Note that Dk − Dˆk ∈ L(b, p(
p
p−1 − b)− 1) by Lemma 3.7. So it
maps L(b, c) to the space L(b, c + p( pp−1 − b) − 1). Let ξ ∈ L(b, c). By the previous corollary and
induction, we can find a sequence
(η
(i)
0 , · · · , η
(i)
n ) ∈ V (b, c+ i(p − (p− 1)b)) × L(b, c+ i(p− (p− 1)b) + (b−
1
p− 1
))n, i = 0, 1, · · ·
such that
ξ = η
(0)
0 +
n∑
k=1
Dkη
(0)
k ,
and
n∑
k=1
(Dk − Dˆk)η
(i)
k = η
(i+1)
0 +
n∑
k=1
Dkη
(i+1)
k .
One sees immediately that
∞∑
i=0
η
(i)
0 converges to an element η0 in V (b, c), and
∞∑
i=0
η
(i)
k converges to
an element ηk in L(b, c+ b−
1
p−1). Moreover, we have ξ = η0+
n∑
k=1
Dkηk. This completes the proof
of Proposition 8.2.
10 The weights of the L-function
We shall prove Theorem 1.4.
Let ∆ be a convex polyhedron in Qn of dimension n that contains the origin, and S∆ the sum
of the volumes of all its (n− 1)-dimensional faces that contain 0. Write
(1− tD(∆))n
+∞∑
i=0
W∆(i)t
i =
D(∆)n∑
i=0
h∆(i)t
i.
Lemma 10.1 We have
1
D(∆)
nD(∆)∑
i=0
ih∆(i) =
n
2
n!Vol(∆)−
(n− 1)!
2
S∆.
In particular, 1D(∆)
nD(∆)∑
i=0
ih∆(i) =
n
2n!Vol(∆) if the origin is an interior point of ∆.
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Proof. Note that
W∆(i) =
i/D(∆)∑
k=0
h∆(i−D(∆)k)
(
n− 1 + k
n− 1
)
.
So ∑
i≤D(∆)x
(x−
i
D(∆)
)W∆(i) =
nD(∆)∑
j=0
h∆(j)
∑
0≤k≤x− j
D(∆)
(x−
j
D(∆)
− k)
(
n− 1 + k
n− 1
)
=
nD(∆)∑
j=0
h∆(j)(
xn+1
(n + 1)!
+ (
n
2
−
j
D(∆)
)
xn
n!
+O(xn−1)).
On the other hand, by [AS, (4.12-13)],
∑
i≤D(∆)x
(x−
i
D(∆)
)W∆(i) = n!Vol(∆)
xn+1
(n + 1)!
+
(n− 1)!
2
S∆
xn
n!
+O(xn−1).
The lemma now follows.
We now prove Theorem 1.4. Let αi, i = 1, · · · , n!Vol(∆), be the eigenvalues of q
nF−1 on
H0(K•, ∂ˆ). By Theorem 1.2 and Lemma 10.1,
ordq(
n!Vol(∆)∏
i=1
αi) =
n
2
n!Vol(∆).
It is known that the eigenvalues αi are l-adic units when l is a prime different from p. So, by the
product formula, we have
n!Vol(∆)∏
i=1
|αi| = q
n
2
n!Vol(∆).
By a theorem of Kedlaya [Ke, Theorem 5.6.2], the Frobenius F on H0(K•, ∂ˆ)⊗Qp[µq−1, pim, pi] is of
mixed weight ≥ n. So qnF−1 on H0(K•, ∂ˆ) is of mixed weight ≤ 2n − n ≤ n. That is, |αi| ≤ q
n/2.
It follows that all the eigenvalues αi must have absolute value q
n/2. This completes the proof of
Theorem 1.4.
11 Applications to other situations
Let J be a subset of {1, · · · , n}. For {j1, · · · , js} ⊆ J , we write
B{j1,··· ,js} = {
∑
u∈L(∆)
aux
u ∈ B : uj1 , · · · , ujs > 0}.
For l = 0, 1, · · · , n, we define
Kl(f, J) =
⊕
1≤i1<···<il≤n
BJ\{i1,··· ,il}ei1 ∧ · · · ∧ eil .
Then (K•(f, J), ∂ˆ) is a subcomplex of (K•(f, ∅), ∂ˆ). The latter is the complex (K•, ∂ˆ) we defined
earlier.
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Lemma 11.1 The sequence
0→ K•(f, J)→ K•(f, J \ {j})→ K•(f
{j}, J \ {j})→ 0
is exact, where f{j} is the Witt vector whose i-th coordinate is the sum of monomials of the i-th
coordinate of f not divided by xj.
We define, for k = 1, 2, · · · ,
Sk(f, J) =
∑
xqk=x,xi1 ···xir 6=0
ψ(TrQp[µqk−1]/Qp(ω(f)(x)))
if {1, · · · , n} \ J = {i1, · · · , ir}, and f ∈ Wm(Fq[x1, · · · , xn, (xi1 · · · xir)
−1]). Here the equation
xq
k
= x is solved in (Qp)
n. We write
Lf,J(t) = exp(
∞∑
k=1
Sk(f, J)
tk
k
).
By the above lemma we infer the following trace formula from the earlier one.
Proposition 11.2 For k = 1, 2, · · · , we have
Sk(f, J) =
n∑
l=0
(−1)l+1Tr((pnF−1)ak;Hl(K•(f, J), ∂ˆ)).
Equivalently,
Lf,J(t) =
n∏
l=0
det(1− (pnF−1)at;Hl(K•(f, J), ∂ˆ))
(−1)l .
We call f commode with respect to J if ∆∞(f) is commode with respect to J . Recall that
a convex polyhedron ∆ in Qn that contains the origin is commode with respect to J if it lies in
(
n∏
i=1,i 6∈J
Q) × (
∏
i∈J
Q≥0) and dim(∆C) = n − |C| for all subset C of J , where ∆C = {(u1, . . . , un) ∈
∆ : uj = 0 if j ∈ C}. By Lemma 11.1 and Proposition 11.2, we infer the following proposition from
Theorem 1.3.
Proposition 11.3 If f is commode with respect to J and non-degenerate with respect to ∆∞(f),
then Lf,J(t) is a polynomial, and its Newton polygon with respect to ordq lies above the Hodge
polygon of ∑
C⊂J
(−1)|C|P∆C (t
D(∆)
D(∆C) )
with the same endpoints. In particular, Lf,J(t) is of degree∑
C⊂J
(−1)|C|(n− |C|)!Vol(∆C).
From Lemma 10.1 we infer the following one.
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Lemma 11.4 Let ∆ be a convex polyhedron in Qn of dimension n that contains the origin and is
commode with respect to J . Let (V∆,J , U∆,J) be the endpoint of the Hodge polygon of
∑
C⊂J
(−1)|C|P∆C (t
D(∆)
D(∆C) )
other than (0, 0). Then
U∆,J =
n
2
V∆,J +
|J |+1∑
l=1
(−1)l
(n− l)!
2
(
∑
C⊂J,|C|=l−1
S∆C − l
∑
C⊂J,|C|=l
Vol(∆C)).
In particular, U∆,J =
n
2V∆,J if the origin is an interior point of ∆J .
By Lemma 10.3 we infer the following proposition from Proposition 10.2.
Proposition 11.5 If f is commode with respect to J and non-degenerate with respect to ∆ :=
∆∞(f), and the origin lies in the interior of ∆J , then the reciprocal roots of Lf,J(t) are of absolue
value qn/2.
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