Abstract-Electromagnetic transient simulation programs (emtp-type programs) are powerful tools for the study of a wide range of power system transient problems. This paper introduces a novel tool in which an emtp-type program becomes the objective function evaluator for a nonlinear optimization algorithm. In this approach, the nonlinear optimization program is given control to perform several consecutive runs with a view to minimize (or maximize) the desired objective function, which is computed from the results of each simulation run. Since the optimization algorithm strategically selects the parameters for the emtp run, the overall design process is orders of magnitude faster than that possible from sequential or random (Monte-Carlo-type) multiple-runs of the emtp-type program. The paper discusses the mechanics of the interface as well as design of objective functions. The power of the proposed method is demonstrated through two examples for the design of power-electronic converters.
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I. INTRODUCTION

E
LECTROMAGNETIC transients simulation programs (referred to as emtp-type programs) are useful tools for the analysis of transients in large power networks. They allow for very precise representation of the power network [1] , which is far more detailed as compared to representations used in load-flow and stability programs. If the power network contains flexible ac transmission system (FACTS) or other power-electronic apparatus, the emtp-type program is able to model the operation of individual semiconductor switches, and is also able to represent the controls in detail. Similarly, transmission line, cable, and machine models used in emtp-type programs are very accurate and valid to high frequencies. Emtp-type programs are thus very useful in a range of applications such as the determination of equipment stresses, controller tuning of FACTS devices, and so on. Their drawback is that they are relatively slow and it takes a long time to complete the studies.
Using emtp-type programs in the design process often requires conducting several runs, each with a different set of parameters, such as component values or controller gains. Many of these programs contain a "multiple-run" feature which permits the user to conduct a series of runs with the parameter values incremented in linear, logarithmic, or random steps [2] . The user then examines the results of these runs and selects the parameter values that provide the optimum results. However, this brute-force process can be very wasteful in computer time, as the parameter values are selected to sample the entire space of possible parameters. Instead of using the random or sequential selection of parameters, this paper introduces a methodology for the strategic selection of parameters so that the desired objective can be reached with a significantly smaller number of runs. In this approach, the emtp-type program is invoked from inside a nonlinear optimization program. During each run of the emtp, an objective function (OF) is evaluated, which is a figure of merit for how closely the run agrees with the desired objective. Based on this OF value, the master nonlinear optimization program then selects the parameter set to be used for the next run. The body of work on nonlinear optimization provides a large number of methods to do such a selection, and any one of these methods can be used. Indeed, optimization methods have often been used in conjunction with circuit simulation for electronic circuits. Hachtel et al. [3] describe an ingenious approach in which the objective function is included as an augmented circuit element and the resulting network solved by efficient sparse-matrix techniques.
The paper presents the mechanics of interfacing nonlinear optimization tools to the emtp-type program and the approach to the selection of a proper objective function. To show the effectiveness of the proposed method, it is applied to the design of optimal pulse-width modulation (OPWM) for a back-to-back, three-level voltage-sourced converter (VSC), and also optimal overall design of a dc-dc converter, including selection of dc filter components, switching frequency, and control system parameters.
The paper clearly shows that the number of simulation runs required with this new approach is usually orders of magnitude smaller than with the conventional multiple-run method, and produces results with markedly higher accuracy.
II. INTERFACING TRANSIENT SIMULATION AND OPTIMIZATION
A. Method for Interfacing
A typical optimization algorithm consists of two distinct parts namely generation of trial points in the optimization space and evaluation of the OF corresponding to the current point (which, in our case, is the set of parameters being used in the current run).
To couple optimization with transient simulation, the emtptype simulation program is used as the vehicle for objective 0885 function evaluation. The optimization algorithm forms the outer loop in which candidate points are generated. Fig. 1 shows schematically how the simulation program and the optimization algorithm are interfaced. It should be noted that if a commercial emtp-type program (PSCAD/EMTDC [2] in this instance) is used, the process of externally invoking the simulation engine can require extensive delicate programming. This is because commercial programs have their own user interfaces and may often lack the documentation outlining the necessary steps to connect to external programs.
As it is shown, the entire optimization process is carried out in several successive simulation runs (i.e., one complete simulation run is dedicated to each candidate point generated by the optimization algorithm). At the end of each run, the OF corresponding to the current point (parameter set) is evaluated and submitted to the optimization algorithm, which selects the point (parameter set) to be used in the following emtp run.
The objective function is set up so that smaller values indicate a better fit of the objective. Hence, the algorithm aims to minimize the OF. The process continues until successive evaluations of the objective function are essentially unchanged, indicating convergence to at least a local minimum.
The diagram shown in Fig. 1 is inherently general and can be used to interface any emtp-type program to a large class of optimization algorithms, except algorithms such as the Newton-Raphson methods requiring evaluation of the Jacobian of the OF, which are excluded in the present paper. As a typical example, interfacing to the nonlinear-Simplex optimization method of Nelder and Mead [4] is discussed. The emtp-type program used here is PSCAD/EMTDC [2] .
B. SIMPLEX Optimization Method
The nonlinear-Simplex method of Nelder and Mead [4] is a heuristic optimization method based on geometric considerations.
A simplex is a geometric object formed by points in the -dimensional space. The optimization algorithm starts with the evaluation of the OF at each of the vertices of the starting simplex. The worst vertex (with highest OF value, assuming a minimization problem) is discarded and a new vertex is chosen, which is the reflection of the discarded vertex through the centroid of the remaining vertices. The same procedure is repeated and, in this way, the simplex "rolls" down toward lower OF values. In order to speed up the process, the reflected point can be accelerated (expanded), if found to have a very low OF value; or contracted if the reflected point has too large a value. The process continues until the simplex zooms in close enough around an optimal point. The example case below illustrates the procedure.
Consider the two-variable function defined below
The function has a minimum of 0.38 at (0.79, 0.69), as indicated by the low-density area of the associated contour map in Fig. 2 . The simplex in this case is a triangle as the space has two dimensions. The initial simplex has OF values of 9.3, 12.4, and 19.8, respectively.
In the first step, the highest vertex (19.8) is discarded and replaced with the reflected vertex (I) with the OF value 5.5. This vertex is even smaller (in OF value) than the smallest of the original simplex and, thus, indicates a favorable direction for movement, causing an expansion to a new vertex (II) with value 4.0. The procedure is continued, and generates successive vertices III, IV, V , and so on. Sometimes the reflected vertex has to be discarded and a contraction called for (i.e., vertex III is dropped in favor of IV as its function value was higher than at any of the vertices of the reflection centroid). The process continues until the function evaluations at the vertices differ by an amount smaller than the convergence criterion.
C. Incorporating Performance Measures
Objective functions are central to optimization problems. The mathematical OF must be carefully selected so that it is an accurate performance measure of the conformity of the response to the requirements specified by the user. The example case discussed in Section IV, for instance, requires the current in a converter to closely match the specified order in the steady-state, and also have a good transient response. Fig. 3 shows a typical system response for the controlled variable . Design targets require that the response should reach the ordered value within the rise time , have a peak overshoot less than , and settle within a steady-state error tolerance close to the desired steady-state setpoint for . In graphical terms, this means that the response lies within the white (unshaded) regions.
A single mathematical OF that attempts to embody all of the above requirements can be generated based on the well-known integral square error (ISE) measure popular in control systems. The OF selected in (2) has three components, one for each of the regions and . In any of these regions, the closer the response is to the desired, the smaller the value of the OF (2) where if otherwise
Multiobjective optimization problems often converge to a solution that is a compromise between the objectives. For example, the requirement for a fast rise time may conflict with the need for a low overshoot. The factors and can be used to give selective importance to the three different regions, depending on which objective is most important to the user.
Selecting parameters in the simulation that minimize ISE thus provide the best fit of the desired objectives. For example, if the power converter whose response is to be optimized has a proportional-integral (PI) controller with proportional and integral gains and , respectively, the corresponding optimization problem can be stated as follows: Minimize Subject to and
III. EXAMPLE CASE I
The first example to demonstrate the power of optimizationbased emtp, is to calculate the switching angles of a PWM VSC in order to improve the harmonic quality of its output waveform. Fig. 4 shows an idealized waveform for the three-level VSC of Fig. 5 . Through the switching of the appropriate semiconductor switches, a waveform with three levels , where is the dc bus voltage, can be applied to the load. Of course, it should be noted that the waveform is idealized in that the dc bus voltage is actually the output of a rectifier and has additional ripple which is not shown. The number of switchings in a quarter cycle is controlled by the ( in Fig. 4 ) switching angles . These angles can be optimally selected to achieve different objectives, such as the elimination of specified harmonics and the regulation of the fundamental voltage. This method is referred to as OPWM or selective harmonic elimination. For the ideal case of constant dc link voltage, the analytical expression for the amplitude of the th harmonic of the voltage waveform in terms of the chopping angles is as follows [5] :
odd (4) where is half of the dc link voltage. Setting and for in the list of harmonics targeted for removal, it is possible to solve (4) to analytically obtain solutions for . However, due to the fact that in reality the dc voltage is not constant and has ripple on it, the angles calculated from (4) are only approximate. In contrast, nonlinear optimization-based emtp simulation can be used to determine the true chopping angles under such conditions.
In the example discussed here, the 20-kV(ac, l-l), 60-Hz dc-link fed three-level VSC in Fig. 5 is controlled with three chops per quarter cycle. The resulting three degrees of freedom are used to regulate the magnitude of the fundamental component and to eliminate the two most problematic lowest-order harmonics in the line voltage waveform, namely the 5th and the 7th. The diode bridge rectifier results in an average nominal dc link voltage of 27 kV. The OF used for this problem is an ordinary ISE function as follows: (5) where , and are magnitudes of the fundamental, 5th, and 7th components of the ac phase voltage, and is the reference fundamental voltage. and are total simulation time and start time of ISE calculation which, in this case, are set to 0.4 s and 0.1 s, respectively. Note that if all objectives (i.e., and are met), the OF in (5) achieves its minimum possible value of zero. Table I shows the optimization results for this case, when the fundamental phase voltage is regulated to 10 kV (rms). Chopping angles from (4) [calculated with the assumption of constant dc bus voltage] as well as the starting and converged values from optimization are shown. The system is simulated with a 10-s time step. The interpolation function of PSCAD/EMTDC is active, for further reducing time-step-related jitter in the implementation of the firing angles [6] .
The results show that the method is indeed able to achieve the desired objectives and that the presence of ripple in this case makes a very marginal difference from the solution obtained analytically assuming constant dc link voltage. As an additional confirmation, simulation with the dc link replaced by a dc source yielded exactly the same solution as the analytical one. Fig. 6 shows the steady-state phase voltage and current as well as the bus voltage across the upper capacitor, which clearly shows the ripple imposed on it. The current waveform is shown for both initial and optimized angles. Due to the elimination of lower order harmonics, the converged waveform is smoother. Fig. 7 shows the harmonic spectrum of the voltage waveform before and after optimization. It is observed that the optimization process yields the desired fundamental voltage (10 kV) and reduces the targeted 5th and 7th harmonics to near zero. Higher order harmonics not targeted for elimination are, however, amplified-a well-known property of PWM converters. Nevertheless, they have a smaller impact due to the naturally higher impedance of the ac system at these higher frequencies. The variation of the OF (ISE) versus run number is shown in Fig. 8 , which shows the evolution of the optimization process. Successive trial points essentially show a monotonic decrease, with only a few jumps due to the search process. Using the traditional approach of sequential or multiple-runs on the other hand would not have resulted in such a monotonic decrease. This demonstrates that the trial points selected through optimization are better at consistently lowering the objective function, and hence, result in a much smaller number of runs.
The same simulation case can be easily modified to study related problems such as harmonic elimination solutions for ac system unbalances, unequal parameters in each phase, the presence of noncharacteristic harmonics, and so on.
IV. EXAMPLE CASE II
A. Problem Definition
This example demonstrates the use of optimization-based simulation to do a composite design of a dc-dc converter. In this exercise, the electrical components, such as inductors and capacitors, as well as control system parameters, are simultaneously optimized. The circuit under consideration is shown in Fig. 9 . The 300-V, 60-Hz three-phase ac supply is rectified and produces the input side dc supply . Capacitive and inductive filter elements are used to provide smooth dc voltage and rectifier dc current.The output dc voltage or current is controlled via proper selection of ON and OFF time intervals of the switch . Normally, the switching occurs at a fixed frequency and changes are introduced through the duty cycle of the switching waveform defined below [7] (6) where and are ON and OFF intervals of the switch, respectively, and , where is the switching period. For an input dc voltage , the average output voltage will be . In closed-loop operation, a suitably designed controller adjusts the duty cycle based on the error between the measured and reference values of the load voltage (or current) as shown in Fig. 10 .
The design of this converter has the following objectives: 1) a good steady-state load current with minimal harmonic ripple; 2) a good transient response, within the prescribed rise time, without excessive overshoot; 3) minimal ripple voltage on the input capacitor and the input side dc current (the latter is to prevent rectifier current chopping-related stresses); 4) as low a switching frequency as possible, in order to limit the losses. Note that the objective 4 conflicts with 1, as a lower switching frequency, results in a larger harmonic ripple. The design of a suitable objective function to address these requirements is discussed below.
B. Design of Advanced Objective Functions-Weighting, Scaling, and Constraints
In this problem, the OF contains several terms, each of which may have different units or scales. For example, the term representing the penalty for a higher switching frequency is quite different from the term penalizing a large steady-state ripple. In order to make a meaningful OF, these different measures have to be combined using suitable weighting functions, as shown below (7) where and are the candidate point and its overall function evaluation and is the weighting given to the th performance measure . This process was also applied to the selection of weighting factors , and in (2) . Similarly, in this problem, it is necessary to scale the search variables themselves. For example, the inductance, capacitance, and switching frequency all have different units and, hence, different numerical value ranges (i.e., is in the range of 1000 Hz, in the range of mH , and in the range of 100 F ). In order to improve the efficiency of the search, it is desirable to scale (or per-unitize) the search variable. Note that the scaling only applies to the generation of new points in the optimization algorithm; they must be rescaled to their original system of units and ranges when used in the emtp simulation. [8] . Simply assigning a fixed large value to the OF for such points is not recommended, as it makes the function discontinuous at the boundaries and degrades the numerical performance of the search. Sometimes, as is thecaseinthispaper,theconstraintscanbeeliminatedbyavariable substitution. Thus, in order to ensure that we only search for positive values of inductance , we use the search variable where . Unconstrained search in the variable still results in only non-negative values for . Similar techniques can be applied to limit the search within a specified range.
C. DC-DC Converter Optimization Problem Setup
The objective function given below (8) is chosen taking into consideration the design objectives as specified in Subsection IV.A above. A reference current setting (Fig. 10) A was used. (8) where and are proportional and integral gains, switching frequency, input inductance, and input capacitance, respectively. The first term contains the submeasure for the performance of the control system which is identical to (2) with replaced by and addresses objectives 1 and 2 of Subsection IV.A above. The maximum permissible overshoot as well as rise and settling times are as shown in Table II . The weightings given to the three parts of ( , and in (2)) are equal to unity. The second term penalizes a high switching frequency. The third term with satisfies objective 3 by taking into account the smoothness of the input side voltage and current waveforms, and has the following form:
(9) where is the initial time of calculation and is the final simulation time.
is chosen such that to ensure only steady-state ripple of the voltage and current waveforms are taken into account. and are the weightings given to the two parts to ensure their comparable contribution to . The quantities and represent the average steady-state values of the input dc current , and voltage , respectively. Since ( V) is approximately 11 times larger than ( A), the weighting factors and are selected to be 1 and , respectively. Each of these objectives is given a weight ( and ) according to their relative importance as judged by the user. The weights selected here are shown in Table II , which also shows the optimization parameters, the starting points given, and final solution obtained.
Figs. 11 and 12 show the load current, and steady-state dc link voltage and current waveforms for initial and optimized values of the parameters, respectively.
It is observed that significant improvement in the performance of the system is obtained, while switching frequency is reduced to more than half of its initial value and, therefore, switching losses are also considerably lowered.
It is interesting to note that using the conventional multiple-run approach, the same optimization problem with only ten steps for each of the five variables would require 100 000 runs. The accuracy of the solution would also be limited by this relatively coarse search grid. With optimization-enabled emtp simulation, the final solution is obtained in less than 300 runs and provides a considerably higher level of accuracy as well.
V. CONCLUSION
The method of combining nonlinear optimization algorithms with electromagnetic transient simulation programs introduced in this paper is a powerful method for the design and operation of optimal systems. The paper showed how appropriate objective functions for specific problems can be designed, taking into account factors such as performance measures, weighting, scaling, and constraints. The power of the proposed method is demonstrated through two example cases. In the first case, optimal chopping angles to regulate the fundamental and eliminate 5th and 7th harmonics for a three-phase three-level converter with capacitive dc link were obtained and were shown to be quite close to the angles calculated analytically under the ideal assumption of constant dc bus voltage. The second example demonstrated the use of this approach to a composite design in which electrical circuit parameters as well as control system settings could be simultaneously optimized. In addition to providing accurate solutions to complex multivariable design problems, the paper also showed that with the proposed approach, the computer time was typically orders of magnitude smaller than that with a conventional multiple-run approach while, at the same time, providing increased accuracy.
