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И. М. Прудников 1
Методы нахождение точек равновесия по Нэшу для
недифференцируемого случая
Целью настоящей работы явилось разработка численных методов нахожде-
ния точек равновесия в модели, функции потерь каждого из объектов (субъек-
тов) которой описываются функциями выпуклыми каждая по своей перемен-
ной. Такие модели встречаются в медицине, экономике, теории игр, биологии.
Знание точек равновесия важно для нашей жизнедеятельности, так как к ним
стремятся все сложные структуры, какими являются любой высокоразвитый
живой организм, наше общество, а также много конкурентные организации в
экономике, биологии и теории игр.
Для сведения более сложного случая с негладкими функциями, описываю-
щими состояние каждого из элементов системы, как ущерб, потери или прибыль,
к случаю с гладкими функциями применяются усредняющие интегралы Стек-
лова, которые превращают негладкие функции в гладкие, к которым для поиска
точек равновесия можно применять ранее разработанные численные методы. В
процессе оптимизации диаметры множеств, по которым идет усреднение, умень-
шаются.
Построены численные методы поиска точек равновесия в более общем
негладком случае. Доказана сходимость всех предельных точек к точкам рав-
новесия.
Сделан вывод о необходимости применения новых методов поиска точек рав-
новесия по Нэшу в негладком случае, а также получение множества всех таких
точек с целью дальнейшего его анализа и выбора наиболее оптимальных реше-
ний.
Ключевые слова: точки равновесия Нэша, метод покоординатного спуска,
градиентный метод, интеграл Стеклова, точка некооперативного равновесия Нэ-
ша, точки гомеостаза, метод Ньютона-Канторовича.
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The purpose of this work was the development of numerical methods for
finding equilibrium points in the model, damage, loss or income functions of the
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2objects of which are described by convex functions. Such models can be found in
medicine, economics, game theory, and biology. Knowledge of the equilibrium points
is important for our life, since all complex structures, such as any highly developed
living organism, our society and also multi-competitive organizations in economics,
biology and game theory strive for them.
To reduce a more complicated case with nonsmooth functions describing the
state of each element of the system as damage, loss, or profit, to a case with smooth
functions the Steklov average integrals are used that turn nonsmooth functions into
smooth ones, for which previously developed numerical methods can be used for
finding equilibrium points. During the process of optimization, the diameters of the
sets over which the averaging takes place are decreased.
The numerical methods for finding the equilibrium points in the more general non-
smooth case are constructed. The convergence of all limit points to the equilibrium
points is proved.
It is concluded that it is necessary to apply new methods for finding Nash
equilibrium points in the nonsmooth case, as well as to obtain the set of all such
points in order to analyze it and select the most optimal solutions.
Keywords: the equilibrium points by Nash, the method of coordinate descent,
gradient method, the Steklov integral, the noncooperative equilibrium points, the
homeostasis points, Newton-Kantorovich method.
1 Введение
Многие процессы в организме взаимосвязаны и стремятся к некоторому состо-
янию равновесия, когда выход из этого состояния ведет к ухудшению само-
чувствия: резкому увеличению температуры, давления, уровня холестерина в
крови и так далее. С возрастом состояние равновесия меняется. Такое равновес-
ное состояние в медицине называется гомеостазом. По определению гомеостаз
− саморегуляция, способность открытой системы сохранять постоянство своего
внутреннего состояния посредством скоординированных реакций, направленных
на поддержание динамического равновесия [1].
Пусть физическое состояние организма описывается m функциями
f1(x1, x2, . . . , xm) : R
m → R, f2(x1, x2, . . . , xm) : R
m → R, . . . , fm(x1, x2, . . . , xm) :
R
m → R, зависящих от m параметров x1, x2, . . . , xm. Тогда равновесное состоя-
ние организма − это такое состояние x∗1, x
∗
2, . . . , x
∗
m , для которого изменение од-
ного из параметров, например x∗j , ведет к увеличению соответствующей функ-
ций fj(·), то есть
fj(x
∗
1, x
∗
2, . . . , x
∗
j , . . . , x
∗
m) ≤ fj(x
∗
1, x
∗
2, . . . , x
∗
j−1, xj , x
∗
j+1, . . . , x
∗
m) (1)
3В экономике равновесные состояния были введены Дж. Нэшем. В 1950-1953
гг. Им были опубликованы статьи и доказаны теоремы о существовании при
определенных условиях ситуации равновесия [9]-[12].
Хорошо известно, что в природе все живые существа находятся в равновесии.
Стоит только исчезнуть или резко уменьшиться в количестве какому-либо виду
животных или насекомых, как это пагубно сказывается на состояние других
видов.
Проблема нахождения точки (состояния) равновесия в медицине, экономике
и биологии тесно связана с теорией игр. Аналогично предыдущему определя-
ется равновесное состояние в теории игр и экономике. Рассмотрим некоторую
бескоалиционную игру из m лиц. Если игроки не образуют кооперацию, то на
стратегии друг друга они повлиять не могут. Игрок i выбирает чистую страте-
гию xi из выпуклого компактного множества Si.
Образуем вектор x = (x1, x2, . . . , xm), называемый мультистратегией, состав-
ленный из чистых стратегий xi ∈ Si, принадлежащий компактному множеству
Si. Считаем, что вектор x принадлежит выпуклому компактному множеству
S = S1×S2× . . . Sm ∈ R
m, составленному из декартова произведения выпуклых
компактных множеств Si, i ∈ 1 : m. Все игроки выбирают стратегии независимо
друг от друга. Здесь и далее Rm− m- мерное евклидово пространство.
Определение 1.1 Мультистратегия x∗ = (x∗1, x
∗
2, . . . , x
∗
m) ∈ S в некоопера-
тивной игре m лиц называется некооперативным равновесием, если для каж-
дого j ∈ 1 : m и любого xj ∈ Sj выполняется неравенство (1).
Определения равновесного состояния в медицине, экономике и теории игр по-
добны друг другу. В 1950 г. Дж. Нэш доказал следующую теорему.
Теорема 1.1 [9]. Пусть для любого i ∈ 1 : m множества Si выпуклые компак-
ты и функции fi(·)− выпуклые по xi ∈ Si. Тогда в некооперативной игре с m
лицами существует ситуация равновесия.
Из определения состояния равновесия (1) понятно, что для его определения на-
до применять методы покоординатного спуска, так как, как следует из (1), точка
x∗ является точкой локального минимума функции fi(·) вдоль i-ой координаты.
Целью работы явилось разработка численных методов нахождения точек рав-
новесия в модели, функции потерь каждого из объектов (субъектов) которой
описываются выпуклыми функциями.
2 Обсуждение проблемы
Опишем метод поиска состояния равновесия при условии, что функции
fi(x−i, xi) : S → R, где x−i = (x1, x2, . . . , xi−1, xi+1, . . . , xm), дифференцируе-
4мые, выпуклые по xi. Будем считать, что для множества S для любого i ∈ 1 : m
верно включение {x ∈ Rm | fi(x) < fi(x0)} ⊂ intS, где x0− начальная точка.
Здесь intS− внутренность множества S. Это, очевидно, выполняется для ко-
эрцитивных функций fi(·) (определение см. ниже) и достаточно большого по
диаметру выпуклого компактного множества S. В общем случае для данного
предположения множество S может быть всем пространством Rm.
Под коэрцитивной функцией ϕ(·) : Rm → R понимают такую функцию, что
для любых x, g ∈ Rm верно предельное равенство
lim
α→+∞
ϕ(x+ αg)
α
= +∞.
К коэрцитивным функциям относятся, например, сильно выпуклые функции
[3], [5].
Пусть найдена k− ая точка zk ∈ R
m оптимизационного процесса. Най-
дем точку zk+1. Процесс будет состоять из m шагов. Положим в каче-
стве координатных векторов следующие векторы e1 = (1, 0, 0, . . . , 0), e2 =
(0, 1, 0, . . . , 0), . . . , em = (0, 0, 0, . . . , 1).
Алгоритмы поиска точки равновесия
Один из методов − это использования градиентных методов и методов вто-
рого порядков для гладкого случая, т.е. когда fi(·), i ∈ 1 : m,− дважды непре-
рывно дифференцируемые функции по совокупности переменных xj, j ∈ 1 : m.
Обозначим частную производную функции fi(·) по переменной xi через f
′
i,xi
(·).
Рассмотрим вектор-функцию Θ(·) : Rm → Rm :
Θ(x) =


f ′1,x1(x)
f ′2,x2(x)
. . .
f ′m,xm(x)

 (2)
Мы ищем такой вектор x∗ = (x∗1, x
∗
2, . . . , x
∗
m), для которого Θ(x
∗) = 0. Ясно, в
этом случае вектор x∗ есть точка равновесия по Нэшу.
Из разложения
Θ(x+∆x) = Θ(x) + Θ′(x)∆x+ o(∆x)
получим с точностью до членов более высокого порядка значение для шага ∆x.
Полагая
Θ(x+∆x) ≈ Θ(x) + Θ′(x)∆x = 0,
получаем
∆x = −(Θ′(x))−1Θ(x),
5где
Θ′(x) =


f ′′1,x1,x1 f
′′
1,x1,x2 · · · f
′′
1,x1,xm
f ′′2,x2,x1 f
′′
2,x2,x2 · · · f
′′
2,x2,xm
...
...
. . .
...
f ′′m,xm,x1 f
′′
m,xm,x2
· · · f ′′m,xm,xm

 (3)
Алгоритм 1 (градиентный метод для дважды непрерывно диффе-
ренцируемых функций fi(·))
Вектор gk = −(Θ
′(xk))
−1Θ(xk) определяет направление, вдоль которого надо
производить поиск решения на k- ом шаге. На каждом шаге k находим ∆xk =
−(Θ′(xk))
−1Θ(xk) и производим одномерную оптимизацию [6] по t ∈ R : находим
такое tk, для которого ‖Θ(xk + tk∆xk)‖ < εk, εk →k +0. После нахождения
tk переходим к шагу k + 1. Полагаем xk+1 = xk + tk∆xk. Процесс повторяем
до тех пор, пока ‖Θ(xk)‖ ≤ ε, где ε− наперед заданное произвольно малое,
положительное число.
В случае выполнения для некоторых L1, L2 > 0 неравенства
L1‖∆x‖ ≤ ‖Θ
′(x)∆x‖ ≤ L2‖∆x‖ (4)
для произвольного x из малой окрестности точки x∗, в которой Θ(x∗) = 0, и
любых ∆x можно получить оценку скорость сходимости градиентного метода к
решению x∗. Имеем
‖Θ(xk+1)‖ = ‖Θ(xk +∆xk)−Θ(x
∗)‖ = ‖Θ′(ξ)∆xk‖,
где ξ− средняя точка отрезка, соединяющего точки xk+1 и x
∗. Подставим сюда
выражение для ∆xk. В итоге получим
‖Θ′(ξ)∆xk‖ = ‖Θ
′(ξ)(Θ′(xk))
−1Θ(xk)‖.
Из непрерывности матрицы Θ′(·) и из того, что на каждом шаге k согласно
выбору шага Θ(xk) = o(∆xk−1), а также с учетом предположения (4) получим
цепочку неравенств
L1‖∆xk‖ ≤ ‖Θ
′(ξ)∆xk‖ = ‖Θ
′(ξ)(Θ′(xk))
−1Θ(xk)‖ ≤ ck
‖∆xk−1‖
Nk−1
.
Здесь ck = ‖Θ
′(ξ)(Θ′(xk))
−1‖ и Nk−1 →k ∞, поскольку
‖Θ(xk)‖ = ‖o(∆xk−1)‖ ≤
‖∆xk−1‖
Nk−1
.
Из написанных неравенств получаем оценку
‖∆xk‖ ≤ ck
‖∆xk−1‖
L1Nk−1
= qk‖∆xk−1‖,
6откуда видно, что сходимость будет со сверхлинейной скоростью, так как qk =
ck
L1 Nk−1
→k 0. Подытожим полученный результат.
Теорема 2.1 При выполнении предположения (4) для дважды непрерывно диф-
ференцируемых функций fi(·), i ∈ 1 : m, градиентный метод будет сходиться
c полным шагом ∆x со сверхлинейной скоростью в малой окрестности x∗.
Для данного оптимизационного процесса требуется существование непрерывных
вторых смешанных производных по переменным xi, xj , i, j ∈ 1 : m, у функций
fi(·), i ∈ 1 : m, а также наличие обратной матрицы (Θ
′(xk))
−1 на любом шаге k.
К сожалению, предположение (4) не всегда выполняется. Кроме того, теорема
3.3 верна в малой окрестности точки x∗, куда мы должны попасть.
Можно строить градиентный метод на основе минимизации функции
Ξ(x) = (f ′1,x1(x))
2 + (f ′2,x2(x))
2 + · · ·+ (f ′m,xm(x))
2
при предположении, как и ранее, что функции fi(·), i ∈ 1 : m, дважды непре-
рывно дифференцируемые. Ясно, что точкой минимума функции Ξ(·) является
точка x∗, в которой все частные производные равны нулю:
f ′1,x1(x
∗) = 0, f ′2,x2(x
∗) = 0, . . . , f ′m,xm(x
∗) = 0.
Так как функция fi(·) выпуклая по переменной xi, то точка локального мини-
мума по переменной xi совпадает с точкой глобального минимума по той же
переменной. Поэтому x∗− точка равновесия по Нэшу.
Известно [6], что градиентный метод для дважды непрерывно дифференци-
руемой функции условно сходится (по производной) к стационарной точке функ-
ции, где производная функции равна нулю, и сходится для выпуклой дважды
непрерывно дифференцируемой функции. Для недифференцируемой выпуклой
функции градиентный метод может не сходиться к точке минимума [2].
Представляет интерес развитие оптимизационных методов, схожих с мето-
дами покоординатного спуска, требующих меньше ограничений на функции
fi(·), i ∈ 1 : m.
Опишем метод, который для одной функции превращается в хорошо извест-
ный метод покоординатного спуска.
Метод покоординатного спуска
Шаг 1. Рассмотрим прямую y1(α) = zk + α e1, α ∈ (−∞,+∞), и найдем α1
такое, что f1(y1(α1)) = miny1(α)∈S f1(y1(α)). Такое α1 будет существовать в силу
сделанного предположения насчет коэрцитивности функций fi(y1(α1)), i ∈ 1 : m.
Полагаем zk+1 = y1(α1) и переходим к шагу 2.
Шаг 2. Рассмотрим прямую y2(α) = zk+1 + αe2, α ∈ (−∞,+∞), и найдем α2
такое, что
f2(y2(α2)) = min
y2(α)∈S
f2(y2(α)).
7Такое α2 будет существовать в силу сделанного предположения насчет коэр-
цитивности функций fi(·), i ∈ 1 : m. Полагаем zk+2 = y2(α2) и переходим к шагу
3.
И так далее до m− ого шага.
Шагm. Рассмотрим прямую ym(α) = zk+m−1+αem, α ∈ (−∞,+∞), и найдем
αm такое, что
fm(ym(αm)) = min
ym(α)∈S
fm(ym(α)).
Такое αm будет существовать в силу сделанного предположения насчет коэр-
цитивности функций fi(·), i ∈ 1 : m. Полагаем zk+m = ym(αm) и повторяем
процесс, переходя к шагу 1, где вместо значения zk берем zk+m.
В итоге получим последовательность точек {zk} из компактного множества
S, произвольная предельная точка которой может не быть точкой равновесия
по Нэшу даже для непрерывно дифференцируемых функций fi(·), i ∈ 1 : m..
Пример 2.1 Пусть заданы две дифференцируемые выпуклые функции
f1(·), f2(·) : R
2 → R. Пусть также линии минимумов этих функций по пере-
менным x1 и x2 соответственно при фиксированной оставшейся переменной,
т.е. линии Πi, i ∈ 1 : 2, определяемые равенствами
Πi = {x = (x1, x2) ∈ R
2 | f ′i,xi(x) = 0. },
для i = 1, 2 есть соответственно прямые x2 = x1 и x2 = −x1 на плоскости
R
2, пересекающиеся под прямым углом и проходящие через начало координат.
Тогда оптимизационный процесс, построенный согласно алгоритму 1, для лю-
бой начальной точки будет давать последовательность точек {zk}, получа-
ющуюся пересечением указанных прямых горизонтальными и вертикальными
отрезками, расположенными между прямыми x2 = x1 и x2 = −x1. Поэтому
последовательность {zk} будет зацикливаться и не будет сходиться к точке
равновесия по Нэшу, которая в данном случае есть точка пересечения прямых
− начало координат.
Пример 2.1 доказывает, что предельная точка последовательности {zk}, по-
лученной согласно описанному выше методу, может быть точкой равновесия
по Нэшу, если применять усреднение или, иначе говоря, вычисление выпуклой
комбинации (см. далее).
Также возможен случай, когда для последовательности {zk}, построенной
согласно методу покоординатного спуска, расстояние между точками неограни-
ченно увеличивается при k → ∞. Такую последовательность {zk} будем назы-
вать расходящейся. Приведем пример на этот счет.
Пример 2.2 Пусть заданы две дифференцируемые выпуклые функции
f1(·), f2(·) : R
2 → R. Пусть также линии минимумов этих функций по пере-
менным x1 и x2 соответственно при фиксированной оставшейся переменной,
8т.е. линии Πi, i ∈ 1 : 2, определяемые равенствами
Πi = {x = (x1, x2) ∈ R
2 | f ′i,xi(x) = 0 },
для i = 1, 2 есть соответственно прямые x2 =
1
3x1 и x2 =
1
2x1 на плоскости
R
2, проходящие в первой и третьей четвертях и пересекающиеся под острым
углом. Тогда оптимизационный процесс, построенный согласно алгоритму 1,
для любой из первой четверти начальной точки, находящейся внутри обла-
сти, определяемой острым углом, будет давать последовательность точек
{zk}, получающуюся пересечением в процессе оптимизации горизонтальными
прямыми x2 = c2, где c2− константа,прямой x2 =
1
3x1 и вертикальными пря-
мыми x1 = c2, где c2− константа, прямой x2 =
1
2x1. Легко видно, что последо-
вательность {zk} и ее произвольная выпуклая комбинация будут расходиться
и не будут сходиться к точке равновесия по Нэшу, которая в данном случае
есть точка пересечения прямых Πi, i = 1, 2,− начало координат.
Для того чтобы получить последовательность {zk}, сходящуюся к точке рав-
новесия по Нэшу, надо помимо вычисления выпуклой комбинации применять
преобразование координат, а именно: замену переменных, когда, например, пе-
ременную x1 заменяют переменной x2, а переменную x2− на переменную x1.
Также надо вместо оптимизации по переменной x1 делать на первом шаге оп-
тимизацию по переменной x2.
Алгоритм 2 (метод покоординатного спуска с постоянным шагом
для непрерывно дифференцируемых функций fi(·) )
Также можно строить модифицированный метод покоординатного спуска с
постоянным шагом λ > 0.
Пусть найдена k− ая точка zk ∈ R
m оптимизационного процесса. Найдем
точку zk+1. Выбираем произвольный шаг λ > 0.
Шаг 1. Берем точку y1(λ) = zk±λe1 ∈ S и вычислим значение функции f1(·)
в этих точках. Если для плюса или минуса f1(y1(λ)) ≤ f1(zk), то полагаем zk =
y1(λ) и повторяем шаг 1 до тех пор, пока выполняется написанное неравенство.
При первом его невыполнении запоминаем получившуюся точку u1 = y1(λ) и
переходим к шагу 2, положив zk+1 = y1(λ). Если изначально f1(y1(λ)) > f1(zk),
то уменьшаем λ вдвое, т.е. полагаем λ = λ/2 и повторяем шаг 1.
Шаг 2. Берем точку y2(λ) = zk+1 ± λe2 ∈ S и вычислим значение функ-
ции f2(·) в этих точках. Если для плюса или минуса f2(y2(λ)) ≤ f2(zk+1), то
полагаем zk+1 = y2(λ) и повторяем шаг 2 до тех пор, пока выполняется напи-
санное неравенство. При первом его невыполнении запоминаем получившуюся
точку u2 = y2(λ)) и переходим к шагу 3, положив zk+2 = y2(λ). Если изначально
f2(y2(λ)) > f2(zk+1), то уменьшаем λ вдвое, т.е. полагаем λ = λ/2 и повторяем
шаг 2.
И так далее до m− ого шага.
9Шаг m. Берем точку ym(λ) = zk+m−1±λem ∈ S и вычислим значение функ-
ции fm(·) в этих точках. Если для плюса или минуса fm(ym(λ)) ≤ fm(zk), то
полагаем zk+m−1 = ym(λ) и повторяем шаг m до тех пор, пока выполняется
написанное неравенство. При первом его невыполнении запоминаем получив-
шуюся точку um = zk и переходим к шагу 1, положив zk = ym(λ). Если изна-
чально fm(ym(λ)) > fm(zk), то уменьшаем шаг λ вдвое, т.е. полагаем λ = λ/2 и
повторяем шаг m.
Если наблюдается цикличность с увеличением и уменьшением некоторых
координат точек ui при условии, что последовательность точек zk ограничена, то
повторяем шаги от 1 доm еще один раз. В итоге получим 2m точек ui, i ∈ 1 : 2m.
Вычисляем среднюю точку. Полагаем
zk+1 =
1
2m
2m∑
i=1
ui.
Можно рассматривать выпуклую комбинацию точек ui, i ∈ 1 : 2m, с другими
весовыми коэффициентами αi ≥ 0, i ∈ 1 : 2m, сумма которых равна единице.
Если последовательность {zk} такая, что некоторые координаты xi и xj точек
zk неограниченно увеличиваются по модулю и расстояния между точками zk
также неограниченно увеличиваются, то осуществляем замену координат xi и xj
с заменой очередности оптимизации по переменным и повторяем процесс до тех
пор, пока не получим последовательность точек {zk}, все координаты которой
монотонны, а расстояния между точками zk не увеличиваются при k →∞.
Процесс повторяем с самого начала с новой начальной точкой zk до тех пор,
пока не будет выполняться условие ‖f ′i,xi(zk)‖ < ε, i ∈ 1 : m, где ε− наперед
заданное малое положительное число.
Мы докажем, что для гладкого случая, когда функции fi(·), i ∈ 1 : m,−
гладкие, все предельные точки описанного выше метода являются точками рав-
новесия.
Теорема 2.2 Пусть существуют непрерывные частные производные
f ′i,xi(·), i ∈ 1 : m, на компактном множестве S ⊂ R
m , для которого
{x ∈ Rm | fi(x) < fi(x0)} ⊂ int S для любого i ∈ 1 : m и некоторой началь-
ной точки x0. Пусть также, функции fi(·)− выпуклые каждая по своей
переменной xi. Тогда описанный метод покоординатного спуска дает после-
довательность {zk}, любая предельная точка которой − точка равновесия.
Доказательство. Функции fi(·), i ∈ 1 : m, ограничены в совокупности на
множестве S. Покажем, что частные производные по xi функции fi(·), которую
обозначим через f ′i,xi(zk) = (f
′
i(zk), ei), стремится к нулю при k → ∞. Доказа-
тельство будем вести от противного. Пусть
lim
k→∞
||f ′i,xi(zk)|| 6= 0 (5)
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для какого-то i ∈ 1 : m.
Рассмотрим случай, когда координаты получившихся точек zk монотонны
по k, а расстояния между точками zk уменьшаются. Имеет место разложение
fi(zk + λei) = fi(zk) + (f
′
i(zk), λei) + oik(λ),
где функции oik(λ) удовлетворяют условию: oik(λ)/λ→ 0 при λ→ 0 равномерно
по k. Если бы выполнялось неравенство (5), то нашлось бы λ и направление ei
или −ei , для которого, например, для ei,
(f ′i(zk), ei) < −a, a > 0. (6)
Неравенство (6) означает, что вдоль направления ei или −ei мы можем умень-
шить значение функции fi(·). Действительно,
(f ′i(zk), λei) + oik(λ) = λ((f
′
i(zk), ei) + oik(λ)/λ).
Поскольку oik(λ)/λ → 0 при λ → 0, то для достаточно малых λ верно неравен-
ство
λ((f ′i(zk), ei) + oik(λ)/λ) < −λa/2,
а поэтому для малых λ
fi(zk + λei)− fi(zk) < −λa/2. (7)
Вследствие равномерной бесконечной малости функций oik(λ) по i, k, что следу-
ет из непрерывной дифференцируемости функций fi(·), i ∈ 1 : m, неравенство
(7), начиная с некоторого шага для малого λ верно для всех i, k. Но последнее
означает, что на каждом шаге k мы уменьшаем значение очередной функции
fi(·) как минимум на −λa/2. Поскольку все функции fi(·), i ∈ 1 : m, непре-
рывны, а следовательно, ограничены в совокупности на S, то приходим к про-
тиворечию с ограниченностью функций fi(·). Следовательно, шаги λk согласно
алгоритму стремятся к нулю при k →∞.
Но поскольку частные производные f ′i,xi(·)− непрерывные функции, а также
из свойства выпуклых функций − монотонности производной по направлению
следует, что мы будем получать точки zk, стремящиеся к пересечению поверх-
ностей (кривых) Πi, i ∈ 1 : m, определяемых равенствами
Πi = {x ∈ S | f
′
i,xi
(x) = 0}.
Частные производные f ′i,xi(zk), i ∈ 1 : m, будут стремиться к нулю при k →∞.
Согласно алгоритму, если нет монотонности координат точек zk при k →∞,
а есть последовательное чередование с увеличением или уменьшение некоторых
координат точек zk, когда остальные координаты не увеличиваются по моду-
лю, то применяем выпуклую комбинацию и строим усредненную точку zk по
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формуле, указанной в алгоритме. Если некоторые координат точек zk неограни-
ченно увеличиваются по модулю, то мы меняем местами увеличивающиеся по
модулю координаты таким образом, чтобы получилась ограниченная последова-
тельность {zk}. Получившиеся точки zk будут стремиться к точкам пересечения
поверхностей (кривых) Πi, i ∈ 1 : m, т.е. к точкам, где частные производные
f ′i,xi(·) равны нулю, которые являются точками равновесия по Нэшу. То, что
поверхности (кривые) Πi, i ∈ 1 : m, пересекаются, следует из теоремы Нэша [9].
Поэтому неравенство (5) не может выполняться, а значит
lim
k→∞
f ′i,xi(zk) = 0
для всех i ∈ 1 : m. В произвольной предельной точке z∗ последовательности {zk}
в силу непрерывной дифференцируемости функций fi(·), i ∈ 1 : m, выполняется
равенство
f ′i,xi(z
∗) = 0 ∀i ∈ 1 : m.
По условию функция fi(·)− выпуклая по xi, а поэтому необходимые условия
являются и достаточными условиями минимума по переменной xi во внутренней
точке множества S. Поэтому выполняются неравенства
fj(z
∗
1 , z
∗
2 , . . . , z
∗
j , . . . , z
∗
m) ≤ fj(z
∗
1 , z
∗
2 , . . . , z
∗
j−1, zj , z
∗
j+1, . . . , z
∗
m) ∀zj ∈ Sj
для любого j ∈ 1 : m, что означает по определению, что z∗ =
(z∗1 , z
∗
2 , . . . , z
∗
j , . . . , z
∗
m)− точка равновесия. Теорема доказана. 
Замечание 2.1 Если предположение о включении в формулировке теоремы не
выполняется, то последовательность {zk} может стремиться к граничной
точке множества S. Иначе обстоит дело, когда функции fi(·), i ∈ 1 : m,−
недифференцирруемые. В этом случае бесконечно малые функции oik(·) не яв-
ляются равномерно малыми по k. Поэтому оценка (7) не будет выполняться,
а, следовательно, теорема для негладкого случая неверна. Как находить точки
равновесия в этом случае?
Описанные процессы дают последовательность {zk}, которая в общем,
негладком случае может не сходиться к точке равновесия и не иметь предельные
точки, являющиеся точками равновесия по Нэшу. Рассуждения, доказывающие
это, следующие.
Дело в том, что для негладкой функции f(·) метод покоординатного спус-
ка не сходится к точке минимума [2]. Существуют соответствующие примеры
на этот счет. Если нет в общем случае доказательства сходимости метода по-
координатного спуска к точке минимума функции (есть контрпримеры), то и
не может быть доказательства сходимости этого метода к точке равновесия для
бескоалиционной игры m лиц. Мы можем построить оптимизационный процесс,
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который, очевидно, должен быть методом покоординатного спуска, и для кото-
рого каждая из функций fi(·), i ∈ 1 : m, будет уменьшаться вдоль соответству-
ющей этой функции координатной оси. Но куда будет стремиться построенная
последовательность точек {zk} без дополнительных предположений мы сказать
не можем, так как градиенты, как функции точки, разрывны, а оценку величи-
ны изменения функций fi(·), i ∈ 1 : m, при переходе от k -ого шага к k + 1-ому
не представляется возможным, о чем будет написано подробнее ниже. Приведем
пример [2] выпуклой недифференцируемой функции, для которой метод поко-
ординатного спуска не сходится к точке минимума. Мы не будем описывать сам
оптимизационный процесс, а запишем конечный результат.
Пример 2.3 Пусть X = (x1, x2), e1 = (1, 0), e2 = (0, 1), f1(X) = 2x1 +
x2, f2(X) = −x1 + x2 − 3. Минимизируемая функция
ϕ(x) = max
i∈1:2
fi(x).
Начальная точка X0 = (0, 0). Нетрудно видеть, что спуска ни по одной из
координатных направлений из точки X0 у функции ϕ(·) нет. Но точка X0 не
является точкой минимума, так как ϕ(X0) = 0, а в точке X1 = (−1/2; 1/2)
значение функции ϕ(·) меньше значения в точке X0 : ϕ(X1) = −1/2, ϕ(X0) = 0.
3 Решение проблемы
Воспользуемся идеями работы [7]. Будем считать, что fi(·)− липшицевые функ-
ции по совокупности аргументов. Построим функции
ϕi(x) =
1
µ(D)
∫
D
fi(z + x)dz. (8)
где D− произвольное выпуклое компактное множество, 0 ∈ int D,µ(D) > 0−
мера Лебега множества D, i ∈ 1 : m. Проверим, что функция ϕi(·)− выпуклая
по переменной xi. Возьмем две точки xi1 и xi2. Запишем последовательность
неравенств для α1, α2 ≥ 0, α1 + α2 = 1,
ϕi(x1, x2, . . . , xi−1, α1xi1 + α2xi2, xi+1, . . . , xm) =
1
µ(D)
∫
D
fi(x1+y1, x2+y2, . . . , xi−1+yi−1, α1xi1+α2xi2+yi, xi+1+yi+1, . . . , xm+ym)dy ≤
≤
α1
µ(D)
∫
D
fi(x1+y1, x2+y2, . . . , xi−1+yi−1, xi1+yi, xi+1+yi+1, . . . , xm+ym)dy+
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α2
µ(D)
∫
D
fi(x1 + y1, x2 + y2, . . . , xi−1 + yi−1, xi2 + yi, xi+1 + yi+1, . . . , xm + ym)dy =
= α1ϕi(x1, x2, . . . , xi−1, xi1, xi+1, . . . , xm) + α2ϕi(x1, x2, . . . , xi−1, xi2, xi+1, . . . , xm),
что означает выпуклость функции ϕi(·) по переменной xi.
Функция fi(·) почти всюду (ПВ) на множестве S имеет частную производную
по xi. В [7] доказано, что функция ϕi(·)− непрерывно дифференцируемая по
переменной xi, производную которой по xi можно вычислить по формуле
ϕ′i,xi(x) =
∂ϕi(x)
∂xi
=
1
µ(D)
∫
D
∂fi(x+ y)
∂xi
dy.
Таким образом, ϕi(·), i ∈ 1 : m,− выпуклые, непрерывно дифференцируемые по
xi, i ∈ 1 : m, функции.
Покажем, что для любого i ∈ 1 : m и некоторой начальной точки x0 мно-
жество {x ∈ Rm | ϕi(x) < fi(x0)} ⊂ int S + (−D) при выполнении неравенства
{x ∈ Rm | fi(x) < fi(x0)} ⊂ int S.
Итак, по условию теоремы верно включение {x+y ∈ Rm | fi(x+y) < fi(x0)} ⊂
int S для любого i ∈ 1 : m. Проинтегрируем по y ∈ D неравенство, стоящее в
скобках. В итоге получим
ϕi(x) =
1
µ(D)
∫
D
fi(y + x)dy <
1
µ(D)
∫
D
fi(x0)dy = fi(x0).
Из x+ y ∈ S для любого y ∈ D и 0 ∈ int D следует, что x ∈ int S+(−D), что
и требовалось показать.
Введем субдифференциал функции fi(·), i ∈ 1 : m, по переменной xi. По
определению
∂xifi(x) = {wi ∈ R | w = (w1, w2, . . . , wi−1, wi, wi+1, . . . , wm) ∈ R
m,
(w,αei) = αwi ≤ fi(x+ αei)− fi(x) ∀α ∈ R}.
Здесь (w, ei)− скалярное произведение векторов w, ei, которое, очевидно, есть
i-ая координата вектора w.
Дадим определение полунепрерывности сверху (ПН.СВ) многозначного
отображения (МО) ∂xifi(·)− в точке [3], [5].
Определение 3.1 МО ∂xifi(·)− называется ПН.СВ в точке y, если для любых
последовательностей {yk} и {wi,k}, wi,k ∈ ∂xifi(yk), для которых yk → y,wi,k →
wi при k →∞, следует включение wi ∈ ∂xifi(y).
Покажем, что субдифференциальное отображение ∂xifi(·)− ПН.СВ по своим
переменным.
Лемма 3.1 Субдифференциальное отображение ∂xifi(·) ПН.СВ в любой точке
x ∈ int S.
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Доказательство. Для wi,k ∈ ∂xifi(yk) верно неравенство
fi(yk + zei)− fi(yk) ≥ (wk, zei) = zwi,k ∀z ∈ R, (9)
где wi,k− i-ая координата вектора wk . Пусть yk → y,wk → w при k → ∞.
Перейдем в неравенстве (9) к пределу по k → ∞. Из непрерывности функции
fi(·) по всем переменным следует неравенство
fi(y + zei)− fi(y) ≥ (w, zei) ∀z ∈ R. (10)
Если бы неравенство (10) не выполнялось, то для достаточно больших k нера-
венство (9) также не выполнялось бы, чего быть не может. Но из неравенства
(10) следует, что wi ∈ ∂xifi(y), а это в свою очередь по определению означает
полунепрерывность сверху МО ∂xifi(·) в точке y. Итак, лемма доказана. 
Нетрудно показать, что при условии коэрцитивности функций fi(·), i ∈ 1 : m,
функции ϕi(·), i ∈ 1 : m, также коэрцитивны. Мы приходим к выполнению усло-
вий доказанной выше теоремы. Следовательно, для функций ϕi(·), i ∈ 1 : m,
можно применить приведенный алгоритм поиска точки равновесия. Мы пока-
жем, что точка равновесия по Нэшу функций ϕi(·), i ∈ 1 : m, есть ε(D) точка
равновесия по Нэшу функций fi(·), i ∈ 1 : m.
Определение 3.2 Назовем ε(D) точкой равновесия функций fi(·), i ∈ 1 : m,
такую точку x∗ε, для которой множеству x
∗
ε +D принадлежит точка равно-
весия v∗ = (v∗1 , v
∗
2 , . . . , v
∗
m) функции fi(·), i ∈ 1 : m, по переменной xi, т.е.
fi(v
∗
1 , v
∗
2 , . . . , v
∗
m) ≤ fi(v
∗
1 , v
∗
2 , . . . , v
∗
i−1, xi, v
∗
i+1, . . . , v
∗
m) ∀xi ∈ Si.
Применим описанный выше алгоритм для нахождения точки равновесия для
функций ϕi(·), i ∈ 1 : m. Получим последовательность {vk}. Так как условия
доказанной выше теоремы выполняются, то любая предельная точка v∗ этой
последовательности является точкой равновесия функций ϕi(·), i ∈ 1 : m. Дока-
жем следующую лемму.
Лемма 3.2 Любая предельная точка v∗ последовательности {vk} является
ε(D) точкой равновесия функции fi(·) по переменной xi, i ∈ 1 : m.
Доказательство. В точках равновесия v∗ = (v∗1 , v
∗
2 , . . . , v
∗
m) функций ϕi(·), i ∈
1 : m, с учетом всего сказанного выше верны равенства для i ∈ 1 : m
ϕ′i,xi =
∂ϕi(v
∗)
∂xi
=
1
µ(D)
∫
D
∂fi(v
∗ + y)
∂xi
dy = 0 (11)
Интеграл в (11) с любой степенью точности δ > 0 можно представить в виде
конечной суммы
1
µ(D)
N∑
j=1
∂fi(v
∗ + yi)
∂xi
µ(Dj), (12)
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где yi ∈ Di, N = N(δ),Di− подобласти разбиения области D,µ(Di)− их меры,
причем
N∑
j=1
µ(Dj) = µ(D).
Сумма (12) есть выпуклая комбинация величин ∂fi(v
∗+yi)
∂xi
с коэффициентами
αj =
µ(Dj)
µ(D)
,
N∑
j=1
αj = 1, αj ≥ 0,
т.е. для всех i ∈ 1 : m
1
µ(D)
N∑
j=1
∂fi(v
∗ + yj)
∂xi
µ(Dj) =
N∑
j=1
αj
∂fi(v
∗ + yj)
∂xi
(13)
Согласно равенству (11) сумма (13) может быть как угодно малой для больших
N для всех i ∈ 1 : m.
Из полунепрерывности сверху субдифференциального отображения ∂xifi(·)
для липшицевой функции fi(·), i ∈ 1 : m, по переменной xi следует существова-
ние точки yi = (yi1, yi2, . . . , yim) ∈ D, для которой 0 ∈ ∂xifi(v
∗+yi) для i ∈ 1 : m,
где ∂xifi(v
∗+yi)− субдифференциал функции fi(·) в точке v∗+yi по переменной
xi ([3], [5]).
Поскольку fi(·)− выпуклая по xi, то локальные точки минимума по этой
переменной являются и глобальными точками минимума по xi при неизменности
остальных переменных, а поэтому выполняется неравенство
fi(v
∗
1 + yi1, v
∗
2 + yi2, . . . , v
∗
m + yim) ≤
fi(v
∗
1 + yi1, v
∗
2 + yi2, . . . , v
∗
i−1 + yi−1, xi, v
∗
i+1 + yi+1, . . . , v
∗
m + yim) ∀xi ∈ Si.
Последнее означает, что точка v∗+yi является ε(D) точкой равновесия функции
fi(·) по переменной xi. Лемма доказана. 
Возникает вопрос: как найти точки равновесия с помощью функций ϕi(·), i ∈
1 : m?
Далее будет сказано, как использовать градиентный метод для поиска точек
равновесия с помощью функций ϕi(·), i ∈ 1 : m.
Построим процесс поиска точки равновесия функций fi(·), i ∈ 1 : m, с по-
мощью функций ϕi(·), i ∈ 1 : m, вычисленных по формуле (8), используя метод
покоординатного спуска.
Алгоритм 3 (метод покоординатного спуска с применением функ-
ций ϕi(·))
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Шаг 1. Для множества Dk, удовлетворяющего указанным выше условиям
при написании формулы (8), вычисляем функции ϕi(·), i ∈ 1 : m. Применяем
описанный выше метод покоординатного спуска поиска точки равновесия vk
функций ϕi(·), i ∈ 1 : m.
Шаг 2. После нахождения точки равновесия vk функций ϕi(·)i(·), i ∈ 1 : m,
уменьшаем диаметр множества Dk, по которому идет интегрирование, и пере-
ходим к шагу 1, т.е. diam (Dk) = d(Dk)→ 0 при k →∞.
В итоге получаем последовательность точек {vk}.
Теорема 3.1 Любая предельная точка v∗ последовательности {vk}, получен-
ной применением шагов 1 и 2, является точкой равновесия по Нэшу функций
fi(·), i ∈ 1 : m.
Доказательство. По доказанному любая предельная точка vk получившейся
последовательности точек на шаге 1 является ε(D) точкой равновесия функций
fi(·), i ∈ 1 : m. В результате применения шагов 1 и 2 мы получим последова-
тельность {vk}. Тогда согласно доказанным леммам любая предельная точка
v∗ последовательности {vk} будет точкой равновесия функций fi(·), i ∈ 1 : m,
по координатам xi, i ∈ 1 : m. Действительно, 0 ∈ ∂xifi(v
∗ + yi(Dk)) для по-
следовательностей множеств Dk и yi(Dk) ∈ Dk, для которых diam (Dk) → 0 и
yi(Dk) → 0 при k → ∞ для всех i ∈ 1 : m. Из ПН.СВ отображения ∂xifi(·)
следует включение 0 ∈ ∂xifi(v
∗). Но последнее и означает, что v∗− точка равно-
весия функций fi(·), i ∈ 1 : m, по координатам xi, i ∈ 1 : m, соответственно, что
и требовалось доказать. Теорема доказана. 
Недостатком описанного метода является то, что для получения предель-
ной точки v∗ последовательностей {vk} надо построить эти последовательности
для множеств Dk с диаметрами, стремящимися к нулю при k → ∞, приме-
нив методы одномерной оптимизации функций ϕi(·), i ∈ 1 : m, по переменным
xi соответственно. Надо так изменить метод поиска точки v
∗, чтобы уменьше-
ние диаметров множеств Dk происходило в процессе оптимизации соразмерно с
уменьшением шага λk, что и сделаем далее.
Основное отличие дифференцируемого (гладкого) случая от недифференци-
руемого (негладкого) случая заключается в том. что в разложении для неглад-
ких функций fi(·), i ∈ 1 : m,
fi(x+ αei) = fi(x) + (f
′
i,xi
(x), αei) + oi,x(α),
ox,i(·) не являются равномерно бесконечно малыми функциями по x. При замене
функций fi(·), i ∈ 1 : m, на функции ϕi(·), i ∈ 1 : m, мы приходим к гладкому
случаю, так как функции ϕi(·), i ∈ 1 : m, для фиксированного множества D,
удовлетворяющего условиям 0 ∈ int D,µ(D) > 0, являются непрерывно диффе-
ренцируемыми функциями. В разложении
ϕi(x+ αei) = ϕi(x) + (ϕ
′
i,xi
(x), αei) + oi,x(α),
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oi,x(·)− равномерно бесконечно малые функции, зависящие от выбранного мно-
жества D. В [7] показано, что множества D в виде шара или квадрата, т.е. для D
равномерно вытянутого по всем направлениям, производная ϕ′i(·) липшицевая
с константой Липшица Li/d(D), где Li− константа Липшица функции fi(·) по
переменной xi, d(D)− диаметр множества D.
Запишем систему неравенств
|oi,x(α)| = |ϕi(x+ αei)− ϕi(x)− (ϕ
′
i,xi
(x), αei)| ≤
≤ α‖ϕ′i,x(ξ)− ϕ
′
i,x(x)‖ ≤ α
Li
d(D)
‖ξ − x‖ ≤
Li
d(D)
α2.
Здесь точка ξ принадлежит отрезку [x, x+ αei]. Отсюда
|
oi,x(α)
α
| ≤
αLi
d(D)
.
Следовательно, если в процессе поиска точек равновесия Нэша мы будет сжи-
мать множество Dk таким образом, чтобы для шага λk оптимизационного про-
цесса и диаметра d(Dk) выполнялся предел
lim
k→∞
λk
d(Dk)
= 0, (14)
то oi,x(·) будут равномерно бесконечно малыми для любого шага k. Если для
λk и d(Dk) выполняется неравенство (14), то будем говорить о согласованном
уменьшении шага λk и диаметра d(Dk).
Построим процесс поиска точки равновесия функций fi(·), i ∈ 1 : m, с помо-
щью функций ϕi(·), i ∈ 1 : m, и с согласованным уменьшением λk и d(Dk).
Алгоритм 4 (модифицированный метод покоординатного спуска с
применением функций ϕi(·))
Шаг 1. Выбираем множество Dk в виде m-мерного шара или куба. Применя-
ем описанный выше алгоритм поиска точки равновесия для дифференцируемых
функций ϕi(·), i ∈ 1 : m, вычисленных по формуле (8).
Шаг 2. Если последовательность {zk} ограничена, но имеет координаты xi
не монотонные при выполнении 2m шагов метода покоординатного спуска для
дифференцируемых функций (алгоритм 2), то, находим среднюю точку полу-
чившихся точек ui, i ∈ 1 : 2m, и полагаем
zk =
1
2m
2m∑
i=1
ui.
Если последовательность {zk} такая, что расстояние между точками zk увели-
чивается, то производим перестановку переменных у функций ϕi(·), i ∈ 1 : m,
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с последующей перестановкой порядка оптимизации по соответствующим пере-
менным.
Если для некоторой последовательности {εk}, εk → +0 при k →∞ выполня-
ется неравенство
λk
d(Dk)
≤ εk, (15)
где λk− длина k− ого шага, то уменьшаем диаметр множества Dk таким обра-
зом, чтобы в итоге левая часть неравенства (15) стремилась к нулю при k →∞.
Полагаем k = k + 1 и переходим к шагу 1.
В итоге получаем последовательность точек {zk}.
Теорема 3.2 Любая предельная точка z∗ последовательности {zk}, получен-
ной применением шагов 1 и 2 метода покоординатного спуска для непрерывно
дифференцируемых функций, является точкой равновесия по Нэшу.
Доказательство. Доказательство повторяет доказательство теорем 2.2 и 3.1.
Согласно этим теоремам для любого i ∈ 1 : m
lim
k→∞
||ϕ′i,xi(zk)|| = 0,
откуда получаем включение 0 ∈ ∂xifi(z
∗ + yi(Dk)) + B
m
δk
(0), где yi(Dk) ∈ Dk,
Bmδk(0)−m-мерный шар в R
m с центром в нуле и радиусом δk = ||ϕ
′
i,xi
(zk)||, δk →k
0. Так как диаметры d(Dk) → 0 при k →∞, то из ПН.СВ отображения ∂xifi(·)
следует включение 0 ∈ ∂xifi(z
∗). Но последнее и означает, что z∗− точка равно-
весия функций fi(·), i ∈ 1 : m, по координатам xi, i ∈ 1 : m, соответственно, что
и требовалось доказать. Теорема доказана. 
Если функции fi(·), i ∈ 1 : m, недифференцируемые, то градиентные методы,
упомянутые выше, могут не сходиться. Будем считать функции fi(·), i ∈ 1 : m,
липшицевыми с константами Li соответственно по совокупности переменных
xi, i ∈ 1 : m.
Заменим fi(·), i ∈ 1 : m, на функции Φi(·) : R
m → R, i ∈ 1 : m, определяемые
формулами
Φi(x) =
1
µ(D)
∫
D
ϕi(x+ y)dy,
где функции ϕi(·), i ∈ 1 : m, и множество D определены выше (см. (8)).
Тогда, поскольку ϕi(·) − липшицева [7], то согласно предыдущему будем
иметь
Φ′i(x) =
1
µ(D)
∫
D
ϕ′i(z + x)dz. (16)
Доказано, что функции Φi(·), i ∈ 1 : m, имеют липшицевую вторую произ-
водную [7]. В случае, когда D есть шар или куб в Rm, коэффициент Липшица
функции Φ′′i (·) равен
L′i =
2Li
d2(D)
,
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где d(D) − как и ранее, диаметр множества D.
Поэтому для функций Φi(·), i ∈ 1 : m, можно применять градиентные мето-
ды поиска точек равновесия по Нэшу. В процессе оптимизации мы устремляем
диаметры шара или куба Dk к нулю, как это мы делали в модифицированном
методе градиентного спуска с помощью функций ϕi(·), i ∈ 1 : m, чтобы для диа-
метра d(Dk) и длины шага λk, который также стремится к нулю при k → ∞,
выполнялось неравенство, подобное неравенству (15), а именно
λk
d2(Dk)
< εk, (17)
для некоторой последовательности {εk} при условии, что εk → +0 при k → ∞.
Неравенство (17) гарантирует, как и выше ( теорема 3.2), что любая предельная
точка последовательности, полученной градиентным методом, использующим
функции Φ′i(·), i ∈ 1 : m, и вторые производные Φ
′′
i (·), i ∈ 1 : m,, будет точкой
равновесия по Нэшу функций fi(·), i ∈ 1 : m,.
Алгоритм 5 (градиентный метод с применением функций Φi(·) )
Согласно (2) и (3) вычисляем вектор Θ(zk) и матрицу (Θ
′(zk)) для дважды
непрерывно дифференцируемых функций Φi(·), i ∈ 1 : m, когда D есть шар или
куб:
Θ(x) =


Φ′1,x1(x)
Φ′2,x2(x)
. . .
Φ′m,xm(x),


Θ′(x) =


Φ′′1,x1,x1 Φ
′′
1,x1,x2
· · · Φ′′1,x1,xm
Φ′′2,x2,x1 Φ
′′
2,x2,x2 · · · Φ
′′
2,x2,xm
...
...
. . .
...
Φ′′m,xm,x1 Φ
′′
m,xm,x2
· · · Φ′′m,xm,xm

 .
Вектор gk = −(Θ
′(zk))
−1Θ(zk) определяет направление, вдоль которого надо
производить поиск решения на k-ом шаге. На каждом шаге k находим ∆zk =
−(Θ′(zk))
−1Θ(zk) и производим одномерную оптимизацию [6] по t ∈ R : находим
такое tk, для которого ‖Θ(zk + tk∆zk)‖ < δk, δk →k +0. Если для некоторой
последовательности {εk}, εk → +0 при k → ∞ выполняется неравенство (17),
где λk− длина k− ого шага, то уменьшаем диаметр множества Dk, полагаем
zk+1 = zk + tk∆zk. Процесс повторяем до тех пор, пока ‖Θ(zk)‖ ≤ ε, где ε−
наперед заданное произвольно малое, положительное число.
Если для матрицы Θ′(·) выполняется неравенство (4), то можно строить
ускоренные методы поиска ε(2D) - точек равновесия по Нэшу, как это описано
выше для гладкого случая. Для получения точки равновесия по Нэшу в про-
цессе оптимизации надо уменьшать диаметры шаров или кубов Dk так, чтобы
выполнялось неравенство (17).
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Возьмем последовательность множеств {Ds}, s = 1, 2, . . . с непустой внут-
ренностью, диаметры d(Ds) которых стремятся к нулю при увеличении s. Пусть
Ds = B
n
rs
(0) = {v ∈ Rn | ‖v‖ ≤ rs} для rs → +0 при s→∞. Введем для i ∈ 1 : m
последовательность функций
ϕi,s(x) =
1
µ(Ds)
∫
Ds
fi(x+ y)dy
и
Φi,s(x) =
1
µ(Ds)
∫
Ds
ϕi,s(x+ y)dy.
Строим функции Θs(·) для функций Φi, s(·), i ∈ 1 : m, как это описано выше.
Пусть для матрицы вторых смешанных производных функции Φi,s(·) выполня-
ется неравенство ‖Φ′′i,s(·)‖ ≤ Ls. В [7] доказано, что в качестве Ls может быть
взята константа Ls =
L
d(Ds)
, где L = max i∈1:mLi.
Отсюда следует, что в зависимости от выбранной метрики пространства Rm
норма ‖Θ′s(·)‖ пропорциональна Ls. Пусть ‖Θ
′
s(·)‖ ≤ Ls. Определим вектор-
функцию Θ˜s(·) : R
m → Rm как функцию от y:
Θ˜s(y, x) = Θs(y) + 2Ls(y − x). (18)
Тогда для матрицы Θ˜′s(·) имеют место неравенства
Ls‖z‖
2 ≤ (Θ˜′s(x, x)z, z) ≤ 3Ls‖z‖
2 ∀z ∈ Rn. (19)
Построим градиентный метод поиска корней уравнения Θs(x) = 0 с использова-
нием функции Θ˜s(·) и с одновременным согласованным уменьшением в процессе
оптимизации диаметра множества Ds и шага оптимизации λk.
Описание градиентного метода поиска точек равновесия по Нэшу с
использованием функций Φi,s(·).
Пусть точка xk на k- ом шаге уже построена. Построим точку xk+1. Положим
по определению Θ˜s,k(·) = Θ˜s(·, xk). Зависимость s от k будем записывать в виде
s = s(k).
Вектор gk = −(Θ˜
′
s(k),k(xk))
−1Θ˜s(k),k(xk) определяет направление, вдоль кото-
рого надо производить поиск решения на k- ом шаге. На каждом шаге k находим
∆xk = −(Θ˜
′
s(k),k(xk))
−1Θ˜s,k(xk) и производим одномерную оптимизацию [6] по
t ∈ R : находим такое tk, для которого ‖Θ˜s,k(xk+ tk∆xk)‖ < εk, εk →k +0. После
нахождения tk переходим к шагу k + 1. Полагаем xk+1 = xk + tk∆xk. Будем
предполагать, что, начиная для достаточно больших k, мы попадаем в малую
окрестности точек равновесия по Нэшу, где процесс идет с полным шагом, т.е.
для tk = 1.
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Если для всех k выполняется неравенство
‖∆xk‖
d2(Ds(k))
< εk (20)
для некоторой последовательности {εk}, εk → +0 при k → ∞, то уменьшаем
диаметр множества Ds и увеличиваем s = s(k + 1).
Для производной Θ˜′
s(k),k(·) для всех s, k выполняется неравенство (19). Вна-
чале докажем, что
lim
k→∞
Θs(k)(xk) = 0 (21)
и последовательность {xk} имеет предельную точку x
∗.
Имеем разложение функции Θ˜s(k),k(·) в ряд в окрестности точки xk
Θ˜s(k),k(xk+1) = Θ˜s(k),k(xk)) + Θ˜
′
s(k),k(xk))∆xk + os(k),k(∆xk).
При подстановке ∆xk = −(Θ˜
′
s(k),k(xk))
−1Θ˜s,k(xk) в это разложение получим
Θ˜s(k),k(xk+1) = os(k),k(∆xk). (22)
Покажем, что os(k),k(∆xk)− равномерно по k бесконечно малая функция.
Поскольку функция Θ˜s(k),k(·) получена из Θs(·) добавлением линейной функ-
ции, то os(k),k(·)− это бесконечно малая в разложении функции Θs(·) в окрест-
ности точки xk. Получим оценки сверху для os(k),k(·).
Имеет место разложение в ряд Тейлор
Θs(xk+1) = Θs(xk) + Θ
′
s(xk)∆xk + os,k(∆xk).
Поскольку для каждого s функция Θs(·) непрерывно дифференцируемая, то по
теореме о средней точке будем иметь
Θs(xk+1)−Θs(xk) = Θ
′
s(ξ)(xk+1 − xk) = Θ
′
s(ξ)∆xk,
где ξ ∈ [xk, xk+1]. Подставим эту разность в ряд Тейлора и воспользуемся лип-
шицевостью с константой 2L
d2(Ds)
производной Θ′s(·). В итоге
‖os,k(∆xk)‖ ≤ ‖(Θ
′
s(ξ)−Θ
′
s(xk))∆xk‖ ≤
2L‖∆xk‖
d2(Ds)
‖∆xk‖.
Откуда
‖os,k(∆xk)‖
‖∆xk‖
≤
2L‖∆xk‖
d2(Ds)
. (23)
Поэтому, если в процессе оптимизации
lim
k→∞
‖∆xk‖
d2(Ds(k))
= 0, (24)
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то отсюда следует равномерная бесконечная малость по s = s(k) и k функции
os(k),k(·). Но мы организуем оптимизационный процесс именно таким образом,
чтобы предельное равенство (24) выполнялось.
Из неравенства (20) следует предельное равенство
lim
k→∞
Ls(k)∆xk = lim
k→∞
L
d(Ds(k))
∆xk = 0.
Из (18), (22) и (24) следует (21). Аналогично ранее приведенным рассуждениям
(теорема 3.2) из ПН.СВ субдифференциального отображения Кларка и равен-
ства (21) следует, что последовательность точек {xk} имеет предельную точку
x∗, в которой 0 ∈ ∂xifi(x
∗) для всех i ∈ 1 : m, т.е. точка x∗ является точкой
равновесия по Нэшу.
Все сказанное верно, если мы попадаем в малую окрестность точки равно-
весия по Нэшу. Для того чтобы это случилось, в случае необходимости надо
применять метод усреднения, описанный выше, который гарантирует, что точ-
ки xk не будут зацикливаться.
Таким образом доказана теорема.
Теорема 3.3 Для начальной точки из достаточно малой окрестности точек
равновесия при выполнении равенства (24) любая предельная точка градиент-
ного метода является точкой равновесия по Нэшу для липшицевых выпуклых
по переменной xi функций fi(·), i ∈ 1 : m.
4 Заключение
В работе был применён метод нахождения точки равновесия как предельной
точки последовательности, полученной в результате применения описанного
выше численного метода, использующего градиенты (обобщенные градиенты)
функции. Сам метод по этой причине в общем случае будет сходиться к точке
равновесия не быстро, но его использование позволяет получить с минимальны-
ми промежуточными расчетами все возможные точки равновесия, если менять
начальную точку.
Далее будут проведены эксперименты на вычислительных машинах с целью
получить множество всех точек равновесия. Интересны конфигурации этих мно-
жеств и время, за которое это можно сделать, а также поиск среди точек этих
множеств Парето оптимальных решений.
Приведен также метод поиска точек равновесия по Дж. Нэшу с использо-
ванием матриц вторых смешанных производных (обобщенных матриц вторых
смешанных производных) исходных функций. Такие методы при определенных
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условиях сходятся намного быстрее метода покоординатного спуска, но требуют
на каждом шаге больше вычислений.
Существуют другие определения точек равновесия, например, точки равно-
весия по Бержу [8], [4], когда в бескоалиционной игре поведение игроков опреде-
ляется максимальным (минимальным) выигрышем (проигрышем) каждого иг-
рока при условии, что остальные игроки стараются помочь в достижении этой
цели данному игроку. Нахождение точек равновесия по Бержу также представ-
ляет интерес.
5 Выводы
Дано обоснование применения новых оптимизационных методов поиска точек
равновесия по Нэшу для негладкого случая. Построены методы поиска точек
равновесия по Нэшу с использованием усредненного интеграла Стеклова. Дока-
зано, что все предельные точки построенного оптимизационного процесса явля-
ются точками равновесия по Нэшу. Для ускоренной сходимости метода предла-
гается делать согласованное уменьшение диаметра множества Dm, по которому
идет интегральное усреднение, и шага оптимизационного процесса. Правила со-
гласованного уменьшения шага и диаметра множества Dm приводятся.
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