This paper describes the statistical machine translation system developed at RWTH Aachen University for the German→English translation task of the EMNLP 2015 Tenth Workshop on Statistical Machine Translation (WMT 2015). A phrase-based machine translation system was applied and augmented with hierarchical phrase reordering and word class language models. Further, we ran discriminative maximum expected BLEU training for our system. In addition, we utilized multiple feed-forward neural network language and translation models and a recurrent neural network language model for reranking.
Introduction
For the WMT 2015 shared translation task 1 , RWTH utilized a state-of-the-art phrase-based translation system.
We participated in the German→English translation task. The system included a hierarchical reordering model, a word class (cluster) language model, and discriminative maximum expected BLEU training. Further, we reranked the nbest lists produced by our system with three feed-forward neural network models and a recurrent neural language model. This paper is structured as follows: First, we briefly describe our preprocessing pipeline for the language pair German→English in Section 2, which is based on our 2014 pipeline. Next, morpho-syntactic analysis for preprocessing the data is described in Section 2.3. Different alignment methods are discussed in Section 3. In Section 4, we present a summary of all methods used in our submission. More details are given about the language models (Section 4.2), maximum expected BLEU training (Section 4.4), the hierarchical reordering model (Section 4.5), feed-forward neural network training (Section 4.6), and recurrent neural network language model (Section 4.7). Experimental results are discussed in Section 5. We conclude the paper in Section 6.
Preprocessing
In this section we briefly describe our preprocessing pipeline, which is a modification of our WMT 2014 German→English preprocessing pipeline (Peitz et al., 2014) .
Categorization
We worked on the categorization of the digits and written numbers for the translation task. All written numbers were categorized. As the training data and also the test sets contain several errors for numbers in the source as well as in the target part, we put effort into producing correct English numbers. In addition, ',' and '.' marks were inverted in most cases, as in German the former mark is the decimal mark and the latter is the thousand separator.
Remove Foreign Languages
The WMT German→English Common Crawl corpora contains bilingual sentence pairs with nonGerman source or non-English target sentences. By using an ASCII filtering, we removed all sentences with more than 5% non-ASCII characters from the Common Crawl corpus. Chinese, Arabic and Russian are among the languages which can be easily filtered by deleting the sentences containing too many non-ASCII words. Our experiments showed that the translation quality does not change by removing sentences with wrong languages. Nevertheless, this method reduced the training data size and also the vocabulary size without introducing any degradation in translation quality. Further, this method prevents us from generating words from these languages.
Compound Splitting and POS-based Word Reordering
We reduced the source vocabulary size for the German→English translation and split the German compound words with the frequency-based method described in Koehn and Knight (2003) . To reduce translation complexity, we employed the long-range part-of-speech based reordering rules proposed by Popović and Ney (2006) . In this regard, we did no further morphological analysis in our preprocessing pipeline.
Alignment
We experimented with creating multiple alignments and merging them via a majority vote. For the majority voting to work in a meaningful way we need obviously more than two different alignments. A larger number of alignments gives us more confidence that the alignment points are correct.
To create these different alignments, we used fast align (Dyer et al., 2013) and two implementations of GIZA++ (Och and Ney, 2003) . The alignment was trained in both source to target direction and target to source direction. To double the number of alignments, we trained each setup also with a reverse ordered source side and reversed it back after the alignment process finished (Freitag et al., 2013) . Using a reversed source side usually creates a different alignment since the word order influences the results of fast align and GIZA++. This gave us a total of 12 different alignments (three toolkits × two translation directions × two source side direction). These alignments were merged by keeping all alignment points generated by at least 5 of the methods.
We compared this setup with an alignment generated by GIZA++. The voting setup did not improve directly on the baseline system as shown in Table 1 . However, in combination with a feed-forward neural network joint model (Section 4.6) the results on newstest2013 improved by 0.4% BLEU after reranking. We stuck in the following experiments to the multiple alignments approach.
Translation System
In this evaluation, we used the open source machine translation toolkit Jane 2 (Vilar et al., 2012; Wuebker et al., 2012) . This open-source toolkit was developed at the RWTH Aachen University and includes a phrase-based decoder used in all of our experiments.
Phrase-based System
Our phrase based decoder includes an implementation of the source cardinality synchronous search procedure described in Zens and Ney (2008) . We used the standard set of models with phrase translation probabilities, lexical smoothing in both directions, word and phrase penalty, distance-based distortion model, a 4-gram target language model and enhanced low frequency feature (Chen et al., 2011) . Additional models used in this evaluation were the hierarchical reordering model (HRM) (Galley and Manning, 2008 ) and a word class language model (wcLM) (Wuebker et al., 2013) . The parameter weights were optimized with minimum error rate training (MERT) (Och, 2003) . The op-timization criterion was BLEU (Papineni et al., 2002) .
Language Models
We used a 4-gram language model trained on the target side of the bilingual data, 1 2 of the Shuffled News Crawl corpus, 1 2 of the 10 9 French-English corpus and 1 4 of the LDC Gigaword Fifth Edition corpus. The monolingual data selection was based on cross-entropy difference as described in Moore and Lewis (2010) . For this language model, we trained separate language models using SRILM for each corpus, which were then interpolated. The interpolation weights are tuned by minimizing the perplexity of the interpolated model on the development data. In addition, a word class language model was utilized. We trained 200 classes on the target side of the bilingual training data (Brown et al., 1992; Och, 1999) . We used the same data as the 4-gram language model for training a 7-gram wcLM. Furthermore, we also trained a single unpruned language model on the concatenation of all monolingual data using KenLM, which was used as an extra model in our final experiments. All language models used interpolated Kneser-Ney smoothing.
Evaluation
All setups were evaluated with MultEval (Clark et al., 2011) . To evaluate our models, we used the average of three MERT optimization runs for case sensitive BLEU (Papineni et al., 2002) and case insensitive TER 3 (Snover et al., 2006) .
Maximum Expected BLEU Training
In our baseline translation system the phrase tables were extracted from word alignments and the probabilities were estimated as relative frequencies, which is still the state-of-the-art for many standard SMT systems. For the WMT 2015 German→English task, we applied discriminative maximum expected BLEU training as described by Wuebker et al. (2015) . The expected BLEU objective function is optimized with the resilient backpropagation algorithm (RPROP) (Riedmiller and Braun, 1993) . Similar to He and Deng (2012) , the objective function is computed on n-best lists (here: n = 100) generated by the translation decoder. To avoid over-fitting due to spurious 3 TER is always evaluated in case insensitive form by MultEval. segmentations, we apply a leave-one-out heuristic (Wuebker et al., 2010) during the n-best list generation step. Using these n-best lists, we iteratively trained the phrasal and lexical feature sets, denoted as (a) and (b) in Wuebker et al. (2015) . Each of the two feature types are condensed into a single model within the log-linear model combination. After every five iterations we ran MERT, and finally selected the iteration performing best on newstest2013. In this work, we used a subset of the training data to generate the n-best lists, namely the concatenation of newstest2008 through newstest2010 and the News-Commentary corpus.
Hierarchical Reordering Model
In Galley and Manning (2008) , a hierarchical reordering model for phrase-based machine translation was introduced. The model scores monotone, swap, and discontinuous phrase orientations in the manner of the one presented by Tillmann (2004) . The orientation classes are determined based on phrase blocks, which can subsume multiple phrase pairs and are computed with an SRparser. The model has proven effective in previous evaluations. As the word order is more flexible in German compared to English, we expected that an additional reordering model could improve the translation quality.
Feed-Forward Neural Network Training
We used three feed-forward neural network (FFNN) models with a similar structure as the network models used by Devlin et al. (2014) and Le et al. (2012) . All networks were trained with different input features:
• Translation Model (TM), the 5 source words around the alignment source word • Language Model (LM), the 7 last words on the target side
• Joint Model (JM), the 5 source words around the alignment source word and the 4 last words on the target side
The TM and LM were trained with two hidden layers (1000 and 500 nodes) while the JM contained three hidden layers with 2000 nodes each. The output layer was in all cases a softmax layer with a short list of 10000. All remaining words were clustered into 1000 classes and their class probabilities were predicted. The neural networks were applied to rerank 1000-best lists.
Recurrent Neural Network Language Model
In addition to the feed-forward neural network model we employed a recurrent neural network model. The recurrency was handled with the long short-term memory (LSTM) architecture (Hochreiter and Schmidhuber, 1997) and we used a classfactored output layer for increased efficiency as described in Sundermeyer et al. (2012) . The topology of the network is illustrated in Figure 1 . All neural network models were trained on the bilingual data with 2000 word classes. The language models were set up with 500 nodes in both the projection layer and the hidden LSTM layer. The recurrent network models were applied together with the feed-forward models to rerank 1000-best lists.
Setup
We trained the phrase-based system on all available bilingual training data. The preprocessed bilingual corpus contained around 4 million sentences. The preprocessed data contained a source vocabulary size of 814K and a target vocabulary size of 733K. We used the target side of the bilingual data along with the monolingual corpora for training the language models. First, we started using our old language models from our WMT 2014 setup as baseline. Then we updated our system to the new language models trained according to Section 4.2. All results are reported as average of three optimization runs.
Experimental Results
The results of the phrase-based system are summarized in Table 2 . It was tuned on the concatenation of newstest2011 and newstest2012.
The phrase-based baseline system, which included the hierarchical reordering model (Galley and Manning, 2008 ) and a word class language model (wcLM) (Wuebker et al., 2013) , reached a performance of 25.9% BLEU on newstest2014. Maximum expected BLEU training selected on newstest2013 improved the results on newstest2014 by 0.3% BLEU absolute.
There was improvement of 0.1% in BLEU on newstest2014 by replacing the old language models from WMT 2014 with an updated general 4-gram LM and word class LM. Further-more, adding an extra unpruned language model trained on the concatenation of the monolingual data improved the results on newstest2014 by 0.3% BLEU.
Adding three feed-forward neural network models yielded an improvement of 0.5% BLEU on newstest2013 and newstest2014. Adding the LSTM language model improved the TER by an additional 0.1% on newstest2014 and by 0.2% on newstest2013.
The submission system used all models and we chose the best optimization run on the development data. This optimization run by itself was 0.5% BLEU stronger on newstest2014 compared to the average across three optimization runs which included this run.
Conclusion
For the participation in the WMT 2015 shared translation task, RWTH experimented with a phrase-based translation system. For this approach, we applied a hierarchical phrase reordering model and a word class language model. fast align and two versions of GIZA++ were used for training word alignments, and a voting setup was implemented, which improved the results in combination with neural network models. We also employed discriminative maximum expected BLEU training. Additionally, we utilized feed-forward and recurrent neural networks models for our phrase-based system, which improved the performance. Furthermore, we adapted our preprocessing pipeline based on our WMT 2014 setup. Filtering the corpus for non-ASCII letters gave us lower vocabulary sizes for both source and target side without loss in performance.
