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A CHARACTERIZATION OF TWO WEIGHT INEQUALITIES FOR A
VECTOR-VALUED OPERATOR
JAMES SCURRY
Abstract. We give a characterization of the two-weight inequality for a simple vector-
valued operator. Special cases of our result have been considered before in the form of the
weighted Carleson embedding theorem, the dyadic positive operators of Nazarov, Treil, and
Volberg [9] in the square integrable case, and Lacey, Sawyer, Uriarte-Tuero [4] in the Lp
case. The main technique of this paper is a Sawyer-style argument and the characterization
is for 1 < p < ∞.
1. Introduction
Our focus is on two weight inequalities. We study a simple vector-valued operator TQ,r
defined by a sparse collection of cubes Q and an exponent 1 ≤ r <∞, namely we take
TQ,rf(x) =

∑
I∈Q
|〈f〉I |
r1I(x)


1
r
for f ∈ L1loc(R
n). The aim of our efforts is to give a necessary and sufficient condition for the
two weight inequality of TQ,r to hold when 1 < r <∞. The main result of this chapter may
be formulated as follows:
Theorem 1. Suppose w and σ are weights and 1 < r, p < ∞ with Q a sparse collection of
cubes. Then we have ‖TQ,r(·σ)‖Lp(σ)→Lp(w) if and only if there are L and L∗ such that:
sup
Q
∫
Q
TQ,r(1Qσ)(x)
pw ≤ Lσ(Q)(2)
sup
a
sup
Q
∫
Q
UQ(1Qaw)(x)
p′σ ≤ L∗w(Q)(3)
where UQ is an appropriate ‘dual’ operator (which we define later) and where the first supre-
mum for UQ is taken over all sequences of functions a such that ‖a‖ℓr = 1.
Special cases of our theorem have been considered before. Notably, when p = r and w = σ
we obtain the weighted Carleson embedding theorem:
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Theorem 4 (Weighted Carleson Embedding Theorem). Let w be a weight on Rn and {τJ}J∈D
a collection of nonnegative numbers. Then we have
sup
I
1
w(I)
∑
J⊂I
τJ . 1
if and only if
sup
f∈Lp(w)
‖f‖Lp(w)=1
∑
J∈D
(〈f〉wJ )
pτJ . 1.(5)
Theorem 4 is a fundamental result in two weight theory. For positive operators, the relation-
ship between Theorem 4 and the corresponding two weight inequality is very strong. The
two weight inequality for the maximal function is equivalent to Theorem 4 and the charac-
terization of weighted inequalities for discrete positive operators can be reduced to Theorem
4, see [13]. The connection is less clear for operators without a positive kernel, but if p = 2
then Theorem 4 can be used to give the two weight inequality for the dyadic square function
and Haar multipliers (see [9]). Our Theorem 1 generalizes Theorem 4, reducing to a special
case of (5) when p = r.
Further, for r = 1 and p = 2, [9] gave a characterization of the operator TQ,r. This result
was later extended to p , 2 by [4]. A crucial difference between the two papers was that [9]
used a Bellman function technique while [4] constructed a more flexible argument. We rely
on the methods presented in [4], noting Theorem 1 follows largely from their argument but
not directly from their results.
We mention the operators TQ,r have also received attention with respect to one weight
inequalities. The arguments of [1] imply the following:
Theorem 6. Let Q be a sparse collection of cubes with 1 < r, p <∞ and w ∈ Ap. Then we
have
‖TQ,r‖Lp(w)→Lp(w) . [w]
max{ 1r ,
1
p−1}
Ap
.(7)
Using a decomposition theorem of A. Lerner in conjunction with (7) the authors of [1] were
able to deduce sharp strong-type inequalities for the vector-valued maximal function and
dyadic square function. Later, A. Lerner used a similar argument to extend the square
function result to the intrinsic square function. Applying these type of arguments together
with Theorem 1 and Sawyer’s theorem for the maximal function we obtain the following
Corollary 8. Suppose w and σ are two weights with 1 < p, r < ∞. Assume the testing
conditions (2) and (3) are satisfied with constants independent of the sparse collection Q.
Additionally, suppose M(·σ) satisfies∫
Q
M(1Qσ)(x)
pw . σ(Q).
Then Mr(·σ) is bounded from Lp(σ) to Lp(w) and if r = 2, S(·σ) is bounded from Lp(σ) to
Lp(w).
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The remainder of this chapter is structured as follows. In Section 2 we introduce certain
definitions and theorems which will be useful for us. The subsequent section deals with
several preliminary results and Section 4 contains the bulk of our argument for Theorem 1.
2. Initial Concepts
Throughout the remainder of this chapter we assume 1 < r < ∞. Recall, for Q a sparse
collection of cubes and g = {gI}I∈Q a collection of measurable functions we set
UQ(g)(x) =
∑
I∈Q
〈gI〉I1I(x).
We also consider an operator TQ,r which allows us to overcome the non-linearity of TQ,r:
Definition 1. Let f ∈ L1loc(R
n) and 1 < r <∞. We set
TQ,r(f)(x) = {〈f〉I1I(x)}I∈Q .
Then we have∫
Rn
TQ,r(fσ)(x)
pw =
∫
Rn
‖TQ,r(fσ)‖
p
ℓr
w
=
∫
Rn
〈TQ,r(fσ), aw〉ℓrdx
=
∫
Rn
〈fσ,UQ(aw)〉ℓrdx.
Consequently, UQ can be loosely considered as the dual operator to TQ,r. Further, we define
certain restrictions of TQ,r:
Definition 2. Suppose Q is a sparse collection of cubes and 1 < r < ∞. For Q ⊂ Rn, we
have
T inQ,r,Qf(x) =

∑
I⊆Q
I∈Q
|〈f〉I |
r1I(x)


1
r
,
T outQ,r,Q(f)(x) =

∑
Q⊂I
I∈Q
|〈f〉I |
r1I(x)


1
r
.
Now we consider a Whitney covering lemma whose statement we borrow from [4] and the
universal maximal estimate:
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Lemma 9. For each k there exists a collection Qk of disjoint cubes satisfying:
Ωk =
⋃
Q∈Qk
Q,(10)
Q(1) ⊂ Ωk , Q
(2) ∩ Ωck , ∅,(11) ∑
Q∈Qk
1Q(1) . 1Ωk ,(12)
sup
Q∈Qk
♯
{
Q′ ∈ Qk : Q
′ ∩Q(1) , ∅
}
. 1 ,(13)
Q ∈ Qk , Q
′ ∈ Ql , Q $ Q
′ k > l . .(14)
Theorem 15. Let µ be a weight and 1 < s ≤ ∞. For g ∈ Ls(ω), define
Mµg(x) = sup
Q∈D
Q∋x
〈|g|〉µQ.
Then Mµ : Ls(µ)→ Ls(µ) is a bounded operator.
The proofs of Lemma 9 and Theorem 15 are standard and we omit them, but relevant
arguments can be found in [4] and [12]. For the proof of Corollary 8, we will also need two
additional theorems. The first is a decomposition theorem from [6] by A. Lerner:
Theorem 16. Let f ∈ L1loc(R
n) and let Q be a fixed cube. Then there exists a collection of
dyadic cubes
{
Qkj
}
j,k∈N
such that
(i.) for each k, j ∈ N, we have Qkj ⊂ Q
(ii.) for almost every x ∈ Q,
|f(x)−mf (Q)| ≤ 4M
♯
2−n−2;Qf(x) + 4
∑
k
∑
j
ω2−n−2(f ;Q
k
j )1Qkj (x)
(iii.) for fixed k, Qkj ∩Q
k
i = ∅ for i , j
(iv.) letting Ωk =
⋃
j
Qkj , we have |Ωk ∩Q
k
j | ≤ 2
−1|Qkj | and Ωk+1 ⊂ Ωk.
The second theorem is a result of E. Sawyer from [10]:
Theorem 17. Let w and v be weights with 1 < p < ∞ and define σ = v1−p
′
. Then M is
bounded from Lp(v) to Lp(w) if and only if
(18)
∫
Q
|M(σ1Q)(x)|
p
v . σ(Q) for all Q cubes.
We finish this section with a definition
Definition 3. Let {Qk}k∈Z be collections of cubes as in Lemma 9 and R a dyadic cube.
Provided there exists k such that R ∈ Qk, define C(R) = sup{k : R ∈ Qk}, c(R) = inf{k :
R ∈ Qk} and D(R) = C(R)− c(R); otherwise let c(R) = C(R) = D(R) = 0.
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3. Preliminary Results
Here we formulate and prove some results which will be used in the argument for Theorem
1. We begin with the following weak-type estimate:
Lemma 19. Assuming (2) and (3) hold, for g ∈ Lp
′
ℓr
′ (w) and f ∈ Lp(σ), we have
‖UQ(gw)‖Lp′,∞(σ) . L
1
p
∗ ‖g‖Lp′
ℓr
′
(w)
,(20)
‖TQ,r(fσ)‖Lp,∞(w) . L
1
p′ ‖f‖Lp(σ) .(21)
A consequence of Lemma 19 is that we can make slight modifications to the testing con-
ditions on TQ,r and UQ:
Lemma 22. For each Q ∈ D and for any positive a = {aI}I∈Q satisfying
∑
I∈Q |aI(x)|
r = 1
for almost all x ∈ Rn, we have∫
Rn
TQ,r(1Qσ)(x)
pw . Lσ(Q),(23) ∫
Rn
UQ (1Qaw) (x)
p′σ . L∗w(Q).(24)
Now we consider the following the lemma:
Lemma 25. Given collections of cubes {Qk}k∈Z as in Lemma 9, for each k and Q ∈ Qk we
have
max
{
T outQ,r,Q(1)(1Q(2)fσ)(x) , TQ,r(1(Q(2))cfσ)(x)
}
≤ 2k ,
with x ∈ Q.
Further, Lemma 25 also implies the following maximum principle
Lemma 26. For a given function f ∈ L1loc(R
n), let Ωk = {x ∈ Rn : TQ,rf(x) > 2k}. Denote
by Qk the corresponding Whitney cubes for the Ωk and for a given cube Q let
Ek(Q) = Q ∩ (Ωk+2 − Ωk+3) , Q ∈ Qk .
Then for all k and x ∈ Ek(Q), we have
2k ≤ T inQ,r,Q(1)(1Q(1)f)(x).
3.1. Proof of Lemma 19. We will argue the case for (20) first. Fix a sequence g ∈ Lp
′
ℓr
′ (w)
and begin by defining Γα = {x : U(gw)(x) > α} for α > 0. UQ(gw)(x) is lower semi-
continuous and so Γα is open. Similar to Lemma 9, we will perform a Whitney-style decom-
position; specifically, for fixed α, let
{
Lαj
}
j∈N
be the dyadic cubes which are maximal with
respect to the following two conditions: (i.) Lαj ∩ Γ2α , ∅ and (ii.) L
α
j ⊂ Γα for all j ∈ N.
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First, we aim to put ourselves in a position to use the testing condition on TQ,r; for fixed j,∫
Lα
j
UQ(gw)(x)σ =
∫
Lα
j
〈1Lα
j
σ,UQ(gw)〉ℓrdx
=
∫
Lα
j
〈TQ,r(1Lα
j
σ), gw〉ℓrdx
≤
∫
Lα
j
TQ,r(1Lα
j
σ)(x)‖g‖ℓrw.
Now as a result, we have(
σ(Lαj )
−1
∫
Lα
j
UQ(gw)(x)σ
)p′
≤
(
σ(Lαj )
−1
∫
Lα
j
TQ,r(1Lα
j
σ)(x) ‖g‖ℓr′ w
)p′
≤
(∫
Lα
j
‖g‖p
′
ℓr
′ w
)(∫
Lα
j
TQ,r(1Lα
j
σ)pw
)p′
p
σ(Lαj )
−p′
. L
p′
p
(∫
Lα
j
‖g‖p
′
ℓr
′ w
)
σ(Lαj )
p′
p
−p′
= L
p′
p
(∫
Lα
j
‖g‖p
′
ℓr
′ w
)
σ(Lαj )
−1.
As a consequence,(
σ(Lαj )
−1
∫
Lα
j
UQ(gw)(x)σ
)p′
σ(Lαj ) . L
p′
p
(∫
Lα
j
‖g‖p
′
ℓr
′ w
)
and summing over j gives
∑
j∈N
(
σ(Lαj )
−1
∫
Lα
j
U(gw)(x)σ
)p′
σ(Lαj ) . L
p′
p ‖g‖p
′
L
p′
ℓr
′
(w)
.(27)
At this point we will appeal to a ‘good-lambda’ trick. In particular, we fix α and ǫ =
2−p
′−1 > 0; further, we define E =
{
j : σ(Lαj ∩ Γ2α) < ǫσ(L
α
j )
}
. So,
(2α)p
′
σ(Γ2α) . ǫ(2α)
p′
∑
j∈E
σ(Lαj ) + ǫ
−1
∑
j<E
(2α)p
′
σ(Lαj )
≤ ǫ(2α)p
′
∑
j∈E
σ(Lαj ) +
∑
j<E
2−1(ασ(Lαj )σ(L
α
j )
−1)p
′
σ(Lαj )
≤ ǫ(2α)p
′
∑
j∈E
σ(Lαj ) +
∑
j<E
2−1
(
σ(Lαj )
−1
∫
Lα
j
UQ(gw)(x)σ
)p′
σ(Lαj )
. ǫ(2α)p
′
∑
j∈E
σ(Lαj ) + 2
−1L
p′
p ‖g‖p
′
L
p′
ℓr
′
(w)
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where the final inequality follows from (27). Hence
(2α)p
′
σ(Γ2α) . 2
−1(α)p
′
σ(Γα) + 2
−1L
p′
p ‖g‖p
′
L
p′
ℓr
′
(w)
≤ 2−1 ‖UQ(gw)‖
p′
Lp
′,∞(σ)
+ 2−1L
p′
p ‖g‖p
′
L
p′
ℓr
′
(w)
which gives (20).
Now we consider (21). The argument will be similar to that for (20). Fix a positive function
f ∈ Lp(σ) and let Ψα = {x : TQ,r(fσ)(x) > α} for α > 0. Again, we perform a Whitney-style
decomposition; explicitly, let
{
P αj
}
j∈N
be the dyadic cubes which are maximal with respect
to: (i.) P αj ∩Ψ2α , ∅ and (ii.) P
α
j ⊂ Ψα for all j ∈ N. We define a = TQ,r(fσ)
r−1(TQ,r(fσ))−1
and attempt to place ourselves in a position where we may use the testing condition on UQ;
using duality as before, for each j we see the expression
(28)
(
w(P αj )
−1
∫
Pα
j
TQ,r(fσ)(x)w
)p
w(P αj )
is equivalent to
(29)
(
w(P αj )
−1
∫
Pα
j
UQ(1Pα
j
wa)(x)f(x)σ
)p
w(P αj ).
Using Hölder’s inequality,
(29) ≤
(∫
Pα
j
UQ(a1Pα
j
w)(x)p
′
σ
) p
p′
(∫
Pα
j
f(x)pσ
)
w(P αj )
1−p
. L
p
p′
∗
(∫
Pα
j
f(x)pσ
)
and summing gives
∑
j∈N
(
w(P αj )
−1
∫
Pα
j
TQ,r(fσ)(x)w
)p
w(P αj ) . L
p
p′
∗ ‖f‖
p
Lp(σ) .
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As before we use a ‘good-lambda’ trick; we fix α and ǫ = 2−p−1. Further, define Υ ={
j : w(P αj ∩Ψ2α) < ǫw(P
α
j )
}
. So
(2α)pw(Ψ2α) . ǫ(2α)
p
∑
j∈Υ
w(P αj ) + ǫ
−1
∑
j<Υ
(2α)pw(P αj )
. ǫ(2α)p
∑
j∈Υ
w(P αj ) + 2
−1
∑
j<Υ
(αw(P αj )w(P
α
j )
−1)pw(P αj )
. ǫ(2α)p
∑
j∈Υ
w(P αj ) + 2
−1
∑
j<Υ
(
w(P αj )
−1
∫
Pα
j
TQ,r(fσ)(x)w
)p
w(P αj )
. ǫ(2α)p
∑
j∈Υ
w(P αj ) + 2
−1L
p
p′
∗ ‖f‖
p
Lp(σ)
≤ ǫ(2α)pw(Ψα) + 2
−1L
p
p′
∗ ‖f‖
p
Lp(σ) .
Now we have
(2α)pw(Ψ2α) . 2
−1αpw(Ψα) + 2
−1L
p
p′
∗ ‖f‖
p
Lp(σ)
≤ 2−1 ‖TQ,r(fσ)‖
p
Lp,∞(w) + L
p
p′
∗ ‖f‖
p
Lp(σ)
and this gives (21).
3.2. Proof of Lemma 22. First, we will show the case for (23). By (20) and duality, we
have for each f ∈ Lp,1(σ),
‖TQ,r(fσ)‖Lp(w) . L
1
p ‖f‖Lp,1(σ) .
Since for any cube Q, 1Q ∈ Lp,1(σ) and ‖1Q‖Lp,1(σ) = σ(Q)
1
p , we have
‖TQ,r(1Qσ)‖Lp(w) . L
1
pσ(Q)
1
p
which gives the desired result.
We conclude by verifying (24) holds. Consider, for a = TQ,r(fσ)TQ,r(fσ)−1 and Q fixed,(∫
Rn
UQ(1Qaw)(x)
p′σ
) 1
p′
=
∫
Rn
UQ(1Qaw)(x)h(x)σ
for some h ∈ Lp(σ). Then using duality and Hölder’s inequality in ℓr − ℓr
′
we have∫
Rn
UQ(1Qaw)(x)h(x)σ =
∫
Rn
〈1Qaw,TQ,r(hσ)〉ℓrdx
≤
∫
Q
TQ,r(hσ)(x)w.(30)
Recall, by (TQ,r(hσ)(x))∗ and (1Q)(x))∗, we mean the symmetric decreasing rearrangements
of TQ,r(hσ)(x) and 1Q(x) with respect to w. We continue from (30) by applying Hölder’s
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inequality and using (21) to obtain
(30) ≤
∫
R
(TQ,r(hσ)(x))
∗ (1Q(x))
∗
w
≤ ‖TQ,r(hσ)‖Lp,∞(w)w(Q)
1
p′
≤ ‖TQ,r(·σ)‖Lp(σ)→Lp,∞(w)w(Q)
1
p′
. L
1
p′
∗ w(Q)
1
p′ .
The foregoing inequalities yield∫
Rn
UQ(1Qaw)(x)
p′σ ≤ L∗w(Q)
p′
p′
and we are done.
3.3. Proof of Lemma 25 and Lemma 26.
3.3.1. Proof of Lemma 25. By Lemma 9, there is z ∈ Q(2) ∩ Ωck. Thus for x ∈ Q we have
TQ,r(1(Q(2))cfσ)(x) = T
out
Q,r,Q(1)(1(Q(2))cfσ)(x) ≤ TQ,r(fσ)(z) ≤ 2
k
and we are done.
3.3.2. Proof of Lemma 26. By Lemma 25 and the sub-linearity of TQ, we have for x ∈ Ek(Q)
2k+2 − 2k+1 ≤ TQ,r(f)(x)− T
out
Q,r,Q(1)(1Q(1)f)(x)− TQ,r(1(Q(1))cfσ)(x)
≤ T inQ,r,Q(1)(1Q(1)f)(x).
Noting 2k+2 − 2k+1 ≥ 2k, we obtain 2k ≤ T inQ,r,Q(1)(1Q(1)f)(x).
3.3.3. Proof of Corollary 8. The following lemma is known (see [1] and [8]):
Lemma 31. Let f ∈ L1loc(R
n) and g be a sequence of ℓr summable locally integrable functions.
ForMr the vector-valued maximal function with exponent r and S the dyadic square function,
ωλ(Sf
2, Q0) . λ
−1〈f〉2ρQ0
ωλ(Mr(g)
r, Q0) . λ
−1〈‖g‖ℓr〉
r
Q0
.
By Lerner’s decomposition theorem, for each cube QN there is an appropriate collection of
sparse cubes QN and IN such that
|Sf(x)−mQN | .M
♯(f)(x) + TIN ,ρ,r(f)(x)
|Mr(g)(x)−mQN | .M
♯(‖g‖ℓr)(x) + TQN ,r(‖g‖ℓr)(x).
Assuming Theorem 1 and recalling Sawyer’s two weight theorem for the maximal function,
the conclusion of the corollary for Mr and the dyadic square function S follow immediately.
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3.4. Proof of Theorem 1: Necessity. Here we prove the necessity of the testing condi-
tions. We suppose that TQ,r is a bounded operator. The necessity of (2) is immediate by
taking f = 1Q for an arbitrary cube, so we only need to verify the necessity of the conditions
on UQ. Fix a cube Q and a sequence a such that ‖a‖ℓr = 1. Without loss of generality we
assume h and a are positive. Then,
(∫
Q
UQ(a1Qw)(x)
p′σ
) 1
p′
=
∫
Q
UQ(a1Qw)(x)hσ
where h is an appropriate function from Lp(σ) satisfying ‖h‖Lp(σ) = 1. Now we use duality
and apply Hölder’s inequality in ℓr − ℓr
′
and obtain∫
Q
UQ(a1Qw)(x)hσ =
∫
Rn
〈TQ,r(h1Qσ), a1Qw〉ℓrdx
≤
∫
Q
TQ,r(h1Qσ)(x)w
≤ ‖TQ,r(h1Qσ)‖Lp(w)w(Q)
1
p′
≤ ‖TQ,r(·σ)‖Lp(σ)→Lp(w)w(Q)
1
p′ .
Hence, ∫
Q
UQ(a1Qw)(x)
p′σ ≤ ‖TQ,r(·σ)‖
p′
Lp(σ)→Lp(w)w(Q)
where a is arbitrary. Taking supremums we have
sup
a
sup
Q
w(Q)−1
∫
Q
UQ(1Qaw)(x)
p′σ ≤ ‖TQ,r(·σ)‖
p′
Lp(σ)→Lp(w)
which gives the result.
4. Proof of Theorem 1: Sufficiency
We apply Lemma 9 to obtain a collection of cubes Qk for each k such that
Ωk =
{
x ∈ Rn : TQ,r(fσ)(x) > 2
k
}
= ∪Q∈QkQ.
For Q ∈ Qk, define Ek(Q) = (Ωk\Ωk+2) ∩Q. Then we have the following:∫
Rn
TQ,r(fσ)(x)
pw .
∑
k∈Z
w(
{
x ∈ Rn : TQ,r(fσ)(x) > 2
k
}
)2kp
.
∑
k∈Z
∑
Q∈Qk
w(Ek(Q))2
kp.
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By Lemma 26,
w(Ek(Q))2
k
.
∫
Ek(Q)
TQ,r(fσ1Q(1))(x)w
=
∫
Q(1)
UQ(a1Ek(Q)w)(x)f(x)σ;
we split the above integral into two pieces so that∫
Q(1)
UQ(a1Ek(Q)w)(x)f(x)σ = S1,k(Q) + S2,k(Q)
with
S1,k(Q) =
∫
Q(1)\Ωk+m
UQ(a1Ek(Q)w)(x)f(x)σ
S2,k(Q) =
∫
Q(1)∩Ωk+m
UQ(a1Ek(Q))(x)f(x)σ.
For each k, we partition Qk into two collections:
Q1,k = {Q ∈ Qk : w(Ek(Q)) ≤ ηw(Q)}
Q2,k = {Q ∈ Qk : w(Ek(Q)) > ηw(Q)}
where 0 < η < 1 is a fixed parameter that will be defined later in the proof; further divide
Q2,k into:
Q2k = {Q ∈ Q2,k : S2,k(Q) ≤ S1,k(Q)}
Q3k = {Q ∈ Q2,k : S2,k(Q) > S1,k(Q)} .
The sum
∑
k∈Z
∑
Q∈Qk w(Ek(Q))2
kp is split into pieces corresponding to the collections above:
I1 =
∑
k∈Z
∑
Q∈Q1,k
w(Ek(Q))2
kp
I2 =
∑
k∈Z
∑
Q∈Q2
k
w(Ek(Q))2
kp
I3 =
∑
k∈Z
∑
Q∈Q3
k
w(Ek(Q))2
kp.
Trivially, we have∑
k∈Z
∑
Q∈Qk
w(Ek(Q))2
kp = I1 + I2 + I3
so that it suffices to estimate each Ij.
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4.1. Estimating I1. Consider,
I1 . η
∑
k∈Z
∑
Q∈Qk
η−1w(Q)2kp
. η
∫
Rn
TQ,r(fσ)(x)
pw;
as 0 < η < 1, we may absorb the term I1 into ‖TQ,r(fσ)‖Lp(σ).
4.2. Estimating I2. Here, notice
η2kw(Q) ≤
∫
Q(1)
UQ(a1Ek(Q)w)(x)f(x)σ
.
∫
Q(1)\Ωk+m
UQ(a1Ek(Q)w)(x)f(x)σ
≤
(∫
Q(1)\Ωk+m
UQ(a1Qw)(x)
p′σ
) 1
p′
(∫
Q(1)\Ωk+m
f(x)pσ
) 1
p
. L
1
p′
∗ w(Q)
1
p′
(∫
Q(1)\Ωk+m
f(x)pσ
) 1
p
so that for fixed Q and k,
w(Ek(Q))2
kp
. η−pw(Ek(Q))
(∫
Q(1)\Ωk+m
UQ(a1Ek(Q)w)(x)f(x)σ
)p
. η−pw(Ek(Q))L
p
p′
∗ w(Q)
∫
Q(1)\Ωk+m
f(x)pσ
= η−pL
p
p′
∗
w(Ek(Q))
w(Q)
∫
Q(1)\Ωk+m
f(x)pσ
≤ η−pL
p
p′
∗
∫
Q(1)\Ωk+m
f(x)pσ.
Summing, we have from (13)
η−pL
p
p′
∗
∑
k∈Z
∑
Q∈Q2
k
∫
Q(1)\Ωk+m
f(x)pσ . η−pL
p
p′
∗
∫
Rn
f(x)pσ;
recalling
I2 =
∑
k∈Z
∑
Q∈Q2
k
w(Ek(Q))2
kp
. η−p
∑
k∈Z
∑
Q∈Q2
k
∫
Q(1)\Ωk+m
f(x)pσ,
implies the result.
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4.3. Estimating I3. Assume N is some fixed positive integer and 0 ≤ n < m; we split the
remaining cubes into collections modulo m and intend to show
∑
k>−N
k≡n mod m
∑
Q∈Q3
k
w(Ek(Q))2
kp
.
∫
Rn
f(x)pσ
with implied constants independent of n and N . The monotone convergence theorem com-
bined with summing over n will yield
∑
Q∈Q3
k
w(Ek(Q))2
kp
.
∫
Rn
f(x)pσ
To this end, we use a stopping time argument. Namely, set P(N, n, 1) to be the collection
of maximal cubes within PN,n = ∪j≡n mod m
j≥−N
∪Q∈Q3
j
Q. For j > 1 define P(N, n, j) to be the
collection of all cubes I in PN,n which satisfy the following:
(i.) there is I ′ ∈ P(N, n, j − 1) such that I ( I ′
(ii.) 〈f〉σI > 2〈f〉
σ
I′
(iii.) I is maximal with respect to properties (i.) and (ii.)
Denote by P(N, n) = ∪∞j=1P(N, n, j).
We define for Q ∈ Q3k
N (k,m,N, n,Q) =
{
I ∈ Qk+m, k ≡ n mod m : I ∩Q
(1)
, ∅
}
N (k,m,N, n) = ∪ Q∈Qk
k≡n mod m
N (k,m,N, n,Q)
and note that Q(1) ∩ Ωk+m = ∪I∈N (k,m,N,n,Q)I. Further, for each I ∈ N (k,m,N, n) there
is Ik,m,N,n ∈ Qk such that I ⊂ Ik,m,N,n. Since k ≡ n mod m we have I ∈ P or Γ(I) =
Γ(Ik,m,N,n); as a consequence, we may split the sum∫
Q(1)∩Ωk+m
UQ(a1Ek(Q)w)(x)f(x)σ =
∑
I∈N (k,m,N,n,Q)
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ
into two pieces:
A1(k,m,N, n,Q) =
∑
I∈N (k,m,N,n,Q)
I∈P(N,n)
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ
A2(k,m,N, n,Q) =
∑
I∈N (k,m,N,n,Q)
Γ(I)=Γ(Ik,m,N,n)
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ.
For the remainder of the proof, we will assume k ≡ n mod m and suppress the notational
dependence on N and n (e.g. we will write A1(k,m,Q) for A1(k,m,N, n,Q)). Continuing,
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from the defining properties of Q3k,
2kw(Q) . η−1
∫
Q(1)∩Ωk+m
UQ(a1Ek(Q)w)(x)f(x)σ
. η−1A1(k,m,Q) + η
−1A2(k,m,Q)
so that
2kpw(Ek(Q)) .
w(Ek(Q))
ηpw(Q)p
A1(k,m,Q)
p +
w(Ek(Q))
ηpw(Q)p
A2(k,m,Q)
p.
Recalling
I3 =
∑
k∈Z
∑
Q∈Q3
k
w(Ek(Q))2
kp
we see it is enough to estimate I3,j =
∑
Q∈Q3
k
I3,j(Q) for j ∈ {1, 2} and
I3,1(Q) =
w(Ek(Q))
w(Q)p
A1(k,m,Q)
p
I3,2(Q) =
w(Ek(Q))
w(Q)p
A2(k,m,Q)
p
with Q ∈ Q3k.
4.3.1. Estimating I3,1. For a fixed cube Q and I ∈ N (k,m,Q) we may write
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ =
∫
I
UQ(a1Ek(Q)w)(x)〈f〉
σ
Iσ
since the expression UQ(a1Ek(Q)w)(x) is constant for x ∈ I. Continuing, for G ∈ P,
∑
I∈N (k,m,Q)
Γ(I)=Γ(Ik,m)
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ =
∑
I∈N (k,m,Q)
Γ(I)=Γ(Ik,m)
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ
=
∑
I∈N (k,m,Q)
Γ(I)=Γ(Ik,m)
∫
I
UQ(a1Ek(Q)w)(x)〈f〉
σ
Iσ
. 〈f〉σG
∑
I∈N (k,m,Q)
Γ(I)=Γ(Ik,m)
∫
I
UQ(a1Ek(Q)w)(x)σ.
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So for fixed G ∈ P, using duality and Hölder’s inequality we have
w(Ek(Q))
w(Q)p
A1(k,m,Q)
p
.
w(Ek(Q))
w(Q)p
(〈f〉σG)
p


∑
I∈N (k,m,Q)
Γ(I)=Γ(Ik,m)=G
∫
I
UQ(a1Ek(Q)w)(x)σ


p
≤
w(Ek(Q))
w(Q)p
(〈f〉σG)
p


∑
I∈N (k,m,Q)
Γ(I)=Γ(Ik,m)=G
∫
G
TQ,r(1Gσ)(x)w


p
≤ (〈(f)〉σG)
pw(Ek(Q))Mw(TQ,r(1Gσ))(x)
p.
By the universal maximal estimate and the modified testing condition Lemma 22,∑
k∈Z
∑
Q∈Q3
k
w(Ek(Q))Mw(TQ,r(1Gσ))(x)
p
.
∫
Rn
Mw(TQ,r(1Gσ))(x)
pw
.
∫
Rn
TQ,r(1Gσ)(x)
pw
. Lσ(G).
Hence,
∑
k∈Z
∑
Q∈Q3
k
w(Ek(Q))
w(Q)p


∑
I∈N (k,m,Q)
Γ(I)=Γ(Ik,m)
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ


p
. L
∑
G∈P
(〈f〉σG)
pσ(G)
. L
∫
Rn
f(x)pσ
where in the last line we have used the Carleson embedding theorem.
4.3.2. Estimating I3,2. We begin by noticing for fixed Q,
w(Ek(Q))
w(Q)p
A2(k,m,Q)
p =
w(Ek(Q))
w(Q)p

 ∑
I∈N (k,m,Q)
I∈P
σ(I)
1
p
σ(I)
1
p
∫
I
UQ(a1Ek(Q)w)(x)f(x)σ


p
≤ I4,1(k,m,Q)I4,2(k,m,Q)
where we define
I4,1(k,m,Q) =
w(Ek(Q))
w(Q)p

 ∑
I∈N (k,m,Q)
I∈P
σ(I)
−p′
p
(∫
I
UQ(a1Ek(Q)w)(x)σ
)p′
p
p′
I4,2(k,m,Q) =
∑
I∈N (k,m,Q)
I∈P
σ(I)(〈f〉σG)
p.
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Notice for each Q by Hölder’s inequality,
σ(I)
−p′
p
(∫
I
UQ(a1Ek(Q)w)(x)σ
)p′
≤ σ(I)
−p′
p
+ p
′
p
∫
I
UQ(a1Ek(Q)w)(x)
p′σ,
so that ∑
I∈N (k,m,Q)
I∈P
σ(I)
−p′
p
(∫
I
UQ(a1Ek(Q)w)(x)σ
)p′
≤
∑
I∈N (k,m,Q)
I∈P
∫
I
UQ(a1Ek(Q)w)(x)
p′σ
.
∫
Rn
UQ(a1Ek(Q)w)(x)
p′σ
. L∗w(Q);
since w(Ek(Q))
w(Q)p
≤ w(Q)1−p we obtain I4,1(k,m,Q) . L
p
p′
∗ w(Q)
p
p′
−p+1
= Lp∗; as a result we need
only consider the sum∑
k∈Z
∑
Q∈Q3
k
∑
I∈N (k,m,Q)
I∈P
σ(R)(〈f〉σR)
p.
To finish the proof, we need a uniform bound on the number of times a cube R may appear
in the above sum. Consider the following lemma, whose proof we momentarily postpone.
Lemma 32. Fix a cube R which satisfies R ∈ Qj for some integer j, and for 1 ≤ l ≤ D(R)
suppose
(i.) there is an integer kl and Ql ∈ Q3kl with R ∈ Rkl(Q),
(ii.) the pairs (Ql, kl) are distinct.
We then have that D(R) . 1, with the implied constant depending upon the dimension, and
η, the small constant previously mentioned.
Using Lemma 32 and the Carleson embedding theorem, we may estimate∑
k∈Z
∑
Q∈Q3
k
∑
R∈N(k,m,Q)
R∈P
σ(R)(〈f〉σR)
p
.
∫
Rn
f(x)pσ
to complete the proof modulo Lemma 32.
4.3.3. Proof of Lemma 32. Fix R ∈ D such that there exists k1, · · · , kD(R) ∈ Z and cubes
Q1, · · · , QD(R) so that R ∈ Rkj (Qj) for all 1 ≤ j ≤ D(R) and the pairs (Qj, kj) are distinct.
We argue by contradiction that D(R) . 1. The dyadic structure of D immediately implies
that by possibly reordering we must have the following
Q1 ⊆ Q2 ⊆ · · · ⊆ QD(R).(33)
Then, we have R ⊂ Q(1)j for each j by (11). At this point we consider two cases; namely
(a.) Q1 ( Q2 ( · · · ( QD(R)
(b.) Q1 = · · · = QD(R) .
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First we want to inspect case (a.). We may assume that k1 > · · · > kD(R) by (11) (Whitney
condition); also it is clear that case (a.) implies
R ⊂ Q(1)1 ⊂ · · · ⊂ Q
(1)
D(R).
Hence, by the above and the definition of Rk1 and RkD(R), R ∈ Qk1+3 and R ∈ QkD(R)+3. We
conclude R ∈ Ql for kD(R) + 3 ≤ l ≤ k1 + 3. Since we are assuming that D(R) . 1 fails,
without loss of generality we may take D(R) = 7. Then we have R,Q7 ∈ Qk7 :
R ⊂ Q(1)1 ( · · · ( Q
(1)
7 =⇒
R(2) ⊂ Q(1)7
and this contradicts (11). Hence, there is a uniform bound on the number of strict inequalities
in (33), and so we only need to consider (b.).
If (b.) holds then by definition we have w(Ekj(Q1)) > ηw(Q1) for all 1 ≤ j ≤ D(R). We
can without loss of generality assume the ki are distinct. Then the Ekj(Q1) are also distinct
and
w(Q1) =
∑
j∈Z
w(Ej(Q1)) ≥
D(R)∑
j=1
w(Ekj(Q1)) >
D(R)∑
j=1
w(Q1)η
so that it must be D(R) ≤ η−1 and we are done.
The final portion extends our result to spaces of homogeneous type.
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