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Abstract
Mallat’s decomposition and reconstruction algorithms are very important in the 3eld of wavelet theory and
its application to signal processing. Wavelet theory is based on L2(R) space and the classical mean square
error is employed naturally in many relevant applications. In the recent years, it is understood that the L2
space is not always the best one for all applications. Therefore, wavelet theory and its approximation properties
were also studied in L1(R) by many researchers. The orthogonality was also developed in L1 space in our
previous work. In this paper, Based on our previous work on L1 orthogonality, two novel decomposition and
reconstruction algorithms, called MAE and ETO algorithms, are discussed in detail. The exact reconstruction
algorithms are also established by extending the concept of W-matrices. Experiments are conducted to support
these new algorithms.
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1. Introduction
Wavelet theory is based on L2(R) space and the classical mean square error is employed naturally
in many relevant applications. In the recent years, it is understood that the L2 space are not always
the best one for all applications (see [7, pp. 7–8], [4]). Therefore, wavelet theory, the approximation
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properties and the orthogonality are also studied in L1(R) (see [1–3,8]). Based on the orthogonality
established in [8], the best L1-error algorithms are introduced and studied in detail. To pursue our
research, in this paper, two novel decomposition and reconstruction algorithms, called MAE and
ETO algorithms, are presented and discussed deeply. Moreover, the exact reconstruction algorithms
are established by extending the W-matrices which were studied in [6]. Finally, experiments are
conducted to support these new algorithms.
The remainder of the paper is organized as follows: In Section 2, the concept of the orthogonality
in general Banach spaces, the shift invariant orthogonal family in L1(R) are stated brieJy. Then, the
decomposition and reconstruction algorithms are introduced. In Section 3, the error analyses on the
decomposition and reconstruction algorithms are further discussed by following our previous work
[5]. Two novel algorithms, MAE and ETO, are presented. In Section 4, the exact reconstruction
algorithms are established by using the extended W-matrices. Finally, experiments are implemented
to support our theoretic analysis in Section 5.
2. Shift invariant orthogonal family in L1(R) and the decomposition/reconstruction algorithms
In this paper the set of all the integers is denoted by Z, the set of all the natural numbers by N,
the set of all the nonnegative integers by Z+ and the set of all the real numbers by R.
In [8], the orthogonality is extended to general Banach spaces. The formal de3nitions and some
basic properties are listed below. Consequently, a class of orthogonal family in L1(R) are constructed
and the corresponding decomposition and reconstruction algorithms are given.
Denition 1. Let M;N be two subspaces of the Banach space (X; ‖ · ‖). M is said to be orthogonal
to N , which is denoted by M  N , if for any m∈M; 0 is its best approximation element in N , i.e.,
inf
n∈N ‖m− n‖= ‖m‖: (see Fig. 1)
If M  N and N  M , M is said to be orthogonal to N , which is denoted by M |N .
Denition 2. Let {e1; e2; : : : ; em} (m6∞) be a Schauder basis of a Banach space X. It is called an
independent-backward basis if
span{e1; : : : ; en}  span{en+1; : : : ; em} ∀n¡m; (2.1)
It is said to be independent-forward basis or a best approximation basis if
span{en+1; : : : ; em}  span{e1; : : : ; en} ∀n¡m: (2.2)
Fig. 1. Graphic display of m  N .
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And it is said to be orthogonal basis if it is both an independent-backward basis and a best approx-
imation basis.
Theorem 1. Let {e1; : : : ; em} be a Schauder basis of Banach space X. Then
(i) it is a independent-backward basis if and only if for any x =
∑m
j=1 cjej, there holds:∥∥∥∥∥∥
n∑
j=1
cjej
∥∥∥∥∥∥6 ‖x‖; ∀n¡m; (2.3)
(ii) it is a best approximation basis if and only if for any x =
∑m
j=1 cjej, there holds:∥∥∥∥∥∥
m∑
j=n+1
cjej
∥∥∥∥∥∥6 ‖x‖; ∀n¡m; (2.4)
which is equivalent to that for any x =
∑m
j=1 cjej, there holds:
inf
y∈span{e1 ;:::;en}
‖x − y‖=
∥∥∥∥∥∥x −
n∑
j=1
cjej
∥∥∥∥∥∥ ; ∀n¡m: (2.5)
A class of examples of the orthogonal bases of the subspaces of L1(R) are constructed in [8] as
follows. Consequently, the decomposition and reconstruction algorithms are presented.
Theorem 2. Let a∈ (0; 14), ∈L∞(R) satisfying
(1) (x)¡ 0 on (0; a) and (x)¿ 0 on (a; 1);
(2) (x) + (1− x) = 1, ∀x∈ (0; 1);
(3)
∫ a
0 (x) dx = a− 14 ;
(4) supp= [0; 2],  is symmetric on x = 1.
Then {(2j · −k)}∞|k|=0 is an orthogonal basis of Vj := span{(2j · −k)|k ∈Z} and there exists a
projector: Pj : L1(R)→ Vj, such that ‖Pj‖6 3 and
‖f − Pjf‖6 12‖‖∞!1
(
f;
1
2j
)
:
Suppose  satisfy the conditions of Theorem 2. For n∈Z let f be a sample of a signal on Vn:
f =
∑
j∈Z
Cnj (2
nx − j)∈Vn:
Regarding the projector Pn−1f of f on Vn−1 as the coarse image on Vn−1, i.e.,
Pn−1f =
∑
j∈Z
Cn−1j (2
n−1x − j)
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and regarding Pn(Pn−1f)∈Vn as the reconstruction signal, i.e.,
Pn(Pn−1f) =
∑
j∈Z
Snj (2
nx − j);
then we have
Algorithm 1. (1) Decomposition algorithm:
Cn−1j = (C
n
2j−1 + C
n
2j+3) + (C
n
2j + C
n
2j+2) + C
n
2j+1:
(2) Reconstruction algorithm:
Sn2j =
1
2 (C
n−1
j−1 + C
n−1
j );
Sn2j+1 = (C
n−1
j−1 + C
n−1
j+1 ) + (1− 2)Cn−1j ;
where , ,  and  are parameters depending on  and a, which satisfy
2+ 2 + = 1: (2.6)
3. Error analysis on the decomposition and reconstruction algorithms
Let {Cnj } be the original signal which is a uniform sample of a continuous signal f on [0; 1]:
Cnj = f
(
j
n
)
; (j = 0; 1; : : : ; n− 1):
We decompose the discrete signal {Cnj } with Algorithm 1(1), then reconstruct it with Algorithm
1(2) to get {Snj }. It can be shown theoretically that the more regular the signal is, the less the
error between {Cnj } and {Snj } is. However, in practice, signals often consist of a lot of turning
points, instead of so smooth as we required. Therefore, it is interesting to consider the precision of
Algorithm 1 for those signals which contain some turning points.
Denition 3. Let f be a continuous function, if f is linear on both side of x0 and is not diLerentiable
at x0, x0 is called a turning point of f.
Let x0 be a turning point of f. Then,
Cnj =


f(x0) + r
(
j
n
− x0
)
; if
j
n
¿ x0;
f(x0) + l
(
j
n
− x0
)
; if
j
n
¡x0;
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where r, l are two parameters. With  := (r − l)=n, it is calculated that, the mean square error
is (see [5])
2 =2
[
[2( + )+ (2+ )]2 +
1
2
(2+ )2 + 2[(2+ )]2
+
(
+
1
2
)2
+ 2((1− )+ )2 + 
2
2
+ 222
]
and it can be shown that, for any , 2 arrives at the minimum:
min 2 = 2
[
42(1 + 42)
1 + 42 + 2(1− 2)2 +
13
8
+ + 2 − 81
8(82 − 8+ 7)
]
; (3.1)
if and only if
2+  =− 4(1− 2)
1 + 42 + 2(1− 2)2 ;
=−1 + 4(1− )
7− 8+ 82 : (3.2)
By the second equation of (3.2), it can be solved that
=
1
2
− 1
2
9
8(− 12)2 + 5
∈
(
−2
5
;
1
2
)
;
and
=
1
2
± 1
2
√
2 + 5
1− 2 :
Consequently, min 2 can be expressed as a function of . Fig. 2(a) is the graphic display of
||−1 min 2 as a function of . The solid and dotted curves correspond to =12− 12
√
(2 + 5)=(1− 2)
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Fig. 2. (a) The graphic display of ||−1 min 2 as a function on . The solid and dotted curves correspond
 = 12 − 12
√
(2 + 5)=(1− 2) and  = 12 + 12
√
(2 + 5)=(1− 2) respectively. (b) ||−1 min 2 as a function on  on
(− 25 ; 0:2).
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and  = 12 +
1
2
√
(2 + 5)=(1− 2) respectively. It is easy to see that for min 2 we only need to
deal with
=
1
2
− 1
2
√
2 + 5
1− 2 : (3.3)
A simple numerical analysis deduces that min 2 arrives at the minimum if and only if =−0:2188
(see Fig. 2(b)).
It is very interesting to consider the L1 errors on the neighborhood of turning points. Similarly,
the L1 error corresponding to turning points, as discussed in [5], is
 := ||[|2( + )+ 2+ |+ |2+ |+ 2|2+ ‖|
+ |+ 12 |+ 2|(1− )+ |+ ||+ 2||]:
And the its minimum min  is obtained by the following theorem:
Theorem 3. ∀∈R, Algorithm 1 arrives at the minimum L1 error:
min  =
∣∣∣∣r − ln
∣∣∣∣ [|+ 12 |+ 3||] (3.4)
if and only if
¿ 0;
 =−2;
= 1 + 2;
= 0
or
¡ 0;
 =−2;
= 1 + 2;
06 6− 
1−  :
(3.5)
Fig. 3 shows ||−1min  as a function on . It is easy to see that min  arrives at the minimum if
and only if =0. In this case, an extreme algorithm is deduced which corresponds to the following
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Fig. 3. The graphic display of ||−1 min  as a function on .
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parameters:
=  = = 0; = 1: (3.6)
Algorithm 1 corresponding to this bank of parameters is called the minimum absolute error (MAE)
algorithm. It is very simple and with very small support. It is some similar to Haar wavelet. Since
the support is too small to smooth a signal eLectively, we need to consider the case of  = 0. In
this case, min  will increase in accordance with (3.4) as  increases. Fig. 3 shows that, for ¡ 0,
min  increase slower as  increases. The gain of  = 0 is that the length of the 3lter becomes
longer, which improves the smoothing capacity. However, MAE increases a bit—if  is not chosen
too large.
Now, a very important question is that what is the best ? For  = 0, to keep the error as small
as possible,  should be chosen to be near 0 and satisfy ¡ 0. An interesting idea is to consider
both the mean square error and L1 error such that both of them are small enough. In Figs. 2(b) and
3 we only consider ∈ (−0:2188; 0). To coincide the 3rst equation of (3.2) and the second equation
 =−2 of (3.5), we let = 0, which implies by (3.2) that  =− 17 . It is a tradeoL between these
two kinds of errors. In this case, by (3.5), we get
=− 17 ;  = 27 ; = 57 ; = 0: (3.7)
Algorithm 1 corresponding to these parameters is called error tradeoL algorithm, simply ETO algo-
rithm.
4. W-matrix and exact reconstruction
The decomposition algorithm in Algorithm 1 provide only the lower frequency components and
consequently the reconstruction algorithm cannot restore the original signal exactly. In this section,
the so called W-matrix, which was studied in [6], is used to supplement the decomposition algorithm
to get the high frequency components and thus construct the nearly exact reconstruction.
Denition 4. A matrix K is said to be a W -matrix if it satis3es the following conditions:
(1) With the exception of two rows at the top or bottom of the matrix, the other rows come in
pair. Each pair is obtained from the previous pair by a shift of two positions to the right.
(2) Each row has only a small number of nonzero elements.
(3) K is near-orthogonal, in the sense that the product of K with its transpose is almost identical
to the identity matrix.
(4) The sum of the elements at each even row is 1 and the sum of the elements at each odd row
is 0.
Condition (3) guarantees that a signal which is decomposed with transform K can be reconstructed
exactly with the transpose of K . However, if we just need an exact reconstruction, this condition
can be extended to be:
(3′) There exists a matrix L such that, with the exception of a few rows at the top or bottom,
LK is nearly an identity matrix.
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Therefore, the de3nition of the so called W -matrix is extended as follows:
Denition 5. A matrix K is said to be a W -matrix if it satis3es the above conditions (1), (2), (3′)
and (4). The matrix L in Condition (3′) is said to be the converse W -matrix of K .
Theorem 4. ∀x = 0, let
 =−2; = 1 + 2; =− 
2x
; & =−1 + 2
2x
:
Then
D =


−    0 0 0 0 0 · · · 0 0 0
0 x −2x x 0 0 0 0 0 · · · 0 0 0
0      0 0 0 · · · 0 0 0
0 0 0 x −2x x 0 0 0 · · · 0 0 0
0 0 0      0 · · · 0 0 0
0 0 0 0 0 x −2x x 0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · x −2x x
0 0 0 0 0 0 0 0 0 · · ·   1 + 
0 0 0 0 0 0 0 0 0 · · · 0 0 0


is a W -matrix, and
R=


1 0 0 0 0 0 0 0 0 · · · 0 0 0
1 2 0 0 0 0 0 0 0 · · · 0 0 0
1
2 &
1
2  0 0 0 0 0 · · · 0 0 0
0 2 1 2 0 0 0 0 0 · · · 0 0 0
0  12 &
1
2  0 0 0 · · · 0 0 0
0 0 0 2 1 2 0 0 0 · · · 0 0 0
0 0 0  12 &
1
2  0 · · · 0 0 0
0 0 0 0 0 2 1 2 0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · & 12 
0 0 0 0 0 0 0 0 0 · · · 2 1 2


is its converse W -matrix.
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Proof. It is easy to show that
RD =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ 1 0
∗ ∗ 0 1
. . .
1 0 ∗ ∗
0 1 ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗


;
where the empty positions are 0’s. Therefore RD is nearly the identity matrix.
By changing the order of the matrices, W-matrix D can be rewritten as
D =
[
D0
D1
]
;
where
D0 =


−    0 0 0 0 0 · · · 0 0 0
0      0 0 0 · · · 0 0 0
0 0 0      0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · ·   
0 0 0 0 0 0 0 0 0 · · ·   1 + 


and
D1 =


0 x −2x x 0 0 0 0 0 · · · 0 0 0
0 0 0 x −2x x 0 0 0 · · · 0 0 0
0 0 0 0 0 x −2x x 0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · x −2x x
0 0 0 0 0 0 0 0 0 · · · 0 0 0


:
Similarly, the converse W-matrix R can be rewritten as
R= [R0; R1];
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where
R0 =


1 0 0 0 · · · 0 0
1 0 0 0 · · · 0 0
1
2
1
2 0 0 · · · 0 0
0 1 0 0 · · · 0 0
0 12
1
2 0 · · · 0 0
0 0 1 0 · · · 0 0
0 0 12
1
2 · · · 0 0
0 0 0 1 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · 1 0
0 0 0 0 · · · 12 12
0 0 0 0 · · · 0 1


; R1 =


0 0 0 0 · · · 0 0
2 0 0 0 · · · 0 0
&  0 0 · · · 0 0
2 2 0 0 · · · 0 0
 &  0 · · · 0 0
0 2 2 0 · · · 0 0
0  &  · · · 0 0
0 0 2 2 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · 2 0
0 0 0 0 · · · & 
0 0 0 0 · · · 2 2


:
Let X be a one-dimensional original signal, then the decomposition transform is
Y = DX =
[
D0X
D1X
]
;
in which D0X and D1X correspond to the lower and higher frequency components, respectively, and
the reconstruction transform is
X˜ = RY = [R0; R1]
[
D0X
D1X
]
= R0D0X + R1D1X:
If X is an image, i.e., a two-dimensional signal, then the decomposition transform is
Y = DXDT =
[
D0XDT0 D0XD
T
1
D1XDT0 D1XD
T
1
]
,
[
Y0 Y1
Y2 Y3
]
;
in which D0XDT0 is the coarse image and D0XD
T
1 , D1XD
T
0 , D1XD
T
1 are the details along the horizontal,
vertical and slant directions. The reconstruction transform is
X˜ = RYRT = [R0; R1]
[
Y0 Y1
Y2 Y3
][
RT0
RT1
]
= R0Y0RT0 + R0Y0R
T
1 + R1Y0R
T
0 + R1Y0R
T
1 :
As examples, let us consider MAE algorithm with parameters (3.6) and ETO algorithm with
parameters (3.6) in the following sub-sections.
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4.1. MAE algorithm
For MAE algorithm, we have
=  = = 0; = 1:
For simplicity, we let x = 12 , then,
D0 =


0 1 0 0 0 0 0 0 0 · · · 0 0 0
0 0 0 1 0 0 0 0 0 · · · 0 0 0
0 0 0 0 0 1 0 0 0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · 1 0 0
0 0 0 0 0 0 0 0 0 · · · 0 0 1


;
D1 =


0 12 −1 12 0 0 0 0 0 · · · 0 0 0
0 0 0 12 −1 12 0 0 0 · · · 0 0 0
0 0 0 0 0 12 −1 12 0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · 12 −1 12
0 0 0 0 0 0 0 0 0 · · · 0 0 0


and
R0 =


1 0 0 0 · · · 0 0
1 0 0 0 · · · 0 0
1
2
1
2 0 0 · · · 0 0
0 1 0 0 · · · 0 0
0 12
1
2 0 · · · 0 0
0 0 1 0 · · · 0 0
0 0 12
1
2 · · · 0 0
0 0 0 1 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · 1 0
0 0 0 0 · · · 12 12
0 0 0 0 · · · 0 1


; R1 =


0 0 0 0 · · · 0 0
0 0 0 0 · · · 0 0
−1 0 0 0 · · · 0 0
0 0 0 0 · · · 0 0
0 −1 0 0 · · · 0 0
0 0 0 0 · · · 0 0
0 0 −1 0 · · · 0 0
0 0 0 0 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · 0 0
0 0 0 0 · · · −1 0
0 0 0 0 · · · 0 0


:
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4.2. ETO algorithm
For ETO algorithm, we have
=− 17 ;  = 27 ; = 57 ; = 0:
For simplicity, we still let x = 12 , then
D0 =


1
7
5
7
2
7 − 17 0 0 0 0 0 · · · 0 0 0
0 − 17 27 57 27 − 17 0 0 0 · · · 0 0 0
0 0 0 − 17 27 57 27 − 17 0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · 57 27 − 17
0 0 0 0 0 0 0 0 0 · · · − 17 27 1− 17


;
D1 =


0 12 −1 12 0 0 0 0 0 · · · 0 0 0
0 0 0 12 −1 12 0 0 0 · · · 0 0 0
0 0 0 0 0 12 −1 12 0 · · · 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · 12 −1 12
0 0 0 0 0 0 0 0 0 · · · 0 0 0


and
R0 =


1 0 0 0 · · · 0 0
1 0 0 0 · · · 0 0
1
2
1
2 0 0 · · · 0 0
0 1 0 0 · · · 0 0
0 12
1
2 0 · · · 0 0
0 0 1 0 · · · 0 0
0 0 12
1
2 · · · 0 0
0 0 0 1 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · 1 0
0 0 0 0 · · · 12 12
0 0 0 0 · · · 0 1


; R1 =


0 0 0 0 · · · 0 0
2
7 0 0 0 · · · 0 0
− 57 17 0 0 · · · 0 0
2
7
2
7 0 0 · · · 0 0
1
7 − 57 17 0 · · · 0 0
0 27
2
7 0 · · · 0 0
0 17 − 57 17 · · · 0 0
0 0 27
2
7 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · 27 0
0 0 0 0 · · · − 57 17
0 0 0 0 · · · 27 27


:
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5. Experiments
To discuss our new algorithms MAE and ETO, we calculate the relative errors for image decompo-
sition and reconstruction. With Algorithm 1 of parameters (3.6) and (3.7), an image is decomposed
at 3rst and then reconstructed from the coarse image. The relative errors of the reconstructed im-
age measure the information of the original image the coarse image carries. The experiments are
conducted with two images of 255 × 255 × 8 bits: Lena (Fig. 4(a)) and Professor(Fig. 4(b)). To
compare our algorithms with the classical wavelets, the relative errors for Haar wavelet and the 3rst
three Daubechies’ wavelets (Db4, Db6 and Db8) are also calculated. Since our research is based on
L1 measurement, the errors based on L1 norm, which is denoted by Error1, are also computed, as
well as the classical mean square error Error2. Their formal de3nitions are as follows:
Denition 6. Let f(i; j) be the original image and g(i; j) be the image reconstructed from the coarse
image. Then
Error2 :=
√∑
i; j |f(i; j)− g(i; j)|2∑
i; j |f(i; j)|2
;
Error1 :=
∑
i; j |f(i; j)− g(i; j)|∑
i; j |f(i; j)|
:
Tables 1 and 2 give Error2, Error1 and the complexity of computation for MAE, ETO, Haar, Db4,
Db6 and Db8 algorithms, where N denotes the size of the image (the number of pixels). Tables 1
and 2 correspond to Lena and Professor, respectively.
The experiments show that, for Lena, the Error2 of ETO algorithm is less than Haar, Db4, but
larger slightly than Db6 and Db8; Error1 of MAE is the least among all the algorithms above.
For Professor, the Error2 of ETO algorithm is the least and the Error1 of MAE algorithm is also
the least. All these numerical results coincide with the theoretic analyses. Let us note that the
Fig. 4. Two original images: (a) Lena. (b) Professor.
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Table 1
Error2, Error1 and the complexity of computation for Lena
Algorithm Error2 Error1 Complexity of computation (N )
HAAR 0.09476796 0.05759534 2
DB4 0.07696229 0.04760526 32
DB6 0.07244747 0.04512748 72
DB8 0.06945384 0.04369127 128
MAE 0.08233999 0.04295231
ETO 0.07309620 0.04472341 10
Table 2
Error2, Error1 and the complexity of computation for Professor
Algorithm Error2 Error1 Complexity of computation (N )
HAAR 0.05476889 0.03044318 2
DB4 0.03075504 0.01915819 32
DB6 0.02665256 0.01611484 72
DB8 0.02644002 0.01510516 128
MAE 0.02856244 0.01337205
ETO 0.02456096 0.01567657 10
Fig. 5. (a), (b) and (c) are the decomposition images by Haar wavelet, MAE and ETO, respectively. (d), (e) and (f) are,
respectively, the corresponding reconstruction images from the coarse images of the second decomposition layer displayed
in the 3rst row.
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computation complexity of MAE is less than Haar wavelet and much less than DB4, DB6 an DB8;
the computation complexity of ETO is much less than DB4, DB6 an DB8.
Finally, let us compare MAE and ETO with Haar wavelet intuitively, Fig. 5 shows the decom-
position and reconstruction images by MAE, ETO and Haar wavelet. In Figs. 5(a), (b) and (c) are
the decomposition images by Haar wavelet, MAE and ETO, respectively; Fig. 5(d), (e) and (f) are,
respectively, the corresponding reconstruction images from the coarse images of (a), (b) and (c).
It is easy to see that the high frequency components of MAE and ETO are less than that of Haar
wavelet. The reconstruction images by MAE and ETO shown in (e) and (f), respectively, are better
than that by Haar wavelet, which is shown in (d) and contains considerable mosaic blocks.
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