This paper derives a new family of estimators, namely the minimum density power divergence estimators, as a robust generalization of the maximum likelihood estimator for the polytomous logistic regression model. Based on these estimators, a family of Wald-type test statistics for linear hypotheses is introduced. Robustness properties of both the proposed estimators and the test statistics are theoretically studied through the classical influence function analysis. Appropriate real life examples are presented to justify the requirement of suitable robust statistical procedures in place of the likelihood based inference for the polytomous logistic regression model. The validity of the theoretical results established in the paper are further confirmed empirically through suitable simulation studies. Finally, an approach for the data-driven selection of the robustness tuning parameter is proposed with empirical justifications.
Introduction
The polytomous logistic regression model (PLRM) is widely used in health and life sciences for analyzing nominal qualitative response variables (e.g., Daniels . Such examples occur frequently in medical studies where disease symptoms may be classified as absent, mild or severe, the invasiveness of a tumor may be classified as in situ, locally invasive, or metastatic, etc. The qualitative response models specify the multinomial distribution for such a response variable with individual category probabilities being modeled as a function of suitable explanatory variables. One such popular model is the PLRM, where the logit function is used to link the category probabilities with the explanatory variables.
Mathematically, let us assume that the nominal outcome variableỸ has d+1 categories C 1 , ..., C d+1 and we observeỸ together with k explanatory variables with given values x h , h = 1, ..., k. In addition, assume that β T j = (β 0j , β 1j , ..., β kj ) , j = 1, ..., d, is a vector of unknown parameters and β d+1 is a (k + 1)-dimensional vector of zeros; i.e., the last category C d+1 has been chosen as the baseline . Let π j (x, β) = P (Ỹ ∈ C j | x, β) denote the probability thatỸ belongs to the category C j for j = 1, ..., d + 1, when the vector of explanatory variable takes the value x T = (x 0 , x 1 , . . . , x k ), with x 0 = 1 being associated with the intercept β 0j . Then, the PLRM is given by
exp(x T β h ) , j = 1, ..., d + 1.
Now assume that we have observed the data on N individuals having responsesỹ i with associated covariate values (including intercept) x i ∈ R k+1 , i = 1, ..., N , respectively. For each individual, let us introduce the corresponding tabulated response y i = (y i1 , ..., y i,d+1 )
T with y ir = 1 and y is = 0 for s ∈ {1, ..., d + 1} − {r} ifỹ i ∈ C r . The most common estimator of β under the PLRM is the maximum likelihood estimator (MLE), which is obtained by maximizing the loglikelihood function, log L (β) ≡ N i=1 d+1 j=1 y ij log π j (x i , β). One can then develop all the subsequent inference procedures based on the MLE β of β. Although the MLE has optimal asymptotic properties in relation to the efficiency for most cases, its serious lack of robustness against the outlying observations is also a wellknown problem. However, in any practical dataset it is quite natural to have outlying observations which can lead to incorrect inference for the likelihood based approach and can be very dangerous specially in applications like medical sciences. The above formulation of the PLRM is not exclusive only for distinct covariate values; it can also be applied, with the same notation, if multiple responses are observed for the same covariate values. Let us begin with the following motivating example.
Example 1 (Mammography experience data) The mammography experience data, which assess factors associated with women's knowledge, attitude and behavior towards mammography, was introduced in Hosmer and Lemeshow (2000) ; it is a subset of the original study by the University of Massachusetts Medical School and recently studied by Martín (2015) . It involves N = 412 individuals, k = 8 explanatory variables and a nominal response with d + 1 = 3 categories (studied in detail in Section 5). Here, all individuals do not have distinct covariate values so that their plots (e.g., Figure 1 ) only distinguish 125 indices in its x-axis, which corresponds to the grouped observations for 125 distinct covariates values available in the data. Following Martín (2015) , the grouped observations associated with seven such distinct indices can be considered as outliers. A "good" robust statistical inference procedure should not get highly affected by the presence of the outliers. So, we compute the MLE of β under the PLRM for the full dataset and also for the outliers deleted dataset and plot the corresponding (estimated) category probabilities for each available distinct covariate values. The left panel of Figure  1 presents these category probabilities for the second category, which clearly indicates the significant variation of the MLE in the presence or absence of the outliers. In addition, the mean deviations of the estimated probabilities with respect to the relative frequencies, shown in Figure 1 (right), are always seen to be lower for the outlier deleted estimators. This introductory example clearly illustrates the non-robust nature of the MLE and motivates us to look for a robust inference procedure that will generate correct results with high efficiency even without removing the outlying observations.
There exist some alternative estimation procedures for the PLRM other than the MLE, although they are used less often in practice; these include the estimators proposed by Begg and Gray (1984) and its modification by Rom and Cohen (1995) . The generalized method of moments (GMM) has also been considered (Hayashi, 2000) which has been shown to be consistent and fully efficient under suitable However, the important issue of robustness against outliers was ignored in all these cited references. Ronchetti and Trojani (2001) pointed out the non-robustness of the GMM estimators. Recently, Wang (2014) gave a robust modification of the GMM estimator, whereas earlier Victoria-Feser and Ronchetti (1997) had presented a robust estimator for grouped data with categorical covariates only.
In this paper, we present an alternative simple robust generalization of the MLE for the general PLRM (1) by using the density power divergence (DPD) measure of Basu et al. (1998) . The DPD based inference has become very popular in recent time specially because of its strong robustness properties against outliers; see, e.g., Basu et al. (2016 Basu et al. ( , 2017a , Ghosh et al. (2016) , among others. In this paper, we first develop the estimator of β in the PLRM by minimizing a suitably defined DPD measure and derive its asymptotic distribution in Section 2. In Section 3 the problem of testing linear hypotheses in the PLRM is considered using the newly proposed estimators. The robustness of both the proposed estimator and the test of hypothesis are studied theoretically through the influence function analysis in Section 4. Section 5 presents some real data examples and Section 6 is devoted to a simulation study. A method for the data-driven selection of the robustness tuning parameter is described in Section 7. The paper ends with brief concluding remarks in Section 8. Proofs of the results and further technical details are given in the online supplementary material.
Minimum density power divergence estimator for the PLRM
The MLE β of the parameter β under the PLRM in (1) can be equivalently defined as the minimizer of the Kullback-Leibler divergence (KLD) between the probability vectors p = 1 N (y 11 , ..., y 1,d+1 , y 21 , ..., y 2,d+1 , ..., y N 1 , ..., y N,d+1 ) T and p(β)
with π ij (β) = π j (x i , β). This follows from the expression of the KLD between p and p (β) given by
where c does not depend on β and hence β = arg min β∈Θ D KL ( p, p (β)). The KLD is a particular case of the general DPD measure D λ (·, ·) between p and p (β)
Since the term 1 λ does not have any role in the minimization of D λ ( p, p (β)) with respect to β, it is sufficient to consider
λ , and minimize
Definition 2 The minimum DPD estimator (MDPDE) of β with tuning parameter λ in the PLRM (1) is given by β λ = arg min
The DPD at λ = 0 is defined by the limit of the expression in (3) as λ → 0, which coincides with the KLD (2) up to an additive constant. Therefore, the MDPDE at λ = 0 is nothing but the MLE. See Appendix for the detailed procedure to obtain the MDPDE.
Note that the random variables Y i associated with the tabulated response y i , given the covariate value x i under the PLRM, are independent but non-homogeneous. So, we can apply the general theory from Ghosh and Basu (2013) to study the properties of the MDPDE under the PLRM. In fact, the minimization of the intuitive objective function (3) here is equivalent to the minimization of the average DPD measure between the observed data and the model probability mass functions over each distributions (indexed by i), which is proposed in Ghosh and Basu (2013) for the general non-homogeneous set-up. Hence, based on their general theory, we obtain the asymptotic properties of our MDPDE under the PLRM which is presented in the following theorem.
Theorem 3 Consider the PLRM (1) with the true parameter value being β 0 . Under Assumptions (A1)-(A7) of Ghosh and Basu (2013), there exists a consistent MDPDE β λ of β and
Here, ∆(p) = diag(p) − pp T , the vector with superscript * denotes its subvector with the last element removed and the vector with any other superscript takes the corresponding power for all its components.
3 Wald-type test statistics for testing linear hypotheses
Most testing problems for β in the PLRM belong to the class of linear hypotheses given by
where L is d(k + 1) × r full rank matrix with r ≤ d(k + 1) and h an r-vector. Two important particular cases are the testing problems for H 0 : β = β 0 or H 0 : β (s) = 0 against their respective omnibus alternatives, where β (s) is a subvector of β.
Definition 4 Let β λ be the MDPDE of β in the PLRM (1) and denote
Then, the family of Wald-type test statistics for testing the null hypothesis given in (6) is defined as
In particular, since β λ=0 = β, the MLE of β, and
being the Fisher information matrix, W N ( β λ=0 ) becomes the classical Wald test statistic.
Theorem 5
The asymptotic distribution of the Wald-type test statistics, W N ( β λ ), under the null hypothesis in (6) , is a chi-square distribution (χ 2 r ) with r degrees of freedom.
Based on Theorem 5, the null hypothesis in (6) will be rejected if W N ( β λ ) > χ 2 r,α , the upper α-th quantile of χ 2 r . See Appendix for some results about its power function.
Robustness Properties
We first study the robustness of the proposed MDPDE of β under the PLRM (1) through the influence function analysis. For any estimator defined in terms of a statistical functional U (G) in the set-up of independent and identically distributed (IID) data from the true distribution function G, its influence function is defined as
, where G ǫ = (1 − ǫ)G + ǫ∧ t with ǫ being the contamination proportion and ∧ t being the degenerate distribution at the contamination point t. Thus, the (first order) influence function (IF), as a function of t, measures the standardized asymptotic bias (in its first order approximation) caused by the infinitesimal contamination at the point t. The maximum of this IF over t indicates the extent of bias due to contamination and hence lower its value, the more robust the estimator is. For the present case of PLRM, given the value of x i , y i s are independent but not-identically distributed. The extended definition of IF for such non-homogeneous cases has been proposed in Huber (1983) and Ghosh and Basu (2013 Basu ( , 2016 . Following the approach of the later, let G i denote the true distribution function of y i having joint mass function g i and F i (β) denote the distribution function under the assumption of PLRM having joint mass function
, where e j,d+1 is the j-th column of the identity matrix of order d + 1. Note that, Y is the sample space of the response variable Y i . Then, the statistical functional U λ (G) corresponding to the proposed MDPDE, β λ , of β is defined as the minimizer of
whenever it exists. When the assumption of PLRM holds with true parameter β 0 , we have g i (y i ) = f i (y i , β 0 ), and thus 
when there is contamination in only one specific index i 0 at the point t i 0 ∈ Y and
when the contamination is in all N distributions G i at the points t i ∈ Y, respectively, for i = 1, . . . , N .
Here t = (t 1 , . . . , t N ). Note that, these IFs are bounded in large x i s (leverage points) for all λ > 0, but unbounded at λ = 0 (the MLE). This implies that the proposed MDPDEs with λ > 0 are robust against leverage points, but the classical MLE is clearly non-robust. However, we cannot directly infer about the robustness against outliers in the response variable which are, in fact, the misspecification errors. This is because, in such cases, t i changes its indicative category only (does not go to infinity) and the IFs are bounded in t i s for all λ ≥ 0. But, it is well studied that the MLE at λ = 0 is highly non-robust against these misspecification errors. In the next two sections, we will empirically illustrate the strong robustness of our proposed MDPDEs with λ > 0 also against such misspecification errors.
Next, we study the robustness of the proposed Wald-type test statistics. The IF of a testing procedure, as introduced by Rousseeuw and Ronchetti (1979) for IID data, is also defined as in the case of estimation but with the statistical functional corresponding to the test statistics and it is studied under the null hypothesis. This concept has been extended to the non-homogeneous data, which is the case here, by Ghosh and Basu (2017), Aerts and Haesbroeck (2017) and Basu et al. (2017b) ; the last one considered the general Wald-type test statistics. The associated statistical functional for our Wald-type test statistics (7) can be defined as (ignoring the multiplier N )
where U λ (G) is the MDPDE functional. Again we can have contamination in either one or all distributions as before and the corresponding IFs can be obtained from the general theory of Basu et al. (2017b) . Letting β 0 be the true null parameter value under (6), the (first order) IFs in either case of contamination become identically zero at G = F (β 0 ).
Thus the first order bias approximation is not much informative for the Wald-type test statistics and we need to study their second order bias approximation, quantified through the second order IFs which we denote by IF (2) . It is defined as the second order derivative of the functional value at G ε with respect to the contamination proportion ε → 0 + . Following Basu et al. (2017b) , we can show that, at the null distribution G = F (β 0 ),
for contamination only in i 0 -th distribution or in all distributions, respectively. Clearly, the boundedness of these IFs directly depend on that of the MDPDE. Hence, the proposed Wald-type test statistics with λ > 0 are expected to be robust, whereas the classical Wald test statistic at λ = 0 is non-robust against infinitesimal contamination.
5 Numerical Examples
Mammography experience data (Hosmer and Lemeshow)
Let us reconsider our motivating example, the mammography experience data, to study the performance of our proposed robust procedures. As noted in Section 1, this dataset involves k = 8 explanatory variables with all of them being dummy variables, except one. Among them, three dummy variables are associated with four categories of the variable SYMPT ('You do not need a mammogram unless you develop symptoms': 1, strongly agree; 2, agree; 3, disagree; 4, strongly disagree), the fourth dummy variable represents two categories of variable HIST ('Mother or sister with a history of breast cancer': 1, no; 2, yes), the fifth dummy variable corresponds to two categories of variable BSE ('Has anyone taught you how to examine your own breasts?': 1, no; 2, yes) and other two dummy variables are associated with three categories of the variable DETC ('How likely is it that a mammogram could find a new case of breast cancer?': 1, not likely; 2, somewhat likely; 3, very likely). The final explanatory variable is a quantitative variable representing the PB score ("Perceived benefit of mammography": values between 5 and 20, with the lowest value representing the highest benefit perception). The response variable ME (Mammography experience) is a categorical factor with three levels: "Never", "Within a Year" and "Over a Year" (d = 2).
As suggested by Martín (2015), the groups of observations associated with covariate values x i for i equal to 1, 3, 17, 35, 75, 81 and 102 can be treated as outliers; the MDPDEs of β obtained with and without these outliers are presented in Table 1 -2 in Appendix A.4. One important difference is observed in β 52,λ = β BSE,2,λ ; when outliers are deleted β BSE,2,λ > 0 whereas β BSE,2,λ < 0 for the full data. Although it is observed for all values of λ, MDPDEs with moderate λ > 0 are quite near to zero in both the cases, and hence they may not be significantly different. A deeper study of the MDPDEs in this example is presented below.
Study of the Efficiency: For each category of the response variable, we have calculated the estimated mean deviation (EMD) of the predicted probabilities with respect to the relative frequencies of the response variable under presence or absence of the outliers. These are defined
, with ⋆ ∈ {pres, abs} and are reported in Table 3 in Appendix A.4. We can see that the MLE yields the minimum average EMD, defined as
, and hence leads to the highest efficiency in the absence of outliers. This efficiency decreases as λ increases, but the loss is not very significant. The simulation study, presented in the next section, indicates the same behavior for pure data.
Study of Robustness: From Table 3 in Appendix A.4, the average EMDs in the presence of outliers decrease significantly as λ increases from 0. This illustrates the increasing robustness of our proposed MDPDEs with increasing λ > 0. In order to further examine the robustness of the MDPDEs, we compute the average mean deviations between the predicted probabilities obtained in presence and absence of the outliers, as given by md( β pres λ , β
. Their values, as presented in Table 4 of Appendix A.4, clearly show that the MDPDE becomes more robust as λ increases. This behavior is also illustrated in Figure 2 , where predicted category probabilities at each observed covariate values are shown for λ = 0 (MLE, left) and λ = 0.7 (right). The differences between blue and orange points, corresponding to the outlier deleted data and the full data, respectively, are quite significant for the classical MLE but much more stable for the MDPDE at λ = 0.7.
As an illustration of the proposed Wald-type test for this dataset, we consider the problem of testing H 0 : β SY M P T 1,1 = 0. The p-values obtained based on the proposed test are plotted over λ in Figure 3 (left) for both the full and the outlier deleted data. Clearly the test decision at the significance level α = 0.05 changes completely in the presence of outliers for smaller λ including the classical Wald test at λ = 0. But the inference becomes much stable for larger λ ≥ 0.3 implying strong robustness of our proposal.
Liver enzyme data (Plomteux)
Plomteux (1980) showed that the four levels of hepatitis can be explained based on three liver function tests: aspartate aminotransferase (AST), alanine aminotransferase (ALT) and glutamate dehygrogenase (GIDH). The associated dataset (Albert and Harris, 1987) Here, we model these data with a PLRM where explanatory variables are taken to be the logarithms of the three liver function tests, namely x = (1, log AST, log ALT, log GLDH) T . As suggested in Martín (2015), the observations associated with indices 93, 101, 108, 116, 131 and 136 of the explanatory variables can be considered as outliers. Table 5 in Appendix A.4 shows the MDPDEs of the model parameters in presence or absence of the outliers, while Table 6 in Appendix A.4 shows the EMDs of the predicted probabilities with respect to the relative frequencies. In this case, all the MDPDEs present a more efficient behavior than MLE even after removing the aforementioned outliers; this indicates that perhaps there are still some masked outliers left in the data which were unidentified by the previous studies. The advantage of the proposed MDPDEs under such cases is clearly evident from this analysis. Table 7 in Appendix A.4 shows the EMDs between the predicted probabilities obtained from the full data and the outlier deleted data. Again, moderate and large values of λ > 0 yield lesser deviation than that for the MLE, indicating their strong robustness against outliers. For testing H 0 : β 02 = 0, the p-values of the proposed Wald-type tests are plotted in Figure 3 . Note that, for λ = 0.5 the p-values coincide for both the cases with or without outliers.
6 Simulation Study
Performance of the MDPDE
We consider a nominal outcome variable Y with d + 1 = 3 categories, depending on k = 2 explanatory variables x 1 and x 2 . The true value of the parameter β = (β 01 , β 11 , β 21 , β 02 , β 12 , β 22 ) T is taken as β 0 = (0, −0.9, 0.1, 0.6, −1.2, 0.8) T . We first simulate pure samples of size N based on covariates x i1 ∼ N (0, 1), x i2 ∼ N (0, 1) and the multinomial responses
Then, to study the robustness, we additionally change the last p% of responses according to
Note that, although we have simulated the contaminated observations with a model-misspecification point-of-view, it indeed also covers the cases of category misspecification. This is because, the contaminated responses are generated with permuted class probabilities, so that categories 1, 2, 3 in the original data are now classified as category 2, 3, 1.
The mean square error (MSE) of the MDPDEs are computed based on 1000 such simulated samples which are plotted in Figure 4 for different N , λ and p = 5% contaminations. In pure data, the MLE (at λ = 0) presents the most efficient behavior having the least MSE for each sample sizes, while MDPDEs with larger λ have slightly larger MSEs. For contaminated data the behavior of the MDPDEs is almost the opposite; the best behavior (least MSE) is obtained for moderate values of λ. This becomes more clear with larger sample sizes.
Performance of the MDPDE based Wald-type tests
Let us now empirically study the robustness of the MDPDE based Wald-type tests for the PLRM. The simulation is performed with the same model as in Section 6.1. We first study the observed level (measured as the proportion of test statistics exceeding the corresponding chi-square critical value) of the test under the true null hypothesis H 0 : β 02 = 0.6. The resulting p-values are plotted in Figure 4 for both the pure and the 5% contaminated samples. In contaminated data, the level of the classical Wald test (at λ = 0) as well as the proposed Wald-type tests with small λ break down, while the MDPDE based Wald-type tests for moderate and large positive λ yield greater stability in their levels.
To investigate the power robustness of these tests, we change the true data generating parameter value to be β 02 = 1.35 and the resulting empirical powers are plotted in Figure 4 . Again, the classical Wald test (at λ = 0) presents the best behavior under pure data, while the Wald-type tests with larger λ > 0 lead to better stability in the contaminated samples.
On the choice of tuning parameter λ
Throughout the previous sections, we have noted that the robustness of both the proposed MDPDE and the associated Wald-type tests increase with increasing λ; but their pure data (asymptotic) efficiency and power decrease slightly. From our empirical analyses, it seems that a moderately large value of λ is expected to provide the best trade-off for possibly contaminated data. However, a data-driven choice of λ would be more helpful in practice.
As noted in Section 4, the robustness of the Wald-type test directly depends on that of the MDPDE used. A useful procedure of the data-based selection of λ for the MDPDE was proposed by Warwick and Jones (2005) under IID data, which is recently extended for the non-homogeneous data by Ghosh and Basu (2013, 2015, 2016) and Basu et al. (2017a) . We can adopt a similar approach to obtain a suitable data-driven λ in our PLRM. In this approach, we minimize an estimate of the asymptotic MSE of the MDPDE β λ , given by MSE(λ) = (
, where β λ is the asymptotic mean of β λ and β * is the true target parameter value. As pointed out by Basu et. al (2017a) , the estimation of the variance component should not assume the model to be true for a better robustness trade-off. So, following the general formulation of Ghosh and Basu (2015) , model robust estimates of V λ and J λ can be obtained as V N,λ = Ω N,λ ( β λ ) and
where u i and f i are given in Appendix. Next, for the bias part, we can use the MDPDE β λ to estimate β λ but there is no clear choice for estimation of β * ; Warwick and Jones (2005) suggested to estimate β * by some appropriate pilot estimator β P . Note that, the overall performance of this procedure of selecting optimum λ depends on the choice of β P , which we will explore through an empirical study. Consider the same simulation study as in Section 6.1. We now compute the optimal λ value in each iteration following the proposed method with a given β P . As potential choices of β P , we consider the MDPDEs with "pilot" parameters λ p ∈ {0, 0.3, 0.5, 1}. For example, when λ p = 0.5, we fix β P = β 0.5
and minimize the estimated quantity MSE(λ) = β λ − β 0.5
N λ , through a grid search over λ ∈ [0, 1], to obtain the optimum λ value. Note that, the bias term is not generally zero even though we are using MDPDEs as the pilot estimator. Figure 5 shows the empirical MSEs for the final MDPDEs with the resulting optimum λ (in each iteration) for the pure and the contaminated data. Clearly, the best trade-off between the efficiency in pure data and the robustness under contaminated data is provided by the pilot choice λ p = 0.3 and the corresponding MSEs are also satisfactorily small in both the cases. So, we suggest to use the pilot choice β P = β 0.3 for the PLRM and the steps for the final algorithm are clearly mentioned below. -Compute the total estimated MSE as MSE(λ) = B(λ) + V (λ).
• Find: Minimum of MSE(λ) and the corresponding λ. Let λ opt = arg min MSE(λ).
• Return: λ opt as the final optimum value of the tuning parameter.
• Compute β λopt as your final estimate with optimally chosen tuning parameter.
We now apply this proposed algorithm (with a grid of spacing 0.05) to our real datasets. The optimum λ turns out to be 1 and 0.75, respectively, for the Mammography experience data and the Liver enzyme data in presence of the outliers. After deleting the aforementioned outliers from the data, these optimum λ values become 0.05 and 0.35, respectively. These optimum λ values generate quite stable MDPDEs for both datasets, as we have seen in Section 5. They indeed yield the automatic data-driven choices of λ which are also consistent with the fact that we should use larger λ > 0 for contaminated data and smaller λ close to zero for clean data. Note that, as discussed in Section 5, the liver enzyme data might contain some masked outlying observations even after removing the aforementioned outliers from previous studies which leads to the slightly larger optimum λ value of 0.35. These evidences clearly justify the appropriateness and usefulness of our proposed algorithm of selecting optimum data-driven λ for the MDPDEs in case of the PLRM.
Concluding Remarks
The PLRM is an extensively applied statistical tool which is widely used in many different areas, including health and life sciences. Although the classical inference procedures based on the MLE have asymptotic optimal properties, they are highly non-robust against outliers in data. So, there is a strong need for robust procedures in practical applications of the PLRM due to the presence of potential outlying observations in many real datasets. Here we derive a new family of estimators, MDPDEs, as a robust generalization of the MLE for the PLRM, exploring the "nice" robustness properties of the DPD measure. A family of Wald-type test statistics based on the MDPDEs is also introduced for testing linear hypotheses under the PLRM. The study of two real data examples from medical sciences as well as the simulation results illustrate the advantages of our proposed inference procedures. Consider the set-up and notations of Section 2 of the main paper. The following theorem presents the estimating equation for the MDPDEs in the PLRM, which can be solved numerically to obtain the estimates.
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Theorem 6
The MDPDE, β λ , of β can be obtained by solving the system of equations
where
Proof. The MDPDE of β, is defined as
which can also be obtained by solving the system of equations u λ (β) = 0 d(k+1) where
Now, taking into account that
and hence the system of equations becomes
The theorem then follows from the fact that
Note that, under the PLRM, the tabulated response variables Y i , i = 1, ..., N , are independent but not identically distributed since the covariates x i are generally assumed to be pre-fixed (and hence different over i). In particular, for each i = 1, . . . , N , given x i , Y i has a multinomial distribution having joint probability mass function
y ij π ij (β) , y ij ∈ {0, 1} for j = 1, . . . , d + 1, with 
The general estimating equation of Ghosh and Basu (2013), based on these forms of the model densities, can be seen to coincide with the one given in Theorem 1.
A.2 Power function of the Wald-type tests
Consider the set-up and notations of Section 3 of the main paper. We consider β * ∈ Θ such that L T β * = h, i.e., β * does not satisfy the null hypothesis given in Equation (6) of the main paper. Let us denote
and derive an approximation to the power function for the MDPDE based Wald-type test with the rejection rule given by
Theorem 7 Let β * ∈ Θ, with L T β * = h, be the true value of the parameter such that
The power function of the Wald-type test given in (12) , is given by
where Φ N (x) uniformly tends to the standard normal distribution function Φ(x) as N → ∞ and
Proof. We have
Note that, since β λ P −→ N →∞ β * , q β λ ( β λ ) and q β λ (β * ) have the same asymptotic distribution. But, a first Taylor expansion of q β (β * ) around β * at β λ gives
and hence the result follows.
Remark 8
Based on the previous theorem we can obtain the minimum sample size which is necessary to achieve a fix power, say β N,λ (β * ) = β. Based in equation (13), we must solve the equation
and we get that N = [N * ] + 1 with
2 χ 2 r,α q β * (β * ) and q β * (β * ) is given in (11).
Remark 9 It also follows from Theorem 7 that β N,λ (β * ) → 1, as N → ∞, for all λ ≥ 0. Therefore the proposed MDPDE based Wald-type tests are consistent at any fixed alternative.
We now derive the asymptotic power function for the Wald-type test with the rejection rule given in (12) at an alternative hypothesis close to the null hypothesis. Consider the parameter value β N ∈ Θ with L T β N = h, and the alternative hypothesis given by β = β N . Suppose β 0 be the closest parameter value to β N in the Euclidean distance such that L T β 0 = h. A first possibility to introduce such contiguous alternative hypotheses is to consider a fixed d ∈ R kd and to permit β N moving towards β 0 as N increases in the following way
A second approach is to relax the existence of a closest element β 0 in the null parameter space and consider the sequence β N such that for δ ∈ R kd , it satisfies
Note that, whenever the closest null parameter β 0 exists, we have
Then the equivalence between the two hypotheses (14) and (15) is given by
If we denote by χ 2 r (∆) the non central chi-square distribution with r degrees of freedom and non-centrality parameter ∆, we can state the following theorem.
Therefore,
We know, under H 1,N , that
and
But we know: "If Z ∈ N (µ, Σ), Σ is a symmetric projection of rank k and Σµ = µ, then Z T Z is a chi-square distribution with k degrees of freedom and non-centrality parameter µ T µ". The quadratic form is
Hence, the result of i) is immediately verified and the non-centrality parameter takes the form
For ii), we can follow (17).
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A.3 Proofs of the Theorems in the main paper
Proof of Theorem 1 of the main paper: Let y * i = (y i1 , . . . , y id ) T be the reduced version of y i and
the sample space of the (reduced) response vector, where e j,d is the j-th column of the identity matrix of order d. From Theorem 3.1 of Ghosh and Basu (2013), we get the first part on consistency as well as
The calculations of the matrix Ψ N,λ (β) are as follows
For the matrix Ω N,λ , we note that
So in the expression of Ω N,λ (β), we obtain
from which the desired expression for Ω N,λ (β) can be obtained in a straightforward manner.
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Proof of Theorem 2 of the main paper: 
26
A.4 Tables   27   Table 1 : Minimum density power divergence estimators for the mammography data The following R codes are is provided to help reader to implementation the proposed MDPDE and the corresponding Wald-type tests for any practical application. These codes were used for our simulation studies presented in Section 6.2 of the main paper.
vector of explanatory variables , dim --1 xk # beta : vector of unknown parameters : dxk # OUTPUT # pisol : vector of probabilities of all categories , dim -- 
