Absrrncr -An,interactive reinforcement training approach to modify tlie generalisation cliaracteristics of a Backpropagation Neural Network is proposed in this paper. The objective is to ensure that the network is capable of recognising significant training data even they are low in number. The interactive process will reinforce 'the important data by duplicating them. It enables the significant data are included in the final network. A case study of porosity prediction in petroleum exploration is used to illustrate this approach. Rcsults have shown that tlie network's generalisation ability is modified to include the important outliners while avoiding overfitting. It is also be useful in cases where training data are difficult or expensive to obtain. 
INTRODUCTION
The application of Backpropagation Neural Network (BPNN) [ l ] has been increasing over the past few years. It is widely used in areas of function approximation, classification and pattem recognition. An essential feature of the BPNN is its ability to learn and generalise from a set of training data. However, poor generalisation may occur due to underfitting or overfitting. Underfitting occurs mainly due to the network configurations is unable to possess the desired generalisation characteristics; or, the training process has not reached the global minimal. This can be solved by increasing the network size and the number of training iterations. Overfitting [2] occurs when the network tries to fit: all the training data that may include substantial noise signals superimposed on the underlying function. In this case, BPNN is said to have memorised all the training data and not generalised from them. However, if the training data is known to be clean and noiseless, it is desirable for the BPNN to fit all the training data and get the full generalisation ability from the training data. In this case, no measure is necessary to avoid the BPNN from overfitting.
In most practical real world situation, the training data available could not be noiseless; therefore some kind of measure is needed to obtain the best generalisation point. The most commonly used approach in preventing overfitting is the early stopping validation method [3,4]. However, no giiideline was offered as how to select the training and the validation data. Wong more reliable splitting map to ensure the training and validation data are statistically similar. This approach will be used as the validation method in this paper.
In validation process, the validation error will start to rise when the BPNN tried to fit those miliority data. In effect, the BPNN treats those minority data as noise. However in cases where the training data is difficult and expensive to obtain. some of the minority data inay be significant and should be included in the final genei-alisation curve of the BPNN. In this case, it is difficult to lead the BPNN to include t h s small number of significant training data and at the same time be able to reject those noisy data. In this paper, an iterative reinforcement training approach has been proposed. The interactive process will reinforce the important data by duplicating them. It enables the significant data are included in the final network. A case study of porosity prediction in petroleum exploration is used to illustrate this approach. Results have shown that the network's generalisation ability is modified to include the important outliners while avoiding overfitting the noise. It can also be used to modify the generalised network and to include even a single significant data.
GENERALISATION B U S OF BPNN AND SOM DATA-SPLITTING
When the SOM data-splitting early-stopping validation method [5] is used in the training process for the prevention of overfitting, the system errors due to the training and validation data are calculated in every iteration. In,SOM datasplitting approach, the h-aining and validation sets are split in such a way that both sets are statistically similar. This can ensure that the training set covers the whole sample space of the available data. At the same time, validation set will give a better indication of the generalisation ability of the BPNN. As for minority data, they will normally falls into the training set afier the SOM data splitting. This will be seemed as noise by the validation error in the training of BPNN. It also suggest that the validation set will only contain noiseless data fi-om the available data.
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In early stopping validation approach, the training set will be used to train the BPNN and the validation set will be used to guide the generalisation ability of the BPNN. Since the training and validation data are different, it is assumed that the generalisation point is reached when the validation error starts to rise. The network will start to memorise all the training data and overfit fiom henceforth. At this point. the network is characterised by a generalisation curve that provides the best fit for both the training and validation data.
If there are training data that is few in numbers and located out of the generalisation curve, they will be treated as noise and are ignored. Figure 1 illustrates an example with three points that are treated as noise and are excluded by the generalisation curve. Assuming that the point highlighted with a circle in Figure 1 is deemed by the user as a si-@cant data and it is desirable to be included in the final generalisation curve as shown in Figure 2 . Using the data splitting early stopping validation approach, it is not possible for the network to recognise that particular data and to include it in the generalisation curve while treating the other two points as noise. In this case we know that there are some bias in the generalisation ability of the B P W . Normally, the BPNN will bias towards majority of the training data and treat the others minority as noise. However, the question need to be solved if a few minorities are significant. how can it be included in the final generalisation curve of the BPNN?
INTERACTIVE REINFORCEMENT TRAINING
,In examine the validation approach and the characteristics of the BPNN training, it can be deduced that:
(1) In order to obtain a low bias and low variance in BPNN training, a large number of training data that contributes to the actual generalisation curve need to be used.
(2) The significant minority data will only appear in the training set. When validation set is used to stop the training, it will normally bias towards majority data and stop at the point where it predict the best with majority data. This is the characteristic of rejecting noise in BPNN.
From the above deduction, in order to solve the problem of including the significant minority data in the final generalisation curve, and at the same time would like to reject the noise present, there are two ways that it can be done:
(1) Obtain more data that contributes to the characteristics of the minority data.
(2) Manipulate the training and validation process of the BPNN such that it can include those significant minorities. The first approach is usually not practical for problem that the training data is difficult and expensive to obtain. However, the second approach may be feasible.
The interactive reinforcement training proposed in this paper is to address the second approach. The steps involve in this approach are as follow:
(1) Identify the minority data in the data set and examine them.
(2) Pick up the known significant data point that is minority in the data set.
(3) Duplicate a few more: times of the significant data point in the training set and validation set.
* (4)
Train and validate the BPNN with all data including these reinforcement data points.
( 6 ) If not. reinforce that data point again by duplicating more data in the training set and validation set.
Test (7) Re-do Steps (4) .
No of reinforced
No of reinfoi ced significant data iii significant data i n I n this proposed interactive reinforcement training approach, the user can modify the BPNN generalisation curve easily by just duplicating that significant data point. With this duplication of data, it will mahe the BPNN to realise that point in the training and the validation sets.
CASE STUDY
A case using the BPNN to predict the porosity from well log data in petroleum industries has been used in this investigation [6.7] . In petroleum reservoir modelling, boreholes are drilled at different locations around the region. Measuring devices known as well logging instruments are dropped into the boreholes in order to obtain reading at different depth intervals. These reading are known as well log data. Saniples from various depths are then obtained and examined using extensive laboratory analysis (known as coring). These data obtained from the analysis process are known as core data. As coring is an expensive activity, core data are usually not available for the whole borehole or boreholes around that region. It is the job of the log analysts to establish a well log interpretation model based on the available core data. After the well log interpretation model for the desired property is established. it is then used to estimate the property in uncored borehole intervals or boreholes around the region. In establishing an interpretation model using BPNN. the core data are used as the training data, A typical well with 41 core data is used in this study. After the SOM data splitting, the available data are divided into training and validation set. Twenty points are used for training while the remains are used for validation. In this well. majority of the core data have been clustered around the same region with exception of three data points. This suggests that these three points could be noise. Under noma1 situation, these three points will appear only in training set. Hence, the generalisation curve will leave them out when the validation set is used to stop the training.
However. if one of the three point is recognised to be significant, it is difficult to modify the generalisation curve by using normal BPNN training and validation. With the proposed interactive reinforcemen aining, it is possible to incorporate easily. A few tests have been carried out to illustrate the effects of the interactive reinforcement training approach. The numbers of the duplicated significant data used in each test are tabulated in Table 1 .
In Test 1, it is a norm reinforcement involve in the have only reinforced in the validation set only. Test 4 and 7 have only reinforced in the training set on1 5 and S. both the training and validation sets are significant point.
CASE RESULTS AND D
The output plot of all the tests are shown predicted outputs from the BPNN are core data are shown in asterisk correspond to result from Test 1: T2 and so on.
The result plot for T1 bill be the predicted output when no reinforcement training is involved. which is also training procedure used in training and validating it can be observed that the BPNN ty training sampies and leave out the u'ation, all the three outliners are treated as noise by the the BPNN. In this generalised to the m other three that is different from the gene However, if upon inspection of this plot and the log analyst sure that the lowest outliner data point at around 740 metre a significant data, the data point is duplicated and the BPNN is re-trained. Re m Test 2 to Test 8 illustrate the modified generalised under each condition. When more than two data are ed in the validation set as in the cases of Tests 3, 5 8, the BPNN generalisation function have shown to move towards the desired data point. This suggests that the BPNN generalisation curve has began to incorporate that significant point. In effect, the generalisation curve has been modified towards the truth generalisation point. It can also be observed th outliner point around 730 metre has similar ch that of the reinforce point.
'
In this test, it also indicates that the valid Test 4 and 7, althou important role in deciding the bias generalisation curve has been duplicated two or more times in the training set but not in the validation set, the BPNN is still unable to recognise it as a significant point as shown in Figure 1. 
. CONCLUSION
A final Test has been performed to include the other two data points around 730 metre using the proposed interactive reinforcement training. The result plot is shown in Figure 4 . In this case, the BPNN can now recognise all three points as significant data and include them in the final BPNN generalisation curve.
The case study has shown that the proposed interactive reinforcement training approach has successfully led the BPNN to include those data that would otherwise be ignored. The case study has also shown that the validation set has a great effect in determining the bias of the BPNN generalisation curve. This paper has shown how by using the proposed interactive reinforcement training of the BPNN can modify the generalisation curve. With this proposed approach, the validation can still effkctively prevent the BPNN from overfitting the noise. At the same time includes the significant minority data in the final generalisation curve of the BPNN. The approach incorporates inputs from human for the identification of significant training points that inay have been missed out due to the generalisation characteristics of the network. This interaclive reinforcement training approach will be useful when the number of training data are few and difficult to obtain due to high cost involved. It provides a means to allow user iinteractively modify the network characteristics without the need of alternating the weights within the network which are difficult to comprehend. 
