The ENSO (El Niño Southern Oscillation) is the dominant inter-annual climate signal on Earth, and its relationships with marine environments constitute a complex interrelated system. As traditional methods face great challenges in analyzing which, how and where marine parameters change when ENSO events occur, we propose an ENSO-oriented marine spatial association pattern (EOMSAP) mining algorithm for dealing with multiple long-term raster-formatted datasets. EOMSAP consists of four key steps. The first quantifies the abnormal variations of marine parameters into three levels using the mean-standard deviation criteria of time series; the second categorizes La Niña events, neutral conditions, or El Niño events using an ENSO index; then, the EOMSAP designs a linking-pruning-generating recursive loop to generate (m + 1)-candidate association patterns from an m-dimensional one by combining a user-specified support with a conditional support; and the fourth generates strong association patterns according to the user-specified evaluation indicators. To demonstrate the feasibility and efficiency of EOMSAP, we present two case studies with real remote sensing datasets from January 1998 to December 2012: one considers performance analysis relative to the ENSO-Apriori and Apriori methods; and the other identifies marine spatial association patterns within the Pacific Ocean.
Introduction
The ENSO (El Niño Southern Oscillation) is the dominant year-to-year climate signal on Earth, a cycle of alternating warm El Niño and cold La Niña events. Its relationships with marine environments constitute a complex interrelated system [1] , e.g., during a warm phase of the ENSO, a positive sea surface temperature (SST) and a negative sea level anomaly co-occur in the eastern tropical Pacific Ocean [2] , and in a cool phase, an abnormal increase in dry conditions occurs over the Pacific Ocean, SSTs drop in the central Pacific Ocean, and SST gradients increase in the east-west Pacific Ocean, which indirectly dominate primary productivity and sea surface chlorophyll-a concentrations in the Pacific Ocean [3] . In recent decades, raster-formatted datasets derived from remote sensing images, reanalysis products and numerical simulations have provided an important source of data and offer new opportunities to improve our understanding of these relationships on a large scale [4, 5] .
To obtain such association patterns against the ENSO from raster-formatted datasets, conventional methods of spatiotemporal analysis first extract the spatial and temporal characteristics by applying mining process and to then improve the mining efficiency. The proposed novel algorithm aims at exploring marine spatial association patterns using long-term time series of raster-formatted datasets, which we called an ENSO-Oriented Marine Spatial Association Pattern mining algorithm (EOMSAP). The remainder of this manuscript is organized as follows. Section 2 describes the workflow for the EOMSAP. In Section 3, two experiments using real image datasets are described. One tests the advantages and disadvantages of our proposed algorithm, and the other proves the soundness of our work with the discovered marine spatial association patterns against ENSO events in the Pacific Ocean. Section 4 presents our discussions and conclusions.
EOMSAP with Raster-Formatted Datasets

Algorithm Workflow
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In this manuscript, marine spatial association patterns refer to an abnormal variation of one to several marine parameters against ENSO events in a specified spatial region. The design of EOMSAP with raster-formatted datasets includes the extraction and representation of abnormal variations of marine parameters from long-term time series, the identification of El Niño and La Niña events from ENSO indices, the recursive algorithm with linking and pruning functions, and the generation of marine spatial association patterns. Figure 1 shows the detailed workflow of our proposed algorithm. 
Quantization of Marine Abnormal Variations from Raster-Formatted Datasets
An abnormal variation is a deviation from an averaged status obtained from a long-term series (e.g., daily, monthly, seasonally or yearly). Obviously, long-term marine parameters have seasonal variations that are mainly dominated by solar radiances. However, against the background of global climate change, spatiotemporal patterns that deviate from normal seasonal cycles are of particular interest in anomalous climate event analysis. With little prior knowledge, the z-score algorithm is more suitable for removing seasonal fluctuations [28] . 
An abnormal variation is a deviation from an averaged status obtained from a long-term series (e.g., daily, monthly, seasonally or yearly). Obviously, long-term marine parameters have seasonal variations that are mainly dominated by solar radiances. However, against the background of global climate change, spatiotemporal patterns that deviate from normal seasonal cycles are of particular interest in anomalous climate event analysis. With little prior knowledge, the z-score algorithm is more suitable for removing seasonal fluctuations [28] .
Both quantitative and Boolean mining are unable to address continuous values. Therefore, before carrying out the rule mining, the abnormal variations need to be quantified into continuous intervals, which are used to represent the intensities of variations [15, 28] . Many quantization strategies are available (e.g., cluster-based, equal-density, equal-area, or equal-depth methods), but very often, they are closely related to the specific domain [14] . In this manuscript, our goal is to discover the abnormal association relationships among marine parameters against global climate change, and the quantization algorithm should describe the intensities of abnormal variations. The mean-standard deviation of the time series was a criterion used to quantify the marine parameters into three ranks, −1, 0 and +1, indicating negative changes, no changes and positive changes, respectively. For a specified grid pixel, i.e., the ith row and jth column in a raster-formatted dataset, the formula is shown as Equation (1) .
where µ and δ are the mean and standard deviation values of the time series in the specified grid pixel (i th row and j th column), respectively, and V is the abnormal variation at a given time in the specified grid pixel. From long-term raster-formatted datasets, the quantification of abnormal marine parameter variations consists of the following steps:
1.
Step 1: Calculate the mean and standard deviation of the time series' real values of marine parameters from long-term raster-formatted datasets. 2.
Step 2: Extract the abnormal variations of marine parameters using the z-score algorithm. 3.
Step 3: Calculate the mean and standard deviation values on the basis of long-term abnormal variations of marine parameters. 4.
Step 4: Quantify the abnormal variations into continuous intervals (i.e., −1, 0 and +1), using Equation (1) for each time and each grid pixel.
Identification of ENSO Events
There are many indices that describe ENSO events, including the Southern Oscillation Index; anomalies of SST in El Niño region 12 (90 [29] ; the Multivariate ENSO Index (MEI); the Oceanic Niño Indices [30] ; and the precipitation-based ENSO index [31] . In this study, we used the MEI (http://www.esrl.noaa.gov/psd/enso/mei/), provided by the U.S. National Oceanic and Atmospheric Administration's Earth System Research Laboratory Physical Sciences Division. It is based on six observed variables over the tropical Pacific: sea-level pressure, the zonal and meridional components of the surface wind, SST, surface air temperature, and the total cloudiness fraction of the sky [32] .
Different percentile definitions are used to rank ENSO events as strong, moderate or weak [32] . However, using too many types would make it difficult to identify abnormal variations of marine parameters related to the ENSO. Considering the consistency of abnormal variations in marine parameters and ENSO events, the mean-standard deviation algorithm was used to catalog ENSO events into three ranks: −1, 0 and +1, which indicate a La Niña event, a neutral condition, and an El Niño event, respectively. The criteria are similar to Equation (1).
A Recursive Algorithm
Apriori is a seminal algorithm for finding frequent itemsets using candidate generation and is based on the three steps referred to as link-prune-generation [33] . Since its introduction and subsequent widespread application, the core idea of Apriori has been shared and improved in the development of quantitative relationship mining [34] . This manuscript uses the core idea of link-prune-generation to design the EOMSAP for exploring abnormal association patterns among marine parameters against ENSO events. The key implementations consist of two steps. The database in these steps is composed of mining transaction tables.
Step 1: Generate the frequent 1-itemset related to the ENSO by scanning the database one time for each item (i.e., marine parameter) and each quantification type (i.e., −1, 0 and +1). Next, use Equation (2) (4) are true, the frequent 1-itemset related to ENSO is generated, denoted as CS(
where m is the number of items involved in the mining model, which goes from 1 to the total number of marine parameters (M). For one item, m is equal to 1, while for M items, m is equal to M;
is the number of co-occurrences of items
. . , k m are one of the quantification types (i.e., −1, 0 and +1); l is the ENSO type (i.e., +1, El Niño and −1, La Niña); and τ s is the user-specified threshold of marine parameters. The first inequality in Equation (4) Step 2: Generate frequent (m + 1)-itemsets from candidate m-itemsets using a recursive algorithm with linking-pruning, where m is not less than 2. Within this step, the linking and pruning functions are run recursively until no more frequent itemsets are generated. The Linking Function generates the candidate (m + 1)-itemsets from the m-itemsets by step-by-step linking without scanning the database, while the Pruning Function removes the false (m + 1)-itemsets according to Equation (4) .
For a clear description of the workflow finding frequent itemsets against ENSO events, we give an example with simulated data in Table 1 . Table 1 . Quantitative data in a database for example 1.
Example 1: Table 1 shows quantitative change for five marine parameters (A 1 , A 2 , . . . , A 5 ) and an ENSO event. The +1, 0 and −1 of the marine parameters mean positive changes, no changes and negative change, respectively. The ±1 of the ENSO means an El Niño or La Niña event, respectively. In this case, the support threshold is set to 20.0%. 
Generating Meaningful Marine Spatial Association Patterns
In this step, the key issue is to determine which frequent itemsets are meaningful according to the minimum thresholds of the evaluation indicators. Generally, the specified thresholds are defined by users according to their research domains. For each frequent itemset, its evaluation indicators (e.g., confidence and lift) are calculated by scanning the database once. If the evaluation indicators satisfy the user-specified thresholds, a frequent itemset is meaningful.
In this manuscript, we use confidence and lift as evaluation indicators for generating meaningful marine spatial association patterns. Confidence describes the occurrence probability of marine abnormal
assuming that an ENSO event occurs, which has the same formula as Equation (3).
Lift describes the impact on marine abnormal variations of the occurring ENSO event; that is, once an ENSO event has occurred, how much does the occurrence probability of marine abnormal variations change? Lift is defined as:
where
and N have similar meanings as in Equations (2) and (3).
Experiments
In this section, we present two case studies for marine environments using long-term time series of remote sensing products. One experiment illustrates the feasibility and effectiveness of EOMSAP compared with the Apriori algorithm. The other explores marine spatial association patterns against ENSO events in the Pacific Ocean. The performance of our proposed algorithm was evaluated against the quantitative Apriori algorithm [34] , which extends the candidate generation procedure by using the interest measure to prune and uses a different data structure (i.e., hash-table and R-tree) to count candidates.
To better illustrate our proposed algorithm, we also developed the quantitative Apriori. The main revision is that only the frequent itemsets related to the ENSO, not all frequent ones, are obtained during the process of linking and pruning. The revised algorithm is denoted as ENSO-Apriori. All the algorithms described in this manuscript have been developed and integrated into the Marine Spatiotemporal Association Patterns Mining System (MarineSTAPMining) software, which is registered by the National Copyright Administration of P.R. China (No. 2014SR013444). The MarineSTAPMining software was developed by the authors and integrated with several association pattern-mining algorithms, including EOMSAP, Apriori, quantitative Apriori, ENSO-Apriori, MIQarma [15] and FP-Tree [35] . To smooth out any variations, each experiment was run five times, and the average result was taken. The experimental hardware environment includes an Intel core i7-3520M CPU at 2.90 GHz with a 1-level cache memory of 0.5 MB and 2-level of 4 MB, a 500 GB hard disk, and 4.0 GB of memory.
Research Area and Datasets
Our study was conducted on long-term marine remote sensing products, including SST, sea surface chlorophyll-a, sea surface precipitation, and sea level anomaly. The MEI was used to identify the ENSO events. The Pacific Ocean from 100 • E to 60 • W and 50 • S to 50 • N was the research area, as shown in Figure 2 . Areas CLSObj1 to CLSObj6 were used to test the EOMSAP's performance, and the entire research area was used to obtain the marine spatial association patterns. Table 2 summarizes the datasets used. 
Performance Evaluation and Analysis
Monthly image datasets for the six different regions, denoted as CLSObj1, CLSObj2, CLSObj3, CLSObj4, CLSObj5 and CLSObj6 in Figure 2 , and the MEI are used to test the algorithms. Each region contains four parameters, i.e., SSTA, CHLA, SSPA and SLAA. Using Equation (1), each marine environmental parameter was quantified (1) at each region and (2) in each interval within the time period. The parameters were quantified as −1, 0 or +1, indicating negative change, no change or positive change, respectively. The MEI in each interval was quantified in the same manner. As noted previously, −1, 0 and +1 indicate a La Niña event, neutral condition, or El Niño event, respectively.
Apart from the data pretreatment, there are two factors responsible for the performance of the mining algorithms. One is the number of database scans, and the other is the computation time of each scan. The former is jointly determined by the minimum support threshold and the number of evolved items, i.e., the marine parameters, and the latter is determined by the database record sizes.
Computational Complexity
The computational complexity of EOMSAP is classified into two categories-the number of database scans and the intensive computing. Given the quantitative rank, R, and the total number of marine environmental parameters, M, R and M are used to calculate the computational complexity of mining algorithms.
EOMSAP scans a database in three stages. The first stage builds the frequent 1-items by scanning the database for each quantitative level for each item, i.e., × . The computational complexity is ( × ). The second stage generates all candidates of frequent items by a recursive loop of linking and pruning functions. According to the recursive algorithm, the number of database scans to generate the frequent 1-items related to ENSO is × , the frequent 2-items related to ENSO is × , and so on. Thus, the total number of database scans is
and the computational complexity is ( × ). The third stage finds a meaningful cascading pattern by scanning the database once for each candidate pattern, that is, the total number of [32] . SST = sea surface temperature; Chl-a = monthly anomaly of sea surface chlorophyll-a; SLA = sea level anomaly; ENSO = El Niño Southern Oscillation.
In both cases, to obtain uniform datasets from remote sensing products with the same spatial and temporal resolution, an analysis period of January 1998 to December 2012 was selected. Monthly anomalies of the research area elements with a spatial resolution of 1 • in grid projection and with a temporal resolution of one month were calculated to remove seasonal effects. The resulting anomalies were denoted as SSTA (monthly anomaly of SST), CHLA (monthly anomaly of sea surface chlorophyll-a), SLAA (monthly anomaly of sea level anomaly), and SSPA (monthly anomaly of sea surface precipitation).
Performance Evaluation and Analysis
Computational Complexity
EOMSAP scans a database in three stages. The first stage builds the frequent 1-items by scanning the database for each quantitative level for each item, i.e., R × M. The computational complexity is O(R × M). The second stage generates all candidates of frequent items by a recursive loop of linking and pruning functions. According to the recursive algorithm, the number of database scans to generate the frequent 1-items related to ENSO is R 2 × C 1 M−1 , the frequent 2-items related to ENSO is R 2 × C 2 M−1 , and so on. Thus, the total number of database scans is
M−1 , and the computational complexity is O(R 2 × M M−2 ). The third stage finds a meaningful cascading pattern by scanning the database once for each candidate pattern, that is, the total number of candidate patterns determines the computational complexity, which is
According to the mining process of both ENSO-Apriori and Apriori, this manuscript also analyzes their computational complexities. Comparisons with EOMSAP show that during the first stage, these three algorithms have similar numbers of database scans; thus, they have the similar computational complexity, O(R × M). In the second stage, the ENSO-Apriori and Apriori have similar numbers of database scans,
thus, their computational complexity is O(R 2 × M M−1 ). In the third stage, EOMSAP and the ENSO-Apriori have similar computational complexity, and the computational complexity of Apriori is the largest one, being
The intensive computing mainly involves computing to find the frequent items from all the candidates and to generate the meaningful patterns from all the frequent items. The first depends on the total number of the candidates of frequent items, and its computational complexity is similar to the second stage of generating all the candidates of frequent items. The latter depends on the total number of frequent items, and its computational complexity is similar to the third stage of generating all the meaningful patterns. Table 3 shows the computational complexity of EOMSAP and gives its comparisons with ENSO-Apriori and Apriori. 
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.2. Numbers of Database Scans
Database scans are one of the most important factors affecting the efficiency of finding frequent items. Generally, the more evolved the marine parameters, the greater the number of database scans, and the smaller the support threshold, the greater the number of database scans. Unlike the Apriori and ENSO-Apriori algorithms, the EOMSAP embeds conditional support, instead of only user-specified support, to find the frequent itemsets from candidate ones. As the conditional support only considers the items on the preconditions of ENSO occurrence during the process of linking and pruning, the number of database scans of EOMSAP is greatly reduced. Figure 3 compares their numbers of database scans. The database record size used was 180, and the number of evolved marine parameters was 5, 9, 13, 17, 21 and 25. The 5 items are the four marine parameters in the CLSObj1 region and the ENSO index, the 9 items are the four marine parameters in the CLSObj1 and CLSObj2 regions and the ENSO index, the 13 items are the four marine parameters in the CLSObj1, CLSObj2 and CLSObj3 regions and the ENSO index, and so on. The minimum support threshold was set to 5.0%, 7.5%, 10.0% and 15.0%. 
Database Record Sizes
The database size represents the number of samples determining each occurrence of database scanning. In this case, 1, 10, 100, 1000 and 10,000 copies of 180 records (January 1998 to December 2012) with 25 items (six regions with four parameters and the ENSO index) from remote sensing products are produced, and the support was set to 7.5%. As with mining with duplications, we obtain similar results with 100,834 database scans by Apriori, 2707 scans by ENSO-Apriori and 913 scans by EOMSAP. Figure 4 shows the performance of EOMSAP, ENSO-Apriori and Apriori algorithms using different numbers of records. With minimum support thresholds of 5.0% and 7.5%, the number of database scans for EOMSAP is much less than that for ENSO-Apriori, particularly with larger numbers of evolved items (Figure 3a,b) , so the computational performance of EOMSAP is much better than that of ENSO-Apriori. When the support thresholds were set to 10.0% and 15.0%, the number of database scans of EOMSAP was less than that of ENSO-Apriori (Figure 3c,d) . Actually, when the number of the evolved items is greater than 13, the computational performance of EOMSAP is little better than that of ENSO-Apriori, i.e., the EOMSAP's computation times are 1.20 s with 17 items, 1.65 s with 21 items and 2.15 s with 25 items, while the times for ENSO-Apriori are 1.29, 1.79 and 2.42 s, correspondingly. When the number of the evolved items is not greater than 13, EOMSAP and ENSO-Apriori have similar computational performance. With the exception of database scanning, there are two other issues responsible for the performance of EOMSAP. One is identifying El Niño and La Niña types when finding frequent 1-itemsets, and the other is calculating the conditional support against ENSO events for each candidate frequent itemset during the process of linking and pruning. Thus, when the support threshold increases, the EOMSAP's advantage in terms of the number of database scans will reduce and even disappear (Figure 3d ).
The database size represents the number of samples determining each occurrence of database scanning. In this case, 1, 10, 100, 1000 and 10,000 copies of 180 records (January 1998 to December 2012) with 25 items (six regions with four parameters and the ENSO index) from remote sensing products are produced, and the support was set to 7.5%. As with mining with duplications, we obtain similar results with 100,834 database scans by Apriori, 2707 scans by ENSO-Apriori and 913 scans by EOMSAP. Figure 4 shows the performance of EOMSAP, ENSO-Apriori and Apriori algorithms using different numbers of records. 
The database size represents the number of samples determining each occurrence of database scanning. In this case, 1, 10, 100, 1000 and 10,000 copies of 180 records (January 1998 to December 2012) with 25 items (six regions with four parameters and the ENSO index) from remote sensing products are produced, and the support was set to 7.5%. As with mining with duplications, we obtain similar results with 100,834 database scans by Apriori, 2707 scans by ENSO-Apriori and 913 scans by EOMSAP. Figure 4 shows the performance of EOMSAP, ENSO-Apriori and Apriori algorithms using different numbers of records. Figure 4 shows that regardless of the number of database records, the computation efficiency of EOMSAP is much better than that of ENSO-Apriori and then Apriori, and that the computation time of EOMSAP, ENSO-Apriori and Apriori have similar increasing characteristics with an increase in the number of database records. For better analysis of their computational performance, the ratio of Figure 4 shows that regardless of the number of database records, the computation efficiency of EOMSAP is much better than that of ENSO-Apriori and then Apriori, and that the computation time of EOMSAP, ENSO-Apriori and Apriori have similar increasing characteristics with an increase in the number of database records. For better analysis of their computational performance, the ratio of computation time between ENSO-Apriori and EOMSAP is calculated and shown on the right vertical axis. The computational performance of EOMSAP is always approximately two times better than that of ENSO-Apriori. That is, the number of database records has little effect on the computational performance of EOMSAP. However, it should be noted that with an increase in the number of database records from 1000 to 10,000 copies, its computation time increases exponentially. The reason may be due to the storage capacity of the storage units and the reading capacity of the cache memory CPU. By calculation, 1 to 100 copies of database records can be read by the CPU memory when scanning the database. However, 1000 and 10,000 copies are too large to be read by the CPU memory, and the records need to be read from a hard disk. The computation time of reading from a hard disk is exponentially larger than that from CPU memory.
Spatial Abnormal Association Patterns among Marine Environmental Parameters
In this case, monthly anomalies of marine parameters, i.e., SSTA, CHLA, SLAA and SSPA, within the Pacific Ocean, as shown in Figure 2 , and the ENSO index were used. Marine spatial association patterns against ENSO were extracted by EOMSAP pixel by pixel with a support threshold of 5.0% and a confidence threshold of 75.0% and then mapped onto two-dimensional thematic maps. The selection of support and confidence thresholds is based on our many experiments and statistical analyses.
As El Niño and La Niña events have similar processes of mining marine spatial association patterns, this manuscript takes La Niña as an example to illustrate the feasibility of our proposed method. Figure 5a-c give examples of the abnormal variations of SSTA, SSPA and SLAA, respectively, against a La Niña event, and Figure 5d shows association patterns both in SSTA and SSPA against a La Niña event.
CPU. By calculation, 1 to 100 copies of database records can be read by the CPU memory when scanning the database. However, 1000 and 10,000 copies are too large to be read by the CPU memory, and the records need to be read from a hard disk. The computation time of reading from a hard disk is exponentially larger than that from CPU memory.
As El Niño and La Niña events have similar processes of mining marine spatial association patterns, this manuscript takes La Niña as an example to illustrate the feasibility of our proposed method. Figure 5a-c give examples of the abnormal variations of SSTA, SSPA and SLAA, respectively, against a La Niña event, and Figure 5d shows association patterns both in SSTA and SSPA against a La Niña event. In Figure 5 , the marine spatial association pattern in each grid pixel means that when a La Niña event occurs, the abnormal variation of the marine parameter will rise or drop abnormally, with a support not less than 5.0% and a confidence not less than 75.0%. That is, during the period from January 1998 to December 2012, the abnormal variation of marine parameters occurs not less than 9.0 In Figure 5 , the marine spatial association pattern in each grid pixel means that when a La Niña event occurs, the abnormal variation of the marine parameter will rise or drop abnormally, with a support not less than 5.0% and a confidence not less than 75.0%. That is, during the period from January 1998 to December 2012, the abnormal variation of marine parameters occurs not less than 9.0 times, and once a La Niña event occurs, the probability of a marine parameter changing abnormally is not less than 75.0%. In view of the number of analyzed geographical parameters, we not only obtain the spatial distribution of one marine parameter against La Niña events (Figure 5a-c) , we also obtain the spatial association patterns among several parameters against La Niña events (Figure 5d ). When La Niña events occur, the spatial variations of one marine parameter, e.g., SST, SSP or SLA, have been often documented in the literature [12, 38, 39] . Although previous studies have also analyzed marine environmental parameters alongside ENSO events using statistical analysis and empirical orthogonal decomposition with multiple remote sensing products [2, [40] [41] [42] , few studies have examined the associated relationships among several elements within a uniform framework [20] . That is, there have been few studies that discuss the spatial association patterns obtained such as in Figure 5d .
Discussion and Conclusions
In this manuscript, we proposed an original approach for exploring marine spatial association patterns against ENSO events with multiple long-term raster-formatted datasets. In this study, the process of quantifying abnormal variations and defining the ENSO used the mean-standard deviation of its time series, which is novel and different from the traditional static threshold. The results for January 1981 to December 2012 show that, except during a weak La Niña event from October 1995 to March 1996, the proposed method reached the same conclusions about ENSO events as previously reported [29, 43] . In addition, the threshold to identify El Niño events is in the 29.49 percentile, and the threshold to identify La Niña events is in the 30.13 percentile. These almost agree with the 30.00 percentile [32] .
The two datasets in this experiment came from real remote sensing products. One dataset covered six regions in the Pacific Ocean, chosen for testing the efficiency and feasibility of our proposed algorithm against the quantitative Apriori and ENSO-Apriori algorithms. As only the items related to ENSO are considered during the process of linking and pruning, the mined patterns and computational efficiency of EOMSAP and ENSO-Apriori are much better than that of Apriori. Comparisons of EOMSAP and ENSO-Apriori show that the greater the number of database scans, i.e., the more evolved the marine parameters, and the smaller the minimum support threshold, the more superior the performance of EOMSAP. With a decrease in the number of database scans, the superiority will decrease and even disappear. The reason is that, as well as the number of database scans, the identification and the calculation of conditional support during the process of linking and pruning also affects the performance of EOMSAP. In fact, the abnormal variation of a marine parameter can be considered as a low probability phenomenon, so a small minimum support threshold is more suitable for finding association patterns. In addition, in global climate changes, the evolved marine parameters are not only limited to the six regions, as shown in Figure 2 ; thus, the EOMSAP has great potential in real applications.
The other datasets considered the Pacific Ocean for exploring marine association patterns against ENSO events because it is sensitive to global climate change and regional sea-air interactions and is responsible for several marine abnormal variations. Compared with traditional spatiotemporal analysis, the information obtained from EOMSAP not only includes some that are well known to earth scientists, but also some that are new to earth scientists. For example, when La Niña events occur, the westward North Equatorial Current and South Equatorial Current and the eastward Equatorial Counter-Current result in the sea level anomaly increasing in the western Pacific Ocean and decreasing in the central Pacific Ocean, as shown in Figure 5c ; thus, the SST decreases in the central and eastern Pacific Ocean and increases in the western Pacific Ocean (Figure 5a ). Under the force of trade winds and the Walker circulation, the rainfall shifts westward, and SSPA in the middle of the tropical Pacific Ocean abnormally decreases [38] (Figure 5b ). The more detailed and informative knowledge can help to improve our understanding of how and where the marine environmental parameters in different zones respond to ENSO events. However, further study is needed to determine the physical mechanisms behind the abnormal decrease in SSTA off the California coast, the abnormal increase in SSTA in the northern subtropical Pacific Ocean (Figure 5a) , and the co-variations in the decrease of SSTA and SSPA (Figure 5d ).
In summary, the main contributions of our algorithm and study are the following:
1. EOMSAP includes a process of quantification that ranks abnormal variations of marine parameters using long-term raster-formatted datasets and identification that defines ENSO events using the MEI. The quantification process has similar results with the prevalent algorithms.
2.
EOMSAP reduces the number of database scans and improves the efficiency of finding frequent association patterns against ENSO by embedding the conditional support. The greater the number of evolved marine parameters considered, the greater the superiority of EOMSAP over ENSO-Apriori and quantitative Apriori. Additionally, the lower the support threshold, the greater the superiority of EOMSAP over ENSO-Apriori and Apriori. 3.
EOMSAP explores marine spatial association patterns within the Pacific Ocean against ENSO events using multiple long-term raster-formatted datasets. Among these spatial association patterns, some are well known to earth scientists, and some are new. 4.
EOMSAP improves the abilities to address multiple remote sensing products and helps marine experts identify new phenomena or knowledge.
Although our proposed approach takes ENSO as a means to explore association patterns, marine parameters and ENSO events are equivalent during the mining process. That is, an ENSO event could be replaced by any marine parameter, and thus, the specified marine parameter-oriented spatiotemporal association pattern can be acquired. Such a mining model can improve our understanding of how and where the marine environmental parameters in different zones help to drive and respond to the variations of other parameters.
