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Abstract
This work introduces developments of Guidance, Navigation and Control (GNC)
systems with application to autonomous Unmanned Aerial Vehicle (UAV). Pre-
cisely, this work shows the development of navigation system based on nonlinear
complementary filters for position, velocity and attitude estimation using low-cost
Micro-Electro-Mechanical System (MEMS) sensors. The proposed filtering method
provides attitude estimates in quaternion representations and position and velocity
estimates in North-East-Down (NED) frame coordinates by fusing measurements
from Inertial Measurement Unit (IMU), position and velocity measurements from
Global Positioning System (GPS), and pressure altitude measurements from a baro-
metric altimeter. Least Square Method (LSM) was used in gains tuning to find the
best-fitting of the estimated states with precise measurements obtained by a vision
based motion capture system. A complete navigation system was produced by in-
tegrating both the attitude and the position filters. The integration of the filtering
approach based primarily on the ease of design and computational load. Further-
more, the structure of the filtering design allow for straightforward implementation
without a need of high performance signal processing. Moreover, the proposed fil-
ters in this work can be tuned totally independent of each other. This work also
introduces a nonlinear flight controller for stability and trajectory tracking that is
practical for real-time implementation. This controller is also demonstrated the abil-
ity of a supervisory controller to provide effective waypoint navigation capabilities
in autonomous UAV. The implementation of the guidance, navigation, and control
algorithms together were adopted in the design of a novel smartphone based autopi-
lot for particular quadrotor aerial platforms. These algorithms are considered the
core of the flight software that allows to successfully complete the assigned mission
autonomously. The performances of the proposed work are then evaluated by means
of several flight tests. The work also includes a design of advanced platform of a
quadrotor for the purpose of performing navigation and guidance systems in Search
And Rescue (SAR) missions. Primarily, the performance of the navigation and guid-
ance systems were tested in laboratory by simulating position measurements from
GPS. This activity facilitates moving by the experiments from indoor to outdoor.
This task needed a design of virtual GPS system which depends mainly on convert-
ing the position data derived by a vision based motion capture system to geodetic
information. The derived geodetic information then were formatted in a specific bi-
nary structures using UBX protocol and sent to the autopilot of the quadrotor. Robot
Operating System (ROS) was used to implement this activity together with complex
v
algorithms for the navigation and guidance on Linux computer mounted onboard
and to establish the communication bridge with Ground Control Station (GCS).
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Chapter 1
Introduction
In recent years, number of researchers worked on the field of UAV development,
particularly multirotor aerial vehicles, for many civilian applications. Quadrotor
became a standard platform in many research projects because it has several ad-
vantages among UAVs that qualify it as a good platform to complete challenging
missions autonomously. It has vertical takeoff and landing ability and high ma-
neuverability as well as it is characterised by a simpler structure with respect to
other flying machines [7]. Researchers continually put their effort on developing
quadrotors ( or quadcopters) to increase its abilities by making advances in commu-
nication, environment exploration, and maneuverability. Nowadays, quadrotors are
widely used in university research in different fields, including flight control the-
ory [30] [12], [33] navigation [7], real time systems [38] [35], and robotics [17].
In addition to reference [22] summarises the main quadrotor applications proposed
currently and the different control techniques studied in the literature.
The development of more advanced aerial vehicles has encouraged many peo-
ple to use these machines in different civilian applications that benefit human life
[43], such as search and rescue operations, environment monitoring and security
surveillance [49] [58] [54] [40]. For this reason researchers try to find appropri-
ate Guidance, Navigation and Control (GNC) systems for these aerial vehicles to
accomplish missions autonomously. Designing a suitable GNC system is an es-
sential in aerial robot systems that perform tasks autonomously. Robot navigation
depends mainly on the robot localization and the path planning. both localization
and planning requires good estimation of the robot’s current position and a position
of a target location [26]. The development on MEMS gives the opportunity to equip
UAVs with various sensors to accurately measure the state variables.
Vehicle state estimation is a crucial step in the development of GNC systems for
autonomous aerial platforms and it is achieved by fusing information from many
sources [15]. In outdoor applications, a popular approach is followed for estimat-
ing a vehicle’s state based on fusing long term accuracy information (e.g. GPS)
with sensors characterized by high output rate, high dynamics, and reliability (e.g.
IMU) [59], [32]. Usually the raw signals from different sensors need processing
to rebiuld smoothed and accurate state estimates [53] and to identify online bias
terms [37]. The aerial vehicles in outdoor operations are subjected to an important
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accelerations for accomplishing missions faster and making smooth transitions be-
tween waypoints. These accelerations can not be avoided in estimation process of
the vehicle’s state.
According the Standard Positioning Service (SPS), civilian users can not achieve
very precise positions and velocities using one standalone GPS receiver. Thus the
integrated solution of GPS with IMUs is unavoidable to provide better positioning
during the case of GPS drop-outs [59] [29]. Kalman filtering techniques have been
widely applied on the aerial systems for state estimation. Many people have used
Extended Kalman Filters (EKFs) [25] [52], [46], [32], [14]. Although EKF is used
extensively in navigation problems it requires high efforts in computing Jacobian
matrices [53]. To overcome the computational difficulties in EKF, the unscented
transformation method is used in Unscented Kalman Filter (UKF). The UKFs pro-
vide more accurate results than EKFs and the results show better performance for a
longer time under GPS outage conditions [61], [57]. A particular interest has been
focused on the estimation of the noise variance-covariance matrices of the state and
the measurement models which lead to what is known by the adaptive kalman filter
[6]. Filtering approaches using Kalman techniques require online computation of
the covariances and the gains, which have proved difficulty to apply to small UAVs
with low-cost and high-noisy sensors [15], [47]. Moreover it may consume most of
the few computational resources found in low-power processing hardware used in
small and low-cost UASs [15].
Another approach followed in improving position accuracy can be achieved ef-
fectively by cancelling out the common errors and biases by using multi-antenna
GPS receivers more can be effectively cancelled out technique becomes the most
common in robotics field to take advantage improve the positioning accuracy by
using multi-antenna GPS receiver [23], [6], [14]. By increasing number of GPS re-
ceivers in miniature aircraft vehicles will increase the power consumption and the
payload in aircraft.
Sensor fusion based on complementary filters have been used widely in different
robotic problems. The simple structure of the complementary filters allow for handy
and direct implementation without the need of high performance signal processing
in limited computational resources. This work introduces a design of filtering ap-
proach to estimate the vehicles velocities, positions, orientation based on nonlinear
complementary filters, related to the works in [37] [21] [24] . In this approach,
all the states are included in the estimation process while updates are generated by
GPS, magnetometer, and pressure measurements. The accelerometer and gyroscope
biases have been estimated and compensated online to give better accuracy in long-
term. The attitude and positon complementary filters are integrated in a complete
navigation system. The choice of this integration between the two filters is based
primarily on the ease of design and computational load. Furthermore, the structure
of the filtering design allow for straightforward implementation without a need of
high performance signal processing. The proposed filtering approach is extensible
and allow for integrating new measurements resource such as camera. The filters
in this work also can be tuned totally independent of each other and the adopted
gains are computed offline using an auxiliary design system to achieve robustness in
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most flight conditions. In this structure, the attitude is always provided and the mea-
surement of altitude is always available even in GPS drop. The navigation system
expected to produce accurate attitude and position estimation, which will be crucial
to the stability of the aerial quadrotor and support the implementation of reliable
trajectory tracking control strategies.
Most recent advanced works choose an approach aiming to obtain autonomous
navigation capabilities using monocular camera [4], or using Red, Green, Blue and
Depth (RGB-D) camera [56]. Others equipped the UAV with several cameras to
capture more critical views which ensure the long term pose tracking and to build
a map that includes more details about the environment [62]. Other groups use
laser scanners on UAV to navigate in cluttered environments such as forests [16]. A
combination between the two approaches above, i.e., the use of cameras and laser
scanners, is demonstrated in [8, 55, 51] to compensate the drawbacks of using only
one of them. In addition to the GPS- based navigation approach, the vision based
and the laser-based approaches increase the accuracy and the robustness of the UAV.
These examples proposed so far highlights a typical limitation for quadrotors, that
is the low payload, which limits the set of sensors that can be placed onboard.
Nowadays the big challenge in the improvement of such aerial robots is not their
implementation, but rather developing compact structure of hardware and software
qualified for making them autonomously perform tasks as well as increase their re-
liability and ability to carry payload. A second significant contribution provided in
this work is a developed quad-rotor using custom-built structure and avionics with
off-the-shelf motors and batteries, to be a highly reliable experimental platform. The
flight dynamics, navigation system and controller are built inside smartphone to sta-
bilize flights based on information provided by different sensors onboard. This work
shows the design of a novel smartphone-based autopilot for quadrotor aerial plat-
forms. The proposed solution consists of two different layers, a high-level human-
robot communication layer and a low-level navigation and control layer.
Android is the most widely used operating system for smartphones in the world.
It is open source and released by Google. It allows therefore people to edit the source
code and it gives the benefit of developing quite sophisticated Android applications.
In addition, Android provides a Hardware Abstraction Layer (HAL) which gives
developers the tools to create the interface between the Android platform stack and
the hardware. Therefore, people started using Android smartphones on quadrotors
to implement smaller and faster aerial platforms [36] [7]. In particular, Bjalemark
and Bergkvist [10] took the advantages of the sensors and computational power of
an Android smartphone to implement a quadrotor based on Proportional-Integral-
Derivative (PID) controllers. Moreover, in Leichtfried et al. [31] the smartphone
is used on a quadrotor as onboard computer to execute an algorithmic approach
for mapping and localization in autonomous flight operations. in addition to the
Quadroid project [48] already accomplished a flight test of a similar concept, i.e.
an Android smartphone acting as on-board computer of the quadrotor and remotely
controlled by another smartphone.
UAVs now can fly autonomously based on pre-programmed flight plans based
on the objectives of the mission, and the flight plan is defined in a sequence of way-
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points [50]. The quadrotor concept here described is used to develop the preliminary
implementation of highly automated drone with the capability to share information
and receive commands from multiple human operators. Such characteristics are very
powerful capability in different operating scenarios, in which low-altitude drones,
like quadrotors, can be effectively employed to speed-up operations, i.e. search &
rescue and security & monitoring applications. This operating mode allows in fact
the drone to act as a smart agent able to promptly communicate and receive com-
mands from all the agents involved in the operations, like one of the human agents.
On the other hand, the autonomous flight capabilities allow the drone itself to have
a clearer and wider view of the search area and to avoid the ground obstacles im-
peding to reach another search area. In order to implement this control capability,
it was decided to avoid the development of a dedicated web-based control applica-
tion and to implement for the drone the capability to connect to a Twitter account.
The human agents commands are published on this account and the drone itself can
upload the acquired data. A preliminary demonstration of this concept is given in
this work considering a single human agent communicating with the drone Twitter
account in order to control its flight.
1.1 Objectives and organisation of the thesis
This work includes a new design of quadrotor concept having the advantage to pro-
vide several effective solutions in terms of development and widening of operating
capabilities. The core of its implementation is a Google Nexus 5 smartphone act-
ing as a flight control system. The quadrotor model adopted in this thesis and the
nonlinear attitude and position controller are introduced in chapter 2.
The flight dynamics of the quadrotor and the state estimation are based on sev-
eral sensors onboard (e.g. IMU, GPS, Barometer) for in-door and out-door naviga-
tion. The model of the sensory system as well as nonlinear complementary filters
for attitude and position estimations provided in chapter 3. This chapter introduces
also sensor calibrations and tuning process for filters gains and parameters.
The overall design of the hardware and software structures of the flight platform
and the design of the quadrotor are presented in chapter 4. This chapter includes
also a real-time implementations of the Guidance, Navigation and Control (GNC)
systems and gives a description about the supervisory control algorithm adopted in
this work that receive operator’s commands and translate them into reference set
points for position control law.
chapter 5 presents advance guidance system has been implemented on complex
and developed quadrotor platform to increase its capability in performing challeng-
ing tasks. This chapter provides also a design of virtual navigation system to sim-
ulate the GPS information in the laboratory. The implementation of this structure
based on ROS running in a computer mounted on board.
To test and to evaluate this work, several practical experiments have been con-
ducted on the quadrotor platform in indoor and outdoor flight tests. The results of
the performed experiments are summarized in chapter 6.
4
Finally, the conclusion and recommendations for future works are provided in
chapter 7.
1.2 Mathematical definitions
A rotation vector, quaternion, Euler angles, and the Direction Cosine Matrix (DCM)
are commonly used in the inertial navigation systems of the aerial vehicles. This
section introduces the definitions and notations used in this document
1.2.1 Vectors and rotation matix
For two vectors a, b ∈ R3, the vector cross product × between them can be com-
puted as
a× b = S(a)b (1.1)
such that for any vector v = (v(1), v(2), v(3))T ∈ R3, the corresponding skew-
symmetric matrix S(v) ∈ R3x3 is defined as follows
S(v) =
 0 −v(3) v(2)v(3) 0 −v(1)
−v(2) v(1) 0
 (1.2)
And the invers operator ∧ is defined for extracting the vector such that S(v)∧ =
v. Any vector vB in body coordinate system can be transformed to the inertial
coordinate system by using the orthogonal rotation matrix as follows:
vI = RvB (1.3)
where R ∈ R3×3 is the rotation matrix. The subscripts I and B symbols the vec-
tor in the inertial and body coordinate systems respectively. In contrast any vector
in inertial coordinate system can be represented in body coordinate system using the
inverse of the rotation matrix. The inverse of an orthogonal rotation matrix can be
obtained by the transpose operation.
vB = R
−1vI = RTvI (1.4)
The Frobenius norm is defined for a matrix (e.g. Q ∈ Rm×n) as the square root of
the matrix trace of QQT , where QT is the conjugate transpose.It is also equal to the
square root of the sum of the absolute squares of its elements:
|Q|F =
√
Tr(QQT ) =
√√√√ m∑
i=1
n∑
j=1
(aij)
2 (1.5)
where QT is the conjugate transpose
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For a vector-valued random variable η = [v1, v2, ..., vn]T has a Gaussian distribu-
tion with mean µ ∈ Rn and covariance matrix Θ ∈ Rn×n is given by its probability
density function as follow [18]
η ∼ N (µ,Θ) = 1
(2pi)
n
2 |Θ| 12 exp
(
−1
2
(v − µ)TΘ−1(v − µ)
)
(1.6)
An alternative way to characterize the covariance matrix
Θ = E[(v − µ)(v − µ)T ] = E[vvT ]− µµT (1.7)
Specifically, for a set of k observations, measuring 3 variables, the variance-
covariance matrix Θ is given by
Θ =
1
k − 1
k∑
i=1
(vi − µ)(vi − µ)T (1.8)
1.2.2 Quaternion Math
A quaternion q ∈ S3 is a four-dimensional vector consists of a scalar r ∈ R and
a vector v ∈ R3. Quaternion can be represented in many ways, the following two
equations are the most popular approaches are followed
q =
[
r v
]T
= [q0 q1 q2 q3]
T (1.9)
q = q0 + q1i+ q2j + q3k (1.10)
According to this definition, the inverse (conjugate) of the quaternion can be
expressed as:
q−1 =
[
r
−v
]
(1.11)
All quaternions are assumed to be of unitary length and thus are called unit
quaternions. The following property holds for the norm |q|:
|q| =
√
qq−1 =
√
q−1q = 1 (1.12)
The standard quaternion product ⊗ between two quaternions q1 ∈ S3 and q2 ∈ S3
can then be calculated as:
q1 ⊗ q2 =
[
r1 −v1T
v1 r1I3 + S(v1)
] [
r2
v2
]
(1.13)
where I3 ∈ R3×3 is the identity matrix. The multiplication between two unit quater-
nion can be given in more detail as follow
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p⊗ q =

p0q0 − p1q1 − p2q2 − p3q3
p0q1 + p1q0 + p2q3 − p3q2
p0q2 − p1q3 + p2q0 + p3q1
p0q3 + p1q2 − p2q1 + p3q0
 (1.14)
Unit quaternion can be used as a rotation operator. This rotates the vector b ∈ R3
from the Inertial frame to the body frame represented by q
bbody = q ⊗
[
0
binertial
]
⊗ q−1 (1.15)
The standard rotation matrix R ∈ R3×3 can finally be computed from the quater-
nion using the Rodrigues formula as follows:
R(q) = (r2 − vTv)I3 + 2vvT − 2rS(v) (1.16)
1.3 Reference frames and transformations
Figure 1.1 shows the main coordinates systems used in most aerial applications. The
inertial coordinate reference or inertial frame is an Earth-fixed unmoving reference
where the x-axis points north, the y-axis points east, and the z-axis points. Through
the entire document we will call this a North-East-Down (NED) reference frame.
Note that because the z-axis points down, altitude above ground is actually a neg-
ative quantity. On aircraft the body frame is the coordinate system that is aligned
with the sensors. Typically x-axis points out the nose, the y-axis aligned with the
right side of the body, and the z-axis points out the bottom.
1.3.1 Euler angles
Euler angles are used to represent the orientation of a rigid body or frame of ref-
erence in 3-dimensional Euclidean space. Typically they describe the sequence of
three rotations about the axes of a coordinate system. They are typically denoted as
φ, θ, and ψ to represent a rotation around x, y, and z axes respectively.
1.3.2 Rotation matrix and Euler angles
According to Euler’s rotation theorem, any rotation may be described using three
angles. There are several conventions for Euler angles, depending on the axes about
which the rotations are carried out. The most common definition is the rotation
given by Euler angles sequentially (φ θ ψ), If the rotations are written in terms of
rotation matricesRφ,Rθ, andRψ then the complete rotation matrix for moving from
the inertial frame to the body frame is given by a general rotation R can be written
as
RBI = RψRθRφ (1.17)
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Figure 1.1: Frames of reference
where
Rψ =
 cosψ sinψ 0−sinψ cosψ 0
0 0 1
 Rθ =
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ
 Rφ =
1 0 00 cosφ sinφ
0 −sinφ cosφ

(1.18)
The rotation matrix for moving from the body frame to the inertial frame is given
by opposite rotations as following
RIB = RψRθRφ (1.19)
1.3.3 Quaternion and Euler angles
Presenting rotations as unit quaternions instead of matrices help to decrease the
computational time in low-cost embedded systems. In addition, quaternions are
considered numerically more stable and its interpolation is more straightforward.
Furthermore quaternions don’t suffer from gimbal lock unlike Euler angles. The
transformation from Euler angles to quaternion can be performed by employing the
following equation.
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q =

cos(ψ/2)cos(θ/2)cos(ψ/2) + sin(φ/2)sin(θ/2)sin(ψ/2)
sin(φ/2)cos(θ/2)cos(ψ/2)cos(φ/2)sin(θ/2)sin(ψ/2)
cos(φ/2)sin(θ/2)cos(ψ/2) + sin(φ/2)cos(θ/2)sin(ψ/2)
cos(φ/2)cos(θ/2)sin(ψ/2)sin(φ/2)sin(θ/2)cos(ψ/2)
 (1.20)
In contrast, the conversion from quaternion to Euler angle can be achieved by
utilizing the following equation respectively. This property is very useful in case that
the aim is to represent an orientation in angles, while executing the overall dynamics
of the system in a quaternion form.φθ
ψ
 =
atan2(2(q0q1 + q2q3), q20 − q21 − q22 + q23asin(2(q0q2q3q1))
atan2(2(q0q3 + q1q2), q
2
0 + q
2
1 − q22 − q23
 (1.21)
1.3.4 Geodetic to North-East-Down (NED)
The Global Positioning System (GPS) provide absolute location of a receiver by
defining its latitude and longitude as well as the altitude. Most robotics application
use the relative positions in North-East-Down (NED) frame. The small changes in
the North and East positions can be calculated from small changes in Latitude and
Longitude according to the following formula
dN = dU
atan
(
1
RM
)
dE = dL
atan
(
1
RNcosµ0
) (1.22)
where dN and dE are the small change in North and East respectively. dU =
U − U0 dL = L − L0 are the small changes in Latitude and Longitude respecively.
RN and RM are defined by the following relationships:
RN =
R√
1−(2f−f2)sin2U0
RM = RN
1−(2f−f2)√
1−(2f−f2)sin2U0
(1.23)
where R and f are the equatorial radius and the flattining factor of the earth
1.3.5 Earth’s magnetic field
Typically, the heading of an aircraft is related to the North direction and can be
provided by a compass onboard that measure the direction of magnetic North. The
magnetic field vector (the intensity) is differ from location to another. It is defined
by the declination angle from true north, and inclination angle that measured with
the horizontal. The Earth’s magnetic field can be represented by a three-dimensional
vector in NED frame. by a three-dimensional vector in NED frame.
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Chapter 2
Quadrotor UAV Modeling and
Trajectory Controller Design
2.1 Introduction
Mathematical description of the flight quadrotor model is necessary for building an
appropriate control to ensure stability, high maneuverability and tracking. Simple
models for different configurations of quadrotor have been discussed extensively in
literature (e.g. [11]. Considering quasi-stationary maneuvers of a quadrotor gives
minimum number of inputs and states and thus simplifies the construction of the
control law. If the aerodynamics, blade flapping, and the drag forces are taken in ac-
count then the computation of the thrust input will not be straightforward due to the
fact that the drag forces are a function of the vehicle’s orientation. A design of robust
nonlinear controller can provide high flight accuracy against external disturbances
and model uncertainties.
This chapter presents the adopted flight model of a quadrotor used in this study.
The most basic modeling process assumes the quadrotor as a rigid airframe in the
space with symmetrical counter-rotating propellers attached to it. The control of
the quadrotor is achieved by varying the rotation speed of the propellers. Thus this
chapter also introduces a nonlinear controller to achieve the vehicle’s stability and
to track a desired trajectory.
2.2 Quadrotor model
Figure 2.1 shows a quadrotor model. Four motors are mounted in a special con-
figuration to allow the quadrotor to rotate around each axis to make rolling and
pitching and to determine heading and the desired altitude. Two of the motors rotate
clockwise and the other two rotate counterclockwise. Two frames of reference (see
figure 2.1) are used to represent the dynamics and the kinematics of the quadrotor:
an Inertial fixed-frame I = {O;xi, yi zi} mapped to North-East-Down (NED),
and body fixed-frame B = {B;xb, yb zb} connected to the quadrotor’s Center of
Mass (CoM). The position of the vehicle is associated with CoM
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(a) (b)
Figure 2.1: Quadrotor model: (a) Control forces and torques and (b) Quadrotor
rotations
The dynamical and kinematical model of an aerial vehicle (rigid body) in the
space can be described in term of quaternions as follows:
p˙ = v
v˙ = ge3 − 1mR(q)T + Fa
q˙ = 1
2
q ⊗ P (ω) = R(q)S(ω)
Jω˙ = −ω × Jω + τ + τa
(2.1)
where
• p := [x y z]T ∈ R3 is the position of the vehicle’s CoM represented in inertial
reference frame I .
• v := [x˙ y˙ z˙]T ∈ R3 is the vehicle’s velocity expressed inertial reference frame
I .
• ω := [ωx, ωy, ωz]T ∈ R3 is the angular velocity of the frame B expressed in
B.
• q ∈ S4 is unit quaternion represents rotation.
• R ∈ SO(3) is rotation matrix representing the orientation of the body frame
B relatively to the inertial frame I .
• m ∈ R and J ∈ R3×3 (i.e. J = JT > 0) are the total mass and inertia matrix
of the system respectively.
• ge3 = [0 0 g]T ∈ R3 denotes the gravitational vector with g is the local gravity
acceleration.
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• T is the total thrust and drage forces generated by motors expressed in body
frame.
• τ is the vector of the reaction torques generated by motors expressed in body
frame.
• Fa and τa are shorten to the vehicle drage force and the remaining aerody-
namic torques respectively.
As shown in figure 2.1 the rotation of each rotor i generates a force fi = bTω2i e3
and a torque Qi = bQω2i e3. The total thrust and torques generated by the rotors can
be expressed with
T =
[
0 0 bT
n∑
i=1
ω2mi
]T
(2.2)
τ =
n∑
i=1
(Qi + d× fi) (2.3)
where n is the number of rotors. ωmi is the angular speed of the motor i. bT and
bQ are positive aerodynamic constants depending on density of air and the radius,
the pitch angle, and the shap of the blade. The control torques τ = [τx τy τz]T
generated by the motors can be expressed in more detailed form as follows
τx = d(f4 − f2)
τy = d(f1 − f3)
τz = Q1 −Q2 +Q3 −Q4
(2.4)
where d is the distance between the spinning motor axis and the center of mass
of the quadrotor. The forces and torques applied to the quadrotor in (2.2) and (2.4)
respectively can be arranged in a proper allocation matrix as follows:
[
T
τ
]
=

bT bT bT bT
0 −bTd 0 bTd
bTd 0 −bTd 0
bQ −bQ bQ −bQ


ω2m1
ω2m2
ω2m3
ω2m4
 (2.5)
2.3 Trajectory tracking controller
The model of a typical quadrotor has six DoF (three DoF for its translational motion
in three directions, and three DoF for the angular motion), while only four of them
can be actuated. Due to the underactuated nature in typical quadrotor, the trans-
lational motion is related to the nonlinear coupling term between the lifting thrust
magnitude and the direction thrust. Thus the translational motion can be controlled
by using intermediate control variable between them. The proposed non-linear con-
trol law inspired by [41] and [44] is adopted for quadrotor stabilization and trajec-
tory tracking and illustrated in figure 2.2. Position and attitude control are coupled
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Sat Rce3 =
uf
|uf |
M
Rc =⇒ qc = [qo ] ×
hkpkd
k(p˜, ˜˙p)+ uf
v∗
+
ge3
p¨ −
p˙
−
p
−
p˙d +
pd +
˜˙p
p˜ Rc q
−1
c
qk1, k2
˜
−
ω −
uFBτ
uFFτ
uτ
Figure 2.2: Trajectory Controller
tasks, despite the control strategy here considered allow to treat them as separate
problems.
2.3.1 Model for control design
The quadrotor UAV model proposed in (2.1) can be rewritten as follow
Mp¨ = −TR(q)e3 + Fe
q˙ = 1
2
q ⊗ P (ω)
Iω˙ = −ω × Iω + uτ + ue
(2.6)
where T is the thrust force and Fe refers to the sum of all remaining forces that
acting on the vehicle. ue indicates to the sum of all acting moments on the vehicle.
Through the direct relationship of the vehicle thrust and torque with the squared
rotation speed of the rotor (see (2.2) and (2.3)), one can see T ∈ R and uτ ∈ R3 as
control inputs of the system (2.6). The modeled system of the quadrotor shown in
(2.6) clearly confirms that the rotational dynamics are fully actuated. Thus, it is easy
to achieve the convergence of the angular velocity to any bounded desired value. In
order to implement the control system, a hierarchical control approach with attitude
and position control as respectively inner and outer loops is inspired by the control
approaches introduced in [41] and [44].
2.3.2 Position controller
The target of the position controller concentrates on tracking the reference trajectory
pd ∈ R3 and stabilizing the translational velocity p˙ to a reference vector p˙d ∈ R3
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using the thrust magnitude uf and the thrust direction vector Re3 = Rce3. By
referring to (2.6) the translational error dynamics is:
˜¨p = − 1
M
TR(q)e3 +
Fe
m
− ˜¨pd (2.7)
where p¨d is the time derivative of a reference velocity vector p˙d. Then the posi-
tion control law is based on the following vectored-thrust approach:{
uf = Vc + κ(p˜, ˙˜p)
Vc =
Fe
M
− p¨d (2.8)
where uf ∈ R is the force control input and Vc is a reference control force
vector. p˜ = p− pd and ˙˜p = p˙− p˙d are the error coordinates of position and velocity
respectively and pd denoting the reference desired position. AgainM is the vehicle’s
mass and e3 = (0, 0, 1)T .
κ(p˜, ˙˜p) is a static state feedback law that insures the stability of the equilibrium
such that κ(0, 0) = 0 and it is a function of a nested saturation law and given as:
κ(p˜, ˙˜p) =
λ2xyσxy
(
k2xy
λ2xy
(
˙˜px,y + λ1xyσxy(
k1xy
λ1xy
p˜x,y)
))
λ2zσz
(
k2z
λ2z
(
˙˜pz + λ1zσz(
k1z
λ1z
p˜z)
))
 (2.9)
where σ∆(χ) = χmin(1,∆/|χ|) is a saturation function and the values of the
positive parameters and gains λ1, λ2, k1, k2 ∈ R are chosen to make the function
κ(p˜, ˙˜p) regularly smaller than the gravity constant g in order to insure the stability.
This yields to the following outer loop control that defined by a direction unit vector
Rce3 and thrust intensity T :
Rce3 = νc =
uf
|uf | , T = M |uf | (2.10)
In practice, The external acceleration Fe
m
cannot be estimated accurately what-
ever the method adopted for that. Gravity, blade flapping and the aerodynamic drag
are the most important forces acting on the system. However in most traditional con-
trol designs of small UAVs, the gravity is considered to be the only external force
included in the system. According to inaccurate knowledge of Fe
m
, an integral term is
added into the proposed control law in order to further increase its robustness. The
following bounded integrator of p˜ is adopted [44]

s¨x,y = −2ksxys˙x,y − (ksxy)2(sx,y − σsxy(sx,y)) + σpsxy(kpsxyp˜x,y)
s¨z = −2ksz s˙z − (ksz)2(sz − σsz(sz)) + σpsz (kpsz p˜z)
s(0) = 0, s˙(0) = 0
(2.11)
where p˜s = p˜ + s and ˜˙ps = ˜˙p + s˙ indicate to new tracking error variables
with positive and sufficiently small numbers ksxy, k
s
z, k
ps
xy,k
ps
z and classical saturation
function σ∆(χ) = χmin(1,∆/|χ|). The control law in (2.8) is concluded as:
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{
uf = Vc + κ(p˜, ˙˜p) + s¨
Vc =
Fe
M
− p¨d (2.12)
The objective now is to stabilize the thrust orientation to the desired reference
attitude Rc which specified in (2.10). The Attitude controller is introduced in more
details in the following section.
2.3.3 Attitude controller
The attitude error coordinates can be defined as follow:
q˜ = q−1c ⊗ q, ω˜ = ω − ω¯c (2.13)
where qc is the desired attitude in quaternion can be obtained from the thrust
orientation vector νc, and ω¯c = R(q˜)Tωc, with ωc = (RcT R˙c)∧ the desired angular
velocity associated with Rc . then the error attitude dynamics can be computed as
following:  ˜˙q = 12 q˜ ⊗
[
0
ω˜
]
I ˜˙ω = S(ω˜, ω¯c)ω˜ + S(Iω¯c)ω¯c − IR(q˜)T ˜˙ωc + µτ + µe
(2.14)
with S(ω˜, ω¯c) := S(Iω˜) + S(Iω¯c) − S(ω¯c)I − IS(ω¯c), where S(.) is the skew-
symmetric matrix. The design of the proposed attitude control input is given by the
following relationship: 
uτ = u
FF
τ + u
FB
τ
uFFτ = JR(q˜)
T ω˙c − S(Jω¯c)ω¯c
uFBτ = −kph˜− kd(ω − ω¯c)
(2.15)
where uFFτ and u
FB
τ denote a feedforward and feedback terms, respectively. And
q˜ = q−1c ⊗ q is error quaternion associated with its vector part ˜. The rotation matrix
R(q˜) is obtained from quaternion using Rodrigues formula. kp and kd are positive
gains and h ∈ (−1, 1) is calculated through a specific hybrid system as explained in
[41]. {
h˙ = 0 hη˜ ≥ −δ
h+ ∈ sgn(η˜) hη˜ ≤ −δ (2.16)
with δ ∈ (0, 1) and sgn is the set-valued function defined by the following
relation
sgn(s) =
{
sgn(s) |s| > 0
{−1, 1} s = 0 (2.17)
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2.3.4 Linear mapping of control inputs
The resultant force uf from (2.8) and the resultant torque uτ from (2.15) can be
computed as four thrusts generated from quadrotor’s propellers. We can find a linear
mapping from the square of the rotors angular velocity to the total thrust uf and
torque uτ in a proper allocation matrix accordingly to mechanical parameters such
as ”plus” mounted quadrotor as follows:
[
uf
uτ
]
=

−1 −1 −1 −1
0 0 −d d
−d d 0 0
−Ktm −Ktm Ktm Ktm


T1
T2
T3
T4
 (2.18)
where d is the distance between the spinning motor axis and the center of gravity.
For each i = 1, ..., 4, Ti is the generated thrust from each rotor and it is a function
of the angular speed of the motor. Ktm is proportional to the aerodynamic torque
produced by the propeller.
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Chapter 3
State Estimation and Navigation
System Design
3.1 Introduction
To control the stability of an aerial vehicle, the attitude estimation are required es-
pecially in hard maneuvers. Also the estimates of the vehicle position, velocity, and
heading angle are necessary for autonomous control capability. And these informa-
tion can be derived from sensors onboard. But every individual sensor gives limited
and less accurate information due to its uncertainties. Fusing several data from
different sensors is important for estimating a vehicle state such that the resulting
information has less uncertainty. This chapter introduces the sensory system model
used in small UAVs and the preprocessing static calibration. Furthermore, this chap-
ter describes an approach of sensor fusion based on nonlinear complementary filters
that allow the autonomous flight of the quadrotor.
3.2 Sensory system model
In last decades, the developments of new low-cost and low-weight machines in
robotics field have allowed and encouraged the development of MEMS sensors.
These devices surpass many of the features that have prevented the use of inertial
systems in many applications where cost, size and power consumption are playing
important roles in design. Obviously the size reduction has resulted in sensors that
have bias and measurement noise greater than other types. Therefore, this led to
the development of techniques capable to compensate for such systematic errors in
real time. Of these techniques are described in detail in next sections. This section
introduces the sensors used in small UAV and their characteristics.
3.2.1 Inertial Measurement Unit (IMU)
A typical MEMS IMU used in UAV consists of gyroscopes, accelerometers, and also
magnetometers to measures velocity and orientation. Theoretically, once true rota-
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tion rates and linear acceleration have been determined, vehicle attitude and position
may be obtained by integration of the rotation rates of the gyros and double integra-
tion of the acceleration respectively. In practice, inertial sensors are influenced by
bias, drift and noises in measurements. Direct integration on these measurements
lead to unbounded increase in attitude and position errors with time, unless pre-
processing and fusion algorithms are applied on the measurement data. The sensor
signals of IMU measurments can be modeled as:
Ωm = (1 + SΩ)Ω + bΩ + ηΩ
am = (1 + Sa)a+ ba + ηa
mm = (1 + Sm)m+ bm + ηm
(3.1)
where Ωm, am and mm ∈ R3 refer to the raw measurements of the gyroscope,
accelerometer, and the magnetometer respectively. And Ω and a, and m ∈ R3 rep-
resent the true values of these sensors. b, S, η ∈ R3 are the bias error, the scaling
error, and the random noise respectively on the signal of each sensor. η is assumed
to be a zero-mean Gaussian white noise.
3.2.2 Global Positioning System (GPS)
Global Navigation Satellite Systems (GNSS) such as Global Positioning System
(GPS) provides position and velocity information in an earth fixed coordinate sys-
tem for navigation. The GPS receiver provides reliable location when four or more
satellites are available and clear in the Line of the Sight (LOS). All receivers used
in aerial robots have several source of errors such as atmospheric and multi path ef-
fects. GPS devices operates at low frequencies and samples can generally obtained
at (1-5) Hz. In practice determining the velocity and position from stand-alone ac-
celerometer can cause a drift in measurements even with good calibration process.
So the GPS is integrated with accelerometer measurements to correct the drift as
well as to provide continues estimate of the position when GPS lock is lost through
the motion.
3.2.3 Barometer
Although, the GPS can provide altitude at a location its accuracy is unreliable and it
is not available all the time. The estimation of elevation can be achieved by using a
barometer. It is well known that the atmospheric pressure affected by the change in
elevation and the air pressure can be measured by a barometer. The absolute height
above the sea level can be computed from the atmospheric pressure as follow:
h = −T0
L
P
RL
gM
P0
− 1 (3.2)
where h is the height above the sea level. P and P0 are the air pressure at height
h and sea level respectively. T0 is the standard air temperature, M is the molar mass
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of air and R is the gas constant of air. g is the gravitational acceleration and L is the
temperature lapse rate.
The digital pressure sensors suffers from noises and drifts because of temper-
ature change. Calculating a vehicle attitude only from the pressure sensor is not
accurate enough. Therefore the height information from the pressure sensor can be
integrated with measurements from IMU to give better estimation for altitude.
3.2.4 Signals boundedness
In order to proof that the size of a signal with function s(t) is bounded or finite, we
need to know the characteristics of its size. For discrete-time signals, the indica-
tion for the size of a signal can be characterized in the energy, the power, and the
amplitude of that signal i.e.
E =
∑
n
s2[n]
P = lim
N→∞
1
2N + 1
N∑
n=−N
s2[n]
A = max|s[n]|
(3.3)
where E, P , and A represent the energy, the power, and the amplitude respec-
tively. In real world, signals from sensors are bounded in energy because there is no
infinite source of energy is available.
3.3 Static calibration
The bias errors and the scaling factors in inertial sensor can be eliminated with
standard static calibration process such as six-position static test [5]. The accuracy
of the static calibration depends on how well the MEMS inertial sensor is aligned
with the vertical axes of the local level frame. This method requires static data
collection of long period (> 1 hour) at each axis of the sensor pointing alternately
up and down. By aligning the IMU using the method in six positions and assuming
zero mean random error, the bias and scale factors in (3.1) for each axis can then be
calculated as follow:{
baxis =
M¯up+M¯down
2
Saxis =
M¯up+M¯down
2K
− 1 axis = x, y, z (3.4)
where M¯ is average value of the measurement obtained by an accelerometer or
a gyroscope by pointing each sensitive axis alternately up and down. K refers to the
gravitational constant or the magnitude of the earth rotation rate at a given latitude.
The rotation of an aerial vehicle can generate centrifugal acceleration must be
considered in the corresponding acceleration signal
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The magnetometer suffers from hard- and soft- iron effects. The hard-iron error
is constant regardless of orientation and can be compensated by simple static cali-
bration. The soft-iron distortion is produced by material that influences a magnetic
field. Unlike hard-iron effect the impact resulted by soft iron materials is dependent
upon the orientation of the material relative to the sensor and the magnetic field. The
calibration of the magnetometer based on [27]
The Hard-iron compensation is typically achieved by rotating the sensor through
a minimum of 360o in all directions then determining the scale factor and offsets as
follows: {
baxis =
MMax+Mmin
2
Saxis =
MMax+Mmin
2Km
− 1 axis = x, y, z (3.5)
where Mmax and Mmin are the maximum and the minimum measurements ob-
tained from the magnetometer at each axis. Km is the earth’s magnetic field at a
given location. The soft-iron effects cannot be compensated with a simple constant;
instead, a more complicated procedure is needed.
3.4 Attitude and position complementary filters
This section introduces complementary filters for attitude and position estimation
and the derivation of their stability and performance. The motivation by designing
the filters in frequency domain is understanding the complementary characteristics
of the inertial sensors in that domain.
3.4.1 Attitude estimation
The quaternion kinematics is described by
q˙ =
1
2
q ⊗ P (Ω) (3.6)
The equivalante system in discrete-time of the system (3.6) is obtained by the
zeroth- order integration method based on the Taylor series of q(tk + T ) around the
time t = tk as follow
qk+1 = qk + T q˙k +
T 2
2!
q¨k +
T 3
3!
...
q k + ... (3.7)
where T is the sampling time interval and the sub-index k abbreviate the time
instant t = kT . By considering the angular rate Ωk constant over the period ∆t =
tk+1 − tk, we have Ω˙k = 0 and then the equation above can be rewritten as
qk+1 = qk ⊗ P
(
1 +
T
2
Ωk +
1
2!
(
T
2
Ωk)
2 +
1
3!
(
T
2
Ωk)
3 + ...
)
(3.8)
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∑
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bˆΩk+1− bˆΩk−
Ωmk
+
qˆk+1
yqk
yˆqk
qˆk
Figure 3.1: Attitude complementary filter
Taking in account a sufficient small sampling interval T , we can ignore the high
order terms in previous equation for simplicity. Then the approximation of system
(3.6) in discrete time can be given as follow:
qk+1 = qk +
T
2
qk ⊗ P (Ωk) (3.9)
In this work, the attitude can be derived from the angular velocity measured by
a rate gyro. the proposed attitude filter estimates the vehicle’s attitude expressed in
quaternion and compensates for the rate gyro bias. Including the bias characteristic,
the quaternion kinematic can be defined in state space form as follow
[
qk+1
bk+1
]
=
[
I4 −T2 Ξ(qk)
0 I3
] [
qk
bΩk
]
+
[
T
2
Ξ(qk)
0
]
Ωm+
[−T
2
Ξ(qk) 0
0 I3
] [
ηΩk
ηbk
]
(3.10)
We consider the following nonlinear feedback system as the proposed attitude
filter that includes the bias and the error update :
[
qˆk+1
bˆk+1
]
=
[
I4 −T2 Ξ(qk)
0 I3
] [
qˆk
bˆΩk
]
+
[
1
2
Ξ(qk)K1q
K2q
] n∑
i=1
(yik × yˆik)
yˆqk = q
−1
k ⊗ P (λk)⊗ qk
(3.11)
where K1q, K2q ∈ R3 are positive constant gains vectors, and y × yˆ measures
the inconsistency between the estimated vector and the measured one in the space
of angular rate. qˆk is the prediction of the attitude at time t. The vector y ∈ R3 is
provided from a set of known inertial directions expressed in the body-fixed frame
and measured by the available sensors (e.g. the Earth’s gravitational and magnetic
fields). yˆ is the predicted vector expressed in the inertial frame and estimated in
the body-fixed frame. Figure 3.1 shows the block diagram of the proposed attitude
filter.
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Practically, the set of vectors in NED frame λi includes the low-frequency esti-
mation of λa of the acceleration reference in NED frame and the local direction λm
of the Earth’s magnetic field obtained by measurements at a local site. The contri-
bution of the error of each vector is multiplied by a weight ki selected according to
the relative confidence in the inertial direction estimate
2∑
i=1
(yi × yˆi) = ka(y1 × yˆ1) + km(y1 × yˆ1) (3.12)
In the proposed filter, the feedback gains K1 and K2 together with the weights
ka and km are identified with a tuning technique that satisfies asymptotically stable
filter for any attitude trajectory parameterized by quaternion configurations. The
adopted tuning technique is detailed later in subsection 3.5.2.
3.4.2 Position estimation
The position kinematics are given by{
p˙ = v
v˙ = R(q)a =
(3.13)
where v and p are the velocity and position in the inertial NED frame, R is
the rotation matrix from body frame to inertial frame and can be derived from the
equivalent quaternion. a is the obtained acceleration in body frame. The equivalent
discrete-time form of the above system is given by{
pk+1 = pk + Tvk +
T 2
2
R(qk)ak
vk+1 = vk + TR(qk)ak
(3.14)
In a rigid body, the measurements of the accelerometer are the difference be-
tween the inertial and gravitational accelerations. The real accelerometer output can
be expressed as follow {
amk = (ak + ba)− gk + ηak
bak+1 = bak + ηbk
(3.15)
where ak and gk are the inertial and the gravitational accelerations respectively
expressed in body frame. ηa ∼ N (0,Θa) is zero-mean, Gaussian white noise. Then
the kinematics system 3.14 can be given in state space form by
pk+1vk+1
bk+1
 =
I TI −T 22 R(qk)0 I −TR(qk)
0 0 I
 pkvk
bak
+
T 22 ITI
0
 (R(qk)amk + ge3)
+
I −T 22 R(qk) 00 −TR(qk) 0
0 0 I
ηpkηak
ηbk
 (3.16)
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Figure 3.2: Position complementary filter
where ge3 is the gravitational acceleration constant in inertial frame, and ηpk ∼
N (0,Θp) is zero-mean, Gaussian white noise that resulted from small disturbances
in the position. The proposed position observer kinematics, illustrated in figure 3.2
are given as follow
pˆk+1vˆk+1
bˆk+1
 =
I TI −T 22 R(qk)0 I −TR(qk)
0 0 I
pˆkvˆk
bˆk
+
T 22 ITI
0
 (R(qk)amk+ge3)+
Kp(pk − pˆk)Kv(vk − vˆk)
Kb(vk − vˆk)

(3.17)
where pk is the position measured by the GPS reciever. Kp, Kv and Kb are
constant gians. The covariance matrices Θp and Θa are tuned to shape the frequency
response of the filter. In the design of the position filter, the covariance matrices and
the accelerometer bias are compensated with pre-processing procedure.
Define the estimation errors p˜k = pk − pˆk and v˜k = vk − vˆk. This results in the
following error between the estimated and the real states.
 p˜k+1v˜k+1
b˜ak+1
 =
I −Kp TI −T 22 R(qk)0 I −Kv −TR(qk)
0 I −Kb I
 p˜kv˜k
b˜ak
+
I3 −T 22 R(qk) 00 −TR(qk) 0
0 0 I
 ηpkηamk
ηbk

(3.18)
3.4.3 Altitude estimation
Although, the GPS can provide altitude at a location its accuracy is unreliable and
it is not available all the time. An accurate estimation of elavation can be acheived
by fusing barometer measurement with IMU. The vertical velocity and position
estimation method combines between barometer and accelerometer measurements
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is inroduced in this section. The method estimate the bias in the accelerometer to
increase the accuracy in the estimation.
The position can be calculated by integrating the linear acceleration in inertial
frame. Then the discrete-time vertical position kinematics are given by{
pzk+1 = pzk + Tvzk +
T 2
2
azk
vzk+1 = vzk + Tazk
(3.19)
where pz, vz, and az are the position, velocity, and the acceleration in the inertial
NED frame. The acceleration is measured in body frame and rotated by R to the
inertial frame. By taking in acount the accelrometer bias vo, then we can inroduce
an observer in state spase form as follow:
pˆzk+1vˆzk+1
vˆok+1
 =
1 T −T 22 R(qzk)0 1 −TR(qzk)
0 0 1
pˆzkvˆzk
vˆok
+
T 22T
0
 (amzk+ge3)+
Kzp(pzk − pˆzk)Kzv(vzk − vˆzk)
Kvo(vzk − vˆzk)

(3.20)
where pzk is the position measured by the barometer. Kzp, Kzv and Kzvo are
constant gians.
As discussed in previous section, as long as the observer 5.3 apply the stability,
then the estimated velocity vˆn converge to the real one vn as t → ∞. Then Define
the estimation errors p˜zk = pzk − pˆzk and v˜zk = vzk − vˆzk. This results in the
following error between the estimated and the real states.
p˜zk+1v˜zk+1
v˜ok+1
 =
1−Kzp T −T 22 R(qzk)0 1−Kzv −TR(qzk)
0 1−Kvo 1
p˜zkv˜zk
v˜ok
+
1 −T 22 R(qzk) 00 −TR(qzk) 0
0 0 1
ηpzkηazk
ηvk

(3.21)
The error vector e can be rewritten as follow
e(k + 1) = (A−KC)e(k) (3.22)
the error of the the state i.e. (xˆ − x) converges to zero as k → ∞ if and only if
the matrix (A−KC) is stable:
A−KC =
1−Kzp T −T 22 R(qzk)0 1−Kzv −TR(qzk)
0 1−Kvo 1
 (3.23)
3.5 Navigation system implementation
3.5.1 Complementary filters coupling
This section describes the overall architecture of the proposed navigation system
based on nonlinear complementary filters (see figure 3.3). The system combines
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Figure 3.3: Navigation system architecture
between separated complementary filters for attitude, position, and altitude. The
design of the navigation system structure is based primarily on the ease of imple-
mentation and the low computational load in a low-cost, low power hardware archi-
tecture. Furthermore, in this design the filters can be tuned totally independent of
each other. In this structure, the attitude is always provided and the measurement of
altitude is always available even in GPS drop.
The entries to the attitude filter structure as shown in figure 3.3 are measure-
ments from IMU and a reconstruction of vector observations, such as Earth’s mag-
netic field and the gravitational acceleration. A typical IMU consists of rate gyros,
accelerometers, and a Magnetometer. The proposed attitude filter estimates the atti-
tude of the vehicle expressed in quaternion and compensates for the rate gyro bias
online. The filter ensures almost global stability of the observer error and provide
a formulation in terms of the measurement errors. The continuous time form of the
filter can be expressed as follow: ˙ˆq = 12 qˆ ⊗ P
(
Ω− bˆ+KP
∑n
i=1 kivi × vˆi
)
˙ˆ
b = −KI
∑n
i=1 kivi × vˆi
(3.24)
The attitude quaternion from the attitude filter is adoptd in the kinematics of the
position filter for low accelerated vehicles (i.e. quadrotors).
an = ˙ˆvn − ge3 (3.25)
where ˙ˆvn is the estimated linear acceleration in NED frame obtained by the esti-
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mation process in the position filter. For high accelerated vehicles, the velocity com-
plementary filter introduced in [24] is considered to estimate a vehicle’s velocities
and linear accelerations in NED coordinates. This filter requires measurments of the
angular speed from a gyroscope and the body accelerations from an accelerometer,
as well as the velocity measured in NED frame by a GPS receiver.{
˙ˆvn = k1(vn − vˆn) + ge3 +Qa
Q˙ = QS(Ω− bˆ+ kv(vn − vˆ)aT (3.26)
where k1 and kv are positive gains. Q ∈ R3×3 is a virtual rotation matrix and Ω ∈
R3 is the angular speed measured by the gyroscope. vn ∈ R3 is the actual velocity
meseared in NED coordinates by a GPS recievers and vˆn is the estimated velocity.
Theoretically, This observer assumes perfect measurement to ensure a abounded
matrix |Q|. In practice, sensor noises and biases can possibly yeild large estimation
errors. To improve the gyro measurments in this algorthim the bias estimates bˆΩ ∈
R3 obtained by the attitude estimation algorthim are used. Also the noises and drifts
in the accelrometer were elemenated by static calibration as discussed in section 3.3.
With that, Q can be bouned with Frobenius norm to avoid numerical drifts.
Q =
Q
|Q|F (3.27)
For bounded signals as given in section 3.2.4, this observer can ensure a semi-
global exponential convergence of the estimated velocity vˆ and the linear acceler-
ation in inertial frmae Qa. furthermore, this observer provide a global exponetial
convergence if the acceleration v˙ is constant.
The height estimated by the measurements from GPS is not accurate enough to
have control in vehicle altitude. Thus the height measurements from pressure sensor
are adopted in altitude estimation with the vertical acceleration using a separated
complementary filtering approach as follow{
ˆ˙pz = vˆo + vˆzn + k1(p− pˆz)
ˆ˙vo = k2(vz − vˆz) (3.28)
3.5.2 Filters tuning
The complementary filters discussed in pervious section have many parameters to be
tuned. Setting these values randomly is not convenient and can lead to divergence.
For this purpose the values of these parameters are calculated according to an ap-
proach minimizing the mean square error MSE (variance) for a set of experimental
acquisitions in order to achieve the most precise estimation of the vehicle attitude.
This error is given by comparing the estimated attitude in quaternion, position, and
velocity given from the filters with the attitude, position, and velocity measured by
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a trusted reference (e.g. Optitrack system) and defined as in the following formula:
MSEatt =
1
n
n∑
j=1
(
qj − qˆ(xj,Ka)
)2
= E(q˜2)
MSEpos =
1
n
n∑
j=1
(
pj − pˆ(xj,Kp)
)2
= E(p˜2)
MSEvel =
1
n
n∑
j=1
(
vj − vˆ(xj,Kv)
)2
= E(v˜2)
(3.29)
where qj , pj , and vj (for j =1, 2, ... , n) are finite-length, discrete signals of the
trusted reference quaternion, position, and velocity respectively. And qˆj , pˆj , and
vˆj (for j =1, 2, ... , n) are the discrete signals of the corrosopinding estimated
measurements derived by the filters. The output model of each filter is represented
as a function of collection of known signals x and a vector of adjustable constant
parameters K.
The goal is to find the parameter values for the given model which fits the given
actual data. The least squares method finds its optimum when the MSE is a mini-
mum according to the following relation
K = min
K
{MSE}, where K ≥ 0 (3.30)
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Chapter 4
Smartphone based Quadrotor:
Real-Time Implementation of
Guidance, Navigation and Control
Systems
In civilian applications where missions don’t require direct or continuous human
control, an implementation of autonomous guidance system is needed to steer the
UAV toward a desired target. The work activities in this chapter includes a devel-
opment of guidance system that gives some autonomy for quadrotor platform. This
system can provide the ability of aerial robot to follow waypoints and to execute au-
tomatic takeoff and landing. This chapter also recall the trajectory controller and the
navigation system proposed in chapter 2 and chapter 3 respectively. The navigation
system plays a key role in fuse information from many sensors to estimate the ve-
hicles attitude, position, angular rates, altitude, velocity with respect to some fixed
point of reference or relative to some target. The trajectory control loop receives the
guidance commands and uses navigation information to generate the actual actuator
signals to follow the guidance targets as well as to stabilize the vehicle’s attitude.
The overall structure of guidance, navigation and control systems as shown in figure
4.4 are implemented on a developed smartphone based quadrotor.
The first two sections present the hardware structure of the developed smart-
phone based quadrotor and the adopted flight system architecture for performing
autonomous flights. Then the following sections propose the real-time implementa-
tions of the guidance, navigation and control systems.
4.1 Smartphone based quadrotor
Figure 4.1 shows the developed smartphone based quadrotor and its structure. The
core of this work is to use the smartphone as flight control system for a quadrotor.
The concept of this work tries to address several issues typical of quadcopter drones
development. First of all, this concept offers the advantage of a reduction of the de-
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velopment time and costs, cause of the integration of different hardware components
— i.e. flight control system computing unit, dynamics sensors and communication
devices — in a commercial product that is characterized by certified performance
and operating life requirements. Moreover, the Android operating system allows
the use of a wide and well-structured framework of Application Programming In-
terfaces (APIs). This enables an effective interaction with various sensors and com-
munication systems included in the smartphone.
Regarding the operating capabilities, the much more powerful Central Process-
ing Unit (CPU) of the smartphone with respect to most used commercial control
boards for civil UAV allows the implementation of complex automatic control solu-
tions. This should make possible also to implement a flying vehicle with the capa-
bility to perform completely autonomous flight operations. The wide and powerful
communication capabilities (i.e. Bluetooth, WiFi and 3G/4G phone and internet
connections) enable moreover to operate the quadrotor in a novel operating mode in
terms of control. This mode allows both autonomous navigation and control of the
quadrotor and execution of high-level commands remotely provided on real-time
by a human operator placed at a much greater distance with respect to currently
available platforms.
4.1.1 Quadrotor platform
The developed small-scale quadrotor used in this work is shown in figure 4.1. The
design of this platform is based mainly on important aspects namely the reliability,
safety, endurance, price reduction, and ease of use. Its airframe is a carbon fiber
tubular structure providing a light-weight and high-stiffness mechanical layout. A
set of 4 Dualsky XM-400 BrushLess Direct Current (BLDC) electric motors [19]
are used to generate the thrust. While these motors drive 4 APC fixed-pitch pro-
pellers [28] with a 10 inches diameter and 4.5 inches pitch. The total maximum
thrust can be generated by the four rotors is approximately 2.5 kg. A 3S Lithium
Polymer (Li-Po) battery is used to supply the power to the engine and the rest of the
electronics. The overall size of the quadrotor platform is (600 × 600 × 100) mm
with a total weight of 1150 gram including also the smartphone.
The speed of each electric motor is controlled using Pulse-Width Modulation
(PWM) in order to achieve a desired thrust for each rotor . The PWM commands
are send to the Electronic Speed Control (ESC) through a IOIO-OTG bridge board
[9] connected to the Micro-USB connector of the smartphone. This board converts
the PWM request generated by the control law described in section 2.3 to a pulse
with modular digital signal that is fed to the ESC of each motor. All the components
of the proposed quadrotor and their characteristics are summarized in Table 4.1.
1. Vibration Reduction
The vibration caused by the rotation of the motors is an important issue that
must be taken into account during the design of the quadrotor. The motors in
the vehicle are pretty powerful, and with imbalances in propellers and high
speed rotoations can generate a lot of vibrations that add noise in the inertial
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Figure 4.1: The quadrotor prototype
Table 4.1: The quadrotor components and characteristics
Part Specifications weight (gram)
Structure carbon fiber (D=600 mm) 250
4× BLDC Motors DualSky XM400 Kv:1180RPM/V 130W 4× 50
4× APC propellers 10” × 4.5” 4× 10
Li-Po battery 3 cells 11.1 V 2650 mAh 225
4× ESC 20 A (30 Max) 4× 15
Smartphone Nexus 5 130
IOIO-OTG board mini-USB connection 50
Power Module outputs 5.3V, 2.25A 15
Wires and screws - 170
Total weight 1150
sensors. These noise can effect the state estimations inside the autopilot which
is the most important part in the UAV, should be isolated from vibrations, in
addition to sensors and cameras. To reduce the vibration, a suitable spring
damping system is used for this purpose as shown in figure 4.2
4.1.2 Hardware structure
To evaluate the performance of the developed smartphone based quadrotor the full
autopilot has been implemented and tested by real indoor and outdoor flights. To
accomplish this task different implementations and experimental setups are needed.
Figure 4.3 shows the full hardware structure of the quadrotor.
1. Smartphone
All of the estimation and control algorithms are executed in a Google Nexus
5 smartphone [20] with Android operating system acting as computing unit
for the flight control system. It weighs 130 gram and it is characterised by
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Figure 4.2: Spring and Damper systems for vibration reduction
a hardware structure particularly suitable for quadrotors control. The Qual-
comm Snapdragon 800 2.26GHz quad-core board used in this smartphone
provides a much higher computational power in respect with commercial con-
trol boards for civil UAV (e.g. PixHawk [38] and Naza [1]) according to the
discussion given in [34]. Furthermore, this CPU allows floating point compu-
tation. An Adreno 330 450Mhz Graphics Processing Unit (GPU) is then used
to increase the smartphone computational speed. The Broadcom BCM4339
5G Wi-Fi combo chip allows standard wireless Local Area Network (LAN)
communication.
The inertial sensors in smartphone provide sufficient bandwidth to accurately
capture the the dynamics of the quadrotor. It contains three-orthogonal gy-
rometers, three-orthogonal accelerometer, and a magnetometer (compass).
The smartphone equipped also with a low-frequency GPS receiver, and low-
frequency pressure sensor. The sensor fusion and the estimation strategies
using those sensors on the quadrotor have been discussed in details in the
design of the navigation system in chapter 3.
2. Ground Control Station (GCS) and communications
The GCS provides various important functionalities. The main role of GCS
is to display the flight information transmitted from the UAV in real-time via
bluetooth and to send via Wifi the various operating commands. The GCS
based on a Dell Optiplex 980 desktop computer with processor Intel® CoreTM
i7 processor and operating system Windows 7 Professional SP1 for 64-bits
systems is used to control the quadrotor state in real-time in in-door flight en-
vironment. And laptop computer is used to control the quadrotor in real-time
in outdoor flight environment. The OptiTrack system [? ] communicates to
the computer with high-precise estimation in real-time of the quadrotor po-
sition and attitude in the local NED reference frame with an update rate of
10 hertz. The data on the quadrotor position is also then sent through User
Datagram Protocol (UDP) packets to the smartphone on board of the quadro-
tor. The GCS acts also as interface between the joypad and the quadrotor. In
a manual mode the quadrotor autopilot receives the position command inputs
from a joypad connected with the GCS as shown in figure 4.3. The joypad is
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the Logitech Dual ActionTM gamepad communicating with the GCS through
UDP and the UDP packets are then sent to the smartphone. Every UDP packet
containing the data about the current state of the joypad, in terms of analog
controls position and buttons pressed, is sent every 20 ms. The joypad is en-
abled also in the autonomous mode as safety precaution in order to be able to
switch off motors in case of emergency.
Figure 4.3: Hardware structure
4.2 Guidance, navigation and control architecture
The developed autopilot in smartphone includes onboard guidance, control and nav-
igation systems that were described in details in previous chapters and sections. In
this section, we recall briefly the main components of these systems and their real-
time implementation as illustrated in figure 4.4. The control architecture of the
proposed quadrotor is characterised by the following main functional layers:
• Reactive supervisory system allows the human operator to define the mission
commands using a handy protocol implemented by Twitter client
• Basic guidance system generates a real-time and practical trajectory for the
assigned mission. This strategy is responsible of generating straight-line path
between the defined navigation waypoints and produces the real-time desired
trajectories which are the desired 3D position.
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Figure 4.4: System architecture of the UAV
• Trajectory tracking controller evaluates the control actions necessary for
stability and trajectory tracking. Also it calculates the distribution of the rotors
angular speed necessary to get as resulting thrust and torques those required
by the control wrench. See chapter 2 for more details on the adopted nonlinear
controller.
• Navigation system executes nonlinear complementary filters for sensor fu-
sion and state estimation that allow the autonomous flight of the quadrotor.
chapter 3 discuss in details about the design of the navigation system.
The adopted four functional layers as shown in figure 4.4 are characterized by
different level of computational complexity. More precisely, the first one works as
an intermediary environment between the user (operator) and the UAV. This layer
allows the user to implement special commands of the mission remotely via Twitter
client. The operator in this layer can define the waypoints for a mission as well as
he can ask for flight information and access the camera. The basic guidance system
generates the trajectory based on several waypoints defined by a remote user. This
system can provide the ability of aerial robot to follow waypoints and to execute au-
tomatic takeoff and landing. The reactive supervisory strategy is introduced in the
following sections. Third layer is able to globally stabilize the trajectory generated
by the supervisor. The choice of a globally stabilizing tracking controller is mo-
tivated by possible deployment scenarios, such as when the quadrotor is launched
from arbitrary configuration, in which the vehicle can be overturned in the initial
conditions. This layer is also in charge of distributing the rotation speeds between
the different rotors in order to obtain the required overall thrust and torques com-
puted by the control. Finally, the navigation system layer plays a key role in fuse
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information from many sensors to estimate the vehicle’s state (i.e. attitude, position,
angular rates, altitude, and velocity) with respect to some fixed points of reference
or relative to some targets. The last two layers namely the trajectory tracking con-
troller and the navigation system are discussed previously in chapter 2 and chapter 3
respectively.
4.3 Reactive guidance system
This section presents the reactive protocol of the mission commands that defined by
a normal human operator using a network interface. Thanks to the powerful com-
munication capabilities of the smartphone, it was possible to implement a Twitter
client acting as communication medium. This Twitter client completely frees the
developed quadrotor from remote control range limitations. In fact, till the vehicle
is in an area covered with mobile phone signal, it is able to connect to internet and
to receive operator’s commands and to send back its status, if requested by the re-
mote operator. Selected Twitter user’s timeline is periodically polled in search for
new command. In particular, the proposed application is able to recognize messages
containing waypoints navigation instructions and/or status report request. The gen-
eral protocol of each twitter command is given as follows:
@Quadrotor Unibo # quad com< progressive number><keyword> [parameters]
where <progressive number> represents the order of each command provided
in each mission. The < keyword > is the word TwitterThread switches to detect
the required command. And the < parameters > separated by blanks is a function
of the keywords. A brief description of these commands is given in Table 4.2.
Table 4.2: definition of the commands issued to the quadrotor through the Twitter
interface
keyword Example Description
Report #quad com 1 re-
port
The quadrotor tweets its attitude and position
with the current app screen as attachment
Camera #quad com 1
camera
The quadrotor uploads a snapshot taken from its
camera
Waypoints #quad com 1
waypoint 2 2 100
100 100 000 000
000
The autonomous flight mode is engaged and the
quadrotor take off and starts following the gen-
erated path between waypoints
Land #quad com 1
land
The quadrotor land and shut down the rotors
then tweets with confirmation message
As soon as a command is detected, the quadrotor autonomously updates its own
timeline tweeting its status and uploads its camera current vision, if requested by
the remote operator. In the case of a waypoints navigation command, a ramp shape
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signal for position setpoints is generated based on actual position, desired position
and velocity request. The touch-screen user interface permits to set as preferences
Twitter client activation. If necessary, it can also be used to specify which user’s
timeline is going to be scanned.
Developing autonomous UAVs requires some level of safety to avoid risks re-
sulted by unexpected failures. Some undesired attitudes can be faced during the
flight which normally caused by improper sensors measurements, controller draw-
backs, or mechanical fails. Then the autopilot switch to manual mode to give the
control to the operator at the GCS to send the right decision.
4.3.1 Twitter client
The Twitter Client is a class that allows a user to communicate remotely with the
quadrotor. In particular, every user can send commands via his personal Twitter ac-
count to the quadrotor account based on a specific protocol. This client can provide
a working communication protocol of one-to-many which uses the famous social
network as intermediate platform as shown in figure 4.5.
Figure 4.5: Twitter client structure
Twitter client class is created with a constructor that provides all the needed
sensors information, controller outputs and the application conditions as shown in
figure 4.6. During its execution, Twitter thread uses Twitter instance to connect
to the quadrotor twitter account and to access its timeline. Then, a Timer task set
to allow new tweets arrived to quadrotor account. Only if the tweets include the
right statement order, they will processed and an answer tweet with the mention of
requiring user is posted; otherwise, the tweets are discarded.
4.3.2 Trajectories generation
This part introduces the strategy followed in this work to generate a real-time prac-
tical trajectory according to the selected flight mode. This strategy is responsible
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Figure 4.6: Comunication structure for guidance system
of generating straight-line path between the defined navigation waypoints and pro-
duces the real-time desired trajectories which are the desired 3D position:
pd(t) := (xd(t), yd(t), zd(t))
p˙d(t) := (x˙d(t), y˙d(t), z˙d(t))
ψd(t)
ψ˙d(t)
(4.1)
where pd ∈ R3 and ψ ∈ R are the desired position and the vehicle’s heading
respectively. p˙d ∈ R3 and ψ˙ ∈ R are their time derivatives. The acquired position
and velocity trajectories are differentiable with respect to time, which is needed
in the control design as explained in chapter 2. A limitation on maximum speed
and acceleration has been performed on the kinematic model used for trajectory
generation. The trajectory generator will has the following form:
x˙d(t) = Vd(t)cos(ψd(t))
y˙d(t) = Vd(t)sin(ψd(t))
z˙d(t) = Vzd(t),
V˙d(t) =

ad Starting
0 Vmax
−ad Stopping
(4.2)
where Vd ∈ R is the linear speed along the lateral path, and Vzd ∈ R is the
desired vertical velocity and ad ∈ R is the desired acceleration. When the vehicle
reaches one of the waypoint, it starts decelerating in order to arrive the waypoint
by zero velocity. This strategy allows better transition from one waypoint to the
next without overshoot on sharp corners of the generated line segments. A smooth
vertical reference trajectory zd(t) are generated in real-time based on the desired
velocity and the current altitude of the vehicle. This trajectory ensures smooth take-
off and soft landing.
4.4 Real-time Implementation of Guidance, Naviga-
tion and Control Systems
This section includes implementations of several activities for a complete autopilot
capable of performing autonomous tasks. A Graphical User Interface (GUI) helps
the user to interact with the application easily by taking in advantages the touch
39
screen in the smartphone. Several windows have been provided for a user to cal-
ibrate the inertial sensors and the motors, to tune the filters and the controller, to
define a trajectory waypoints, and to start additional activities such as saving photos
and videos of the surrounding environment. The application framework provided in
this work is based on Android operating system. Android allows to build apps in a
Java language environment.
4.4.1 Software structure
From the point of view of the software, the core of this work is an implementation
of non-linear controllers and filters for the attitude and the position on this smart-
phone based quadrotor. It also includes the user interface to arm engines, initialize
estimators and controllers states, open the UDP communication interfaces with the
GCS and to issue to the quadrotor the command to take-off. The software structure
of the autopilot is shown in figure 4.7.
As widely discussed in [7], Android is a quite powerful and versatile operating
system characterized by a very refined resource management system. This allows to
effectively run multi-thread applications with different priority levels. Moreover, its
APIs allows an easy access for programmers to the infrastructure managing the in-
teractions of the computing unit with sensors and radio-communication interfaces.
Of However, Android is not a Real-Time Operating System (RTOS) and it is not
therefore able to provide real-time data processing without buffering delays. This
makes Android significantly less performant in real-time control applications with
respect to commercial drone controllers. Furthermore the standard pose estimation
algorithms based on smartphone sensors provided by Android APIs is not charac-
terized by a good level of precision and accuracy. However the results of this work
shows that it is possible to produce software based on Android capable of getting
good performances for the control of a quadrotor drone with the use of algorithms
taking into account these limitations of the Android operating system.
Figure 4.7: Software structure
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The adopted algorithms run according to a multi-thread structure (see figure 4.7)
designed in order to separate semantically different tasks and provide a light and tidy
structure. This architecture allows also to set different priority levels for the different
services and supports therefore an efficient resource management of the operating
system. The application structure sets every service to run in a thread continuously
evaluating the time passed from the previous iteration with a precision of 1e−9s.
This allows to obtain a low-variance update time profile, such as in the samples in
figure 4.8. More precisely, during a sampling time of more than 270s the mean value
of the sample time is 0.0201s with a variance of 2.3394e−7.s2. Moreover, the sen-
sors acquisitions update task is managed by the Android operating system resource
manager according to a profile providing the sensors readings as soon as they are up-
dated. This profile provides an update rate between 50Hz and 250Hz with a mean
value of 100Hz. A fine tuning of the estimation and control algorithms parameters
is used to sensibly reduce the problems related to the non-constant update time. A
logger thread is also included to allow the record with an update rate of 100Hz of
real-time flight parameters including NED position, speed, attitude, regulator input
and output signals.
(a)
(b)
Figure 4.8: sample time distribution for the Android service of the quadrotor posi-
tion estimation: (a) plot of sampling time versus observation time, (b) hystogram of
the sampling time distribution
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4.4.2 Quadrotor app
The quadrotor app is built as a combination of various components (activities) that
can be executed individually for different purposes. Figure 4.9 shows the main
window of the app and the drop-down menu for the activities that are described as
follows:
(a) (b)
Figure 4.9: Quadrotor’s app: (a) Drop-down menu for the auxiliary activities (b)
Working app
• Main activity that execute the crucial part of the system (i.e. sensors read-
ings, filter and controller algorithms, and comunications). This acivity also
Displays in real time on the screen the important information of the flight
which give an indication for the user about the initial conditions before start-
ing the flight. Moreover, on this screen the user can Arm the motors and
Start and Stop the controller manually as well as it helps to set the desired
waypoints of a flight in Auto mode. The user can also stop loging the flight
data to the SD card by pushing on StopLog and he can choose for the camera
option to save pictures or a video during the flight.
• Accelerometer calibration that cancels the static biases and scale factors er-
rors in the accelerometers based on the proposed algorithm described in chap-
ter 3 for better state estimations. The user follows the calibration procedures
step by step with the associated instructions as shown in figure 4.10(a).
• Magnetometer calibration that used to eliminate the offsets and the scaling
factors in the measurements of the magnetic field based on the algorithm that
adopted for this purpose as it has been introduced in chapter 3. The user need
to run this activity and start rotating the smartphone in all directions as mush
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as he can to achieve better calibration. 4.10(b) shows the calibration activitiy
of the magnetometer.
• Set Controller gains allows the developers tuning gains and parameters of
the adopted controller as discussed in chapter 2, directly in the experiment lo-
cation to achieve the quadrotor stability. The defined gains are saved perma-
nently in a memory location for next flights (See the activity in figure 4.10(c)).
• Set position gains helps the developer to assigns the best gains for the position
filters when he move by the experiments from indoor to outdoor as shown in
figure 4.10(d).
• Motors calibration provides step-by-step instructions for calibrating the ESCs
of the motors to define the minimum and maximum PWM values that the
flight controller will send.
4.4.3 Ground control station
The Ground Control Station (GCS) includes a device that provide the operator with
the flight information and allow to define the navigation waypoints for following a
trajectory. The implementation of this platform has been performed on android de-
vice to work as one of the basic tools which are equipped with the UAV. Therefore it
allows you to monitor and control in real time remotely. The GCS can be connected
to the aerial platforms with different communication ways. To take in advantages
the communications capabilities that provided by smartphones, The Bluetooth can
provide an effective connections bridge between GCS and the UAV.
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(a) (b)
(c) (d)
Figure 4.10: Auxiliary activities: (a) Accelerometer calibration (b) Magnetometer
calibration (c) Set Controller gains (d) Set position gains
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Chapter 5
Advanced Guidance System based on
Robot Operating System (ROS)
The use of UAVs in Search And Rescue (SAR) operations controlled by a single
operator is more efficient in target localizations on difficult terrains with respect to
Unmanned Ground Vehicle (UGV) [13]. Generally speaking, the ability of UAVs to
operate autonomously by using high level computations onboard makes them ideal
platforms for SAR operations. These considerations contributes to the interest of
researchers for the development of quadrotors for SAR applications [39]. Many
parameters affect the search tasks performances such as the quality of sensory data,
energy constraints, data sharing between UAV and operator, and external hazards
(wind, obstacles, etc ...) [60]. Many researchers recently focused towards making
these vehicles able to autonomously explore and operate in outdoor environments.
The work in this chapter moves in the direction of the development of a quadrotor
with payload and outdoor navigation performances suitable to SAR applications.
5.1 Quadrotor Application in SAR Missions
The reason supporting the introduction of quadrotors in SAR missions are multiple
and can be summarized in the following list:
1. extend the human rescuer situational awareness,
2. enlarge the area patrolled by the human rescuer,
3. reduce the duration of search phases and the risks for human rescuers in the
localisation and victims,
4. search of clues of victims presence and emergency signals,
5. first support of discovered victims after their detection
More precisely, the first functionality is obtained through the quadrotor’s capability
to capture images of the environment through its camera. These images are used
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for a 3D scene reconstruction based on the fusion of the images on a geo-referenced
cognitive map.
The second functionality is related with the capability of the quadrotor to send
in real-time to the rescuer the visual information acquired by the camera and the
information acquired by other sensors. Through its camera, it act, therefore, as
additional flying eyes of the rescuer and provide him up-to-date aerial imagery of
the rescue site. The quadrotor can therefore have a very important role in supporting
the rescuer in the search phases of SAR missions.
The third one is based on the light and agile nature of the quadrotor. This al-
lows it to fly with an higher maneuverability in respect with larger fixed wing and
helicopter UAVs. This permits a more effective deployment in dangerous areas that
are inaccessible or difficult to be reached by human rescuers (e.g. cliffs, overhangs,
steep terrains), as well as in darkness through infrared-imaging. Moreover, the pos-
sibility to employ multiple quadrotors allows to distribute the tasks among multiple
agents, allowing a quicker execution and boosting the efficiency of the mission.
Quadrotors can finally perform a coarse search prior to the arrival of the human
rescuer.
The fourth case is implemented through the elaboration of the infrared-imaging.
Moreover, in an avalanche scenario, this task can be supported through the use
of ”Appareil de Recherche de Victimes en Avalanche (ARVA)” active avalanche
transceivers, used to scan very rapidly the avalanche area and detect the victims
presence.
The fifth functionality requires the quadorotor to interact verbally and guide
victims to a safe position, when they are out of reach from an human rescuer.
5.2 Developed quadrotor for high-level operations
In missions such as search and rescue operations quadrotors are needed to acomplish
several complex tasks autonomously. For this, a high level supervisory guidance
system are applied on the quadrotor for making the right decisions based on high
level sensors such as cameras. In this work we have modified a standard quadro-
tor platform with a powerful linux computer mounted onboard as shown in figure
5.1(a). This computer addresses the computational cost for the implementation of
complex algorithms using ROS and provides the serial connection with autopilot
and the wireless communications with the Ground Control Station (GCS). The idea
behind of this integration is to keep the low-level system which is responsible about
the quadrotor stability works independently from the high-level system which han-
dles lower priority tasks. This computer consists of 1.7GHz Quad-Core processor
and 2GByte RAM and run XUbuntu 13.10 Operating System and can run Android
Operating System.
The requiered software structure is built by ROS by establishing necessary nodes
for accomplishing the advanced tasks. The main nodes are shown in figure 5.1(b)
and their functions will be as follow
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(a)
(b)
Figure 5.1: Quadrotor for high-level operations: (a) Developed quadrotor, (b) ROS
structure
1. Mavros reads the vehicle’s state from the autopilot and send RC-override
commands.
2. Opti-GPS is in charge reading the optitrack stream and deal with the conver-
sion process from position local coordinates to geodetic coordinates and to
create the desired GPS messages in UBX protocol.
3. UDP handles the wireless communication between the quadrotor platform and
the ground station
5.2.1 Guidance system
In a mission the quadrotor needs to perform a specific task by following a trajectory.
Sometimes the quadrotor needs to maintain its position (loiter) for a period of time
to collect information in the site or to wait for a decision from the user. Loiter mode
maintains the quadrotor position, heading and height. And in this mode the the
quadrotor positions can be controlled by sending RC command from guidance and
navigation system running in onboard-pc. Loiter mode guarantees the stability in the
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vehicle’s attitude and position. Loiter mode in ardupilot requires a GPS lock before
the quadrotor can take off. Real GPS receivers can’t provide a good estimation
of position and velocity inside buildings like the laboratory. For this purpose we
created a virtual GPS system to provide the autopilot with a geodetic positions and
velocities simulated from an Optitrack system. The virtual GPS system is discussed
in details in section 5.3.
A quadrotor’s position is fully controlled by four RC commands which control
Roll, Pitch, Yaw, and the Throttle as illustrated in Table 5.1. Each command has a
range between 1000 and 2000. A desired position can be achieved by generating a
suitable rate change in values of two or more of these commands.
Table 5.1: RC command
Name Description Range Limitation
ROLL Change horizonta
Right-Left location
roll left max =1000. no
rolling =1500. roll right
max=2000.
horizontal speed, de-
fault =5m/s
PITCH Change horizontal
front-back location
pitch left max =1000.
no pitching =1500.
pitchl right. max=2000
horizontal speed, de-
fault =5m/s
YAW Change heading direc-
tion
yaw CCW max =1000.
zero yaw=1500. yaw
CW max=2000.
rotating speed
THROTTLE Change vertical up-
down location
descend max =1000.
hovering = 1500. climb
max=2000.
vertical speed, default
=2.5m/s
Basically the motion path of the quadrotor can be determined by defining several
points on that path. The change rate in movement from point to another can be
achieved simply by the change rate of the RC commands as described in (5.1)
dpE
dt
= kE(sin(ψ +
pi
2
)dRCroll
dt
+ sin(ψ)
dRCpitch
dt
)
dpN
dt
= kN(cos(ψ)
dRCpitch
dt
+ cos(ψ + pi
2
)dRCroll
dt
)
dpAlt
dt
= kD
dRCThrottle
dt
Heading = ψ + dRCyaw
dt
(5.1)
where KE ,KN , and KD are positive gains. PE , PN , and PD are positons in
toward north, east and down respectively. We consider in (5.1) positive RC values
for rolling to the right, pitching to front, and climbing up. And negative RC values
for rolling to the left, pitching to back, and descending down. In this case we have
to map the RC value ranges generated from these relation to a values between 1000
and 2000 as described previously in Table 5.1
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5.2.2 Flight plan in sequense of waypoints
Missions currently undertaken by unmanned aerial vehicles are predefined. The
flight plan is a series of waypoints defined by latitude, longitude, and altitude based
on the objectives of the mission. It is assumed that this series of waypoints to be
joined by a straight line segments. Or to make the motion oth copter smother the
waypoints can be joined by spline segments. Usually the first of these points starts
when the vehicle is armed before take-off and it is called home-waypoint and the
last point in the landing phase.
5.3 Virtual GPS for purposes of testing aerial robot
in the LAB
In projects under research developments people need to conduct many experiments
on these aerial platforms. The implementation of such experiments outdoor can in-
crease the risk on people life because of undesired behaviors from these machines.
Conducting such experiments in the laboratory before moving it outside will make
the experimental process safer and faster. For this reason we designed a virtual GPS
based on a motion-tracking system in the LAB. This system converts the positions
and velocities provided by the Optitrack system in local frame into the correspond-
ing global positions in geodetic coordinates and velocites in NED coordinates. these
data then formatted in a specific binary structures using UBX protocol and provided
by a serial connection to the GPS port in the autopilot board. In this work we have
conducted our experiments on a quadrotor platform with a powerful linux computer
mounted onboard. This computer addresses the computational cost for the imple-
mentation of complex algorithms using ROS and provides the serial connection with
autopilot and the wireless communications with the ground station. The idea of de-
signing this system is to facilitate moving by experiments from the laboratory to
outside and vice versa.
5.3.1 Coordinates conversion
The body’s positions from the OptiTrack system are measured in a local frame (xyz)
on a flat earth position.The flat Earth coordinate system assumes the z-axis is down-
ward positive. NE
D
 =
cosψ −sinψ 0sinψ cosψ 0
0 0 1
pxpy
pz
 (5.2)
where ψ is the angle in clockwise between the x-axis and north. To convert the
north (N ) east (E) down (D) coordinates into a geodetic latitude (Lat), longitude
(Lon) and altitude (Alt) we use the following relation.
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
Lat = lat0 + dLat
Lon = lon0 + dLon
Alt = −Pz − alt0
dLat = atan( 1
RM
)dN
dLon = atan( 1
RN cosLat
)dE
RN =
R√
1−(2f−f2)sin2lat0
RM = RN
1−(2f−f2)√
1−(2f−f2)sin2lat0
(5.3)
5.3.2 Wiring and connection
Recently, GPS receivers have been used widely in different ground and aerial robots.
U-blox GPS receivers are provided in a low-power, high-performance chips and
modules [2]different and some of them comes with a compass i.e 3DR uBlox [3] and
some of them such as Zubax GNSS module includes both a compass and barometer.
In this document we will focus on the 3DR uBlox module and its comunication
with PIXHAWK autopilot. practically GPS receivers are connected with autopilot
via a serial port. The serial consist of an RX and a TX line to recieve and transmit
specific sequence of messages using a specific protocol. These serial ports operate
in asynchronous mode. The baud rates can be configured individually for each serial
port [42].
5.3.3 UBX protocol and Messages Specification
GPS receivers use a protocol to transmit GPS data to a host computer using serial
ports. This protocol uses 8 Bit binary data checksum protected uses a low-overhead
checksum algorithm. the cecksum algorthim will be defined later in the next section.
the UBX protocol uses also 2-phase message identifier the class and the message ID.
A basic UBX Packet looks as in figure 5.2
Figure 5.2: UBX Packet
In most navigation systems for autonomous robots the information from GPS
provided mainly in five messages which are the NAV-POSLLH which provides the
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Geodetic Position information, NAV-SOL which gives positions and velocities in-
formation in ECEF (Earth Centered, Earth Fixed) coordinates, NAV-VELNED gives
the velocites and speeds in NED (North-East-Down) coordinates, VAL-STATUS
provides information on the data accuracy and availability of coverage from satel-
lites, and finally TIM-TP supply the system with time pulses. The structure of all
these messages will be described in details in following subsections.
All these messages are sent sequentially so the beginning of each new message is
defined by header. In UBX protocol the header contains of two bytes and it is given
in hexedicemal as (0xB5 0x62) and in decimal is equal to (181 98). Each message
comes under specific class which consists of a set of messages. Each message is
identified through a unique ID number within the class. Both the class and the
ID are defined in two bytes for example the ID for POSLLH is (0x02) and it is a
message in the class NAV which is defined by (0x01) byte. Each message contains
information about the time in milliseconds calculated from the beginning of every
week. The time information are described in iTOW (GPS Millisecond Time of
Week) with four bytes.
1. NAV-POSLLH
Geodetic Position Solution. This message outputs the Geodetic position in the
currently selected Ellipsoid. The default is the WGS84 Ellipsoid. The structre
and the payload of this message are described by Table 5.2 and Table 5.3
respectively.
Table 5.2: POSLLH message structure
Header Class and ID Length (in bytes) Message Payload Checksum
0xB5 0x62 0x01 0x02 28 = 0x1C 0x00 described below CKA CKB
The payload of POSLLH message contains the needed information about the
geodetic positions and they are presented by 28 bytes in seven variables
2. NAV-SOL
The NAV-SOL messege combines Position, velocity and time solution in ECEF
(Earth Centered, Earth Fixed ) . This message comes with the same class 0x01
and its ID is 0x06. It is long with a length of 52 (0x34 0x00) bytes excluding
the bytes of the header, the class and the messege ID. Most of the information
provided by this message are described in Table 5.4. The message also gives
number of satellites available and dilution of precision
3. NAV-VELNED
This message provides velocites, total speed (3D) and ground speed (2D) in
NED coordinates. The message gives also the heading of motion in the north-
east plane. each unit is structured by four bytes formats as shown in a structure
example in Table 5.5
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Table 5.3: POSLLH payload
Byte
Off-
set
Number
Format
Name and Description unit Example
0 U4 iTOW (GPS Millisecond Time of Week) ms -
4 I4 lon (Longitude) deg 44492395 = (0x2C 0x7E
0x0D 0x98)
8 I4 lat (Latitude) deg 11330145 = (0x00 0xAC
0xE2 0x61)
12 I4 height (height above elipsoid) mm 101722 = (0x00 0x01 0x8D
0x5A)
16 I4 hMSL (height above mean sea level) mm 56181 = (0x00 0x00 0xDB
0x75)
20 U4 hAcc (Horizontal accuracy estimate) mm 11506 = 0x00 0x00 0x2C
0xF2
24 U4 vAcc(Vertical accuracy estimate) mm 15435 = 0x00 0x00 0x3C
0x4B
U4 = Unsigned Long, I4= Signed Long
4. NAV-STATUS
Information about the accuracy status of the GPS can be dominated by this
message. Where is the GPS fix is determined. In Addition to some flags as
accuracy indicator along with the position, time and velocity information. The
GPS fix values are the same as described previously in the message NAV-SOL.
So to have a 3D fix value we will read 3 as shwon in Table 5.6
A solution is considered valid, when both PDOP and Accuracy lie below the
respective limits. To qualify a position as valid the gpsFixOK flag in must be
checked.
5.3.4 UBX Checksum
The checksum is calculated over the packet, starting and including the CLASS field,
up until, but excluding, the Checksum Field The checksum algorithm used is the
8-Bit Fletcher Algorithm.This algorithm works as follows: Buffer N contains the
data over which the checksum is to be calculated. The two
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Table 5.4: SOL payload
Byte
Off-
set
Number
Format
Name and Description unit
0 U4 iTOW (GPS Millisecond
Time of Week)
ms
4 I4 fTOW (fractional
nanoseconeds remainder
ns
8 I2 week(GPS time) -
10 U1 GPSFix -
11 X1 flags (fix status flags) -
12 I4 ecefX (ECEF X coordinate) cm
16 I4 ecefY(ECEF Y coordinate) cm
20 I4 ecefZ(ECEF Z coordinate) cm
24 U4 pAcc(3D Position Accuracy
Estimate)
cm
28 I4 ecefVX (ECEF X velocity) cm/s
32 I4 ecefVY(ECEF Y velocity) cm/s
36 I4 ecefVZ(ECEF Z velocity) cm/s
40 U4 sAcc (Speed Accuracy Esti-
mate)
cm/s
44 U2 pDOP - Position DOP -
46 U1 reserved1 - Reserved -
47 U1 numSV (Number of SVs used
in Nav Solution)
-
48 U4 reserved2 - Reserved -
U4 = Unsigned Long, I4= Signed Long
Table 5.5: VELNED message structure
Header Class, ID Length time velN velE velD ...
B5 62 01 12 24 00 11 C2 00 00 24 00 00 00 08 00 00 00 22 00 00 00 ...
- - 36 49681 ms 36 cm/s 8 cm/s 2 cm/s ...
... speed Gspeed Heading
... 2B 00 00 00 25 00 00 00 3F E5 20 00
... 43 cm/s 37 cm/s 21.55839 deg
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Table 5.6: STATUS message structure
Header Class, ID Length time gpsFix flags fixStat ...
B5 62 01 12 10 00 11 C2 00 00 03 05 00 ...
- - 16 49681 ms 3 15 = (00001111) 0 ...
... flags2 ttff msss
... 00 25 00 00 00 22 01 00 00
... 0 37 s 4130 s
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Chapter 6
Experimental Validation and Results
6.1 Introduction
To demonstrate real-time validation and to illustrate the distributed architecture of
the proposed work, real-time implementation of Guidance, Navigation and Con-
trol (GNC) systems have been tested on a smartphone based quadrotor. All the algo-
rithms of the GNC systems have been implemented in java using Multi-thread pro-
gramming composed of smaller units of computation, known as tasks (or threads).
Initialy, the estimation process were implemented as S-functions in MATLAB-simulink
environment for purpose of testing the performance of sensors fusing and debugging
the errors in the code before performing the flight test as well as to apply an opti-
mization approach the estimation filters to tune precisely their gains. The perfor-
mance of the attitude and position estimation of the quadrotor was evaluated indoor
by a simulated and real flight tests. The attitude and position results were compared
with a very precise data generated from an optitrack system. Then the experiments
were expanded and moved outdoor to validate the estimation process with GPS and
Barometer.
In order to evaluate the performance of autonomous flights by the quadrotor,
several flight tests have been performed in different mission scenarios in indoor and
outdoor environments.
6.2 Sensors Calibration
After the calibration process the results bias and scale factor for each sensitive axis
are detailed in Table 6.2
The direct intigration of the accelerometer measurment before and after the cali-
bration process are shown in figure 6.1(a). the divergence after 80 seconds of the val-
ocity and positon from the uncalibrated measurment are (-18.23,-32.67,16.35)m/s,(-
706.37,-1299.40)m respectively. 6.1(b) shows the better results of the velocity and
position after calibrating the accelormenter. the divergance decresese to (-2.55,-
2.35,-1.76)m/s and(-79.13,-86.7,-77.06)m respectively
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Table 6.1: Accelerometer calibration results
x y z
ba (m/s2) -0.0242 -0.3787 -0.2344
Sa 0.0054 0.0060 0.0008
Table 6.2: Magnetometer calibration results
x y z
bm (µT ) -54.678 -47.725 -440.140
Sm -0.0961 -0.1486 -0.1641
6.3 Autonomous flights
This section shows the performance of the developed smartphone based quadrotor
in two real world application scenarios. The first flight test was coducted indoor
and the position information were provided by an Optitrack system. In this experi-
ment, the user defines the waypoints for the desired trajectory directly in the app as
shown in figure 4.9. In the second experiment conducted outdoor, the user through
a specific protocol, appoints a set of waypoints via Twitter account. The user can
also specifies several parameters based on the mission (i.e. hovering time at the
waypoint, loiter radius and maximum traveling speed). When all parameters are set
and autonomous flight mode is engaged, the quadrotor starts to follow the desired
trajectory autonomously and once it is achieved, the quadrotor starts descending
slowly and lands. In order to obtain a reliable flying platform a manual tuning was
performed for attitude and position controller gains. More precisely, attitude and
position controllers gain were chosen in order to minimise oscillations and settling
time. Position regulator gains are decoupled in horizontal gains, which influence x
and y axis position, and vertical gain for the z axes. This distinction comes directly
from the control structure itself. In the horizontal plane, the position control system
computes the quaternion necessary to achieve the desired position, while the altitude
controller defines the thrust request for reaching the specified vertical position.
6.3.1 Indoor flight test
In this experiment the quadrotor follows the 3D trajectory generated from the as-
signed waypoints. Figure 6.2 shows the vehicle’s positions during this experiment
proving the overall stability in flight of the vehicle with an error in position bounded
in 0.2 m for the vertical axis and 0.4 m for the horizontal plane. It should be noticed
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Figure 6.1: Direct integration of calibrated and uncalibrated acceleration measure-
ment for non moving IMU: (a) Velocity (m/s), (b) Position (m)
that the final variation observed in the figure for the position setpoint is due to the
land procedure.
6.3.2 Outdoor mission
This part demonstrates the ability of the control and navigation system to track the
generated trajectory and to achieve the desired waypoint navigation as well as to
perform automatic take-off, hovering, and landing. In this test, a set of sequenced
waypoints were defined by inserting their locations by a remote operator via Twit-
ter account. The quadrotor should then, pass the assigned waypoints in a given
sequence.
First, wee need to show the performance of the quadrotor in a hovering test.
Figure 6.3 illustrates the flight trajectory at a zero position reference (i.e. (x, y) =
(0, 0). It can be shown from the figure that hovering control within about 1.5 m of
accuracy has been achieved.
Figure 6.4 shows the position autopilot performances during an autonomous
flight experiment outdoor. The experimental results, shown in the figure demon-
strate good tracking of the 3D reference command. The vehicle proves quite good
characteristics in terms of ability to track the predefined trajectory and effective and
automatic take-off and landing.
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(a) (b)
(c)
Figure 6.2: Trajectory tracking (indoor flight test): (a) X-axis (b) Y-axis (c) Z-axis
6.4 Position and attitude estimations
This section presents the results of the proposed navigation system (see in chap-
ter 3) obtained by implementing the nonlinear complementary filters in the android-
autopilot system with the experimental data collected on-board. In order to test
the attitude and position estimation performances in most flight trajectories, simu-
lated real flight tests were performed in-door with the precence of optitrack system
or out-door environment as described in chapter 4. The raw data acquired from
smartphone sensors and OptiTrack, and the estimations provided by the algorithms
described in chapter 3 and the basic sensor fusion approach provided through the
getRotationMatrix function of Android were logged in order to generate the
plots introduced in the next sub-sections.
6.4.1 Indoor flight tests
This experiment carried out in-door by moving by hand in the three-dimensional
space the quadrotor in order to simulate its movements when flying in an in-door
environment. In this section the mean square errors defined inchapter 3 is taken as
figure of merit to discuss the performances of the proposed solution. In particular, a
comparison is shown between the attitude estimation algorithm here described and
the Android getRotationMatrix taking the OptiTrack data as reference. More
precisely, figure 6.5(a) shows vehicle attitude estimated by the three sources and
in figure 6.5(b) is displayed the error of the proposed attitude estimation algorithm
with an mean square error as low as 0.1771 square degrees and the standard Android
getRotationMatrix algorithm characterised by a mean square error of 16.13
square degrees with respect to OptiTrack estimation. From these figures it should be
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Figure 6.3: Hovering results.
noticed that the Android estimator is prone to high accelerations that are not notice-
able in the reference source. This probably happens cause a not perfect tuning of
the complementary filter on which it is based. In fact, the Android algorithm is not
preliminarly tuned for the specific smartphone or tablet on which it is installed. Dif-
ferently, the algorithm here proposed keeps very close to the Optitrack estimation. It
is also demonstrated the reliability of the position estimation algorithm considering
the reference data provided by the OptiTrack system. Finally, figure 6.6(a) shows
very good result for what concern position estimation with the errors shown in figure
6.6(b) for the three inertial axis and a mean square error of 0.1890.
6.4.2 Outdoor flight tests
In outdoor flight tests, no truth reference signal is provided because of actual diffi-
culties in outdoor measurements.The attitude filter is already well tuned in in-door
experiments and no need to be tuned for out-door tests. However the tuning adopted
in-door on the position filter, manual retuning of the filter parameters is needed in
order to achieve better practical performance outdoor in the presence of GPS. The
attitude estimation results, presented in figure 6.7 based on tha quadrotor move-
ments in lateral direction while keeping the heading tho the north (i.e. yaw angle
around zero). The pitch (θ) and roll (φ) oscillate around the mean values of 1.2o and
1.1o, respectively. This offset in angles is related mainly to the small inclinations of
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Figure 6.4: 3D desired and quadrotor trajectories in outdoor test.
the mounted base during the installation of the hardware architecture. The angles
fluctuations occur due to the quadrotor turnings during the lateral motion to achieve
the desired positions. In addition to small fluctuations happen because of uncer-
tainties and external disturbances such as interference of wind, vibration due to the
rotors, asymmetry in the structure. In figure 6.7(a) larger oscillations are confirmed
when the quadrotor move faster in y (East-West) direction where larger peak to peak
values are verified. The heading of the quadrotor oscillates around the mean value
−3.2o, that coresopend to the soft iron magnetic effect.
The velocity and position estimation results are shown in figure 6.8 and figure
6.9 respectively. The position estimation in the proposed filter depends on the atti-
tude kinematics, thus the the filter does not estimate explicitly the velocity and the
position where the body accelerations are transformed to inertial frame and fused
with the position information obtained by GPS and barometer. Figure 6.8 shows the
estimate of the linear velocity in lateral direction (i.e. x-axis and y-axis), expressed
in inertial frame.
The position estimation results are compared with GPS measurements for lateral
position and with barometer measurements for vertical position as shown in figure
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(a)
(b)
Figure 6.5: results of the experimental tests on attitude estimation: (a)
comparison between proposed algorithm (UNIBO), OptiTrack (Optitrack) and
getRotationMatrix (Android) attitude estimation, (b) visualisation of es-
timation differences for proposed algorithm vs OptiTrack (Unibo vs Opti) and
getRotationMatrix vs OptiTrack (Android vs Opti)
6.9. The position filter gives reliable estimation and the values always coherent with
GPS measurements.
6.5 CPU analysis
In order to maximize performances, the controller gains were chosen to minimize
the issues related with the fact that Android is not a RTOS [45]. With a non-RTOS,
the computation time can vary and sensor data is provided at an inconsistent inter-
vals which can adversely affect the work of the autopilot. However, the autopilot can
control the aircraft properly due to the high performance capability of smartphones.
The overload on CPU can influence the performance of the autopilot app. For that
reason, the third party application, CPUMonitor Advanced Lite was used to estimate
the smartphone performance while the quadrotor application was working during a
real flight of th quadrotor. 6.10(a) illustrate the average and the maximum value of
the CPU load, the used memory, and the network usage, while figure 6.10(b) shows
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(a)
(b)
Figure 6.6: results of the experimental tests on position estimation: (a) comparison
between proposed algorithm (Androne Estimation) and OptiTrack (Optitrack) posi-
tion estimation, (b) visualisation of estimation differences for proposed algorithm
vs OptiTrack (Unibo vs Opti) and Android vs OptiTrack (Android vs Opti)
the CPU percentage used for running the quadrotor’s autopilot itself with an average
of 54% and maximum value of 60% .
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(a) (b)
(c)
Figure 6.7: Estimated attitude angles in outdoor flight test: (a) φ (o), (b) θ (o), (c) ψ
(o)
(a) (b)
(c)
Figure 6.8: Estimated linear velocity (outdoor test): (a) vx (m/s), (b) vy (m/s), (c)
vy (m/s). The positive axes are directed toward North, East, and Up respectively
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(a) (b)
(c)
Figure 6.9: Estimated attitude angles in outdoor flight test: (a) x (North) (m), (b)
y (East) (m), (c) z (Down) (m). The positive axes are directed toward North, East,
and Up respectively
(a) (b)
Figure 6.10: Smartphone performance estimated by the app CPUMonitor Advanced
Lite: (a) General performance of the quadrotor application, (b) CPU utilization of
the quadrotor application
64
Chapter 7
Conclusions and recommendations
This work presented nonlinear state estimation and control of a UAV quadrotor with
autonomous flight capabilities that can be used in several applications. This research
dealtwith both theoretical and practical issues to explore the viability of using smart-
phones as flight controller for quadrotor UAVss. More precisely, it presented an
effective and reliable approach to integrate noisy measurements from multiple sen-
sors onboard. This approach provides high rate state estimates in real time allows for
autonomous flight. Using quaternion, the attitude filter compensates for rate gyro
bias and it achieves stability for trajectories in most configurations. The position
filter estimates velocity and position in inertial earth frame and compensates for ac-
celerometer bias. A complete navigation system was produced by integrating both
the attitude and the position filters. The integration of the filtering approach based
primarily on the ease of design and computational load. Furthermore, the structure
of the filtering design allow for straightforward implementation without a need of
high performance signal processing. The proposed filters in this work can be tuned
totally independent of each other and the adopted gains are computed offline using
an auxiliary design system to achieve robustness in most flight conditions. Further-
more, this work proposed a nonlinear controller for stability and trajectory tracking
that is practical for real-time implementation, and also demonstrated the ability of
a supervisory controller to provide effective waypoint navigation capabilities to the
smartphone based quadrotor.
An implementation of the full framework on an experimental smartphone based
quadrotor system has been presented. The implemented software and hardware
qualifies the simultaneous performance of several demanding executions. Further-
more, the presented autopilot implements an innovative supervisory control mode
for the vehicle based on a Twitter client. This client receives operator instructions
from the cloud and translates them into commands for the quadrotor control sys-
tem. From the experimental flight tests, the developed structure prove quite good
performances in hovering and autonomous flight which leads towards developing a
network of UAVs capable of achieving missions in real-world applications.
For future developments, It will be useful to expand the capabilities of the guid-
ance system by integrating high-level systems that help in decisions making and
planning. In this work, we were able to save real-time video during the flight from
65
the onboard camera. This can lead to algorithms implementation for mapping and
localization and for obstacle avoidance. Moreover, the communication capabilities
in smartphones can be easily established to allow integration with other UAVs to
increase guidance capabilities. Thus, it might be useful in many applications to
develop a network containing different aerial and ground robots based on smart-
phones.
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List of abbreviations
The following list gives a short description of the Acronyms used throughout this
thesis
Abbreviation Description
API Application Programming Interface
ARVA Appareil de Recherche de Victimes en Avalanche
BLDC BrushLess Direct Current
CoM Center of Mass
CPU Central Processing Unit
DCM Direction Cosine Matrix
ECF Explicit Complementary Filter
EKF Extended Kalman Filter
ESC Electronic Speed Control
GCS Ground Control Station
GPS Global Positioning System
GPU Graphics Processing Unit
GNC Guidance, Navigation and Control
GNSS Global Navigation Satellite Systems
IMU Inertial Measurement Unit
Li-Po Lithium Polymer
LSM Least Square Method
LAN Local Area Network
LOS Line of the Sight
MEMS Micro-Electro-Mechanical System
NED North-East-Down
PID Proportional-Integral-Derivative
PSD Power Spectral Density
PWM Pulse-Width Modulation
RGB-D Red, Green, Blue and Depth
ROS Robot Operating System
RTOS Real-Time Operating System
SAR Search And Rescue
SPS Standard Positioning Service
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UAV Unmanned Aerial Vehicle
UGV Unmanned Ground Vehicle
UDP User Datagram Protocol
UKF Unscented Kalman Filter
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