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Abstract
The dependent scattering effect (DSE), which arises from the wave nature of elec-
tromagnetic radiation, is a critical mechanism affecting the radiative properties of
micro/nanoscale discrete disordered media (DDM). In the last a few decades, the
approximate nature of radiative transfer equation (RTE) leads to a plethora of in-
vestigations of the DSE in various DDM, ranging from fluidized beds, photonic
glass, colloidal suspensions and snow packs, etc. In this article, we give a general
overview on the theoretical, numerical and experimental methods and progresses
in the study of the DSE. We first present a summary of the multiple scattering the-
ory of electromagnetic waves, including the analytic wave theory and Foldy-Lax
equations, as well as its relationship with the RTE. Then we describe in detail the
physical mechanisms that are critical to DSE and relevant theoretical considera-
tions as well as numerical modeling methods. Experimental approaches to probe
the radiative properties and relevant progresses in the experimental investigations
of the DSE are also discussed. In addition, we give a brief review on the studies
on the DSE and other relevant interference phenomena in mesoscopic physics and
atomic physics, especially the coherent backscattering cone, Anderson localiza-
tion, as well as the statistics and correlations in disordered media. We expect this
review can provide profound and interdisciplinary insights to the understanding
and manipulation of the DSE in disordered media for thermal engineering appli-
cations.
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1. Introduction
It is known that when the size of microscopic inhomogeneities in a heteroge-
neous medium is comparable to the wavelength of electromagnetic waves, signif-
icant wave interference phenomena can occur [1]. As a consequence, this kind of
heterogeneous media can usually interact with electromagnetic waves in a much
more complicated and stronger manner than conventional bulk and homogeneous
materials that typically possess inhomogeneities on the scale much smaller than
the wavelength, and thus they have a great potential in controlling the propaga-
tion of electromagnetic waves. In particular, micro/nanoscale disordered media,
which have inhomogeneities with characteristic sizes ranging from a few tens of
nanometers to several hundred microns, can significantly affect the propagation of
thermal radiation, whose wavelength usually lies in the range of 100nm-100µm
for objects in heat transfer applications. Therefore, micro/nanoscale disordered
media, such as porous dielectric media with micropores and voids [2], particulate
media containing micro- and nanoparticles [3], colloidal suspensions of nanopar-
ticles [4], many kinds of coatings [5], foams [6], fibers [7] and soot aggregates
[8], have been widely applied in controlling thermal radiation transfer. For exam-
ple, porous silicon carbide (SiC) material can be utilized as high-efficiency solar
absorbers [9], porous zirconia (ZrO2) coatings are enormously used to provide
thermal protection for the metallic components of gas turbines [10], and polymer
films containing randomly distributed silica (SiO2) nanoparticles show an excel-
lent performance for radiative cooling [11], etc.
Since thermal radiation transfer in those micro/nanoscale disordered media is
strongly affected by the microscopic structures, in order to tailor their radiative
properties and functionalities, a full understanding of underlying physical mech-
anisms of electromagnetic wave transport as well as the relationship between mi-
cro/nanostructures and radiative properties is of critical importance. However, in
such media, radiation is scattered and absorbed in a very complicated way, which
brings difficulties to theoretical and experimental investigations. Conventionally,
the propagation of radiation is described by the radiative transfer equation (RTE)
in the mesoscopic scale. The radiative properties entering the RTE, including the
scattering coefficient κs, absorption coefficient κa and phase function P (Ω′,Ω)
(where Ω′ and Ω denote incident and scattered directions, respectively), depend
on the microstructures as well as the permittivity and permeability of the compos-
ing materials. In particular, for disordered media consisting of discrete scatterers,
i.e., discrete disordered media (DDM), the radiative properties are usually theo-
retically predicted under the independent scattering approximation (ISA), i.e., in
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which each discrete inclusion is assumed to scatter electromagnetic waves inde-
pendently as if no other inclusions exist, i.e., without any inter-scatterer interfer-
ence effects [12–16]. ISA is valid only when the scatterers are far-apart from each
other (i.e., the far-field assumption) and no interparticle correlations exist (i.e.,
independent scatterers) [13–17]. When the two conditions are violated, the scat-
tered waves from different scatterers interfere substantially and consequently, ISA
fails [18–21]. In this circumstance, we call the radiation scattering process from a
scatterer is “dependent” of the presence of other scatterers. This fact leads many
researchers to the considerations on the dependent scattering effect (DSE) in order
to correctly predict the radiative properties of DDM.
It was generally well-known to paint and paper coating technologists for a long
time that high-concentration packing of pigment particles in a white paint layer
can lead to a decrease in its opacity (or ”hiding power”), e.g., Refs.[22, 23], due
to the interference of light scattered by neighboring particles. In his noted book
on light scattering [24], Hendrik C. van Hulst mentioned that the mutual distance
between the particles of three times the particle radius may be a sufficient con-
dition for independent scattering. In the 1960s, several experimental works were
carried out for optically scattering turbid media composed of dielectric particles,
like TiO2 and polystyrene (PS) particles, and found at certain particle concentra-
tions the dependent scattering effect became prominent, but no clear criterion that
could quantitatively determine the departure from ISA was obtained [25–28]. For
example, Churchill et al. [25] found a critical value of δ/d ∼ 1.7, above which no
interference effect was observed, where d is the particle diameter and δ is the the
center-to-center distance. Harding et al. [26] intended to achieve optimal scatter-
ing properties at minimum cost for paint films, and they revealed critical concen-
trations above which the ability of a particle to scatter light may be precipitously
reduced because of optical “overlap” with its neighbors. Blevin et al. [27] exper-
imentally showed that a high concentrations the reflectance falls due to interpar-
ticle interferences. These works were published in optics and chemistry journals.
On the other hand, the general theory of multiple scattering of classical waves, in-
cluding electromagnetic and acoustic waves, was already established even earlier
by physicists [29–32], which can provide rigorous treatments for the dependent
scattering effect. However, it was not noticed and applied by these works due to
the lack of easy-to-use practical formulas.
To the best of our knowledge, in the thermal radiation heat transfer commu-
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nity, the DSE was firstly investigated by Hoyt C. Hottel1 and co-workers in the
1970s [33, 34]. They experimentally measured the bidirectional reflectance and
transmittance spectra of monodisperse PS nanosphere suspensions in water con-
fined between parallel glass slides at different optical thicknesses, where sphere
diameter was in the range of 0.102−0.53µm and volume fraction was varied from
1.3 × 10−6 to 0.295. By comparing experimental data with ISA predictions, em-
pirical criteria for the dependent scattering regime were also obtained, where the
critical parameter was the clearance-wavelength ratio (c/λ), where the clearance
c = δ − d for spherical particles and λ is the wavelength of incident light [34]. In
particular, an experimental correlation between the effective scattering efficiency
Qs and c/λ was established accordingly.
Later, in the 1980s and 1990s, Chang-Lin Tien and co-workers conducted
comprehensive studies on the dependent scattering effect in particulate media [35–
41]. Notably, Tien and Drolen published the very first article of Annual Review
of Heat Transfer, which reviewed the independent and dependent scattering of
thermal radiation transfer in these media [39]. Later many authors carried out in-
vestigations into this effect, Refs. [19, 42, 43], to name a few. In fact, in the last
several decades, many efforts have been made in the study of this mechanism, not
only in the field of radiative heat transfer, but also in the communities of optics,
photonics, biomedical engineering, astrophysics, paint industry (visibility), me-
teorology (atmospheric sciences), remote sensing and mesoscopic physics, since
the DSE can happen not only for thermal radiation, but also for any types of elec-
tromagnetic waves, including visible light, terahertz waves and microwaves, only
if the packing density is high enough and the distance between adjacent scatterers
is comparable with or smaller than the wavelength. Moreover, in the past years,
significant progresses are made in micro- and nano-fabrication, nano-optics and
photonics, lasers, modulators and detectors, as well as computational capabilities
of modern computers, which further reshape the way of studying radiative transfer
and the dependent scattering effect.
Since the DSE is a very generic effect, references on this topic are dissem-
inated in the literature covering a wide range of disciplines. In this regard, the
goal of the present article is three-fold. Firstly of all, this article intends to give
an overview of the physical mechanisms of the DSE and related interference phe-
nomena. Secondly, this article aims to systematically summarize the theoretical
1He was a professor of chemical engineering who mainly studied radiative heat transfer and com-
bustion.
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and numerical modeling methods as well as experimental approaches to investi-
gate the DSE. Thirdly, this article is also devoted to introducing and discussing
important advances about the DSE in the last several decades. As a result, this
article is organized as follows. In Section 2, we give an introduction of basic con-
cepts and definitions related to dependent scattering in DDM (or discrete random
media). In Section 3, the multiple scattering theory of electromagnetic waves is
briefly summarized, which provides a fundamental tool to understand and deal
with the complicated radiative transfer phenomena in discrete disordered media.
In this section, we do not present the technical details of these theoretical treat-
ments and the derivation procedures because a variety of literature can be referred
to. More importantly, our main aim in this review is to depict a general picture
of the dependent scattering effect in the context of radiative transfer in disor-
dered media by emphasizing the physical significance of these theoretical methods
rather than technical details. In Section 4, we first describe some basic mecha-
nisms involved in the DSE, including the far-field DSE, near-field DSE, recurrent
scattering, structural correlations and the effect of absorbing host media, and sum-
marize relevant theoretical models that deal with them. Then numerical methods
to model the DSE are summarized, including the supercell method, the repre-
sentative volume element method and the direct numerical simulation method. In
Section 5, we review the experimental investigations of the DSE, including the co-
herent transmittance measurement and the measurements of total, angle-resolved
and time-resolved transmittance and reflectance. In Section 6, the dependent scat-
tering effects and other related interference phenomena in mesoscopic physics
and atomic physics are introduced, including the coherent backscattering cone
and Anderson localization, the statistics and correlations in disordered media, the
breakdown of mean-field optics and the structural correlations in cold atoms, in
order to establish a bridge among different communities that all investigate dis-
ordered media. We expect this review can provide profound and interdisciplinary
insights to the understanding and manipulation of the DSE in thermal engineering
applications.
2. Basic concepts and definitions
Let us start from some basic concepts and definitions. In this section, we
first discuss the concept of micro/nanoscale discrete disordered media (DDM),
in which several restrictions will be made. Then, in the framework of the radiative
transfer equation, we give the definition of the mesoscopic radiative properties
and show they are important to the understanding of thermal radiation transport in
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DDM. On this basis, we proceed to a discussion on the concepts of independent,
dependent and multiple scattering, which sometimes are not clearly distinguished
in many works.
2.1. Micro/nanoscale discrete disordered media
Consider the concept of micro/nanoscale discrete disordered media. By saying
“disordered”, we generally refer to the media that are inhomogeneous (or equiva-
lently, heterogeneous) and these inhomogeneities distributed in a disordered way
[44]. “Micro/nanoscale” describes the characteristic size of the inhomogeneities,
and ”discrete” means that the inhomogeneities are distributed discretely, i.e., not
interconnected. An additional implication of ”disorder” is the physical process
in which the propagation of radiation is forced to deviate from a straight trajec-
tory due to the existence of disordered inhomogeneities in the medium. In a mi-
croscopic view, when electromagnetic radiation is illuminated upon an obstacle,
which can be an atom, a molecule, a solid or liquid particle, it drives the elec-
tric charges in the obstacle into oscillatory motion that can then radiate secondary
electromagnetic waves in all directions. This secondary radiation is then called the
radiation “scattered” by the obstacle [45]. Therefore the scattering of thermal radi-
ation plays a dominant role in the response of such disordered media. For instance,
this is the case for media composed of weakly absorbing dielectrics. Nevertheless,
this does not necessarily imply that the total absorptance of the medium is low.
An intuitive example is that a thick-enough (300µm) porous coating composed
of very low-absorbing 8%wt-yttria stabilized zirconia (8YSZ) material (refractive
index is around 2.1) can still achieve a total absorptance of 20% percent or higher,
and in Ref. [21] it was shown that a medium consisting of highly-scattering low-
absorbing metallic nanoparticles can exhibit substantial total absorption. Since in
these media, the multiple scattering of radiation substantially enhances the path
length of photons and leads to significant absorption although the intrinsic ab-
sorption of the material is low. This prominent feature of DDM actually finds its
applications in solar steam generation [46] and solar cells [47, 48].
In disordered media, the microscopic structures distribute randomly without
any long-range order, although in which short-range order is possible [49–51].
They are usually formed in typical bottom-up fabrication methods, for example,
spraying, self-assembly, spin coating and so on. Fig.1 shows two examples of
DDM. Fig.1a is the scanning electron microscopy (SEM) image of a so-called
photonic glass consisting of 780nm-diameter polystyrene spheres, which is pre-
pared from the self-assembly process of charged colloidal suspensions. Fig.1b
demonstrates a nanoporous coating composed of zirconia parciles that is used
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to increase light absorption in gas by exploiting the path-length enhancement
brought by multiple scattering, where the size of pores is around 115 nm.
Figure 1: Microstructures of typical discrete disordered media. (a) The SEM image of a coating
consisting of 780nm-diameter PS spheres prepared from charged colloidal suspensions. Reprinted
with permission from Ref. [3]. Copyright 2017, Wiley-VCH Verlag GmbH & Co. KGaA, Wein-
heim. (b) The SEM image of a nanoporous zirconia coating. Reprinted with permission from Ref.
[52]. Copyright 2011 by the American Physical Society.
It is important to study radiation transfer in DDM from both fundamental and
applied aspects. The fabrication cost of DDM is relatively low compared to or-
dered micro/nanostructures, and moreover they are usually tolerant to fabrication
errors. They are thus more feasible to be widely applied in engineering situations.
They also exhibit unique light and radiation transport properties brought by the
interplay between electromagnetic interferences and disorder, including weak and
strong (Anderson) localization [51, 53, 54], position-dependent diffusion coef-
ficient [55], sub-diffusive [56] and super-diffusive [57, 58] transport behaviors,
multimode excitation and broadband operation capabilities [59, 60], and noniri-
descence [61] (i.e., optical and radiative properties are almost isotropic at all ob-
servation directions). Furthermore, by sophisticatedly designing the single scat-
terer properties and the disordered patterns in these media, many exotic phenom-
ena that only exist in ordered DDM previously can be also realized, for instance,
the photonic bandgap [62]. In practice, DDM with engineered micro/nanostructures
also exhibit promising applications such as thermal radiation harvesting [47–49,
63], conversion [2, 46, 64, 65], and management [66–68]. More generally, the
study of interference phenomena in DDM have received growing attention and
given rise to a rapidly developing field called “disordered photonics” [51, 69],
along with applications like quantum optics [70], structural coloration [61], and
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random lasers [59], etc.
Throughout the article, we interchangeably use the terms “disordered media”
and “random media”. This is because for light propagation in random media con-
taining temporally moving scatterers (e.g., nanoparticle suspensions in solutions,
flows of blood cells, a cloud of water droplets, air bubbles in water, cold atomic
gases, etc.), the scattering processes are usually much faster than the random mo-
tions of scatterers, making them seem to reside in fixed positions. In other words,
we deal with random media in (quasi-)quenched disorder. In fact, the dynamic
responses probed by the dynamic light scattering techniques for various random
media indicate the random motion of particles in them occurs in a time scale even
much longer than the entire radiative transfer process [71, 72]2.
2.2. Radiative properties
In order to design and utilize DDM in practical thermal radiation applications,
it is crucial to first understand the physical mechanisms that affect their radiative
properties and then provide feasible as well as accurate theoretical modeling meth-
ods accordingly. In general, radiative properties for a specific sample of DDM can
include the reflectanceR, absorptanceA, transmittance T , emittanceE, scattering
coefficient κs, absorption coefficient κa, extinction coefficient κe = κs + κa and
scattering phase function P (Ω′,Ω) [74, 75]. Alternatively, for highly scattering,
weakly absorbing DDM, two length scales are also important, namely, the pho-
ton scattering mean free path ls = 1/κs and the photon transport mean free path
ltr = 1/[κs(1−g)], where g = (1/4pi)
∫ pi
0
P (Ω′,Ω) cos θ sin θdθ is the asymmetry
factor with θ denoting the angle between Ω′ and Ω [12, 13, 15, 76].
As a matter of fact, when it comes to the theoretical study of the radiative
properties, there is an essential distinction between disordered and ordered me-
dia. Generally, theories for ordered structures are more well-established because
Bloch theorem for periodic photonic systems can be conveniently applied and
2A simple estimation can be done as follows. Consider a nonabsorbing, optically thick slab with
thickness L = 10ls, where ls is the scattering mean free path for this isotropically scattering
medium. The average time scale τ for a pulse to transmit can be estimated under the diffusion
equation as τ ∼ L2/D, where D ∼ c0ls/3 is the diffusion coefficient and c0 is the velocity
of light in vacuum. We have τ ∼ ls/(1µm) ns. For typical highly scattering media, ls is on the
order of tens to hundreds of microns, leading to τ on the scale of tens to hundreds of nanoseconds.
On the other hand, dynamic light scattering experiments reveal that particle diffusion time under
Brownian motion is typically on the scale of several milliseconds [71, 73]. Therefore the particle
movement is indeed very slow compared to the radiative transfer process. Details on the diffusion
equation can be found in Section 3.4 and Section 5.4.
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studying a single unit cell in combination with the periodic boundary condition is
enough to capture the properties of the whole system in most cases, which largely
reduces the difficulties of modeling [77]. In this situation, only macroscopic ra-
diative properties describing the whole radiative response of a sample are of main
concern, namely, the first four parameters (R, A, T and E)3.
In the meanwhile, for disordered media, it is much more demanding to the-
oretically predict their radiative properties, because the presence of disorder in
microscopic structures without any long-range order can induce intricate electro-
magnetic wave interference behaviors, which not only take place locally between
adjacent scatterers, but also occur in the long range that can involve a substantial
proportion of the entire system [15, 78–80] (as can be seen through the meso-
scopic interference phenomena later on). Therefore, the last four parameters (κs,
κa, κe and P (Ω′,Ω)), are exploited to relate the microscopic scale with the macro-
scopic scale. In other words, they are used to characterize the propagation of ra-
diation in disordered media in the mesoscopic scale. This is a scale comparable
with the scattering/transport mean free path l ∼ 1/κs of photons, which should be
much smaller than the macroscopic sample size but much larger than the wave-
length [13]4.
The mesoscopic radiative properties are important. Actually, the mesoscopic
radiative properties are defined in the framework of radiative transfer equation
(RTE). The RTE for unpolarized radiation (i.e., scalar RTE) under local thermo-
dynamic equilibrium in a statistically homogeneous disordered medium (i.e., spa-
tially constant radiative properties, for simplicity) can be expressed as [74, 81]:
dI
ds
= κaIb − κeI + κs
4pi
∫
4pi
I(Ω′)P (Ω′,Ω)dΩ′, (1)
where I is the spectral radiative intensity (here we omit the subscript λwavelength-
dependency for convenience), Ib is the spectral radiative intensity of blackbody
with a temperature at the local position, s is the transport path length.
When the polarization states of radiation are taken into account, the RTE can
3The microscopic electric and magnetic field distributions are also definitely important when
studying the underlying physics.
4If the mean free path is comparable or even smaller than the wavelength, we say the system might
enter the strong localization regime, as indicated by the Ioffe-Regel criterion [15], which will be
discussed in latter sections.
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be written in its vectorial form as:
dI
ds
= κaIb − κeI + 1
4pi
∫
4pi
I(Ω′)Z(Ω′,Ω)dΩ′ (2)
where I = [I Q U V ]T represents the Stokes vector that can describe the polariza-
tion properties of radiation. Here I is the radiative intensity the same as that in the
scalar RTE, Q and U describe the degree of linear polarization and its orientation,
while V characterizes the degree of circular polarization. Ib is the vector form of
blackbody radiation as [Ib 0 0 0]T because conventional thermal emission is un-
polarized. κa, κe and Z(Ω′,Ω) are the absorption, extinction and (unnormalized)
phase matrices, respectively [17, 82, 83]. For a detailed description of the Stokes
vector and its connection to the monochromatic transverse electromagnetic waves
as well as these matrices, one can refer to Ref.[17] and references therein.
In this article, we focus on scalar radiative transfer processes and scalar radia-
tive properties, on which most studies of the DSE are conducted. One can refer to
Refs. [14, 84–86] for a few discussions on the role of DSE in vectorial (polarized)
radiative transfer in densely packed DDM. And in the following, the term con-
cerning thermally emitted radiation κaIb is omitted, since throughout the article
we only treat room temperature DDM with thermal emission far smaller than the
incident radiation energy (namely, the cold medium assumption [74]).
In RTE, radiation is treated as classical particles or energy bundles without
phase, i.e., the wave nature in the transport process is usually omitted. More
specifically, it is derived phenomenologically in its initial stage from energy con-
servation arguments, see Refs. [74, 87]. However, in the microscopic sense, it is
shown RTE is actually an approximate form of Bethe-Salpeter equation for elec-
tromagnetic waves [12–15, 17, 88, 89]. The latter is an exact equation accounting
for all interference phenomena for the transport of electromagnetic field correla-
tion function 〈EE∗〉 in random media, which is originally taken from quantum
field theory and exactly equivalent to Maxwell’s equations in this context. RTE
only takes the ladder diagrams in Bethe-Salpeter equation into account, neglect-
ing all kinds of microscopic and mesoscopic interference effects occurring outside
the scatterers, and thus can break down in some circumstances [13, 17, 76, 90].
In this article, we are mainly dedicated to these interference effects that influence
the mesoscopic radiative properties of DDM, especially the dependent scattering
effect. And we also would like to emphasize that, throughout this article, RTE and
radiative transfer (RT) are different concepts, as mentioned by many other authors
[17, 91]. The RTE is only a phenomenological equation that only considers the
transport of energy bundles without wave effects, while all the physical processes
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of wave propagation in disordered media governed by Maxwell’s equations are
implied when we speak of RT.
2.3. Independent, dependent and multiple scattering
Micro/nanostructure-based theoretical methods to obtain radiative properties
of DDM mainly include the Monte Carlo ray-tracing method based geometric
optics approximation (MC-RT-GOA) [92], and Mie theory combined with in-
dependent scattering approximation [45, 93]. The former is only applicable for
DDM whose characteristic size of microstructures is much larger than the ra-
diation wavelength, for instance, some metallic and ceramic foams [92] with
∼ 100µm-sized microstructures, where geometric optics approximation is justi-
fied. This method is already well-developed by many researchers and can achieve
a satisfactory accuracy provided the microstructures are given [92, 94]. The latter
method is more suitable for DDM containing wavelength- and subwavelength-
scale discrete micro/nanostructures, which can be treated as spheres or cylinders.
In this method, Mie theory is able to account for all electromagnetic interference
effects inside an individual scatterer, and ISA assumes that different scatterers in
the DDM scatter electromagnetic waves independently, without any consideration
of inter-scatterer interference effects. In this approximation, the scattering coeffi-
cient, for instance, is calculated through
κs =
N∑
i=1
niCs,i, (3)
where ni and Cs,i are the number density and scattering cross section of the i-th
type scatterer, respectively, if there are N kinds of scatterers in the entire medium.
The scattering cross section can be calculated from Mie theory or other methods
treating single scattering problems (which will be discussed below), which can
take all electromagnetic wave interference phenomena involving an invididual
scatterer into account. Similarly, the absorption coefficient and scattering phase
function can be also calculated.
ISA works well for DDM containing dilutely distributed scatterers. For ex-
ample, for very dilute soot aggregates (volume fraction is around 1%), radia-
tive properties calculated from Mie theory combined with ISA can result in a
good agreement with the experimental measurements [8]. Generally, it is widely
demonstrated that the ISA is rigorously valid when the following two conditions
are simultaneously satisfied [21, 95]: (1) the scatterers are far-apart from each
other (i.e., the far-field assumption, which means the normalized distance kδ  1,
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where k = 2pi/λ is the wave number and δ is the average center-to-center dis-
tance between scatterers)5 and (2) no positional correlations exist (i.e., scatterers
are independently distributed) [14, 17, 85, 90, 96]. In this circumstance, we can
assume that at the microscopic scale, the scatterers scatter electromagnetic waves
independently without the need to take inter-particle interferences into account
[12–15, 78], i.e., the ISA is justified.
However, when one or both of the above far-field and independent-scatterer
conditions is violated, the scattered waves from different scatterers can interfere
with each other substantially, leading to the failure of ISA [18, 20]. In practice,
ISA breaks down for a variety of micro/nanoscale DDM, in which the volume
fraction of scatterers (voids, particles or generally, permittivity fluctuations) ex-
ceeds 5% [91, 97]. In these media, the distance between adjacent scatterers is
usually comparable to or even smaller than the wavelength of radiation, and leads
to remarkable interference effects of scattered electromagnetic waves from dif-
ferent scatterers. In addition, the inter-scatterer positional correlations are also
important (i.e., the positions of scatterers are not independent of each other any
more) [4, 98]. If we consider a complex scattering medium consisting of ran-
domly packed hard spheres, structural correlations arise because the existence of
one hard sphere would create an exclusion volume into which other particles are
not allowed to penetrate, which leads to definite phase differences among scattered
waves preserving over ensemble average, and modifies the radiative properties.
If ISA breaks down, we say the dependent scattering regime is entered. Thus
the dependent scattering effect (DSE) can be defined as a generalization for those
microscopic interference effects that are not possible to explain under ISA [36, 76,
99]. Figure 2 presents an intuitive schematic of the DSE involving two particles
when the far-field approximation is gradually violated by decreasing the inter-
particle distance, where the electric field intensity distribution is calculated in the
two-sphere system using an exact electromagnetic solving method6. It is found
that with the decrease of the particle distance, the scattered electromagnetic fields
of them are strongly coupled, and the total scattering cross section varies with
the distance significantly (not shown here). Note the DSE generally can involve a
5A question naturally arises, that is, how far is far enough? At least two criteria should be fulfilled.
The first is obvious, which requires the inter-scatterer clearance should be much larger than the
wavelength k(δ − 2a)  1. The second criterion depends on the scattering strength of the scat-
terer. For monodisperse, randomly distributed scatterers, it can be estimated from the scattering
mean free path that kls = k/(n0Cs) 1. Using n0 ≈ 1/δ3, we have δ  3
√
Cs/k.
6Here we use the multiple sphere T -matrix method, which will be introduced in Section 3.3.1.
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group of scatterers (the number of scatterers is much larger than two) distributed
in a range covering several wavelengths [76].
Figure 2: A schematic of the DSE involving two particles, where the variation of electric intensity
distribution with the distance between the two particles. Here the refractive index of the particle is
chosen to be n = 1.59 (polystyrene) and the size parameter is x = ka = 2pia/λ = 1, where a is
the radius and λ is the wavelength.
Although in theory the RTE cannot be applied when it enters the dependent
scattering regime since it is derived under the ISA [13], it is still possible for us
to retain the form of RTE by correcting the mesoscopic radiative properties con-
sidering DSE. This is key assumption of the present article and most reviewed
references herein, which is valid in a perturbative fashion [14]. In this assump-
tion, it is postulated that the DSE gives rise to some correction to the radiative
properties perturbatively by adding some small (or moderate) terms to the dia-
grammatic expansion. This a priori postulation is viable in thermal engineering
applications using moderate-refractive index materials, usually away from elec-
tromagnetic resonances. To the best of our knowledge and experiences, this is the
only feasible treatment for the large scale DDM, where the mesoscopic radiative
properties are significantly affected by the DSE.
In addition, the long coherence time, elastic scattering and time-reversible
characteristics of light in conventional disordered media guarantee the interfer-
ence phenomena in both microscopic and mesoscopic scales, and even in the
macroscopic scale. In Section 6, we further briefly introduce several remarkable
mechanisms that are also originated from wave interferences, which although dif-
ferent from the DSE, are indeed very relevant. These mechanisms usually take
place in the scale of several scattering/transport mean free paths, which thus do
not directly impact the mesoscopic radiative properties, although they have an in-
fluence on the macroscopic radiative properties. Hence these mechanisms can be
called “mesoscopic interference phenomena”, and correspondingly, the DSE can
be considered as the microscopic interference phenomenon since it plays a role at
the scale of several wavelengths. This classification will be further discussed in
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Fig.4 of Section 3.4, where for wave interferences taking place at the length scale
of L ∼ λ, we say they belong to the dependent scattering mechanism, while at
the length scale of L  λ with intermediate scattering strength (i.e., l/λ is sub-
stantially larger than unity but away from the weak scattering limit, i.e., l is on
the scale of several λ), mesoscopic interferences like the weak localization occur.
In that sense, we can expect that the effect of mesoscopic interferences is not as
significant as the DSE in weakly scattering media.
The concept of dependent scattering is usually confused with the multiple scat-
tering effect, due to the fact that the concept of “multiple scattering” is not used
consistently in the literature. Formally speaking, the DSE is a phenomenon result-
ing from the latter one, because multiple scattering of electromagnetic waves can
lead to the DSE. However, in the context of many papers, “multiple scattering”
indicates a process that happens at the scale of several scattering mean free paths
and specifically describes the form of ballistic transport of energy and intensity,
namely, a pure geometric optics effect, for example, in Ref. [38]. In that sense, it
can take place with or without the DSE, as stated by Kalkman et al. [100]: “In
addition to multiple scattering, the scattering coefficient is also influenced by co-
herent light scattering effects, i.e. due to close packing of particles the coherent
addition of light can lead to a reduction in the scattering rate. This effect is called
dependent scattering; a dependence of the scattering strength on the separation
between the particles.” This is the most prevailing case. Another situation is that
many references did not actually distinguish these two concepts (or even did not
notice the difference). When the “multiple scattering” effect is mentioned, it might
generally indicate both the dependent scattering effect due to wave interferences
and the pure geometric optics, like in Ref. [101]. This case is frequently encoun-
tered in many early works. As already stated by Auger and Stout [102], the authors
of many pioneering works (e.g., Ref. [22]) actually never mentioned either depen-
dent or multiple scattering phenomena lead to the reduction of observed overall
scattering strength. In this article, we carefully avoid using vague terms. More
specifically, we imply the geometric optics effect by using “multiple scattering of
(light or electromagnetic or radiation) intensity” and include all effects by saying
“multiple scattering of (electromagnetic) waves” or “multiple wave scattering”, in
order to make a clear distinction between the intensity and wave aspects. If we do
not make an explicit discrimination, we are referring to the multiple scattering of
intensity, in order to emphasize the role of the DSE.
In a nutshell, it is critical to take DSE into account and develop an effec-
tive theoretical model of mesoscopic radiative properties directly based on the
first-principle Maxwell’s equations and the micro/nanostructures, in order to ac-
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curately predict, understand and manipulate the radiative transfer process in mi-
cro/nanoscale DDM. This is also crucial to nowadays applications of micro/nanoscale
DDM in thermal science and engineering, optics and photonics, atmospheric sci-
ences as well as biomedical engineering. And since our main concern in this article
is the mesoscopic radiative properties, hereafter by saying ”radiative properties”,
we specify the mesoscopic ones for brevity.
3. Multiple scattering theory of electromagnetic waves and radiative transfer
equation
When thermal radiation propagates in DDM, it undergoes scattering in a very
complicated way. To better understand the dependent scattering effect originat-
ing from the electromagnetic interferences in the radiative transfer process, one
should resort to the fundamental theories and methods for the treatment of electro-
magnetic scattering by a single particle as well as particle groups. In this section,
we first summarize the single and multiple scattering theories of electromagnetic
waves in DDM, which are directly based on the first-principle Maxwell’s equa-
tions. On this basis, we proceed to an introduction on the relationship between
Maxwell’s equations and the RTE, and then discuss briefly the applicability of
the RTE. It is worth noting that recently Doicu and Mishchenko [86, 103–107]
published a series of reviews summarizing the multiple scattering theory of elec-
tromagnetic waves in random media as well as the connection between this theory
and the RTE, which contain many technical details that can be referred to.
Before we dive into the remainder of this article, several crucial postulations
should be made. (1) We assume the radiation must have sufficient spatial and tem-
poral coherence to permit coherent effects [102, 108]. (2) As mentioned in the
Section 2.1, we only consider the static multiple scattering problem in this article,
by assuming the scattering processes are much faster than the random movement
of particles in the disordered media. To be more precisely, the dynamic positional
fluctuations of the random media during the photon scattering process should be
very small compared to the wavelength, i.e., kvp  1/τ , where vp is the velocity
of particle motion, τ is the time scale of an individual photon scattering event,
otherwise considerable inelastic effects like Doppler frequency shifts and deco-
herence will occur [109]. For nonresonant scattering, we have τ ∼ ls/c0 with c0
denoting the velocity of light, leading to a condition as vp/c0  1/(kls). Since
for most disordered media kls is substantially larger than 1, this condition gives
a more stringent criterion than the conventional one, vp  c0 [110, 111]. More-
over, for resonant multiple scattering, owing to the time delay brought by reso-
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nances, τ becomes much larger [12], resulting in a much smaller upper limit for
vp. Therefore, under this assumption, at a given moment the multiple wave scat-
tering can be described by assuming that the scatterers are all fixed and solving
the corresponding (quasi)instantaneous problem in the frequency domain without
any considerations of the inelastic effects [90]. Apparently, for certain densely
packed rigid DDM where all scatterers are stationary, there is no need to use this
assumption. (3) On this basis of assumption (2), we further apply the ergodicity
hypothesis for the random motions of scatterers and therefore the time-averaged
signals over a sufficiently long period of time can be replaced by the ensemble-
averaged ones over all system states, such as positions, sizes and orientations of
the scatterers, with appropriate probability functions characterizing all the system
states (See Appendix A for an introduction of ensemble average). This assump-
tion is important for conventional (i.e., not ultrafast) detection techniques which
usually take a long period of time, thus permitting to study the dynamic problem
in a static manner [17]. Similarly, for those fixed DDM, there is no need to use this
assumption. But it is always postulated in such stationary media that the ensemble
average over all system states can be achieved by characterizing a large amount of
different samples from the same fabrication process or different zones in a single
sample [112, 113]. This is important to eliminate strong statistical fluctuations. (4)
We assume there are not any quantum [114–116] or nonlinear effects [117–119],
for both the radiation sources and the DDM. (5) Here we only work in three di-
mensions (3D) for generality and brevity, and the same problem in one- (1D) and
two-dimensions (2D) can be largely simplified after symmetry considerations. See
Refs. [15, 81, 120–124] for more details.
3.1. Maxwell’s equations and single scattering
From classical and semi-classical viewpoints, light and thermal radiation are
treated as electromagnetic waves. The electromagnetic wave is represented by
the electric field E and magnetic induction B, which are both space- and time-
dependent. The responses of matter over electromagnetic waves, described as
electric displacement D, electric current density j, electric charge density ρ, mag-
netic vector H, are related with the field vectors under the framework of Maxwell’s
equations. In this article, we are mainly concerned with conventional nonmagnetic
materials with relative magnetic permeability µ = 1 and non-unity scalar permit-
tivity ε(ω) (i.e., isotropic materials) with possible frequency dispersions. These
materials include most conventional materials which we encountered in the study
of thermal radiation transfer, including dielectric materials like zirconia, titania
and polystyrene, and metallic materials like silver and gold.
18
The scattering of electromagnetic waves by single homogeneous or multi-
layered spherical particles with arbitrary electric and magnetic properties is one
of the earliest solved problems in electromagnetic scattering, which was first done
by Gustav Mie over 100 years ago [125], and Ludvig Lorenz and others inde-
pendently developed the theory of plane wave scattering by a dielectric sphere
(For a historical review, see Ref.[126].). Along with the rapid development of
nanofabrication and nanophotonics in the last a few years, the anomalous scat-
tering properties of single dielectric particles are theoretically and experimentally
studied by many authors very extensively [127, 128], giving rise to the booming of
nanoscale light scattering study based on Mie theory. The basic idea behind Mie
theory is to rigorously solve the boundary value problem of Maxwell’s equations
in spherical coordinates. In this condition, the solution of Maxwell’s equations
can be formally expanded into a linear combination of vector spherical harmonics
(VSHs) or vector spherical wave functions (VSWFs) [45, 81]. The VSWFs can
be found in any monographs or seminal papers on electromagnetic scattering, like
Refs. [24, 45, 81, 129, 130], which are also listed in Appendix B. The extinction
Ce and scattering Cs cross sections of a single homogeneous sphere with a com-
plex refractive index of m˜ and radius a placed in vacuum illuminated by a plane
wave is formally given by [45, 81, 131]
Ce =
2pi
k2
∞∑
n=1
(2n+ 1)Re(an + bn), (4)
Cs =
2pi
k2
∞∑
n=1
(2n+ 1)(|an|2 + |bn|2), (5)
where
an =
m˜2jn(m˜x)[xjn(x)]
′ − jn(x)[m˜xjn(m˜x)]′
m˜2jn(m˜x)[xhn(x)]′ − hn(x)[m˜xjn(m˜x)]′ , (6)
bn =
jn(m˜x)[xjn(x)]
′ − jn(x)[m˜xjn(m˜x)]′
jn(m˜x)[xhn(x)]′ − hn(x)[m˜xjn(m˜x)]′ , (7)
and k = 2pi/λ is the wavenumber of plane wave with wavelength λ in vacuum
and x = ka is the corresponding size parameter which describes the relative size
of the sphere over the wavelength. jn(z) and hn(z) are spherical Bessel functions
and Hankel functions of the first kind of order n, with respect to the argument z
[45].
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The differential scattering cross section as a function of the polar angle for an
unpolarized, plane-wave illumination is given by
dCs
dθs
=
pi
k2
(|S1(θs)|2 + |S2(θs)|2), (8)
where
S1(θs) =
∞∑
n=1
2n+ 1
n(n+ 1)
[anpin(cos θs) + bnτn(cos θs)] (9)
and
S2(θs) =
∞∑
n=1
2n+ 1
n(n+ 1)
[anτn(cos θs) + bnpin(cos θs)] (10)
are elements of amplitude scattering matrix and θs is the polar scattering angle
with respect to the incident wavevector, in which pin and τn are special functions
that can be found in standard textbooks [45, 81], also listed in Appendix B for the
readers’ convenience. The normalized differential scattering cross section is also
called scattering phase function used in ISA and RTE. Therefore, the scattering
asymmetry factor for the single scattering phase function, defined as the mean
cosine of scattering angle, 〈cos θs〉, is calculated through [45]
g =
1
Cs
∫ pi
0
dCs
dθs
cos θs sin θsdθs. (11)
Mie theory for multilayered spherical particles and infinitely long cylinders (the
2D version) can be similarly derived [132]. Moreover, since Mie theory belongs to
the family of separation of variables methods (SVM) to solve the electromagnetic
properties of regular geometries, more generally, analytical solutions for arbitrary
spheroids with various aspect ratios can be also derived based on spheroidal wave
functions using SVM [133].
For a single irregular particle, numerical methods are more suitable to cal-
culate its scattering and absorption properties. Here we briefly describe some
widely-used numerical methods for irregular particles. The T-matrix method is
essentially a generalization of Mie theory to calculate the scattering and absorp-
tion properties of a single non-spherical particle based on the extended boundary
condition method (EBCM) and VSWF expansion technique. It is originally pro-
posed by Waterman [134] and further developed by the light scattering community
[81, 133, 135]. The basic idea of this approach is to expand the incident and scat-
tered waves into VSWFs and relate the expansion coefficients using the T -matrix.
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More precisely, consider a particle centered at the origin, and the incident and
scattered electric field can be expanded into VSWFs as
Einc(r) =
∑
mnp
aincmnpN
(1)
mnp(r), (12)
Es(r) =
∑
mnp
asmnpN
(3)
mnp(r), (13)
where asmnp and a
inc
m′n′p′ are the expansion coefficients. N
(1)
mnp(r) and N
(3)
mnp(r) are
the type-1 and type-3 VSWFs, respectively [24, 45, 81, 129, 130, 133], whose
expressions can be found in Appendix B. n and m are integers denoting the order
and degree of VSWFs with n ≥ 1 and |m| ≤ n. The subscript p can only be 1 or
2, which denotes magnetic (TM) or electric (TE) modes respectively.
For a given incident field, the expansion coefficients aincmnp can be solved di-
rectly by using the orthogonality of VSWFs. For example, given a plane wave
propagating in the z direction, namely, Einc(r) = Einc,0 exp (ik · r) = Einc,0 exp (ikz),
the expansion coefficients are obtained as [81, 133]
aincmn1 = −in
√
4pi(2n+ 1)(n+m)!
n(n+ 1)(n−m)! Einc,0 ·B−m,n(0, 0) (14)
and
aincmn2 = −in
√
4pi(2n+ 1)(n+m)!
n(n+ 1)(n−m)! Einc,0 ·C−m,n(0, 0) (15)
for m = ±1 (for other m-s the coefficients are zero in this circumstance), where
Bmn(θ, φ) and Cmn(θ, φ) are VSHs defined in spherical coordinates, with detailed
expressions presented in Appendix B. According to the linearity of Maxwell’s
equations, the relation between the expansion coefficients of scattered and incident
fields should be linear, and a corresponding transition matrix (i.e., T -matrix) can
be defined [133]:
asmnp =
∑
m′n′p′
Tmnpm′n′p′a
inc
m′n′p′ . (16)
As a consequence, if the T -matrix of an object is known, the expansion coeffi-
cients of the scattered field asmnp can be solved from Eq.(16), and subsequently
the single scattering properties, including the scattering/extinction cross sections,
phase function and so on, can be instantly calculated (by using the far-field asymp-
totic forms of VSWFs. See Appendix B.). Therefore, the central task of the T -
matrix method is to solve the T -matrix of arbitrarily shaped particles.
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In fact, for a homogeneous, isotropic spherical particle, the T -matrix is equiv-
alent to the Mie coefficient obeying the following relation:
Tmnpm′n′p′ =
{
bnδmm′δnn′δpp′ p = 1
anδmm′δnn′δpp′ p = 2
(17)
where δ is the Kronecker delta. However, for arbitrary nonspherical particles,
above relation is not valid. In this condition, the EBCM is employed to calculate
the T -matrix. EBCM indicates the imaginary spherical boundaries circumscribing
(radius R>) and inscribing (R<) the nonspherical particle, in order to use VSWF
expansion at those boundaries. By relating the incident field with the internal field
in the particle, whose expansion coefficients are aintmnp, to points inside the inscrib-
ing sphere, we have
aincmnp =
∑
m′n′p′
Qmnpm′n′p′a
int
m′n′p′ . (18)
Similarly, by relating the scattered field with the internal field in the particle to
points outside the circumscribing sphere, we can obtain
asmnp = −
∑
m′n′p′
Q′mnpm′n′p′a
int
m′n′p′ . (19)
Here the elements Qmnpm′n′p′ and Q′mnpm′n′p′ can be numerically evaluated by
simple surface integrals over S, only involving the particle size, shape and refrac-
tive index. For more details one can refer to Tsang et al. [81] and Mishchenko
et al. [133]. Therefore, the T -matrix can be solved straightforwardly through a
matrix inversion and multiplication procedure according to its original definition
in Eq. (16).
The discrete dipole approximation (DDA) [136] is also a very general nu-
merical electromagnetic method to solve the light scattering problem by arbitrary
particles. The principle of this numerical method is to discretize an individual
scatterer into a periodic grid (usually in the form of a cubic lattice) of fictitious
dipoles, calculate the electromagnetic field for this set of dipoles and then sum up
the electromagnetic fields generated by all dipoles to obtain the scattering prop-
erties of this scatterer. This technique was firstly proposed by Purcell and Pen-
nypacker [137] and further developed by Draine and coworkers [138–140]. In
general, when considering the formalism of this method, it is somewhat equiva-
lent to the coupled-dipole model (CDM), which will be discussed later in Section
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3.3.2 for the study of multiple scattering of electromagnetic waves, while there
are still some nontrivial differences between DDA and CDM, which have been
revisited recently in Ref. [141]. And for more theoretical and numerical consid-
erations regarding the practical implementation for realistic scatterers to improve
the accuracy and computation speed of DDA, e.g., different types of dipole unit
cell, renormalized polarizability models, the Fourier transform (FFT) technique
and the fast multipole method (FMM), see Refs. [133, 136, 142].
After introducing the analytical and numerical methods for treating electro-
magnetic scattering of a single particle, in the following subsection, we will briefly
summarize the rigorous theories for the treatment of multiple scattering of electro-
magnetic waves. These theories, including the analytic wave theory and the Foldy-
Lax equations, are originally developed for both classical (e.g., electromagnetic
and acoustic waves) and quantum waves (e.g., electrons) [30, 143]. Therefore
they are very general in tackling with multiple scattering problems. The equiv-
alence between the analytic wave theory and the Foldy-Lax equations will also be
discussed.
3.2. Analytic wave theory
The analytic wave theory stemmed from the work by Frisch [144], which pre-
sented a Feynman diagrammatic representation and Bethe-Salpeter equation tech-
nique, borrowed from quantum field theory (QFT), for the treatment of multiple
scattering of waves. This method was then used and further developed by Ishimaru
[88, 145], Barabanenkov [146, 147], Tsang and Kong [14, 89, 148], Lagendijk
[12], Nieuwenhuizen [13], Sheng [15], Mishchenko [17] and their coworkers, to
name a few. In this subsection, we attempt to give a brief introduction to this the-
ory, and this theory is applied to derive several analytical models of the DSE in
Section 4.2.
3.2.1. Dyson equation
Let us start from the the general case of an infinite nonmagnetic three-dimensional
(3D) medium, where the spatial distribution of permittivity ε(r) is inhomogeneous
and can be generally described as ε(r) = 1 + δε(r), where δε(r) is the fluctua-
tional part of the permittivity due to random morphology of the inhomogeneous
medium. Electromagnetic wave propagation in such media is described by the
vectorial Helmholtz equation [12, 14, 21]:
∇×∇× E(r)− k2ε(r)E(r) = 0. (20)
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Let k2 = ω2/c20 be the wavenumber in the background medium and V (r) =
k2δε(r) = ω2δε(r)/c20 be the disordered “potential” inducing electromagnetic
scattering, where c0 is the speed of light in the background medium. Then we
have an alternative form of vectorial Helmholtz equation convenient for electro-
magnetic scattering problems in random media:
∇×∇× E(r)− k2E(r) = V (r)E(r). (21)
To solve the equation, we can introduce the dyadic Green’s function for this
random medium which satisfies
∇×∇×G(r, r′)− k2G(r, r′) = V (r)G(r, r′) + Iδ(r, r′). (22)
In the meanwhile, the Green’s function in the homogeneous background medium
is7
∇×∇×G0(r, r′)− k2G0(r, r′) = Iδ(r, r′), (23)
where I is the identity matrix. Taking the Fourier transform with respect to r and
r′ to the reciprocal space in terms of the momentum vetors p and p′ and letting
V (r, r′) = k2δ(r)δ(r− r′) using the Dirac delta function, we can write down the
solution for dyadic Green’s function in the disordered media as
G(p,p′) = G0(p,p′) + G0(p,p2)V(p2,p1)G(p1,p′), (24)
where the dummy variables p1 and p2 will be integrated out and we don’t write
this integral explicitly here as well as below. This equation is known as the Lippmann-
Schwinger equation [13, 15, 17]. By introducing the T -operator T, Eq.(24) is
transformed into the following form
G(p,p′) = G0(p,p′) + G0(p,p2)T(p2,p1)G0(p1,p′). (25)
Based on Eqs.(24) and (25), it can be easily shown that the T -operator is given by
T(p,p′) = V(p,p′) + V(p,p2)G0(p2,p1)T(p1,p′). (26)
If the medium only contains one discrete scatterer, T(p,p′) is then known as the
T -operator for the single scatterer. Obviously for a random medium composed
7In vacuum, it is the free-space Green’s function, whose expression in the real domain is given in
Eq.(53).
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of many scatterers, Eq.(24) still applies. However, if each scatterer can be de-
scribed by its own T -operator, it is more convenient to transform Eq.(24) into the
form only involving the T -operators of the individual particles, rather than the
“scattering potential” V. This is most suitable for a random medium consisting
of well-defined, discrete scatterers. Since the T -operator of the j-th scatterer is
analogously given by [14, 15]
Tj(p,p
′) = Vj(p,p′) + Vj(p,p2)G0(p2,p1)T(p1,p′), (27)
where Vj(p,p′) is the scattering potential of the j-th scatterer, which constitutes
the scattering potential of the system simply as V(p,p′) =
∑N
j=1 Vj(p,p
′) [14].
After some manipulations, the T -operator of the full system is then given by
T(p,p′) =
N∑
i=1
Tj(p,p
′) +
N∑
i=1
N∑
j 6=i
Ti(p,p1)G0(p1,p2)Tj(p2,p
′)
+
N∑
i=1
N∑
j 6=i
N∑
l 6=j
Ti(p,p1)G0(p1,p2)Tj(p2,p3)G0(p3,p4)Tj(p4,p
′)...,
(28)
where p3 and p4 are also dummy variables to be integrated out. This formula can
be understood as the sum of all multiple wave scattering paths at different orders,
in which the T -operators of scatterers visited by these paths are connected by
Green’s functions, or the propagators [14].
In this fashion, the Lippmann-Schwinger equation for a medium consisting of
N discrete scatterers is rewritten as
G(p,p′) = G0(p,p′) + G0(p,p2)
N∑
j=1
Tj(p2,p1)Gj(p1,p
′), (29)
where the Green’s function with respect to each scatterer Gj(p,p′) is given by
Gj(p,p
′) = G0(p,p′) + G0(p,p2)
N∑
i=1,i 6=j
Ti(p2,p1)Gi(p1,p
′). (30)
This equation is also known as Foldy-Lax equations for multiple scattering of
classical waves [17, 29, 30], which will be discussed in the Section 3.3.
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Then, to obtain a statistically meaningful description of the random medium,
it is necessary to take ensemble average of the full system to eliminate the impact
of a specific configuration. Taking ensemble average of Eq.(29), we obtain
〈G(p,p′)〉 = G0(p,p′) + G0(p,p′)〈T(p,p′)〉G0(p,p′), (31)
where 〈G(p,p′)〉 denotes ensemble averaged amplitude Green’s function, and
〈T(p,p′)〉 is the ensemble averaged T-operator of the full system by invoking
Eq.(28),
〈T(p,p′)〉 = 〈
N∑
i=1
Tj(p,p
′)〉+ 〈
N∑
i=1
N∑
j 6=i
Tj(p,p1)G0(p1,p2)Tj(p2,p
′)〉+ ....
(32)
After some manipulations of identifying and retaining only irreducible terms in
the ensemble-averaged T -operator, we then obtain the well-known Dyson equa-
tion for the coherent, or mean component of the (electric) field as [12–14]
〈G(p,p′)〉 = G0(p,p′) + G0(p,p′)Σ(p,p′)〈G(p,p′)〉, (33)
where Σ(p,p′) is the so-called self-energy (or mass operator) containing all ir-
reducible multiple scattering expansion terms in T -operator 〈T(p,p′)〉. If we ex-
press the multiple wave scattering processes involving many particles into Feyn-
man diagrams according to Eq.(32), where particles (represented by Tj) are con-
nected by the propagator (G0) and their relationships (including positional cor-
relations between different particles, turning back to the same particle, etc.), then
the irreducible terms stand for those multiple wave scattering diagrams that cannot
be divided without breaking the innate particle connections, including the same
particle or particle correlations. For more details on irreducible and reducible dia-
grams, see Refs. [13, 14, 91].
For a statistically homogeneous medium having translational symmetry after
ensemble average, Σ(p,p′) = Σ(p)δ(p − p′) and 〈G(p,p′)〉 = 〈G(p)〉δ(p −
p′) [15]. In the momentum representation the free-space dyadic Green’s function
is G0(p) = −1/(k2I − p2(I − pˆpˆ)), and thus the averaged amplitude Green’s
function is
〈G(p)〉 = − 1
k2I− p2(I− pˆpˆ)−Σ(p) , (34)
where pˆ = p/p is the unit vector in the momentum space. Through this equation,
self-energy Σ(p) provides a renormalization for the electromagnetic wave propa-
gation in random media, and determines the effective (renormalized) permittivity
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as [12]
εeff(p) = I− Σ(p)
k2
. (35)
For a statistically isotropic random medium, the obtained momentum-dependent
effective permittivity tensor is decomposed into a transverse part and a longitu-
dinal part as ε(p) = ε⊥(p)(I − pˆpˆ) + ε‖(p)pˆpˆ, where ε⊥(p) = 1 − Σ⊥(p)/k2
and ε‖(p) = 1−Σ‖(p)/k2 determine the effective permittivities of transverse and
longitudinal modes in momentum space [12]. Therefore, by determining the poles
of the amplitude Green’s function we can obtain the dispersion relation which cor-
responds to collective excitations of the disordered medium (i.e., like “the band
structure” in periodic systems). An equivalent and frequently used method to find
the collective excitations is to resort to the spectral function [12, 15, 149]:
S(ω,p) =− Im〈G(ω,p)〉 = Imε
‖(ω,p)/k2
[Reε‖(ω,p)]2 + [Imε‖(ω,p)]2
pˆpˆ
+
Imε⊥(ω,p)/k2
[Reε⊥(ω,p)− p2/k2]2 + [Imε⊥(ω,p)]2 (I− pˆpˆ).
(36)
Since longitudinal modes are usually not propagating, here we mainly consider
the transverse modes. By finding the (local) maxima of the transverse compoment
of the spectral function in real momentum space, the transverse (propagating)
mode’s wavenumber can be calculated as K⊥ =
√
ε⊥(ω, pmax)k, where pmax is
the momentum value that makes the spectral function maximal. Then the effective
refractive index of the disordered medium is directly obtained from the real part
of effective wavenumber as
neff =
ReK⊥
k
, (37)
and the extinction coefficient of this disordered medium is given by the imaginary
part of the effective wavenumber:
κe = 2ImK
⊥. (38)
A scrutiny of the transverse component of the spectral function tells us that
there is a difference between the real part of K⊥ and pmax. More precisely, it
reaches maximum when Reε⊥(ω,p)− p2/k2 approaches zero, that is (ReK⊥)2−
(ImK⊥)2 = p2max. For nonabsorbing, purely scattering media, the scattering co-
efficient κs is equal to the extinction coefficient κe and this momentum mismatch
profoundly stands for a propagating momentum shell broadening due to scatter-
ing scaling as κs. This broadening can be rather large for strongly scattering media
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[12], while for weakly scattering media, we can apply the on-shell approximation,
namely, ReK⊥ ≈ pmax, which is employed in a recent work of ours [150].
Note after above treatments, we have implicitly assumed that the propaga-
tion of waves in disordered media is dominated by only one (transverse) mode,
and thus a distinct wavenumber (propagation constant) can be well defined, so do
the related radiative properties. However, it is not proved rigorously. Generally,
the wave propagation behavior in disordered media is determined by the contri-
butions of several modes with different wavenumbers and the spatial dispersion
(nonlocality) is sometimes important, especially when it comes to the reflection
and transmission at boundary of a disordered medium with strong fluctuations
at the scale of wavelength [151, 152]. Nevertheless, for conventional disordered
media, we can safely adopt this single-mode treatment.
According to the above analysis on the Dyson equation, the first task to deter-
mine the radiative properties of DDM is to derive the self-energy. As a first-order
perturbative approximation, ISA gives a self-energy that is simply the ensemble
average of the sum of the T -operators of all scatterers per unit volume. If we only
consider an ensemble of point dipole scatterers as the ideal case, the self-energy
is given by [13, 153]
ΣISA = n0t0, (39)
where t0 = −k2α is the T -operator of a single electric dipole scatterer in the mo-
mentum representation, α is the dipole polarizability, and n0 is the number density
of particles. Note for the infinitely small scatterers, the self-energy is momentum-
independent.
3.2.2. Bethe-Salpeter equation
It is noted that Dyson equation and the self-energy only provide a character-
ization for coherent electromagnetic field propagation in random media, i.e., the
first moment of electromagnetic field 〈G(p)〉, while a more relevant quantity to
our concern is the radiation intensity in disordered media which directly deter-
mines the phase function of each scattering process in terms of energy transport.
This is exactly governed by the Bethe-Salpeter equation [12–14], which describes
the second moment of the electromagnetic field 〈GG∗〉 in random media. In the
operator notation, Bethe-Salpeter equation is written as
〈GG∗〉 = 〈G〉〈G∗〉+ 〈G〉〈G∗〉Γ〈GG∗〉, (40)
where Γ is the irreducible vertex representing the renormalized scattering center
for the incoherent part of radiation intensity due to random fluctuations of the
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disordered media. It can be understood as the differential scattering coefficient as
well as (non-normalized) scattering phase function relevant in the radiative trans-
fer equation if the momentum shell broadening of the transport processes can be
neglected, which means the radiation intensity is concentrated on the momen-
tum shell p = K. This is the case for random media containing dilute scatterers or
weak scatterers. Moreover, since in most circumstances one only needs to consider
transverse electromagnetic waves, and the transverse component of the irreducible
vertex can be written in the momentum representation as [12, 15, 154]
Γ⊥(Kpˆ, Kpˆ′) = (I− pˆpˆ)Γ(Kpˆ, Kpˆ′)(I− pˆ′pˆ′) (41)
under the on-shell approximation. For isotropic media, the scattering properties
(scattering coefficient and phase function) do not rely on the incident direction
but only the solid angle Ωs between the incident and scattering directions, which
can be described by the polar scattering angle θs = arccos(pˆ · pˆ′) and the az-
imuth angle ϕs. The choice of the latter depends on the definition of local frame
of spherical coordinates with respect to the incident direction pˆ′. Therefore, the
differential scattering coefficient with respect to the incident direction pˆ′ can be
obtained as [155]
dκs
dΩs
=
1
(2pi)2
Γ⊥(Kpˆ, Kpˆ′). (42)
From this equation, the scattering coefficient can be obtained by integrating over
Ωs (or equivalently, θs and φs).
The irreducible vertex and the self-energy are not independent of each other.
For a nonabsorbing medium, the scattering coefficient should be equal to the ex-
tinction coefficient as required by the energy conservation, which leads to the
following equation:
1
(2pi)2
∫ 2pi
0
Γ⊥(Kpˆ, Kpˆ′)dpˆ = − ImΣ
neffk
. (43)
This equation is also known as the Ward-Takahashi identity [15, 154], originally
established in QFT [156]. Note there is a general form for this identity that does
not require the on-shell approximation, which will not be shown here for simplic-
ity [15].
For an ensemble of point dipole scatterers, the irreducible vertex has a simple
expression under the ISA:
Γ(Kpˆ, Kpˆ′) = n0|t0|2I⊗ I. (44)
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where ⊗ means the tensor product. By taking the transverse component of the ir-
reducible vertex and integrating over the azimuth angle ϕs with incident direction
pˆ′ fixed, the differential scattering cross coefficient with respect to the polar angle
is then
dκs
dθs
=
1 + cos2 θs
4pi
n0|t0|2. (45)
By combining the above equation and Eq.(39), one can directly examine that for
nonabsorbing scatterers, the Ward-Takahashi identity Eq.(43) is apparently ful-
filled, which, in this case, equivalent to the Optical Theorem in the scattering
theory [1, 12, 88, 153].
Last but not least, we note that Dyson and Bethe-Salpeter equations, and the
self-energy and irreducible intensity vertex, are directly derived from the vecto-
rial Helmholtz equation. This means that it is a first-principle method for elec-
tromagnetic waves and can treat, generally, any disordered medium. Therefore,
for continuous heterogeneous media where no discrete scatterers exist, the self-
energy and irreducible intensity vertex can still be calculated, for instance, the
well-known bilocal approximation for the self-energy of Gaussian random media
[14]. In contrast, this kind of random media cannot be conveniently treated by
Foldy-Lax equations. And it should be borne in mind that the irreducible vertex
is a much more complex quantity, compared to the differential scattering coeffi-
cient, because it describes all interference phenomena in multiple wave scattering
process and cannot always be simply interpreted as the differential scattering co-
efficient especially when the on-shell approximation does not apply.
3.3. The Foldy-Lax equations (FLEs)
As mentioned in the previous section, the FLEs are also general equations de-
scribing multiple scattering of both classical and quantum waves in disordered
media containing discrete scatterers. This set of equations obtained its name from
the early workers Foldy [29] and Lax [30]. Generally speaking, FLEs are the
derivation of the analytic wave theory [14]. However, due to the explicit for-
malism and easy numerical implementation, FLEs become a more widely used
method than the analytic wave theory, especially in engineering. In this section, we
briefly introduce the basics of FLEs along with the multipole expansion method
and coupled-dipole model, which are important for practical use. The readers can
refer to the extensive review regarding the FLEs for the treatment of DDM with
formal definitions and general theoretical derivations by Mishchenko et al. [90].
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The well-known FLEs depicting the multiple scattering process of electromag-
netic waves among N discrete scatterers read [14, 30, 129, 157]
E(j)exc(r) = Einc(r) +
N∑
i=1
i 6=j
E(i)s (r), (46)
where Einc(r) is the incident electric field, E
(j)
exc(r) is the electric component of
the so-called exciting field impinging on the vicinity of particle j, and E(i)s (r) is
electric component of partial scattered waves from particle i. We also show FLEs
schematically in Fig.3, where the scatterers are assumed to be spheres. Obviously,
the scatterers can have arbitrary geometries. The physical significance of FLEs is
straightforward. This series of equations describe that the exciting field impinging
on the vicinity of particle j is the sum of the incident field Einc(r) and all partial
scattered field from all other particles.
Figure 3: A schematic of Foldy-Lax equations for multiple scattering of electromagnetic waves in
randomly distributed spherical particles in three dimensions. The particles are numbered as i, j,
l, etc. The dashed line denotes g2(rj , ri), the pair distribution function between the two particles.
The blue thick arrow indicates the propagation direction of the incident wave, while the red thin
arrows stand for the propagation directions of the partial scattered waves from particle i to j and
from l to j.
3.3.1. The multipole (VSWF) expansion of FLEs
To solve FLEs for a disordered medium consisting of spheres as shown in
Fig.3, it is convenient to expand the electric fields in VSWFs to utilize the spher-
ical boundary condition of individual particles, following the way usually done
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for a single spherical particle in Mie theory. The expansion coefficients then nat-
urally correspond to multipoles supported by the particles [14, 129, 158–160]. As
a matter of fact, in the spirit of extended boundary condition method, this expan-
sion is still applicable for non-spherical particles if their T -matrix elements are
given. Here we only consider spherical particles as a simple introduction. Using
this technique, the exciting field E(j)exc(r) is expressed as
E(j)exc(r) =
∑
mnp
c(j)mnpN
(1)
mnp(r− rj). (47)
Based on the expansion coefficients of the exciting field, the scattered field from
particle i propagating to arbitrary position r can be obtained through its T -matrix
elements Tmnp as [14, 129]
E(i)s (r) =
∑
mnp
c(i)mnpTmnpN
(3)
mnp(r− ri). (48)
Inserting Eqs.(47) and (48) into Eq.(46), we obtain
∑
mnp
c(j)mnpN
(1)
mnp(r− rj) = Einc(r) +
N∑
i=1
i 6=j
∑
mnp
c(i)mnpTmnpN
(3)
mnp(r− ri). (49)
To solve this equation, we need to translate the VSWFs centered at ri to their
counterparts centered at rj . Using translation addition theorem for VSWFs (see
Ref. [150]), Eq.(49) becomes
∑
mnp
c(j)mnpN
(1)
mnp(r− rj) = Einc(r) +
N∑
i=1
i 6=j
∑
mnpµνq
c(i)µνqTµνqA
(3)
mnpµνq(rj − ri)N(1)mnp(r− rj),
(50)
whereA(3)mnpµνq(rj−ri) can translate the outgoing VSWFs centered at ri to regular
VSWFs centered at rj , whose explicit expressions are listed in Appendix B. We
further expand the incident waves into regular VSWFs centered at rj with expan-
sion coefficients a(j)mnp, use the orthogonal relation of VSWFs with different orders
and degrees, and obtain the following equation:
c(j)mnp = a
(j)
mnp +
N∑
i=1
i 6=j
∑
µνq
c(i)µνqTµνqA
(3)
mnpµνq(rj − ri). (51)
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The matrix form of this equation can be directly exploited in numerical calculation
provided the particle positions are known.
Actually, Eq.(51) is the governing equation of the well-established Fortran
code multiple-sphere T-matrix method (MSTM) developed by Mackowski and
Mishchenko [129, 130] to exactly solve the multiple scattering of electromag-
netic waves for a group of spherical particles. This code is further extended to
optically active media [130, 161]. MSTM is widely used by many authors in
the fields of thermal radiation transfer [43], astrophysics [162] and nanophoton-
ics [20], together with a similar Fortran code developed by Xu, the generalized
multiparticle Mie-solution (GMM) [160]. Other similar algorithms also using the
multipole expansion include Stout et al’s recursive transfer matrix method [163]
and Chew et al’s recursive T-matrix method [164], etc. Notably, exploiting the
CUDA-acceleration feature of graphic processing units (GPUs) for parallel com-
puting, Egel et al. [165] recently built a Matlab toolbox using the same governing
equation, which can be at least twice faster than MSTM code, according to their
testing cases.
For nonspherical particles, the generalization of this multipole expansion method
of FLEs is then the multiple particle T-matrix method [166], which uses the full-
form T-matrix of nonspherical particles. However, it should be noted that a severe
limitation of the multiple particle T-matrix method is its incapability to deal with
elongated particles placed in the near-field of each other or of an interface [167].
This is because the VSWF decomposition of the electromagnetic field is formally
valid only in a uniform background beyond the smallest sphere that circumscribes
the entire particle. Recent efforts to solve this limitation include Refs. [167–172],
to name a few. As a variant, the fast multi-particle scattering (FMPS) algorithm
[173–175] has been developed in recent years to accelerate the computation speed
of the multi-particle scattering problem by using the combination of the integral
equation technique to discretize each well-separated nonspherical particle [176]
(or closely placed particle clusters in order to avoid the overlapping of the enclos-
ing sphere due to the same reason above), the Debye scalar potential representa-
tion 8 and the fast multipole method (FMM) [178–181]. This algorithm permits to
compute the electromagnetic field for ensembles containing several thousand or
more particles on a single CPU [173].
8Instead of using the VSWF representation in Eqs.(47)-(51), this scalar potential representation
can reduce the complexity by avoiding the heavy use of vector algebra and vector translation
functions [177].
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3.3.2. The coupled-dipole model (CDM)
Since Eq. (51) is a general equation which includes all multipolar excitations
in the spheres, a much simpler method which only considers the electric dipolar
excitations is also frequently used. This is the well-known coupled-dipole model.
As mentioned in Section 3.1, the governing equation of this method and the DDA
method is the same, despite the fact that they are used for different purposes.
This coupled-dipole model, although very simplified, still preserves the essence
of multiple scattering physics, and therefore usually acts as a prototype model
for studying many complicated mechanisms, for instance, the recurrent scattering
mechanism [154]. Moreover, it is also very suitable for a group of small par-
ticles in which only dipolar modes are excited, not necessarily being spheres.
Along with the rapid development of nanofabriction, plasmonics and nanophoton-
ics, the coupled-dipole model is now already verified experimentally for a variety
of nanostructures, including one-dimensional chains of metallic (typically gold
and silver which support surface plasmon polaritons) nanoparticles [182], ordered
[183, 184] and disordered [185] two-dimensional arrays of metallic nanoparticles,
and three-dimensional nanoparticle aggregates [186], etc. The nanoparticles can
be nanorods [185], nanospheres [182] and many other geometries [187], only if
they show an electric-dipole electromagnetic response. Moreover, for ultracold
two-level atoms, in the limit of low excitation intensity of light, where atoms are
not saturated, and assuming no Zeeman degeneracy of hyperfine sublevels or other
internal quantum effects, for example, Sr atoms with zero electronic angular mo-
mentum [188], the response of a single two-level atom over light can be also
treated as a linear point dipole. In this circumstance, the coupled-dipole model
is also suitable to describe the light-matter interaction in ultracold atomic clouds
[189], which will be discussed in Section 6.2.
Since we are working in a single frequency/wavelength (the frequency do-
main), we will abbreviate the frequency dependency of all quantities appearing
below. In vacuum or any homogeneous, isotropic host medium, the coupled-dipole
model has the following form [21]:
dj = α
[
Einc(rj) + k
2
N∑
i=1,i 6=j
G0(rj, ri)di
]
, (52)
where α is the polarizability of the particle. Einc(rj) is the incident field impinging
on the j-th particle. For instance, for a plane wave illumination along the z-axis,
we have Einc(rj) = E0 exp (ik · rj) with k = kzˆ. di is the excited dipole mo-
ment of i-th particle. G0(ω, rj, ri) is the free-space dyadic Green’s function and
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describes the propagation of scattered field of j-th dipole to i-th dipole as [154]
G0(rj, ri) =
exp (ikr)
4pir
(
i
kr
− 1
k2r2
+ 1
)
I +
exp (ikr)
4pir
(
− 3i
kr
+
3
k2r2
− 1
)
rˆrˆ− δ(r)
3k2
,
(53)
where the Dirac delta function δ(r) is responsible for the so-called local field in the
scatterers [154]. I is identity matrix and rˆ is the unit vector of r = rj − ri. After
the EM responses of all scatterers (namely, all dipole moments di with respect
to a specific incident field) based on above multiple wave scattering equations are
calculated, the total scattered field of the random cluster of particles at an arbitrary
position r 6= rj , where rj denotes the position of scatterers, is computed as
Es(r) = k
2
N∑
i=1
G0(r, rj)dj, (54)
where the Green’s function G0(r, rj) then describes the propagation of the scat-
tered field of j-th dipole to a given position r, similarly. And the total extinction
cross section of the group of scatterers can also be calculated:
Ce = k
N∑
j=1
Im(dj · E∗exc,j), (55)
where Eexc,j is the exciting field imping on j-th particle and given by Eexc,j =
dj/α. The total absorption cross section is calculated as
Ca = k
N∑
j=1
Im(dj · E∗exc,j −
k3
6pi
|dj|2). (56)
Therefore, the total scattering cross section of the system of dipoles is directly
given by Cs = Ce − Ca.
3.4. Radiative transfer and diffusion equations
Above equations are all related to the propagation of electromagnetic waves in
the framework of Maxwell’s equations, while the radiative properties are defined
in the framework of the RTE that treats radiation as energy bundles (like classical
particles). In this subsection, we attempt to briefly discuss how to establish the
relationship between Maxwell’s equations and the equation of radiative transfer,
as well as the hydrodynamic limit, the diffusion equation.
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3.4.1. Radiative transfer equation
As mentioned before, RTE is derived phenomenologically in its initial stage
from energy conservation considerations [87]. In the 1970s-1980s, there were con-
tinuous efforts to establish the relationship between the RTE and Maxwell’s equa-
tions, and it was finally shown that this connection can be made by means of the
analytical wave theory [88, 89, 190, 191]. To put it simply, the RTE can be de-
rived by retaining the so-called ladder diagrams in the Bethe-Salpeter equation
in which the field correlation function 〈E(r)E∗(r′)〉 is expressed into the specific
intensity. Specifically, the ladder diagrams are constructed by connecting the mul-
tiple wave scattering trajectories (according Eq.(32)) to their complex-conjugated
counterparts with exactly the same ordering of scatterers, and in each of these tra-
jectories, all scatterers are assumed to be visited only once. This procedure results
in diagrams looking like a series of “ladders”, which then give them the name.
As a result, this ladder approximation only describes the transport of radiation
intensity, and at the intensity (or more formally, irreducible vertex) level, it is ac-
tually equivalent to the ISA [13]. All kinds of microscopic and mesoscopic wave
interference effects occurring outside the scatterers are neglected in the RTE [12–
15, 17, 76, 90]. It is also noted that according to the derivation procedure, the RTE
describes the transport at length and time scales much larger than the wavelength
and the period of light, and assumes weak scattering, i.e., scattering/transport
mean free path is much larger than the wavelength [12–15, 88]. Details of the
derivation of the RTE using the diagrammatic technique in the analytic wave the-
ory can be found in many monographs and papers, e.g., Refs.[13, 14, 14, 192, 193]
and thus are not shown here. For a historical review about the relationship between
the analytic wave theory and the RTE, see the Van de Hulst essay paper by Tsang
[91]. Remarkably, Doicu and Mishchenko presented a series of reviews to describe
how to derive the RTE from Maxwell’s equations using different methods and dis-
cuss relevant interference effects [86, 103–107], including the far-field Foldy-Lax
equations [103] and the analytic wave theory (or directly dubbed ”Dyson and
BetheSalpeter equations”) [104].
To show the connection between the RTE and Maxwell’s equations more in-
tuitively, in Fig. 4, a schematic diagram of different regimes in the theoretical
treatment of radiative transfer, proposed by van Tiggelen et al. [76], is presented.
In this figure, different regimes of radiative transfer are distinguished by three pa-
rameters, i.e., the wavelength of radiation λ, the degree of disorder characterized
by the mean free path l divided by the wavelength, and the length scale of ra-
diative transfer quantified by the sample size L divided by the wavelength. It is
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Figure 4: Schematic diagram of different regimes in the theoretical treatment of radiative transport.
Reprinted from Ref. [76]. Copyright 2000 by the American Physical Society.
clearly indicated by this figure that the RTE is most suitable for the situations in
which l  λ (weak scattering or equivalently, weak disorder) and L  λ. When
the disorder (or equivalently, scattering strength) is increased with intermediate
scattering strength (i.e., l/λ is sufficiently larger than unity but away from the
weak scattering limit, i.e., l is at the scale of several λs), mesoscopic interferences
like the weak localization occur at the length scale of L  λ. Weak localiza-
tion, also known as the coherent backscattering, can be expressed as a series of
most-crossed diagrams [194–196] (or so-called cyclical terms [17, 197]) in the di-
agrammatic representation of the irreducible intensity vertex in the Bethe-Salpeter
equation, which cannot be considered in the RTE (see Section 6). Moreover, when
the disorder continues to increase to result in l . λ, strong localization (or known
as Anderson localization) can occur. And at small length scales and intermediate
disorder (or scattering strength), the DSE is important, manifested as the wave
interferences that take place at the length scale L ∼ λ,
As mentioned in Section 2, in a rigorous sense, the RTE cannot be applied in
the dependent scattering regime since it is derived under the ISA, which is also
implied by Fig.4. However, it is quite useful in practice to retain the form of RTE
by correcting the mesoscopic radiative properties by considering DSE. This is key
assumption of the present article and most reviewed references herein [14]. It is
thus postulated that the DSE introduces some additional perturbative terms to the
diagrammatic expansion of the RTE and results in a modification to the meso-
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scopic radiative properties. In this manner, the numerical techniques to solve the
RTE in large-scale disordered media can be exploited, which is very valuable in
practice. For instance, the dense media radiative transfer theory (DMRT), devel-
oped by Tsang and coworkers [14, 89, 91] in the spirit of this postulation, has
been widely applied in the field of microwave remote sensing for the prediction
of radiative transfer in dense media like terrestrial snow with densely packed ice
grains, whose validity has been confirmed by extensive experimental measure-
ments [198–201]. As a consequence, this postulation is also viable in many other
practical applications like thermal engineering where moderate-refractive index
materials are used, usually away from electromagnetic resonances9. To the best of
our knowledge and experiences, this is the only feasible approach to treat large-
scale DDM when the mesoscopic radiative properties are significantly affected by
the DSE.
Although the RTE is an approximate equation that describes radiative trans-
fer in disordered media, closed-form analytical solution is usually not available
in most cases [75]. In fact, it is far from trivial to solve this equation with high
accuracy and fast computation speed simultaneously for large-scale disordered
media under realistic conditions (e.g., spatially gradient radiative properties, com-
plicated scattering phase functions, irregular boundary conditions, etc.), which is
still an active area under intensive investigations by researchers from a variety of
fields including thermal sciences [74, 75], atmospheric sciences [210, 211], as-
trophysics [87, 212], remote sensing [89, 213], computer graphics [214, 215], ap-
plied mathematics [216, 217], to name a few. Typical numerical methods include
the discrete ordinates method (DOM, or the SN method) [217–219], the method
of spherical harmonics (the PN method) [220, 221], the Monte Carlo method
[222–224], the Chebyshev spectral method [216, 225] and the lattice Boltzmann
method [226, 227], etc. The inverse RTE problem, that aims to reconstruct the
9When there are electromagnetic resonances like Mie or some internal resonances in the densely
packed scatterers, it is not quite clear whether this postulation can effectively work. By now there
are very few works on resonant multiple scattering in dense DDM in the regime described by
the RTE (L ∼ l). Most works about resonant multiple wave scattering are either on dilute DDM,
e.g., Refs. [12, 154, 202] or in the diffusive regime, e.g., Refs. [203, 204], to name a few. In
particular, in highly scattering DDM in the diffusive transport regime, it is instructive to note that
the diffusion coefficient should be significantly modified by introducing a position dependence
to account for mesoscopic wave interferences like weak and strong localization mechanisms and
the theory agrees well with experiments and numerical simulations [55, 205–209]. This may
provide some implications on developing and justifying similar schemes in the RTE regime for
microscopic interferences under resonant multiple wave scattering.
38
radiative properties of disordered media from macroscopically measured signals
(reflectance, transmittance, etc.) and usually ill-posed or ill-conditioned (e.g., the
crosstalk between scattering and absorption coefficients), is even more challeng-
ing, which requires more elaborate computational methods [228–230], some a
priori information about the media, and as will be mentioned in Section 5, more
experimental data, e.g., by modulating the illumination [231].
3.4.2. Diffusion equation
A well-known limit of the RTE is the celebrated diffusion equation of photons,
which follows from the diffusive transport behavior of other classical particles in
Brownian motion, like macroscopic heat transport by phonons [13, 15, 88]. This
equation applies for highly scattering media with sufficiently low absorption, and
the thickness of the sample should be much larger than the scattering mean free
path, namely, L ls. As a result, the photons are scattered so many times before
exiting the sample that they “forget” their initial transport direction, and therefore
the long-time (long path-length) transport behavior can be described as isotropic,
even if the scattering phase function itself is also anisotropic [13]. The resulting
diffusive scale of photon migration mean free path is called transport mean free
path ltr = ls/(1− g). In this circumstance, we say the radiative transfer enters the
“diffusive regime”, which is important and exhibits distinctions from the regime
of radiative transfer equation, as will be shown below.
The diffusion equation takes the following form (a derivation from RTE to
diffusion equation is given, for instance, in Ref.[232]):(
−∇ ·D∇+ vEκa
)
φ(r) = Q(r), (57)
where D is called the diffusion coefficient, φ(r) = 1
4pi
∫
4pi
I(r,Ω)dΩ is the aver-
age diffuse intensity, Q(r) is the source function and vE is the energy transport
velocity. For nonabsorbing disordered media, the diffusion coefficient is given by
D = vEltr/3. In the meantime, when the absorption coefficient is nonzero, D
should somehow depend on it, while the exact formula is still under debate [232].
A heuristic form is D = vE/[3(κtr + κa)], where κtr = 1/ltr is the transport or
reduced scattering coefficient. Pierrat et al. [233] proposed a method to determine
the exact diffusion coefficient based on finding the diffusion eigenmode of the
RTE. Nevertheless, for very weakly absorbing media, the difference is somewhat
not substantial.
The diffusion equation has achieved a success in describing radiation transport
in highly scattering media, such as TiO2 colloidal films [203], porous gallium
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phosphide (GaP) networks [234], and is the fundamental basis for understanding
radiative transfer in such disordered media. For example, Eldridge et al. [235,
236] examined this relation with experimental data of scattering coefficient and
transmittance of TBC samples and a good agreement was found.
A useful property in the diffusion equation in nonabsorbing media is that the
transmission of a thick slab geometry of thickness L obeys the well-known Ohms
law as
T =
ltr + ze
L+ 2ze
, (58)
where ze is the extrapolation length given by
ze =
2
3
R¯ltr. (59)
Here R¯ is related to average reflection coefficient at the boundary surface, whose
expression can be found in literature, for instance, Ref.[232]. For very thick sam-
ples, we have L  ltr, and therefore T ∼ ltr/L is obtained, which provides a
convenient method to measure the transport mean free path, as will be demon-
strated in Section 5.
Besides, it is interesting to note in Fig. 4 that the diffusion equation can be even
applied in the regime where the RTE breaks down. This is because the diffusion
equation is also the hydrodynamic limit of the Bethe-Salpeter equation [15, 76],
and a derivation can be found in Refs.[12, 13, 15, 78, 154, 192, 237], to name a
few. In this sense, in the diffusive regime (L  l), the diffusion equation is not
subject to the limitations of the RTE, such as the weak scattering condition. In par-
ticular, the diffusion equation is able to describe weak localization effect through
a renormalized diffusion coefficient [15]. Moreover, as the scattering strength or
disorder continues to increase, approaching the threshold of localization transi-
tion (i.e., l ∼ λ), the diffusion equation can be further extended by introducing a
position-dependent diffusion coefficient to consider the position-dependent return
probability of waves via the looped multiple-scattering paths [55, 205, 206].
To summarize, in this section, we review the basic theories for describing sin-
gle and multiple scattering of electromagnetic waves in DDM based on the first-
principle Maxwell’s equations. For single scattering, we introduce the Mie theory,
the T -matrix method and the DDA. For multiple scattering of electromagnetic
waves, we describe the analytical wave theory (Dyson and Bethe-Salpeter equa-
tions) and the Foldy-Lax equations. We also show that the diagrammatic technique
can be applied to obtain the self-energy and irreducible intensity vertex in a per-
turbative way, and these two quantities can be used to give radiative properties.
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The simple coupled-dipole model is also introduced as a popular and easily ac-
cessible tool to investigate the underlying physics in a group consisting of a large
number of scatterers. On this basis, we proceed to a discussion on the relationship
between Maxwell’s equations and the RTE as well as the diffusion equation along
with their applicabilities, in order to demonstrate the role of wave interferences in
radiative transfer and understand the nature of the DSE.
4. Theoretical and numerical treatments on the DSE
According to the discussion in Section 2.3, it is necessary to explore the un-
derlying mechanisms in the DSE, and develop corresponding analytical and semi-
analytical methods to predict the effect of dependent scattering mechanism on
the mesoscopic radiative properties. In this section, we first describe some basic
mechanisms involved in the DSE, including the far-field DSE, near-field DSE, re-
current scattering, structural correlations and the effect of absorbing host media,
and summarize relevant theoretical models that deal with them, most of which
have closed-form analytical formulas. Then numerical methods to model the DSE
are summarized, including the supercell method, the representative volume ele-
ment method and the direct numerical simulation method.
4.1. Theoretical mechanisms of the DSE
The DSE, which can occur in the near field as well as the far field among ad-
jacent scatterers [13, 15, 78], will significantly affect the radiative properties in
different length scales. Accordingly, the DSE can be roughly classified into two
categories, i.e., the far-field and near-field DSEs. Figure 5 schematically shows
their differences. In the following, we will briefly review theoretical considera-
tions on these two categories of dependent scattering mechanisms. And in partic-
ular, we also introduce the recurrent scattering mechanism, the role of structural
correlations and the absorption of the background medium on the DSE.
4.1.1. The far-field DSE
The far-field DSE, depicted in Fig.5a, mainly considers the interference of
scattered electromagnetic waves from different scatterers in the far field, while dif-
ferent scatterers can also interact with each other through far-field scattered waves.
The main contribution to the far-field DSE, in conventional cases, stems from
the inter-particle correlations, since these correlations lead to constructive or de-
structive interferences among the far-field scattered waves. Therefore, theoretical
models on this mechanism usually relies on some description of the distribution of
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Figure 5: Schematic of the (a) far-field and (b) near-field DSEs in a discrete disordered medium.
Here for simplicity, only three scatterers are presented, which are numbered as i, j, l. The dashed
line denotes g2(rj , ri), the pair distribution function between the two scatterers. In (a), the dotted
line indicates a schematic boundary of the far-field region outside of the entire medium, and the
scatterers are also distributed in the far field region of each other. The blue thick arrow indicates
the incident wave Einc, while the red thick arrows stand for the partially scattered, propagating
waves from particle i to j and from l to j. The yellow thick arrows represent scattered waves
that propagate to the far field out of the medium Eis(r), E
j
s(r) and E
l
s(r). In (b), the scatterers
are located in the near fields of each other, and the multiple wave scattering is dominated by the
near-field tunneling of evanescent waves, as shown by the red thin arrows combined with a curve
representing the exponential decay of wave amplitudes.
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scatterers. More specifically, the structure factor, which is the Fourier transform of
the two-particle correlation function, usually provides a first-order consideration
of the far-field DSE, leading to the well-known interference approximation (ITA).
In this method, the single scattering property of an individual scatterer is assumed
to be not affected, namely, no interparticle interactions through scattered waves
(denoted by red thick arrows in Fig.5a). As a result, the ITA is not able to fully
capture the far-field DSE, especially when the packing density is becomes large,
structural correlations are strong or the scatterers are highly scattering.
A conspicuous mechanism that is not accounted for in the first-order correction
of the far-field DSE is the deformation of local electromagnetic field impinging
on each scatterer, due to the scattered waves from adjacent scatterers. It means
that the local incident field with respect to each scatterer is no longer the same
as the externally incident field as the ITA and ISA assume. This mechanism be-
comes appreciable at moderate and high packing densities for strongly scattering
particles. To tackle with this mechanism, many authors have introduced a homoge-
nized environment with some effective refractive index surrounding each scatterer
to modify the ITA model [4, 61, 238]. However, this type of methods is not ca-
pable of explicitly demonstrating how the local incident field is altered by other
scatterers. Moreover, they cannot consider some circumstances in which, for a
plane wave illumination, the local field can be deformed into neither plane-wave-
like nor spherical-wave-like, resulting in the invalidity of the assumption of the
existence of an effective refractive index for the surrounding background. The lat-
ter mechanism is seldom discussed, and will substantially affect the mesoscopic
radiative properties, which was elucidated in Ref. [150] based on a dependent
scattering model derived from the quasicrystalline approximation (QCA) by our
group. But the QCA approach cannot tackle with the resonances well. The details
of theoretical models mentioned here will be further discussed in Section 4.2.
4.1.2. The near-field DSE
As the concentration of scattering particles in disordered media rises, they are
inclined to step into the near fields of each other [20, 50] (i.e., the clearance c
between scatterers is comparable or even smaller than the wavelength, approxi-
mately, kc . 1). In this circumstance, near-field interaction (NFI) among scat-
terers, which is negligible when the scatterers are in the far fields of each other,
can also contribute to radiation energy tunneling and thus transport properties.
Specifically, the NFI indicates the electromagnetic coupling of different scatterers
through their scattered near fields, which are mainly composed of electromagnetic
wave components with large wave numbers (k > k0, where k0 is the wave number
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of free-space radiation). Moreover, the NFI is purely vectorial, namely, containing
both transverse and longitudinal components [12], while in the far-field DSE, the
far-field scattered waves are always transverse spherical waves. This can be intu-
itively understood from the dyadic Green’s function in Eq.(53), in which the trans-
verse component contains a term slowly decaying with the distance r as 1/r (i.e.,
a spherical wave) and the longitudinal component contains two terms decaying as
1/r2 and 1/r310. As a consequence, the NFI leads to a more intricate picture of
dependent scattering than the far-field interaction. Figure 5b schematically shows
the possible tunneling of evanescent waves between nearby scatterers, where the
red thin arrows combined with a curve representing the exponential decay of the
amplitudes of evanescent waves.
The near-field DSE in densely packed DDM is still difficult to fully capture
by now. Recently, there has been growing interest in addressing this mechanism
thanks to the development of computational and experimental capabilities. It was
numerically and experimentally shown by Naraghi et al. that the NFI can enhance
total transmission of disordered media by adding channels of transport [20]. It
is also demonstrated that the longitudinal component of the NFI is a hindering
factor for Anderson localization in three dimensions [239–241], while interest-
ingly Silies et al. revealed that near-field coupling assists the formation of local-
ized modes [242]. Pierrat et al. reported that NFI of a dipolar emitter with more
than one particle creates optical modes confined in a small volume around it and
give rise to strong fluctuations in local density of states (LDOS) [243]. Notably,
Tishkovets and coworkers [84, 85, 244–246] carried out a series of theoretical
analysis on the near-field DSE in clusters of densely packed scatterers with sizes
comparable or smaller than the wavelength, where the near-field mutual shielding
effect, the inhomogeneous field and the negative values of the degree of linear
polarization in the backscattering direction were discussed. Nevertheless, a clear
elucidation of the near-field DSE and its influence on the mesoscopic radiative
properties is still rare, although several phenomenological models are developed
to qualitatively address the effect of NFI, which will be presented in Section 4.2.7.
Note the methods based on the coherent-potential approximation (CPA) are be-
lieved to account for the near-field interactions to some degree in densely packed
DDM, although in an implicit way through an effective refractive index.
In addition, since NFI is much stronger than far-field interaction, it is promis-
10We have explicitly presented the expressions of transverse and longitudinal components in the
dyadic Green’s function in Eqs.(73) and (74) for the convenience of calculation.
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Figure 6: Schematic of the recurrent scattering mechanism in a random medium containing dis-
crete scatterers. The ⊗ indicates a scatterer and the lines stand for the propagation of waves. Left:
a multiple scattering path visiting independent scatterers, in which the propagating wave is never
scattered more than once by the same scatterer. The contribution to the self-energy is Σ(1), namely,
the independent scattering approximation. Right: a multiple scattering path involving the repeated
scattering between pairs of scatterers. There are two types of contributions to the self-energy,
Σ(2,a) and Σ(2,b). The former describes binary processes in which the radiation incident on one
scatterer eventually returns to the same one, and the latter describes all processes in which the
radiation incident on one scatterer emerges from the second. Reprinted with permission from Ref.
[154]. Copyright 2016 by the American Physical Society.
ing to utilize NFI to achieve extreme light-matter interaction. Therefore, the near-
field DSE still needs to be systematically and quantitatively investigated. Recently,
Shen and Dogariu [247] investigated the phase and effective interaction volume
of a nanoparticle, which provided some important insights for the near-field DSE.
4.1.3. Recurrent scattering mechanism
Another mechanism in the DSE worth discussing is the recurrent scattering
mechanism. When the scattering strength increases, the probability of a multi-
ply scattered wave propagating back to a scatterer which it formerly visited also
grows, leading to a closed-loop-like scattering trajectory. For very strongly scat-
tering media, for example, cold atomic clouds near the atomic bare resonance and
metallic nanoparticles near the localized surface plasmonic resonances, the influ-
ence of recurrent scattering is significant[21, 154]. However, the analytical cal-
culation of the recurrent scattering mechanism is still very troublesome and can
only be done for very simplified cases, for example, recurrent scattering between
two point scatterers [154, 248, 249]. Figure 6 shows a typical recurrent scattering
scheme between a pair of nearby scatterers [154], which can result in analytical
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expressions for the self-energy. In particular, there are two types of contributions
to the self-energy, Σ(2,a) and Σ(2,b). The former describes two-scatterer processes
in which the radiation incident on one scatterer eventually returns to the same one,
and the latter describes all processes in which the radiation incident on one scat-
terer emerges from the second. In the diagrammatic representation of self-energy,
this mechanism amounts to a group of self-connected diagrams. The calculation
for this self-energy is presented in Section 4.2.5, which was conducted by Cher-
roret et al. [154]. It has been shown that for resonantly scattering particles, the
impact of this two-scatterer recurrent scattering process becomes significant even
in a dilute disordered medium (4pin0/k3  1) [154, 248, 249].
4.1.4. The role of structural correlations
As mentioned in previouse sections, one important factor that leads to the
dependent scattering mechanism is known as the structural correlations, which
describe the possible reminiscence of order (usually short- or medium-ranged)
existing in the spatial variation of the dielectric constant in disordered media
[124]. They can give rise to definite phase differences among the scattered waves
[4, 30, 31, 49, 98, 124, 250], which can well preserve over the ensemble aver-
age procedure. Hence constructive or destructive interferences among the scat-
tered waves occur and thus affect the transport properties of light remarkably.
This is also called “partial coherence” by Lax [30, 31]. The most well-known type
of structural correlations is the hard-sphere positional correlation in disordered
media consisting of purely hard spheres without any additional inter-particle in-
teractions [98, 251]. This is due to the fact that hard spheres cannot deform or
penetrate into each other, and the structural correlations emerge when the con-
centration of spheres is substantial (usually under a volume fraction of fv > 5%
[97]). Moreover, when the correlation length of particle positions is comparable
with or smaller than the wavelength, the structural correlations play a very impor-
tant role in determining the microscopic interferences and thus radiative properties
[4, 98, 252].
Generally speaking, the structural correlations are not only affected by the
packing density (or volume fraction), but also by the interaction potential be-
tween particles. In fact, for some types of specially-designed structural correla-
tions, even if the concentration of particles is not very high, the strong positional
correlation will give rise to very significant interference phenomena, for instance,
in the so-called short-range ordered hyperuniform media [250, 253, 254]. Several
typical kinds of interaction potential among particles, for example, the surface ad-
hesive potential [255, 256] and the interparticle Coulombic electrostatic potential
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[4, 257], can be realized experimentally. By controlling the interaction potential
and thus the structural correlations, a flexible manipulation of the radiative prop-
erties of random media can be achieved [95].
4.1.5. The effect of an absorbing host medium
In most theoretical considerations of the multiple scattering of waves, the
background medium is assumed to be nonabsorbing. This assumption holds for
many applications of visible light in atmospheric sciences and optics. On the other
hand, in many other applications, e.g., infrared spectroscopy, the host medium
may become absorptive. As a matter of fact, dependent scattering in an absorbing
host medium is still an unsolved problem both theoretically and experimentally.
As light scattering by a single spherical particle embedded in an absorbing back-
ground medium was not formally solved theoretically until the 2000s [258–262]
and is still under intensive theoretical and experimental investigation [263–266],
a full theory for the multiple scattering of electromagnetic waves in an absorbing
host medium was still not well-established. Such a theory is nowadays in need
for many applications, for example, the use of highly-scattering nanoparticles to
enhance the light absorption of thin-film silicon solar cells [267, 268], as well as
microsphere enhanced subdiffraction optical imaging [269]. Recently, progresses
on this problem were made by Mishchenko and coworkers [270, 271], who es-
tablished the Foldy-Lax equations of multiple scatterers, solved the coherent elec-
tromagnetic field and derived the RTE in a weakly absorbing host media. Their
derivation was based on the far-field approximation, namely, with no considera-
tions of the DSE. Durant and coworkers [272, 273] were the first to investigate the
DSE in an absorbing matrix. They developed an analytical formula using the dia-
grammatic expansion method (as will be shown to be an extension of the Keller’s
approach) to predict the extinction coefficient, which considered the DSE and was
verified by full-wave numerical simulations.
4.2. Theoretical models of radiative properties considering the DSE
In this subsection, we present some notable theoretical models that are used
to predict the radiative properties of DDM with considerations of the DSE, some
of which are already mentioned in the previous subsection. We will give a brief
discussion on their physical significance, derivation procedure, advantages and
limitations. Most of the models can result in closed-form formulas for the extinc-
tion coefficient κe, while for scattering and absorption coefficients as well as the
scattering phase function, many models did not have analytical expressions. This
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is because the latter quantities require additional derivations on the incoherent in-
tensity (e.g., the irreducible vertex in the analytic wave theory), while deriving
the extinction coefficient only needs the knowledge of the coherent field (e.g., the
self-energy in the analytic wave theory), which is much easier to deal with.
Here we focus on the theoretical models developed for homogeneous spheri-
cal scatterers due to its high availability, which can be easily extended to the cases
of other shapes, like multilayered spheres and cylinders in the 2D case. However,
for scatterers of more complicated shapes like spheroids, cubes and pyramids, no
general closed-form theoretical models are available due to many difficulties, one
of which is to obtain the solution of pair distribution function describing struc-
tural correlations. Moreover, we only consider a single species of particles, and
the particles are disorderedly distributed in vacuum without loss of generality.
In addition, for most models, we mainly give analytical expressions for electric
dipoles with a concise derivation process to present the underlying physics, while
for high-order multipolar excitations, we basically provide the formulas derived
in the literature.
4.2.1. Interference approximation (ITA)
As discussed in Section 4.1.1 and Section 4.1.4, since the scatterers are ran-
domly distributed in the medium and have finite sizes, it is pivot to take the inter-
particle correlations into account in the analysis of the dependent scattering mech-
anism [4, 98], especially when the volume concentration is substantial. The inter-
ference approximation [274], also known as the collective scattering approxima-
tion that takes the “collective scattering” due to structural correlations into account
[20], is regarded as the first-order correction to the DSE. This method only consid-
ers the correlation between a pair of particles, which is described by the pair distri-
bution function (PDF), g2(r1, r2) (already schematically shown in Figs.3 and 5a).
Specifically, it is the conditional probability density function of finding a particle
centered at the position r1 when a fixed particle is seated at r2. When assuming
the random medium is statistically homogeneous and isotropic, the PDF only de-
pends on the distance between the pair of particles, i.e., g2(r1, r2) = g2(|r1 − r2|)
[124, 251]. There are already several approximate analytical solutions of the PDF
for some specific random systems, e.g., Refs.[251, 255]. A well-known approxi-
mation for hard spheres is the Percus-Yevick (P-Y) approximation [251]. On the
other hand, the PDF g2(r) between pairs of particles can also be obtained exper-
imentally by analyzing the statistical correlations in the microscopic structures
[275]. On this basis, the structure factor can be calculated through a Fourier trans-
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form process for the pair correlation function h2(r) = g2(r)− 1 as
S(q) = 1 + n0
∫
drh2(r) exp (−iq · r). (60)
In the ITA, this structure factor is then used as a correction to the ISA to derive
the mesoscopic radiative properties. In this method, the single scattering property
of an individual scatterer is assumed to be not affected. Then in a statistically
homogeneous and isotropic disordered medium, the differential scattering coeffi-
cient in this method can be given by
dκs,ITA
dθs
= n0S(q)
dCs
dθs
, (61)
where dCs
dθs
is the single particle differential scattering cross section. Here θs is
the polar scattering angle, and the dependency on azimuth angle is integrated out
(namely, an azimuthal symmetry is assumed here), and q is chosen to be the dif-
ference between scattered wavevector and incident wavevector, i.e., q = 2k sin θs.
For spherical and homogeneous Mie scatterers (Eqs.(8-10)), we have
dκs,ITA
dθs
=
n0pi
k2
S(2k sin θs)(|S1(θs)|2 + |S2(θs)|2), (62)
where the scattering amplitudes S1(θs) and S2(θs) are given by Eqs.(9-10). The
total scattering coefficient is obtained by directly integrating the differential scat-
tering coefficient over θs as κs,ITA =
∫ pi
0
dκs,ITA
dθs
sin θsdθs, and the scattering phase
function and asymmetry factor can also be accordingly computed. In the long
wavelength limit q → 0, the structure factor is given by [124, 251]
S(q = 0) =
(1− fv)4
(1 + 2fv)2
, (63)
which results in the well-known Twersky’s formula for the scattering coefficient
as [276]
κs,Twersky = n0Cs
(1− fv)4
(1 + 2fv)2
. (64)
As discussed in Section 4.1.1, the ITA model accounts for the first-order far-
field interference effect, which is the most widely used method [4, 36, 49, 98,
252, 277, 278]. For example, Tien and coworkers [36, 37, 41] implemented this
approach to consider the DSE on radiative properties of packed beds containing
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spherical particles. Garcia et al. [18] also employed it and showed the theoretical
prediction for total transmission of the photonic glass can achieve a much better
agreement with the experimental result than ISA [18] (Results are shown later in
Fig.15c.). However, it was demonstrated in this experiment, a quantitative agree-
ment is still not available, especially in the long wavelength range, where DSE
is expected to be more prominent since the distance between particles becomes
comparable or smaller than the wavelength, resulting in more particles involved
in the multiple wave scattering process. Similarly, Conley et al. [278] calculated
the decay rate of diffuse radiation transport in a 2D dielectric medium (refrac-
tive index is 3.5) containing randomly distributed circular air holes whose volume
fraction is 20%, and they found the prediction of this model deviated from the
numerically exact result significantly, where the discrepancy could reach an order
of magnitude in some cases that exhibit strong positional correlations among the
scatterers.
4.2.2. Local field correction (Maxwell-Garnett Approximation)
The local field correction, also known as the Lorenz-Lorentz relation (LLR)
takes the following form in 3D random media for the self-energy:
ΣLLR =
n0t0
1 + n0t0/(3k2)
= − n0αk
2
1− n0α/3 . (65)
This model is originally derived from the mean-field assumption in atomic and
molecular optics (see Refs.[1, 24]) using a local field concept for an ideal cu-
bic array of electric dipoles and therefore was usually regarded as not capable
of considering the dependent scattering effect in disordered media. On the con-
trary, it was shown by Lagendijk and coworkers using the diagrammatic expansion
that this formula indeed takes positional correlations among randomly distributed
point dipolar scatterers (a→ 0) into account (namely, non-overlapping condition
for different scatterers) into infinite scattering orders [279]11. This can be under-
stood by noting that Eq.(65) is alternatively rewritten as
ΣLLR = n0t0
[
1 +
(
−1
3
)
n0t0
k2
+
(
−1
3
)2(
n0t0
k2
)2
+
(
−1
3
)3(
n0t0
k2
)3
+ ...
]
,
(66)
11Note in Ref.[279], the definition of “dependent scattering” is equivalent to recurrent scattering,
in which the same scatterer is visited more than once, different from ours. Our definition of
dependent scattering is a more general one.
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which is actually a summation over all scattering orders with the prefactors indi-
cating two-particle, three-particle, four-particle correlations and so on.
According to Eq.(35) the effective permittivity is then given by εeff = 1 −
Σ/k2, and equivalently, we have
εeff − 1
εeff + 2
=
1
3
n0α, (67)
which is indeed the Clausius-Mossotti relation. If the polarizability α is calcu-
lated from the electrostatic approximation for a particle much smaller than the
wavelength as αES = 4pia3(εp − 1)/(εp + 2)12, the well-known Maxwell-Garnett
approximation (MGA) is obtained:
εeff − 1
εeff + 2
= fv
εp − 1
εp + 2
. (68)
Above equation is only valid for very small scatterers with only electric dipole ex-
citation with negligible scattering cross sections. When the size of the particle in-
creases, the scattering becomes significant that can introduce additional imaginary
part into the effective permittivity. In this situation, the polarizability is expressed
in the first-order electric Mie coefficient a1 as [45]:
αED =
6pii
k3
a1 =
6pii
k3
m2j1(mx)[xj1(x)]
′ − j1(x)[mxj1(mx)]′
m2j1(mx)[xh1(x)]′ − h1(x)[mxj1(mx)]′ , (69)
where m = √εp is the complex refractive index of the particle. In combination
with Eq.(67), the model is called the extended Maxwell-Garnett theory (EMGT).
Analogously, by considering the magnetic dipole excitation described by the Mie
coefficient b1, this model can further be extended to result in an effective perme-
ability [281]:
µeff − 1
µeff + 2
=
2pin0i
k3
b1. (70)
Although this model was originally derived for cubic lattice [281] and not for-
mally derived for disordered media, it can be deduced from the full-wave equa-
tions describing an ensemble of coupled magnetic dipoles [282] in analogy of the
procedure of Ref. [279] for magnetic field instead. Ruppin [283] presented an ex-
tensive summary and evaluation for these EMGTs. These formulas have recently
12Note for nonabsorbing particles, this formula violates the optical theorem and thus cannot be
used when the scattering is significant [153, 280].
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received a lot of attention due to the invention of metamaterials and metasurfaces,
for example, negative-refractive-index metamaterials from dielectric particles sup-
porting both electric and magnetic dipoles [284].
Therefore, the effective refractive index is calculated as neff = Re
√
εeffµeff
and the extinction coefficient is given by κe = 2kIm
√
εeffµeff . Since this model is
derived for an ensemble of point scatterers with infinitesimal exclusion volumes,
it is not capable of considering the structural correlations for finite-size particles,
which may lead to a broadening and shift for the resonances in the spectra [285].
This effect is taken into account by the QCA (See Section 4.2.4), which is actually
equivalent to the local field correction in the point scatterer limit (a→ 0).
4.2.3. Keller’s approach
Developed by Keller and coworkers [286–288], this approach is a perturbative
formula for the effective propagation constant up to the second order of number
density n0. In this approach, the self-energy for an ensemble of electric dipoles in
the reciprocal space is given by
ΣKeller(ω,p) = n0t0I + n
2
0t
2
∫ ∞
−∞
d3rG0(r)h2(r) exp (ip · r). (71)
If we only consider the transverse waves and set p = K, namely, the effective
propagation constant, we can obtain the self-energy under the on-shell approxi-
mation as
Σ⊥Keller(K) = n0t−
n20t
2
3k2
+4pin20t
2
∫
r2drh2(r)
[
G⊥0 (r)j0(Kr) +
(
G
‖
0(r)−G⊥0 (r)
) j1(Kr)
Kr
]
,
(72)
where the second term arises from the singular part of the Green’s function, indi-
cating the local contact between particles and the third term is the leading-order
contribution of the two-particle correlations. G⊥0 (r) and G
‖
0(r) are transverse and
longitudinal components of the Green’s function, which are given by
G⊥0 (r) = −(
i
kr
− 1
(kr)2
+ 1)
exp (ikr)
4pir
(73)
and
G
‖
0(r) = 2(
i
kr
− 1
(kr)2
)
exp (ikr)
4pir
. (74)
In this situation it is noted that the self-energy and thus effective permittivity
depend on the momentum (wavevector), which is known as the spatial dispersion
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or nonlocality [151, 272, 289]13. The effective propagation constant (wavenum-
ber) K can therefore be solved self-consistently by using the relation
K2 = k2 − Σ⊥Keller(K). (75)
For scalar waves, the formula becomes simpler without the singular part of Green’s
function [272]. More generally by taking multipoles into account, the propagation
constant is given by [272, 289, 290]
K2 = k2 + i
4pin0Sk(0)
k
+
(
i
4pin0Sk(0)
k
)2
1
K
∫ ∞
0
eikr sin(Kr)g2(r)dr, (76)
where Sk(0) is the forward scattering amplitude with respect to the background
medium with a wavenumber k. Hespel et al. [289] reported experimental mea-
surements of the extinction coefficient in a suspension of PS spheres. It was found
that the Keller model is in good agreement with the data provided that nonlocal
effects are properly taken into account. Moreover, the local version using p = k of
this model can lead to substantial deviations from experimental results especially
for large particles (size parameter∼ 1) and for high volume densities. They also
examined the simple criterion establishing the regime of independent scattering
previously introduced by Hottel et al. [34], which was shown to be not consistent
with their experimental data. Notably, Derode et al. [291] tested this formula us-
ing acoustic waves in random media composed of metallic rods in water, where
the scatterer densities were (6% and 14%), and the agreement was quite good.
Chanal et al. [292] numerically examined Keller’s formula for 2D random media
with a wide range of particle sizes (a/λ = 1/40, 1/20, 1/10, 1/5) and volume
fractions (up to 50%). The refractive index of the particles is 2.25 with varying
imaginary parts ranging from 0 to 0.2. They found that this formula can achieve
a good agreement with numerical results up to a volume fraction of 30%. Durant
et al. further extended this model for absorbing host media [272] and verified it
numerically [273].
4.2.4. Quasicrystalline approximation (QCA)
Above formulas only involve the treatment of two-particle correlations. In
much denser random media, high-order position correlations involving three or
13Although the nonlocality is considered, this method still assumes that the wave propagation
behavior is mainly determined by a single mode. See the discussion in Section 3.2.1.
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more particles simultaneously become important. However, there are no closed-
form formulas for the correlation functions and it is also difficult to analytically
calculate third- and high-order diagrams in the analytic wave theory. Therefore,
approximations on the correlations are necessary, among which the quasicrys-
talline approximation is the mostly used [31, 150, 159]. In this method, three- and
higher-order correlations are treated as a hierarchy of pair distribution functions,
e.g., g3(r1, r2, r3) = g2(r1, r2)g2(r2, r3), g4(r1, r2, r3, r4) = g2(r1, r2)g2(r2, r3)g2(r3, r4)
and so forth, where g3 and g4 indicate three-particle and four-particle distribution
functions, respectively [31, 85, 159, 293]. This approximating method permits
to solve the propagation problem of coherent electromagnetic field (mean field)
in random media in closed-form formulas. In this one respect, QCA is actually
a perturbative approach only containing multiple wave scattering diagrams with
cascading two-particle statistics, although it still takes infinite scattering orders
into account [157, 294].
QCA was initially proposed by Lax [31] for both quantum and classical waves,
and examined by exact numerical simulations as well as experiments to be satis-
factorily accurate for the DSE in moderately dense random media [295, 296]. It is
also widely used in the prediction of optical and radiative properties of disordered
materials for applications in remote sensing [200] as well as thermal radiation
transfer [19, 297]. More generally, its validity for ultrasonic waves propagation in
acoustical random media is also frequently verified numerically and experimen-
tally [298].
In the low-frequency limit for electric-dipole particles, the self-energy under
QCA is expressed in a self-consisted way in the reciprocal space as
Σ (p) = n0t0I + n0t0
∫ ∞
−∞
G0 (p)H2 (p) Σ (p) , (77)
where H2(q) is defined as the Fourier transform of pair correlation function h2(r)
as
H2(q) =
∫ ∞
−∞
d3rh2(r) exp (−iq · r). (78)
Note it differs with the structure factor in Eq.(60) by unity. Letting Σ (p) = ΣI
be p independent, which is applicable for small particles meaning the scattering
properties are not spatially dispersive (i.e., locality is assumed), we have
ΣI = n0t0I− n0t0Σ
3k2
I + n0t0Σ
∫ ∞
−∞
drPVG0 (r)h2(r), (79)
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where we have separated the singular part of Green’s function and defined the
principal value (PV) of Green’s function as PVG0 (r). The integral is also trans-
formed from reciprocal domain to space domain. Then the self-energy is solved
as
Σ =
n0t0
1 + n0t0/(3k2) + 2n0t0
∫∞
0
drr exp(ikr) [g2(r)− 1]/3
. (80)
This equation in the point scatterer limit (a→ 0) is equivalent to the LLR formula
in Section 4.2.2. Therefore according to Eq.(35) the effective propagation constant
K is given by
K2 = k2 − 1
1/(n0t0) + 1/(3k2) + 2
∫∞
0
drr exp(ikr) [g2(r)− 1]/3
. (81)
After the effective propagation constant for the coherent wave is calculated,
the differential scattering coefficient for the incoherent wave can be derived. It
is determined by the irreducible intensity vertex Γ. Again here we only consider
two-particle statistics. The irreducible intensity vertex is solved as
Γ(p,p′) =
[
n0|C|2 + n20|C|2H2(p− p′)
]
I⊗ I, (82)
where C = Σ/n0. Afterwards, we take the on-shell approximation, which implies
the photons transport with a fixed momentum value p = K and those excitations
with other momentum values are negligible. It gives
Γ(Kpˆ, Kpˆ′) =
[
n0|C|2 + n20|C|2H2(Kpˆ−Kpˆ′)
]
I⊗ I. (83)
Since the pair correlation function H2(Kpˆ−Kpˆ′) only depends on the difference
between pˆ and pˆ′, the present medium is isotropic. And for unpolarized radiation
transport, the azimuth symmetry is preserved. By taking the transverse component
of the irreducible intensity vertex, the differential scattering coefficient can be
obtained by integrating over the azimuth angle ϕs with incident direction pˆ′ fixed
as [155]
dκs
dθs
=
n0|C|2(1 + cos2 θs)
4pi
{1 + n0H2[2K sin(θs/2)]} . (84)
Therefore the scattering coefficient can be calculated accordingly.
For spherical scatterers supporting high-order multipoles, the equations to cal-
culate the effective propagation constant under QCA can also be developed [14].
Here we only present the main formulas as follows.
K − k = −ipin0
k2
Nmax∑
n=1
(2n+ 1)(T (M)n X
(M)
n + T
(N)
n X
(N)
n ), (85)
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where T (M)n and T
(N)
n are T -matrix elements and for spheres, T
(M)
n = −bn and
T
(N)
n = −an. X(M)n , and Nmax is the maximum expansion order for the multi-
polar modes. Here X(N)n can be understood as the ensemble-averaged excitation
amplitudes for the multipolar modes, which can be calculated as
X
(M)
υ = −2pin0
Nmax∑
n=1
|n+υ|∑
p=|n−υ|
(2n+ 1)[Lp(k,K|d) +Mp(k,K|d)]
× [T (M)n X(M)n a(1, n| − 1, υ|p)A(n, υ, p) + T (N)n X(N)n a(1, n| − 1, υ|p, p− 1)B(n, υ, p)],
(86)
X
(N)
υ = −2pin0
Nmax∑
n=1
|n+υ|∑
p=|n−υ|
(2n+ 1)[Lp(k,Keff |d) +Mp(k,K|d)]
× [T (M)n X(M)n a(1, n| − 1, υ|p, p− 1)B(n, υ, p) + T (N)n X(N)n a(1, n| − 1, υ|p)A(n, υ, p)],
(87)
where Lp(k,K|D) and Mp(k,K|d) are given as:
Mp(k,Keff |d) =
∫ ∞
d
r2[g2(r)− 1]hp(kr)jp(Keffr)dr (88)
and
Lp(k,K|d) = − d
2
K2 − k2 × [khp
′(kd)jp(Kd)−Khp(kd)jp′(Kd)] (89)
These formulas are derived by Tsang and Kong [14, 148, 199], and by apply-
ing the distorted Born approximation (DBA) [294], namely, considering the first-
order scattering for a thin layer, the scattering phase function and scattering co-
efficient can be obtained [14]. This is called the dense media radiative transfer
theory (DMRT) [14, 91], which indeed follows from the original theory for elec-
tron transport in disordered materials (more specifically, liquid metals) [299].
Recently, we have re-derived the QCA formulas for a random system contain-
ing dual-dipolar particles in which only electric and magnetic dipoles are excited
[150]. Specifically, in terms of the intensity transport, we have obtained a Bethe-
Salpeter-type equation for this system. By applying the far-field and on-shell ap-
proximations as well as Fourier transform techniques, we have finally obtained
the scattering phase function and scattering coefficient, without resorting to the
DBA because full multiple scattering series of radiation intensity is accounted for.
Our treatment is based on more explicit arguments and can be easily extended to
multipolar excitations.
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4.2.5. Recurrent scattering models
The only recurrent scattering formula is derived by van Tiggelen and cowork-
ers [154, 248, 249] for each pair of (uncorrelated) scatterers, as schematically
depicted in Fig.6. Recently, this formula was extended to consider the correla-
tions between particles [300, 301]. For very small dipole scatterers, by assuming
that Σ is p-independent, we have the formula in the following form
Σrec =n0tI + n
2
0t
2
0
∫
d3rG0(r)h2(r) + n
2
0t
3
0
∫
d3r
G20(r)[1 + h2(r)]
I− t2G20(r)
+ n20t
4
0
∫
d3r
G30(r)[1 + h2(r)]
I− t2G20(r)
.
(90)
The transverse component of the self-energy is then given as
Σ⊥rec =n0t0 −
n20t
2
0
3k2
+
2n20t
2
0
3
∫
rdrh2(r) exp (ikr)
+ 4pin20t
3
0
∫
r2dr
[
2
3
G⊥20 (r)
1− t20G⊥20 (r)
+
1
3
G
‖2
0 (r)
1− t20G‖20 (r)
]
[1 + h2(r)]
+ 4pin20t
4
0
∫
r2dr
[
2
3
G⊥30 (r)
1− t20G⊥20 (r)
+
1
3
G
‖3
0 (r)
1− t20G‖20 (r)
]
[1 + h2(r)].
(91)
Therefore, the effective propagation constant and the effective permittivity can
be obtained by using the Dyson equation. Moreover, van Tiggelen and coworkers
[154, 248, 249] also derived the corresponding irreducible intensity vertex for
uncorrelated particles, while for correlated particles, by now no similar formulas
are obtained.
This recurrent scattering model also belongs to the perturbative approach in
the second order of the particle number density n0 under the framework of the
analytical wave theory, which is valid in very dilute random media, because in
denser media, recurrent scattering between three or more particles might become
prominent. More precisely, it was shown in Refs. [154, 248, 249] the criterion
for the diluteness is 4pin0/k3  1. Recently, Kwong et al. [300] used numerical
calculations to examine the validity range of this model.
4.2.6. Coherent potential approximation (CPA) and its modifications
The concept of coherent potential starts from very simple assumptions, which
was firstly developed for disordered electronic systems [30, 302, 303]. Consider
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that in a renormalized (effective) disordered medium with an effective Green’s
function Ge (or called ”modified propagator” [30]), the Lippman-Schwinger equa-
tion (Eq.(25)) is rewritten in the operator form as
G = Ge + GeTGe (92)
where 〈T〉 is the T-operator of the full system in the effective medium. Taking
ensemble average of Eq.(92), we obtain
〈G〉 = Ge + Ge〈T〉Ge. (93)
According to the definition of the effective Green’s function, we have 〈G〉 = Ge,
and thus the ensemble averaged T-operator in the effective medium should be
zero, i.e.,
〈T〉 = 0. (94)
In this sense, in the effective medium, T-operator vanishes, leading to a zero scat-
tering condition. By expanding the many-particle T-operator into the multiple
wave scattering series of individual particles’ T-operators, we have
〈T〉 = 〈
N∑
i=1
Ti〉+ 〈
N∑
i=1
N∑
j 6=i
TiGeTj〉+ 〈
N∑
i=1
N∑
j 6=i
N∑
k 6=j
TiGeTjGeTk〉... = 0,
(95)
where Tj is the T -operator of j-th scatterer in the effective medium. And in this
circumstance, the self-energy in the effective medium Σ is also zero according to
the Dyson equation.
At first sight, it seems that above equation involving ensemble averaged T -
operators is still difficult to solve and no difference is found compared with the
original multiple wave scattering series for a disordered medium except for a mod-
ified Green’s function. Indeed, the attractive point of the CPA lies in the zero scat-
tering condition, because of which it is reasonable to assume that in the effective
medium, all particles are weakly scattering and can be regarded as independent
scatterers. As a consequence, it would be a good approximation by letting
〈T〉 ≈ 〈
N∑
i=1
Ti〉 = 0 (96)
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and then the effective propagation constant can be solved self-consistently. This is
the basic formula of the CPA for calculation of radiative properties [15]. For un-
correlated disordered media, this formula is rather accurate up to the third order of
the T -operator expansion [15]. The inaccuracies arise from its inability to capture
microstructural correlations and recurrent scattering effects. In this circumstance,
high-order techniques used in the previous models like QCA and recurrent scatter-
ing expansions can also be employed to further improve the accuracy. For exam-
ple, Tsang and Kong [148] extended the QCA model by using the CPA approach,
and derived the QCA-CP model for an ensemble of spherical particles.
Recently, this approach has received substantial attention in the design and
modeling of dielectric ordered and disordered metamaterials. For instance, Slovick
and coworkers developed a generalized effective medium formula [304] based on
the CPA (which they called the “zero-scattering condition”) and proposed a design
for a negative-index metamaterial using electric and magnetic dipolar excitations
[305]. This model was further employed in the design of negative index meta-
materials with high-order multipoles (electric quadrupole) [306], which was nu-
merically validated by the plane-wave expansion (PWE) method as well as FDTD
simulations.
Another important improvement for the basic CPA formula is the energy-
based CPA (ECPA) proposed by Soukoulis and coworkers [307–309]. In order to
account for the short-range correlations in disordered media consisting of densely
packed spheres (volume fraction up to 0.6), Soukoulis et al. [307] first modified
the CPA approach by considering a coated sphere as the basic scattering unit.
However, for low volume fraction this approach undesirably gives a phase veloc-
ity higher than the velocity of light near Mie resonances. Furthermore, Busch and
Soukoulis [308, 309] improved this coated CPA model by using the heuristic idea
that in a random medium the energy density should be uniform when averaged
over the correlation length of the microstructure, as schematically shown in Fig.7
with the coated sphere represented by the dashed lines. To calculate the effective
dielectric constant ε, the coated sphere of radius Rc = a/f 1/3 is embedded in a
uniform medium. The self-consistent condition for the determination of ε is that
the energy of a coated sphere is equal to the energy of a sphere with radius Rc and
dielectric constant ε, schematically illustrated in Fig.7(b-c), i.e.,∫ Rc
0
d3rρ
(1)
E (r) =
∫ Rc
0
d3rρ
(2)
E (r), (97)
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whereas the energy density ρE(r) is given by
ρE(r) =
1
2
[ε(r)|E(r)|2 + µ|H(r)|2]. (98)
Since the energy densities (and surely the electromagnetic fields) implicitly de-
pend on the effective permittivity, from Eqs.(97-98), the effective permittivity can
be determined self-consistently. After this procedure, the self-energy ΣECPA of the
random medium can be calculated with respect to the effective permittivity under
the ISA. Thus the scattering coefficient is given by [308]
κs,ECPA =
√
2ImΣECPA[
(k2e − ReΣECPA)2 +
√
(k2e − ReΣECPA)2 + (ImΣECPA)2
]1/2 , (99)
where ke = k0nECPA is the wave number in the effective medium and nECPA =√
ε is the effective refractive index.
Figure 7: The energy-density CPA approach. (a) In a random medium composed of dielectric
spheres, the basic scattering unit may be regarded as a coated sphere, as represented by the dashed
lines. To calculate the effective dielectric constant ε, a coated sphere of radius Rc = R/f1/3 is
embedded in a uniform medium. The self-consistent condition for the determination of ε is that
the energy of (b) a coated sphere is equal to the energy of (c) a sphere with radiusRc and dielectric
constant ε. Reprinted with permission from Ref.[308]. Copyright 1995 by the American Physical
Society.
The ECPA approach is most suitable for disordered media composed of ex-
tremely dense-packed monodisperse particles exhibiting Mie resonances, in which
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other dependent scattering models like QCA and recurrent scattering models do
not apply or exhibit divergences in the calculation, and the solution of other CPA
methods can disappear or jump abruptly or have multiple solutions [308]. As a
notable example for the use of this approach, Maret and coworkers [204, 310]
recently carried out a series of numerical and experimental works on photonic
glasses containing densely assembled (fv ∼ 0.5) monodisperse spherical TiO2
or PS nanoparticles near strong Mie resonances, and showed the good predica-
tion capability of the ECPA approach for the light transport properties without
any fitting parameters14. It was also demonstrated that this approach can quantita-
tively predict the reflectance spectra of these photonic glass samples with different
thicknesses as structural color materials [311].
4.2.7. Phenomenological models for near-field DSE
Previous models are mostly based on the far-field approximations of electro-
magnetic scattering, or include the near-field interaction implicitly, e.g., the CPA-
based methods indeed account for the near-field interactions to some extent by
using an effective refractive index. It is not easy to explicitly determine the role
played by the near-field interaction among scatterers. To do this, several authors
developed phenomenological models that explicitly take the near-field interactions
into consideration, for instance, Liew et al. [50] also proposed a similar model to
predict the near-field DSE in densely packed polystyrene spheres (volume fraction
64%) by using a near-field-dependent effective refractive index of the background.
The value of background refractive index nb for a particle is obtained by averaging
the actual refractive index surrounding the particle with a weighting factor from
an exponentially-decaying evanescent field as
nb =
∫∞
0
n(r) exp (−βr/λ)r2dr∫∞
0
exp (−βr/λ)r2dr , (100)
where r is the distance from the particle’s surface, λ is the wavelength of light in
vacuum, n(r) is the ensemble-averaged refractive index distribution based on the
packing geometry, and β is a fitting parameter that is expected to depend on the
14Note in these works, different from the original ECPA paper [308], the ITA is used to calcu-
late the transport mean free path with respect to the effective medium with nECPA. Maret and
coworkers claimed that this model (ECPA combined with ITA) “takes into account resonant Mie
scattering, short-range positional correlations, optical near-field coupling of randomly packed,
spherical scatterers.”
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refractive indices of the particles and the local packing geometry. Their experi-
mental results lead to a fitting parameter β = 14.1 ± 3.2 with a relative standard
error around 9%, indicating the applicability of this phenomenological model, as
shown in Fig.8b with the corresponding background refractive index presented in
Fig.8a. It was demonstrated that near-field effects together with the short-range
order reduce the scattering strength by one order of magnitude in random close-
packed structures. Peng and Dinsmore [312] proposed a similar model by modify-
ing the ITA, which used an effective background medium with a refractive index
neff , to consider the effect of neighboring particles. To obtain neff , they proposed
a near-field coupling distance rc of neighboring particles, which was estimated as
rc = (ns/nb)λ/2, where ns and nb are the refractive indices of particle and matrix
materials. Then the effective index can be calculated from the volume-averaged
refractive index within a spherical region of radius rc surrounding a typical scat-
terer. This model agreed well with their experimental data of high-concentration
films of randomly packed ZnS-PS core-shell microspheres. The calculated effec-
tive index by this model for closely packed PS spheres is also presented in Fig.8a
by Ref. [50] for comparison.
Figure 8: A phenomenological near-field DSE model. (a) Near-field effects on form factors can be
included in an effective background refractive index nb, whose value is calculated from Eq. (100).
It approaches the refractive index of air at short wavelength, and that of a homogenized medium
at long-wavelength. The wavelength range of the experimental measurement is highlighted with
color. For comparison, the value of nb obtained from Ref. [312] is plotted with blue dashed line.
(b) Measured (black square) and estimated (lines) transport mean free path ltr vs. wavelength λ.
Green dash-dots curve represents ltr estimated without short-range order and near-field effects,
blue dashed line is with short-range order but no near-field effects, and red solid curve is with
both. The experiment was done by measuring the coherent backscattering cone. Reprinted with
permission from Ref. [50]. Copyright 2011 Optical Society of America.
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Recently, Naraghi and Dogariu [20] proposed a phenomenological model that
added an evanescent-wave-scattering correction to predict the near-field DSE.
Their model of transport mean free path reads
l∗CS+NF =
1
n0Cs (1− g) +
(
PNF
n0CNF (1− gNF)
)
, (101)
where the first term in the RHS is exactly the transport mean free path using
the ITA (which was called collective scattering (CS) by the authors). In the sec-
ond term, CNF and gNF are the scattering cross section and asymmetry factor of
evanescent waves impinging on a spherical particle [313], and PNF = n0λ3 exp(−κNFd)
is the probability function for evanescent wave transfer, where κNF is the charac-
teristic attenuation coefficient of the evanescent waves. Because the decay rate
of the evanescent waves depends on the incident angle, an average process (...)
is taken over the angular domain defined by the refractive indices of the particle
and its surrounding medium. Although this model qualitatively captures the phys-
ical significance of near-field DSE especially in the high-concentration range, its
prediction on transport mean free path showed a substantial deviation from exper-
imental data in the intermediate and large volume fraction range [20] (comparison
is shown in Fig.17b in Section 5).
4.3. Numerical modeling of the DSE
Nowadays, with the rapid increase of computation resources, it is already
possible to employ numerical electromagnetic methods to directly compute the
macroscopic radiative properties based on the microscopic structures of DDM,
which naturally consider the electromagnetic interferences including the DSE.
For example, Auger et al. [314] investigated the effect of dependent scattering on
the radiative properties of white paints, namely, coatings made of densely packed
TiO2 nanoparticles, by using the MSTM code, which exactly solves the electro-
magnetic field propagation in a group of homogeneous or multilayered spherical
particles. Lallich et al. [315] used the discrete dipole approximation (DDA) to
simulate electromagnetic wave scattering in silica aerogels. Liu et al. [316] im-
plemented the finite-difference time-domain (FDTD) method to directly calculate
the macroscopic radiative properties of a microporous aluminum foam. Roughly
speaking, there are three types of methods to numerically model electromagnetic
wave propagation in DDM and obtain their macroscopic and mesoscopic radiative
properties, which are discussed as follows.
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4.3.1. The supercell method
The first type can be dubbed ”the supercell method”. In this method, a su-
percell containing a large amount of scatterers is chosen in combination with the
periodic boundary condition to mimic the whole disordered medium [49, 316].
For example, Dyachenko et al. [317] computed the reflectance spectra of photonic
glass slabs composed of ZrO2 microspheres using the FDTD method. They chose
a unit cell expanding 18µm×18µm in the lateral directions (xOy plane in their pa-
per) implemented with the periodic boundary condition, while the thickness in the
propagation direction (z-axis in their paper) was varied with the perfect matching
layer (PML) boundary condition. Random structures of the microspheres were
obtained using event-driven molecular dynamics simulations of a monodisperse
hard sphere system implemented as a freely available software package DynamO.
Fig. 9a shows their simulation results for different microsphere diameters with a
fixed thickness of L = 18µm. Experimental data was also shown for comparison
in Fig.9b. It can be seen that this method can qualitatively reproduce experimen-
tal data, while significant oscillations emerge in the simulated spectra due to the
inevitable interferences brought by the periodic boundary condition. More im-
portantly, this method is not capable of obtaining radiative properties unless an
inverse algorithm is implemented to the reflectance/transmittance spectra [318].
Figure 9: The RVE method using the periodic boundary condition. (a) Calculated hemispherical
diffuse reflectance from disordered photonic structures with sphere diameter d = 0.75, 1.5 and
3µm and thicknesses L = 18µm. The inset shows the schematic of the disordered photonic struc-
ture. (b) Experimental data of hemispherical diffuse reflectance. Reprinted with permission from
Ref. [317]. Copyright 2014 American Chemical Society.
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4.3.2. The representative volume element method
The second method can be called the representative volume element (RVE)
method, which is properly selected in order to obtain the “effective” mesoscopic
radiative properties by taking a RVE-scale average [102, 319, 320]. Tsang et al.
[321, 322] described this method in detail in order to simulate the extinction co-
efficient of dense media with randomly distributed dielectric spheres that occupy
up to 25% by volume and size parameter ka = 0.2. They firstly generated a ran-
dom cluster of N (about 2000-4000) particles by means of Monte Carlo method
(specifically, using the Metropolis algorithm) and the multiple wave scattering
Foldy-Lax equations for this distribution of particle positions were solved itera-
tively. This procedure were repeated for Nr random realizations of particle posi-
tions, which can range from hundreds to thousands, in order to perform ensemble
average for the field quantities. Then the electromagnetic field of each realization
of cluster can be divided into two parts, namely, a coherent field and a fluctuating
incoherent field
El(rs) = 〈E(rs)〉+ δEl(rs), (102)
where rs denotes an arbitrary observation point, l = 1, 2, 3, ..., Nr stands for a spe-
cific configuration. The coherent field was obtained through an ensemble average
procedure performed over all realizations, i.e., 〈E(rs)〉 =
∑Nr
l=1 El(rs)/Nr, and
δEl(rs) indicates the incoherent field for the l-th configuration. Following from
this process, the total ensemble averaged intensity was also divided into coherent
and incoherent components as
〈I〉 = |〈E(rs)〉|2 +
〈|δEl(rs)|2〉 . (103)
Unlike the incoherent field, the incoherent intensity does not vanish after ensem-
ble average. The incoherent intensity is vital for understanding energy transport
in random media. In fact, when the incident intensity propagates and undergoes
scattering in the random media, the scattered intensity is diffused into different di-
rections, which then becomes a part of incoherent intensity, while the unscattered
intensity which still propagates ballistically constitutes the coherent intensity. As
a consequence, the incoherent intensity is indeed a manifestation of scattering
strength for the disordered media. Therefore, Tsang et al. [321] integrated the
incoherent intensity in the far field over all solid angles to obtain the scattering
coefficient as
κs =
1
V0
∫
Ω
〈|δEl(rs)|2〉 dΩ, (104)
where Ω is the solid angle with respect to rs, and V0 is the occupied volume of
the entire cluster. Their results were shown in Fig.10a, where the predictions of
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Figure 10: The supercell method. (a) Extinction rate normalized to the free-space wave number as
a function of the fractional volume of scatterers. The plots show calculations based on independent
scattering, Foldy’s formula, QCA using P-Y approximation (QCA-PY), QCA under coherent po-
tential under P-Y approximation (QCA-CP-PY), and Monte Carlo simulations. Other parameters
are ε = 3.2 and ka = 0.2. Reprinted with permission from Ref.[321]. Copyright 1992 Optical
Society of America. (b) Ensemble averaged scattering cross section per unit volume as function of
the number of particles in the cell. (a-e) Volume fraction of particles fv = 0.01, 0.05, 0.10, 0.15,
0.20 respectively. (f) Independent scattering approximation, (g-k) fitted curves using a power low
function (l) interpolation fv = 0.25. Reprinted by permission from Springer Nature Customer Ser-
vice Centre GmbH: Springer Nature, Journal of Coatings Technology and Research, Ref. [314],
Copyright (2009).
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several theoretical models were also presented for comparison.
It should be noted that this method of determining scattering coefficient in the
dependent scattering regime requires that the size of the cluster rc is much smaller
than the scattering mean free path ls in order to avoid the occurrence of multiple
scattering of intensity inside the cluster. Moreover, the size of the cluster should
also be much larger than the wavelength λ, which guarantees that microscopic
interference effects can be adequately described. Since a cluster should contain an
enough number of scatterers, rc  a should be satisfied, where a is the size of the
scatterer. As a result, a stringent condition for this method is that
a, λ rc  ls. (105)
Therefore, this method is most applicable for the case of small particles and weak
scattering strength.
Another implementation of RVE method seems to need further rationalization,
which is also used by many researchers as an ad-hoc approach. Here we briefly
describe this method on the bais of the work done by Auger et al. [314], which
investigated the scattering efficiency of white paint films as a function of the vol-
ume fraction and spatial state of dispersion of rutile titanium dioxide pigments.
To model the radiative properties, they proposed a unit cell composed of tens of
particles and calculated the total scattering cross section using the full-wave re-
cursive T-matrix method. By increasing the number of particles in the unit cell,
they showed that the ensemble averaged scattering cross section per unit volume
〈Cs〉/V0 (or scattering coefficient) reaches a pseudo asymptotic plateau, as shown
in Fig.10b.
Even these methods require significant computing resources, especially for
scatterers small compared to the wavelength, not to mention they neglect the de-
pendent scattering effects between the neighboring supercells and RVEs, which
are also very important to the mesoscopic radiative properties, and therefore are
physically unreasonable and even questionable [80].
4.3.3. Direct numerical simulation method
The third type of method is then the direct numerical simulation method. This
method actually acts as virtual experiments [80, 90, 322]. Note the possibility to
conduct this method relies on the semi-analytical form of the multipole expansion
of the FLEs, especially the MSTM and related codes for multiple spherical par-
ticle groups. For other DDM with more complicated micro/nanostructures, it is
still difficult to do so. On the basis of previous works on direct numerical simula-
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tions, we can summarize the implementation procedure of this method to derive
radiative properties, which is described as follows [323].
Step 1. Firstly, a random distribution of spherical particles should be gener-
ated according to their interacting potential. For the hard-sphere system, the well-
known Metropolis algorithm can be utilized [124], while for the sticky-sphere
system, we can use the Kranendonk-Frenk algorithm [124, 256]. To model a re-
alistic random medium (like a coating), a large slab geometry containing several
thousands of spheres is needed, and its lateral size (perpendicular to the propaga-
tion direction of radiation) should be substantially larger than the thickness (along
the propagation direction) in order to avoid side effects induced by the boundaries
[20, 130].
Step 2. A direct numerical algorithm (e.g., the semi-analytical MSTM code)
is then implemented to calculate the electromagnetic field distribution at a large
plane which is put in the downstream direction of the slab to collect all transmit-
ted radiation [20]. The position of this plane should be carefully chosen. If the
distance of the plane with the downstream boundary of the slab is too large, then a
very large plane is necessary to collect all the transmitted radiation, which needs
substantially more computing resources. On the contrary, when the distance is too
small, the contribution of evanescent waves is then included, which may be sub-
stantial and lead to unphysical values of total transmittance. By integrating the
Poynting vector over the plane, we are able to obtain the total transmitted energy
and thus the total transmittance T .
Step 3. Another transmittance, i.e., the transmittance of coherent waves Tc,
is also calculated by evaluating the electromagnetic field distribution on a small
plane. This small plane is placed in the extreme far-field (e.g., 10 times the wave-
length) in the downstream direction of the slab. The size of this plane should also
be chosen carefully [204]. If it is too large, the plane will collect the incoherent
waves while if it is too small, the plane will miss a part of the coherent intensity
[204].
Step 4. Since we need the ensemble averaged value of transmittance to mini-
mize the random fluctuations, above Steps 1-3 should be iterated for many times
for different random configurations. Typically, several hundreds of configurations
are recommended [130]. In this step, we can get the ensemble averaged total trans-
mittance T = 〈T 〉 and coherent transmittance Tc = 〈Tc〉.
Step 5. By varying the thickness L of the slab, we can obtain T (L) and Tc(L)
as functions of L. It is known that for a thick enough random medium without
absorption, it can enter the diffusive transport regime, if the strong (Anderson) lo-
calization does not occur [15, 78]. In this regime, the transmittance scales with the
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slab thickness following the Ohm’s law as T (L) ∝ ltr/L, where ltr = 1/[κs(1−g)]
is the transport mean free path [324]. Therefore, we can numerically obtain ltr
from this relationship [20, 53]. On the other hand, according to Beer’s law, we
have Tc(L) = exp (−κsL). Thus the scattering coefficient κs is acquired. Conse-
quently, we can numerically determine the scattering coefficient and asymmetry
factor.
Another method to determine the effective refractive index is to fit the sim-
ulated spatial profile of coherent field with the analytical solution of the electric
field profile of a plane wave impinging on a slab with a homogeneous complex re-
fractive index as fitting parameter. An example is given in Fig.11. In Fig.11a, spa-
tial profile of the coherent field Ecoh(z) is shown against the propagation direction
k0z for different volume fractions. The extracted attenuation ratio (i.e., 2 times the
imaginary part of the effective refractive index) is given in Fig.11b, compared with
theoretical predictions based on QCA as well as experiments. Good agreement is
observed. Similar treatment is also employed by Pattelli et al. recently [325].
Figure 11: Radiative properties extracted from direct numerical simulations. (a) Spatial profile
of Ecoh(z) vs. k0z for different volume fractions with k0a = 2.645 and m˜ = 1.194, where k0
is the wavenumber in free space. (b) Attenuation ratio γ vs. volume fraction f , for simulation
results extracted through the layer model and the half-space model, along with Varadan et al’s
[326] (denoted by “Ref. [16]” in the figure) experimental results and theoretical predictions based
QCA. Reprinted from Ref. [130], Copyright (2013), with permission from Elsevier.
Besides extracting the radiative properties, it is instructive to apply the di-
rect numerical simulation method to investigate the applicability of the RTE [90].
Recent works include [43, 327–330]. Direct numerical simulation method also
69
provides a platform to investigate the near-field DSE in unprecedented details.
Naraghi et al. [331] presented a direct numerical simulation of densely packed
TiO2 nanospheres based on MSTM to investigate the near-field coupling in the
disordered media, as shown in Fig.12a. It can be seen in the simulated electric in-
tensity distributions that by increasing the volume fraction, extra energy transport
channels open in the media, that lead to an increase of transmission. In addition,
this method can more accurately investigate the resonant multiple wave scattering
phenomena, like the fine structure of resonances shown in Fig.12b.
Figure 12: Direct numerical simulations for near-field and resonant effects. (a) Direct numerical
simulation of large slabs containing randomly dispersed a = 100 nm radius TiO2 nanospheres.
(i)(iii) Intensity distributions in the cross-sectional areas of 3D slabs with reducing lengths as in-
dicated. The media. Rings colored in gray denote particles located in the considered cross section,
while the white and blue ones indicate particles situated at 100 nm above and, respectively, below
that plane. (iv) Total transmission as a function of inverse thickness. The blue and black symbols
designate the ISA and the results of MSTM calculations, respectively. The inset illustrates the
appearance of additional transmission channels due to near-field coupling. Reprinted with permis-
sion from Ref. [20] Copyright (2015) by the American Physical Society. (b) Direct simulation of
cylindrical slabs with a diameter of 10000 nm , a thickness of L = 1000 nm containing about 2270
particles with a radius r = 160 nm (filling fraction of 50%). Average over five different slabs of the
MSTM calculated transmission as a function of the size parameter: influence of the target size on
the transmission values. The target is either circular (violet, green, blue, and yellow lower curves)
or square (red upper curve, square area 106402nm2). Inset: The geometry for MSTM simulation.
Reprinted with permission from Ref. [204] Copyright (2017) by the American Physical Society.
Currently, the direct numerical simulation method can only deal with spherical
particle groups or well-separated nonspherical particles 15, still needs tremendous
15For nonspherical particles, the main limitation of the multiple particle T-matrix method is its
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computing resources and is very time-consuming, for example, it takes about 30
hours to simulate the electromagnetic propagation in a disordered medium con-
taining 12000 spherical TiO2 nanoparticles on a supercomputer cluster with 260
to 340 processors [79], and hundreds to thousands of such simulations are neces-
sary to perform an ensemble average process over many random configurations of
particles in order to obtain a single data point of transmittance for the disordered
medium [130]. Hence it is by now still impractical to carry out direct numerical
simulations to determine the mesoscopic radiative properties of DDM.
To summarize, in this section, we describe some basic mechanisms involved in
the DSE, including the far-field DSE, near-field DSE, recurrent scattering, struc-
tural correlations and the effect of absorbing host media. Concrete theoretical
models that deal with these mechanisms are then introduced with detailed ana-
lytical formulas presented together with brief derivation procedures. Furthermore,
numerical methods to model the DSE are summarized, including the supercell
method, the representative volume element method and the direct numerical simu-
lation method. For the mentioned theoretical models, by now the CPA-based mod-
els have been shown to be most suitable for the treatment of densely packed DDM
[204, 310] although they require a self-consistently solved effective refractive in-
dex. Among the perturbative expansion-based models, QCA is usually believed
to be the most accurate and can be safely applied in moderately dense DDM, al-
though the second-order perturbative Keller’s formula sometimes can achieve bet-
ter predictions due to the deviations brought by high-order diagrams in QCA. ITA,
due to the simplicity is the most widely used one. Since all these models cannot
explicitly account for the effects of recurrent scattering and near-field interactions,
the two-particle recurrent scattering model and phenomenological near-field mod-
els are somewhat valuable in identifying the role of near-field DSE. In terms of the
reviewed numerical methods, the supercell method is simple but fails to directly
provide radiative properties. The RVE method can provide a direct determination
of radiative properties but require stringent conditions for the volume element,
which also needs further formal rationalization. Despite that the direct numeri-
cal simulation method is accurate, by now the mainstream computation capabili-
ties can only deal with relatively small samples consisting of spherical scatterers
incapability to deal with elongated particles placed in the near-field of each other, which requires
further investigation [167], as mentioned above. And there are also fast solvers for multiple wave
scattering in 2D for arbitrary geometries, and the same limitation exists [174, 175]. However,
the performance of all available numerical algorithms degrades for very densely packing, high-
refractive-index particles.
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(around tens of thousands of spheres). Therefore, more rapid, general and robust
numerical methods are expected in the future.
We also note that the effect of dependent scattering on the absorption of DDM
is rarely studied, especially lacking suitable theoretical models [41, 297, 332,
333]. This situation is a consequence of the difficulty in deriving analytical for-
mulas for the scattering coefficient, as mentioned in the beginning of this sub-
section. In fact, when the particle density is small (typically volume fraction
fv < 0.05) and absorption coefficient is much larger than the scattering coeffi-
cient, i.e., κa  κs, this ignorance gives rise to no substantial discrepancies be-
cause multiple wave scattering is weak. However, when particle density continues
to increase or κs is comparable with or much larger than κa, a careful considera-
tion of DSE on total absorption is necessary because the interparticle interference
of scattered waves may lead to a redistribution in particle absorption. This issue is
becoming important as the recent growing interests in nanofluids, as well as other
nanoparticle-based solar absorbers, which usually utilize plasmonic resonances of
metallic particles to enhance solar absorption [46, 334–338] and find their appli-
cations in concentrating solar power, like direct-steam generation, photocataly-
sis, solar thermochemistry and solar desalination applications [339, 340]. In some
researches on the structural coloration based on disordered photonic structures,
predictions based on ISA interpreted the experimental results poorly, partly due
to the extremely-high absorption predicted by ISA for densely packed nanostruc-
tures. This may smear out the reflectance peak indeed observed by the experiments
[61]. Wei et al. [333] recently investigated the DSE on the absorption coefficient
for very dense nanofluids (fv up to 0.74) containing very small metallic particles
(radius a = 15nm) by using several different dependent-scattering models as well
as developing a modified QCA model. However, their model, as well as the model
proposed by Prasher et al. [297] can only treat very small and strongly absorb-
ing particles. Therefore it is necessary to explore in depth the role of dependent
scattering mechanism on light absorption in disordered media consisting of highly
scattering scatterers. Recently progresses have been made to develop more gen-
eral theoretical models using the diagrammatic expansion method to consider the
DSE on the absorption in DDM [21, 341], which all indicated that the absorption
coefficient and total absorptance can be flexibly tailored by means of structural
correlations [49, 342].
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5. Experimental investigations of the DSE
As already mentioned in the Introduction section, the experimental investi-
gation of the DSE started early in the 1960s and many efforts have been made
to delineate the boundary between independent and dependent scattering [33, 34,
39, 290]. Later, experimental studies concentrated on the measurement of radiative
transport properties in order to understand the complicated microscopic and meso-
scopic scattering phenomena. Nowadays, it becomes more and more attractive to
utilize the DSE to manipulate the multiple scattering of waves and radiative trans-
fer behaviors to achieve desirable functionalities like radiation insulation [19],
structural coloration [61], display and imaging [343], radiative cooling [11, 344]
and Anderson localization (See Section 6).
In this section, we attempt to review experimental methods and representative
works on the DSE. We have to emphasize that the vast majority of available ex-
perimental works investigate the DSE in an indirect manner, that is, by comparing
experimental measured radiative properties with the predictions of ISA. More-
over, the radiative properties, including scattering and absorption coefficients κa
and κs, scattering phase function P (Ω′,Ω) and asymmetry factor g, should also be
deduced from experimental measurements of (angular-resolved or hemispherical)
reflectance and transmittance in the time, frequency or continuous wave domain
using appropriate inverse radiative transfer models [235, 236]. Since the identifi-
cation of radiative properties is restricted by the available experimental data and
very sensitive to measurement uncertainties and noises, and especially dependent
on the choice of phase functions [345], the analysis of the DSE in these experi-
mental works remains case by case. Moreover, since many different samples are
needed to reduce the random fluctuations brought by disorder, the sample prepa-
ration procedure is also very time-consuming. As a result, nowadays, it is still
difficult to directly measure the effect of dependent scattering in an exact manner.
However, with careful sample preparation, appropriate experimental techniques
and elaborated radiative transfer and DSE models, it is still possible for us to es-
tablish an in-depth understanding of the role of dependent scattering.
On the other hand, there are also a great deal of experimental studies on DSE
that make comparisons directly between the measured macroscopic quantities
(e.g., hemispherical or angular resolved reflectance and transmittance) and the-
oretically predicted ones (through a DSE model of radiative properties combined
with a forward RTE calculation), without any inverse procedures to obtain the
mesoscopic radiative properties, for instance, Refs. [19, 36]. This scheme avoids
the possible ill-posed retrieving problem in regard to the mesoscopic radiative
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properties, while it is not very straightforward for the understanding of how the
DSE influences the radiative transfer and multiple scattering processes.
In this section, we classify experimental investigations of the DSE according
to the adopted experimental methods, which measure different macroscopic quan-
tities, including the coherent transmittance, hemispherical reflectance and trans-
mittance, angular-resolved reflectance and transmittance, and time-resolved re-
sponses. In order to make the discussion self-consistent and introductory, for each
method, we first introduce the measurement principle and corresponding inverse
radiative transfer models, followed by a discussion on the results of representa-
tive experimental works that examine the DSE using this method. A description
of typical experimental setups is also provided.
5.1. Measurement of coherent transmittance
By measuring the coherent transmittance (or called the collimated or unscat-
tered/ballistic transmittance), the extinction coefficient of the disordered medium
can be obtained directly using the Beer’s law as
κe = − 1
L
ln
(
Ic
I0
)
, (106)
where Ic is the coherent/collimated intensity that transmits through the medium
without any scattering (i.e., the ballistic component of the intensity), I0 is the
transmitted intensity in the absence of the disordered medium and L is the thick-
ness of the disordered medium.
As mentioned in the Introduction section, based on this method, Hottel and co-
workers [33, 34] experimentally measured the extinction coefficient of monodis-
perse PS nanosphere suspensions in water confined between parallel glass slides
at different optical thicknesses. Ishimaru and Kuga [290] carried out a compre-
hensive study using a similar scheme. The investigated size parameter of the PS
spheres can vary from 0.529 to 82.793 and the volume fraction can be controlled
from 0.1% to 40%. They found that for suspensions composed of spheres with
the size parameter x < 1, the ratio between the measured extinction coefficient
and the ISA prediction decreases as the volume fraction, while for the cases with
x > 1, the trend is reversed. The results compared with different theoretical mod-
els are shown in Fig.13a. It is interesting to note that the Keller’s approach can give
fairly good agreement with the experimental data, despite the use of the relatively
rough hole correction (HC) approximation for the pair distribution function.
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Figure 13: Extinction coefficient from measured coherent transmittance. (a) Experimental results
of the ratio γ = κ/κ0 for , where κ0 is the extinction coefficient under ISA. Twersky’s formula is
γT = κT /κ0. γ1 is the calculated ratio κe/κ0 for 0.091, 0.109, and 0.481 µm and γ2 is the same
ratio for 1.101 µm: ◦, particle size 0.091 µm; ka = 0.529; 4, 0.109 µm (0.681); +, 0.481 µm
(3.518); and X, 1.101 µm (7.280). Dashed curves are κh/κ0 calculated from Keller’s approach
with the hole correction approximation for pair distribution function: A, 0.109 µm; B, 0.481 µm;
and C, 1.101 µm. (c) Experimental setup for (a). S.C. indicates sample cell, P is a polarizer, PH1
stands for pinhole 1 with a diameter of 3 mm and PH2 for pinhole 2 with a diameter of 25 µm, Le is
a 10×microscope objective lens, P.D. is a photodiode. Reprinted with permission from Ref. [290].
Copyright 1982 Optical Society of America. (b) An example of measuring the extinction coeffi-
cient through the thickness dependence of coherent transmittance. Pr is the measured attenuated
power, Pe is the incident power, ρ is the volume fraction and S is the fitted extinction coefficient.
(d) Experimental setup for (b). BS: beam splitter. M: Mirror. Reprinted with permission from Ref.
[346]. Copyright 2003 Optical Society of America.
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The experimental setup is given in Fig.13c. In this setup, the incident beam,
which was a He-Ne laser (wavelength λ = 0.6328µm), passed through the sam-
ple cell containing monodisperse PS suspensions in water. The transmitted light
was collected by a detector, which was composed of an input aperture, a 10× mi-
croscope objective lens, a 25 µm pinhole, and a photo diode with a field of view
(FOV) of 0.085◦. And a polarizer was put between the sample and the detector to
pass the same polarization with the incident beam. Moreover, since the random
motion of the spheres in the suspensions could induce fluctuations of the detected
intensity signal, the time constant of the low-pass filter was set to about 0.84 sec,
which led to an ensemble average carried over approximately 1000 measurements.
It should be noted that this method becomes impractical for optically thick
materials because in this circumstance a substantial amount of multiply scattered
light can reach the collimated direction while the ballistic component is small,
leading to a considerable error in the measured coherent transmittance and thus
extinction coefficient. Therefore, a careful analysis on the thickness dependence
of coherent transmittance should be employed. An example taken from Ref.[346]
is presented in Fig.13b, which shows the measured transmitted intensity in loga-
rithmic scale, ln (I0/Ic) (represented by ln (Pe/Pr) in the figure). It is seen that
this quantity grows linearly with the sample thickness, which indicates the er-
ror due to multiply scattered intensity in the measured coherent transmittance is
small. The experimental setup in Ref.[346] is illustrated in Fig.13d, which exhib-
ited some improvements over the setup in Fig.13a. In this experimental configu-
ration, a chopped 10-mW HeNe laser was used to illuminate the medium, which
was finally detected by a photodiode and measured with a lock-in amplifier. A
beam splitter was put after the chopper to monitor the light source continuously.
To reduce the contribution of multiply scattered intensity as much as possible,
two 3-mm-diameter diaphragms D1 and D2 were used, approximately equal to
the diameter of the laser beam. As a result, only photons scattered within an angle
α = 1.7 mrad can be received, which was only slightly larger than the divergence
of the incident laser beam. It was shown by Zaccanti et al [346] that for moderate
values of optical thickness τe, the relative error for κe due to the multiply scat-
tered light was expected to be around 1× 10−5. Similar measurements have been
carried out by many researchers to study the effect of dependent scattering, e.g.,
Refs [198, 289, 295], to name a few.
Apart from the above method of direct measurement of the coherent transmit-
tance under continuous-wave illumination, a time-domain method that only de-
tects the early-time transmitted photons, i.e., ballistic photons, under pulsed laser
illumination, has also been developed to obtain the extinction coefficient [347].
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This is achieved with the aid of an ultrafast time gate to separate the unscattered
photons and scatterer photons, a temporal version the spatial pinhole. Ultrafast
optical Kerr gate (OKG) is the most popular time gate, which has a time window
on the order of hundreds of femtoseconds to several picoseconds depending on
the pump pulse duration and the relaxation time of the optical Kerr medium. This
method is more accurate [348], and capable of dealing with DDM samples with
very high optical thicknesses (even several hundred) [349]. It also lays the foun-
dation of the well-known time-gated ballistic imaging technique in turbid media
[350, 351]. Other time-domain methods will be discussed in Section 5.4.
5.2. Measurement of total reflectance and transmittance
Figure 14: Radiative properties measured from total reflectance and transmittance. (a) Effect of
dependent scattering with increasing volume concentration of scattering particles (here denoted
by φp in the original figure) on the bulk scattering coefficient at three wavelengths. The average
(cyan dots) and standard deviation (cyan error bars) of the µs measurements are plotted at the con-
sidered volume concentrations of the scattering particles. A modified Twersky equation (Eq.(107))
with variable packing dimension p is fitted to the data for the different wavelengths (solid lines).
Reprinted with permission from Ref. [99]. Copyright 2014 Optical Society of America. (b) The
double integrating sphere (DIS) setup for (a). BS: Polka-dot beam splitter. D: detector. DAQ: data
acquisition card. F: long-pass filter. FM: motorized flip mirror. FW: motorized filter wheel. L:
convex lens. LT: light trap. S: sample. Reprinted with permission from Ref. [352]. Copyright 2013
Optical Society of America.
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The measurement of coherent transmittance can only give the extinction co-
efficient. To further investigate the role of the DSE in radiative properties, more
experimental information is necessary. A natural idea is to measure the total (or
equivalently, hemispherical) reflectance and transmittance via integrating spheres.
For instance, Aernouts et al. [99] measured the total reflectance and transmittance
of Intralipid R© phantoms in the 600-1850 nm wavelength range with different
volume fractions at two sample thicknesses, and identified the scattering and ab-
sorption coefficients based on the inverse adding-doubling (IAD) algorithm to
inversely solve the RTE [353]. They found that in the volume fraction range less
than 0.25, the scattering coefficient slowly increases with the volume fraction,
much slower than the linear increase predicted by ISA, as shown in Fig.14a. They
also showed that DSE is more prominent in the long wavelength range. By mod-
ifying the Twersky’s model (Eq.(64)), they proposed an empirical model with a
wavelength-dependent fitting parameter p(λ) (which is exactly 3 in the Twersky’s
model) for the dependent scattering coefficient as
κs (λ, fv) =
κinds (λ)
0.227
fv
{
(1− fv)p(λ)+1
[1 + fv(p(λ)− 1)]p(λ)−1
}
, (107)
where fv is the volume fraction of scatterers and κinds (λ) is the scattering coeffi-
cient calculated under ISA. From Fig.14a, it can be observed that the agreement is
good at different wavelengths and volume concentrations. Moreover, they demon-
strated that the asymmetry factor decreases with the volume fraction.
The experimental setup used in above work is based on the double integrat-
ing sphere (DIS) configuration, which allows the simultaneous measurement on
total reflectance and transmittance. The schematic is presented in Fig.14b, which
consists of an additional measurement path for the coherent (unscattered) trans-
mittance. By using a supercontinuum laser with 4 W total output power and spec-
tral broadening over the range 450-2400 nm, this experimental setup can measure
the total transmittance and reflectance in the 500-2250 nm wavelength range. The
high output power offers a possibility to measure very low reflectance and trans-
mittance for thick or highly absorbing samples. More specifically, the white laser
is focused by a lens into a high-precision Czerny-Turner monochromator. The
beam diffracted from the gratings in the monochromator is then focused into a
long-pass filter, which can be controlled by a motorized filter wheel, in order to
block higher-order diffracted light. Then the light beam is split by a beam split-
ter in a sample path and a reference path, and the latter is split again by another
beam splitter to two detectors for monitoring laser stability, including an InGaAs
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detector for wavelengths above 1050 nm and a Si detector for wavelengths below
1050 nm. On the other hand, the light beam of the sample path is sent to a motor-
ized flip mirror to reflect the light towards the DIS measurement path, or pass the
light to the unscattered transmittance measurement path. In the DIS measurement
path, the light beam is focused by a lens on the center of the sample, which is
positioned between two integrating spheres. Each integrating sphere is equipped
with two detectors similar to those used in the reference path. The sample is il-
luminated under an angle of 9◦, which makes it possible to measure both diffuse
and total reflectance by including or excluding the specular reflected light, respec-
tively. This setup was validated by the authors of Ref.[352] on a set of 57 liquid
optical phantoms, which were designed to cover a wide range of absorption and
scattering properties.
A great deal of works have been carried out for different materials at differ-
ent spectral ranges to obtain radiative properties by measuring total reflectance
and transmittance. Auger et al. [320] measured reflectance spectra of white paints
composed of densely packed hollow polymer spheres at different sample thick-
nesses and extracted the corresponding scattering coefficient. They also revealed
that the scattering coefficient does not scale linearly with the volume fraction of
scatterers as ISA predicted, but obeys a second-order polynomial relation. Fricke
and coworkers [354, 355] investigated the DSE in TiO2 powders by performing
hemispherical reflectance and transmittance measurements in the midinfrared and
identifying the scattering coefficient based on a 3-flux approximation for the so-
lution of the RTE. Lallich et al. [315] experimentally identified the scattering co-
efficient and albedo (the ratio between scattering and extinction coefficients) of
silica aerogels and revealed that the DSE indeed plays a role in its radiative prop-
erties. Our group has also conducted similar works for thermal barrier coatings
(TBCs) consisting of porous yttria-stabilized zirconia with various microstruc-
tures [10, 19, 356]. However, a problem in the identification of radiative properties
is that the obtained result strongly relies on the concrete treatment of scattering
phase functions [345], and at times there is a crosstalk between the retrieved scat-
tering and absorption coefficients [235, 357].
Sometimes it is a good idea to directly measure the transport mean free path
ltr (or equivalently the transport scattering coefficient κtr = κs(1 − g) = 1/ltr),
since this quantity does not require a knowledge of the phase function. Moreover,
it is noted the diffusion equation can still be used even in the regime when the
RTE substantially breaks down. In the diffusive regime (L  ltr) with negligible
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Figure 15: Transport mean free path measured from total transmittance in the diffusive regime.
(a) The thickness dependence of total transmittance in the diffusive regime. Reprinted by permis-
sion from Springer Nature Customer Service Centre GmbH: Springer Nature, Nature, Ref. [53],
Copyright (1997). (b) Typical experimental setup for the measurement of total transmittance in the
diffusive regime. (c) Comparison of experimental data and the prediction of ISA for the transport
mean free path ltr. (d) Comparison of experimental data and the theoretical prediction considering
the first-order far-field interference (using structure factor) for total transmission, where the struc-
ture factor is also shown. (b-d) are all reprinted with permission from Ref. [18] Copyright (2008)
by the American Physical Society.
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absorption, according to the Ohm’s law (Eq.(58)), we have
T−1 =
L
ltr + ze
+
2ze
ltr + ze
. (108)
Therefore, by measuring the thickness dependence of the inverse of total trans-
mittance, the transport mean free path can be obtained through the slope of the
linear relationship. Another way is that by approximating the Ohm’s law directly
as T ≈ ltr/L because L is much greater than ltr and ze. An example is given in
Fig.15a where the solid line denotes the relationship T = ltr/L, and a good agree-
ment with the experimental data is observed. Note the deviation occurs at large
thickness (small inverse thickness) because of the non-negligible contribution of
absorption in very thick samples. A simple experimental setup for the total trans-
mittance is presented in Fig.15b. In this configuration, an incident beam is directly
focused to the sample, whose back is in contact with a standard integrating sphere
in order to collect all transmitted light.
Based on this method, Garcia et al. [18] measured the transport mean free
path ltr of a photonic glass (PG) composed of densely packed PS spheres with
a diameter of d = 550 nm and volume fraction of 55%, which exhibit strong
Mie resonances. A comparison with the result of ISA (together with Mie the-
ory) shown in Fig. 15c indicates that ISA severely breaks down in this situation,
where the discrepancy is not only quantitatively large but also leads to a differ-
ent trend of wavelength-dependence. They further compared experimental results
with the prediction of the ITA using a structure factor under the P-Y approxima-
tion for hard spheres, which were found to achieve a better agreement as shown in
Fig.15d. However, the experimental data demonstrated that ITA is still not capable
of accurately predicting the radiative properties under significant DSE, especially
in the long-wavelength range (∼ 800 nm - 900 nm).
The advantage of measuring the thickness dependence of transmittance and
thus directly retrieving the transport mean free path is that it might even work
when RTE itself breaks down because the diffusion equation is also the hydro-
dynamic limit of the Bethe-Salpeter equation [76] (See Section 3.4). Moreover,
it does not require a detailed choice of the scattering phase function, unlike the
aforementioned inverse methods based on RTE. Another remarkable point is that
by measuring the thickness dependence of transmittance, it is possible to identify
the onset of Anderson localization. More specifically, during the transition from
the diffusive transport regime to the Anderson localization regime, T ∝ 1/L2
based on the prediction of the scaling theory localization [53, 358] and in the An-
derson localized regime, T ∝ exp (−L/lloc), where lloc is the localization length
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which describes the spatial extent of localized modes (see Section 6.1). Note the
exponential decays should be carefully distinguished from absorption and inelas-
tic scattering [53, 209, 359–361] (see more discussions in Section 6.1.2) .
5.3. Measurement of angle-resolved reflectance and transmittance
The measurement of angle-resolved reflectance and transmittance is also a
popular method to determine the radiative properties, which can obtain more opti-
cal information from a single sample, although it requires more sensitive detectors
or stronger radiation sources than the total reflectance and transmittance measure-
ment. There are a variety of different designs for the experimental setup, and for a
review, see Ref. [362]. Based on the angle-resolved reflectance and transmittance
measurement for a single sample and appropriate inverse RTE models, the radia-
tive properties can be retrieved. A typical example is given in Fig.16a taken from
Ref. [363], in which the discrete ordinates method to solve the RTE combined
with a proper assumption of the form of the scattering phase function can result in
a good fitting to the experimental data of angle-resolved transmittance of porous
silica fibers (the wavelength of radiation is 4µm).
Figure 16c shows a typical experimental setup for measuring the spectral
angle-resolved transmittance and reflectance, used in Refs.[345, 364] to retrieve
the infrared radiative properties of porous fused quartz containing randomly dis-
tributed bubbles. In this setup, a radiation source is generated from a Fourier trans-
form infrared (FTIR) spectrometer operating in the spectral range from 1.5 to 25
µm. Two spherical mirrors (SM1 and SM2) and a diaphragm in the FTIR are com-
bined to achieve a reduced beam diameter and thus good resolution. The mobile
plane mirror (PM) and fixed PM as well as a beam splitter are standard interferom-
eter configuration in the FTIR components. The output beam is then focused to the
sample. The detection system, which consists of a spherical mirror to collect the
transmitted radiation and focus it to the liquid-nitrogen-cooled mercury cadmium
telluride (MCT) detector, is mounted on a rotating arm of the goniometer. This
configuration enabled the angle-resolved measurement. In this setup, the incident
radiation is modulated and the detection is synchronized using a lock-in amplifier
(not shown in the figure) in order to rule out the effects of thermal radiation from
the environment.
By adding appropriate polarizers, the angle-resolved reflectance and transmit-
tance measurement can be further extended to the measurement of the Mueller
matrix of a disordered medium, which is a 4 × 4 matrix M(θ, θ0) that specifies
the transformation of the Stokes parameters of the incident beam into those of
the scattered light, with θ0 and θ denoting the incident and scattering polar angles
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Figure 16: Measurement of angular-resolved reflectance and transmittance. (a) Comparison be-
tween the experimental data and best-fitted results (retried radiative properties not shown here)
for the angle-resolved reflectance and transmittance, denoted by the bidirectional transmittance
and reflectance distribution functions (BRTF and BRDF). Reprinted from Ref. [363], Copyright
(2002), with permission from Elsevier. (b) Comparison of experimentally measured reflection
Mueller matrix element ratios (symbols, ”Laboratory data”) with the predictions of RTE using
the radiative properties given by ISA (dashed lines, ”RTE”) and ITA (solid lines, ”RTE+SSF”).
Different colors indicate different volume fractions of particles including fv = 2% (red color),
5% (yellow color) and 10% (blue color). Reprinted with permission from Ref. [97]. Copyright
2013 Optical Society of America. (c) Schematic of the experimental apparatus used to measure
the angle-resolved spectral transmittance and reflectance. Reprinted with permission from Ref.
[345]. Copyright 2004 Optical Society of America.
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(here we simply assume a symmetry in the azimuthal angles) [365]. The first term
M11(θ, θ0) is then the normalized angle-resolved scattered intensity that is closely
related to the angle-resolved reflectance and transmittance, and other matrix ele-
ments describe how the polarization of incident beam is transformed by the dis-
ordered media. For example, Mishchenko et al. [97] presented a well-controlled
laboratory experiment on the reflection Mueller matrix (backscattering component
of the full Muller matrix) R(θ) of PS suspensions in water with different volume
fractions ranging from 2% to 10%, where the incident angle is fixed as θ0 = 20◦.
They indicated that the ISA combined with the vector RTE can be applied safely
to packing densities up to ∼2%, while at higher densities (especially larger than
5%), the effect of dependent scattering should be taken into account with cau-
tion. They further demonstrated that by means of the ITA (namely, based on the
so-called static structure factor, SSF) as a simple consideration of the DSE, a bet-
ter agreement with the experimental data can be achieved. Typical results for the
reflection Mueller matrix elements R11(θ) and R44(θ) are given in Fig.16b. Re-
cently, Riviere and coworkers [366, 367] have developed a spectro-polarimetric
scatterometer that can realize the fast measurement of the spectral and angle-
resolved Mueller matrix. It mainly consists of a supercontinuum laser, wide-band
polarizers, a charged-coupled device (CCD) camera/InGaAs-sensor based spec-
trophotometer and a goniometric platform, and can cover the spectral range of
480 to 2500 nm with an angle resolution of 1◦. Details can be found in Ref. [367].
Figure 17: Radiative properties measured from the coherent backscattering cone. (a) Typical exper-
imental setup to measure the coherent backscattering cone. Reprinted with permission from Ref.
[368]. Copyright (2010) The Author(s). (b) Transport mean free path extracted from the experi-
mentally measured coherent backscattering cone, compared with predictions of different transport
models. The inset shows the fitting performance of Eq.(109) in the diffusive regime. Reprinted
with permission from Ref. [20] Copyright (2015) by the American Physical Society.
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In the diffusive regime, measuring angle-resolved reflectance constitutes a use-
ful scheme to determine the transport mean free path. This method utilizes the
lineshape (angular profile) of the coherent backscattering (CB) cone (the physics
of which is briefly introduced in Section 6.1.1), which is analytically formulated
as [20, 195, 369]
I(q) =
3/7
(1 + qltr)2
[
1 +
1− exp (−4/3qltr)
qltr
]
, (109)
where q = 2pi sin θb/λ0 with θb the backscattering polar angle. To correctly iden-
tify the CB cone, the determination of the scattered intensity in the exact backscat-
tering direction (θb = 0◦ or equivalently, θs = 180◦) is important, which brings
difficulties for the experimental setup presented in Fig.16c [345]. To this end, an
additional beam splitter is usually necessary to separate the incident and exactly
backscattered beams. Figure.17a shows a typical small-angle setup to measure
scattered intensity profile at and near the exact backscattering direction, taken
from Ref. [368]. In this small angle setup a high-resolution, thermoelectrically
cooled (to reduce electronic noise) monochromatic CCD camera was placed on
the backside of the sample. Since the direct backscattering direction is blocked
by the camera, a beam splitter is adopted to direct the laser beam onto the sam-
ple, while transmitted beam from the beam splitter is absorbed completely by
a beamdump, in order to reduce the backreflection that could significantly dis-
turb the image on the camera. A circular polarizer is implemented to block the
single-scattering intensity [204]. Another setup is the one using 256 photosensi-
tive diodes attached to an arc to realize an angle-resolved reflectance measure-
ment, which can work in a wide angle range (almost covering the entire range of
backscattering angles except for the very tip of the CB cone at θb = 0). Although
the angle-resolution of this setup is lower than that of the small-angle setup near
the cone, it is sufficient for highly scattering materials like TiO2 powders with a
broad CB cone. More details of this approach can be found in Refs. [368, 370].
Based on the above method, by fitting the experimentally measured backscat-
tering cone with Eq.(109), the transport mean free path can be obtained with a
good agreement. In Fig.17b, the transport mean free path of a dense media con-
taining TiO2 nanoparticles measured from the lineshape of CB cone as a function
of particle volume fraction is shown, done by Naraghi and Dogariu [20]. It was
found that the ISA and the ITA (“collective scattering model”) fail to predict the
transport mean free path while the near-field scattering model (Eq.(101)) can give
rise to a much better agreement.
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5.4. Measurement of time-resolved reflectance and transmittance
Above experimental methods all deal with the static radiative properties of the
disordered media. On the other hand, it is also important to employ time-resolved
measurements to probe the radiative transport dynamics occurring inside the dis-
ordered media, thanks to the rapid developments of ultrafast optical technologies
[371]. Because of the strong multiple scattering of waves, a short pulse propaga-
tion in disordered media is strongly delayed, and the dynamics crucially reflects
the microscopic structures and optical properties [361, 372–388]. This method is,
to some extent, most information-rich and helpful to decouple different radiative
properties by fully identify the time-dependent transport process.
By now many time-resolved measurements have been carried out in the diffu-
sive regime due to the relative simplicity and high efficiency in interpreting exper-
imental data [380, 388, 389] (see Eq.(112)) and the possibility to search anoma-
lous transport regimes of fundamental interest like Anderson localization by iden-
tifying the deviation from the diffusion equation [203, 361, 372, 374, 379, 383–
385, 387]. There are also a great deal of works in the RTE regime (or called “sub-
diffusive regime”) [390–393]. Here we mainly discuss the time-resolved measure-
ment in the diffusive regime for thick enough samples L ls. In this regime, the
dynamic diffusion coefficient Ddyn can be obtained from the dynamics which is
described by the time-domain diffusion equation as [232]( ∂
∂t
−∇ ·Ddyn∇+ vEκa
)
φ(r, t) = Q(r, t), (110)
where φ(r, t) = 1
4pi
∫
4pi
I(r, sˆ, t)dΩ is the average diffuse intensity, Q(r, t) is the
source function and vE is the energy transport velocity, as mentioned above. Note
this equation is most suitable for long-time dynamics when the diffusive trans-
port regime is established in time domain. It is shown by Greffet and coworkers
[233, 394] that the dynamic diffusion coefficient is independent of the absorption
coefficient as
Ddyn =
1
3
vEltr, (111)
different from the static diffusion coefficient that should incorporate the absorp-
tion coefficient. By using the extrapolation boundary condition, the solution of
this equation can be obtained and the resultant time-resolved total transmittance
T (t) for a slab geometry with thickness L is given by [18, 232, 395]
T (t) =
exp (−κavEt)
2(4piDdyn)1/2t3/2
+∞∑
m=−∞
[
z1,m exp
(
− z
2
1,m
4Ddynt
)
− z2,m exp
(
− z
2
2,m
4Ddynt
)]
,
(112)
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where z1,m = L(1−2m)−4mze−z0 and z2,m = L(1−2m)−(4m−2)ze+z0 for an
integer m, ze is the extrapolation length given in Eq.(59) and z0 is the location of
the imaginary sources into the medium, approximated by z0 = ltr. In fact, at long
times, the first term in the summation dominates, such that an exponential decay
with time is expected in the diffusive regime. On the other hand, in anomalous
transport regimes like the onset of Anderson localization, the diffusion coefficient,
in a renormalized spirit, is scale dependent and therefore temporally varying as
Ddyn(t), leading to a non-exponential decay even at long times [396].
Figure 18: Time-resolved measurement. (a) Time-resolved transmittance (or time-of-flight distri-
bution) for a kltr = 6.3 sample composed of densely packed TiO2 powders. Experimental data
(black solid line) can be well-fitted by the time-resolved solution of the diffusion equation (red
solid line). Reprinted with permission from Ref. [203]. Copyright (2006) by the American Physi-
cal Society. (b) Transport velocity extracted from a combined measurement of time-resolved trans-
mittance and CB cone, compared with predictions of the ISA (inset) and the ECPA model (solid
line). Reprinted with permission from Ref. [397]. Copyright (2006) by the American Physical
Society. (c) Experimental setup for the time-solved transmittance in (a-b). Reprinted with permis-
sion from Ref. [398]. Copyright (2006) The Author(s). (d) Experimental setup for measuring the
time-resolved spatial transmission profile. Reprinted from Ref. [399].
In general, by fitting Eq.(112) to the experimentally measured time-resolved
transmittance, it is possible to retrieve the dynamic diffusion coefficient and ab-
sorption coefficient simultaneously. For instance, Sto¨rzer et al. [203] measured the
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diffusion coefficient and absorption coefficient of densely packed TiO2 powders,
and the fitting between the theoretical formula and experiment data was quite
good, as shown in Fig.18a. Furthermore, a combination of time-resolved trans-
mittance measurement and the CB cone measurement enables us to obtain the
transport velocity vE in the disordered media [324, 397]. The transport velocity
is an important indicator for resonant multiple scattering of waves, which usu-
ally takes place in high-refractive indexmay strongly reduce the transport velocity.
The measured result of Sto¨rzer et al.’s [397] is given in Fig.18b, compared with
the predictions of the ISA (inset) and the ECPA model (solid line). It is found
that the ECPA approach can lead to a better agreement with the experimental data
due to the consideration of the DSE (For details of the calculation of transport
velocity in disordered media, see Refs.[12, 202, 309]). Similarly, Sapienza et al.
[324] prepared highly monodisperse (∼2% diameter dispersion) dielectric spheres
supporting Mie resonances packed at high volume fractions and carried out time-
resolved and static transmittance measurements, which further confirmed the res-
onant multiple scattering of waves can induce a significant reduction of energy
transport velocity.
Here we proceed to a brief discussion on typical experimental setups for the
time-resolved transmittance of DDM in the diffusive regime. Figure 18c shows
the experimental setup used by Sto¨rzer et al. [398], which is based on the mea-
surement of time-of-flight distribution of transmitted single photons [372–374]. It
consists of a picosecond laser system and a single photon detection system. In this
setup, the picosecond pulses are generated by a Rhodamin 6G dye laser pumped
by an Ar+ laser with a mode locker crystal. The laser system can produce pulses
with a width of about 20 ps with a repetition rate of up to 10MHz in the wave-
length range of 580 to 620 nm. Behind the laser system, a beam splitter divides
the incident pulse into the sample path and the reference path. A photomultiplier,
which is capable of detecting single photons, is put behind the sample. To ensure
that only one photon is detected during each measurement cycle to avoid the sat-
uration effect [400], the sample should be thick enough and the counting rate of
the photomultiplier should not be too high (which also should be large enough,
typically lower than 1/10 of the repetition rate of the pulsed laser, to guarantee the
signal to noise ratio). Using the signal of a counting event, the computer starts a
time measurement, which is subsequently stopped by the reference signal of the
photodiode. A delay line is put after the photodiode in the reference path such
that each single photon measurement is started and stopped by the same pulse.
Moreover, since the incident pulse is not a perfect delta pulse, one also needs to
measure a reference time-of-flight signal without the sample. By deconvoluting
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the measurement result for the sample with respect to the reference pulse, the fi-
nal time-resolved transmittance can be acquired. Recently this experimental setup
has been further improved by Sperling et al. [361, 399, 401], using a femtosec-
ond laser system with a pulse width about 250 fs and a repetition rate of 75MHz,
which has increased power and can achieve better time resolution. And it can
be tuned in wavelength range of 700-1000 nm, with a frequency-doubled optical
parametric oscillator (OPO) to further cover the wavelength range of ∼550-650
nm [361, 399, 401]. Since the time-of-flight distribution is equivalent to the path
length distribution of photon paths in the sample, this experimental approach also
provides a route to study the long multiple scattering trajectories that are hardly
accessible in static measurements [383], which are particularly important to the
lineshape of the CB cone near the cusp.
Another approach of the time-resolved measurement is to directly record the
time-dependent spatial profile of transmission, i.e., the positions of transmitted
photons at certain time points, whose advantage over the time-of-flight distribu-
tion measurement is the independence with respect to absorption. A typical experi-
mental setup by Sperling et al. is given in Fig.18d [399]. The pulse laser is focused
by a lens onto the sample surface, and the transmitted beam is magnified by an-
other lens and imaged onto the time-gated intensified CCD camera (ICCD), which
consists of a high rate image intensifier, a monochromatic CCD camera and an ul-
trafast gate [399]. Similar experimental setups are also used in Refs.[18, 324], in
which the time-resolved profile of the transmitted photons is recorded by a streak
camera to achieve a high temporal resolution, while the pulses are provided by a
Ti:Sapphire laser (2 ps pulse duration), tunable within 700920 nm. Since in these
two setups the single-photon timing method is the time-correlated single-photon
counting (TCSPC) technique [402, 403], the dynamic range (the ratio between
maximum and minimum detectable signal intensities) of the time-gated ICCD
and streak cameras suffers from the noise and saturation effects brought by the
large numbers of early-photons [404, 405]. They are also expensive, complex and
bulky. The same problem is also encountered by the above time-of-light distri-
bution measurement. In recent years, it is shown that solid-state single-photon
avalanche diodes (SPADs) can be used as an alternative for building fast time-
gated detectors. SPADs exhibit ultrafast transition time (∼200 ps) of turning the
gate on and off and thus can record late photons without being saturated by early
photons, which permit to detect long-lived photons with improved signal quality
[405, 406]. A typical experimental measurement of time-resolved transmission
profile using SPAD camera has been presented by Lyons et al for detecting an
object in a scattering medium [388].
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Remarkably, the path-length distribution of photons in DDM can be measured
through the low-coherence interferometric methods without the need of ultrafast
laser and detectors, which is somewhat similar to the time-of-flight distribution of
photons. Therefore, this class of method also allows to obtain the time-resolved
photon dynamics in DDM [407–410]. Recently, this method is further put forward
to extract the time-dependent Green’s function and thus achieve spatio-temporal
imaging using only low-coherence white light illumination, from which the local
optical/radiative properties of DDM can be determined in a high spatial resolution
that enables to identify microscale heterogeneities [411, 412].
In summary, we have reviewed various experimental methods to measure/retrieve
the radiative properties of DDM and described representative experimental works
on the DSE. These experimental works imply that the DSE is indeed a critical
factor that affects the radiative properties of DDM containing a substantial vol-
ume fraction of scatterers, and should be quantitatively taken into account care-
fully in practical applications. However, almost all experimental works about DSE
are conducted in an indirect manner, which are based on the measurement of
macroscopic reflectance and transmittance spectra and a subsequent comparison
between experimental data and ISA predictions. In other words, there are no ex-
perimental works that can directly and quantitatively determine the DSE without
the comparison with ISA predictions, although the transition from independent
scattering to dependent scattering is not sharp but continuous. As a consequence,
it is necessary to develop a specific method based on experimental observables
to predict the DSE straightforwardly. A possible idea is to further exploit the po-
larization properties of radiation, as implied by a seminal paper by Sankaran et
al. [413], where it was shown that the variation of the degrees of linear and cir-
cular polarization of radiation with the scatterer (PS sphere) density undergo a
prominent transition at the specific scatterer volume concentration when the DSE
becomes to play a role, shown in Fig.19.
It should be noted that a number of experimental approaches which are also
frequently used to characterize the optical/radiative properties of disordered media
but not extensively employed in the study of the DSE, are not introduced. These
methods include the measurement of spatially resolved intensity [346, 414–417],
the optical coherence tomography (OCT) [418–420], the photon density wave
spectroscopy (PDWS) [421, 422] (also known as the temporal frequency-domain
photon-migration spectroscopy, FDPM [423]) and the spatial frequency domain
imaging (SFDI) method [423–427], etc. Notably, Nguyen et al. [419] applied the
transmission OCT to measure the extinction coefficient and the backscattering
OCT to identify the scattering coefficient of silica particle suspensions, where they
90
Figure 19: Variation of degrees of linear and circular polarization in PS sphere suspensions with
sphere diameters of (a) 0.48 µm and (b) 0.99 µm with the scatterer concentration. Reprinted from
Ref. [413]. Copyright 2000 Optical Society of America.
found the DSE plays a role and used the ITA method to model the scattering co-
efficient. Moreover, since we only deal with static multiple wave scattering prob-
lem as mentioned in Section 3, we do not review the rapid advances in dynamic
light scattering techniques [428], including the photon correlation spectroscopy
(PCS) [429, 430], spatially-resolved or time-resolved diffusing wave spectroscopy
(DWS) [71, 73, 382, 431–433] and the laser Doppler methods (LDM) [434, 435],
etc., which can also provide a diagnosis of the radiative/optical properties with
high sensitivity [436]. It is worth mentioning that the analytical frameworks of
these techniques usually neglect the dependent scattering effect in dense DDM, al-
though recently a substantial attention has been paid to this aspect [257, 437, 438],
mainly using the ITA model (See Section 4.2.1 for the ITA model).
6. Dependent scattering and other related interference phenomena in meso-
scopic and atomic physics
The study of radiative properties of disordered media is closely related to the
field of mesoscopic physics, which also investigates the physics of propagation,
scattering and interference of quantum and classical waves in disordered mate-
rials. In this section, we will introduce some important phenomena that all arise
from wave interferences in disordered materials, including the coherent backscat-
tering cone, the Anderson localization of light and the statistics as well as cor-
relations induced by disorder. In fact, due to their close relation to the DSE, we
have unavoidably mentioned these phenomena in previous sections. The study of
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these phenomena can provide a different viewpoint that focuses on the universal
behavior of disordered media instead of the microscopic details of interparticle
electromagnetic interactions, and offer new methods to obtain more information
about the radiative properties, as we have already seen in Section 5. We expect
the brief discussion on this discipline can be helpful for the study of the DSE in
DDM.
On the other hand, in atomic physics, understanding light propagation and
scattering in disordered cold atomic clouds is crucial with important applications
in quantum information science. Since cold atoms are extremely scattering near
resonance, researchers tried to study the resonant multiple and dependent scatter-
ing phenomena of radiation in them, due to the advantages of cold atomic systems
over conventional micro/nanoscale scattering media including well-controlled sys-
tems and widely tunable parameters [188, 439]. Remarkably, for dilute cold atomic
clouds, radiative transfer equation is also widely applied to the description of mul-
tiple scattering of photons [439, 440]. Moreover, the prominent collective effects
like subradiance and superradiance due to the multiple wave scattering and in-
terferences are also of fundamental importance [441]. In this section, we attempt
to give a basic description of light-atom interactions and introduce two remark-
able interference phenomena, including the breakdown of the mean-field optics
and the significant role of structural correlation in atomic gases, in which multi-
ple wave scattering plays a crucial role. Due to the strong light-matter interaction
and high-accuracy experiments, these phenomena are much easier to observe and
control in cold atomic gases than in conventional DDM. We expect this section
can establish a bridge among different communities and inspire further studies on
dependent scattering.
6.1. Mesoscopic physics
Initially, mesoscopic physics mainly investigated the quantum transport phe-
nomena involving electrons in disordered electronic materials with the consider-
ation of wave nature of electrons in mesoscopic-scale samples, which are smaller
than the coherence length of electrons, leading to the emergence of quantum inter-
ference effects [78]. Later on, due to the easiness of experimental implementation
and observation in optics, light transport in disordered dielectric materials offers
a good platform for mimicking quantum transport behaviors of electrons, for in-
stance, the direct observation of Anderson localization [442] and the straightfor-
ward measurement of intensity correlations and statistics [443, 444], etc.
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Figure 20: (a) The schematic of the mechanism of the coherent backscattering cone in a ran-
dom medium containing discrete scatterers. The solid lines denote a random multiple scattering
trajectory while dashed lines stand for its time-reversed counterparts. Reprinted from Ref. [445]
Copyright (2016), with permission from Elsevier. (b) Experimental data of coherent backscat-
tering enhancement for different disordered media. Reprinted with permission from Ref. [446].
Copyright (2008) EPL Association.
6.1.1. Coherent backscattering cone
Even in the limit of extremely dilute media, the ladder approximation that
leads to the RTE is not rigorously exact, because the well-known coherent backscat-
tering cone, or called the weak localization phenomenon [17, 20, 447], can emerge.
This is due to the constructive interference between each multiple scattering tra-
jectory and its time-reversed counterpart in the exact backscattering direction, as
shown in Fig.20a. Note the interference between each multiple scattering trajec-
tory and its time-reversal counterpart is always constructive when time-reversal
symmetry is conserved [13, 15, 17].
When the scattering strength becomes stronger (i.e., mean free path l be-
comes smaller), the angular width of the coherent backscattering cone broadens
as (kl)−1, shown in Fig.20b, and thus affects the overall reflectance and trans-
mittance (due to energy conservation) more significantly. As a consequence, for
these media, the interference between each multiple scattering trajectory and its
time-reversed counterpart should be taken into account, resulting a series of most-
crossed diagrams [194–196] (or so-called cyclical terms [17, 197]) in the dia-
grammatic representation of the irreducible intensity vertex in the Bethe-Salpeter
equation. In practice, the conventional RTE is firstly used to solve the intensity
distribution, and an extra calculation is made to obtain the contribution of the
crossed diagrams based on the results of the first step (that is, by using the property
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of time-reversal invariance) [17, 196, 447]. Moreover, besides using the Ohm’s
law, another method to obtain the transport mean free path is to fit the analytical
formula of coherent backscattering cone (Eq.(109))[20], as already discussed in
Section 5.3. The peak enhancement factor, ideally, is 2. However, it strongly de-
pends on the thickness and the absorption of the sample [15, 195, 448], and other
factors that affect the coherence of multiple wave scattering.
CB is also frequently discussed in the field of astrophysics. The opposition
effect is believed to be a manifestation of it [17, 90, 197], like the one exhibited
by the rings of Saturn, which are composed of particles that are covered by small,
submicron-sized H2O grains.
6.1.2. Anderson localization of light
When the scattering strength continues to increase, making the Ioffe-Regel
condition satisfied, i.e., kl ≤ 1 [12], Anderson localization can possibly occur.
In this regime, the wave packets are exponentially localized and a halt of light
diffusion is induced. Anderson localization can be formed by the constructive in-
terference between a closed multiple scattering loop with its time-reversed coun-
terpart given a strong scattering strength, as shown in Fig.21a. By now, Anderson
localization of light in one and two dimensions has been theoretically and experi-
mentally confirmed [449–452]. For example, in Figs. 21(b-d) an experimental ob-
servation of the transition from ballistic transport to diffusion in two dimensions is
presented, where the ensemble-averaged intensity follows a Gaussian distribution
in space, and then Anderson localization, where the ensemble-averaged intensity
is exponentially localized, with the increase of disorder in a 2D photonic lattice
[54, 453]. Note the difference between the Anderson localization scheme and the
recurrent scattering mechanism shown in Fig.6, because the latter takes place in
the microscopic scale while the former occurs in the mesoscopic scale16.
On the other hand, Anderson localization of light in 3D is still under inten-
sive theoretical and experimental pursuit but has not been unambiguously ob-
served [53, 78, 203, 361, 383, 384, 454]. As mentioned in Section 5.2, by mea-
suring the thickness dependence of transmittance, it is possible to identify the
onset of Anderson localization. During the transition from the diffusive transport
regime to the Anderson localization regime, the total transmittance would follow
T ∝ 1/L2 based on the prediction of the single-parameter scaling theory of lo-
16However, in the Anderson localization regime, it is hard to tell the phenomenon is mesoscopic
or microscopic because the wavelength and mean free path are comparable with each other. For
convenience, we regard it as a mesoscopic phenomenon.
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Figure 21: (a) The schematic diagram of the mechanism of Anderson localization in a disordered
medium. Here the light source is denoted by a star symbol at position A and the spheres denote
the scattering elements. A multiple scattering path that returns to the light source forms a loop.
Its time-reversed counterpart propagates in exactly the opposite direction along this loop. The
two paths thus will acquire exactly the same phase, and interfering constructively in A. Reprinted
by permission from Springer Nature Customer Service Centre GmbH: Springer Nature, Nature,
Ref. [53], Copyright 1997. (b-d) Experimental observation of the transition from (b) ballistic
transport to (c) diffusion, and then to (d) Anderson localization with the increase of disorder in a
2D photonic lattice, in which the white thin lines denote the ensemble-averaged intensity profile in
space. Reprinted by permission from Springer Nature Customer Service Centre GmbH: Springer
Nature, Nature Photonics, Ref. [54], Copyright 2013, and Nature, Ref. [453], Copyright 2007.
calization [53, 358]. And in the Anderson localized regime, the relation becomes
T ∝ exp (−L/lloc), where lloc is the localization length which describes the spa-
tial extent of localized modes. The first experimental claim on 3D Anderson lo-
calization of light in GaAs powders [53] used this method, which, however, was
refuted and shown to be the result of weak absorption [359, 360]. Later, to further
search for 3D Anderson localization, time-resolved measurement was conducted
in TiO2 powders due to the advantage to separate scattering and absorption effects
of this method [203, 401], as discussed in Section 5.4. By quantifying the devia-
tion of time-resolved transmission from the diffusion equation (more specifically,
non-exponential decay at long times), these works also claimed the observation
of 3D Anderson localization. However, this claim was later put in question [455]
and finally refuted by the authors themselves [361], by demonstrating that the
non-diffusive behavior was a consequence of fluorescent emission due to the im-
purities in the sample at high input laser powers. Therefore, by now there are no
unambiguous evidence of 3D Anderson localization of light.
Remarkably, recently it has been theoretically shown that 3D Anderson local-
ization transition may be found in certain disordered structures with strong short-
range correlations (i.e., hyperuniform networks) near the photonic band edges
[209], following from the early theoretical proposal of John [456] but without any
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defect modes. Based on similar considerations, it has been numerically shown 3D
Anderson localization can occur in quasiperiodic structures (i.e., icosahedral qua-
sicrystal) without any additional disorder [457] whereas they cannot be regarded
as disordered materials due to the existence of long-range order. It would be inter-
esting to examine these theoretical proposals experimentally, which can provide
profound implications for wave physics.
6.1.3. Statistics and correlations in disordered media
Due to the existence of disorder, the optical responses of disordered media
vary from sample to sample, from position to position, and therefore it is more
practical to investigate the statistics and correlations in their responses and obtain
some general and global properties of them. These mesoscopic phenomena, in-
cluding the statistical distribution of intensity speckles, spatial and spectral corre-
lations of intensity fluctuations, are comprehensively discussed in the mesoscopic
physics community [15, 78]. Here we introduce several well-known statistic phe-
nomena of light scattering in disordered media. For more details on this topic, see
Ref.[443, 444].
The first is the amplitude and intensity distribution in the speckle pattern,
which forms due to the complex interference of randomly scattered waves travel-
ing different path lengths in disordered media. The amplitude follows a Rayleigh
distribution, and the intensity is described by a negative exponential probability
distribution as
P (I) =
1
〈I〉c exp
(
− I〈I〉c
)
. (113)
This is generally known as the Rayleigh statistics in random media, where 〈I〉c is
configuration averaged intensity and P (I) is the probability distribution function
of intensity. The condition for this statistics is that the speckle pattern should arise
from the interferences of a large number of scattered waves with independently
varying amplitudes and phases, and the phases should uniformly distributed in
the range of 0 − 2pi [78, 458]. Therefore, if these conditions are not fulfilled,
for instance, when the scattering events are strongly correlated or the scattering
strength is too weak to cover the phase range, or the scattering strength is too
strong to exhibit Anderson localization, the speckles can exhibit non-Rayleigh
statistics. An experimental example of the breakdown of Rayleigh statistics and
the emergence of super-Rayleigh statistics is given in Fig.22. This is achieved by
generating strongly correlated phases in the wavefront of incident light using a
spatial light modulator (SLM), which can result in high-contrast speckle patterns
that exhibit non-Rayleigh statistics.
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Figure 22: Speckle patterns and intensity distribution in disordered media. (a-c) Images of
the speckle patterns with different statistics by controlling the contrast parameter C =√〈I2〉/〈I〉2 − 1 using a spatial light modulator (SLM) to modulate the incident wavefront, and (d)
the corresponding intensity distribution function. (a) A speckle pattern with a standard Rayleigh
statistics, which has a contrast of C = 0.98 and a negative exponential intensity distribution
[(d), blue triangles]. (b) A speckle pattern with super-Rayleigh statistics, which has a contrast of
C = 1.28, and an intensity distribution that decays slower than the negative exponential [(d), green
diamonds]. (c) A speckle pattern with super-Rayleigh statistics with a higher contrast of C = 2.79
[(d), red squares]. Reprinted from Ref. [458] Copyright (2014) by the American Physical Society.
Besides the statistic distribution of intensities, there are also universal corre-
lations for intensities at different positions and frequencies. One frequently used
intensity correlation function is defined for the intensity fluctuations in the speckle
patterns as C = 〈δIδI ′〉, where δI = I − 〈I〉 is the fluctuation of intensity short-
range intensity and δI ′ stands for the fluctuation of intensity at a different spatial
or frequency position [110, 113, 459–461]. In this article, we mainly introduce
spatial correlations. The correlation function C contains three components, which
describe short range (C1), long range (C2), and infinite range (C3) correlations,
respectively [461]. In particular, short-range spatial correlations describe the av-
eraged size of a speckle spot, while multiple scattering can induce long-range
spatial correlations. In the limit of weak scattering, the main contribution to the
spatial correlation is the short-range one, which is given by the square of field
correlation function as C1(R) = |E(r)E∗(r+δr)|2. Shapiro theoretically showed
that [459]
C1 ∝
(
sin (kδr)
kr
)2
exp(−δr
l
). (114)
Using a scanning near-field optical microscope (SNOM), Emiliani et al. [461] di-
rectly measured the 2D short-range intensity correlation function of a disordered
dielectric structure of microporous silica glass with randomly oriented and in-
terconnected pores around 200 nm, which is shown in Fig.23a. They found that
Eq.(114) can indeed capture the short-range intensity correlation behavior. How-
ever, Carminati [462] theoretically demonstrated that in the deep near field, spa-
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Figure 23: Spatial correlation function of intensity. (a-b) SNOM measurement of averaged radial
profile of correlation function (dots), (a) probe wavelength of 780 nm, and (b) probe wavelength
of 632 nm. The corresponding theoretical fits using Eq.(114) are shown in solid lines. Reprinted
from Ref. [461] Copyright (2003) by the American Physical Society. (c) Normalized field spatial
correlation function in a plane at a distance z vs ρ/δ. δ is a reference length scale. Black markers:
Far-field regime. Blue solid line: near-field intermediate regime. Red dashed line: extreme near-
field regime. Reprinted from Ref. [462] Copyright (2010) by the American Physical Society.
tial correlation length of the field correlation function heavily depends on the lo-
cal microscopic environment and thus does not show any universal behavior as
described by Eq.(114), shown in Fig.23b. The dynamic fluctuations of speckle
patterns stemming from the movement of scattering particles in random media
enable a novel imaging method for soft materials especially for biological materi-
als called laser speckle contrast imaging (LSCI) [463], which is widely applied in
the real-time imaging of blood flows in retina, skin, brain and many other kinds of
tissues and organs [464, 465]. Similar techniques also include the diffuse corre-
lation spectroscopy (DCS) [386, 466], which can also provide a route to measure
radiative/optical properties.
In recent years, the rapid development of photonics further accelerates the ad-
vance of mesoscopic physics and gives rise to a brand new field called ”disordered
photonics” [51]. Fascinating achievements were made thanks to the availability of
high-speed spatial light modulators (SLMs), including the imaging, focusing and
multiplexing through disordered media. More specifically, it has received great
attention recently that the statistics and correlations of the speckle patterns due
to wave interference can be exploited to realize efficient spatial/temporal imaging
and focusing through the scattering disordered media [467–471], show promising
application to biological and medical imaging and laser therapy (like, deliver light
to a specific position in human body), as well as in-situ optical/infrared diagnosis
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of turbid or semitransparent coatings used in industry thermal barrier coatings.
Moreover, engineering disorder itself to manipulate light transport is also a pos-
sible way, for instance, by controlling fabrication process [472] or using spatially
modulated pumping (all-optical spatial light modulator) [473]. It is of great inter-
est to find its applications in thermal radiation control. Detailed introduction is,
however, out of the scope of this article. For more details, see Refs. [51, 69].
6.2. Light-atom interactions
As seen from previous sections, it is still not fully understood how structural
correlations affect the radiative properties of disordered media, even for an ideally
simple system composed of randomly distributed spherical scatterers [20, 79, 150,
325, 474]. In particular, the interplay between structural correlations and near-field
as well as far-field electromagnetic interactions among scatterers is still not very
clear [20, 79, 240], especially near single scatterer internal resonances (like Mie
resonances for dielectric nanoparticles) at high packing densities [12, 18, 204,
324, 475].
On the other hand, the last three decades have witnessed the rapid develop-
ment of laser cooling and trapping of atoms to realize ultracold atomic gases with
extremely low temperatures on the order of a few nanokelvin [476] in atomic
physics, which stimulate a wide range of exciting applications like high-precision
atomic clocks, quantum information processing, quantum computing and quan-
tum simulation of condensed matter systems and so on [476]. Regarding the very
high resonant scattering cross section of a single two-level cold atom at the dipole
transition (on the order of∼ λ20, where λ0 is the wavelength of transition, thus sur-
prisingly larger than the size of a single atom), cold atomic systems are capable of
achieving strong light-matter interactions [476].
In particular, disordered cold atomic gases offer new opportunities for theoreti-
cal and experimental study of multiple wave scattering, and they are advantageous
over conventional discrete random media due to the precisely controllable and
highly tunable system parameters in an unprecedented way [188, 439]. Classical
multiple wave scattering phenomena, for instance, coherent backscattering [477],
slow diffusion [109], Anderson localization [478, 479] and random lasing [480]
were investigated, along with some extraordinary phenomena like Le´vy flights
of photons [481, 482], thermal decoherence [483] and non-Lorentzian transmis-
sion spectra [484, 485], etc. Collective and cooperative effects that are difficult
to observe in conventional condensed matter systems also emerge in cold atomic
systems, such as the collective polaritonic modes [486], superradiant and subradi-
ant collective modes [441], collective Lamb shift [487, 488] and so on. Moreover,
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the easy incorporation of nonlinearity can provide a platform for the study of mul-
tiple scattering of interacting photons, where more intriguing many-body physics
can take place [489], not to mention that the quantum nature of cold atoms (for
instance quantum statistical correlations in Fermi-Dirac gases [490, 491]) might
also affect light propagation, which very much enriches the underlying physics.
In this subsection, we present a short introduction of the DSE in cold atomic
systems, mainly including the breakdown of mean-field optics in dense cold atomic
clouds and the role of structural correlations.
6.2.1. Breakdown of the mean-field optics
Traditionally, for inhomogeneously broadened atomic gases, e.g., thermal gases
with inhomogeneous Doppler broadening, the mean-field description of light-
atom interaction (in the low intensity limit without any nonlinear optical phe-
nomena) is valid. In other words, light propagation in such atomic gases can be
described by standard electrodynamics in a medium with an effective permittivity
under the local field correction (see Eq. (65)). In this circumstance, the collective
resonance peak exhibits a frequency red-shift proportional to the atom number
density n0 as
∆LL = −2pin0
k3
γ, (115)
which is called the Lorentz-Lorenz (LL) shift. Here γ is the linewidth of the singe
atom resonance. However, for dense and ultracold atomic gases, in which inho-
mogeneous broadening is negligible, recently it has been numerically [492] and
experimentally [493] shown that there is no such shift. In Fig.24a, Javanainen et
al. [492], based on coupled-dipole simulations for a slab composed of two-level
ultracold atoms, demonstrated that at high atom number density n0/k3 ∼ 1, the
atomic clouds do not exhibit any resonance frequency shift. This is because at
high density where the distance between adjacent atoms is comparable or even
much smaller than the light wavelength, the dipole-dipole interactions become
strong and lead to significant light-induced correlations among the atoms [494].
This is a situation that mean-field theory (or LL relation) is not able to take into
account. Recently, Corman et al. [485] found in some cases a dense ultracold
atomic samples can exhibit small blue shifts in resonance frequency both numer-
ically and experimentally, and the line shape even turns into non-Lorentzian, in
strikingly contrast to the mean-field optics. They used a theoretical model of ef-
fective permittivity proposed by Morice et al. [495] to partially include the effect
of dipole-dipole interactions. This model, in essence, takes the recurrent scattering
mechanism between each pair of atoms into account. The agreement between the
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Figure 24: Breakdown of mean-field optics in cold atomic clouds. (a) Optical depth D = − lnT
versus detuning ∆ = ω − ω0 in a homogeneously broadened sample for normalized thicknesses
kh =0.25, 0.5, 1.0, and 2.0, from bottom to top; the corresponding atom numbers are N = 128,
256, 512, and 1024. The dashed vertical line shows where the center of the line would be if the
naive Lorentz-Lorenz shift applied. γ is the linewidth of the single atom resonance. Reprinted
from Ref. [492] Copyright (2014) by the American Physical Society. (b) Coherent (plain symbols)
and incoherent (open symbols) scattered powers calculated for a linearly polarized incident plane
wave propagating along the long axis of the cloud for various frequency detunings ∆, as a function
of the number of atoms N . All powers are normalized to the power scattered by a single atom at
the same detuning. The plain (dashed) line connects the values of the coherent (incoherent) power
for ∆ = −104γ. Circles, ∆ = −500γ; diamonds, ∆ = −5γ; squares, ∆ = 0. Reprinted from
Ref. [496] Copyright (2017) by the American Physical Society.
theoretical model and coupled-dipole simulations was fairly good up to surface
density n2D/k2 ∼ 0.1, while theoretical and numerical data deviated from exper-
imental measurement data substantially, especially when it comes to the value of
frequency shift. This may be attributed to residual motion of atoms during the ex-
perimental probing process, nonlinear effects due to large light intensity and the
complex atomic level structure (i.e., not ideal two-level atoms).
The strong resonant scattering in atomic clouds permits to reach a regime
where the concept of effective medium from the mean-field optics does not ap-
ply. Schilder et al. [496] showed that for dense cold atomic samples with very
high density (n0/k3  1), the homogenization by an effective permittivity cannot
be reached. This is because the strong resonant dipole-dipole interactions between
stationary cold atoms lead to significant correlations and fluctuations of scattered
waves, which result in a large incoherent component of intensity Pincoh that is
comparable to or even larger than the coherent component Pcoh, as shown by di-
amond and square symbols in Fig.24b for near-resonant atoms. In this regime, it
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is more appropriate to describe the scattering processes in this medium in terms
of collective modes rather than as a sequence of individual scattering events (i.e.,
radiative transfer) [486].
6.2.2. Structural correlations in cold atomic gases
Structural correlations indeed exist and can also be engineered in cold atomic
gases, which can thus lead to significant dependent scattering effects. It is cus-
tomary to assume in many theoretical treatments that the positions of atoms are
completely independent of each other, especially in very dilute gases, e.g., Refs.
[154, 239, 478, 485, 486, 494, 497, 498]. Strictly speaking this assumption is not
true because at very short distances atoms can interact with each other through,
like, van der Waals interactions and collisions (like s-wave scattering) [476]. More
importantly, quantum statistics at low temperature can lead to significant correla-
tions of atom positions in both trapped Bose and Fermi gases [490, 491, 495, 499],
where the large de Broglie wavelength of atoms introduces a considerable corre-
lation length. For instance, low-density Fermi gas at zero temperature exhibits
a positional correlation length on the order of k−1F , where kF ∝ (6pi2n0)1/3 is
the Fermi wave number and n0 is atom number density [490]. These positional
correlations have nontrivial consequences on the optical interactions in atomic
gases [490, 491, 495]. Actually, Ruosteskoski and Javanainen [490] theoretically
showed that a dramatic narrowing of the linewidth Γ can occur in the Fermi gas
even at low densities, and the resonance frequency shift ∆ is also considerable, as
shown in Fig.25. They also investigated the effect of temperature Tgas, which can
modify the quantum statistical distribution function and thus the pair correlations
between atom positions. Recently, the experimental results of Peyrot et al. [500]
also implied that short-range interactions induced correlations as well as light-
induced correlations can be a possible source of experimentally measured nonlo-
cality in the optical response in high density atomic ensembles. The negligence of
positional correlations may be a possible reason for the deviations between con-
ventional coupled dipole simulations assuming fully disordered atoms and some
experimental measurements [485, 497, 501] besides other explanations like resid-
ual motion of the atoms during the probing, nonlinear effects and complex atomic
level structures, etc.
Another method of creating positional correlations is to directly synthesize
the spatial profile of atoms. Recent developments in the manipulation of single
atoms make the fabrication of atomic lattices with arbitrary distributions feasible.
It was already shown that 1D 87Rb atomic arrays with desired arrangements in
a large scale (more than 50 atoms) can be assembled in an atom by atom way,
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Figure 25: The optical (a) linewidth Γ and (b) the line shift ∆ of a Fermi-Dirac gas as a function
of the atom number density ρ/k3. The solid line represents Tgas = 0, the dash-dotted line T =
150nK for 40K atoms, the dashed line Tgas = 500nK, and the dotted line Tgas = 2nK. Reprinted
from Ref. [490] Copyright (1999) by the American Physical Society.
through a fast, real-time control of an array of tightly focused optical tweezers
[502]. Two-dimensional 87Rb arrays with user-defined geometries can be also fab-
ricated in a similar way [503]. Other modern quantum simulation techniques, such
as nanophotonic atom lattices using dielectric photonic crystals [504] and plas-
monic nanoparticle arrays [505], are also possible ways. These techniques offer
great opportunities for the study of multiple wave scattering of light in controlled
structural correlations at the most fundamental level.
As a short summary, in this section, we introduce and discuss the wave in-
terference phenomena in mesoscopic physics, including the coherent backscat-
tering cone and Anderson localization, as well as the statistics and correlations
of scattered waves. This field is closely related to the study of the DSE, and these
phenomena are also frequently mentioned in previous sections, because the micro-
scopic and mesoscopic interferences have influences on each other and coopera-
tively contribute to the radiative transfer processes. And the field of mesoscopic
physics provides relevant theoretical and experimental tools for the study of ra-
diative properties, like the measurement of CB cone, the diagrammatic technique
and so on. On the other hand, we also introduce two remarkable interference phe-
nomena in light propagation in cold atomic gases, including the breakdown of
the mean-field optics and the significant role of structural correlation. The study
in this field is fundamentally important to the understanding of dependent scat-
tering effect in disordered media, which can provide physical insights that are
difficult to get in conventional DDM composed of dielectric materials, especially
the resonant multiple wave scattering behaviors in dense media that are not well
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understood currently [12, 20, 21, 204, 308, 325, 475]. We expect this section can
establish a bridge among different communities and inspire further studies on de-
pendent scattering.
7. Summary and outlook
To summarize, in this article, we give a review on the theoretical, numer-
ical and experimental methods and progresses in the study of the DSE in mi-
cro/nanoscale DDM. A brief summary of the multiple scattering theory of elec-
tromagnetic waves, including the analytic wave theory and Foldy-Lax equations,
is presented. Then main physical mechanisms that are critical to DSE and relevant
theoretical considerations as well as models are introduced. Numerical modeling
methods and experimental approaches are further summarized. We also give a
brief review on the studies on the DSE in mesoscopic physics and atomic physics,
especially a discussion on other relevant interference phenomena including co-
herent backscattering, Anderson localization and statistics in disordered media.
We expect this review can provide profound and interdisciplinary insights to the
understanding and manipulation of the dependent scattering effect. We hope this
review is not only instructive for thermal radiation transfer, but also helpful for
biomedical imaging and light atom interactions.
This article is not an exhaustive overview and it is also not possible for us to
make it exhaustive because there are so many works in the last several decades
trying to deal with the dependent scattering effect and other relevant interference
phenomena in disordered media. We attempt to include the main theoretical, nu-
merical and experimental methods and progresses on this topic, covering almost
all relevant topics to the best of our knowledge. We also pay a substantial atten-
tion to the advances in mesoscopic and atomic physics, in order establish a bridge
among different communities that all tackle with the wave interference phenom-
ena in disordered materials. However, due to the limited pages of this article, we
are only able to discuss everything in a very brief manner and the readers need
to refer to the original literature to obtain more theoretical, numerical and experi-
mental details.
Disorder is more the rule than the exception in nature [506]. Regarding the
notorious complexity brought by disorder, it seems that the study of DSE is from
a view point of reductionism which attempts to understand how the particles in-
teract with each other in detail, and thus not appropriate. This is in contrast to
the research paradigm well-established in condensed matter physics for complex
systems [507], that is to investigate the emergent phenomena at mesoscopic and
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macroscopic scales as a result of the collective and universal (from wave/quantum
interference) behaviors in many-body systems with the presence of disorder [78,
508, 509], because in many cases in practice, it is hardly possible to correctly
characterize and model the microscopic details. However, we would like to em-
phasize that the study of the DSE is of both fundamental and practical impor-
tance, especially in the design the performance of DDM to applications. An in-
tuitive example is that neither the single-parameter scaling theory [510] nor the
self-consistent theory of Anderson localization [205] is able to provide direct in-
structions to the realization of 3D localization transition, while the understanding
and tailoring of the detailed near-field interactions among adjacent scatterers is
more important to achieve this goal [240, 301]. This is one important reason why
many remarkable progresses are made in recent years to reveal the mechanisms of
dependent scattering in densely packed particle systems at the microscopic scale
[20, 150, 204, 239, 310, 325, 478, 511], owing to the development of computa-
tional and experimental tools.
Another issue worth discussing is the thermal radiation heat transfer in a
sufficiently high-temperature dense DDM with substantial temperature gradients
throughout the system, namely, when the thermal emission is not negligible [91,
512, 513]. Several open problems still need further investigation, such as the
derivation and applicability of RTE from Maxwell’s equations and the fluctuation-
dissipation theorem [514], the definition of emission coefficient κem, the role of
near-field radiative transfer and so on. Although a few of works have been con-
ducted in the settings of many-body thermal radiation transfer [515–518], the main
attention in these works is the overall heat transfer rate, rather than revealing the
role of interference effects on radiative properties [519] and the applicability of
RTE in this situation.
We are very fortunate to witness the explosion of nanoscience and nanotech-
nologies, which have influenced and are still influencing the world in a revolu-
tionary way. The exotic physics phenomena that emerge in nanoscale systems are
extremely attractive and are waiting people to explore with curiosity. In the field
of thermal science and engineering, our research is also confronted with the rapid
development nanoscience and nanotechnologies, which have already brought us
to the newly founded branch of nanoscale thermal science and engineering. In
particular, the research of thermal radiation heat transfer is unprecedentedly re-
shaped, because this discipline is directly affected by the fields of nanophotonics
and quantum science and technology, which also deal with, in general, light-matter
interaction.
In particular, the motivation of the present article is very much inspired by the
105
research areas of metamaterials [520] and metasurfaces [521], disordered pho-
tonics and Anderson localization of light [51], photonic crystals [77], topological
photonics [522], ultracold atoms and quantum optics [188, 523]. The rapid ad-
vances in these disciplines, for instance, focusing and molding the flow of light
in DDM using the wave-front shaping technique based on spatial light modula-
tors [524], assembling ultracold atoms one by one to create photonic structures
[502], and especially all-dielectric metamaterials and metasurfaces based on Mie
resonances [128], will continue to provide us ideas to be implemented in thermal
radiation control [525]. As a consequence, we envision that to achieve the tailoring
of the transport direction, spatial distribution, polarization states of thermal radia-
tion flow in micro/nanoscale DDM is very promising. In the near future, we also
expect it would be possible to design and fabricate disordered metamaterials and
metasurfaces that show similar functionalities to current ordered ones [306, 526]
or even reach the operating regime that is difficult to access using current devices
[527–529], therefore not relying on expensive top-down nanofabrication methods
and easily scalable. Moreover, reconfigurable micro/nanoscale devices will be an-
other important direction of research and development, by utilizing phase change
materials and materials with temperature-, strain- or electric field-dependent opti-
cal properties.
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Appendix A. Definition of ensemble average
Generally, an ensemble average of a physical quantity should be carried out
with respect to all possible states of the system [17, 30, 124] if the ergodicity
of the system is assumed [17, 30, 90]. By saying a random process is ergodic,
we mean that time average of each realization is equal to the average across the
ensemble of realization. In a present random medium consisting of N identical,
homogeneous and isotropic scatterers, the only varying states of particles are their
positions, i.e., rj , where j = 1, 2, ..., N . Therefore, the ensemble average over the
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whole random medium for a physical quantity Q(r1, r2, ..., rj, ..., rN), which is a
function of particle positions, is calculated as [30, 124]
〈Q〉 =
∫
Q(r1, r2, ..., rj, ..., rN)dr1dr2...drj...drN
· p(r1, r2, ..., rj, ..., rN)
(A.1)
where p(r1, r2, ..., rj, ..., rN) is the joint probability density function of the particle
distribution r1, r2, ..., rj, ..., rN . If we fix some particle rj , the ensemble average
over other N − 1 particles is given by
〈Q〉j =
∫
Q(r1, r2, ..., ri, ..., rj, ..., rN)dr1dr2...dri...drN
· p(r1, r2, ..., ri, ..., rj, ..., rN)
(A.2)
where i 6= j. Similarly, if we fix two particles ri and rj , the ensemble average is
expressed as
〈Q〉ij =
∫
Q(r1, r2, ..., ri, ..., rj, ..., rl, ...rN)dr1dr2...drl...drN
· p(r1, r2, ..., ri, ..., rj, ..., rl, ...rN)
(A.3)
where i 6= j, l 6= j and l 6= i. The relation between 〈Q〉ij and 〈Q〉j can be derived
as
〈Q〉j =
∫
〈Q〉ijp(ri|rj)dri (A.4)
where p(ri|rj) is the conditional probability density function of ri for a fixed rj .
The pair distribution function, is related to p(ri|rj) as [124]
p(ri|rj) = g2(ri|rj)
V
N
N − 1 (A.5)
where V is the volume occupied by the ensemble of particles. In the thermody-
namic limit, N →∞, p(ri|rj) ≈ g2(ri|rj)/V .
Appendix B. VSWFs and translation addition theorem
The regular VSWFs N(1)mnp(r) for p = 2 (TE mode) and p = 1 (TM mode) are
defined as [24, 45, 81, 129, 130]
N
(1)
mn2(r) =
√
(2n+ 1)(n−m)!
4pin(n+ 1)(n+m)!
∇× (rψ(1)mn(r)), (B.1)
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N
(1)
mn1(r) =
1
k
∇×N(1)mn2(r) (B.2)
where k = ω/c is the wave number in free space and ω is the angular frequency of
the electromagnetic wave. ψ(1)mn(r) is regular (type-1) scalar wave function defined
as
ψ(1)mn(r) = jn(kr)Y
m
n (θ, φ), (B.3)
where jn(kr) is the spherical Bessel function and Y mn (θ, φ) is spherical harmonics
defined as
Y mn (θ, φ) = P
m
n (cos θ) exp(imφ), (B.4)
where we use the convention of quantum mechanics, and Pmn (cos θ) is associ-
ated Legendre polynomials. The outgoing (type-3) VSWFs have can be similarly
defined by replacing above spherical Bessel functions with the spherical Hankel
functions of the first kind hn(kr).
It is straightforward to express the VSWFs into the vector spherical harmonics
(VSHs) as
N
(1)
mn2(r) =
√
(2n+ 1)(n−m)!
4pin(n+ 1)(n+m)!
jn(kr)Cmn(θ, φ), (B.5)
N
(1)
mn1(r) =
√
(2n+ 1)(n−m)!
4pin(n+ 1)(n+m)!
{
n(n+ 1)jn(kr)
kr
Pmn(θ, φ) +
[krjn(kr)]
′
kr
Bmn(θ, φ)
}
,
(B.6)
where Pmn(θ, φ), Bmn(θ, φ) and Cmn(θ, φ) are VSHs, given by
Pmn(θ, φ) = rˆY
m
n (θ, φ), (B.7)
Bmn(θ, φ) =
[
θˆ
d
dθ
Pmn (cos θ) + φˆ
im
sin θ
Pmn (cos θ)
]
exp(imφ), (B.8)
and
Cmn(θ, φ) =
[
θˆ
im
sin θ
Pmn (cos θ)− φˆ
d
dθ
Pmn (cos θ)
]
exp(imφ). (B.9)
The translation addition theorem of VSWFs, which transforms the VSWFs
centered in ri into those centered in rj , is given by
N(3)µνq(r− ri) =
∑
µνq
A(3)mnpµνq(ri − rj)N(1)mnp(r− rj), (B.10)
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which is valid for |ri− rj| > |r− rj|, and therefore should be used in the vicinity
of rj . The coefficient A
(3)
µqmp is generally given by [124]
A
(3)
mn1µν1(r) = A
(3)
mn2µν2(r) =
γµν
γmn
(−1)m
∑
l
a(µ, ν| −m,n|l)a(ν, n, l)hl(kr)Y µ−ml (θ, φ),
(B.11)
A
(3)
mn1µν2(r) = A
(3)
mn2µν1(r) =
γµν
γmn
(−1)m+1
∑
l
a(µ, ν| −m,n|l, l − 1)b(ν, n, l)hl(kr)Y µ−ml (θ, φ),
(B.12)
where γmn is defined as
γmn =
√
(2n+ 1)(n−m)!
4pin(n+ 1)(n+m)!
. (B.13)
The coefficients a(µ, ν| −m,n|l) and a(µ, ν| −m,n|l, l − 1) are given by
a(µ, ν| −m,n|l) =(−1)µ−m (2l + 1)
(
ν n l
µ −m µ−m
)
×
(
ν n l
0 0 0
)[(ν + µ)!(n−m)!(l − µ+m)!
(ν − µ)!(n+m)!(l + µ−m)!
]1/2
,
(B.14)
a(µ, ν| −m,n|l, l − 1) =(−1)µ−m (2l + 1)
(
ν n l
µ −m µ−m
)
×
(
ν n l − 1
0 0 0
)[(ν + µ)!(n−m)!(l − µ+m)!
(ν − µ)!(n+m)!(l + µ−m)!
]1/2
,
(B.15)
in which the variables in the form
(
j1 j2 j3
m1 m2 m3
)
are Wigner-3j symbols. They
can be found in Ref. [124, 530] and not shown in detail here. Other coefficients
a(ν, n, l) and b(ν, n, l) are given as [124]
a(ν, n, l) =
in+l−ν
2n(n+ 1)
[
2n(n+ 1)(2n+ 1) + (n+ 1)(ν + n− l)(ν + l − n+ 1)
− n(ν + n+ l + 2)(n+ l − ν + 1)
]
,
(B.16)
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b(ν, n, l) = −(2n+ 1)i
n+l−ν
2n(n+ 1)
[
(ν + n+ l + 1)(n+ l − ν)(ν + l − n)(ν + n− l + 1)
]1/2
.
(B.17)
We further give the expressions of the far-field approximation for outgoing
VSWFs, which are usually used to calculate far-field scattered field and thus
intensity-related quantities. For outgoing (type-3) VSWFs N(3)mnp(r− rj) centered
at rj , their far-field forms (when r  rj) are given by [45, 81, 129]
N
(3)
mn2(r− rj) ≈ i−n
√
(2n+ 1)(n−m)!
4pin(n+ 1)(n+m)!
exp(kr)
kr
exp(−ks · rj)Cmn(θ, φ),
(B.18)
N
(3)
mn1(r− rj) ≈ i−n
√
(2n+ 1)(n−m)!
4pin(n+ 1)(n+m)!
exp(kr)
kr
exp(−ks · rj)Bmn(θ, φ),
(B.19)
where Bmn(θ, φ) and Cmn(θ, φ) are vector spherical harmonics. For homoge-
neous spheres, only m = ±1 are needed. In this circumstance, we have
B1n(θ, φ) = −[θˆτn(cos θ) + φˆpin(cos θ)] exp(iφ), (B.20)
B−1n(θ, φ) =
1
n(n+ 1)
[θˆτn(cos θ)− φˆpin(cos θ)] exp(−iφ), (B.21)
C1n(θ, φ) = −[θˆipin(cos θ)− φˆτn(cos θ)] exp(iφ), (B.22)
C−1n(θ, φ) = − 1
n(n+ 1)
[θˆipin(cos θ) + φˆτn(cos θ)] exp(−iφ), (B.23)
where τn and pin are functions frequently used in standard light scattering mono-
graphs, defined as [45]
τn(cos θ) = −dP
1
n(cos θ)
dθ
, (B.24)
pin(cos θ) = −P
1
n(cos θ)
sin θ
. (B.25)
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