Introduction
Dynamic programming for sequence comparison and alignment forms the core of many computational biology and other sequence analysis methods. The simpler methods consist of a series of recurrence equations with values added along an optimal path selected by best score (Smith and Waterman, 1981; Gotoh, 1982) . Probabilistic methods used with hidden Markov models (HMMs) sum values over all possible paths up to a given point in the dynamic programming matrix, and multiply values along the path (Krogh et al., 1994) .
In forming a matrix based on a cost function and two sequences a and b (or a sequence and an HMM) of length n and m, an m × n table is formed with one or more entries per index point. For example, perhaps the simplest form of the dynamic programming equation is that of edit distance (Wagner and Fischer, 1974; Sellers, 1974) : 
There are many variations on this equation . One method of comparing a protein sequence to an amino acid sequence requires looking at the previous three indices in the nucleic acid sequence. In general, the methods discussed in this paper will work with any uniform recurrence equation; that is, the index points of c that c i, j depend upon are all of the form c i−g, j−h for integer constants g ≥ 0, h ≥ 0, g + h > 0. For finding an alignment, the function F must effectively choose one of the three index points as being the best, corresponding to matching characters, matching a i to a gap, and matching b j to a gap, respectively. In the case of HMM training or the calculation of the probability that a i was generated by HMM state b j , F is essentially additive across the three different choices, so no single best path is produced. In this case, another recurrence similar to Equation (1) is used to accumulate the probabilities across all possible paths, and traceback requires O(mn) time, independent of checkpointing.
Because sequences can be very long, the problem of computing sequence alignments requiring less than O(nm) space has been actively studied.
Related work
The first linear-space algorithm for sequence alignment was presented by Hirschberg (1975) and extended and popularized by Myers and Miller (1988) . The algorithm relies on a divide-and-conquer (D&C) strategy to reduce the space from O(mn) to O(n), with an additional slowdown factor (1.8 for Myers and Miller) to the O(mn) time algorithm. In the D&C algorithm, an optimal middle row of the m × n matrix is found using a forward calculation from the beginning of the sequences and a backwards calculation from the end of the sequences. The forward and backward calculations meet in the center to produce a row of matrix cells, each containing the cost of the best alignment through that point. The optimal alignment for the two sequences passes through the cell with the minimum cost over the entire row. This allows the alignment problem to be divided into two subproblems of combined size m × n/2, which can be solved recursively.
Grice, Hughey, and Speck introduced a family of reduced-space algorithms that can be used not only for sequence alignment (Grice et al., 1997) , but also for hidden Markov model (HMM) training (Tarnas and Hughey, 1998) . The algorithms are called 'checkpoint' algorithms because they preserve only certain rows (checkpoints) of the dynamic programming (DP) matrix. The members of the family are distinguished by their 'level', a positive integer, which also determines their space and time complexity. A checkpoint algorithm of level L can perform HMM training in space bounded by O(Lm L √ n), and runs in O(Lmn) time. The work also introduced a diagonal checkpoint algorithm that can solve the single-best-path alignment problem in O(m + n) space and O(mn) time. Chao (1998) extended the D&C method to calculating the set of index points present in all sub-optimal alignments. In the most restrictive case, this is similar to calculating the single best alignment, while in the least restrictive case, this is similar to calculating all possible paths through the dynamic programming matrix. Additional efficiency is gained by splitting the problem into multiple components (rather than just two) at each level of the recursion and in both dimensions (as informally proposed for a single level in one dimension by Edmiston et al. (1988) ). The divide-and-conquer method that splits a single dimension into multiple components results in a calculation that is similar to the multiple checkpoints of our checkpointing algorithm. We do not analyze the possibility of checkpointing in both dimensions in this paper. Powell et al. (1999) also note the flexibility of the checkpointing technique with respect to L, and apply checkpointing to Ukkonen's algorithm for sequence alignment to reduce its space bound in the calculation of added cost. In fact, checkpoint algorithms are appropriate for any dynamic programming problem that can be described by uniform recurrence equations, in which the amount of data necessary to store the checkpoint is defined by the maximum distance of a recurrence dependency over the index set.
This paper further explores the checkpoint paradigm, in particular the placement of checkpoints. The cost of different checkpoint placement strategies can be calculated in terms of the number of dynamic programming cell calculations (Equation (1)). As long as the algorithm has sufficiently low memory requirements to avoid the perils of virtual memory swapping data to disk, dynamic programing cell calculation dominates the differences between these schemes. Because these algorithms step through successive dynamic programming cells in a regular manner, ample use is made of typical long cache lines, so that the difference between fitting in memory and fitting in cache can be slight.
Checkpoint algorithm
In aligning (single-best or all-paths) two sequences, let n be the length of the longer sequence and m the length of the shorter. If M is the number of cells of the dynamic programming (DP) matrix that can be stored in memory, then let R = M/m be the number of DP matrix rows that can be stored.
Fundamentally, the checkpoint algorithm is identical to the dynamic programming algorithm. The significant difference is that the checkpoint algorithm does not store the entire matrix, but instead stores selected rows of the matrix. The missing portions of the matrix, the parts between the stored rows, are recalculated during traceback, as needed. The rows that are saved are determined in such a way that the space-saving factor is polynomially greater than the slowdown factor for recalculation.
The checkpoint algorithm represents a family of algorithms, each identified by its level. For reasons that will become clear later, the regular dynamic programming algorithm is considered a 1-level checkpoint algorithm. Of the higher level checkpoint algorithms, the 2-level algorithm is the easiest to describe.
2-level algorithm
The 2-level algorithm starts by calculating and storing successive rows of the DP matrix until the memory has been filled. At this point, the most recently calculated row (now called the checkpoint) is saved, the previous rows are erased, and the next section of the DP matrix is calculated using the space now available. This procedure continues until the final row is calculated, and traceback begins. Obviously, the penultimate rows are not purged like the others, but kept for traceback. During traceback, sections of the DP matrix are recalculated forward from the most recent checkpoint. Traceback continues through each section until the checkpoint for that section is reached. As the traceback procedure reaches the end of a section, the section is cleared from memory, and the next section is recalculated forward from its prior checkpoint, using the now available memory.
For example, let the number of rows that can be stored in memory R = 50. The algorithm starts by calculating the first 50 rows of the DP matrix, and then saving the 50th row (the checkpoint). The previous 49 rows are then deleted, and the next 49 rows are calculated. The 49th row is then saved (equivalent to the 99th row of the DP matrix), and so on. The 2-level algorithm can calculate a DP matrix with R i=1 i = R(R + 1)/2 rows. So, for a sequence alignment problem with n = R(R + 1)/2, then the algorithm uses in O(m √ n) space and takes time bounded by 2mn + m + n, since each cell is calculated at most twice.
Multilevel algorithm
For n > R(R + 1)/2, a higher-level checkpoint algorithm can be used. An L-level checkpoint algorithm (where L is a positive integer) picks up where the (L − 1)-level algorithm stops. In other words, the first row to be checkpointed by the L-level algorithm is the last row checkpointed by an (L −1)-level algorithm. So, once the memory has been filled with (L − 1)-level checkpoints, the last checkpoint is saved, the other rows are cleared, and the memory is again filled recursively with (L − 1)-level checkpoints. Therefore, if R rows can be stored in memory, the first checkpoint for a 3-level algorithm is at row R(R + 1)/2 (the last 2-level row) of the DP matrix. The second checkpoint for the 3-level algorithm is (R − 1)((R − 1) + 1)/2 rows later, and so on. During the traceback phase, the algorithm calculates forward from the previous checkpoint, just as before. The missing rows are recalculated and discarded as they are no longer needed for traceback.
The total number of rows that can be calculated by a 3-level algorithm (Figure 1 ) is
n) space and takes time bounded by 3mn + m + n. For an arbitrary level L, the maximum number of rows that can be calculated r L is
checkpoints at higher levels, which can be similarly divided according to Yang-Hui's (Pascal's) triangle. Considering the diminishing number of recalculations at each i-level checkpoint as i increases to L, the total amount of row calculation is (adding a 1 to correct the i = 1 term):
n) space and takes time bounded by Lmn + m + n for the single best path. The base case, L = 1, is equivalent to the traditional dynamic programming algorithm. If L = n, on the other hand, then only 2 rows are needed, and the time is bounded by O(n 2 m). Generally, it is best to make use of all the available memory, and to find the lowest level of checkpointing that will accommodate the longer sequence length n. Consequently, the optimum level is when
R = number of rows of available memory L = checkpoint level n = number of rows in the DP matrix curr row (global) = most recently calculated row number ending mem loc (global) is used to initialize traceback
ending mem loc ← curr row + 1 + R − n; curr row ← bound; The subroutine calls, respectively, compute the recurrence saving salient information, set the level and row number for row at given memory location, and return the row number for row at given memory location.
In the forward calculation (Figure 2 ) for the basic checkpoint algorithm, memory is assumed to be an array, with row[0] permanently stored at Mem [0] . The function F (R, L, n) causes the first R rows of memory to be filled with L-level checkpoints. The first L-level checkpoint is at Mem [R] , and the last is at Mem [1] . When each row is computed and stored, its row number and checkpoint level are also saved with it. This information is necessary for the traceback phase. The extra space required for this data is O(log n) for the row number, and O(log log n) for the level. The call stack also requires O(log n) memory.
The backwards calculation function T (R, n) ( Figure 3 ) traces back one row at a time until a gap in the data is reached. At this point, it uses function F (R, L, n) to calculate forward from the most recent checkpoint. Function T (R, n) relies on the fact that higher-level checkpoints always come after lower-level checkpoints in memory. Traceback continues using recursive forward recalculations until the first row has been reached.
Improved checkpoints
Although the above checkpoint placement method is optimal for n = R+L−1 L , it is suboptimal for other values In the first column (L = 2), at most 4+2−1 2 = 10 rows can be calculated. The 10th row is therefore the first row to be checkpointed in the 3-level algorithm, shown in the second column. This is not necessarily the best strategy. The third column shows a checkpoint scheme with significantly fewer row calculations than the basic 3-level algorithm. The problem in this situation is that with n = 11 and R = 4, the 2-level checkpoint algorithm falls short, only able to handle sequence lengths up to n = 10, while the 3-level algorithm will waste time because it is suited for n = 20.
The inefficiency of the original L-level algorithms is high when n = r L−1 (R) + 1. Here, the original L-level algorithm will calculate the first n−2 rows without saving, calculate the final two rows at level L, and then recalculate the n − 2 rows from the initial L-level checkpoint and complete traceback using the (L − 1)-level algorithm. Thus, when n = r L−1 (R), each row is calculated up to L − 1 times, while for a sequence one character longer, most rows are calculated L times. This discontinuity in performance results in a factor of ∼ L/(L − 1) slowdown, or a factor of two for the 2-level algorithm.
A simple change to the algorithm, which we call the improved, or (L − 1, L)-level checkpoint algorithm, can greatly improve the situation. The change is to perform the (L − 1)-level algorithm for the first ρ rows of the dynamic programming, until the remaining rows just fit in the remaining memory using the L-level algorithm.
For example, in R rows of memory, the original 2-level algorithm will have l checkpoints until
. All calculations will be repeated except for the final group and for the l − 1 checkpoints, so
This function is highly dependent on R and n when l is required to be an integer ( Figure 5) . Recall that the 1-level algorithm can calculate r 1 (R) = R rows with t 1 (n) = n row calculations, while for the 2-level algorithm, r 2 (R) = (R)(R + 1)/2 and t 2 (n) = 2n, both when n = r L (R). With the 1, 2-level algorithm, for r 1 (R) < n < r 2 (R), ρ iterations of the 1-level algorithm are performed, until n − ρ = r 2 (R − r 1 (ρ)), or ρ ∼ R − √ 2n − 2R. The number of row calculations is t 1,2 = t 1 (ρ) + t 2 (R − ρ), or t 1,2 (R, n) ∼ 2n − R − √ 2n − 2R. In the example shown in Figure 4 , ρ = 2 so that 2 rows are checkpointed at level 2 and the remaining 2 are checkpointed at level 3. As can be seen from the bottom curve of Figure 5 , this algorithm has greatly improved performance, and continuity, between r algorithms, with resulting higher-degree polynomials. For implementation, the idea is quite simple: use the (L − 1)-level algorithm for the first ρ rows of memory such that
The optimal choice of ρ is the maximum number of rows that can be checkpointed at level (L-1), while still leaving enough rows to finish the matrix at level L. Using an exponential search algorithm, ρ can be found in O(log R × log n) time.
The major difference in the code for the improved checkpoint algorithm and the basic algorithm is the inclusion of a 'wrapper' function around the forward calculating function, F (R, L, n) ( Figure 6 ). The wrapper function ImprF (R, L, ρ, n) requires the parameter ρ, which equals the number of rows (possibly zero) that will be checkpointed at level L − 1. Function ImprF (R, L, ρ, n) proceeds by filling the last ρ indexes of memory with (L −1)-level checkpoints, using function F (R, L, n) as a subroutine. The remaining initial R − ρ indexes are filled at level L, again using function F (R, L, n).
Optimal checkpoints
The (L − 1, L)-level algorithms are not optimal. The optimal algorithms freely switch between levels to make optimal use of available memory for any subproblem. For example, in the 2, 3-level algorithm, the 2-level algorithm is used first to fill the first ρ rows, but we already known that the 1, 2-level algorithm is more efficient.
To study optimal checkpoint placement, we used an O(n 3 ) dynamic programming algorithm. Let C(R, n) be the minimum number of row calculations necessary, given the longer sequence length n, and using only R rows of 
memory. Letting C(R, n)
The last term, i, is the cost of calculating up to row i. The term C(R, i) − 1 is the cost of backtracking from the beginning of the sequence up to row i, and the term C(R − 1, n − i) is the cost of the checkpoint algorithm calculating the remainder of the sequence after row i.
, but we have not found a more satisfying bound on C(R, n). Table 1 shows the worst case performance of the basic checkpoint algorithm, relative to the optimal checkpoint algorithm, for small values of R. For each level and value of R, the first number is the number of row-calculations performed by the checkpoint algorithm divided by the optimal number of row-calculations, and the second number is the maximum value that n can attain for the given R and L. The worst case was determined by comparing the algorithm's performance to optimal performance for each sequence length
. For example, if R = 8, then the 2-level algorithm would be used for sequence lengths 9 ≤ n ≤ 36, the 3-level 37 ≤ n ≤ 120, and the 4-level 121 ≤ n ≤ 330, and so on.
As can be seen, the L/(L − 1) slowdown is not yet reached in the 2-level column (1.975 is reached at n ∼ 5000), but is exceeded in the other columns. The optimal algorithm avoided cases where the initial calculation of ρ rows could be better performed with a mixture of other levels. However, the additional performance gain is small. For example, the 2, 3-level algorithm calculates fewer than √ n initial rows using the 2-level algorithm (otherwise, the 2-level algorithm could be used for the entire problem). If this initial calculation could be sped by a factor of two using the 1, 2-level algorithm rather than the 2-level algorithm, the comparative times would be ∼ 3n for the 3-level algorithm, ∼ 2n for the 2, 3-level algorithm, and ∼ 2n − √ n for the 1, 2, 3-level algorithm. Asymptotically, the L-level algorithm performs Ln row calculations, the (L , L − 1) algorithm performs at least (L − 1)n + 1 calculations, and the optimal
n initial rows by using (at best) the 1-level algorithm rather than the
n row calculations and the performance ratio between L-level and optimal is at most
The (L , L − 1) algorithm and the optimal algorithm both range between Ln and (L − 1)n calculations with a maximum difference of (L − 2)
In practice (Table 2) , the improved algorithm is at most 10% slower than the optimal for worst-case values of n ≥ 150 and a given R. 
Single best path
The row checkpoint algorithms find the single best path or all paths in O(Lmn) time and O(Lm L √ n) space. A diagonal version of the checkpoint algorithm can find the single best path using less time and memory because the best path will only pass through a limited region of the DP matrix between any two diagonals.
The basic diagonal checkpoint algorithm operates on the same principle as its row-checkpointing counterpart. The cells of the DP matrix are calculated in a diagonal 'sweep' across the matrix, from the upper-left to the lowerright corner. Once the memory is full, the most recently completed full diagonal is saved, and the remaining portion of the memory is used for continuing the DP calculation. The process is repeated across the rest of the DP matrix.
Our approach to improving diagonal checkpoint performance was similar: use dynamic programming to find the optimal checkpoint algorithm, and then attempt to discover a simpler, but still improved, algorithm for general use.
Solving the optimal diagonal checkpoint placement problem requires an O(n 4 ), 3-dimensional dynamic programming algorithm. The checkpoint placement scheme provided by this dynamic programming algorithm was extremely complicated and difficult to model. Instead, we simplified the problem by only considering triangular regions of the dynamic programming matrix to produce an O(n 3 ) dynamic programming problem. Analysis of these results gave us a means of improving the checkpoint algorithm for the single-best path problem.
The analysis was unsuccessful from the point of view of being unable to create an algorithm better than its competitors. For sequences of approximately equal length, the improved diagonal checkpoint algorithm performed slightly fewer cell calculations then the basic divide and conquer algorithm, each using 2 rows of memory. However, when the sequences are of differing lengths, the divide and conquer algorithm is clearly superior (Figure 8a ) because the diagonal checkpoint algorithm always recalculates from the first column.
The situation is improved when, following Powell et al. (1999) , the algorithm maintains two additional dynamic programming variables that respectively keep track of the row at which each path departs from the zero column and enters the last column. During traceback, one can skip calculation to the row at which the path entered the last row. Likewise, the initial portion of the matrix would not have to be recalculated, since one would already know the row at which the optimal path departs from the zero column. Although the diagonal checkpoint algorithm shows greater benefit from these techniques, it still performs more computation than the D&C algorithm (Figure 8b ).
When more than 2 rows of memory are available, the diagonal checkpoint algorithm is better suited to exploiting the extra resource, and performs significantly better than D&C in these situations. However, one can do even better by implementing Powell's algorithm rather than just borrowing its techniques. Figure 9 shows a comparison of the 2-level diagonal checkpoint algorithm (original and improved), and Powell's algorithm (the basic divide and conquer algorithm is not shown). As with the row checkpoint case, the original diagonal checkpoint algorithm calculates as much as it can during any given step, inducing a sawtooth function. In this memory range, Powell's algorithm performs up to 2.5% fewer cell calculations than our improved diagonal checkpoint algorithm, although each cell calculation does have the extra recurrence variable. In summary, when only the single best path is desired, Powell's algorithm should be used to provide full flexibility over a range of memory sizes and sequence lengths. When an all-paths calculation is to be performed, or if the same code is to perform both all-paths and single-bestpath, row or diagonal checkpoints can be used.
HMM implementation
We modified the SAM hidden Markov model package (Hughey and Krogh, 1996) from using the 2-level row checkpoint algorithm to the 1, 2-level algorithm. With 64 MB, these algorithms enable the evaluation of an 80 000-character sequence and an 80 000-node HMM, or a 1M-character sequence and 5000-node HMM, but the expensive all-paths cell calculation makes such tasks infeasible. Thus, in this case, we do not need higher-level checkpointing. We evaluated algorithms on a low-memory (64 MB) Sun UltraSparc 1.
For a single sequence, the original algorithm has higher variation in execution time than the 1, 2-level algorithm for both all-paths and single-best-path HMM training 2-level all paths 1,2-level all paths 2-level best path 1,2-level best path Fig. 10 . Execution time (minimum of 3 runs) for 2-Level and 1, 2-Level SAM all-paths (4 sequences) and single-best-path (12 sequences) HMM training with n = 1000, m = 1000, and various DP memory sizes.
( Figure 10 , with m = n = 1000). At high memory use, both algorithms become the 1-level algorithm, and perform similarly. At minimal memory use, both algorithms also behave similarly. In the intermediate range, the 1, 2-level algorithm provides a smooth decrease in runtime as the amount of recalculation diminishes. On the other hand, the 2-level algorithm is sensitive to the precise amount of memory allocated for the DP matrix, as expected from Figure 5 . The 33% (all-paths, with its costly traceback) and 56% (best-path) slowdowns at 12×10 6 bytes occur when there is not quite enough memory to perform the 1-level algorithm.
Single-path memory use could be further improved because the traceback information requires less memory than the checkpoint information (less than three bytes per index point, rather than three 4-byte words). In SAM, the desire to maintain consistency between the algorithms is deemed more important than the small improvement that would result.
To measure average speedup, we used a set of 200 protein sequences (minimum length 35, average 329, maximum 2027) randomly chosen from the SwissProt 38 database (minimum length 3, average 363, maximum 6486) (Bairoch and Apweiler, 1998) , and three protein model sizes (250, 1058, and 5000). SAM's previous default behavior was to use the minimum amount of memory required by the longest sequence, or in this case, 63 dynamic programming rows, or ∼ 200 KB, 1 MB, and 5 MB for the three model sizes. We varied the DP memory up to 60 MB (1000 rows for the 5000-node model).
Over the range of DP memory sizes, regardless of model length, the new all-paths algorithm is 3-12% faster. The typical improvement is ∼ 10% when 10-20 MB is allocated the problem. This advantage decreases with increasing memory allocation as more of the sequences can use the simple 1-level algorithm with no extra work. The absolute running times of both algorithms decrease 15-20% as allowed memory is increased within the bounds available for the machine. This allows one to optimize the dynamic programming calculation to the specifics of a given machine. For the 5000-length model, both algorithms begin paging at 60 MB with a factor of 1.9 slowdown.
Discussion
This paper presented an improvement on the original checkpoint algorithms. The improved row-checkpoint algorithm performs up to one half as many computations than the original checkpoint algorithm, and the improved diagonal-checkpoint algorithm performs up to 35% fewer than the original diagonal checkpoint algorithm.
When only the single-best-path is required, Powell's algorithm is an appropriate choice as an alternative to the basic divide-and-conquer or diagonal checkpoint algorithms.
In cases where all possible paths are to be evaluated, such as HMM training and posterior-decoded alignment (Holmes and Durbin, 1998) , the checkpoint algorithm's ability to easily and efficiently process all possible paths makes it the only choice.
Optimizing the SAM HMM package's checkpoint algorithm resulted in a ∼ 10% speedup over a typical range of sequence lengths.
In the future, we expect to modify SAM to use optimized reduced space dynamic programming for its posterior-decoded alignment calculations. In creating these alignments, first an m × n matrix of posterior probabilities is generated using an all-paths forward and backward calculation. Then, a single-best-path dynamic programming algorithm, forward and traceback, on the posterior matrix is performed to find the alignment. SAM's current implementation uses the checkpoint algorithm for the first part, but stores the complete m × n posterior matrix, making this a memory-expensive operation that causes paging for long sequences. To turn this into a reduced memory algorithm, both the forward and the backward portions of the posterior calculation must be checkpointed.
During the second phase, the checkpoint pairs of the first phase are used to compute the posterior values in each region. This allows the second (single-bestpath) forward recurrence to be evaluated with its own checkpointing. During final traceback, areas are again recalculated, and the minimization information is saved, enabling construction of the single best path. Without checkpointing, 2 cell calculations per index point are performed in the first phase (forward and backward), and 1 in the second phase (forward, since traceback is O(n + m)). The interwoven 2-level checkpoint algorithm will double the number of cell calculations to 6 per index point while requiring O(m √ n) space.
