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Abstract
We consider a family of self-adjoint operators
Hω = −∆+ λVω, ω ∈ Ω =×
k∈Zd
R,
on the Hilbert space ℓ2(Zd) or L2(Rd). Here ∆ denotes the Laplace operator
(discrete or continuous), Vω is a multiplication operator given by the function
Vω(x) =
∑
k∈Zd
ωku(x− k) on Zd, or Vω(x) =
∑
k∈Zd
ωkU(x − k) on Rd,
and λ > 0 is a real parameter modeling the strength of the disorder present
in the model. The functions u : Zd → R and U : Rd → R are called single-
site potential. Moreover, there is a probability measure P on Ω modeling the
distribution of the individual configurations ω ∈ Ω. The measure P =∏k∈Zd µ is
a product measure where µ is some probability measure on R satisfying certain
regularity assumptions. The operator on L2(Rd) is called alloy-type model, and
its analogue on ℓ2(Zd) discrete alloy-type model.
In the pioneer work [And58], Anderson argued that the solution of the Schro¨-
dinger equation according to the operator Hω, the so called wave function, be-
comes localized in space if the disorder is large enough. This phenomenon of
localization manifests itself in the sense that there are intervals I ⊂ R such that
the continuous spectrum of Hω in I is empty for P-almost all ω ∈ Ω and the cor-
responding eigenfunctions decay exponentially, called exponential localization
or Anderson localization.
There are two methods to prove exponential localization in multidimensional
space, the multiscale analysis and the fractional moment method. However,
both methods strongly rely on the property that the operatorHω depends (in the
sense of quadratic forms) monotonically on the random parameters ωk, k ∈ Zd.
This is for instance the case if the single-site potential is non-negative.
This thesis refines the methods in the case where the single-site potential is
allowed to change its sign. In particular, we develop the fractional moment
method and prove exponential localization for the discrete alloy-type model in
the case where the support of u is finite and u has fixed sign at the boundary of
its support. We also prove a Wegner estimate for the discrete alloy-type model in
the case of exponentially decaying but not necessarily finitely supported single-
site potentials. This Wegner estimate is applicable for a proof of localization via
multiscale analysis. In an appendix we prove a Wegner estimate for the alloy-
type model if the single-site potential is a so-called generalized step-function.
Moreover, we show for the alloy-type model that the typical fractional moment
decay implies localization under minimal assumptions on the measure P in the
case where U has bounded support.
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Chapter 1
Introduction
In this chapter we lead the reader to the topic of localization theory for random
Schro¨dinger operators. In a first section we introduce very basic mathemati-
cal concepts of quantum mechanics developed in the 1920’s, which is used to
model the time-evolution of atomic particles like electrons. The time-evolution
of an electron moving under the influence of a static electric potential is gov-
erned by a self-adjoint operator in some Hilbert space and the associated time-
dependent Schro¨dinger equation, introduced in 1926 by E. Schro¨dinger [Sch26].
The spectrum of this operator gives insights into the asymptotic behavior of the
time-evolution of the atomic particle as discussed in Section 1.1.
In Section 1.2 we will introduce the concept and examples of ergodic random
operators. They are for instance used to model the time-evolution of an elec-
tron under the influence of a random electric potential. The application one
should have in mind is a disordered solid; each configuration of the randomness
corresponds to a possible realization of the random medium.
In the pioneer work [And58], Anderson argued that the solution of the Schro¨-
dinger equation (called wave function) becomes localized in space in certain
randomness/energy regions if one considers random operators. The medium has
lost its transport properties when compared to ideal crystals. This phenomenon
of localization for random operators manifests itself in the fact that either the
spectrum of the considered random operator is only of pure point type in some
energy region (spectral localization), or that the wave function (corresponding
to some energy interval) stays trapped in a finite region of space for all time
(dynamical localization). Localization for random operators will be defined in
Section 1.3 and the main matter of this thesis is to investigate when localization
occurs.
Section 1.4 is devoted to a discussion of the existing methods to prove lo-
calization for random operators. Beside some methods only available in the
one-dimensional setting, there are exactly two methods to prove localization for
random operators: the multiscale analysis and the fractional moment method.
1
1. Introduction
At the end of Section 1.4 we explain the structure of this thesis.
1.1. Some mathematical foundations of quantum mechanics
In quantum mechanics (Schro¨dinger picture), the state of an electron moving in
d-dimensional space Rd is described by a complex valued function ψ : Rd×R→
C, ψ(x, t) = ψ(x1, . . . , xd, t), called the wave function, where x ∈ Rd corresponds
to a point in space and t corresponds to the time variable. The quantity |ψ(·, t)|2
is interpreted as the probability density of the particles location at time t. For
this reason it is reasonable to assume that ψ(·, t) is an element of L2(Rd) with
‖ψ(·, t)‖L2 = 1 for all t ∈ R. For measurable sets A ⊂ Rd, the number∫
A
|ψ(x, t)|2dx
is interpreted as the probability of finding the particle in A at time t. Note
that in contrast to classical mechanics, the particle is not localized at a certain
point in space, rather it is spread in space according to the probability density
|ψ(·, t)|2.
Given an initial state ψ0 ∈ L2(Rd) with ‖ψ0‖L2 = 1, the time evolution of the
wave function is governed by the time-dependent Schro¨dinger equation
i~
∂
∂t
ψ(·, t) = − ~
2
2m
∆ψ(·, t) + V ψ(·, t), ψ(·, 0) = ψ0, (1.1)
where m denotes the mass of the particle, ~ = h/(2π), ∆ is the Laplace operator
on L2(Rd) and V is the multiplication operator on L2(Rd) by the (classical)
potential energy. Here h denotes the Planck constant. The operator H =
−(~2/2m)∆+ V from Eq. (1.1) is called Schro¨dinger operator. For the analysis
of the Schro¨dinger equation the constants m and ~ are irrelevant. On this
account we set ~/(2m) to one for the rest of this thesis. Under some mild
regularity properties on the potential V the Schro¨dinger operator H is self-
adjoint on a certain dense domain of L2(Rd), see e.g. [RS80a], which we always
assume. Hence, by the spectral theorem, the problem from Eq. (1.1) has the
unique solution
ψ(·, t) = e−itHψ0. (1.2)
Figure 1.1 shows a thinkable example for the time evolution of the squared
wave function, i.e. of the probability density of the position of the electron.
Given a self-adjoint operator H , the solution of the Schro¨dinger equation has a
very complicated structure. However, it turns out that the (time)-asymptotic
behaviour of the wave function has something to do with spectral properties
of the operator H . This is formulated in the so-called RAGE-theorem, see
Theorem 1.1 below.
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x
t
|ψ(x, t)|2
Figure 1.1.: Illustration of the time evolution of the wave function
Let H be a self-adjoint operator on some Hilbert space H. For ψ ∈ H we
denote by µψ the spectral measure and define the absolutely continuous, singular
continuous and the pure point subspace of H by
Hac = Hac(H) = {ψ ∈ H | µψ is absolutely continuous},
Hsc = Hsc(H) = {ψ ∈ H | µψ is singularly continuous},
Hpp = Hpp(H) = {ψ ∈ H | µψ is pure point},
see e.g. [Tes09] for more details. We also define the continuous subspace by
Hc = Hac⊕Hsc. The subspaces H•, • ∈ {ac, sc, pp} reduce H [Wei00a, Wei00b],
and the absolutely continuous, singular continuous and pure point spectrum of
H are defined by
σac(H) = σ(H|Hac), σsc(H) = σ(H|Hsc) and σpp(H) = σ(H|Hpp).
The continuous spectrum of H is defined by σc(H) = σac(H)∪σsc(H). It follows
from these definitions that
H = Hac ⊕Hsc ⊕Hpp
and hence σ(H) = σac(H) ∪ σsc(H) ∪ σpp(H). Note that σpp(H) is not the
set of all eigenvalues of H , but its closure. The introduced decomposition of
the Hilbert space and the spectrum has a physical interpretation. Roughly
speaking, if the initial state ψ0 is an element of Hpp, then the wave function
given by Eq. (1.2) (and so the particle) will stay in a compact region of space
for all time. On the other hand, if ψ0 ∈ Hc, then the wave function will leave
3
1. Introduction
any compact set in space in the average of time. This is formulated precisely in
the so-called RAGE-theorem, named after D. Ruelle [Rue69], W. Amrein and
V. Georgescu [AG73], and V. Enss [Ens78]. For a proof of the RAGE-Theorem
we refer the reader to the books [Tes09, Wei00b].
Theorem 1.1 (RAGE). Let H be a self-adjoint operator in some Hilbert space
H. Suppose Kn, n ∈ N, is a sequence of bounded linear operators in H which
converges strongly to the identity and assume that for each n, Kn is relatively
compact with respect to H. Then
Hc =
{
ψ ∈ H | lim
n→∞
lim
T→∞
1
T
∫ T
0
‖Kne−itHψ‖dt = 0
}
, (1.3)
Hpp =
{
ψ ∈ H | lim
n→∞
sup
t≥0
‖(1−Kn)e−itHψ‖ = 0
}
.
Moreover, if ψ ∈ Hac, then for any n ∈ N we have
lim
t→∞
‖Kne−itHψ‖ = 0.
Recall, an operator K on H is called relatively compact with respect to an
operator H on H if K(H − z)−1 is compact for one z ∈ ρ(H).
Let us again consider our quantum mechanical particle (electron) moving in
Rd under the influence of the potential V . The time evolution of the particle is
governed by the Schro¨dinger equation with the operator H = −∆+V acting in
H = L2(Rd). We assume that V is relatively bounded with respect to ∆ with
relative bound smaller than one. As a consequence we have that χK(H − z)−1
is compact for any compact K ⊂ Rd, see e.g. [Wei00b]. The RAGE-Theorem
tells us, if ψ0 ∈ Hpp, then for any ǫ > 0 there exists a compact set Kǫ ⊂ Rd,
such that ∫
Kǫ
∣∣(e−itHψ0)(x)∣∣2dx ≥ 1− ǫ ∀t ≥ 0. (1.4)
This means that the probability of finding the particle in Kǫ stays larger or
equal to 1 − ǫ for all t; the particle is localized ! In the special case σc(H) = ∅
we have H = Hpp, and thus the assertion (1.4) holds true for all initial states
ψ0 ∈ H. In contrast to that, if ψ0 ∈ Hac, we have for all compact sets K ⊂ Rd
that ∫
K
∣∣(e−itHψ0)(x)∣∣2dx→ 0 as t→∞. (1.5)
The probability of finding the particle in K tends to zero as time tends to
infinity; the particle is delocalized ! For ψ0 ∈ Hc the particle leaves any compact
set in time mean as Eq. (1.3) shows. For this reason, elements of the set Hpp
are called bound states and elements of the set Hc are called scattering states
4
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in time mean, and the set of initial states ψ0 ∈ H for which Eq. (1.5) holds are
called scattering states. Hence, Hac is a subset of the scattering states. Let us
end this section with the classical example, the hydrogen atom.
Example 1.2 (Hydrogen atom). The hydrogen atom consists of one proton
and one electron in R3. For simplicity we assume that the proton sits at the
origin and the electron moves under the influence of the Coulomb potential.
The corresponding Schro¨dinger operator is H = −∆ + V on L2(R3), where ∆
is the Laplace operator and V is the multiplication operator by the function
V (x) = −C/|x| with some constant C. The spectrum of H consists of eigenval-
ues (belonging to the pure point part) En = −c/n2, n ∈ N, with some constant
c, and absolutely continuous spectrum in the interval [0,∞). The negative eigen-
values correspond to bound states. Electrons in these states will stay in a finite
region around the proton for all time, the so-called orbitals. Electrons in states
belonging to the absolutely continuous subspace correspond to scattering states,
they are called free electrons and will leave any finite region in space if time
tends to infinity.
1.2. Random operators
The amount of literature on random operators is huge, see [CL90, PF92] and
the references therein. In this section we introduce only some idea of random
operators, and in doing so we sometimes follow the line of reasoning of the
introductions of [Kle08, His08].
A strong form of idealization in solid state physics is to deal with ideal crystals
in the so called one-electron approximation. In order to model the electronic
properties of such a crystal one considers one electron moving in a periodic
lattice of atoms. The potential of the corresponding Schro¨dinger operator Hper
would be a periodic function. Under some mild regularity assumption on the pe-
riodic potential, it is known that Hper has only absolutely continuous spectrum,
see e.g. [RS80b]. By the RAGE-theorem, the underlying Hilbert space consists
only of scattering states, and the crystal may have good transport properties.
However, real materials will have distortions (e.g. dislocations, vacancies, pres-
ence of impurity atoms) which may be assumed to be randomly distributed
through the material. Their modeling leads to the study of a family of self-
adjoint operators Hω, ω ∈ Ω, where each configuration ω corresponds to one
individual realization of the (random) medium. One assumes additionally that
these configurations are distributed according to a measure P on the space Ω of
all possible configurations. It turns out that random operators modeling disor-
dered systems obey a different behavior, namely the phenomenon of localization,
than periodic operators modeling periodic systems. This will be discussed in
the next section. Here we consider some examples of random operators.
5
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The simplest model that describes the time-evolution of a single electron in a
random environment is the Anderson model [And58], named after P. W. Ander-
son who won (together with S. N. F. Mott and J. van Vleck) the Nobel Prize for
his investigations of the electronic structure of magnetic and disordered systems.
First we define the probability space Ω = ×k∈ZdR equipped with the σ-algebra
generated by the cylinder sets and the product measure P =
∏
k∈Zd ν, where
ν is some probability measure on R with bounded support. Hence, the projec-
tions Ω ∋ ω = (ωk)k∈Zd 7→ ωj , j ∈ Zd, give rise to a collection of independent
identically distributed bounded real random variables. The Anderson model is
given by the family of self-adjoint operators HAω , ω ∈ Ω, on ℓ2(Zd) defined by
HAω = −∆+ λV Aω
with λ ≥ 0. Here ∆ : ℓ2(Zd) → ℓ2(Zd) denotes the discrete Laplacian and
Vω : ℓ
2(Zd)→ ℓ2(Zd) is a multiplication operator. They are defined by
(∆ψ)(x) =
∑
|y−x|1=1
ψ(y) and (V Aω ψ)(x) = ωxψ(x).
The parameter λ measures the strength of the interaction and hence is a mea-
sure of the disorder present in the model. Notice that the Anderson model
is defined on the Hilbert space ℓ2(Zd). However, we introduced the basic con-
cept of quantum mechanics in L2(Rd) in Section 1.1. But all the consider-
ations of Section 1.1 hold true also for the discrete setting, with the wave
function replaced by a function ψ : Zd × R → C and consequently some
integrals replaced by sums. The Anderson model has been studied, e.g., in
[FS83, FMSS85, vDK89, AM93, Aiz94, Gra94, Hun00, ASFH01].
A second example for a random operator modeling one electron in a random
environment is the alloy-type model. This is the family of self-adjoint operators
HBω , ω ∈ Ω, on L2(Rd) defined by HBω = −∆ + V0 + V Bω , where ∆ denotes the
Laplace operator, V0 is some Z
d-periodic potential and V Bω is the multiplication
operator by the function
V Bω (x) =
∑
k∈Zd
ωkU(x− k).
The function U : Rd → R is called single-site potential. Physically one can
think of a lattice of atoms sitting at the lattice sites of Zd, each atom at k ∈ Zd
producing the electric potential U(· − k) in space. One then assumes that the
electron at x ∈ Rd couples differently strong to the single-site potentials of
different atoms. The alloy-type model is defined precisely in Section B.1. The
case where the single-site potential is non-negative has been studied in a number
of articles, e.g. [CH94, KSS98, GK01, DS01, AEN+06].
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As a third example we refer to a discrete analogue of the alloy-type model,
the discrete alloy-type model. This model will be in the focus of this thesis and
we will introduce it in Section 2.1. Let us emphasize that in the discrete alloy-
type model, as well as in the alloy-type model, one distinguishes the case where
the single-site potential is non-negative (monotone case) and the case where
it is sign-indefinite (non-monotone case). In the monotone case, the quadratic
form corresponding to the operator depends in a monotonic way on the ran-
dom parameters. The existing proofs of localization for such random operators
strongly rely on this fact. The non-monotone case requires new methods and
has for example been studied in [Klo95, HK02, Klo02, Ves02, KV06, KN09,
Ves10a, Ves10b, ETV10, ETV11, PTV11, Kru¨12]. The focus of this thesis is to
develop the fractional moment method and a proof for the Wegner estimate for
the discrete alloy-type model with sign-changing single-site potential.
A fourth example for a random Schro¨dinger operator is the so-called random
displacement model. This is the Schro¨dinger operator
HDω = −∆+ V Dω
on L2(Rd) where the random potential is of the form
V Dω (x) =
∑
k∈Zd
U(x − k − ωk).
The random variables ωk, k ∈ Zd are assumed to be independent and identically
distributed random variables with values in Rd and U : Rd → R is some single-
site potential. This potential models a random perturbation from the periodic
potential
∑
k∈Zd U(·−k) where the atoms are displaced randomly. Therefore one
also speaks of structural disorder. Similarly to the alloy-type model (discrete
and continuous) with sign-changing single-site potential, the random displace-
ment model does not have any obvious monotonicity properties with respect to
the random parameters. But it is just such a monotonicity property which is
frequently used in the proofs of localization! The random displacement model
has been studied, e.g., in [BLS09, KLNS12b, KLNS12a].
There are more models modeling properties of disordered media. We refer
to [Kle08] where the most prominent models are introduced, and the references
therein for a deeper insight into these models.
As the random operators introduced above model the quantum mechanical
behavior of a single electron in a disordered solid, we are not interested in
properties of the electron for one single configuration of the randomness. Rather
we are interested in properties which hold for almost all configurations ω ∈ Ω.
One fundamental example for such a property is the spectrum. To be precise,
let us note that all models introduced above share the property that they are
ergodic random operators in the following sense.
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Definition 1.3. An ergodic random operator is a Zd-ergodic measurable map
ω 7→ Aω from a probability space (Ω,F ,P) to the set of all self-adjoint operators
on either L2(Rd) or ℓ2(Zd).
To explain the notion of measurability of such operator valued functions let
Eω(λ) be the corresponding resolution of identity. One calls a map ω 7→ Aω
from a probability space (Ω,F ,P) to the set of all self-adjoint operators on either
L2(Rd) or ℓ2(Zd) measurable if the function ω 7→ Eω(λ) is weakly measurable
for each λ ∈ R. Such a map is called Zd-ergodic if there is a family {Ti}i∈Zd of
measure-preserving transformations and unitary operators {Ui}i∈Zd such that
ATiω = UiAωU
∗
i
for all i ∈ Zd. For details we refer the reader to [KM82, CL90]. A consequence
of this ergodicity property is that the spectrum is a deterministic set.
Theorem 1.4. Let (Aω)ω∈Ω be an ergodic random operator. Then there are sets
Σ,Σpp,Σc,Σac,Σsc ⊂ R, such that for almost all ω ∈ Ω we have
σ(Aω) = Σ, and σ•(Aω) = Σ•, • ∈ {pp, c, ac, sc}.
The set Σ is called almost sure or deterministic spectrum of (Aω)ω∈Ω.
The proof of this theorem goes back to [Pas80, KS80] where operators on
ℓ2(Zd) were considered, and to [KM82] where the extension to each part of the
spectrum and general random self-adjoint operators was achieved.
1.3. Phenomenon of localization
Once we know that ergodic random operators have almost surely a deterministic
spectrum (and also non-random components), we can ask for the spectral types.
As already discussed, periodic Schro¨dinger operators modeling ideal crystals
have purely absolutely continuous spectrum. By the RAGE theorem the wave
function leaves every compact region in space if time tends to infinity. The wave
function is delocalized and the crystal may have good transport properties.
Random operators behave differently. There are energy intervals I such that
for almost all configurations of the randomness, the wave function corresponding
to the energy interval I stays trapped in a finite region of space for all time. It
is localized and one can think of materials not having good transport properties.
This manifests in the sense that the spectrum in I is almost surely only of pure
point type and the phenomenon behind this is known as Anderson localization,
spectral localization or exponential localization.
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Definition 1.5. Let I ⊂ R. A self-adjoint operator H on either L2(Rd) or
ℓ2(Zd) is said to exhibit spectral localization in I, if the spectrum of H in I is
only of pure point type, i.e. σc(H) ∩ I = ∅. If, additionally, the eigenfunctions
of H corresponding to the eigenvalues in I decay exponentially we say that H
exhibits exponential localization in I. If I = R, we say that H exhibits spectral
localization or exponential localization, depending whether the eigenfunctions
decay exponentially or not.
Beside the spectral interpretation, there are also interpretations of localization
from the dynamical point of view, called dynamical localization. Dynamical
localization for the Anderson model on Zd was first shown in [Aiz94].
Definition 1.6. Let I ⊂ R and H be either L2(Rd) or ℓ2(Zd). A self-adjoint
operator H on H is said to exhibit dynamical localization in I, if for every
ψ0 ∈ H with compact support and all p ≥ 0 we have
sup
t∈R
∥∥|x|pe−iHtχI(H)ψ0∥∥ <∞,
where χI : R→ {0, 1} denotes the characteristic function of the set I. If I = R,
we say that H exhibits dynamical localization.
Let us note that dynamical localization implies spectral localization by the
RAGE-theorem, see e.g. [Sto11], but not vice versa as examples in [dRJLS96]
show. There are various notions of dynamical localization (for example strong
dynamical localization), see e.g. [Kle08].
Let us discuss the picture of localization using the example of the Ander-
son model HAω : ℓ
2(Zd) → ℓ2(Zd), with ν being the uniform distribution on
[−1, 1], introduced in the previous section. If the disorder parameter λ is zero,
then σ(HAω ) = σ(−∆) = [−2d, 2d] and of absolutely continuous type, since the
operator ∆ is seen to be unitary equivalent to multiplication by the function
2
∑d
j=1 cos(2πkj), kj ∈ [0, 1], by the Fourier transform. More generally, it is
known that the almost sure spectrum of HAω is given by
Σ = [−2d, 2d] + λ supp ν,
see [KS80]. What may be expected about the spectral type? The physical pic-
ture is the following. If the disorder λ increases, then there are intervals near
the band edges, where, for almost all ω ∈ Ω, HAω exhibits spectral and dynam-
ical localization, called localization near the band edges, while in the center of
the band there is still absolutely continuous spectrum. If the disorder λ is suf-
ficiently large, then, for almost all ω ∈ Ω, HAω exhibits spectral and dynamical
localization. To be more precise, we follow the line of reasoning in [His08] and
introduce the following conjectures, see also Fig. 1.2 for an illustration of the
disorder/energy regimes of localization and delocalization.
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E
λ
−2d 2d0
pure point spectrum
ac spectrum?
Figure 1.2.: Illustration of the energy/disorder regimes of localization and delocal-
ization.
(1) Fix λ > 0. Then there is E0 ∈ (2d, 2d+ λ) such that, for almost all ω ∈ Ω,
the operator HAω exhibits spectral localization in {(−∞,−E0] ∪ [E0,∞)},
i.e. σc(H
A
ω ) ∩ {(−∞,−E0] ∪ [E0,∞)} = ∅.
(2) There is λ0 > 0 such that for all λ > λ0 the operator H
A
ω exhibits spectral
localization for almost all ω ∈ Ω.
(3) Let d = 1 and λ > 0. Then, for almost all ω ∈ Ω, HAω exhibits spectral
localization.
(4) Let d ≥ 3 and λ > 0 sufficiently small. Then there is Em = Em(λ) ≤ E0 such
that, for almost all ω ∈ Ω, the spectrum of HAω in [−Em, Em] is absolutely
continuous.
Statements (1), (2) and (3) are known. Localization at large disorder was first
proven in [GMP77] for a continuum random Schro¨dinger operator in one space
dimension. The groundbreaking articles towards statements (1), (2) and (3) for
the Anderson model in arbitrary dimension are [FS83, FMSS85, SW86, vDK89,
AM93].
Statement (4) is not yet proven. However, there are associated results for re-
lated models. On the one hand the existence of absolutely continuous spectrum
was proven in [Kle98] for an Anderson model not on Zd, but on the Bethe lat-
tice. Another proof of this result was given in [FHS07]. Related results for the
stability of absolutely continuous spectrum for Anderson models on trees were
also given in [ASW06, KLW12]. On the other hand the existence of absolutely
continuous spectrum at small disorder has been studied for an Anderson model
on Zd by imposing certain decay conditions on the random potential, see e.g.
[KKO00, Kri11].
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1.4. Fractional moment method, multiscale analysis and
outline of the thesis
In Section 1.3 we discussed the phenomenon of localization, specifically for the
Anderson model on Zd. There are exactly two methods to prove statements
(1) and (2) from Section 1.3 for the multidimensional Anderson model; the
multiscale analysis and the fractional moment method. Let us note that there are
also methods only suitable in the one-dimensional situation which are different
to multiscale analysis and fractional moment method, see e.g. [BS00, Sto02].
The multiscale analysis was invented by [FS83] and further developed, e.g.,
in [FMSS85, vDK89]. Originally the multiscale analysis yields exponential lo-
calization, later it was shown that multiscale analysis also implies dynamical
localization, see e.g. [GDB98, DS01, GK01]. The other method, the fractional
moment method, was introduced for the Anderson model on the lattice in [AM93,
Aiz94, ASFH01], and extended to the continuum in [AEN+06, BdMNSS06]. It
is believed that the fractional moment method “requires that the conditional
expectation of certain random variables have bounded densities” [Kle08]. How-
ever, in this thesis we develop the fractional moment method for the discrete
alloy-type model which does not satisfy this property in general as shown in
Section 2.3.
Both multiscale analysis and fractional moment method were first developed
for the Anderson model HAω on Z
d [FS83, AM93]. The methods were then
subsequently adapted and generalized to other random operators on ℓ2(Zd) or
L2(Rd). Let us name a few of them.
• The multiscale analysis as well as the fractional moment method are
developed for the Anderson model on Zd where the potential values at
different lattice sites are not assumed to be stochastically independent
[vDK91, AM93, ASFH01]. As the discrete alloy-type model is an Ander-
son model on the lattice with correlated potential values, one can ask the
question whether the results of [vDK91, AM93, ASFH01] apply to the
discrete alloy-type model or not. However, they impose certain stringent
conditions on the joint distribution of the potential values which are not
satisfied for the discrete alloy-type model. This will be discussed in Sec-
tion 2.3 in detail.
• The multiscale analysis was adapted to the alloy-type model HBω on L2(Rd)
with non-negative (monotone case) and compactly supported single-site
potentials. This goes back to [HM84], see [Sto01, Kir08a] and the refer-
ences therein for further advances of the multiscale analysis in this research
direction. The generalization to non-compactly supported but still non-
negative single-site potentials was done in [Klo95, KSS98].
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The fractional moment method was likewise developed for the alloy-type
model with non-negative and compactly supported single-site potentials,
see [AEN+06, BdMNSS06] for the multidimensional case and [HSS10] for
the one-dimensional model where localization is shown at all energies inde-
pendent of the disorder strength as stated in statement (3) in Section 1.3.
• In 2001 Germinet and Klein [GK01] developed the so-called bootstrap mul-
tiscale analysis, which yields stronger results than the original multiscale
analysis and is applicable for a large class of random operators including
the alloy-type model with non-negative and compactly supported single-
site potential as an example.
• Both, the multiscale analysis and the fractional moment method were used
to prove localization for multi-particle random Schro¨dinger operators with
sign-definite single-site potentials and sign-definite electron-electron inter-
action. This was done for operators on ℓ2(Zd) in [CS08, Kir08b, CS09a,
CS09b] via the multiscale analysis and in [AW09, AW10] based on the
fractional moment method.
For multi-particle Schro¨dinger operators in L2(Rd) with an external alloy-
type potential, localization has been studied according to the multiscale
analysis in [BdMCSS10, BdMCS11]. The fractional moment method has
not been applied to multi-particle Schro¨dinger operators in L2(Rd). Cur-
rently, Michael Fauser and Simone Warzel pursue this research direction.
Localization proofs via multiscale analysis or the fractional moment method
strongly rely on the property that the random operator depends, in the sense of
quadratic forms, monotonically on the random parameters. There is no physi-
cally compelling reason for a random Schro¨dinger operator to have such a mono-
tonicity property, and one can ask the natural question whether localization can
be established if one relinquishes the monotonicity property. Examples for a ran-
dom operator which lack monotonicity are the alloy-type model (discrete or con-
tinuous) with sign-changing single-site potential and the random displacement
model.
Since the existing methods rely strongly on a monotonicity property, the phe-
nomenon of localization is much less understood for non-monotone models than
for monotone ones. In the last two decades, a lot of research has been done to
close the gap between the existing results for non-monotone and monotone ran-
dom operators. Next we list some results for non-monotone random operators
which have been achieved via multiscale analysis.
• The paper [Klo95] establishes exponential localization in (−∞, E0), E0 >
0, for the alloy-type model on L2(Rd) in the case where Σ = R and where
the single-site potential decays exponentially. The key new feature is a
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proof of a Wegner estimate which works without sign assumptions on the
single-site potential. Related results concerning localization at band edges
(in the weak disorder regime) have been obtained for the alloy-type model
with sign-changing single-site potential in [Klo02, HK02, KN09] and for
the so-called generalized alloy-type model in [KN10].
• The papers [Ves02, KV06, Ves10b, PTV11] establish a Wegner estimate
(which can be used for a localization proof via multiscale analysis) for a
class of alloy-type models with a sign-indefinite single-site potential of a
so-called generalized step function form. The obtained Wegner estimates
are valid on the whole energy axis. We present our results of [PTV11] in
Section B.2 of this thesis.
• For the random displacement model, also a model with no obvious mono-
tonicity property with respect to the random variables, spectral prop-
erties have been studied according to the multiscale analysis, e.g., in
[BLS09, KLNS12b, KLNS12a].
• The discrete alloy-type model with sign-changing single-site potential has
been studied according to the multiscale analysis in [Ves10a, Kru¨12, PTV11,
CE12]. Veselic´, Peyerimhoff and Tautenhahn [Ves10a, PTV11] establish a
Wegner estimate at all energies, see Chapter 4. Kru¨ger [Kru¨12] develops
the multiscale analysis not relying on a (classical) Wegner estimate and
obtains dynamical and spectral localization in the strong disorder regime
for a class of models including the discrete alloy-type model as an example.
Kru¨ger uses ideas of [Bou09] where a Wegner estimate is established for
the matrix valued Anderson model, which also lacks monotonicity. Re-
cently, Cao and Elgart show in [CE12] localization for the discrete alloy-
type model in the Lifshitz tails regime, i.e. at small disorder and for low
energies.
The fractional moment method is far less developed for non-monotone random
Schro¨dinger operators. Our paper [ETV10] develops the fractional moment
method and gives a proof of localization for the one-dimensional discrete alloy-
type model with sign-changing and compactly supported single-site potential, cf.
Section 3.2. This result was generalized to the multidimensional case in [ETV11],
where the single-site potential is assumed to be compactly supported and to have
fixed sign at the boundary of its support, cf. Chapter 3. We also refer the reader
to our survey paper [EKTV12] where recent results for the discrete alloy-type
model are presented. Let us stress that it is generally acknowledged that even for
models where the multiscale analysis is well established, the implementation of
the fractional moment method gives new insights and slightly stronger results.
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For instance, the paper [AEN+06] concerns models for which the multiscale
analysis was developed much earlier.
The aim of this thesis is to expand the methods for proving localization for
non-monotone random operators. In particular, we
• develop the fractional moment method for the discrete alloy-type model
with sign-changing single-site potential according to our papers [ETV10,
ETV11], see Chapter 3 and Appendix A.
• establish a new variant for concluding exponential localization from frac-
tional moment bounds for the discrete alloy-type model following our re-
sults in [ETV10, ETV11], see Section 3.5. An adaptation of this result to
the alloy-type model on L2(Rd) with sign-changing single-site potential is
presented in Appendix B.3.
• prove a Wegner estimate at all energies for the discrete and continuous
alloy-type model with sign-changing single-site potentials of a generalized
step-function type which has already been published in [PTV11], see Chap-
ter 4 and Appendix B.2.
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Chapter 2
Discrete alloy-type model, main
results and regularity properties
In Section 2.1 we will introduce the discrete alloy-type model, which is a gener-
alization of the classical Anderson model in the sense that the potential values
at different lattice sites are not independent. Moreover, since the single-site po-
tential may change its sign, certain properties of the discrete alloy-type model
depend in a non-monotonic way on the random parameters. Both, the indepen-
dence and the monotonicity properties distinguish the classical Anderson model
from the discrete alloy-type model. The existing methods for proving localiza-
tion strongly rely on the independence and/or the monotonicity property. For
this reason, new methods are needed to overcome the problems arising from non-
monotonicity and non-independence. The discrete alloy-type model has been
studied, for instance, in [Ves10a, ETV10, ETV11, PTV11, Kru¨12, CE12].
In Section 2.2 we state our main results on localization via the fractional
moment method and a Wegner estimate for the discrete alloy-type model. These
results have already been published in [ETV10, ETV11, PTV11] and will be
proven in Chapter 3 and Chapter 4.
Anderson models where the potential values at different lattice sites are not in-
dependent have already been studied, see e.g. [AM93, vDK91, Hun00, ASFH01],
by imposing certain regularity assumptions on a conditional distribution of the
potential values. In Section 2.3 we show that these regularity assumptions are
generally not satisfied for the discrete alloy-type model.
2.1. The discrete alloy-type model
Let d ≥ 1. For x ∈ Zd we recall the standard norms
|x|1 :=
d∑
i=1
|xi| and |x|∞ := max{|x1|, . . . , |xd|}.
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For any set Γ ⊂ Zd we introduce the Hilbert space
ℓ2(Γ) =
{
ψ : Γ→ C :
∑
k∈Γ
|ψ(k)|2 <∞
}
which is equipped with the inner product 〈φ, ψ〉 = ∑k∈Γ φ(k)ψ(k). On the
Hilbert space ℓ2(Zd) we consider the family of discrete Schro¨dinger operators
Hω := −∆+ λVω, ω ∈ Ω, λ > 0. (2.1)
Here, ω is an element of the probability space specified below, ∆ : ℓ2
(
Zd
) →
ℓ2
(
Zd
)
denotes the discrete Laplace operator and Vω : ℓ
2
(
Zd
) → ℓ2 (Zd) is a
random multiplication operator. They are defined by
(∆ψ) (x) :=
∑
|e|1=1
ψ(x+ e) and (Vωψ) (x) := Vω(x)ψ(x)
and represent the kinetic energy and the random potential energy, respectively.
Note that we have suppressed the diagonal term −2dψ(x) in the definition of
the discrete Laplacian, since this corresponds just to a spectral shift and we
are mostly interested in spectral types. The parameter λ models the strength
of the disorder. We assume that the probability space has a product structure
Ω :=×k∈Zd R and is equipped with the σ-algebra generated by the cylinder-sets
and the probability measure
P(dω) :=
∏
k∈Zd
ν(dωk)
where ν is a probability measure on R with compact support. We define R :=
max{|inf supp ν|, |sup supp ν|}. By definition, the projections Ω ∋ ω 7→ ωk give
rise to a sequence ωk, k ∈ Zd, of independent identically distributed (i.i.d.)
random variables, each distributed according to the probability measure ν. The
symbol E denotes the expectation with respect to the probability measure, i.e.
E(·) := ∫
Ω
(·)P(dω). For a set Γ ⊂ Zd, EΓ denotes the expectation with respect
to ωk, k ∈ Γ. That is, EΓ(·) :=
∫
ΩΓ
(·)∏k∈Γ ν(dωk) where ΩΓ :=×k∈ΓR.
Let the single-site potential u : Zd → R be a function in ℓ1(Zd;R) = {u :
Zd → R : ∑k∈Zd|u(k)| <∞}. We assume that the random potential Vω has an
alloy-type structure, i.e. the potential value
Vω(x) :=
∑
k∈Zd
ωku(x− k)
at a lattice site x ∈ Zd is a linear combination of the i.i.d. random variables
ωk, k ∈ Zd, with coefficients provided by the single-site potential. We call the
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Hamiltonian (2.1) a discrete alloy-type model . The function u(· − k) may be
interpreted as a potential generated by the atom sitting at the lattice site k ∈ Zd.
We assume (without loss of generality) that 0 ∈ Θ := supp u.
For the operator Hω in (2.1) and z ∈ C \ σ(Hω) we define the corresponding
resolvent by Gω(z) := (Hω − z)−1. For the Green function, which assigns to
each (x, y) ∈ Zd×Zd the corresponding matrix element of the resolvent, we use
the notation
Gω(z; x, y) :=
〈
δx, (Hω − z)−1δy
〉
.
For Γ ⊂ Zd and k ∈ Γ, δk ∈ ℓ2(Γ) denotes the Dirac function given by δk(k) = 1
and δk(j) = 0 for j ∈ Γ \ {k}. Let Γ1 ⊂ Γ2 ⊂ Zd. We define the canonical
restriction pΓ2Γ1 : ℓ
2(Γ2)→ ℓ2(Γ1) by
pΓ2Γ1ψ :=
∑
k∈Γ1
ψ(k)δk,
where the Dirac function has to be understood as an element of ℓ2(Γ1). Note
that the corresponding embedding ιΓ2Γ1 := (p
Γ2
Γ1
)∗ : ℓ2(Γ1)→ ℓ2(Γ2) is given by
ιΓ2Γ1φ :=
∑
k∈Γ1
φ(k)δk,
where here the Dirac function has to be understood as an element of ℓ2(Γ2).
If Γ2 = Z
d we will drop the upper index and write pΓ1 and ιΓ1 instead of
pZ
d
Γ1
and ιZ
d
Γ1
. For an arbitrary set Γ ⊂ Zd we define the restricted operators
∆Γ, VΓ, HΓ : ℓ
2(Γ)→ ℓ2(Γ) by ∆Γ := pΓ∆ιΓ, VΓ := pΓVωιΓ and
HΓ := pΓHωιΓ = −∆Γ + λVΓ.
Furthermore, we define GΓ(z) := (HΓ−z)−1 and GΓ(z; x, y) :=
〈
δx, GΓ(z)δy
〉
for
z ∈ C \ σ(HΓ) and x, y ∈ Γ. Pay attention that we suppress the dependence on
ω ∈ Ω for the restricted operators as well as for the restricted Green function.
If Λ ⊂ Zd is finite, HΛ can be interpreted as a finite dimensional random ma-
trix. For example, if d = 1 and Λ = {−2,−1, 0, 1, 2} the matrix representation
of HΛ with respect to the canonical basis {δk}k∈Λ is given by
HΛ =


v−2 −1 0 0 0
−1 v−1 −1 0 0
0 −1 v0 −1 0
0 0 −1 v1 −1
0 0 0 −1 v2

 , vx =
∑
k∈Z
ωku(x− k), x ∈ {−2, . . . , 2}.
The diagonal elements vx, x ∈ {−2,−1, . . . , 2}, correspond to the multiplication
operator VΛ and the minus ones on the upper and lower diagonal come up from
the negative discrete Laplacian −∆Λ.
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If we consider operators on ℓ2(Λ) for Λ ⊂ Zd finite, we will always use the same
symbol for the operator as well as for the corresponding matrix representation
with respect to the canonical basis.
Let us finally introduce some further assumptions on the model which may
hold or not hold. First we introduce some notation. For Λ ⊂ Zd finite, |Λ| will
denote the number of elements in Λ. For Λ ⊂ Zd we denote by ∂iΛ = {k ∈
Λ: |{j ∈ Λ: |k−j|1 = 1}| < 2d} the interior boundary of Λ and by ∂oΛ = ∂i(Λc)
the exterior boundary of Λ. Here, Λc = Zd \ Λ denotes the complement of Λ.
Recall that Θ = supp u.
Assumption (A). Assume d = 1, the measure ν has a probability density
ρ ∈ L∞(R) and Θ = {0, 1, . . . , n− 1} for some n ∈ N.
Assumption (B). Assume d = 1, the measure ν has a probability density
ρ ∈ L∞(R) and Θ is finite with minΘ = 0 and maxΘ = n− 1 for some n ∈ N.
Assumption (C). Assume that Θ is a finite set, the measure ν has a probability
density ρ ∈ L∞(R), and that the function u satisfies u(k) > 0 for all k ∈ ∂iΘ.
Assumption (D). The measure ν has a probability density ρ ∈ BV(R) and
there are constants C, α > 0 such that for all k ∈ Zd we have |u(k)| ≤ Ce−α‖k‖1 .
Here BV(R) denotes the space of functions of finite total variation. A precise
definition of this function space is given in Section 4.1.
Assumption (E). Let Θ be a finite set.
Assumption (F). The measure ν has a probability density in the Sobolev space
W 1,1(R), Θ is finite and the single-site potential satisfies u¯ :=
∑
k∈Zd u(k) 6= 0.
If we say that a measure ν on R has a probability density ρ, we mean that
the measure ν is absolutely continuous with respect to the Lebesgue measure
with the corresponding density function ρ, i.e. we have ν(A) =
∫
A
ρ(x)dx for all
measurable sets A ⊂ R.
2.2. Main results
For x ∈ Zd and L > 0, we denote by ΛL,x = {k ∈ Zd : |x − k|∞ ≤ L} the cube
of side length 2L. Furthermore, we set ΛL = ΛL,0.
As we are interested in the spectral type of the almost sure spectrum of Hω,
more precisely that there is no continuous spectrum in certain energy/disorder
regimes, let us first note that the almost sure spectrum of Hω is an interval.
Theorem 2.1 (The almost sure spectrum). Let supp ν be a bounded interval.
Then, for almost all ω ∈ Ω, the spectrum of Hω is an interval.
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This result is based on a discussion of Helge Kru¨ger and Ivan Veselic´. For a
proof we refer to [EKTV12].
Our first result is a so-called finite volume criterion. It can be used to prove
exponential decay of an averaged fractional power of the Green function at
typical perturbative regimes.
Theorem 2.2 (Finite volume criterion). Suppose that Assumption (C) is satis-
fied, let Γ ⊂ Zd, z ∈ C \ R with |z| ≤ m and s ∈ (0, 1/3). Then there exists a
constant Bs which depends only on d, ρ, u, m and s, such that if the condition
bs(λ, L,Λ) :=
BsL
3(d−1)Ξs(λ)
λ2s/(2|Θ|)
∑
w∈∂oWx
E
(|GΛ\Wx(z; x, w)|s/(2|Θ|)) < b
is satisfied for some b ∈ (0, 1), arbitrary Λ ⊂ Γ, and all x ∈ Λ, then for all
x, y ∈ Γ
E
(|GΓ(z; x, y)|s/(2|Θ|)) ≤ Ae−µ|x−y|∞ .
Here
A =
CsΞs(λ)
b
, Ξs(λ) = max{λ−s/2|Θ|, λ−2s}, µ = |ln b|
L+ diamΘ + 2
,
with Cs, depending only on s, inherited from the a priori bound of Lemma 3.22.
The set Wx is a certain annulus around x, defined precisely in Eq. (3.41) and
the text below, and L ≥ diamΘ + 2 is some fixed number determining the size
of the annulus Wx.
This criterion works in the strong disorder regime using an a priori bound (see
Section 3.3), and Theorem 2.3 follows. Theorem 2.3 is the typical output of the
fractional moment method, i.e. the exponential decay of an averaged fractional
power of the Green function. It applies to arbitrary finite Θ ⊂ Zd assuming
that the single-site potential u has fixed sign on the interior vertex boundary of
Θ.
Theorem 2.3 (Fractional moment decay). Let Γ ⊂ Zd, s ∈ (0, 1/3) and sup-
pose that Assumption (C) is satisfied. Then for a sufficiently large λ there are
constants µ,A ∈ (0,∞), depending only on d, ρ, u, s and λ, such that for all
z ∈ C \ R and all x, y ∈ Γ
E
(|GΓ(z; x, y)|s/(2|Θ|)) ≤ Ae−µ|x−y|∞ .
The next theorem states that the exponential decay of an averaged fractional
power of the Green function implies exponential localization. Notice that this
implication is well known for the (discrete and continuous) alloy-type model
with sign-definite single-site potential. If the single-site potential may change
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its sign, the existing methods do not apply. We provide a new variant for proving
this implication which applies to the sign-indefinite case. Let us also emphasize
that this result does not rely on Assumption (C). What is needed is that Θ is a
finite set and ν is allowed to be an arbitrary probability measure with compact
support. See Remark 2.5 below for a discussion on the assumption that Θ is
finite.
Theorem 2.4. Let Assumption (E) be satisfied, s ∈ (0, 1), C, µ,∈ (0,∞), and
I ⊂ R be an interval. Assume that
E
(|GΛL,k(E + iǫ; x, y)|s) ≤ Ce−µ|x−y|∞
for all k ∈ Zd, L ∈ N, x, y ∈ ΛL,k, E ∈ I and all ǫ ∈ (0, 1]. Then, for almost
all ω ∈ Ω, Hω exhibits exponential localization in I.
Remark 2.5. Theorem 2.4 requires Assumption (E). It seems that the proof and
so the result can be extended to the case where Assumption (E) is replaced by
|u(x)| ≤ C|x|−m1 for some constant m > 4d and |x|1 sufficiently large, but u not
necessarily of finite support. This may be realized by using ideas from [KSS98]
relying on a so-called uniform Wegner estimate to provide the independence of
two finite-volume Hamiltonians even though the single-site potential is not of
finite support.
Putting together Theorem 2.3 and Theorem 2.4, we obtain exponential local-
ization in the case of sufficiently large disorder.
Theorem 2.6 (Exponential localization). Let Assumption (C) be satisfied and
λ sufficiently large. Then, for almost all ω ∈ Ω, Hω exhibits exponential local-
ization.
All the previous theorems concern a proof of localization according to the
fractional moment method. If one pursues a proof via multiscale analysis, there
is a need for a Wegner estimate as an input for the multiscale analysis. The
next theorem states a Wegner estimate for the discrete alloy-type model with
sign-indefinite and exponentially decaying single-site potential. Note that the
single-site potential is not assumed to have compact support.
Theorem 2.7 (Wegner estimate). Let Assumption (D) be satisfied. Then there
exists C(u) > 0 and I0 ∈ Nd0 both depending only on u such that for any l ∈ N
and any bounded interval I ⊂ R
E
(
TrχI(HΛl)
) ≤ λ−1C(u)‖ρ‖Var|I|(2l + 1)2d+|I0|.
A precise definition of I0 ∈ Nd0 is given in Eq. (4.10).
20
2.2. Main results
Remark 2.8. Theorem 2.7 is related to the results established in [Ves10a]. There
several Wegner bounds have been proven for u ∈ ℓ1(Zd;R) (not necessarily of
exponential decay) and by considering the assumptions
(i) u is finitely supported, or
(ii) u¯ :=
∑
k∈Zd u(k) 6= 0, or
(iii) the space dimension satisfies d = 1 and u decays exponentially,
which may hold or not hold. If one of the above conditions is satisfied, the
Wegner bound of [Ves10a] is linear in the length of the energy interval and poly-
nomially in the volume of the cube. A particularly important case in [Ves10a] is
the one when both conditions (i) and (ii) hold. In this situation the exponent of
the length scale can be chosen to be equal to the space dimension d, and yields
the Lipschitz continuity of the integrated density of states, and consequently
its derivative, the density of states, exists for almost all E ∈ R, see [Ves08] for
a detailed discussion. Concerning the case where assumption (iii) holds, one
can say that Theorem 2.7 is a multidimensional generalization of the Wegner
estimate from [Ves10a], though the improved proof presented here allows more
explicit control on the volume dependence. However, if one goes back to the
case where the single site potential is non-negative, the volume dependence in
Theorem 2.7 is quadratic while the one from the results in [Ves10a] is linear.
Remark 2.9. The Wegner estimate from Theorem 2.7 is linear in the energy-
interval length and polynomial in the volume of the cube. Hence, our Wegner
bound can be used for a localization proof via multiscale analysis in any energy
region where an initial length scale estimate holds, see e.g. [FS83, FMSS85,
vDK89, Kir08a]. If the single-site potential does not have compact support, one
has to use an enhanced version of the multiscale analysis and so-called uniform
Wegner estimates to prove localization, see [KSS98].
The proofs of the main results are organized as follows. In Chapter 3 we
prove all the results concerning the fractional moment method. In Section 3.2
we restrict ourselves to the special case d = 1, since the important steps of the
proof of localization are particularly transparent and the restriction to the one-
dimensional case allows an explicit control over the constants. In Section 3.3 we
prove an a priori bound which is used in Section 3.4 to prove Theorem 2.2 and
Theorem 2.3. Section 3.5 is devoted to the proof of Theorems 2.4 and 2.6. In
Chapter 4 we prove Theorem 2.7, a Wegner estimate for the discrete alloy-type
model.
In an appendix, we present several results related to our main results. In
particular, we prove an alternative a priori bound to the one in Section 3.3 in
Appendix A. Appendix B concerns some results on the continuous counterpart
of the discrete alloy-type model, the alloy-type model. We prove a Wegner
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estimate for the alloy-type model with sign-changing single-site potential of a
so-called generalized step-function form. Moreover, we show for the alloy-type
model with sign-changing single-site potential an analogue of Theorem 2.4, i.e.
that the exponential decay of fractional moments implies exponential localiza-
tion.
Remark 2.10. The results proven according to the fractional moment method
concern an sign-indefinite discrete alloy-type model on ℓ2(Zd). It is an inter-
esting question whether the results can be generalized to a discrete alloy-type
model defined on a locally finite graph. More precisely, let G = (V,E) be an
infinite, locally finite, connected graph without loops or multiple edges where
V = V (G) is the set of vertices and E = E(G) is the set of edges. We use
the notation x ∼ y to indicate that an edge connects the vertices x and y, and
m(x) := |{y ∈ V : y ∼ x}| for the number of vertices connected by an edge to x.
On ℓ2(V ) we consider the operator
HGω = −∆G + λV Gω
where (∆Gψ)(x) := −m(x)ψ(x) +∑y∼x ψ(y), V Gω (x) = ∑k∈V ωku(x − k), u ∈
ℓ1(V ;R) and ωk, k ∈ V , a sequence of bounded and i.i.d. random variables whose
distribution has a probability density ρ ∈ L∞(R). Since the graph G may have
no uniform bound on the vertex degree, the Laplacian may be an unbounded
operator. Let us note that ∆G is essentially self-adjoint on the dense subset of
functions ψ : V → C with finite support, see e.g. [Woj08, Web10, Jor08], or
[KL12] for a proof in a more general framework.
In the case where V Gω (x) = ωx and λ is sufficiently large, exponential and
dynamical localization has been proven in [Tau11] for a certain class of locally
finite graphs, including all graphs which have a uniform bound on the vertex
degree and also some graphs with no uniform bound on the vertex degree.
If one combines the methods from [Tau11] and this thesis ([ETV10, ETV11]),
one may find new criteria on the graph G and on the sign-changing single-site
potential u, such that exponential or dynamical localization can be proven for
the operator HGω almost surely in the case of sufficiently large disorder.
2.3. Regularity properties for the discrete alloy-type model
Anderson models where the potential values at different lattice sites are not
independent have been studied previously in the literature according to the
multiscale analysis and the fractional moment method, see e. g. [AM93, vDK91,
AG98, Hun00, ASFH01, Hun08]. Among others, they prove localization as long
as the potential values satisfy certain regularity conditions. More precisely,
they require regularity of the distribution of the potential at x ∈ Zd conditioned
on arbitrary fixed potential values elsewhere. One question is, whether the
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regularity conditions of the above mentioned papers are satisfied for the discrete
alloy-type potential or not, in other words, whether the theorems in [AM93,
vDK91, AG98, Hun00, ASFH01, Hun08] apply to our model or not. To be
specific, let us formulate the regularity condition from [ASFH01].
Definition 2.11. Let X be a countable set, {vx}x∈X be a collection of real
valued random variables and ρx(· | v⊥x ) the probability distribution of vx con-
ditioned on the random variables v⊥x = {vj}j∈X\{x}. The collection ρx(· | v⊥x ),
x ∈ X , is said to be (uniformly) τ -Ho¨lder continuous for τ ∈ (0, 1] if there is a
constant C such that
sup
x∈X
sup
v⊥x
ρx([a, b] | v⊥x ) ≤ C(b− a)τ for all [a, b] ⊂ R.
The second supremum is taken over all possible values of v⊥x in ×Zd\{x}R.
In the following we want to study in which cases the regularity condition
of Definition 2.11 is satisfied for the alloy-type potential and for which not.
Therefore, we assume that the measure µ has a probability density ρ ∈ L∞(R).
The established results have already been published in [TV10a]. First we give
a result in the negative direction.
Lemma 2.12. Let d = 1, Θ = {0, 1, . . . , n− 1} for some n ∈ N, inf supp ρ = 0
and sup supp ρ = 1. Then there are constants c,m, s+ ∈ (−∞,∞), depending
only on u, such that for all δ > 0 and δ ≥ δ′ > 0
P
({
Vω(0) ∈ [m− cδ,m+ cδ]
} | {Vω(−1), Vω(n− 1) ∈ [s+ − δ′, s+]}) = 1.
The values of the constants c, m and s+ can be inferred from the proof.
Notice that, under the assumptions of Lemma 2.12, Vω(−1) and Vω(n − 1)
are stochastically independent and P({Vω(−1), Vω(n − 1) ∈ [s+ − δ′, s+]}) > 0,
where s+ is defined in the proof of Lemma 2.12.
Proof of Lemma 2.12. Let Θp := {k ∈ Z : u(k) > 0} and Θn := {k ∈ Z :
u(k) < 0}. Further let umax = maxk∈Θ|u(k)|, umin = mink∈Θ|u(k)| and s+ =∑
k∈Θp u(k). Let us introduce two further subsets of Θ which are important in
our study. The first one is
Θ1 =


Θp + 1 if n− 1 6∈ Θp,
((Θp + 1) ∩Θ) ∪ {0} if n− 1 ∈ Θp,
with Θp + 1 = {k ∈ N : (k − 1) ∈ Θp}. The second subset is the complement
Θ0 = Θ \Θ1. To end the proof we show the following interval arithmetic result:
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Let δ ≥ δ′ > 0 and Vω(−1), Vω(n− 1) ∈ [s+ − δ′, s+]. Then
Vω(0) ∈ [m− cδ′, m+ cδ′] ⊂ [m− cδ,m+ cδ] (2.2)
with c = numax/umin and m =
∑
k∈Θ1
u(k).
We divide the proof of (2.2) into three parts. The first step is to argue that
ω−1−k ∈


[
1− δ′
umin
, 1
]
for k ∈ Θp,[
0, δ
′
umin
]
for k ∈ Θn.
(2.3)
For the proof of the first part of (2.3) we use the assumption Vω(−1) ≥ s+ − δ′
and obtain
s+ − δ′ ≤ Vω(−1) =
∑
k∈Θ
u(k)ω−1−k ≤
∑
k∈Θp
u(k)ω−1−k,
and hence
∑
k∈Θp u(k)(1−ω−1−k) ≤ δ′. We conclude that for all k ∈ Θp we have
u(k)(1 − ω−1−k) ≤ δ′ which gives the first part of (2.3). For the proof of the
second part of (2.3) we use again the assumption Vω(−1) ≥ s+ − δ′ and obtain∑
k∈Θp
u(k)ω−1−k − δ′ ≤ s+ − δ′ ≤ Vω(−1) =
∑
k∈Θp
u(k)ω−1−k +
∑
k∈Θn
u(k)ω−1−k
which gives −δ′ ≤ ∑k∈Θn u(k)ω−1−k. Thus, for all k ∈ Θn we have ω−1−k ≤
−δ′/u(k) = δ′/|u(k)| which gives the second part of (2.3). In a second step we
argue that
ω−k+n−1 ∈


[
1− δ′
umin
, 1
]
for k ∈ Θp,[
0, δ
′
umin
]
for k ∈ Θn.
(2.4)
The proof of (2.4) can be done in analogy to the proof of (2.3), but using the
assumption Vω(n− 1) ≥ s+ − δ′. In a third step we ask the question for which
k ∈ Θ we have ω−k ∈ [1− δ′/umin, 1]. Using the definition of the set Θ1 we find
with (2.3) and (2.4) that
ω−k ∈


[
1− δ′
umin
, 1
]
for k ∈ Θ1,[
0, δ
′
umin
]
for k ∈ Θ0.
(2.5)
Now, the desired result (2.2) follows from (2.5) and the decomposition
Vω(0) =
∑
k∈Θ
u(k)ω−k =
∑
k∈Θ1
u(k)ω−k +
∑
k∈Θ0
u(k)ω−k.
Hence, the proof is complete. 
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Remark 2.13. The assumption inf supp ρ = 0 and sup supp ρ = 1 in Lemma 2.12
is not crucial. What matters is that supp ρ is a bounded set.
Remark 2.14. Lemma 2.12 implies that the collection of random variables Vω(k),
k ∈ Zd, is not uniformly τ -Ho¨lder continuous. Hence, the results in [ASFH01]
do not apply to the discrete alloy-type model in general.
Now, we consider the case d = 1, Θ = {−1, 0}, u(0) = 1 and where ρ is a
Gaussian density function with mean zero and variance σ2. Note that ρ has
unbounded support, although we assumed that the measure ν has compact
support. However, let us consider for the sake of this discussion a generalization
of the discrete alloy-type model with a probability measure ν of unbounded
support. In this situation it turns out that the regularity assumption from
[ASFH01] is satisfied as long as |u(−1)| 6= 1. We also refer the reader to [vDK91]
where a simiar condition to Definition 2.11 is studied in the Gaussian case. Our
study is based on the following classical result which may be found in [Por94].
Proposition 2.15. Let X be normally distributed on Rd, Y = a · X where
a ∈ Rd, and W = BX where B ∈ Rm×d. Assume W has a non-singular
distribution. Then the distribution of Y conditioned on W = v ∈ Rm is the
Gaussian distribution having mean
E(Y ) + cov(Y,W ) cov(W,W )−1[v − E(W )]
and variance
cov(Y, Y )− cov(Y,W ) cov(W,W )−1 cov(W,Y ).
For l ∈ N let Al ∈ Rl×l+1 be the matrix with coefficients in the canonical basis
given by Al(i, i) = 1, Al(i, i+ 1) = u(−1) for i ∈ {1, . . . , l}, and zero otherwise,
namely
Al =


1 u(−1)
. . .
. . .
. . . u(−1)
1 u(−1)

 ∈ Rl×l+1.
Notice, if we apply Al on the vector ω[x,x+l] = (ωx+k−1)
l+1
k=1, we obtain a vector
containing the potential values Vω(k), k ∈ {x, x + 1, . . . , x + l}. Moreover, the
vector (Vω(x + k − 1))lk=1 = Alω[x,x+l] is normally distributed with mean zero
and covariance σ2AlA
T
l . The matrix AlA
T
l has the form
AlA
T
l =


1 + u2(−1) u(−1)
u(−1) 1 + u2(−1) . . .
. . .
. . . u(−1)
u(−1) 1 + u2(−1)

 ∈ Rl×l.
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By induction we find that the determinant of AlA
T
l is given by
det(AlA
T
l ) = sl > 0 where sl :=
l∑
i=1
(
u(−1))2i.
Since the minor M11 and Mll of AlA
T
l equals Al−1A
T
l−1 we obtain by Cramers
rule for the elements (1, 1) and (l, l) of the inverse of Al−1A
T
l−1
(AlA
T
l )
−1(1, 1) = (AlA
T
l )
−1(l, l) =
sl−1
sl
. (2.6)
Lemma 2.16. Let d = 1, l, m ≥ 1, Θ = {−1, 0}, u(0) = 1 and ρ be the
Gaussian density with mean zero and variance σ2. Let further v+ ∈ Rl and
v− ∈ Rm. Then the distribution of Vω(0) conditioned on (Vω(k))lk=1 = v+ and
(Vω(−m+ k − 1))mk=1 = v− is Gaussian with variance
γ = σ2
(
u(−1)2 − 1 + 1
sm
+
1
sl
)
and mean
n = u(−1)
(
m∑
i=1
(AmA
T
m)
−1(m, i) v−i +
l∑
i=1
(AlA
T
l )
−1(1, i) v+i
)
.
Proof. Let X := (ω−m−1+k)
l+m+2
k=1 ∈ Rl+m+2, a = (ai)l+m+2i=1 ∈ Rl+m+2 the vector
with coefficients am+1 = 1, am+2 = u(−1) and zero otherwise. Let us further
define the block-matrix
B =
(
Am 0
0 Al
)
∈ R(m+l)×(m+l+2).
Notice that Y := a ·X = Vω(0),
Amω[−m,0] = (Vω(−m+ k − 1))mk=1, and Alω[1,l+1] = (Vω(k))lk=1,
where ω[−m,0] = (ω−m+k−1)
m+1
k=1 and ω[1,l+1] = (ωk)
l+1
k=1. Hence W := BX is the
(m+l)-dimensional vector containing the potentials Vω(k), k ∈ {−m, . . . , l}\{0}.
Notice that Y and W have mean zero, since X has mean zero. We apply Propo-
sition 2.15 with these choices of X , Y and W , and obtain that the distribution
of Vω(0) conditioned on (Vω(−m + k − 1))mk=1 = v− and (Vω(k))lk=1 = v+ is
Gaussian with mean
n = cov(Y,W ) cov(W,W )−1v
and variance
γ = cov(Y, Y )− cov(Y,W ) cov(w,w)−1 cov(W,Y ),
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where v = (v−, v+)T. It is straightforward to calculate cov(Y, Y ) = σ2(1 +
u(−1)2) and cov(W,Y ) = z = (z−, z+)T, where z− = (0, . . . , 0, σ2u(−1))T ∈ Rm
and z+ = (σ2u(−1), 0, . . . , 0)T ∈ Rl. We also have
cov(W,W ) = σ2
(
AmA
T
m 0
0 AlA
T
l
)
.
Hence by Eq. (2.6)
γ = σ2(1 + u(−1)2)− σ−2zT
(
(AmA
T
m)
−1 0
0 (AlA
T
l )
−1
)−1
z
= σ2(1 + u(−1)2)− σ−2
[
σ4u2(−1)sm−1
sm
+ σ4u2(−1)sl−1
sl
]
= σ2(1 + u(−1)2)− σ2
(
1− 1
sm
)
− σ2
(
1− 1
sm
)
,
and
n =
[
z−
T
(σ2AmA
T
m)
−1v− + z+
T
(σ2AlA
T
l )
−1v+
]
.
This proves the statement of the lemma. 
The case of Lemma 2.16 where either m or l equals zero can be proven anal-
ogously and is indeed contained in the statement of Lemma 2.16 in the sense
that s0 = 1. However, to avoid confusion let us reformulate the case m = 0.
Lemma 2.17. Let d = 1, l ≥ 1, Θ = {−1, 0}, u(0) = 1, ρ be the Gaussian
density with mean zero and variance σ2 and v ∈ Rl. Then the distribution of
Vω(0) conditioned on (Vω(k))
l
k=1 = v is Gaussian with variance
γ = σ2
(
u(−1)2 + 1
sl
)
and mean m = u(−1)
l∑
i=1
(AlA
T
l )
−1(1, i) vi.
Note that the variance from Lemma 2.17 is bounded from below uniformly
even if u(−1)2 = 1, while the variance from Lemma 2.16 tends to zero if
u(−1)2 = 1.
Remark 2.18. We want to discuss the validity of the regularity assumption from
[ASFH01] in the case d = 1, Θ = {−1, 0}, u(0) = 1 and ρ the Gaussian
density function with mean zero and variance σ2. Notice that the Gaussian
distribution is τ -Ho¨lder continuous with a constant C independent on the mean
but depending on the variance, and the property that C → ∞ if the variance
tends to zero.
Let l, m ≥ 1. If |u(−1)| 6= 1, Lemma 2.16 and Lemma 2.17 give that the dis-
tribution of Vω(0) conditioned on fixed potential values Vω(k), k ∈ {−m, . . . , l}\
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{0}, is again Gaussian with variance bounded from below by σ2|u2(−1)−1|. As
a consequence, the random field Vω(k), k ∈ {−m + 1, . . . , n − 1} is uniformly
τ -Ho¨lder continuous and the constant C from Definition 2.11 may be chosen
independently from m, l ∈ N. Hence the method from [ASFH01] applies and
gives localization.
If |u(−1)| = 1, the situation is somehow different. In this case Lemma 2.16
and Lemma 2.17 give that the random field Vω(k), k ∈ ΛL = {−L, . . . , L},
L ∈ N, satisfies
sup
x∈ΛL
sup
v∈R2L
P({Vω(x) ∈ [a, b]} | {Vω(k) = vk, k ∈ ΛL \ {x}}) ≤ CL(b− a)τ
but the constant CL cannot be chosen uniformly in L ∈ N. In particular,
CL → ∞ if L → ∞. As a consequence, the method of [ASFH01] will give a
bound on the expectation of |GΛL(z; i, j)|s which depends on the volume of ΛL,
and hence does not immediately yield localization. If one considers finite volume
restriction HΛL , an analogue condition to Definition 2.11 which is sufficient for
localization would be the following. There is a τ ∈ (0, 1] and a constant C such
that
sup
L∈N
sup
x∈ΛL
sup
v∈R2L
P({Vω(x) ∈ [a, b]} | {Vω(k) = vk, k ∈ ΛL \ {x}}) ≤ C(b− a)τ
for all [a, b] ⊂ R. This condition is obviously not satisfied if |u(−1)| = 1 by
Lemma 2.16 and Lemma 2.17.
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Chapter 3
Fractional moment method for
discrete alloy-type models
In this chapter we show exponential localization for the discrete alloy-type model
in the strong disorder regime under Assumption (C). In a first section we pro-
vide certain tools needed for a proof of localization according to the fractional
moment method. In Section 3.2 we restrict ourselves to the special case d = 1,
since the restriction to the one-dimensional case allows an elegant and short
proof of localization. Moreover, we have an explicit control over the constants,
for instance on the assumption on the disorder to prove localization. The re-
sults presented in Section 3.2 concern a joint work with Alexander Elgart and
Ivan Veselic´ and have already been published in [ETV10]. The reader who is
interested in the theory for arbitrary d ∈ N can directly jump to Section 3.3.
In Section 3.3 we start to develop the theory for arbitrary dimension and
prove the boundedness of an averaged fractional power of the Green function.
Via a decoupling argument we show in Section 3.4 a so-called finite volume
criterion. Together with the fractional moment bound from Section 3.3 this
gives exponential decay of fractional moments if the disorder is sufficiently large.
In Section 3.5 we show that the exponential decay of fractional moments implies
exponential localization. The results from Sections 3.3 to 3.5 concern a joint
work with Alexander Elgart and Ivan Veselic´ and have already been published
in [ETV11].
3.1. Spectral averaging and Schur complement
One important step in a proof of localization according to the fractional mo-
ment method is the boundedness of an averaged fractional power of the Green
function. In order to prove this, several estimates on averages of resolvents and
determinants are useful.
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Let us first motivate the problems arising from the sign-indefiniteness of the
single-site potential. To this end, we first consider the sign-definite case where
u(0) = 1 and u(k) = 0 for k ∈ Zd \ {0}, and where the measure ν has a
probability density ρ ∈ L∞(R). By rank one perturbation one can show for all
x ∈ Zd and z ∈ C \ R that
Gω(z; x, x) =
λ−1
ωx + Gˆω(z; x, x)−1
, (3.1)
where Gˆω(z; x, x) = 〈δx, (Hˆω − z)−1δy〉 and where Hˆω is obtained from Hω by
setting the random variable ωx to zero. If we take the absolute value to the
power s ∈ (0, 1) of this identity, and average with respect to ωx, we obtain∫
R
|Gω(z; x, x)|sρ(ωx)dωx = λ−s
∫
R
1
|ωx + Gˆω(z; x, x)−1|s
ρ(ωx)dωx.
Since β = Gˆω(z; x, x) is independent of ωx, one can estimate the integral in
Eq. (3.1) by a constant uniform in ωk, k ∈ Zd \{x}. Roughly speaking, the pole
at −β is integrable since s < 1 and ρ is bounded, and the integrand is integrable
at infinity since ρ ∈ L1(R). More precisely, let g : R→ R be non-negative with
g ∈ L∞(R) ∩ L1(R) and s ∈ (0, 1). Then we have for all β ∈ C∫
R
|ξ − β|−s g(ξ)dξ ≤ ‖g‖s∞ ‖g‖1−sL1
2ss−s
1− s , (3.2)
see e.g. [Gra94] for a proof. Hence,
E{x}
(|Gω(z; x, x)|s) ≤ λ−s ‖ρ‖s∞ 2ss−s1 − s .
Now assume d = 1 and that Θ = supp u = {0, 1}. Using the Schur complement
formula, one can show an analogue of Eq. (3.1), namely(
Gω(z; x, x) Gω(z; x, x+ 1)
Gω(z; x+ 1, x) Gω(z; x+ 1, x+ 1)
)
=
[
A+ λωx
(
u(0) 0
0 u(1)
)]−1
, (3.3)
where A is some 2 × 2 matrix which is independent of ωx. If u(0) > 0 and
u(1) > 0 there is a multidimensional analogue of Eq. (3.2), i.e.∫
R
∥∥∥∥
[
A+ λωx
(
u(0) 0
0 u(1)
)]−1∥∥∥∥
s
ρ(ωk)dωk ≤
(
2CW‖ρ‖∞
min{u(0), u(1)}λ
)s
1
1− s,
where CW is a constant independent of A, u and λ, see Lemma 3.5 below. This
implies
E{x}
(|Gω(z; x, x)|s) ≤
(
2CW‖ρ‖∞
min{u(0), u(1)}λ
)s
1
1− s.
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These two examples show how to prove the boundedness of an averaged frac-
tional power of some Green’s function elements if the single-site potential is
non-negative. If the single-site potential changes its sign, the diagonal matrix
on the right hand side of Eq. (3.3) is no longer positive definite, and as a con-
sequence Lemma 3.5 is not applicable. For this reason one has to develop new
techniques for non-monotone spectral averaging in order to prove the bounded-
ness of Green’s function.
In the one-dimensional situation it turns out that certain matrix elements of
the resolvent may be represented as an inverse of a determinant. To estimate
the expectation of a fractional power of these Green’s function elements, we
will use the following averaging lemma for determinants. More precisely, if
Θ = {0, 1, . . . , n− 1} we will apply Lemma 3.1, while for arbitrary finite Θ we
shall need a slight extension formulated in Lemma 3.2.
Lemma 3.1. Let n ∈ N and A, V ∈ Cn×n be two matrices and assume that V
is invertible. Let further 0 ≤ ρ ∈ L1(R) ∩ L∞(R) and s ∈ (0, 1). Then we have
for all λ > 0 the bound∫
R
|det(A+ rV )|−s/n ρ(r)dr ≤ |det V |−s/n ‖ρ‖1−sL1 ‖ρ‖s∞
2ss−s
1− s (3.4)
≤ |det V |−s/n
(
λ−s‖ρ‖L1 + 2λ
1−s
1− s ‖ρ‖∞
)
. (3.5)
Proof. Since V is invertible, the function r 7→ det(A + rV ) is a polynomial
of order n and thus the set {r ∈ R : A + rV is singular} is a discrete subset
of R with Lebesgue measure zero. We denote the roots of the polynomial by
z1, . . . , zn ∈ C. By multilinearity of the determinant we have
|det(A+ rV )| = |det V |
n∏
j=1
|r − zj | ≥ |det V |
n∏
j=1
|r − Re zj |.
The Ho¨lder inequality implies for s ∈ (0, 1) that
∫
R
|det(A + rV )|−s/n ρ(r)dr ≤ |det V |−s/n
n∏
j=1
(∫
R
|r − Re zj |−sρ(r)dr
)1/n
.
For arbitrary λ > 0 and all z ∈ R we have∫
R
1
|r − z|sρ(r)dr =
∫
|r−z|≥λ
1
|r − z|sρ(r)dr +
∫
|r−z|≤λ
1
|r − z|sρ(r)dr
≤ λ−s‖ρ‖L1 + ‖ρ‖∞2λ
1−s
1− s ,
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which gives Ineq. (3.5). We now choose λ = s‖ρ‖L1/(2‖ρ‖∞) (which minimizes
the right hand side of Ineq. (3.5)) and obtain Ineq. (3.4). 
Lemma 3.2. Let N, n ∈ N and A, V0, V1, . . . , VN ∈ Cn×n be matrices. Let
(αk)
N
k=0 ∈ RN+1 with α0 6= 0. Assume that
∑N
k=0 αkVk is invertible. Let further
0 ≤ ρ ∈ L1(R)∩L∞(R) with supp ρ ⊂ [−R,R], R > 0, ‖ρ‖L1 = 1 and t ∈ (0, 1).
Then,
I =
∫
RN+1
∣∣∣det(A + N∑
i=0
riVi
)∣∣∣−t/n N∏
i=0
ρ(ri)dri
≤
∣∣∣det( N∑
k=0
αkVk
)∣∣∣−t/n|α0|t(1 + max
i∈{1,...,N}
|αi|
|α0|
)Nt 2tt−t
1− t(2R)
Nt‖ρ‖(N+1)t∞ .
Proof. Substituting

r0
r1
...
...
rN


= T


x0
x1
...
...
xN


=


α0 0 · · · · · · 0
α1 α0 0
...
α2 0 α0
. . .
...
...
...
. . . α0 0
αN 0 . . . 0 α0




x0
x1
...
...
xN


=


α0x0
α1x0 + α0x1
α2x0 + α0x2
...
αNx0 + α0xN


we obtain
I =
∫
RN
(∫
R
∣∣∣det(A˜+ x0 N∑
i=0
αiVi
)∣∣∣−t/ng(x0, . . . , xN)dx0
)
|α0|N+1dx1 . . .dxN
where A˜ = A + α0
∑N
i=1 xiVi and g(x0, . . . , xN) = ρ(α0x0)
∏N
i=1 ρ(αix0 + α0xi).
Since x0 7→ g(x0, . . . , xN) is an element of L1(R)∩L∞(R) we may apply Lemma
3.1 and obtain for all λ > 0
I ≤
∣∣∣det( N∑
i=0
αiVi
)∣∣∣−t/n ∫
RN
(∫
R
g(x0, x)
λt
dx0 +
2λ1−t
1− t supx0∈R
g(x0, x)
)
|α0|N+1dx
=
∣∣∣det( N∑
i=0
αiVi
)∣∣∣−t/n(λ−t + 2λ1−t
1− t
∫
RN
sup
x0∈R
g(x0, x)|α0|N+1dx
)
with dx = dx1 . . .dxN and g(x0, x) = g(x0, x1, . . . , xN). We use supp ρ ⊂
[−R,R] and see that if |xj | > R ‖T−1‖∞ holds for some j = 0, . . . , N , then
we have g(x0, . . . , xN ) = 0. Thus it is sufficient to integrate over the cube
[−R‖T−1‖∞, R‖T−1‖∞]N . We estimate supx0∈R g(x0, . . . , xN) ≤ ‖ρ‖N+1∞ and
choose λ = t/(2 ‖ρ‖N+1∞ |αN+10 |(2R ‖T−1∞ ‖)N). The row-sum norm of T−1 equals
‖T−1‖∞ = maxi∈{1,...,N} (|α0|−1 +|αi/α20|). 
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Lemma 3.1 can be used to obtain the following averaging result for resolvents,
which will be an important tool for the multi-dimensional case.
Lemma 3.3. Let n ∈ N, A ∈ Cn×n an arbitrary matrix, V ∈ Cn×n an invertible
matrix and s ∈ (0, 1). Let further 0 ≤ ρ ∈ L1(R)∩L∞(R) with supp ρ ⊂ [−R,R]
for some R > 0. Then we have the bounds
‖V −1‖ ≤ ‖V ‖
n−1
|det V | (3.6)
and ∫ R
−R
∥∥(A + rV )−1∥∥s/nρ(r)dr ≤ ‖ρ‖1−sL1 ‖ρ‖s∞(‖A‖+R‖V ‖)s(n−1)/n
ss2−s(1− s)|detV |s/n . (3.7)
Proof. To prove Ineq. (3.6) let 0 < s1 ≤ s2 ≤ . . . ≤ sn be the singular values of
V . Then we have
∏n
i=1 si ≤ s1sn−1n , that is,
1
s1
≤ s
n−1
n∏n
i=1 si
. (3.8)
For the norm we have ‖V −1‖ = 1/s1 and ‖V ‖ = sn. For the determinant of V
we have |detV | =∏ni=1 si. Hence, Ineq. (3.6) follows from Ineq. (3.8). To prove
Ineq. (3.7) recall that, since V is invertible, the set {r ∈ R : A+ rV is singular}
is a discrete set. Thus, for almost all r ∈ [−R,R] we may apply Ineq. (3.6) to
the matrix A + rV and obtain
∥∥(A + rV )−1∥∥s/n ≤ (‖A‖+R‖V ‖)s(n−1)/n|det(A+ rV )|s/n .
Inequality (3.7) now follows from Lemma 3.1. 
The assumption that the single-site potential u is monotone at the boundary
(cf. Assumption (C)) allows us to use monotone spectral averaging at some stage.
For this purpose we cite a special case of [AEN+06, Proposition 3.1]. Recall, a
densely defined operator T on some Hilbert space H with inner product 〈·, ·〉H
is called dissipative if Im〈x, Tx〉H ≥ 0 for all x ∈ D(T ).
Lemma 3.4. Let A ∈ Cn×n be a dissipative matrix, V ∈ Rn×n diagonal and
strictly positive definite and M1,M2 ∈ Cn×n be arbitrary matrices. Then there
exists a constant CW (independent of n, A, V , M1 and M2), such that
L({r ∈ R : ‖M1(A+ rV )−1M2‖HS > t}) ≤ CW‖M1V −1/2‖HS‖M2V −1/2‖HS1
t
.
Here, L denotes the Lebesgue-measure and ‖·‖HS the Hilbert Schmidt norm.
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As a corollary we have
Lemma 3.5. Let A ∈ Cn×n be a dissipative matrix, V ∈ Rn×n diagonal and
strictly positive definite, M1,M2 ∈ Cn×n be arbitrary matrices and ρ ∈ L∞(R)∩
L1(R) non-negative with ‖ρ‖L1 = 1. Then there exists a constant CW (indepen-
dent of A, V , M1 and M2), such that∫
R
‖M1(A+ rV )−1M2‖sρ(r)dr ≤ (nCW‖M1V
−1/2‖‖M2V −1/2‖‖ρ‖∞)s
1− s .
Proof. First note that for a matrix T ∈ Cn×n we have ‖T‖ ≤ ‖T‖HS ≤
√
n‖T‖.
With the use of the layer cake representation, see e.g. [LL01, p. 26], and Lemma
3.4 we obtain for all κ > 0
I =
∫
R
‖M1(A+ rV )−1M2‖sρ(r)dr =
∫ ∞
0
∫
R
1{‖M1(A+rV )−1M2‖s>t}ρ(r)drdt
≤ κ +
∫ ∞
κ
‖ρ‖∞nCW‖M1V −1/2‖‖M2V −1/2‖ 1
t1/s
dt
= κ+ ‖ρ‖∞nCW‖M1V −1/2‖‖M2V −1/2‖ s
1− sκ
(s−1)/s.
If we choose κ = (‖ρ‖∞nCW‖M1V −1/2‖‖M2V −1/2‖)s we obtain the statement
of the lemma. 
The above estimates on spectral averaging concern finite-dimensional matrices
only. In order to use these estimates for our infinite-dimensional operator Gω(z),
we will use a variant of the Schur complement formula (also known as the
Feshbach formula or Grushin problem), cf. [BHS07, Appendix].
Lemma 3.6. Let Λ ⊂ Γ ⊂ Zd and Λ finite. Then we have for all z ∈ C \R the
identity
pΓΛ(HΓ − z)−1ιΓΛ =
(
HΛ −BΛΓ − z
)−1
,
where BΛΓ : ℓ
2(Λ)→ (Λ) is specified in Eq. (3.9). Moreover, the operator BΛΓ is
independent of Vω(k), k ∈ Λ.
Proof. We consider HΓ − z as the block operator matrix
HΓ − z =
(
HΛ − z −pΓΛ∆ΓιΓΓ\Λ
−pΓΓ\Λ∆ΓιΓΛ HΓ\Γ − z
)
.
Since Λ is finite, HΛ is bounded and the Schur complement formula gives
pΓΛ(HΓ − z)−1ιΓΛ =
[
HΛ − z − pΓΛ∆ΓιΓΓ\Λ
(
HΓ\Λ − z
)−1
pΓΓ\Λ∆Γι
Γ
Λ
]−1
,
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compare, e.g., [BHS07, Appendix]. For Λ ⊂ Γ ⊂ Zd we define
BΛΓ := p
Γ
Λ∆Γι
Γ
Γ\Λ
(
HΓ\Λ − z
)−1
pΓΓ\Λ∆Γι
Γ
Λ. (3.9a)
For the matrix elements of BΛΓ one calculates
〈
δx, B
Λ
Γ δy
〉
=


0 if x 6∈ ∂iΛ ∨ y 6∈ ∂iΛ,∑
k∈Γ\Λ:
|k−x|=1
∑
l∈Γ\Λ:
|l−y|=1
GΓ\Λ(z; k, l) if x ∈ ∂iΛ ∧ y ∈ ∂iΛ. (3.9b)
GΓ\Λ is independent of Vω(k), k ∈ Λ. Thus it is also BΛΓ . 
Lemma 3.7. Let Γ ⊂ Zd and Λ1 ⊂ Λ2 ⊂ Γ. We assume that Λ1 and Λ2 are
finite sets and that (∂iΛ2)∩Λ1 = ∅. Then we have for all z ∈ C \R the identity
pΓΛ1(HΓ − z)−1ιΓΛ1 =
[
HΛ1 − z
− pΛ1∆ιΛ2\Λ1
(
HΛ2\Λ1 − z − pΛ2Λ2\Λ1BΛ2Γ ιΛ2Λ2\Λ1
)−1
pΛ2\Λ1∆ιΛ1
]−1
.
Proof. We decompose Λ2 = Λ1 ∪ (Λ2 \ Λ1) and notice that 〈δx, BΛ2Γ δy〉 = 0 if
x ∈ Λ1 or y ∈ Λ1 by Eq. (3.9b) and our hypothesis (∂iΛ2)∩Λ1 = ∅. Due to this
decomposition we write HΛ2 − z − BΛ2Γ as the block operator matrix
HΛ2 − z − BΛ2Γ =

 HΛ1 − z −pΛ1∆ιΛ2\Λ1
−pΛ2\Λ1∆ιΛ1 HΛ2\Λ1 − z − pΛ2Λ2\Λ1BΛ2Γ ιΛ2Λ2\Λ1

 .
The Schur complement formula gives pΛ2Λ1(HΛ2 − z − BΛ2Γ )−1ιΛ2Λ1 = S−1 where S
equals
HΛ1 − z − pΛ1∆ιΛ2\Λ1
(
HΛ2\Λ1 − z − pΛ2Λ2\Λ1BΛ2Γ ιΛ2Λ2\Λ1
)−1
pΛ2\Λ1∆ιΛ1 .
Since pΛ2Λ1(HΛ2 − z − BΛ2Γ )−1ιΛ2Λ1 = pΓΛ1(HΓ − z)−1ιΓΛ1 by Lemma 3.6, we obtain
the statement of the lemma. 
3.2. The one-dimensional case
In this section we prove exponential localization for the discrete alloy-type model
under Assumptions (A) and (B). Although Assumption (A) is more restrictive
than Assumption (B), we first prove the exponential decay of fractional moments
under Assumption (A) in Section 3.2.1 and 3.2.2, since the spectral averaging
step is more transparent and the constants are more explicit. In Section 3.2.3
we generalize this result to general finitely supported single-site potentials.
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In Section 3.2.4 we conclude exponential localization in the strong disorder
regime by using the results from Section 3.5, where the implication from ex-
ponential decay of fractional moments to exponential localization is proven for
arbitrary dimension d ∈ N.
In the one-dimensional situation it is natural to ask whether it is possible to
extract a positive part from the random potential in such a way, that the original
methods (with monotone spectral averaging) for deriving fractional moment
bounds apply. It turns out that this is not possible in general (even in one
space dimension) but that the corresponding class of single-site potentials can
be characterized in the following way. If the polynomial pu(x) :=
∑n−1
k=0 u(k) x
k
does not vanish on [0,∞) it is possible to extract from Vω a positive single-
site potential with certain additional properties. In this situation the method
of [AEN+06] applies and gives exponential decay of fractional moments of the
Green function. This is worked out in detail in Section 3.2.5.
Let us emphasize that our proof of exponential decay of fractional moments in
the one-dimensional case nowhere uses monotonicity in the sense of a monotone
spectral averaging. The main tool which allows us to get along without the use
of any monotonicity property is an averaging result for determinants formulated
in Lemma 3.1.
3.2.1. Boundedness of fractional moments
A very useful information in the one-dimensional case is that certain matrix el-
ements of the resolvent are given by the inverse of a determinant, which makes
Lemma 3.1 and Lemma 3.2 applicable. In order to work out this specific struc-
ture we will apply the Schur complement formula as given in Lemma 3.6.
A set Γ ⊂ Z is called connected if ∂iΓ ⊂ {inf Γ, sup Γ}. In particular, Z is a
connected set.
Lemma 3.8. Let Assumption (A) be satisfied, s ∈ (0, 1), and Γ ⊂ Z be con-
nected. Then,
(i) for every pair x, x+ n− 1 ∈ Γ and all z ∈ C \ R we have
E{x}
(|GΓ(z; x, x+ n− 1)|s/n) ≤ CuCρ
λs
=: Cλ,u,ρ. (3.10)
(ii) if 1 ≤ |Γ| ≤ n, we have for all z ∈ C \ R the bound
E{γ0}
{|GΓ(z; γ0, γ1)|s/n} ≤ C+u C+ρ max{λ−s, λ−s/n} =: C+λ,u,ρ (3.11)
where γ0 = min Γ and γ1 = maxΓ.
The constants Cu, Cρ, C
+
u and C
+
ρ are given in Eq. (3.12) and (3.13).
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Proof. We start with the first statement of the lemma. By assumption x, x +
n− 1 ∈ Γ. We apply Lemma 3.6 with Λ = {x, x+ 1, . . . , x+ n− 1} ⊂ Γ (since
Γ is connected) and obtain for all x, y ∈ Λ
GΓ(z; x, y) =
〈
δx, (HΛ − BΛΓ − z)−1δy
〉
,
where the operator BΛΓ is given by Eq. (3.9). Set D = HΛ − BΛΓ − z and notice
that
D =


Vω(x) −1
−1 . . . . . .
. . .
. . . −1
−1 Vω(x+ n− 1)

−


b1
b2

− z,
where b1 = 〈δx, BΛΓ δx〉 and b2 = 〈δx+n−1, BΛΓ δx+n−1〉, and where only the non-
zero matrix elements are plotted. By Cramer’s rule we have GΓ(z; x, y) =
detCy,x/ detD. Here, Ci,j = (−1)i+jMi,j and Mi,j is obtained from the tridi-
agonal matrix D by deleting row i and column j. Thus Cx+n−1,x is a lower
triangular matrix with determinant ±1. Hence,
|GΓ(z; x, x+ n− 1)| = 1|detD| .
Since Θ = supp u = {0, . . . , n− 1}, every potential value Vω(k), k ∈ Λ, depends
on the random variable ωx, while the operator B
Λ
Γ is independent of ωx. Thus
we may write D as a sum of two matrices
D = A+ ωxλV,
where V ∈ Rn×n is diagonal with the elements u(k − x), k = x, . . . , x + n − 1,
and A := D − ωxλV . Since A is independent of ωx we may apply Lemma 3.1
and obtain for all s ∈ (0, 1) the estimate (3.10) with
Cu =
∣∣∣∏
k∈Θ
u(k)
∣∣∣−s/n and Cρ = ‖ρ‖s∞2ss−s1− s . (3.12)
The proof of Ineq. (3.11) is similar but does not require Lemma 3.6. We have
the decomposition HΓ − z = A˜+ ωγ0λV˜ , where m = γ1 − γ0, V˜ ∈ R(m+1)×(m+1)
is diagonal with elements u(k− γ0), k = γ0, . . . , γ1, and A˜ := HΓ− z−ωγ0λV˜ is
independent of ωγ0 . By Cramer’s rule and Lemma 3.1 we obtain for all t ∈ (0, 1)
E{γ0}
(|GΓ(z; γ0, γ1)|t/(m+1)) ≤ ∣∣∣ m∏
k=0
u(k)
∣∣∣−t/(m+1)‖ρ‖t∞λ−t 2tt−t1− t .
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We choose t = sm+1
n
≤ s and obtain Ineq. (3.11) with the constants
C+u = max
i∈Θ
∣∣∣ i∏
k=0
u(k)
∣∣∣−s/n and C+ρ = max{‖ρ‖s∞, ‖ρ‖s/n∞ }2ss−s1 − s . (3.13)
In the final step we have used s ≥ t and the monotonicity of the function
(0, 1) ∋ x 7→ 2xx−x/(1− x). 
3.2.2. Exponential decay of fractional moments
To conclude exponential decay from the boundedness estimates of Lemma 3.8,
we use so-called “depleted” Hamiltonians to formulate a geometric resolvent
formula. Such Hamiltonians are obtained by setting to zero the “hopping terms”
of the Laplacian along a collection of bonds. More precisely, let Λ ⊂ Γ ⊂ Z be
arbitrary sets. We define the depleted Laplace operator ∆ΛΓ : ℓ
2(Γ)→ ℓ2(Γ) by
〈
δx,∆
Λ
Γδy
〉
:=
{
0 if x ∈ Λ, y ∈ Γ \ Λ or y ∈ Λ, x ∈ Γ \ Λ,〈
δx,∆Γδy
〉
else.
In other words, the hopping terms which connect Λ with Γ \Λ or vice versa are
deleted. The depleted Hamiltonian HΛΓ : ℓ
2(Γ)→ ℓ2(Γ) is then defined by
HΛΓ := −∆ΛΓ + VΓ.
Let further TΛΓ := ∆Γ − ∆ΛΓ be the difference between the the “full” Laplace
operator and the depleted Laplace operator. Analogously to Eq. (2.1) we use
the notation GΛΓ(z) := (H
Λ
Γ − z)−1 and GΛΓ(z; x, y) :=
〈
δx, G
Λ
Γ(z)δy
〉
. The second
resolvent identity yields for arbitrary sets Λ ⊂ Γ ⊂ Z
GΓ(z) = G
Λ
Γ(z) +GΓ(z)T
Λ
ΓG
Λ
Γ(z) (3.14)
= GΛΓ(z) +G
Λ
Γ(z)T
Λ
Γ GΓ(z). (3.15)
In the following we will use that GΛΓ(z; x, y) = GΛ(z; x, y) for all x, y ∈ Λ and
that GΛΓ(z; x, y) = 0 if x ∈ Λ and y 6∈ Λ or vice versa. Thes two properties
follow from the fact that HΛΓ is block-diagonal,
Lemma 3.9. Let Assumption (A) be satisfied, Γ ⊂ Z be connected, and s ∈
(0, 1). Then we have for all x, y ∈ Γ with y−x ≥ n, Λ = {x+n, x+n+1, . . .}∩Γ
and all z ∈ C \ R the bound
E{x}
(|GΓ(z; x, y)|s/n) ≤ Cλ,u,ρ · |GΛ(z; x+ n, y)|s/n.
In particular,
E
(|GΓ(z; x, y)|s/n) ≤ Cλ,u,ρ · E(|GΛ(z; x+ n, y)|s/n). (3.16)
38
3.2. The one-dimensional case
Proof. Our starting point is Eq. (3.14). Taking the matrix element (x, y) yields
GΓ(z; x, y) = G
Λ
Γ(z; x, y) +
〈
δx, GΓ(z)T
Λ
ΓG
Λ
Γ(z)δy
〉
.
Since x 6∈ Λ and y ∈ Λ, the first summand on the right vanishes as the depleted
Green function GΛΓ(z; x, y) decouples x and y. For the second summand we
calculate
GΓ(z; x, y) = GΓ(z; x, x+ n− 1)GΛΓ(z; x+ n, y)
= GΓ(z; x, x+ n− 1)GΛ(z; x+ n, y). (3.17)
The second factor is independent of ωx. Thus, taking expectation with respect
to ωx bounds the first factor using Ineq. (3.10) and the proof is complete. 
Lemma 3.10. Let Assumption (A) be satisfied, Γ = {x, x + 1, ...}, y ∈ Γ with
n ≤ y − x < 2n, and s ∈ (0, 1). Then we have for all z ∈ C \ R the bound
E{y−n+1,x}
(|GΓ(z; x, y)|s/n) ≤ C+λ,u,ρCλ,u,ρ. (3.18)
Proof. The starting point is Eq. (3.15). Choosing Λ = {x, . . . , y − n} gives
analoguously to Eq. (3.17)
GΓ(z; x, y) = GΛ(z; x, y − n)GΓ(z; y − n+ 1, y).
Since GΛ(z; x, y−n) depends only on the potential values at lattice sites in Λ, it
is independent of ωy−n+1. We take expectation with respect to ωy−n+1 to bound
the second factor of the above identity using Ineq. (3.10). Since 1 ≤ |Λ| ≤ n
by assumption, we may apply Ineq. (3.11) to GΛ(z; x, y − n) which finishes the
proof. 
Theorem 3.11. Let Assumption (A) be satisfied, Γ ⊂ Z connected and s ∈
(0, 1). Assume
‖ρ‖∞
λ
<
(1− s)1/s
2s−1
∣∣∣n−1∏
k=0
u(k)
∣∣∣1/n. (3.19)
Then µ = − lnCλ,u,ρ is strictly positive and we have for all x, y ∈ Γ with |x−y| ≥
2n and all z ∈ C \ R the bound
E
(|GΓ(z; x, y)|s/n) ≤ C+λ,u,ρ exp
{
−µ
⌊
|x− y|
n
⌋}
.
Here, ⌊·⌋ is for m ∈ R defined by ⌊m⌋ := max{k ∈ Z | k ≤ m}.
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Remark 3.12. The statement of Theorem 3.11 holds also true if the density
function ρ is not compactly supported since Lemma 3.1 holds true for non-
compactly supported functions ρ. This is formulated in [ETV11]. Notice, if ρ
(and hence the measure ν) is not compactly supported, then one has to be careful
about the domain of the family of self-adjoint operators Hω. In particular, Hω
is essentially self-adjoint on the compactly supported sequences, see [Kir08a].
Proof of Theorem 3.11. The constant µ is larger than zero since Cλ,u,ρ < 1 by
assumption. By symmetry we assume without loss of generality y − x ≥ 2n.
In order to estimate E(|GΓ(z; x, y)|s/n), we iterate Eq. (3.16) of Lemma 3.9
and finally use Eq. (3.18) of Lemma 3.10 for the last step. Figure 3.1 shows
this procedure schematically. We choose p = ⌊(y − x)/n⌋ − 1 ∈ N such that
x yx+ n x+ 2n y − ny − 2n x+ pnx+ (p− 1)n
Lemma 3.9 Lemma 3.10
Figure 3.1.: Illustration to the proof of Theorem 3.11
y − 2n < x+ pn ≤ y − n. We iterate Eq. (3.16) exactly p times and obtain
E
(|GΓ(z; x, y)|s/n) ≤ Cpλ,u,ρ · E(|GΛp(z; x+ pn, y)|s/n)
where Λp = {x+ pn, x+ pn+1, . . . }. Now the first p jumps of Fig. 3.1 are done
and it remains to estimate E
(|GΛp(z; x+pn, y)|s/n). Since n ≤ y−(x+pn) < 2n
and Λp = {x+ pn, x+ pn + 1, . . . } we may apply Lemma 3.10 and get
E
(|GΓ(z; x, y)|s/n) ≤ Cp+1λ,u,ρC+λ,u,ρ = C+λ,u,ρ e(p+1) lnCλ,u,ρ. 
3.2.3. General single-site potentials
We now want to get rid of the assumption that Θ = {0, 1, . . . , n − 1}, i.e. we
want to consider the case where Θ is still finite but not necessarily connected,
and prove an analogue of Theorem 3.11 in this case. By translation, we assume
without loss of generality that minΘ = 0 and maxΘ = n − 1 for some n ∈ N.
Furthermore, we define
r := max
{
n+ 1 ∈ N : ∃ a ∈ {1, 2, . . . , n− 1} : {a, . . . , a+ n} ∩Θ = ∅}. (3.20)
Here we use the convention that max ∅ = 0. Thus r is the number of elements
of the largest gap in Θ, and r = 0 if Θ is the connected set {0, 1, . . . , n− 1}.
To illustrate the difficulties arising for non-connected supports Θ we consider
an example. Suppose Θ = {0, 2, 3, . . . , n − 1} so that r = 1. If we set Λ =
{0, . . . , n−1} there is no decomposition HΛ−BΛΓ = A+ω0λV with an invertible
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V . If we set Λ = {0, . . . , n− 1+ r} = {0, . . . , n} we observe that every diagonal
element of HΛ depends at least on one of the variables ω0 and ω1 = ωr, while
the elements of BΛΓ (which appear after applying Lemma 3.6) are independent
of ωk, k ∈ {0, . . . , r} = {0, 1}. Thus we have a decomposition HΛ − BΛΓ =
A + ω0λV0 + ω1λV1, where A is independent of ωk, k ∈ {0, 1}, and for all i ∈ Λ
either V0(i) or V1(i) is not zero. As a consequence there is an α ∈ R such that
V0 + αV1 is invertible on ℓ
2(Λ). This makes Lemma 3.2 applicable and we can
prove the following analogues of Lemma 3.8 and Theorem 3.11.
Lemma 3.13. Let Assumption (B) be satisfied and Γ ⊂ Z be connected. Let
further r be as in Eq. (3.20) and s ∈ (0, 1). Then there exists a constant D =
D(λ, u, ρ, s, r) such that for all x, x+ n− 1 + r ∈ Γ and z ∈ C \ R
E{x,...,x+r}
(|GΓ(z; x, x+ n− 1 + r)|s/(n+r)) ≤ D . (3.21)
The constant D is characterized in Eq. (3.23) and estimated in Ineq. (3.25).
If 1 ≤ |Γ| ≤ n + r with γ0 = minΓ and γ1 = maxΓ there exists a constant
D+ = D+(λ, u, ρ, s, r) such that for all z ∈ C \ R
E{γ0,...,γ0+r}
(|GΓ(z; γ0, γ1)|s/(n+r)) ≤ D+. (3.22)
The constant D+ is characterized in Eq. (3.26) and estimated in Ineq. (3.27).
Proof. The proof is similar to the proof of Lemma 3.8. Apply Lemma 3.6 with
Λ = {x, x + 1, . . . , x + n − 1 + r} and Cramer’s rule to get |GΓ(z; x, x + n −
1 + r)| = 1/ |detB| where B = HΛ − BΛΓ − z. Note that BΛΓ is independent of
ωk, k ∈ {x, . . . , x + r}. We have the decomposition B = A + λ
∑r
k=0 ωx+kVk
where the elements of the diagonal matrices Vk ∈ R(n+r)×(n+r), k = 0, . . . , r, are
given by Vk(i) = u(i− k), i = 0, . . . , n− 1 + r, and A = B − λ
∑r
k=0 ωx+kVk is
independent of ωk, k ∈ {x, . . . , x+ r}. We apply Lemma 3.2 and obtain for all
α = (αk)
r
k=0 ∈ M = {α ∈ Rr+1 : α0 6= 0,
∑r
k=0 αkVk is invertible} the bound
E{x,...,x+r}
(|GΓ(z; x, x+ n− 1 + r)|s/(n+r)) ≤ Dα where
Dα = ‖ρ‖(r+1)s∞ (2R)rs
2ss−s
1− s |α0|
s
(
1+ max
i∈{1,...,r}
|αi|
|α0|
)rs n−1+r∏
i=0
∣∣∣ r∑
k=0
αkλu(i−k)
∣∣∣− sn+r .
The set M is non-empty and equal to the set {α ∈ Rr+1 : α0 6= 0, Dα is finite}.
Thus Ineq. (3.21) holds with the constant
D := inf
α∈M
Dα. (3.23)
In the following we establish an upper bound for D. Using a volume com-
parison criterion we can find a vector α′ = (α′k)
r
k=0 ∈ [0, 1]r+1 which has to
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ǫHǫ0
Hǫ1
Hǫn−1+r
α′
Vol(W ) = 1
Vol(∪iHǫi ) ≤ (n+ r)(r + 1)r/2ǫ
Vol(W \ ∪iHǫi ) ≥ 1− (n+ r)(r + 1)r/2ǫ
Figure 3.2.: Sketch of the existence of a vector α′ ∈ W = [0, 1]r+1 with the desired
properties: Let Hǫi denote the ǫ-neighborhood of the hyperplane Hi =
{α ∈ W | ∑rk=0 αku(i − k) = 0} for i ∈ {0, . . . , n − 1 + r}. Since
the volume of W \ ∪iHǫi is positive if ǫ is smaller than (n + r)−1(r +
1)−r/2 = d0, we conclude (using continuity) that there is a vector α
′
whose distance to each hyperplane Hi, i ∈ {0, . . . , n− 1+ r}, is at least
d0/2.
each hyperplane
∑r
k=0 αku(i − k) = 0, i = 0, . . . , n − 1 + r, at least the Eu-
clidean distance (2(n + r)(r + 1)r/2)−1, as outlined in Fig. 3.2. This implies
α′0 ≥ (2(n+ r)(r + 1)r/2)−1 since the hyperplane for i = 0 is α0 = 0. With this
choice of α and the notation ui = (u(i− k))rk=0, i ∈ {0, . . . , n− 1 + r}, we have
n−1+r∏
i=0
∣∣∣ r∑
k=0
α′ku(i− k)
∣∣∣− sn+r = n−1+r∏
i=0
∣∣∣‖ui‖ 〈α′, ui/‖ui‖〉2∣∣∣− sn+r
≤
[
2(n+ r)(r + 1)r/2
]s∣∣∣∏n−1+ri=0 (∑rk=0 u(i− k)2)∣∣∣ s2(n+r)
(3.24)
where 〈·, ·〉2 denotes the standard Euclidean scalar product. Now we choose
α = α′ and obtain
D ≤ ‖ρ‖(r+1)s∞ (2R)rs
2ss−s
(
1 + 2(n+ r)(r + 1)r/2
)rs[
2(n+ r)(r + 1)r/2
]s
(1− s)
∣∣∣∏n−1+ri=0 (∑rk=0 u(i− k)2)∣∣∣ s2(n+r)λs
.
(3.25)
The proof of the second statement is similar but without use of Lemma 3.6.
By Cramer’s rule we get |GΓ(z; γ0, γ1)| = 1/|det(HΓ − z)|. Set l = γ1 − γ0. We
have the decomposition HΓ−z = A˜+λ
∑r
k=0 ωγ0+kV˜k, where the elements of the
diagonal matrices V˜k ∈ R(l+1)×(l+1), k = 0, . . . , r, are given by V˜k(i) = u(i− k),
i ∈ {0, . . . , l}, and A˜ = HΓ − z − λ
∑r
k=0 ωγ0+kV˜k is independent of ωk, k ∈
{x, . . . , x + r}. We apply Lemma 3.2 with t = s l+1
n+r
and obtain (using s ≥ t)
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for all α = (αk)
r
k=0 ∈ M˜ = {α ∈ Rr+1 : α0 6= 0,
∑r
k=0 αkV˜k is invertible} that
E{γ0,...,γ0+r}
(|GΓ(z; γ0, γ1)|s/(n+r)) ≤ D+α (l) where
D+α (l) = ‖ρ‖
s
(r+1)(l+1)
n+r
∞ (2R)
s r(l+1)
n+r
2ss−s
1− s |α0|
s l+1
n+r
·
(
1 + max
i∈{1,...,r}
|αi|
|α0|
)sr l∏
i=0
∣∣∣ r∑
k=0
αkλu(i− k)
∣∣∣ sn+r .
Since M˜ ⊃ M for each l ∈ 0, . . . n− 1 + r the set M˜ is non-empty. Thus
Ineq. (3.22) holds with the constant
D+ := max
l∈{0,...,n−1+r}
inf
α∈M˜
D+α (l). (3.26)
We again choose α = α′ as in Fig. 3.2, use α′k ∈ [0, 1] and α′0 ≥ (2(n + r)(r +
1)r/2)−1, estimate D+α′(l) similar to Ineq. (3.24), and obtain
D+ ≤
max
l∈{0,...,n−1+r}


‖ρ‖s
(r+1)(l+1)
n+r
∞
[
1 + 2(l + 1)(r + 1)r/2
]sr[
2(l + 1)(r + 1)r/2
]s
(2R)−s
r(l+1)
n+r 2−sss(1− s)
∣∣∣∏li=0∑rk=0 λu(i− k)∣∣∣ s2(n+r)

 ,
(3.27)
which ends the proof. 
Theorem 3.14. Let Assumption (B) be satisfied, Γ ⊂ Z connected, s ∈ (0, 1),
r as in Eq. (3.20), and D and D+ the constants from Lemma 3.13. Assume
D < 1. Then m = − lnD is strictly positive and we have the bound
E
(|GΓ(z; x, y)|s/(n+r)) ≤ D+ exp
{
−m
⌊
|x− y|
n + r
⌋}
for all x, y ∈ Z with |x− y| ≥ 2(n+ r) and all z ∈ C \ R.
Remark 3.15. The assumption D < 1 can be achieved by choosing λ sufficiently
large, see Ineq. (3.25).
Remark 3.16. The statement of Lemma 3.2 and so also Theorem 3.14 can be
proven if ρ is not compactly supported, but in the Sobolev space W 1,1(R). This
is formulated in [ETV10].
Proof of Theorem 3.14. The proof is similar to the proof of Theorem 3.11. We
again assume y > x. Let Γ1 ⊂ Z be connected. Using Eq. (3.14) with Λ =
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{x + n + r, . . . } ∩ Γ1 and Lemma 3.13 we have for all pairs x, y ∈ Γ1 with
y − x ≥ n + r
E
(|GΓ1(z; x, y)|s/(n+r)) ≤ D E(|GΛ(z; x+ n+ r, y)|s/(n+r)) (3.28)
which is the analogue to Lemma 3.9. Now, let Γ2 = {x, x + 1, . . . } and y ∈ Γ2
with n+ r ≤ y− x < 2(n+ r). By Eq. (3.15) with Λ = {x, . . . , y− (n+ r)} and
Lemma 3.13 we have
E
(|GΓ2(z; x, y)|s/(n+r)) ≤ DD+ (3.29)
which is the analogue of Lemma 3.10. Iterating Eq. (3.28) exactly p = ⌊(y −
x)/(n + r)⌋ − 1 times, starting with Γ1 = Γ, and finally using Eq. (3.29) once
gives the statement of the theorem. 
3.2.4. A priori bound and exponential localization
The statements of Theorem 3.11 and 3.14 concern only off-diagonal elements of
the Green function. The next theorem shows a global uniform bound on (x, y) 7→
E(|GΓ(z; x, y)|s) for s > 0 sufficiently small. We use the notation uj(x) =
u(x − j), j, x ∈ Z, for the translated function as well as for the corresponding
multiplication operator.
Theorem 3.17. Let Assumption (B) be satisfied, Γ ⊂ Z be connected and
s ∈ (0, 1). Then there is a positive constant C = C(λ, u, ρ, s) such that for all
x, y ∈ Γ and all z ∈ C \ R we have
E
(|GΓ(z; x, y)|s/(4n)) ≤ C.
Proof. To avoid notation we assume Γ = Z. Since supp ρ ⊂ [−R,R], Hω is
a bounded operator. Set m = ‖Hω‖ + 1. If |z| ≥ m, we use ‖Gω(z)‖ =
supλ∈σ(Hω)|λ − z|−1 ≤ 1 and obtain the statement of the theorem. Thus it is
sufficient to consider |z| ≤ m. If |x− y| ≥ 4n Theorem 3.14 applies, since r ≤ n.
We thus only consider the case |x − y| ≤ 4n − 1. By translation we assume
x = 0 and by symmetry y ≥ 0. Set Λ+ = {−1, . . . , 4n} and Λ = {0, . . . , 4n− 1}.
Lemma 3.6 with Λ1 = Λ and Λ2 = Λ+ gives
pΛGω(z)ιΛ =
(
HΛ − z − pΛ∆ι∂iΛ+ (K − z)−1 p∂iΛ+∆ιΛ
)−1
(3.30)
where
K = H∂iΛ+ − pΛ+∂iΛ+ B
Λ+
Z
ι
Λ+
∂iΛ+
and 〈δx, BΛ+Γ δy〉 =
∑
k∈Γ\Λ+,|k−x|=1
〈δk, (HΓ\Λ+ − z)−1δk〉 if x = y and x ∈ ∂Λ+ =
{−1, 4n}, and zero else. Note that BΛ+
Z
is independent of ωk, k ∈ {−1, . . . , 3n+
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1}, and K is independent of ωk, k ∈ {0, . . . , 3n}. Thus, in matrix representation
with respect to the canonical basis, the operator K : ℓ2(∂Λ+) → ℓ2(∂Λ+) may
be decomposed as
K =
(
ω−1λu(0) 0
0 ω3n+1λu(n− 1)
)
−
(
f1 0
0 f2
)
where f1 :=
∑
k∈Z\{−1} ωkλu(−1−k)−〈δ−1, BΛ+Z δ−1〉 and f2 :=
∑
k∈Z\{3n+1} ωkλ
u(4n− k)− 〈δ4n, BΛ+Z δ4n〉 are independent of ω−1 and ω3n+1. Standard spectral
averaging or Lemma 3.1 gives for all t ∈ (0, 1)
E{−1,3n+1}
(∥∥(K − z)−1∥∥t) ≤ λ−t(|u(0)|−t + |u(n− 1)|−t) ‖ρ‖t∞ 2tt−t1− t . (3.31)
Now, the operator HΛ can be decomposed as HΛ = A +
∑3n
k=0 ωkλuk where
A := HΛ −
∑3n
k=0 ωkλuk is independent of ωk, k ∈ {0, . . . , 3n}. Let α :=
(αk)
3n
k=0 ∈ [0, 1]3n+1 with α0 6= 0. Similarly to the proof of Lemma 3.2, we
use the substitution ω0 = α0ζ0 and ωi = αiζ0 + α0ζi for i ∈ {1, . . . , 3n} and
obtain from Eq. (3.30)
E := E{0,...,3n}
(∥∥pΛGω(z)ιΛ∥∥s/(4n))
≤ ‖ρ‖3n+1∞
∫
[−R,R]3n+1
∥∥∥(HΛ − z − pΛ∆p∗∂Λ+ (K − z)−1 pΛ∂Λ+∆p∗Λ)−1∥∥∥s/(4n)dω0 . . .dω3n
≤ ‖ρ‖3n+1∞
∫
[−S,S]3n+1
∥∥∥(A′ + ζ0 3n∑
k=0
αkλuk
)−1∥∥∥s/(4n)|α0|3n+rdζ0 . . . dζ3n
where S = R(1 + maxi∈{1,...,3n} |αi/α0|)/|α0| and A′ = A + α0
∑3n
k=1 ζkλuk −
z − pΛ∆p∗∂Λ+ (K − z)−1p∂Λ+∆p∗Λ. Since
⋃3n
i=0 supp ui = Λ, there exists an
α ∈ [0, 1]3n+1 such that ∑3nk=0 αkuk is invertible on ℓ2(Λ), compare the proof
of Lemma 3.13 and Figure 3.2. Thus we may apply Lemma 3.3 and obtain
E ≤ ‖ρ‖3n+1∞
∫
[−S,S]3n
2
(
‖A′‖+ S ∥∥∑3nk=0 αkλuk∥∥)s(4n−1)/(4n)
ssSs−1(1− s) ∣∣det(∑3nk=0 αkλuk)∣∣s/(4n) dζ1 . . .dζ3n. (3.32)
Using ζk ∈ [−S, S] for k ∈ {1, . . . , 3n}, ωk ∈ [−R,R] for k ∈ Z\ {0, . . . , 3n} and
αk ∈ [0, 1] for k ∈ {0, . . . , 3n}, the norm of A′ can be estimated as
‖A′‖ =
∥∥∥HΛ − 3n∑
k=0
ωkλuk + α0
3n∑
k=1
ζkλuk − z − pΛ∆p∗∂Λ+ (K − z)−1 p∂Λ+∆p∗Λ
∥∥∥
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≤ 2 + (n− 1)Rλ‖u‖∞ + 3Snλ‖u‖∞+m+ 4
∥∥(K − z)−1∥∥ . (3.33)
All terms in the sum (3.33) are independent of ζk, k ∈ {0, . . . , 3n}. Using
(
∑|ai|)t ≤ ∑|ai|t for t < 1 we see from Ineq. (3.32) and (3.33) that there are
constants C1 and C2 such that E ≤ C1+C2‖(K−z)−1‖s(4n−1)/(4n). If we average
over ω−1 and ω3n+1, Ineq. (3.31) gives the desired result. 
We can now conclude exponential localization for the one-dimensional case.
Theorem 3.18. Let one of the following assumptions be satisfied:
(i) Let Assumption (A) be satisfied and
‖ρ‖∞
λ
<
(1− s)1/s
2s−1
∣∣∣n−1∏
k=0
u(k)
∣∣∣1/n.
(ii) Let Assumption (B) be satisfied and λ be sufficiently large.
Then, for almost all ω ∈ Ω, Hω exhibits exponential localization.
Proof. By our assumptions and Theorem 3.11, 3.14 and 3.17, we conclude that
the hypothesis of Theorem 2.4 is satisfied. This gives the result. 
3.2.5. Reduction to the monotone case
In this subsection we discuss whether a special transformation of random vari-
ables allows us to extract a positive part of the potential, which makes monotone
spectral averaging applicable. First we present a criterion which ensures that an
appropriate one-parameter family of positive potentials can be extracted from
the random potential Vω.
Lemma 3.19. Let Assumption (B) be satisfied, such that
u =
n−1∑
k=0
u(k)δk : Z→ R.
Then the following statements are equivalent.
(a) There exists an N ∈ N and real α0, . . . , αN such that w := u ∗ α := α0u0 +
· · · + αNuN is a non-negative function and w(0) > 0, w(N + n − 1) > 0
hold.
(b) There exists an M ∈ N and real γ0, . . . , γM such that v := u ∗ γ := γ0u0 +
· · · + γMuM is a non-negative function and supp v = {0, . . . ,M + n − 1}
holds.
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(c) The polynomial C ∋ z 7→ pu(z) :=
∑n−1
k=0 u(k)z
k has no roots in [0,∞).
Note, if u(0) 6= 0 and u(n− 1) 6= 0, then {0, . . . ,M + n − 1} is the union of
the supports of u0, . . . , uM . If (a) or (b) hold we may assume that |α0| or |γ0|
equals one.
Proof. If (a) holds, one may choose v(x) =
∑N+n−2
j=0 w(x − j) to conclude (b).
Thus it is sufficient to show (b)⇔(c). Using Fourier transform and the identity
theorem for holomorphic functions one sees that (b) is equivalent to
(d) There exists an M ∈ N and real γ0, . . . , γM such that all coefficients of the
polynomial pu(z) ·
∑M
j=0 γjz
j are strictly positive.
If (d) holds, pu(x) ·
∑M
j=0 γjx
j is strictly positive for x ∈ [0,∞). Thus its divisor
pu has no root in [0,∞) and one concludes (c). Assuming (c), one infers from
Corollary 2.7 of [MS69] that there exists a polynomial p such that pu · p has
strictly positive coefficients. Choosing M = deg(p) and γ0, . . . , γM to be the
coefficients of p leads to (d). 
If the random potential Vω contains a positive building block w as in (a) of
the previous lemma, one obtains exponential decay of fractional moments with
the methods from [AEN+06], as we outline now. The crucial tool is Proposition
3.2 of [AEN+06]. Here are two direct consequences of the latter.
Lemma 3.20. Let H be bounded and self-adjoint on ℓ2(Z), φ, ψ : Z → [0,∞)
bounded, z ∈ C with Im z > 0, and t, S ∈ (0,∞). Then there is a universal
constant CW ∈ (0,∞) such that
(i) for all x, y ∈ Z√
φ(x)ψ(y)L{v1, v2 ∈ [−S, S] : |〈δx, (H + z − v1φ− v2ψ)−1δy〉| > t}
≤ 4CWS
t
,
where L denotes Lebesgue measure.
(ii) If φ(x)ψ(y) 6= 0 and s ∈ (0, 1), we have for all x, y ∈ Z∫
[−S,S]2
|〈δx, (H+z−v1φ−v2ψ)−1δy〉|sdv1dv2 ≤ 4
1− s
(
CW√
φ(x)ψ(y)
)s
S2−s.
To obtain statement (ii) from (i) use the layer cake representation∫
[−S,S]2
|f(v1, v2)|sdv1dv2 =
∫ ∞
0
L{|v1|, |v2| ≤ S : |f(v1, v2)|s > t}dt
and decompose the integration domain into [0, κ] and [κ,∞) with the choice
κ = (CW/S
√
φ(x)ψ(y))s.
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Proposition 3.21. Let Γ ⊂ N be connected and Assumption (B) be satisfied.
Assume that u satisfies condition (a) in Lemma 3.19. Let N ∈ N be the constant
from condition (a) and set Λx = {x, . . . , x+N} and Λj = {j−n+1−N, . . . , j−
n+1}. Then we have for all x, j ∈ Γ with |j− x| ≥ 2(N + n)− 1 and all z ∈ C
with Im z > 0
EΛ
(|GΓ(z; x, j)|s) ≤ C
where C is defined in Eq. (3.34) and Λ = Λx ∪ Λj.
Proof. Without loss of generality we assume j − x ≥ 2(N + n)− 1 and α0 = 1.
By assumption Γ ⊃ {x, x + 1, . . . , j}. Note that the operator A′ = HΓ −
z −∑k∈Λx ωkuk −∑k∈Λj ωkuk is independent of ωk, k ∈ Λ. To estimate the
expectation
E = EΛ
(∣∣GΓ(z; x, j)∣∣s)
=
∫
[−R,R]|Λ|
∣∣∣〈δx,(A′ + λ ∑
k∈Λx
ωkuk + λ
∑
k∈Λj
ωkuk
)−1
δj
〉∣∣∣s∏
k∈Λ
ρ(ωk)dωk
we use the substitutions

ωx
ωx+1
...
...
ωx+N


= T


ζx
ζx+1
...
...
ζx+N


and


ωj−n+1−N
ωj−n+2−N
...
...
ωj−n+1


= T


ζj−n+1−N
ζj−n+2−N
...
...
ζj−n+1


where the matrix T is the same as in Lemma 3.2. This gives the bound
E ≤ ‖ρ‖|Λ|∞
∫
[−S,S]|Λ|
∣∣∣〈δx,(A+ ζxλ∑
k∈Λx
αk−xuk
+ ζj−n+1−Nλ
∑
k∈Λj
αk−(j−n+1−N)uk
)−1
δj
〉∣∣∣sdζΛ.
where dζΛ =
∏
k∈Λ dζk, S = R(1 + maxi∈{1,...,N}|αi|), and
A = A′ + λ
∑
k∈Λx\{x}
ζkuk + λ
∑
k∈Λj\{j−n+1−N}
ζkuk
is independent of ζx and ζj−n+1−N . By assumption the functions
φ =
∑
k∈Λx
αk−xuk and ψ =
∑
k∈Λj
αk−(j−n+1−N)uk
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are bounded and non-negative, with φ(x) = u(0) > 0 and ψ(j) = αNu(n−1) > 0.
Using Lemma 3.20 we obtain
E ′ =
∫
[−S,S]2
∣∣∣〈δx, (A+ ζxλφ+ ζj−n+1−Nλψ)−1δj〉∣∣∣sdζxdζj−n+1−N
≤ 4
1− s
(
CW
λ
√
φ(x)ψ(j)
)s
S2−s.
Thus the original integral is estimated by
E ≤ ‖ρ‖|Λ|∞ (2S)|Λ|−2
4
1− s
(
CW
λ
√
φ(x)ψ(j)
)s
S2−s
=
4
1− s
(
CW
λ
√
u(0)αNu(n− 1)
)s (
2S ‖ρ‖∞
)2(N+1) 1
Ss
=: C., (3.34)
which ends the proof. 
The last proposition and a formula analogous to (3.17) now give for j =
x+ 2(N + n)− 1 and x+ 2(N + n) ≤ y
EΛ
(∣∣GΓ0(z; x, y)∣∣s)
= EΛ
(∣∣GΓ0(z; x, x+ 2(N + n)− 1)∣∣s)∣∣GΓ1(z; x+ 2(N + n), y)∣∣s
≤ C∣∣GΓ1(z; x+ 2(N + n), y)∣∣s
where Γ0 = Z, Γ1 = {x+ 2(N + n), x+ 2(N + n) + 1, . . . } and Λ as in Lemma
3.20. In an appropriate large disorder regime, where the constant C in (3.34) is
smaller than one, exponential decay of fractional moments for the off-diagonal
matrix elements now follows by iteration similarly as in Theorem 3.11 and The-
orem 3.14.
To conclude exponential localization we also need the boundedness for frac-
tional moments of the diagonal Green’s function elements (cf. Theorem 3.29),
which is proven in Theorem 3.17. However, for the proof of Theorem 3.17 we
need non-monotone spectral averaging as formulated in Lemma 3.3.
3.3. Boundedness of fractional moments
In this section we prove the boundedness of an averaged fractional power of the
Green function in arbitrary space dimension d ∈ N. In particular, the upper
bound depends in a quantitative way on the disorder (the bound gets small in
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the high disorder regime). The estimate on fractional moments of the Green
function is used iteratively in the next section, where we prove exponential decay
of the Green function.
We consider the situation when Assumption (C) holds. Recall that R =
max{|inf supp ρ|, |sup supp ρ|} where ρ is the probability density of the measure
ν.
We also introduce some more notation. For x ∈ Zd we denote by N (x) =
{k ∈ Zd : |x − k|1 = 1} the neighborhood of x. We also define Λ+ = Λ ∪ ∂oΛ,
Λx = Λ + x = {k ∈ Zd : k − x ∈ Λ} for Λ ⊂ Zd, and uΛmin = mink∈Λ|u(k)|.
Lemma 3.22 (A priori bound). Let Assumption (C) be satisfied, Γ ⊂ Zd, m > 0
and s ∈ (0, 1).
(a) Then there is a constant Cs, depending only on d, ρ, u, m and s, such that
for all z ∈ C \ R with |z| ≤ m, all x, y ∈ Γ and all bx, by ∈ Zd with x ∈ Θbx
and y ∈ Θby
EN
(∣∣GΓ(z; x, y)∣∣s/(2|Θ|)) ≤ CsΞs(λ),
where Ξs(λ) = max{λ−s/(2|Θ|), λ−2s} and N = {bx, by} ∪ N (bx) ∪ N (by).
(b) Then there is a constant Ds, depending only on d, ρ, u and s, such that for
all z ∈ C \ R, all x, y ∈ Γ and all bx, by ∈ Zd with
x ∈ Θbx ∩ Γ ⊂ ∂iΘbx and y ∈ Θby ∩ Γ ⊂ ∂iΘby
we have
E{bx,by}
(∣∣GΓ(z; x, y)∣∣s) ≤ Dsλ−s.
Proof. First we prove (a). Fix x, y ∈ Γ and choose bx, by ∈ Zd in such a way
that x ∈ Θbx and y ∈ Θby . This is always possible, and sometimes even with
a choice bx = by. However, we assume bx 6= by. The case bx = by is similar
but easier. Let us note that Θbx and Θby are not necessarily disjoint. We apply
Lemma 3.7 with Λ1 = (Θbx ∪Θby) ∩ Γ and Λ2 = Λ+1 ∩ Γ and obtain
pΓΛ1(HΓ − z)−1(pΓΛ1)∗ =
(
HΛ1 − z + pΛ1∆p∗∂oΛ1(K − z)−1p∂oΛ1∆p∗Λ1
)−1
(3.35)
where
K = H∂oΛ1 − pΛ
+
1
∂oΛ1
B
Λ+1
Γ (p
Λ+1
∂oΛ1
)∗.
We note that B
Λ+1
Γ depends only on the potential values Vω(k), k ∈ Γ \ Λ+1 and
is hence independent of ωk, k ∈ {bx, by} ∪ N (bx) ∪ N (by). We also note that
K is independent of ωbx and ωby , and that the potential values Vω(k), k ∈ ∂oΛ1
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depend monotonically on ωk, k ∈ N (bx) ∪ N (by) =: N ′, by Assumption (C).
More precisely, we can decompose K : ℓ2(∂oΛ1)→ ℓ2(∂oΛ1) according to
K = A+ λ
∑
k∈N ′
ωkVk
with some A, Vk : ℓ
2(∂oΛ1)→ ℓ2(∂oΛ1) and the properties that A is independent
of ωk, k ∈ N ′, and V :=
∑
k∈N ′ Vk is diagonal and strictly positive definite with
V ≥ u∂iΘmin. We fix v ∈ N ′ and obtain with the transformation ωv = ζv and
ωi = ζv + ζi for i ∈ N ′ \ {v} for all t ∈ (0, 1)
EN ′
(∥∥(K − z)−1∥∥t) =∫
[−R,R]|N′|
∥∥(A− z + λ∑
k∈N ′
ωkVk)
−1
∥∥t ∏
k∈N ′
ρ(ωk)dωk
≤ ‖ρ‖|N ′|−1∞
∫
[−S,S]|N′|
∥∥(A˜+ ζvλV )−1∥∥tρ(ζv)dζv ∏
i∈N ′\{v}
dζi (3.36)
where S = 2R and A˜ = A − z + λ∑k∈N ′\{v} ζiVi. The monotone spectral
averaging estimate in Lemma 3.5 gives for t ∈ (0, 1)
EN ′
(∥∥(K − z)−1∥∥t) ≤ ‖ρ‖|N ′|−1∞ (4R)|N ′|−1(CW|∂oΛ1|‖ρ‖∞)t
(u∂
iΘ
minλ)
t(1− t) .
Hence there is a constant C1(t) depending only on ρ, u, d, Λ1 and t, such that
EN ′
(∥∥(K − z)−1∥∥t) ≤ C1(t)
λt
. (3.37)
We use the notation uj for the translates of u, i. e. uj(x) = u(x − j) for all
j, x ∈ Zd, as well as for the corresponding multiplication operator. The operator
HΛ1 = −∆Λ1+VΛ1 can be decomposed in HΛ1 = A˜′+λωbxVx+λωbyVy, where the
multiplication operators Vx, Vy : ℓ
2(Λ1) → ℓ2(Λ1) are given by Vx(k) = ubx(k)
and Vy(k) = uby(k), and where A˜
′ = −∆Λ1+λ
∑
k∈Zd\{bx,by}
ωkuk. Notice that Vx
is invertible on Θbx and Vy is invertible on Θby . Hence there exists an α ∈ (0, 1]
such that Vx + αVy is invertible on Λ1. By Eq. (3.35) and this decomposition
we have for all t ∈ (0, 1)
E = E{bx,by}
(∥∥pΓΛ1(HΓ − z)−1(pΓΛ1)∗∥∥t/|Λ1|)
=
∫ R
−R
∫ R
−R
∥∥(A′ + λωbxVx + λωbyVy)−1∥∥t/|Λ1|ρ(ωbx)ρ(ωby)dωbxdωby ,
where
A′ = A˜′ − z + pΛ1∆p∗∂oΛ1(K − z)−1p∂oΛ1∆p∗Λ1 .
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Notice that A˜′ and K are independent of ωbx and ωby . Set V := Vx + αVy with
α ∈ (0, 1] to be chosen later. We use the transformation ωbx = ζx, ωby = αζx+ζy
and obtain by Lemma 3.3
E ≤ ‖ρ‖∞
∫ 2R
−2R
∫ 2R
−2R
∥∥(A′ + ζyλVy + ζxλV )−1∥∥t/|Λ1|ρ(ζx)dζxdζy
≤ ‖ρ‖∞
∫ 2R
−2R
‖ρ‖t∞
(‖A′ + ζyλVy‖+ 2Rλ‖V ‖)t(|Λ1|−1)/|Λ1|
tt2−t(1− t)λt|det V |t/|Λ1| dζy
≤ 4R‖ρ‖
t+1
∞
(‖A′‖+ 2Rλ‖Vy‖+ 2Rλ‖V ‖)t(|Λ1|−1)/|Λ1|
tt2−t(1− t)λt|det V |t/|Λ1| .
The norm of A′ can be estimated as
‖A′‖ ≤ 2d+ (|Θ| − 1)‖u‖∞ +m+ (2d)2‖(K − z)−1‖.
For the norm of Vy and V we have ‖Vy‖ ≤ ‖u‖∞ and ‖V ‖ ≤ 2‖u‖∞. To estimate
the determinant of V we set vi = (u(i − bx), u(i − by))T ∈ R2 for i ∈ Λ1, and
r = (1, α)T ∈ R2. Then,
|det V | =
∏
i∈Λ1
∣∣u(i− bx) + αu(i− by)∣∣ = ∏
i∈Λ1
‖vi‖
∣∣〈r, vi/‖vi‖〉∣∣.
Since we can choose α ∈ (0, 1] in such a way that the distance of r to each
hyperplane Hi = {x1, x2 ∈ R : u(i− bx)x1 + u(i− by)x2 = 0}, i ∈ Λ1, is at least
d0 =
√
2/(4(|Λ1|+ 1)), we conclude using ‖vi‖ ≥
√
2uΘmin
|det V | ≥
∏
i∈Λ1
‖vi‖d0 ≥
(
uΘmin
2(|Λ1|+ 1)
)|Λ1|
.
Putting all together we see that there are constants C2(t), C3(t) and C4(t)
depending only on ρ, u, d, m, Λ1 and t, such that
E ≤ C2(t)
λt
+
C3(t)
λt/|Λ1|
+
C4(t)
λt
‖(K − z)−1‖t
|Λ1|−1
|Λ1| . (3.38)
If we average with respect to ωk, k ∈ N (bx) ∪N (by) we obtain by Eq. (3.37)
EN (bx)∪N (by)
(
E
) ≤ C2(t)
λt
+
C3(t)
λt/|Λ1|
+
C4(t)C1(t(|Λ1| − 1)/|Λ1|)
λtλt(|Λ1|−1)/|Λ1|
.
Notice that 1 ≤ |Λ1| ≤ 2|Θ|. Now we choose t = s|Λ1|/(2|Θ|) and eliminate
Λ1 from the constants C1(t), C2(t), C3(t) and C4(t) by maximizing them with
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respect to |Λ1| ∈ {1, . . . , 2|Θ|}. We obtain that there are constants C˜1(s), C˜2(s)
and C˜3(s), depending only on ρ, u, d, m, and s, such that
EN
(∥∥pΓΛ1(HΓ − z)−1(pΓΛ1)∗∥∥ s2|Θ|) ≤ C˜1(s)
λ
s
|Λ1|
2|Θ|
+
C˜2(s)
λ
s
2|Θ|
+
C˜3(s)
λ
s
2|Λ1|−1
2|Θ|
≤ (C˜1(s) + C˜2(s) + C˜3(s))Ξs(λ).
In the last estimate we have distinguished the cases λ ≥ 1 and λ < 1 and used
the fact that 1 ≤ |Λ1| ≤ 2|Θ|. This completes the proof of part (a).
To prove (b) we fix x, y ∈ Γ and bx, by ∈ Zd with x ∈ Θbx ∩ Γ ⊂ ∂iΘbx and
y ∈ Θby ∩ Γ ⊂ ∂iΘby . We again assume bx 6= by. The case bx = by is similar but
easier. We apply Lemma 3.6 with Λ = (Θbx ∪Θby) ∩ Γ and obtain
pΓΛ(HΓ − z)−1(pΓΛ)∗ = (HΛ −BΛΓ − z)−1.
Notice that BΛΓ is independent of ωk, k ∈ {bx, by}. By assumption, the potential
values in Λ depend monotonically on ωbx and ωby . More precisely, we can rewrite
the potential in the form VΛ = A+ωbxλVx+ωbyλVy with the properties that A is
independent of ωk, k ∈ {bx, by}, and V = Vx+Vy is strictly positive definite with
V ≥ u∂iΘmin. We proceed similarly as in Ineq. (3.36), namely with the substitution
ωbx = ζx and ωby = ζx+ ζy, and obtain using monotone spectral averaging from
Lemma 3.5 the estimate
E{bx,by}
(∥∥pΓΛ(HΓ − z)−1(pΓΛ)∗∥∥s) ≤ ‖ρ‖∞4R(|Λ|u∂
iΘ
min‖ρ‖∞)s
λs(1− s) .
We estimate |Λ| ≤ 2|Θ| and obtain part (b). 
Remark 3.23. Note that even if Assumption (C) is not satisfied we obtain the
bound (3.38), namely
E{bx,by}
(∥∥pΓΛ1(HΓ − z)−1(pΓΛ1)∗∥∥t/|Λ1|)
≤ C2(t)
λt
+
C3(t)
λt/|Λ1|
+
C4(t)
λt
‖(K − z)−1‖t
|Λ1|−1
|Λ1| .
3.4. Exponential decay of fractional moments; proof of
Theorem 2.2 and 2.3
In this section we show Theorem 2.2, i.e. that the so called finite volume criterion
implies exponential decay of the Green function. Together with the a-priori
bound (Lemma 3.22) this gives us Theorem 2.3 which will be proven at the end
of this section.
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We again consider “depleted” Hamiltonians, as already introduced in the one-
dimensional setting in Section 3.2, to formulate a geometric resolvent formula.
Let Λ ⊂ Γ ⊂ Zd be arbitrary sets. We define the depleted Laplace operator
∆ΛΓ : ℓ
2(Γ)→ ℓ2(Γ) by
〈
δx,∆
Λ
Γδy
〉
:=
{
0 if x ∈ Λ, y ∈ Γ \ Λ or y ∈ Λ, x ∈ Γ \ Λ,〈
δx,∆Γδy
〉
else
and the depleted Hamiltonian HΛΓ : ℓ
2(Γ)→ ℓ2(Γ) by
HΛΓ := −∆ΛΓ + VΓ.
Let further TΛΓ := ∆Γ − ∆ΛΓ be the difference between the the “full” Laplace
operator and the depleted Laplace operator. For z ∈ C \ R and x, y ∈ Γ we
use the notation GΛΓ(z) := (H
Λ
Γ − z)−1 and GΛΓ(z; x, y) :=
〈
δx, G
Λ
Γ(z)δy
〉
. To
formulate a geometric resolvent formula we apply the second resolvent identity
and obtain for arbitrary sets Λ ⊂ Γ ⊂ Zd
GΓ(z) = G
Λ
Γ(z) +GΓ(z)T
Λ
Γ G
Λ
Γ(z) = G
Λ
Γ(z) +G
Λ
Γ(z)T
Λ
Γ GΓ(z). (3.39)
In contrast to the one-dimensional case from Section 3.2 it will be necessary to
use an iterated version of this formula. Namely, two applications of the resolvent
identity give
GΓ(z) = G
Λ
Γ(z) +G
Λ
Γ(z)T
Λ
Γ G
Λ
Γ(z) +G
Λ
Γ(z)T
Λ
ΓGΓ(z)T
Λ
Γ G
Λ
Γ(z). (3.40)
Remark 3.24. Notice that GΛΓ(z; x, y) = GΛ(z; x, y) if x, y ∈ Λ, GΛΓ(z; x, y) = 0
if x ∈ Λ and y 6∈ Λ or vice versa, and that GΛΓ(z) = GΛcΓ (z). If Γ \Λ decomposes
into at least two components which are not connected, and x and y are not in
the same component, then we also have GΛΓ(z; x, y) = 0.
Since Γ is not necessarily the whole lattice Zd, it may be that terms of the
type GΓ(z; i, j) occur for some Γ ⊂ Zd and some i 6∈ Γ or j 6∈ Γ. In this case we
use the convention that GΓ(z; i, j) = 0.
To formulate the results of this section we introduce the following notation.
For finite Γ ⊂ Zd we denote by diamΓ the diameter of Γ with respect to the
supremum norm, i.e. diamΓ = supx,y∈Γ|x − y|∞. For Γ ⊂ Zd, L ≥ diamΘ + 2
and
B = ∂iΛL,
we define for x ∈ Zd the sets1
Λˆx := {k ∈ Γ : k ∈ Θb for some b ∈ ΛL,x}
1Note that the sets Λˆx, Wˆx, Λx and Wx are not translates of certain sets Λˆ, Wˆ , Λ and W .
They are defined directly in dependence of x ∈ Zd and L ≥ diamΘ+2. Contrary, the sets
Bx, Θb are translates of the sets B and Θ by the vextors x, b ∈ Zd.
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and
Wˆx := {k ∈ Γ : k ∈ Θb for some b ∈ Bx}. (3.41)
Recall that ΛL,x = {k ∈ Zd : |k − x|∞ ≤ L}, ΛL = ΛL,0, for Γ ⊂ Zd and x ∈ Zd
we denote by Γx = Γ + x = {k ∈ Zd : k − x ∈ Γ} the translate of Γ and by
Γ+ = Γ∪ ∂oΓ the thickened set. Hence Wˆx is the union of translates of Θ along
the sides of Bx, restricted to the set Γ. For Γ ⊂ Zd we can now introduce the
sets
Λx := Λˆ
+
x ∩ Γ and Wx := Wˆ+x ∩ Γ
which will play a role in the assertions below. See also Fig. 3.3 for an illustration
of the set Wx.
Theorem 3.25 (Finite volume criterion). Suppose that Assumption (C) is sat-
isfied, let Γ ⊂ Zd, L ≥ diamΘ + 2, z ∈ C \ R with |z| ≤ m and s ∈ (0, 1/3).
Then there exists a constant Bs which depends only on d, ρ, u, m and s, such
that if the condition
bs(λ, L,Λ) :=
BsL
3(d−1)Ξs(λ)
λ2s/(2|Θ|)
∑
w∈∂oWx
E
(|GΛ\Wx(z; x, w)|s/(2|Θ|)) < b (3.42)
is satisfied for some b ∈ (0, 1), arbitrary Λ ⊂ Γ, and all x ∈ Λ, then for all
x, y ∈ Γ
E
(|GΓ(z; x, y)|s/(2|Θ|)) ≤ Ae−µ|x−y|∞ .
Here
A =
CsΞs(λ)
b
and µ =
|ln b|
L+ diamΘ + 2
,
with Cs inherited from the a priori bound (Lemma 3.22).
Remark 3.26. Note that Γ \ Wx decomposes into two components which are
not connected, so that the sum in (3.42) runs over the sites r related to only
one of these components, which is always compact, regardless of the choice of
Γ. It then follows that in order to establish the exponential falloff of the Green
function it suffices to consider the decay properties of the Green function for
the Hamiltonians defined on finite sets. The finite volume criterion derives its
name from this fact.
The strategy for the proof is reminiscent of the one developed in [ASFH01]
and is aimed to derive a following bound on the average Green function.
Lemma 3.27. Let Γ ⊂ Zd, s ∈ (0, 1/3), m > 0, Assumption (C) be satisfied
and bs(λ, L,Λ) be the constant from Theorem 3.25. Then we have for all x, y ∈ Γ
with y 6∈ Λx and all z ∈ C \ R with |z| ≤ m the bound
E
(|GΓ(z; x, y)| s2|Θ| ) ≤ bs(λ, L,Γ)|∂oΛx|
∑
r∈∂oΛx
E
(|GΓ\Λx(z; r, y)| s2|Θ| ). (3.43)
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x
u
u′
v v′
y
Figure 3.3.: Illustration of the geometric setting and Eq. (3.44) in the case d = 2,
Γ = {x ∈ Z2 : x1 ≥ 0}, x = 0 and Θ = ([−2, 2]2 ∪ [4, 6]2)∩Z2. The light
grey region is the set Wˆx and the black square is the sphere Bx.
Remark 3.28. Inequality may be iterated, each iteration resulting in an addi-
tional factor of bs(λ, L,Γ). Note that each iteration step brings in Green func-
tions that correspond to modified domains.
The finite volume criterion is a direct corollary of Lemma 3.27.
Proof of Theorem 3.25. Inequality (3.43) can be iterated as long as the resulting
sequence (x, r(1), . . . , r(n)) do not get closer to y than the distance L˜ = L +
diamΘ + 2.
If |x − y|∞ ≥ L˜, we iterate Ineq. (3.43) exactly ⌊|x − y|∞/L˜⌋ times, use the
a-priori bound from Lemma 3.22 and obtain
E
(∣∣GΓ(z; x, y)∣∣ s2|Θ|) ≤ CsΞs(λ) · b⌊|x− y|∞/L˜⌋ ≤ CsΞs(λ)
b
e−µ|x−y|∞ ,
with µ = |ln b|/L˜. If |x− y|∞ < L˜, we use Lemma 3.22 and see that
E
(∣∣GΓ(z; x, y)∣∣s/(2|Θ|)) ≤ CsΞs(λ) ≤ CsΞs(λ)
b
e−µ|x−y|∞. 
To facilitate the proof of Lemma 3.27 we introduce some extra notation first.
Namely, for a set Λ ⊂ Zd, we define the bond-boundary ∂BΛ of Λ as
∂BΛ =
{
(u, u′) ∈ Zd × Zd : u ∈ Λ, u′ ∈ Zd \ Λ, and |u− u′|1 = 1
}
.
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Proof of Lemma 3.27. Fix x, y ∈ Γ with y 6∈ Λx and set n = 2|Θ|. It follows
from our definition, that the randomness ofHΓ at sites ∂
oWˆx∩Γ does not depend
on the random variables ωb for any b ∈ Bx, and depends monotonically on the
random variables ωk for k ∈ ∂oBx (by Assumption (C)). A similar statement
holds for the randomness at sites ∂oWx ∩ Γ. We also note that x, y 6∈ Wx by
our definition of L and since 0 ∈ Θ. We now choose Λ = Wˆx in Eq. (3.40) and
compute the Green function at (x, y):
GΓ(z; x, y) = G
Wˆx
Γ (z; x, y) + 〈δx, GWˆxΓ (z)T WˆxΓ GWˆxΓ (z)δy〉
+ 〈δx, GWˆxΓ (z)T WˆxΓ GΓ(z)T WˆxΓ GWˆxΓ δy〉.
Using Remark 3.24 one can easily check that the first two contributions vanish,
thus
GΓ(z; x, y) =
∑
(u′,u)∈∂BWˆx
(v,v′)∈∂BWˆx
GWˆxΓ (z; x, u)GΓ(z; u
′, v)GWˆxΓ (z; v
′, y). (3.44)
See Fig. 3.3 for the geometric setting and an illustration of Eq. (3.44). Note
that u, v′ ∈ ∂oWˆx, while u′, v ∈ Wˆx. By construction, the set Γ\Wˆx decomposes
into at least two components which are not connected: One of them contains x,
another y. More than two components may occur if Γ or Θ are not connected,
see again Fig. 3.3. By Remark 3.24, the summands in Eq. (3.44) are only non-
zero if u is in the x-component of Γ \ Wˆx and v′ is in the y-component of Γ \ Wˆx.
This leads us to the definition of a subset of ∂BWˆx. We say that (u, u
′) ∈ ∂Bx Wˆx
if (u, u′) ∈ ∂BWˆx and u′ is in the x-component of Γ \ Wˆx. For ∂By Wˆx, ∂BxWx and
∂By Wx we use the analogous definitions.
To get the estimate (3.43) we first want to average the fractional moment
of the Green function with respect to random variables {ωk}k∈B+x . Note that
Lemma 3.22 part (a) then guarantees that
EB+x
(|GΓ(z; u′, v)|s/n) ≤ CsΞs(λ). (3.45)
However, although the first and the last Green functions in (3.44) do not depend
on the random variables {ωk}k∈Bx, they still depend on the random variables
{ωk}k∈B+x . To factor out this dependence, we apply (3.39) again, this time with
Λ = Wx. Then we have for u, v
′ as above the equalities
GWˆxΓ (z; x, u) =
∑
(w′,w)∈∂BxWx
GWxΓ (z; x, w)G
Wˆx
Γ (z;w
′, u)
and
GWˆxΓ (z; v
′, y) =
∑
(r,r′)∈∂By Wx
GWˆxΓ (z; v
′, r)GWxΓ (z; r
′, y).
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Notice that for w and r′ as above, the Green functions GWxΓ (z; x, w) and G
Wx
Γ (z;
r′, y) are independent of {ωk}k∈B+x . Putting everything together, we obtain
EB+x
(|GΓ(z; x, y)|s/n) ≤∑|GWxΓ (z; x, w)|s/n |GWxΓ (z; r′, y)|s/n
× EB+x
(|GWˆxΓ (z;w′, u)GΓ(z; u′, v)GWˆxΓ (z; v′, r)|s/n), (3.46)
where the sum on the right hand side runs over the bonds
(u′, u) ∈ ∂Bx Wˆx, (v, v′) ∈ ∂By Wˆx, (r, r′) ∈ ∂By Wx, (w′, w) ∈ ∂BxWx.
To estimate the expectation of the product on the right hand side we note that
by Ho¨lder inequality it suffices to show that each of the Green functions raised
to the fractional power 3s/n and averaged with respect to B+x is bounded in an
appropriate way. For EB+x (|GΓ(z; u′, v)|3s/n) this follows from the a-priory bound
(3.45). For the remaining two Green functions it seems at the first glance that
we have a problem, since we only average over {ωk}k∈B+x , and Lemma 3.22 in this
context requires averaging with respect to {ωk}k∈B++x . What comes to our rescue
is Assumption (C), which ensures that the dependence on {ωk}k∈B+x is actually
monotone for these Green functions, and the standard argument of [AEN+06]
for the monotone case establishes the required bounds. More precisely, we argue
as follows. Since w′, u ∈ Γ \ Wˆx, we have due to Remark 3.24 that
GWˆxΓ (z;w
′, u) = GΓ\Wˆx(z;w
′, u).
Notice that w′, u ∈ ∂oWˆx. Hence there are b1, b2 ∈ ∂oBx, such that w′ ∈
Θb1 ∩ (Γ \ Wˆx) ⊂ ∂iΘb1 and u ∈ Θb2 ∩ (Γ \ Wˆx) ⊂ ∂iΘb2 . For the Green function
at (v′, r) there exist b3, b4 ∈ ∂oBx with analoguous properties. Thus we may
apply Lemma 3.22 part (b) and obtain for all t ∈ (0, 1)
EB+x
(|GWˆxΓ (z;w′, u)|t) ≤ Dtλ−t and EB+x (|GWˆxΓ (z; v′, r)|t) ≤ Dtλ−t.
The net result is a bound
EB+x
(|GWˆxΓ (z;w′, u)GΓ(z; u′, v)GWˆxΓ (z; v′, r)|s/n) ≤ Esλ− 2sn Ξs(λ)
where Es = max{D3s/n, C3s}. Substitution into Ineq. (3.46) leads to the esti-
mate
EB+x
(|GΓ(z; x, y)|s/n) ≤ Esλ− 2sn Ξs(λ)|∂Bx Wˆx||∂By Wˆx|
×
∑
(r,r′)∈∂By Wx
(w′,w)∈∂Bx Wx
|GWxΓ (z; x, w)|s/n |GWxΓ (z; r′, y)|s/n. (3.47)
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Now we are in position to perform the expectation with respect to the rest of
random variables. Note that the two remaining Green functions in (3.47) are
stochastically independent. We take expectation in Ineq. (3.46) and use Remark
3.24 to get
E
(|GΓ(z; x, y)|s/n) ≤ EsΦ˜(Θ, L)
λ2s/nΞ−1s (λ)
·
∑
(r,r′)∈∂By Wx
E
(|GΓ\Wx(z; r′, y)|s/n)
where
Φ˜(Θ, L) = |∂Bx Wˆx||∂By Wˆx|
∑
(w′,w)∈∂BxWx
E
(|GΓ\Wx(z; x, w)|s/n).
Now we use the fact that each point of ∂oΛx shares the bond with at most 2d
neighbors. Hence, if we set
Φ(Θ, L) = 4d2 |∂Bx Wˆx||∂By Wˆx||∂oΛx|
∑
w∈∂oWx
E
(|GΓ\Wx(z; x, w)|s/n),
we have the estimate
E
(|GΓ(z; x, y)|s/n) ≤ EsΦ(Θ, L)
λ2s/nΞ−1s (λ)
1
|∂oΛx|
∑
r∈∂oΛx
E
(|GΓ\Λx(z; r, y)|s/n).
Finally, we can bound |∂Bx Wˆx|, |∂By Wˆx| and |∂oΛx| by Cd,ΘLd−1 with a constant
Cd,Θ depending only on d and Θ. Lemma 3.27 now follows by putting everything
together. 
Proof of Theorem 2.3. Notice that by Assumption (C) the random potential
is uniformly bounded. Thus K := supω∈Ω‖Hω‖ < ∞. Choose M ≥ 1 and
m = K + M . For |z| ≤ m and each b ∈ (0, 1) we infer from the a-priori
bound (Lemma 3.22) that condition (3.42) from Theorem 3.25 is satisfied if λ
is sufficiently large.
For |z| ≥ m we have dist(z, σ(HΓ)) ≥ M ≥ 1 for all ω. A Combes-Thomas
argument (see [CT73], or Section 11.2 in [Kir08a] for an explicit calculation in
the discrete setting) gives the bound
|GΓ(z; x, y)| ≤ 2
M
e−γ|x−y|1
for |z| ≥ m and arbitrary x, y ∈ Γ, where γ := min (1, ln M
4d
)
. Now taking first
the fractional power and then the mathematical expectation gives the desired
estimate on E
(|GΓ(z; x, y)|s/(2|Θ|)). This finishes the proof. 
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3.5. Exponential localization and application to the strong
disorder regime; proof of Theorem 2.4 and 2.6
In this section we prove exponential localization in the case of sufficiently large
disorder, i.e. that the continuous spectrum of Hω is empty almost surely and
that the eigenfunctions corresponding to the eigenvalues of Hω decay exponen-
tially.
The existing proofs of localization via the fractional moment method use
either the Simon Wolff criterion, see e.g. [SW86, AM93, ASFH01], or the RAGE-
Theorem, see e.g. [Aiz94, Gra94, AEN+06]. Neither dynamical nor spectral
localization can be directly inferred from the behavior of the Green function
using the existent methods for our model. The reason is that the random
variables Vω(x), x ∈ Zd, are not independent, while the dependence of Hω on
the i.i.d. random variables ωk, k ∈ Zd, is not monotone. In this section establish
a new variant for concluding exponential localization from bounds on averaged
fractional powers of Green function (without using the multiscale analysis). This
is done by showing that fractional moment bounds imply the “typical output”
of the multiscale analysis, i.e. the hypothesis of Theorem 2.3 in [vDK89]. Then
one can conclude localization using existent methods. The results established
in this section have already been published in [ETV10] and [ETV11].
Admittedly, for the discrete alloy-type model it is possible to show localization
using the multiscale analysis. The two ingredients of the multiscale analysis are
the initial length scale estimate and the Wegner estimate, compare assumptions
(P1) and (P2) of [vDK89]. The initial length scale estimate is implied in the
strong disorder regime by the exponential decay of an averaged fractional power
of Green function, i.e. Theorem 2.3, using Chebyshev’s inequality. A Wegner
estimate for the models considered here follows also from Theorem 2.3 using
Lemma 3.30, whereas the papers [Ves10a, PTV11] establish a Wegner estimate
for a larger class of single-site potentials, see also Chapter 4. Thus a variant of
the multiscale analysis of [vDK89] yields pure point spectrum with exponential
decaying eigenfunctions for almost all configurations of the randomness.
Apart from the strong disorder regime, the initial length scale estimate can
be established in the weak disorder regime for low energies. In particular, Cao
and Elgart [CE12] prove localization for the discrete alloy-type model on ℓ2(Z3)
at weak disorder and low energies using the multiscale analysis. For the specific
result on localization they assume one of the following assumptions:
(i) the single-site potential either decays exponentially,
(ii) Θ is finite, k ∈ Z3 is such that (Θ − i) ∩ Θ = ∅ for all 0 6= i ∈ kZ3, and
the random potential is defined by Vω(x) =
∑
i∈kZ3 ωku(x− i).
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Assumption (i) corresponds to the maximal random setting, while assumption
(ii) corresponds to non-overlapping potentials.
In the strong disorder regime Kru¨ger [Kru¨12] proves localization via multiscale
analysis for a class of models including the discrete alloy-type model as a special
case. Kru¨ger uses some ideas of [Bou09] and establishes a Wegner-like estimate
without the use of monotonicity.
For L > 0 and x ∈ Zd we denote by ΛL,x = {y ∈ Zd : |x− y|∞ ≤ L} the cube
of side length 2L + 1. Let further m > 0 and E ∈ R. A cube ΛL,x is called
(m,E)-regular (for a fixed potential), if E 6∈ σ(HΛL,x) and
sup
w∈∂iΛL,x
|GΛL,x(E; x, w)| ≤ e−mL.
Otherwise we say that ΛL,x is (m,E)-singular. The next Proposition states that
certain bounds on averaged fractional moments of the Green function imply the
hypothesis of Theorem 2.3 in [vDK89] (without applying the induction step of
the multiscale analysis). Recall that Assumption (E) means that Θ is a finite
set.
Proposition 3.29. Let Assumption (E) be satisfied, I ⊂ R be a bounded interval
and s ∈ (0, 1). Assume the following two statements:
(i) There are constants C, µ ∈ (0,∞) and L0 ∈ N0 such that
E
(|GΛL,k(E + iǫ; x, y)|s) ≤ Ce−µ|x−y|∞
for all k ∈ Zd, L ∈ N, x, y ∈ ΛL,k with |x− y|∞ ≥ L0, all ǫ ∈ (0, 1] and all
E ∈ I.
(ii) There is a constant C ′ ∈ (0,∞) such that
E
(|GΛL,k(E + iǫ; x, x)|s) ≤ C ′
for all k ∈ Zd, L ∈ N, x ∈ ΛL,k, E ∈ I and all ǫ ∈ (0, 1] .
Then we have for all L ≥ max{8 ln(8)/µ, L0,−(8/5µ) ln(|I|/2)} and all x, y ∈ Zd
with |x− y|∞ ≥ 2L+ diamΘ + 1 that
P
({ω ∈ Ω: ∀E ∈ I either ΛL,x or ΛL,y is (µ/8, E)-regular})
≥ 1− 8|ΛL,x|(C|I|+ 4C ′|ΛL,x|/π)e−µsL/8.
For the proof we shall need that the boundedness of a fractional power of a
diagonal Green’s function element implies a Wegner estimate. Let us note that
a Wegner estimate implies the boundedness of an averaged fractional power of
the (finite-volume) Green function. At the moment we only know a proof where
the bound depends polynomially on the volume of the cube.
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Lemma 3.30. Let I ⊂ R be an interval, s ∈ (0, 1), c > 0, L ∈ N and k ∈ Zd.
Assume there is a constant C > 0 such that
E
(|GΛL,k(E + iǫ; x, x)|s) ≤ C
for all x ∈ ΛL,k, E ∈ I and all ǫ ∈ (0, c]. Then we have for all [a, b] ⊂ I with
0 < b− a ≤ c that
E
(
Trχ[a,b](HΛL,k)
) ≤ 4C
π
|b− a|s|ΛL,k|.
Proof. Let [a, b] ⊂ I with 0 < b − a ≤ c. Since we have for any λ ∈ R and
0 < ǫ ≤ b− a
arctan
(
λ− a
ǫ
)
− arctan
(
λ− b
ǫ
)
≥ π
4
χ[a,b](λ),
one obtains an inequality version of Stones formula:
〈δx, χ[a,b](HΛL,k)δx〉 ≤
4
π
∫
[a,b]
Im
{
GΛL,k(E + iǫ; x, x)
}
dE ∀ ǫ ∈ (0, b− a].
Using triangle inequality, |Im z| ≤ |z| for z ∈ C, Fubini’s theorem, |GΛL,k(E +
iǫ; x, x)|1−s ≤ dist(σ(HΛL,k), E + iǫ)s−1 ≤ ǫs−1 and the hypothesis of the lemma,
we obtain for all ǫ ∈ (0, b− a]
E
(
Trχ[a,b](HΛL,k)
) ≤ E( ∑
x∈ΛL,k
4
π
∫
[a,b]
Im
{
GΛL,k(E + iǫ; x, x)
}
dE
)
≤ ǫ
s−1
π/4
∑
x∈ΛL,k
∫
[a,b]
E
(∣∣GΛL,k(E + iǫ; x, x)∣∣s)dE
≤ 4π−1ǫs−1|ΛL,k| |b− a|C.
We minimize the right hand side by choosing ǫ = b−a and obtain the statement
of the lemma. 
Proof of Proposition 3.29. By assumption (and Lemma 3.30) a Wegner estimate
holds. Therefore, for any L ∈ N and any k ∈ Zd the probability of finding an
eigenvalue of HΛL,k in [a, b] ⊂ I shrinks to zero as b − a → 0. Hence, for each
E ∈ I there is a set ΩE ⊂ Ω with P(ΩE) = 1, such that for all k ∈ Zd, L ∈ N
and ω ∈ ΩE we have that E is not an eigenvalue of HΛL,x and the resolvent of
HΛL,x at E is well defined. Lebesgues Theorem gives for all E ∈ I
Ce−µ|x−y|∞ ≥ lim
ǫ→0
E(|GΛL,x(E + iǫ; x, y)|s) = limǫ→0
∫
ΩE
|GΛL,x(E + iǫ; x, y)|sP(dω)
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=
∫
ΩE
|GΛL,x(E; x, y)|sP(dω) = E(|GΛL,x(E; x, y)|s)
Note that for each E ∈ I, the function ω 7→ GΛL,x(E; x, y) is defined on a set of
full P-measure.
Set n = diamΘ + 1. Fix L ∈ N with L ≥ max{8 ln(8)/µ, L0} and x, y ∈ Zd
such that |x− y|∞ ≥ 2L+ n. For ω ∈ Ω and k ∈ {x, y} we define the sets
∆kω := {E ∈ I : sup
w∈∂iΛL,k
|GΛL,k(E; k, w)| > e−µL/8},
∆˜kω := {E ∈ I : sup
w∈∂iΛL,k
|GΛL,k(E; k, w)| > e−µL/4},
and B˜k := {ω ∈ Ω : L{∆˜kω} > e−5µL/8}. (3.48)
Since the resolvent of HΛL,k at E is not defined if E is an eigenvalue of HΛL,k ,
let us emphasize that we want the eigenvalues of HΛL,k to be included in the
sets ∆kω and ∆˜
k
ω, k ∈ {x, y}. For ω ∈ B˜k we have∑
w∈∂iΛL,k
∫
I
|GΛL,k(E; k, w)|sdE =
∑
w∈∂iΛL,k
∫
I
|GΛL,k(E; k, w)|sdE
≥
∫
∆˜kω
sup
w∈∂iΛL,k
|GΛL,k(E; k, w)|s/NdE
> e−5µL/8e−µLs/4 > e−7µL/8.
Note again, that the integrands of the above equation are defined on a set of
full Lebesgue measure. Using Hypothesis (i) of the assertion, we obtain
P(B˜k) < e
7µL/8
∑
w∈∂iΛL,k
∫
B˜k
∫
I
|GΛL,k(E; k, w)|sχ{E 6∈σ(HΛL,k )}(E)dEP(dω)
≤ e7µL/8
∑
w∈∂iΛL,k
∫
I
∫
Ω
|GΛL,k(E; k, w)|sχ{E 6∈σ(HΛL,k )}(E)P(dω)dE
≤ |ΛL,k| |I|Ce−µL/8.
For k ∈ {x, y} we denote by σ(HΛL,k) = {Eiω,k}|ΛL,k|i=1 the spectrum of HΛL,k . We
claim that for k ∈ {x, y},
ω ∈ Ω \ B˜k ⇒ ∆kω ⊂
|ΛL,k|⋃
i=1
[
Eiω,k − δ, Eiω,k + δ
]
=: Iω,k(δ), (3.49)
where δ = 2e−µL/8. Indeed, suppose that E ∈ ∆kω \ {E1ω,k, . . . , E|ΛL,k|ω,k } and
dist
(
E, σ(HΛL,k)
)
> δ. Then there exists w ∈ ∂iΛL,k such that |GΛL,k(E; k, w)| >
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e−µL/8. For any E ′ with |E − E ′| ≤ 2e−5µL/8 we have δ − |E − E ′| ≥ e−µL/8 ≥
2e−3µL/8 since L > 8 ln(8)/µ. Moreover, the first resolvent identity and the
estimate ‖(H − E)−1‖ ≤ dist(E, σ(H))−1 for selfadjoint H and E ∈ C \ σ(H)
implies
|GΛL,k(E; k, w)−GΛL,k(E ′; k, w)| ≤ |E − E ′| · ‖GΛL,k(E)‖ · ‖GΛL,k(E ′)‖
≤ 1
2
e−µL/8,
and hence
|GΛL,k(E ′; k, w)| >
e−µL/8
2
≥ e−µL/4
for L ≥ 8 ln(8)/µ. We infer that [E − 2e−5µL/8, E +2e−5µL/8]∩ I ⊂ ∆˜kω and con-
clude L{∆˜kω} ≥ 2e−5µL/8, since |I| ≥ 2e−5µL/8 by assumption. This is however
impossible if ω ∈ Ω \ B˜k by (3.48), hence the claim (3.49) follows.
In the following step we use Hypothesis (ii) of the assertion and Lemma 3.30
to deduce a Wegner-type estimate. More presicely, we have for all [a, b] ⊂ I
with 0 < b− a ≤ 1 the Wegner estimate
E
(
Trχ[a,b](HΛL,x)
) ≤ 4π−1C ′|b− a|s|ΛL,x| =: CW|b− a|s|ΛL,x|. (3.50)
Now we want to estimate the probability of the event Bres := {ω ∈ Ω :
I ∩ Iω,x(δ) ∩ Iω,y(δ) 6= ∅} that there are “resonant” energies for the two box
Hamiltonians HΛL,x and HΛL,y . For this purpose we denote by Λ
′
L,x the set
of all lattice sites k ∈ Zd whose coupling constant ωk influences the poten-
tial in ΛL,x, i. e. Λ
′
L,x = ∪x∈ΛL,x{k ∈ Zd : u(x − k) 6= 0)}. Notice that
the expectation in Ineq. (3.50) may therefore be replaced by EΛ′L,x . Moreover,
since |x − y|∞ ≥ 2L + n, the operator HΛL,y and hence the eigenvalues Eiω,y,
i ∈ {1, . . . , |ΛL,y|} are independent of ωk, k ∈ Λ′L,x. To estimate the probability
of Bres we use the product structure of the measure and denote
PΓ =
∏
k∈Γ
µ for Γ ⊂ Zd, Ω ∋ ω = (ω1, ω2) ∈ ΩΛ′L,x × ΩZd\Λ′L,x ,
and for each ω2 ∈ ΩZd\Λ′L,x we define B˜res(ω2) = {ω1 ∈ ΩΛ′L,x : (ω1, ω2) ∈ Bres}.
Since the eigenvalues Eiω,y, i ∈ {1, . . . , |ΛL,y|} are independent of ωk, k ∈ Λ′L,x,
we obtain for any ω2 ∈ ΩZd\Λ′L,x using Cˇebysˇev’s inequality and the estimate
(3.50) that
PΛ′L,x
(B˜res(ω2)) ≤
|ΛL,y|∑
i=1
PΛ′L,x
({ω1 ∈ ΩΛ′L,x : TrχI∩[Eiω,y−2δ,Eiω,y+2δ](HΛL,x) ≥ 1})
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≤
|ΛL,y|∑
i=1
EΛ′L,x
(
Tr
(
χI∩[Eiω,y−2δ,Eiω,y+2δ](HΛL,x)
))
≤ |ΛL,y|CW(4δ)s|ΛL,x|.
Consequently, we get by Fubini’s theorem
P(Bres) ≤ |ΛL,y|CW(4δ)s|ΛL,x|. (3.51)
Notice that 4δ ≤ 1, since L ≥ 8 ln 8. Consider now an ω 6∈ B˜x ∪ B˜y. Recall that
(3.49) tells us that ∆xω ⊂ Iω,x(δ) and ∆yω ⊂ Iω,y(δ). If additionally ω 6∈ Bres then
no E ∈ I can be in ∆xω and ∆yω simultaneously. Hence for each E ∈ I either
ΛL,x or ΛL,y is (µ/8, E)-regular. A contraposition gives us
P
({
ω ∈ Ω: ∃E ∈ I, ΛL,x and ΛL,y are (µ/8, E)-singular
})
≤ P(B˜x) + P(B˜y) + P(Bres)
≤ 2|ΛL,x| |I|Ce−µL/8 + |ΛL,y|CW(4δ)s|ΛL,x|,
from which the result follows. 
In the proof of Proposition 3.29 its Hypothesis (ii) was only used to obtain
a Wegner estimate, i.e. Eq. (3.50). Hence, if we know that a Wegner estimate
holds for some other reason, e.g. from [Ves10a], we can relinquish the Hypoth-
esis (ii) and skip the corresponding argument in the proof of Proposition 3.29.
Specifically, the following assertion holds true.
Proposition 3.31. Let Assumption (E) be satisfied, I ⊂ R be a bounded interval
and s ∈ (0, 1). Assume the following two statements:
(i) There are constants C, µ ∈ (0,∞) and L0 ∈ N0 such that
E
(|GΛL,k(E; x, y)|s) ≤ Ce−µ|x−y|∞
for all k ∈ Zd, L ∈ N, x, y ∈ ΛL,k with |x− y|∞ ≥ L0, and all E ∈ I.
(ii) There are constants CW ∈ (0,∞), β ∈ (0, 1], and D ∈ N such that
P
({ω ∈ Ω: σ(HΛL) ∩ [a, b] 6= ∅}) ≤ CW|b− a|β LD
for all L ∈ N and all [a, b] ⊂ I.
Then we have for all L ≥ max{8 ln(2)/µ, L0,−(8/5µ) ln(|I|/2)} and all x, y ∈ Z
with |x− y|∞ ≥ 2L+ diamΘ + 1 that
P
({ω ∈ Ω: ∀E ∈ I either ΛL,x or ΛL,y is (µ/8, E)-regular})
≥ 1− 8(2L+ 1)d|(C |I|+ CWLD)e−µβL/8.
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Proof. We proceed as in the proof of Proposition 3.29, but replace Ineq. (3.51)
by
PΛ′L,x
(Bres) ≤
|ΛL,y |∑
i=1
PΛ′L,x
({ω ∈ Ω: I ∩ σ(HΛL,x) ∩ [Eiω,y − 2δ, Eiω,y + 2δ] 6= ∅})
≤ |ΛL,y|CW(4δ)βLD
to obtain the desired bound. 
Remark 3.32. Note that the conclusions of Proposition 3.29 and 3.31 tell us
that the probabilities of {∀E ∈ I either ΛL,x or ΛL,y is (µ/8, E)-regular} tend
to one exponentially fast as L tends to infinity. In particular, for any p > 0
there is some L˜ ∈ N such that for all L ≥ L˜:
P
({ω ∈ Ω: ∀E ∈ I either ΛL,x or ΛL,y is (m,E)-regular}) ≥ 1− L−2p.
We will conclude exponential localization from the estimates provided by
Proposition 3.29 and 3.31 using Theorem 2.3 in [vDK89]. More precisely, Theo-
rem 2.3 in [vDK89] was stated for the case u(0) = 1 and u(k) = 0 for k ∈ Zd\{0},
wherefore we need a slight extension, which can be proven with the same argu-
ments as the original result. For completeness and convenience of the reader
we will give a proof. Let us emphasize that Theorem 3.33 does not need any
assumption on the single-site potential u or the measure µ. In particular, the
single-site potential may have unbounded support.
Theorem 3.33. Let a ∈ N, l ∈ N0, I ⊂ R be an interval and let p > d, L0 > 1,
α ∈ (1, 2p/d) and m > 0. Set Lk = Lαk−1, for k ∈ N. Suppose that for any
k ∈ N0 and any x, y ∈ Zd with |x− y|∞ ≥ aLk + l
P
({ω ∈ Ω: ∀E ∈ I either ΛLk,x or ΛLk,y is (m,E)-regular}) ≥ 1− L−2pk .
Then Hω exhibits exponential localization in I for almost all ω ∈ Ω.
Proof. Let b be a positive integer to be chosen later on. For x0 ∈ Zd let
Ak+1(x0) = Λb(aLk+1+l),x0 \ ΛaLk+l,x0
for k ∈ N0. Let us define the event
Ek(x0) = {ω ∈ Ω: ΛLk,x0 and ΛLk,x are (m,E)-singular
for some E ∈ I and some x ∈ Ak+1(x0)}.
By construction we have for each x ∈ Ak+1(x0) that |x−x0|∞ ≥ aLk+ l. Hence,
we obtain by our hypothesis
P
(
Ek(x0)
) ≤ ∑
x∈Ak+1(x0)
L−2pk ≤
(2baLk+1 + 2bl + 1)
d
L2pk
≤ (2ba+ 2blL
−1
0 + L
−1
0 )
d
L2p−αdk
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for all k ∈ N0. Since αd < pd, we have
∑∞
k=0 P(Ek(x0)) < ∞. It follows from
Borel Cantelli Lemma that for each x0 ∈ Zd we have P{Ek(x0) occurs infinitely
often} = 0. Since a countable union of sets of measure zero has measure zero,
we obtain
P
({ω ∈ Ω: ∃ x0 ∈ Zd such that Ek(x0) occurs for infinitely many k ∈ N}) = 0.
If we let Ω0 = {ω ∈ Ω: for all x0 ∈ Zd, Ek(x0) occurs only finitely many times},
we have that P(Ω0) = 1. In particular, for each ω ∈ Ω0 and x0 ∈ Zd there is a
k1 = k1(ω, x0) ∈ N such that if k ≥ k1 then Ek(x0) does not occur.
Now let ω ∈ Ω0, E ∈ I be a generalized eigenvalue of Hω with the correspond-
ing non-zero polynomially bounded generalized eigenfunction ψ, i.e. Hωψ = Eψ,
|ψ(x)| ≤ C(1+ |x|)t for some positive constant C and positive integer t, and we
now choose x0 ∈ Zd such that ψ(x0) 6= 0.
If ΛLk,x0 would be (m,E)-regular, then E 6∈ σ(HΛLk ,x0) and therefore we can
recover ψ from its boundary values, i.e.
|ψ(x0)| =
∣∣∣∣∣
∑
i∈∂iΛLk,x0
GΛLk,x0 (E; x0, i)
∑
y∈(ΛLk,x0 )
c:|i−y|=1
ψ(y)
∣∣∣∣∣ (3.52)
≤
∑
i∈∂iΛLk,x0
e−mLk2dC(2 + Lk + |x0|)t.
Since ψ(x0) 6= 0, it follows that there exists k2 = k2(ω,E, x0) ∈ N such that
ΛLk,x0 is (m,E)-singular for all k ≥ k2. Let k3 = k3(ω,E, x0) = max{k1, k2}. If
k ≥ k3 we conclude that ΛLk,x is (m,E)-regular for all x ∈ Ak+1(x0).
Now let ρ ∈ (0, 1) be given. We pick b > (1 + ρ)/(1− ρ) and define
A′k+1(x0) = Λb(aLk+1+l)/(1+ρ),x0 \ Λ(aLk+l)/(1−ρ),x0 .
We claim that
(i) A′k+1(x0) ⊂ Ak+1(x0) for k ∈ N0,
(ii) if x ∈ A′k+1(x0) then dist(x, ∂iAk+1(x0)) ≥ ρ|x− x0|∞, and
(iii) if x 6∈ Λ(aL0+l)/(ρ−1),x0 then x ∈ A′k+1 for some k ∈ N0.
Here dist(m,A) = infk∈A|m − k|∞ for k ∈ Zd and A ⊂ Zd. Claim (i) and (iii)
are obvious. To see (ii) we estimate the distance of x ∈ A′k+1(x0) to the inner
and outer boundary of Ak+1(x0), respectively. For the inner boundary we use
|x − x0|∞ ≤ aLk + l + dist(x,ΛaLk+l,x0) and |x − x0|∞ ≥ (aLk + l)/(1 − ρ) to
conclude
dist(x,ΛaLk+l,x0) ≥ |x− x0|∞ − (1− ρ)|x− x0|∞ = ρ|x− x0|∞.
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For the outer boundary we use the triangle inequality dist(x0, ∂
iΛb(aLk+1+l),x0) ≤
|x − x0|∞ + dist(x, ∂iΛb(aLk+1+l),x0), |x − x0|∞ ≤ b(aLk+1 + l)/(1 + ρ) and
dist(x0, ∂
iΛb(aLk+1+l),x0) = b(aLk+1 + l) to conclude
dist(x, ∂iΛb(aLk+1+l),x0) ≥ dist(x0, ∂iΛb(aLk+1+l),x0)− |x− x0|∞ ≥ ρ|x− x0|∞.
Hence the claim (2) follows.
Now let k ≥ k3, so that ΛLk,y is (m,E)-regular for any y ∈ Ak+1(x0). Let
x ∈ A′k+1(x0) ⊂ Ak+1(x0). Again by by Eq. (3.52),
|ψ(x)| ≤ (2Lk + 1)de−mLk2d|ψ(u1)|
for some u1 ∈ ∂oΛLk+1,x. If u1 ∈ Ak+1(x0) we obtain
|ψ(x)| ≤ [(2Lk + 1)de−mLk2d]2|ψ(u2)|
for some u2 ∈ ∂oΛLk,u1. By claim (ii) we can repeat this procedure at least
⌊ρ|x− x0|∞/(Lk + 1)⌋ times, use the polynomial bound on ψ and obtain for all
k ≥ k3 and all x ∈ A′k+1(x0) the inequality
|ψ(x)| ≤ [(2Lk + 1)de−mLk2d]⌊ρ|x−x0|∞/(Lk+1)⌋C(1 + |x0|∞ + b(aLk+1 + l))t.
We can rewrite the above inequality as
|ψ(x)| ≤ exp
{
−
⌊
ρ|x− x0|∞
Lk + 1
⌋
ρmLk
}
exp
{⌊
ρ|x− x0|∞
Lk + 1
⌋ [
d ln(2Lk + 1)
+ ln(2d)− (1− ρ)mLk
]
+t ln (C(1 + |x0|∞ + b(aLk+1 + l))
}
.
Since (aLk+ l)/(1−ρ) ≤ |x−x0|∞ ≤ b(aLαk + l)/(1+ρ), the second exponential
function gets smaller than one if k is sufficiently large. Let ρ′ ∈ (0, 1) and choose
ρ such that ρ > 1/(1 + a − ρ′a). We obtain that the first exponential function
is bounded from above by
exp
{
−
(
ρ|x− x0|∞
Lk + 1
− 1
)
ρmLk
}
≤ exp
{
ρmLk
}
exp
{
−ρ2m|x− x0|∞ Lk
Lk + 1
}
≤ exp
{
ρmLk
[
1− (1− ρ′)ρ |x− x0|∞
Lk + 1
]}
exp
{
−ρ2ρ′m|x− x0|∞ Lk
Lk + 1
}
.
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Again, using the lower bound on |x−x0|∞ and the relation between ρ and ρ′, we
see that the first exponential function gets smaller than one if k is sufficiently
large. Hence, if we pick ρ′′ ∈ (0, 1) we find k4 ∈ N such that for all k ≥ k4 and
all x ∈ A′k+1(x0) we have
|ψ(x)| ≤ exp
{
−ρ2ρ′m|x− x0|∞ρ′′
}
. (3.53)
By claim (iii) we conclude that for all x ∈ Zd\Λ(aLk4+l)/(1−ρ),x0 we have Ineq. (3.53).
We have shown that all generalized eigenfunctions to eigenvalues in I are in
ℓ2(Zd) and decay exponentially fast. To end the proof we use the well known
fact that if every generalized eigenfunction in I is in ℓ2(Zd), then there is no
continuous spectrum in I, see e.g. [FMSS85, Theorem 1.2]. This uses the fact
that there is a spectral measure, such that (with respect to this spectral measure)
almost all energies are generalized eigenvalues [Ber68, Sim82]. 
Proof of Theorem 2.4. We assume first that I is a bounded interval. In this
case the assumptions of Proposition 3.29 are satisfied. Combining the latter
with Theorem 3.33 and Remark 3.32 we arrive to the desired result.
If I is an unbounded interval, we can cover it by a countable collection of
bounded intervals. In each of those, exponential localization holds by the pre-
vious arguments for all ω outside a set of zero measure. Since the collection of
intervals is countable, we have exponential localizaition in I almost surely. 
Proof of Theorem 2.6. We use Theorem 2.3 to verify that the hypothesis of
Theorem 2.4 is satisfied with I = R. This yields the desired result. 
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Chapter 4
Wegner estimate for discrete
alloy-type models
In this chapter we prove a Wegner estimate for the discrete alloy-type model
under Assumption (D), i.e. under the assumption that the measure ν has a
density ρ ∈ BV(R) and there are constants C, α > 0 such that for all k ∈ Zd
we have |u(k)| ≤ Ce−α|k|1. This result relies on a joint work with Norbert
Peyerimhoff and Ivan Veselic´ and has already been published in [PTV11].
A Wegner estimate [Weg81] is an upper bound on the expected number of
eigenvalues of finite box Hamiltonians HΛl in a bounded energy interval [E −
ǫ, E + ǫ] ⊂ R. Wegner estimates are inequalities of the type
∀ l ∈ N, E ∈ R, ǫ > 0: E(Trχ[E−ǫ,E+ǫ](HΛL)) ≤ CW(2ǫ)a (2l + 1)bd
with some (Wegner-)constant CW > 0, some a ∈ (0, 1] and some b ∈ [1,∞). The
exponent a determines the quality of the estimate with respect to the length of
the energy interval and b the quality with respect to the volume of the cube Λl.
The best possible estimate is obtained in the case a = 1 and b = 1.
Wegner estimates are required as an input of the multiscale analysis to prove
localization. More precisely, multiscale analysis yields exponential localization
in any energy interval where a Wegner estimate and an initial length scale
estimate, the other ingredient of the multiscale analysis, holds.
4.1. Abstract Wegner estimate and the proof of Theorem 2.7
In [KV06] an abstract Wegner estimate for the continuous alloy-type model was
established. A discrete analogue of this result will be applicable in our situation.
The proof is a straight forward adaptation of [KV06] to the discrete setting. For
completeness we will give a short proof.
Let us also recall the definition of the space BV(R), see e.g. [Zie89]. The space
of functions of finite total variation BV(R) is the set of integrable functions
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f : R→ R whose distributional derivative is a signed Borel measure with finite
variation, i.e.
BV(R) := {f : R→ R : f ∈ L1(R), Df is a measure, |Df |(R) <∞}.
To say that a distributional derivative Df of an integrable function f : R→ R
is a measure means that there exists a signed Borel measure Df on R such that∫
R
φdDf = −
∫
R
fφ′dx
for all φ ∈ C∞c (R). Here φ ∈ C∞c (R) denotes the set of real continuous functions
on R with compact support which have derivatives of all orders. A norm on
BV(R) is defined by
‖f‖BV := ‖f‖L1 + ‖f‖Var,
where
‖f‖Var := |Df |(R) = sup
{∫
R
fv′dx : v ∈ C∞c (R), |v| ≤ 1
}
.
Note that if f ∈ W 1,1(R) then f ∈ BV(R). In particular, if f ∈ W 1,1(R) we
have ‖f‖W 1,1 = ‖f‖BV and ‖f ′‖L1 = ‖f‖Var.
Theorem 4.1. Assume ρ ∈ BV(R) and that there is a number l0 ∈ N such that
for arbitrary l ≥ l0 and every j ∈ Λl there is a compactly supported tj,l ∈ ℓ1(Zd)
such that ∑
k∈Zd
tj,l(k)u(x− k) ≥ δj(x) for all x ∈ Λl. (4.1)
Let further I := [E1, E2] be an arbitrary interval. Then for any l ≥ l0
E(TrχI(HΛl)) ≤
1
2λ
‖ρ‖Var|I|
∑
j∈Λl
‖tj,l‖ℓ1 .
For the proof of Theorem 4.1 we will use an estimate on averages of spectral
projections of certain self-adjoint operators. More precisely, let H be a Hilbert
space and consider the following operators on H. Let H be self-adjoint, W
symmetric and H-bounded, J bounded and non-negative with J2 ≤W , H(ζ) =
H + ζW for ζ ∈ R, and χI(H(ζ)) the corresponding spectral projection onto an
Interval I ⊂ R. Then, for any g ∈ L∞(R) ∩ L1(R), ψ ∈ H with ‖ψ‖ = 1 and
bounded interval I ⊂ R,∫
R
〈
ψ, JχI(H(ζ))Jψ
〉
g(ζ)dζ ≤ ‖g‖∞|I|. (4.2)
For a proof of Ineq. (4.2) we refer to [CH94] where compactly supported g is
considered. The vadility of Ineq. (4.2) for the non-compactly supported case was
first noted in [FHLM97]. For a detailed proof we refer to [Ves08, Lemma 5.3.2].
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Proof of Theorem 4.1. We follow the arguments in [KV06]. In order to estimate
the terms of the sum in the expectation E(TrχI(HΛl)) =
∑
j∈Λl
E(‖χI(HΛl)δj‖2)
we fix l ≥ l0 and j ∈ Λl, and set Σ = supp tj,l ⊂ Zd and t = tj,l. Recall that
HΛl = −pΛl∆ιΛl + λ
∑
k∈Zd\Σ
ωku(· − k) + λ
∑
k∈Σ
ωku(· − k).
We pick some o ∈ Σ with t(o) 6= 0 and denote byM the finite dimensional linear
transformation (ηk)k∈Σ 7→ (ωk)k∈Σ = M(ηk)k∈Σ defined as follows: ωo = t(o)ηo
and ωk = t(k)ηo + t(o)ηk for k ∈ Σ \ {o}. Note that M is invertible and
|detM | = |t(o)||Σ|. With this transformation there holds for arbitrary fixed
(ωk)k∈Zd\Σ∫
R|Σ|
∥∥χI(HΛl)δj∥∥2∏
k∈Σ
ρ(ωk)dωk =
∫
R|Σ|
∥∥χI(HηΛl)δj∥∥2k(η)dη,
where dη =
∏
k∈Σ dηk, k(η) = |t(o)||Σ|ρ(t(o)ηo)
∏
k∈Σ\{o} ρ(t(k)ηo + t(o)ηk), and
HηΛl = −pΛl∆ιΛl + λ
∑
k∈Zd\Σ
ωku(· − k) + t(o)λ
∑
k∈Σ\{o}
ηku(· − k)
+ ηoλ
∑
k∈Σ
t(k)u(· − k).
We denote by Pj : ℓ
2(Zd) → ℓ2(Zd) the orthogonal projection given by Pjφ =
φ(j)δj and apply Ineq. (4.2) with the choice H = H
η
Λl
− ηoλ
∑
k∈Σ t(k)u(· − k),
W = λ
∑
k∈Σ t(k)u(· − k), ζ = ηo and J =
√
λPj. This gives by Lebesgue’s
theorem and the hypothesis of the theorem the estimate∫
R|Σ|
∥∥χI(HΛl)δj∥∥2∏
k∈Σ
ρ(ωk)dωk =
1
λ
∫
R|Σ|
〈
δj, PjχI(HΛl)Pjδj
〉∏
k∈Σ
ρ(ωk)dωk
≤ |I|
λ
∫
R|Σ|−1
sup
ηo∈R
|k(η)|
∏
k∈Σ\{o}
dηk. (4.3)
If ρ ∈ W 1,1(R), we use supηo∈R|k(η)| ≤ 12
∫
R
|∂ok|dηo. By the product rule we ob-
tain for the partial derivative (while substituting back into original coordinates)
∂0k =
∂
∂ηo
k(η) = |t(o)||Σ|
∑
k∈Σ
t(k)ρ′(ωk)
∏
j∈Σ\{k}
ρ(ωj).
Hence, the right hand side of Ineq. (4.3) is bounded by (2λ)−1|I|‖ρ′‖L1
∑
k∈Σ|t(k)|.
Since all the steps were independent of j ∈ Λl, we in turn obtain the statement
of the theorem in the case ρ ∈ W 1,1(R).
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For ρ of bounded total variation (note that ρ has compact support since
the measure ν has compact support) we use the fact that there is sequence
ρk ∈ C∞c (R), k ∈ N, such that ‖ρk‖L1 = 1 for all k ∈ N, limk→∞‖ρk‖Var = ‖ρ‖Var
and limk→∞‖ρk − ρ‖L1 = 0, see Lemma 4.2 below. Since ‖ρk‖Var = ‖ρ′k‖L1 for
ρk ∈ C∞c (R), the same consideration as above gives for all k ∈ N∫
R|Σ|
∥∥χI(HΛl)δj∥∥2∏
i∈Σ
ρk(ωi)dωi ≤ |I|
2λ
‖ρk‖Var
∑
i∈Σ
|t(i)|. (4.4)
Using a limiting argument we now show the assertion. We have for all k ∈ N∫
R|Σ|
∥∥χI(HΛl)δj∥∥2∏
i∈Σ
ρ(ωi)dωi ≤
∫
R|Σ|
∥∥χI(HΛl)δj∥∥2∏
i∈Σ
ρk(ωi)dωi
+
∫
R|Σ|
∥∥χI(HΛl)δj∥∥2
[∏
i∈Σ
ρ(ωi)−
∏
i∈Σ
ρk(ωi)
]∏
i∈Σ
dωi.
The first integral on the right hand can be bounded from above by Ineq. (4.4).
To estimate the second integral we denote the elements of the set Σ by σi,
i ∈ {1, 2, . . . , n} where n = |Σ|, i.e. Σ = {σ1, σ2, . . . , σn}. We use a telescoping
argument and obtain in a first step
L =
∏
i∈Σ
ρ(ωi)−
∏
i∈Σ
ρk(ωi)
=
[
ρ(ωσn)− ρk(ωσn)
] n−1∏
i=1
ρ(ωσi) + ρk(ωσn)
[
n−1∏
i=1
ρ(ωσi)−
n−1∏
i=1
ρk(ωσi)
]
Iterating this procedure we get
L =
n∑
i=1
[
i−1∏
l=1
ρ(ωσl)
][
n∏
l=i+1
ρk(ωσl)
](
ρ(ωσi)− ρk(ωσi)
)
.
Here we use the convention that a product where the index set is empty equals
one. Putting everything together by using ‖ρ‖L1 = ‖ρk‖L1 = 1 for k ∈ N and
‖χI(HΛl)δj‖ ≤ 1, we obtain for all k ∈ N∫
R|Σ|
∥∥χI(HΛl)δj∥∥2∏
i∈Σ
ρ(ωi)dωi ≤ |I|
2λ
‖ρk‖Var
∑
i∈Σ
|t(i)|+ n‖ρ− ρk‖L1.
Letting k go to infinity we obtain by using Lemma 4.2 that
E(‖χI(HΛl)δj‖2) =
∫
R|Σ|
∥∥χI(HΛl)δj∥∥2∏
i∈Σ
ρ(ωi)dωi ≤ |I|
2λ
‖ρ‖Var
∑
i∈Σ
|t(i)|.
Since all the steps were independent of j ∈ Λl we achieve the statement of the
theorem. 
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Lemma 4.2. Let u : R → R+0 be a function of finite variation and bounded
support. Assume additionally ‖u‖L1 = 1. Then there exists a sequence uk ∈ C∞c ,
k ∈ N, such that ‖uk‖L1 = 1 for all k ∈ N,
lim
k→∞
‖uk‖Var = ‖u‖Var (4.5)
and
lim
k→∞
‖uk − u‖L1 = 0. (4.6)
Proof. Let φ ∈ C∞c (R) be non-negative with supp φ ⊂ [−1, 1] and ‖φ‖L1 = 1.
For ǫ > 0 set φǫ : R → R+0 , φǫ(x) = ǫ−1φ(x/ǫ). The function φǫ belongs to
C∞c (R) and fulfills ‖φǫ‖L1 = 1. Now consider uǫ : R→ R+0 ,
uǫ(x) =
∫
R
φǫ(x− y)u(y)dy.
Obviously, uǫ ∈ C∞c (R) and by Fubini’s theorem ‖uǫ‖L1 = 1. The proof of the
relation (4.6) is due to Theorem 1.6.1 in [Zie89]. For the proof of the relation
(4.5), first note
‖u‖Var = |Du|(R) = sup
{∫
R
uv′dx : v ∈ C∞c (R), |v| ≤ 1
}
= sup
{
lim
ǫց0
∫
R
uǫv
′dx : v ∈ C∞c (R), |v| ≤ 1
}
≤ lim inf
ǫց0
|Duǫ|(R) = lim inf
ǫց0
‖uǫ‖Var,
since uǫ converges to u in L
1(R) and v′ is bounded. Let now ψ ∈ C∞c (R) with
|ψ| ≤ 1 and set ψǫ = φǫ ∗ ψ. Then we have by Fubini’s theorem
‖u‖Var ≥
∣∣∣∫
R
uψ′ǫdx
∣∣∣ = ∣∣∣∫
R
u(ψ ∗ φǫ)′dx
∣∣∣ = ∣∣∣∫
R
ψ′(u ∗ φǫ)dx
∣∣∣ = ∣∣∣∫
R
uǫψ
′dx
∣∣∣.
Taking supremum over all such ψ gives ‖u‖Var ≥ ‖uǫ‖Var. This proves the
lemma. 
Assume Assumption (D), i.e. that there are C, α ∈ (0,∞) such that |u(x)| ≤
Ce−α|x|1 for all x ∈ Zd. Let I0 and cu 6= 0 be as in Eq. (4.10). In Section 4.2 we
will construct for each l ∈ N a number Rl > 0 given in Eq. (4.13) such that
2
cu
∑
k∈ΛRl
kI0u(x− k) ≥ 1 for all x ∈ Λl. (4.7)
Note that this lower bound is uniform in x ∈ Λl and thus much stronger than
condition (4.1). If Assumption (F) holds one can use in Ineq. (4.7) exponentially
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decaying coefficients rather than k 7→ kI0 , cf. Appendix A. Inequality (4.7)
is proven in Proposition 4.6 and we will apply it for the discrete alloy-type
model with exponential decaying single-site potential to verify the hypothesis
of Theorem 4.1. Before we prove Proposition 4.6, we give the
Proof of Theorem 2.7. By Ineq. (4.7) (respectively Proposition 4.6), the hypoth-
esis of Theorem 4.1 is satisfied with the choice l0 = 1 and tj,l ∈ ℓ1(Zd) given
by
tj,l(k) =
{
2kI0/cu if k ∈ ΛRl,
0 else,
for l ∈ N and j ∈ Λl. The constants cu 6= 0 and I0 ∈ Nd0 depend only on the
single site potential u and are defined in Eq. (4.10). It follows for all l ∈ N and
j ∈ Λl that∑
j∈Λl
‖tj,l‖ℓ1 = 2|cu|(2l + 1)
d
∑
k∈ΛRl
|kI0| ≤ 2|cu|(2l + 1)
d(2Rl + 1)
dR
|I0|
l .
By Proposition 4.6, Rl = max{2l + D,D′} < 2l + D + D′ with D and D′
depending only on the single-site potential u. Hence there is a constant C(u) > 0
depending only on the single site potential u such that∑
j∈Λl
‖tj,l‖ℓ1 ≤ C(u)(2l + 1)2d+|I0|.
By Theorem 4.1, this completes the proof. 
4.2. Positive combinations of translated single-site potentials
In this section we consider (possibly infinite) linear combinations of translates
of the single-site potential u. We assume that u decays exponentially and is
distinct from the zero function. Under these hypotheses we identify a sequence
of coefficients such that the resulting linear combination is uniformly positive
on the whole space Zd (cf. Proposition 4.5) or on some finite set Λ ⊂ Zd (cf.
Proposition 4.6).
Remark 4.3 (Preliminaries). We introduce the following multi-index notation:
If I = (i1, . . . , id) ∈ Zd and z ∈ Cd, we define
zI = zi11 · zi22 · . . . · zidd ,
and if I ∈ Nd0, we define
|I| =
d∑
r=1
ir, D
I
z =
∂i1
∂zi11
· ∂
i2
∂zi22
· . . . · ∂
id
∂zd
id
, I! = i1! · i2! · . . . · id! .
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We also introduce comparison symbols for multi-indices: If I, J ∈ Nd0, we write
J ≤ I if we have jr ≤ ir for all r = 1, 2, . . . , d, and we write J < I if J ≤ I and
|J | < |I|. For J ≤ I, we use the short hand notation(
I
J
)
=
(
i1
j1
)
·
(
i2
j2
)
· . . . ·
(
id
jd
)
.
Finally, 0, 1 denote the vectors (0, . . . , 0) and (1, . . . , 1) ∈ Cd, respectively.
We also recall the following facts from multidimensional complex analysis. Let
D ⊂ Cd be open. We call a complex valued function f : D → C holomorphic,
if every point w ∈ D has an open neighbourhood U , w ∈ U ⊂ D, such that f
has a power series expansion around w, which converges to f(z) for all z ∈ U .
Osgood’s lemma tells us that, if f : D → C is continuous and holomorphic
in each variable separately (in the sense of one-dimensional complex analysis),
then f is holomorphic, see [GR09].
Let fn : D → C be a sequence of holomorphic functions. We say that
∑
n fn
converges normally in D, if for every w ∈ D there is an open neighbourhood U ,
w ∈ U ⊂ D, such that∑n‖fn‖U,∞ <∞. Normally convergent sequences of holo-
morphic functions can be rearranged arbitrarily, the limit is again holomorphic,
and differentiation can be carried out termwise, which follows from Weierstrass’
theorem, see [Rem84, p. 226] for the one-dimensional case and [Nar95, p. 7] for
the higher dimensional case.
Remark 4.4 (Notation). Let u : Zd → R be a function satisfying Assumption
(D), i.e., there are constants C, α > 0 such that
|u(k)| ≤ Ce−α|k|1 (4.8)
for all k ∈ Zd. For δ ∈ (0, 1−e−α) we consider the associated generating function
F : Dδ ⊂ Cd → C,
Dδ = {z ∈ Cd : |z1 − 1| < δ, . . . , |zd − 1| < δ}, F (z) =
∑
k∈Zd
u(−k)zk. (4.9)
Here |z| = √zz for z ∈ C. Notice that the sum ∑k∈Zd u(−k)zk is normally
convergent inDδ by our choice of δ and the exponential decay condition (4.8). By
Weierstrass’ theorem, F is a holomorphic function. Since F is holomorphic and
not identically zero, we have (DIzF )(1) 6= 0 for at least one I ∈ Nd0. Therefore,
there exists a multi-index I0 ∈ Nd0 (not necessarily unique), such that we have
(DIzF )(1) =
{
cu 6= 0, if I = I0,
0, if I < I0.
(4.10)
(Such a I0 can be found by diagonal inspection: Let n ≥ 0 be the largest integer
such that DIzF (1) = 0 for all |I| < n. Then choose a multi-index I0 ∈ Nd0,
|I0| = n with (DI0z F )(1) 6= 0.)
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Proposition 4.5. Let u, F , cu and I0 be as in (4.8), (4.9), and (4.10). Let
further I ∈ Nd0 with I ≤ I0, and define a : Zd → Z by
a(k) = kI .
Then we have for all x ∈ Zd
∑
k∈Zd
a(k)u(x− k) =
{
0, if I < I0,
cu, if I = I0.
(4.11)
Proof. We introduce, again, a bit of notation. For s ∈ Cd and k ∈ Zd let
es = (es1, . . . , esd) and 〈k, s〉 =
d∑
r=1
krsr.
Let I ≤ I0. Then the chain rule yields (for all s ∈ Cδ := {s ∈ Cd : es ∈ Dδ})
DIs(F (e
s)) =
∑
J≤I
cJ (D
J
z F )(e
s) e〈J,s〉
= (DIzF )(e
s) e〈I,s〉 +
∑
J<I
cJ (D
J
z F )(e
s) e〈J,s〉,
with suitable integers cJ ≥ 1 and, in particular, cI = 1. This and Eq. (4.10)
imply that
DIs(F (e
s))
∣∣
s=0
=
{
0, if I < I0,
cI0 (D
I0
z F )(1) = cu, if I = I0.
(4.12)
Next, we use the identity a(k) = kI = DIse
〈k,s〉
∣∣
s=0
. Note that the series∑
k∈Zd u(x− k)e〈k,s〉 converges normally on the domain
Eα = {s ∈ Cd | −α < Re(sj) < α for all j = 1, 2, . . . , d},
Therefore, we can rearrange arbitrarily, differentiate componentwise, and obtain
for all s ∈ Cδ ∩ Eα by substitution ν = k − x and the product rule∑
k∈Zd
u(x− k)DIse〈k,s〉 = DIs
∑
k∈Zd
u(x− k)e〈k,s〉
= DIs
(
e〈x,s〉
∑
ν∈Zd
u(−ν)e〈ν,s〉
)
= DIs
(
F (es)e〈x,s〉
)
=
∑
J≤I
(
I
J
)(
DJsF (e
s)
)
DI−Js e
〈x,s〉.
78
4.2. Positive combinations of translated single-site potentials
Finally, evaluating at s = 0 and using (4.12) yields∑
k∈Zd
a(k)u(x− k) =
∑
J≤I
(
I
J
)(
DJs F (e
s)
)∣∣
s=0
(
DI−Js (e
〈x,s〉
)∣∣
s=0
=
{
0, if I < I0,
cu, if I = I0.

In Proposition 4.5 we identified a sequence of coefficients such that the asso-
ciated linear combination of translated single site potentials is positive on the
whole of Zd. However, the sequence cannot be used for Theorem 4.1 directly
since it is not summable. This problem can be resolved if we take into consider-
ation that the positivity in Theorem 4.1 concerns lattice sites in Λn only.
Recall that the constants d, α, C and cu are all determined by the choice of
the exponentially decreasing function u : Zd → R. Now we choose I = I0 in
Proposition 4.5. The next proposition tells us, for all integer vectors x in the
box Λl, how far we have to exhaust Z
d in the sum (4.11), in order to guarantee
that the result is ≥ cu
2
(assuming for a moment that cu > 0). The exhaustion is
described by the integer indices in another box ΛR, and the proposition describes
the relation between the sizes l and R. For large enough l, this relation is linear.
Proposition 4.6. Let u, cu and I0 be as in (4.8) and (4.10). Let further l ∈ N
and define
Rl := max
{
2l +
2
α
ln
2 · 3dC
|cu|(1− e−α/2) ,
8(d+ |I0|)2
α2
}
. (4.13)
Then we have for all x ∈ Λl
2
cu
∑
k∈ΛRl
kI0 u(x− k) ≥ 1.
Proof. We know from Proposition 4.5 that
1
cu
∑
k∈Zd
kI0 u(x− k) = 1,
for all x ∈ Zd. Thus we need to prove, for x ∈ Λl = Zd ∩ [−l, l]d, that∣∣∣ ∑
k∈Zd\ΛRl
kI0 u(x− k)
∣∣∣ ≤ |cu|
2
. (4.14)
Using the triangle inequality |k − x|∞ + |x|∞ ≥ |k|∞, |k|∞ ≤ |k|1, and that u is
exponentially decreasing, we obtain∣∣∣ ∑
k∈Zd\ΛRl
kI0 u(x− k)
∣∣∣ ≤ C ∑
|k|∞≥Rl
|k||I0|∞ e−α|x−k|∞
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≤ Ceα|x|∞
∑
|k|∞≥Rl
|k||I0|∞ e−α|k|∞
≤ Ceαl
∞∑
r=Rl
(2r + 1)d r|I0| e−αr
≤ C3deαl
∞∑
r=Rl
rd+|I0|e−αr.
Using Lemma 4.7 below and r ≥ Rl ≥ 8(d+|I0|)2α2 , we conclude that rd+|I0| ≤ eαr/2,
which implies that
∣∣∣ ∑
k∈Zd\ΛRl
kI0 u(x− k)
∣∣∣ ≤ C3deαl ∞∑
r=Rl
e−αr/2 = C3deαl
e−αRl/2
1− e−α/2 .
Finally, using Rl ≥ 2l + 2α ln(2 · 3dC/(|cu|(1 − e−α/2)), we conclude Ineq. (4.14)
which ends the proof. 
Lemma 4.7. Let M,α > 0. Then
n ≥ 8M
2
α2
⇒ nM < eαn/2.
Proof. If n ≥ 8M2
α2
then
n ≤ α
2n2
8M2
.
Since
e
αn
2M = 1 +
αn
2M
+
α2n2
8M2
+ · · · > α
2n2
8M2
,
we conclude that n ≤ e αn2M , or, equivalently, nM ≤ eαn2 . 
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Appendix A
A non-local a priori bound
An important step in the proof of exponential decay of fractional moments is the
so-called a priori bound, cf. Lemma 3.22. It was this step where Assumption (C)
enters the proof of exponential localization formulated in Theorem 2.6.
In this appendix we will proof an alternative a priori bound which holds under
a much milder hypothesis on u, see Assumption (F) in Section 2.1. By milder we
do not mean that this covers the whole class of models where Assumption (C)
is satisfied, but rather it holds generically in the class of compactly supported
single-site potentials. However, the drawback of the a priori bound of this
appendix is that it is non-local in the sense that it requires averaging over the
entire disorder present in the model. At the moment we do not know how to
conclude exponential decay of fractional moments relying on this version of the
a priori bound.
The result of this appendix extends Theorem 2.3 in [TV10b] and has been
published in [ETV11].
A.1. Result
The precise assumption we will need is Assumption (F), which states that the
measure ν has a density in the Sobolev space W 1,1(R), Θ is finite and the
single-site potential satisfies u¯ :=
∑
k∈Zd u(k) 6= 0.
Remark A.1. Note that without loss of generality the assumption u¯ 6= 0 can be
replaced by u¯ > 0, since
Vω(x) =
∑
k∈Zd
ωku(x− k) =
∑
k∈Zd
(−ωk)(−u(x− k)).
We will assume this for the rest of this chapter.
The main result of this appendix is
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Theorem A.2. Let Λ ⊂ Zd finite, s ∈ (0, 1) and Assumption (F) be satisfied.
Then we have for all x, y ∈ Λ and z ∈ C \ R
E
(∣∣GΛ(z; x, y)∣∣s) ≤ 8
(u)s
s−s
1− s‖ρ
′‖sL1Cs
1
λs
,
where C is the constant from Eq. (A.2).
The proof relies on a special transformation of the random variables ωk, k ∈
Λ+, where Λ+ = ∪k∈Λ{x ∈ Zd : u(x − k) 6= 0} denotes the set of lattice sites
whose coupling constant influences the potential in Λ. If Θ is finite, let us denote
by n the diameter of Θ with respect to the ℓ1-norm, i.e. n := maxi,j∈Θ|i − j|1.
For x, y ∈ Zd we define αx,y : Zd → R+ by
αx,y(k) =
1
2
(
e−c|k−x|1 + e−c|k−y|1
)
with c :=
1
n
ln
(
1 +
u
2‖u‖ℓ1
)
. (A.1)
Notice that the ℓ1-norm of αx,y is independent of x, y ∈ Zd, i.e.
C := C(n, u¯, ‖u‖ℓ1) =
∑
k∈Z
|αx,y(k)| =
∑
k∈Zd
e−c|k|1 =
(
ec + 1
ec − 1
)d
. (A.2)
With the help of the coefficients αx,y(k), k ∈ Zd, we will define a linear transfor-
mation of the variables ωk, k ∈ Λ+. Some part of the “new” potential will then
be given by W x,y : Zd → R,
W i,j(x) =
∑
k∈Zd
αi,j(k)u(x− k), (A.3)
where indeed only the values x ∈ Λ are relevant. In order to use monotone
spectral averaging as presented in Section A.2, it is important that W x,y is
positive and that W x,y(k) ≥ δ > 0 for k ∈ {x, y} where δ is independent of
x, y ∈ Λ. This is done by
Lemma A.3. Let Assumption (F) be satisfied. Then we have for all x, y, k ∈ Zd
W x,y(k) ≥ αx,y(k)u
2
> 0.
In particular, W x,y(k) ≥ u/4 for k ∈ {x, y}.
Proof of Lemma A.3. Recall that n = maxi,j∈Θ|i−j|1 and that we have assumed
0 ∈ Θ. For k ∈ Zd let Bn(k) = {j ∈ Zd : |j − k|1 ≤ n}. The triangle inequality
gives us for all k ∈ Zd
M = max
j∈Bn(k)
|αx,y(k)− αx,y(j)|
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≤ 1
2
max
j∈Bn(k)
∣∣e−c|k−x|1 − e−c|j−x|1∣∣+ 1
2
max
j∈Bn(k)
∣∣e−c|k−y|1 − e−c|j−y|1∣∣.
Since R ∋ t 7→ e−ct is a convex and strictly monotonic decreasing function, we
have for all x ∈ Zd
M ≤ 1
2
∣∣e−c|k−x|1 − e−c(|k−x|1−n)∣∣+ 1
2
∣∣e−c|k−y|1 − e−c(|k−y|1−n)∣∣
≤ αx,y(k)(ecn − 1). (A.4)
We use Ineq. (A.4) and that u(k− j) = 0 for k− j 6∈ Θ, and obtain the estimate
W x,y(k) =
∑
j∈Zd
αx,y(k)u(k − j) +
∑
j∈Zd
[
αx,y(j)− αx,y(k)]u(k − j)
≥ αx,y(k)u−
∑
j∈Zd
|αx,y(k)− αx,y(j)||u(k − j)|
≥ αx,y(k)u¯− αx,y(k)(ecn − 1)‖u‖ℓ1.
This implies the statement of the lemma due to the choice of c. 
Proof of Theorem A.2. Without loss of generality we assume z ∈ C− := {z ∈
C : Im z < 0}. Fix x, y ∈ Λ and recall that Λ+ = ∪k∈Λ{x ∈ Zd | u(x− k) 6= 0}
is the set of lattice sites whose coupling constant influences the potential in Λ.
We consider the expectation
E = E
(∣∣GΛ(z; x, y)∣∣s) =
∫
ΩΛ+
∣∣〈δx, (HΛ − z)−1δy〉∣∣sk(ωΛ+)dωΛ+ ,
where ΩΛ+ = ×k∈Λ+R, ωΛ+ = (ωk)k∈Λ+, k(ωΛ+) =
∏
k∈Λ+
ρ(ωk) and dωΛ+ =∏
k∈Λ+
dωk. Fix v ∈ Λ+. We introduce the change of variables
ωv = α
x,y(v)ζv, and ωk = α
x,y(k)ζv + α
x,y(v)ζk
for k ∈ Λ+ \ {v}, where αx,y : Zd → R+ is defined in Eq. (A.1). With this
transformation we obtain
E =
∫
ΩΛ+
∣∣〈δx, (−∆Λ + λVΛ − z)−1δy〉∣∣sk(ωΛ+)dωΛ+
=
∫
ΩΛ+
∣∣〈δx, (A+ ζvλW x,y)−1δy〉∣∣sk˜(ζΛ+)dζΛ+ ,
where ζΛ+ = (ζk)k∈Λ+,
k˜(ζΛ+) = |αx,y(v)||Λ+|ρ(αx,y(v)ζv)
∏
k∈Λ+\{v}
ρ(αx,y(k)ζv + α
x,y(v)ζk),
83
A. A non-local a priori bound
dζΛ+ =
∏
k∈Λ+
dζk, A = −∆Λ − z + λαx,y(v)
∑
k∈Λ+\{v}
ζku(· − k) and W x,y :
ℓ2(Λ)→ ℓ2(Λ) is the multiplication operator with multiplication function given
by Eq. (A.3). Notice that A is independent of ζv andW
x,y is positive by Lemma
A.3. We use Fubini’s theorem to integrate first with respect to ζv, Theorem A.4
and the estimate supx∈R g(x) ≤ 12
∫
R
|g′(x)|dx for g ∈ W 1,1(R) and obtain for all
κ > 0 and z ∈ C−
E ≤ 8 · 4
−sλ−s
[W x,y(x)W x,y(y)]s/2
[
κ−s
∫
ΩΛ+
k˜(ζΛ+)dζΛ+ +
κ1−s
1− s
∫
ΩΛ+
∣∣∣∣∂k˜(ζΛ+)∂ζv
∣∣∣∣dζΛ+
]
=
8 · 4−sλ−s
[W x,y(x)W x,y(y)]s/2
[
κ−s +
κ1−s
1− s
∫
ΩΛ+
∣∣∣∣∂k˜(ζΛ+)∂ζv
∣∣∣∣dζΛ+
]
.
For the partial derivative we calculate
∂k˜(ζΛ+)
∂ζv
= |αx,y(v)||Λ+|
∑
l∈Λ+
αx,y(l)ρ′(ωl)
∏
k∈Λ+
k 6=l
ρ(ωk),
which gives (while substituting back into original coordinates)
E ≤ 8 · 4
−sλ−s
[W x,y(x)W x,y(y)]s/2

κ−s + κ1−s
1− s
∑
l∈Λ+
|αx,y(l)|
∫
ΩΛ+
|ρ′(ωl)|
∏
k 6=l
ρ(ωk)dωΛ+


≤ 8 · 4
−sλ−s
[W x,y(x)W x,y(y)]s/2
[
κ−s +
κ1−s
1− s‖ρ
′‖L1
∑
l∈Zd
|αx,y(l)|
]
≤ 8 · 4
−sλ−s
[W x,y(x)W x,y(y)]s/2
[
κ−s +
κ1−s
1− s‖ρ
′‖L1C
]
,
where C is the constant from Eq. (A.2) and where we have used that W x,y(x)
and W x,y(y) are bounded from below by u/4 by Lemma A.3. If we choose
κ = s/(‖ρ′‖L1C) we obtain the statement of the theorem. 
A.2. Monotone spectral averaging
In this section we prove Theorem A.4 which we have used in Section A.1 to
prove boundedness of an averaged fractional power of Green’s function under
Assumption (F).
Theorem A.4. Let X be a countable set, A = B + iC be an operator on
ℓ2(X) where B is self-adjoint and C is bounded with C ≥ 0. Let also W :
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ℓ2(X)→ ℓ2(X) be a bounded and positive multiplication operator, s ∈ (0, 1) and
0 ≤ ρ ∈ L1(R) ∩ L∞(R). Then we have for all x, y ∈ X, z ∈ C− and κ > 0∫
R
∣∣〈δx, (A+ tW − z)−1δy〉∣∣sρ(t)dt ≤ 8 · 4−s
[W (x)W (y)]s/2
‖ρ‖s∞
2ss−s
1 − s (A.5)
≤ 8 · 4
−s
[W (x)W (y)]s/2
(‖ρ‖L1
κs
+ ‖ρ‖∞2κ
1−s
1− s
)
.
(A.6)
In the case where supp ρ is bounded, the result of Theorem A.4 follows directly
from a weak L1-bound which may be found in [AEN+06]. Indeed, [AEN+06,
Proposition 3.1] gives that for a maximally dissipative operator A on some
Hilbert space H and Hilbert-Schmidt operators M1,M2 : H → H1, where H1
is some Hilbert space, there is a constant CW (independent of A, M1 and M2)
such that
L ({v ∈ [−1, 1] : ∥∥M1(A− v + i0)−1M2∥∥HS > t}) ≤ CW‖M1‖HS‖M2‖HS1t .
Here L denotes the Lebesgue measure. By the layer cake representation this im-
plies the statement of Theorem A.4 (with different constants) in the case where
supp ρ is bounded. However, for two reasons we give a proof of Theorem A.4.
The first one is that the weak L1 bound is only valid for compactly supported
measures, while Theorem A.4 holds true also for ρ not having bounded support.
The second reason is that since our setting is not that general, we can give a
short and direct proof, and the details of the proof are not that much involved
as in the above mentioned weak L1-bounds.
Recall, a densely defined operator T on some Hilbert space H with inner
product 〈·, ·〉H is called dissipative if Im〈x, Tx〉H ≥ 0 for all x ∈ D(T ). T is
called maximally dissipative if it has no proper dissipative extension. We will use
that any maximally dissipative operator T on H has a self-adjoint dilation, i. e.
there is a Hilbert space H+ with inner product 〈·, ·〉H+, a self-adjoint operator
L on H+ and an operator P : H+ → H, such that
(T − z)−1 = P (L− z)−1P ∗
for all z ∈ C with Im z < 0. Moreover, the adjoint P ∗ : H → H+ is an isometry,
i. e. 〈P ∗x, P ∗y〉H+ = 〈x, y〉H. For a proof of this result see [Kuz96], or [SNF70]
where the equivalent theory of unitary dilations of contractions is presented.
Let us also cite a special case of [AEN+06, Lemma B.1] which we will use in
the proof of Theorem A.4.
Lemma A.5 ([AEN+06]). Let X be a countable set and A0 = B + iC be an
operator on ℓ2(X), where B is self-adjoint and C is bounded with C ≥ δ for
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some δ > 0. Let also W be a bounded non-negative operator in ℓ2(X). Then the
Birman-Schwinger operator
ABS = (W
1/2A−10 W
1/2)−1
is maximally dissipative in (kerW )⊥, with D(ABS) = Ran(W
1/2A−10 W
1/2). More-
over, its resolvent set ρ(ABS) includes C− and the Birman-Schwinger relation
(ABS − ζ)−1 =W 1/2(A0 − ζW )−1W 1/2
holds in (kerW )⊥ for all ζ ∈ C−.
Proof of Theorem A.4. Let ǫ > 0. For all x, y ∈ X we have
Ix,y =
∫
R
∣∣〈δx, (A+ (t+ iǫ)W − z)−1δy〉∣∣sρ(t)dt
= [W (x)W (y)]−s/2
∫
R
∣∣〈δx,W 1/2(A˜+ (t+ iǫ)W )−1W 1/2δy〉∣∣sρ(t)dt,
where A˜ = A− z. We infer from Lemma A.5 that the operator W 1/2A˜−1W 1/2 is
invertible and that the inverse ABS = (W
1/2A˜−1W 1/2)−1 is maximally dissipative
with domain Ran(W 1/2A˜−1W 1/2). Moreover, the resolvent set of ABS includes
C− and we have for ζ ∈ C− the relation
(ABS − ζ)−1 =W 1/2(A˜− ζW )−1W 1/2.
Since ABS is maximally dissipative, there exists a Hilbert space H with inner
product 〈·, ·〉H, containing ℓ2(X) as a subspace, and a self-adjoint operator L on
H, such that
(ABS − ζ)−1 = P (L− ζ)−1P ∗
holds for all ζ ∈ C−. Here, P is an operator from H to ℓ2(X) and the adjoint
P ∗ is an isometry. Hence,
Ix,y = [W (x)W (y)]
−s/2
∫
R
∣∣〈δx, P (L+ (t+ iǫ))−1P ∗δy〉∣∣sρ(t)dt.
Let ψ = P ∗δx ∈ H and dµψ be the non-negative spectral measure of L with
respect to ψ. By the spectral theorem, triangle inequality and Fubini’s theorem
we have for x = y
Ix,x ≤ [W (x)W (x)]−s/2
∫
R
∫
R
1
|κ+ (t+ iǫ)|sρ(t)dt dµψ(κ).
Since
∫
R
(1/|x−α|s)g(x)dx ≤ κ−s‖g‖L1+2κ1−s‖g‖∞/(1−s) for 0 ≤ g ∈ L∞(R)∩
L1(R), s ∈ (0, 1), κ > 0 and α ∈ C, see e. g. [Gra94], we have for all κ > 0
Ix,x ≤ [W (x)W (x)]−s/2〈ψ, ψ〉H
(
κ−s‖ρ‖L1 + 2κ
1−s
1− s ‖ρ‖∞
)
.
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Notice that 〈ψ, ψ〉H = 1 since P ∗ is an isometry. In the case where x 6= y we
use polarization identity and triangle inequality and obtain analogously for all
x, y ∈ X
Ix,y ≤ 8 · 4
−s
[W (x)W (x)]−s/2
(
κ−s‖ρ‖L1 + 2κ
1−s
1− s ‖ρ‖∞
)
. (A.7)
To conclude Ineq. (A.6), it remains to show that limǫց0 Ix,y equals to the left
hand side of Ineq. (A.5). Notice that for every t ∈ R and ǫ > 0
∣∣〈δx, (A+ (t+ iǫ)W − z)−1δy〉∣∣s ≤ 1|Im z|s ,
which is an ρdt-integrable majorant. Hence the dominated convergence theorem
applies and gives
lim
ǫց0
Ix,y =
∫
R
lim
ǫց0
∣∣〈δx, (A+ (t+ iǫ)W − z)−1δy〉∣∣sρ(t)dt
=
∫
R
∣∣〈δx, (A+ tW − z)−1δy〉∣∣sρ(t)dt.
This and Ineq. (A.7) leads to Ineq. (A.6). To show Ineq. (A.5) we minimize the
right hand side of Ineq. (A.6) by choosing κ = s‖ρ‖L1/(2‖ρ‖∞). 
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Appendix B
Some results for the alloy-type
model
Some results and methods established for the discrete alloy-type model in Chap-
ter 3 and 4 can also be applied for the continuous analogue, the (continuous)
alloy-type model with sign-changing single-site potential. We will introduce the
alloy-type model in Section B.1.
In Chapter 4 we proved a Wegner estimate for the discrete alloy-type model
with exponentially decaying singe-site potentials. The methods used in the proof
also apply to proof a Wegner estimate for the alloy-type model with a single-
site potential of a so-called generalized step function type. This is worked out
in detail in Section B.2. The result is based on a joint work with Norbert
Peyerimhoff and Ivan Veselic´, and has already been publishen in the preprint
[PTV11].
In Section 3.5 we established a new method to conclude exponential local-
ization from fractional moment bounds for the discrete alloy-type model with
sign-changing single-site potentials. Let us emphasize that earlier techniques,
see e.g. [AM93, Gra94, BdMNSS06, AEN+06], are only applicable in the case of
non-negative single-site potentials. It turns out that the method from Section
3.5 also applies for the alloy-type model. In Section B.3 we prove analogues of
Proposition 3.29, Proposition 3.31 and Theorem 2.4 for the alloy-type model
with sign-changing single-site potential.
B.1. The alloy-type model
The alloy-type model is given by the family of Schro¨dinger operators
Hω := H0 + Vω, H0 := −∆+ V0, ω ∈ Ω,
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on L2(Rd), where −∆ is the negative Laplacian, V0 a Zd-periodic potential, and
Vω denotes the multiplication by the Z
d-metrically transitive random field
Vω(x) :=
∑
k∈Zd
ωkU(x− k).
Recall that the space Ω = ×k∈ZdR is equipped with the probability measure
P(dω) =
∏
k∈Zd ν(dωk), hence the sequence ω = (ωk)k∈Zd may be interpreted as
a collection of i.i.d. random variables. We assume that V0 and Vω are infinitesi-
mally bounded with respect to ∆ and that the corresponding constants can be
chosen uniform in ω ∈ Ω. Therefore, Hω is self-adjoint (on the domain of ∆)
and bounded from below (uniform in ω ∈ Ω).
Recall that any real-valued function on Rd that is uniformly locally Lp, with
p = 2 for d ≤ 3 and p > d/2 for d ≥ 4, is infinitesimally bounded with respect
to the self-adjoint Laplacian ∆ on W 2,2(Rd), see e.g. [RS80b, Theorem XIII.96].
This is satisfied for Vω if U is a so-called generalized step-function.
Definition B.1 (Generalized step-function). Let Lpc(R
d) ∋ w ≥ κχ(−1/2,1/2)d
with κ > 0 and p = 2 for d ≤ 3 and p > d/2 for d ≥ 4, where Lpc(R) denotes
the vector space of Lp(R) functions with compact support. Let u ∈ ℓ1(Zd;R).
A function of the form U : Rd → R,
U(x) =
∑
k∈Zd
u(k)w(x− k),
is called generalized step-function and the function u : Zd → R a convolution
vector.
Indeed, if U is a generalized step-function, then we have for any unit cube
C ⊂ Rd∫
C
|Vω(x)|pdx =
∫
C
∣∣∣∑
k∈Zd
ωk
∑
l∈Zd
u(l − k)w(x− l)
∣∣∣pdx
≤ ω+cp‖u‖ℓ1
∑
l∈Zd
∫
C
|w(x− l)|pdx = ω+cp‖u‖ℓ1‖w‖pLp,
where ω+ = sup{|t| : t ∈ supp ρ} and cp is some constant depending on p and
the support of w. Note that the upper bound is uniform in ω ∈ Ω. Hence, if U
is a generalized step-function, Vω is infinitesimally bounded with respect to ∆
and the corresponding constants can be chosen uniform in ω ∈ Ω.
The estimates we want to prove concern finite box restrictions of the operator
Hω. For l > 0 and x ∈ Rd we denote by
Cl,x :=
{
y ∈ Rd : max
i=1,...,d
|yi − xi| < l
}
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the open cube of side length 2l centered at x. Recall that Λl,x = {y ∈ Zd :
|x − y|∞ ≤ l} and Λl = Λl,0. We will use the notation Cl = Cl,0 for the cube
centered at the origin. For an open set C ⊂ Rd we denote by HC the restriction
of the operator Hω to L
2(C) with Dirichlet boundary conditions on ∂C. For the
resolvents we use the notations Gω(z) = (Hω − z)−1 and GC(z) = (HC − z)−1
for z ∈ C \ R.
Remark B.2. Note that we have used the same symbol for the alloy-type model
as well as for the discrete alloy-type model. In Appendix B, Hω will always stand
for the (continuous) alloy-type model. Note also, that the function u, which was
used for single-site potential in the discrete setting, serves as a convolution vector
to generate the (continuous) single-site potential U in form of a generalized step-
function.
B.2. Wegner estimate for the alloy-type model
Our main result of this section is a Wegner estimate for the alloy-type model
in the case where the single-site potential is a generalized step-function with
an exponentially decaying convolution vector and where the measure ν has a
probability density of finite total variation. The space BV(R) of functions of
finite total variation is defined in Section 4.1.
Assumption (G). Assume that the measure ν has a probability density ρ ∈
BV(R), U is a generalized step-function and there are constants C, α > 0 such
that for all k ∈ Zd we have
|u(k)| ≤ Ce−α|k|1.
Our main result in this section is the following theorem.
Theorem B.3. Let Assumption (G) be satisfied. Then there exists C(U) > 0
and I0 ∈ Nd0 both depending only on U , such that for any l ∈ N and any bounded
interval I = [E1, E2] ⊂ R we have the estimate
E
(
Tr
(
χI(HCl)
)) ≤ eE2C(U)‖ρ‖Var|I|(2l + 1)2d+|I0|.
A precise definition of I0 ∈ Nd0 is given in Eq. (4.10).
Remark B.4. Let us compare the result of Theorem B.3 to earlier ones of Wegner
estimates for alloy-type models with sign-changing single-site potential.
The paper [Klo95] concerns alloy-type Schro¨dinger operators on L2(Rd) with
exponentially decaying single-site potential U . The main result is a Wegner esti-
mate for low energies which is polynomially in the volume and Ho¨lder continuous
in the length of the energy interval.
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The paper [HK02] studies a class alloy-type models assuming that the single-
site potential U is continuous and compactly supported. The obtained Wegner
estimate is valid in a neighborhood of the infimum of the spectrum, linear in
the volume and Ho¨lder continuous in the energy variable.
In contrast to the results of [Klo95, HK02], the Wegner estimate from Theo-
rem B.3 is valid on the whole energy axis.
Let us now refer to the papers [Ves02, KV06, Ves10b] which are closely re-
lated to the result presented in Theorem B.3. All three papers study alloy-type
models with a single-site potential of a generalized step function form. The
results apply also to the discrete alloy-type model, but we discuss here only
the results obtained for operators on L2(Rd). The paper [Ves02] establishes a
Wegner estimate which is linear in the volume and linear in the length of the
energy interval. It applies to the case where the convolution vector satisfies
|u(0)| >
∑
k 6=0
|u(k)|. (B.1)
The papers [KV06, Ves10b] consider the case where the convolution vector is
compactly supported and satisfies
s : θ 7→ s(θ) :=
∑
k∈Zd
u(k)e−ik·θ does not vanish on [0, 2π)d. (B.2)
Under this condition they prove a Wegner estimate which is linear in the volume
and linear in the length of the energy interval. The result was obtained in
[KV06] in one and two dimensions and generalized in [Ves10b] to arbitrary
space dimension. The paper [KV06] includes also results in arbitrary dimension
which we do not discuss here. Note that condition (B.1) implies condition (B.2),
and if
∑
k∈Zd u(k) = 0 then s(0) vanishes.
Remark B.5. The Wegner estimate from Theorem B.3 is linear in the energy-
interval length and polynomial in the volume of the cube. Moreover, the Wegner
bound is valid on the whole energy axis. Hence one can prove localization via the
multiscale analysis in any energy region where the initial length scale estimate
holds. Since the single-site potential does not have compact support, one has
to use an enhanced version of the multiscale analysis, see [KSS98].
For the proof of Theorem B.3 we use an abstract Wegner estimate established
in [KV06], which is formulated in Theorem B.6. Theorem B.6 was stated in
[KV06] for compactly supported U : Rd → R only. However, the proof directly
applies for non-compactly supported single-site potentials. Before we state the
theorem, let us fix some notation. For an open set C ⊂ Rd, C˜ is the set of lattice
sites j ∈ Zd such that the characteristic function of the cube C1/2(j) does not
vanish identically on C. For j ∈ Zd we denote by χj the characteristic function
of the cube C1/2(j).
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Theorem B.6 ([KV06]). Assume there is a number l0 ∈ N such that for arbi-
trary l ≥ l0 and every j ∈ C˜l there is a compactly supported tj,l ∈ ℓ1(Zd;R) such
that ∑
k∈Zd
tj,n(k)U(x− k) ≥ χj(x) for all x ∈ Cl.
Let further I = [E1, E2] be an arbitrary interval. Then for any l ≥ l0
E
(
Tr
(
χI(HCl)
)) ≤ CeE2‖ρ‖Var|I|∑
j∈C˜l
‖tj,l‖ℓ1 ,
where C is a constant independent of l and I.
Let Assumption (G) be satisfied. In Section 4.2 we showed that there are
constants cu 6= 0 and I0 ∈ Nd0 (given in Eq. (4.10)), such that for each l ∈ N
there is a number Rl > 0 (given in Eq. (4.13)) such that
2
cu
∑
k∈ΛRl
kI0u(x− k) ≥ 1 for all x ∈ Λl. (B.3)
This fact is proven in Proposition 4.6 and we will apply it for the (continuous)
alloy-type model if U is a generalized step-function with an exponential decaying
convolution vector u to verify the hypothesis of Theorem B.6.
Proof of Theorem B.3. Recall that U is a generalized step function and that w
has compact support. Also recall, that for an open set C ⊂ Rd, C˜ is the set of
lattice sites j ∈ Zd such that the characteristic function of the cube C1/2(j) does
not vanish identically on C. We set r = sup{|r|+ 1 : w(r) 6= 0}. Let l0 = 1 and
tj,l ∈ ℓ1(Zd) given by
tj,l(k) =
{
2kI0/(cuκ) if k ∈ ΛRl+r ,
0 else,
for l ∈ N and j ∈ C˜l. By Ineq. (B.3) (see also Proposition 4.6) we have for all
l ∈ N, j ∈ C˜l and x ∈ Cl∑
k∈Zd
tj,n(k)U(x− k) =
∑
i∈Zd
w(x− i)
∑
k∈Zd
tj,l(k)u(i− k)
≥ 1
κ
∑
i∈Λl+r
w(x− i) +
∑
i∈Zd\Λl+r
w(x− i)
∑
k∈Zd
tj,l(k)u(i− k)
=
1
κ
∑
i∈Λl+r
w(x− i) ≥ χj(x).
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Here we have used that w(x − i) = 0 for x ∈ Cl and i 6∈ Λl+r. Hence the
assumption of Theorem B.6 is satisfied. Analogous to the proof of Theorem 2.7
on page 76 there is a constant C(U) depending only on the single-site potential
U such that ∑
j∈C˜l
‖tj,l‖ℓ1 ≤ C(U)(2l + 1)2d+|I0|.
This completes the proof by using Theorem B.6. 
B.3. Localization via fractional moments for the alloy-type
model
The fractional moment method, introduced for the discrete Anderson model in
[AM93] was adopted to the (continuous) alloy-type model in [AEN+06, BdMNSS06].
The typical output of the fractional moment method for the alloy-type model
on L2(Rd) is the following: There exists s ∈ (0, 1), µ > 0, C < ∞ and I ⊂ R,
such that for all open sets C ⊂ Rd, all x, y ∈ Rd, all ǫ > 0 and all E ∈ I we have
E
(∥∥χx(HΛ − E − iǫ)−1χy∥∥s) ≤ Ce−µ‖x−y‖∞ . (B.4)
Here χx denotes the multiplication operator in L
2(C) by the characteristic func-
tion of the unit cube C1/2,x. Note that χx(HC −E − iǫ)−1χy = 0 if C1/2,x ∩ C or
C1/2,y ∩ C has measure zero. For x ∈ Rd we denote by
‖x‖∞ = max
i=1,...,d
|xi|
the supremum norm. The norm ‖·‖ on the left hand side of Ineq. (B.4) denotes
operator norm in L2(C).
We refer to [AEN+06] and [BdMNSS06] where such a fractional moment
bound was shown under suitable conditions on the measure ν and the single-
site potential U . In particular, it is assumed that the single-site potential is
non-negative. It is also well known that the bound (B.4) implies spectral and
dynamical localization in I under appropriate assumptions on ν and U , see
[AEN+06] and [BdMNSS06] for details. In particular, the non-negativity of the
single-site potential U again plays a crucial role for the proof of this implication.
In this section we show that the fractional moment bound as described in
Ineq. (B.4) implies spectral localization for alloy-type models with sign-changing
single-site potentials. Our main result of this section is the following theorem
which is proven at the end of this section.
Theorem B.7. Let Θ := suppU be a bounded set, I ⊂ R be an interval and
C, µ ∈ (0,∞). Assume that for all l ∈ 3N + 3/2, k ∈ Zd, all x, y ∈ Λl,x, all
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ǫ ∈ (0, 1] and all E ∈ I we have
E
(∥∥χxGCl,k(E + iǫ)χy∥∥s) ≤ Ce−µ‖x−y‖∞ .
Then, for almost all ω ∈ Ω, Hω exhibits exponential localization in I.
For l ≥ 3 and x ∈ Zd we introduce the notation Coutl,x = Cl,x \ Cl−1,x and
C
int
l,x = Cl/3,x, and denote by
χoutl,x = χCoutl,x and χ
int
l,x = χCintl,x
the characteristic functions as well as the corresponding multiplication operators.
For Λ ⊂ Rd finite we denote by diamΛ = supx,y∈Λ‖x − y‖∞ the diameter of Λ
with respect to the supremum norm.
Definition B.8. Let m > 0, l ≥ 3 and E ∈ R. A cube Cl,x is called (m,E)-
regular for ω ∈ Ω, if E 6∈ σ(HCl,x) and∥∥χoutl,x GCl,x(E)χintl,x∥∥ ≤ e−ml.
Proposition B.9. Let Θ = suppU be a bounded set, I ⊂ R be a bounded
interval, s ∈ (0, 1) and l ≥ max{3, 8 ln(8)/µ,−(8/5µ) ln(|I|/2)} where µ is the
constant from assumption (i). Assume
(i) There are constants C, µ ∈ (0,∞) such that for all k ∈ Zd, all E ∈ I and
all ǫ ∈ (0, 1] we have
E
(∥∥χoutl,k GCl,k(E + iǫ)χintl,k∥∥s) ≤ Ce−µl.
(ii) There are constants CW ∈ (0,∞), β ∈ (0, 1] and D ∈ N such that for all
x ∈ Zd we have
E
(
TrχI(HCl,x)
) ≤ CW|I|βlD.
Then there is a constant F depending only on I, U , µ, C and CW such that for
all x, y ∈ Zd with |x− y|∞ ≥ 2l + diamΘ + 1 we have
P
({ω ∈ Ω: ∀E ∈ I : Cl,x or Cl,y is (µ/8, E)-regular}) ≥ 1− F ld+De−µβl/8.
Proof. By the same arguments as in the proof of Proposition 3.29 we infer from
hypothesis (ii) that for each E ∈ I and x ∈ Zd the resolvent of HCl,x at E is
well defined for almost all ω ∈ Ω. Hypothesis (i) and Lebesgues Theorem gives
us for all E ∈ I
E
(∥∥χoutl,k GCl,k(E)χintl,k∥∥s) ≤ Ce−µl.
95
B. Some results for the alloy-type model
Fix x, y ∈ Zd with |x − y|∞ ≥ 2l + diamΘ + 1. For ω ∈ Ω and k ∈ {x, y} we
define
∆kω :=
{
E ∈ I : ‖χoutl,k GCl,k(E)χintl,k‖ > e−µl/8
}
,
∆˜kω :=
{
E ∈ I : ‖χoutl,k GCl,k(E)χintl,k‖ > e−µl/4
}
,
and B˜k :=
{
ω ∈ Ω : L({∆˜kω}) > e−5µL/8
}
. (B.5)
Since the resolvent of HCl,k at E is not defined if E is an eigenvalue of HCl,k , let
us emphasize that we want the eigenvalues of HCl,k to be included in the sets
∆kω and ∆˜
k
ω, k ∈ {x, y}. For ω ∈ B˜k we have∫
I
∥∥χoutl,k GCl,k(E)χintl,k∥∥sdE ≥
∫
∆˜kω
∥∥χoutl,k GCl,k(E)χintl,k∥∥sdE
≥ e−µls/4e−5µl/8.
Using Hypothesis (i) and Fubini’s theorem we obtain
P(B˜k) ≤ e7µl/8
∫
I
∫
Ω
∥∥χkGCl,k(E)χw‖sP(dω)dE ≤ C|I∣∣e−µl/8.
Set m = max{|inf I|, |sup I|} and denote for k ∈ {x, y} by {Eiω,k}Nki=1 the eigen-
values of H
Cl,k
ω within the interval B2(I) := {E ∈ R : ∃x ∈ I : |x − E| ≤ 2}.
Note that the number of eigenvalues depends on ω but satisfies the Weyl-bound
Nk ≤ CWeyl|Cl,k|md/2 for all ω ∈ Ω with a constant CWeyl depending only on the
single-site potential U and the distribution ν, see e.g. [PF92]. We claim that
for k ∈ {x, y},
ω ∈ Ω \ B˜k ⇒ ∆kω ⊂
Nk⋃
i=1
[
Eiω,k − δ, Eiω,k + δ
]
=: Iω,k(δ), (B.6)
where δ = 2e−µl/8. Indeed, fix ω ∈ Ω \ B˜k and suppose that E ∈ ∆kω \
{E1ω,k, . . . , ENkω,k} with |E − Eiω,k| > δ for some i ∈ {1, . . . , Nk}. It follows that
‖χoutl,k GCl,k(E)χintl,k‖ > e−µl/8 and for any E ′ ∈ R with |E−E ′| ≤ 2e−5µl/8 we have
δ − |E −E ′| ≥ e−µl/8 ≥ 2e−3µl/8 since l ≥ 8 ln 8/µ. Moreover, the first resolvent
identity and the estimate ‖(H−E)−1‖ ≤ dist(E, σ(H))−1 for self-adjoint H and
E ∈ C \ σ(H) implies
‖χoutl,k GCl,k(E)χintl,k‖ − ‖χoutl,k GCl,k(E ′)χintl,k‖
≤ |E − E ′|‖χoutl,k GCl,k(E)χintl,k‖‖χoutl,k GCl,k(E ′)χintl,k‖ ≤
1
2
e−µl/8,
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and hence, since E ∈ ∆kω and l ≥ 8 ln(8)/µ,
‖χkGCl,k(E ′)χw‖ ≥ e−µl/8 −
1
2
e−µl8 > e−µl/4.
We infer that [E − 2e−5µl/8, E + 2e−5µl/8] ∩ I ⊂ ∆˜kω and conclude L({∆˜kω}) ≥
2e−5µl/8 since |I| ≥ 2e−5µl/8 by assumption. This is however impossible if ω ∈
Ω \ B˜k by (B.5), hence the claim (B.6) follows.
Now we want to estimate the probability of the event Bres := {ω ∈ Ω :
I ∩ Iω,x(δ) ∩ Iω,y(δ) 6= ∅} that there are “resonant” energies for the two box
Hamiltonians HCl,x and HCl,y . For this purpose, we denote by Λ
′
l,x the set of
lattice sites k ∈ Zd whose coupling constant ωk influences the potential values
in Cl,x, i.e. Λl,x = ∪j∈Cl,x{k ∈ Zd : U(j − k) 6= 0}. Notice that the expectation
in hypothesis (ii) may therefore be replaced by EΛ′l,x . Moreover, since Θ is a
bounded set and |x − y|∞ ≥ 2l + diamΘ + 1, the operator HCl,y and therefore
the interval Iω,y(δ) is independent of ωk, k ∈ Λ′l,x. Analogously to the proof
of Proposition 3.29 we use the product structure of the measure P. We denote
Ω ∋ ω = (ω1, ω2) ∈ ΩΛ′l,x × ΩZd\Λ′l,x and for each ω2 ∈ ΩZd\Λ′l,x we set B˜res(ω2) =
{ω1 ∈ ΩΛ′l,x : (ω1, ω2) ∈ Bres}. Since HCl,y is independent of ωk, k ∈ Λ′l,x, we
obtain for any ω2 ∈ ΩZd\Λ′l,x using Chebyshev’s inequality and Hypothesis (ii)
that
PΛ′l,x
(B˜res(ω2)) ≤
Ny∑
i=1
PΛ′l,x
({ω1 ∈ ΩΛ′l,x : Tr(χI∩[Eiω,y−2δ,Eiω,y+2δ](HCl,x)) ≥ 1})
≤
Ny∑
i=1
EΛ′l,x
(
Tr
(
χI∩[Eiω,y−2δ,Eiω,y+2δ](HCl,x)
))
≤ NyCW(4δ)βlD ≤ CWeyl|Cl,y|md/2CW(4δ)βlD.
Fubini’s theorem now gives
P(Bres) ≤ CWeyl|Cl,y|md/2CW(4δ)βlD.
Consider now an ω 6∈ B˜x ∪ B˜y. Recall that (B.6) tells us that ∆xω ⊂ Iω,x(δ) and
∆yω ⊂ Iω,y(δ). If additionally ω 6∈ Bres then no E ∈ I can be in ∆xω and ∆yω
simultaneously. Hence for each E ∈ I either Cl,x or Cl,y is (µ/8, E)-regular. A
contraposition gives us
P
({∃E ∈ I, Cl,x and Cl,y is (µ/8, E)-singular}) ≤ P(B˜x) + P(B˜y) + P(Bres)
≤ 2C|I|e−µl/8 + CWeylCWmd/2(4δ)β2dlD+d, (B.7)
from which the result follows. 
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Assumption (ii) from Proposition B.9 is a Wegner estimate. The next lemma
shows that a certain a-priori estimate on averaged fractional moments of the
Green function implies such a Wegner estimate.
Lemma B.10. Let I ⊂ R be a bounded interval, s ∈ (0, 1), C ∈ (0,∞), k ∈ Zd
and l ∈ N+ 1/2. Assume that for all ǫ ∈ (0, |I|], E ∈ I and x, y ∈ Λl,k
E
(‖χxGCl,k(E + iǫ)χy‖s) ≤ C.
Then there is a constant CW depending only on U , ν, I and C such that for all
[a, b] ⊂ I
E
(
Trχ[a,b](HCl,k)
) ≤ CW(2l + 1)3d|b− a|s.
Proof. Set m = max{|inf I|, |sup I|} and let [a, b] ⊂ I. Since we have for any
λ ∈ R and 0 < ǫ ≤ b− a
arctan
(
λ− a
ǫ
)
− arctan
(
λ− b
ǫ
)
≥ π
4
χ[a,b](λ),
one obtains an inequality version of Stones formula, namely for all ǫ ∈ (0, b− a]
and all ψ ∈ L2(Λ) we have
〈ψ, χ[a,b](HCl,k)ψ〉 ≤
4
π
∫
[a,b]
Im〈ψ,GCl,k(E + iǫ)ψ〉dE.
Let Bω be the set of normalized eigenfunctions corresponding to the eigenvalues
of H
Cl,k
ω in I. Note that for all ω ∈ Ω, the number of elements in Bω is bounded
from above by CWeyl|Cl,x|md/2 =: N with CWeyl depending only on U and ν, see
e.g. [PF92]. Using triangle inequality, |Im z| ≤ |z| for z ∈ C, Fubini’s theorem
and |〈ψ,GCl,k(E + iǫ)ψ〉|1−s ≤ dist(σ(HCl,k), E + iǫ)s−1 ≤ ǫs−1 we obtain for all
ǫ ∈ (0, b− a]
E
(
Trχ[a,b](HCl,k)
) ≤ E(∑
ψ∈Bω
4
π
∫
[a,b]
Im〈ψ,GCl,k(E + iǫ)ψ〉dE
)
≤ ǫ
s−1
π/4
E
(∑
ψ∈Bω
∫
[a,b]
∥∥GCl,k(E + iǫ)∥∥sdE)
≤ Nǫ
s−1
π/4
∫
[a,b]
E
(∥∥GCl,k(E + iǫ)∥∥s)dE.
We now use l ∈ N+1/2 and obtain by covering Cl,x with unit cubes the estimate
‖GCl,x(E + iǫ)‖ ≤
∑
x,y∈Λl,k
‖χxGCl,k(E + iǫ)χy‖. We use further the estimate
(
∑
an)
s ≤∑ asn for s ∈ (0, 1) and an > 0 and obtain by using the hypothesis of
the Lemma
E
(
Trχ[a,b](HCl,k)
) ≤ Nǫs−1
π/4
∑
j,k∈Λl,k
∫
[a,b]
E
(∥∥χjGCl,k(E + iǫ)χk∥∥s)dE
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≤ 4π−1ǫs−1N |Λl,k|2 |b− a|C
≤ 4π−1ǫs−1CWeyl|Cl,k|md/2|Λl,k|2|b− a|C.
We minimize the right hand side by choosing ǫ = b−a and obtain the statement
of the lemma. 
Proof of Theorem B.7. First consider the case where |I| ≤ 1. In order to prove
the theorem we first verify the hypothesis of Proposition B.9. Let l ∈ 3N+ 3/2
and k ∈ Zd. Note that Cintl,k and Coutl,k can be covered exactly by unit cubes. By
assumption we have
E
(∥∥χoutl,k GCl,k(E + iǫ)χintl,k∥∥s) ≤ ∑
x∈Λl,k\Λl−1,k
∑
y∈Λl/3,k
E
(∥∥χxGCl,k(E + iǫ)χy∥∥s)
≤ 2d(2l)d−1(2l/3)dCe−µ(l−1− l3)
= 2d(2l)d−1(2l/3)dCeµe−
2µ
3
l
Hence the hypothesis (i) of Proposition B.9 is satisfied with an l-dependent
constant C. In view of Ineq. (B.7) we see that this volume dependence does not
change the statement of Proposition B.9 in a quantitative way. Hypothesis (ii)
of Proposition B.9 is satisfied by Lemma B.10 since |I| ≤ 1. Since l ∈ 3N+ 3/2
and k ∈ Zd were arbitrary, we infer from the conclusion of Proposition B.9 that
for any p > 0 there is an l˜, such that for all l ∈ 3N + 3/2 with l ≥ l˜ and all
x, y ∈ Zd with |x− y|∞ ≥ 2l + diamΘ + 1 we have
P
({ω ∈ Ω: ∀E ∈ I : Cl,x or Cl,y is (µ/12, E)-regular}) ≥ 1− l−2p. (B.8)
Roughly speaking, Ineq. (B.8) is the typical output of the multiscale analysis.
That Ineq. (B.8) implies exponential localization is a well known fact. For the
classical Anderson model on Zd this was implemented in [vDK89]. For the case
of alloy-type models with a single-site potential supported on the unit cube
we refer to [Sto01]. A generalization to models with a bounded support of the
single site-potential is straightforward, cf. Theorem 3.33. For the non-compactly
supported case, including our model as a special case, this implication was
shown in [KSS98]. In particular, all the mentioned papers consider models with
a non-negative single-site potential. However, the assumption that the single-
site potential is non-negative is not used, and so the existing proofs of this fact
apply directly to our setting. Hence, we obtain for almost all ω ∈ Ω that Hω
exhibits exponential localization in I.
In the case where |I| ≥ 1, we can cover I by countable many intervals with
length smaller or equal one. Since a countable intersection of sets with measure
one has full measure, we obtain the statement of the theorem. 
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We consider a family self-adjoint operators Hω : ℓ
2(Zd)→ ℓ2(Zd) given by
Hω = −∆+ λVω, ω ∈ Ω.
Here ∆ denotes the discrete Laplacian and Vω is a multiplication operator by
the function
Vω(x) =
∑
k∈Zd
ωku(x− k),
and λ > 0 measures the strength of the disorder. We assume that ω = (ωk)k∈Zd
is a sequence of independent identically distributed random variables, each dis-
tributed according to a probability measure ν on R with compact support, and
the single-site potential u is a function in ℓ1(Zd;R). The family of operators
Hω, ω ∈ Ω = ×k∈ZdR, is called discrete alloy-type model. We also consider the
continuous analogue of the discrete alloy-type model, the alloy-type model, and
use with some abuse of notation the same symbol Hω. Here the Hilbert space is
replaced by L2(R), ∆ denotes the Laplace operator and the fuction u is replaced
by a function U from Rd to R. A precise definition of the models can be found
in Section 2.1 and B.1.
The key feature of both models is that the single-site potential is allowed to
change its sign. As a consequence, the random operators depend, in the sense
of quadratic forms, non-monotonically on the random parameters. However,
the existing methods (multiscale analysis and fractional moment method) for
studying localization phenomena of random operators strongly rely on the fact
that the operator depends monotonically on the random parameters. For this
reason one has to develop further the methods in order to prove localization
despite of the lack of monotonicity.
Concerning the discrete alloy-type model we have the following theses.
(1) [Regularity properties] Localization for random operators on ℓ2(Zd) where
the potential values are not independent have been studied earlier in the
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literature by imposing certain regularity assumptions on the joint distribu-
tion of the random potential values [AM93, vDK91, AG98, Hun00, ASFH01,
Hun08]. These regularity assumptions are not satisfied for the discrete alloy-
type model in general.
(2) [Deterministic spectrum] The spectrum of the discrete alloy-type model
is almost surely a non-random set. The same holds true for the spectral
components (i.e. pure point, absolutely continuous and singular continuous
spectrum). This holds also true for the alloy-type model.
(3) [The deterministic spectrum is an interval] Let supp ν be a bounded
interval. Then the spectrum of the discrete alloy-type model is almost surely
an interval.
(4) [Exponential localization] Assume that Θ = supp u is a finite set, the
measure ν has a density ρ ∈ L∞(R), and the function u satisfies u(k) > 0
for all k at the boundary of Θ (we call this Assumption (C)). Let further λ
be sufficiently large. Then the spectrum of the discrete alloy-type model is
almost surely only of pure point type and the eigenfunctions corresponding
to the eigenvalues decay exponentially.
For the proof of exponential localization for the discrete alloy-type model we
use the fractional moment method. The concept of this method is to control
the expectation value of fractional powers of the Green function Gω(z; x, y) =
〈δx, (Hω − z)−1δy〉 or the finite volume Green function GΛ(z; x, y) = 〈δx, (HΛ −
z)−1δy〉, where Λ ⊂ Zd is a finite set andHΛ denotes the natural restriction ofHω
to ℓ2(Λ). The main goal of the method is to show the so-called fractional moment
decay from which exponential localization follows by separate arguments.
(5) [Fractional moment decay] Let Assumption (C) be satisfied and λ be
sufficiently large. Then the discrete alloy-type model satisfies a so-called
fractional moment decay. This means that averaged fractional powers of
the Green function decay exponentially.
(6) [Fractional moment decay implies exponential localization] Let Θ
be a finite set. Then the fractional moment decay implies exponential lo-
calization, i.e., the discrete alloy-type model has almost surely only pure
point spectrum and the eigenfunctions corresponding to the eigenvalues de-
cay exponentially. Let us note that this implication does not rely on the
assumptions that the single-site potential has fixed sign at the boundary of
its support and that the measure ν has a density.
For a proof of the fractional moment decay one typically first shows the bound-
edness of an averaged fractional power of Green’s function, called the a priori
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bound. Via a decoupling argument one then shows the so-called finite volume
criterion from which the fractional moment decay follows directly in the case of
sufficiently strong disorder using the a priori bound.
(7) [A priori bound] If Assumption (C) is satisfied, the expectation value of
fractional powers of the Green function is bounded, where the expectation
is only taken with respect to finitely many random variables. Moreover, the
upper bound depends in a quantitative way on the disorder parameter λ,
and the bound gets small if the disorder gets large.
(8) [Finite volume criterion] The discrete alloy type model satisfies a finite
volume criterion if Assumption (C) is satisfied. This is a criterion which
permits us to conclude fractional moment decay from some boundedness
condition of the finite volume Green function.
There is an alternative a priori bound to the a priori bound from theses (7).
However, it is not applicable to show a finite volume criterion, since the average
over the randomness is non-local.
(9) [Another a priori bound] Let Θ be a finite set and
∑
k u(k) 6= 0. Then the
expectation value of fractional powers of the finite volume Green functions
is bounded uniformly in the volume, and the bound gets small if the disorder
gets large.
If one pursues a proof of exponential localization not via the fractional moment
method but using the multiscale analysis, then there is a need for a Wegner esti-
mate. A Wegner estimate is an estimate on the expected number of eigenvalues
of a finite volume operator in some energy interval I.
(10) [Wegner estimate, discrete alloy-type model] Let the measure ν have
a density ρ of finite total variation and that u decays exponentially. Then
the discrete alloy-type model satisfies a Wegner estimate. This Wegner
estimate is suitable for a proof of localization according to the multiscale
analysis.
Let us now switch from the discrete alloy-type model to the alloy-type model
on L2(Rd) with sign-changing single-site potential. In analogue of theses (10)
and (6) we have the following.
(11) [Wegner estimate, alloy-type model] Assume that the measure ν has a
density ρ of finite total variation and U is a generalized step-function with
an exponentially decaying convolution vector. Then the alloy-type model
satisfies a Wegner estimate. This Wegner estimate can be used for a proof
of localization via multiscale analysis.
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(12) [Fractional moment decay implies exponential localization] Con-
sider the alloy-type model with a single-site potential of compact support.
Then the typical fractional moment decay implies exponential localization.
Note that there is no additional assumption on the measure ν and that the
single-site potential may change its sign arbitrarily.
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