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Abstract 
One of the most common ways in which we experience environments acoustically is 
by listening to the reflections of our own voice in a space. By listening to our own voice we 
adjust its characteristics to suit the task and audience. This is of particular importance in 
critical voice tasks such as actors or singers on a stage with no additional electroacoustic or 
other amplification (e.g. in ear monitors, loudspeakers, etc.). Despite the usualness of this 
situation, there are very few acoustic measurements aimed to quantify it and even fewer that 
address the problem of having a source and receiver that are very closely located. The aim of 
this thesis is to introduce new measurement transducers and methods that quantify correctly 
this situation. This is achieved by analysing the characteristics of the human as a source, a 
receiver and their interaction in close proximity when placed in acoustical environments. 
The characteristics of the human voice and human ear are analysed in this thesis in a 
similar manner as a loudspeaker or microphone would be analysed. This provides the basis 
for further analysis by making them analogous to measurement transducers. These results are 
then used to explore the consequences of having a source and receiver very closely located 
using acoustic room simulation. Different techniques for processing data using directional 
transducers in real rooms are introduced. The majority of the data used in this thesis was 
obtained in rooms used for performance.  
The final chapters of this thesis include details of the design and construction of a 
concentric directional transducer, where an array of microphones and loudspeakers occupy 
the same structure. Finally, sample measurements with this transducer are presented. 
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Chapter 1 – Introduction 
The overarching topic of this dissertation is concerned with the following situation: a 
human emitter produces sound using his/her vocal apparatus, the sound enters an 
environment, the environment affects the sound, the sound returns to the emitter. Figure 1.1 
illustrates this situation. 
Figure 1.1 Simplistic sketch of a human speaker in space where sound is emitted from the mouth and 
received back at the ears. 
This situation can be expressed as signal operations on continuous time signals: 
     (1.1) 
where y(t) is the signal arriving back to the emitter, x(t) is the signal being emitted, * is the 
convolution operator and h(t) can be thought of as a filter acting on the emitted signal, 
transforming it before it arrives back to the emitter ears.  
We can further decompose the response of h(t) into its different acoustic paths [1]. 
This is illustrated in Figure 1.2 and can also be expressed using a mathematical representation 
for clarity. 
    (1.2)   
where h(t) is the filter acting on the emitted signal, hbc is the filtering due to bone conduction, 
hdp is the filtering due to the direct path from the mouth to the ears and hrr is the filtering due 
to the room response. Out of these three paths, the first two can be considered constant and 
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will be briefly reviewed for completeness. The third path will be the main subject of this 
dissertation. This problem is commonly referred to as the sound of one’s own voice or 
autophony [1]-[7]. 
 
Figure 1.2 The three paths of sound conduction for one’s own voice. Bone conductions represented 
by red arrow, direct air conduction represented in blue and environmental reflections represented by 
green arrow. 
1.1 One’s own voice sound conduction 
There are two factors in the perception of the sound of one’s own voice which are: the 
bone conducted sound and the air conduction path that the sound follows from the mouth to 
the ears, including own body related reflections. These will not be covered in great detail in 
this dissertation, but they are briefly reviewed in this section. The final path, the environment 
reflections are the main focus of this thesis. 
1.1.1 Direct air conducted sound 
An early experiment by Dunn and Farnsworth, published in 1939, [8] examined the 
radiation of a human speaker, measured around a sphere centred at the talker’s mouth. This 
study provided an indication of the sound pressures to be expected at a radius of 30 cm. 
While not completely describing the direct path from mouth to the subject’s ears, this study 
provided an interesting contribution to the topics discussed later in this dissertation. In that 
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study the researchers covered the mouth of the speaker with a sound absorbing lined box and 
repeated the measurements. They found that the radiation from the chest and throat has a 
negligible effect on the sound field at frequencies higher than 500 Hz and a reduced effect in 
lower bands ranging from 5 dB for the 63 Hz band, 2 dB for the 125 Hz band and 1 dB for 
the 250 Hz band. These results were all measured directly in front of the speaker. In a 
measurement made directly at the rear they found that the reduction in levels were 1 dB for 
the 63 and 125 Hz band and approximately 0.5 dB for the 250 Hz band.  
Williams and Barnes [9] measured the spectra of voice signals from a human speaker 
to his/her ears. The motivation behind that study was deriving appropriate levels for 
telephonic sidetones. Following this, the measurements were made with a telephone earcap 
positioned on the subjects’ ears. While they state that the earcap had an acoustic leak, 
providing an unoccluded path to the ear, this set of measurements has significant differences 
from later studies made in unoccluded ears.  
Pörschmann [1] provides measurements of the transfer function between a subject’s 
mouth and their own ears for several subjects. In these measurements a signal (the subject’s 
voice) recorded 40 mm in front of the speakers’ lips is compared to the signal recorded 5 mm 
inside the ear canal. The amplitude response of the transfer function indicates the frequency 
dependent direct sound transmission between the speaker’s mouth and her/his ears. Figure 1.3 
shows the results from the average of all subjects obtained from these measurements. From 
this average we can see that there is a slow roll off from low to high frequencies up to about 5 
kHz where the levels decay rapidly. There are two nulls in the response at around 900 Hz and 
2.7 kHz and two peaks at about 1.8 kHz and 4 kHz. The diffraction of sound around the head 
creates typical path lengths resulting in wave additions and cancellations. These additions and 
cancellations are the cause of the peaks and nulls seen in Figure 1.3. The results presented in 
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that study provide a reliable indication of the spectrum of the sound of one’s own voice to 
one’s own ears in anechoic conditions. 
 
Figure 1.3 Amplitude response of the transfer function between mouth and ear measurement 
positions (data from [1]). 
1.1.2 Bone conducted sound 
In experiments as early as 1949 [2] the individual contributions of direct airborne and 
bone conducted sound were examined independently. To isolate the influence of airborne 
sound, Békésy attached cotton filled tubes over the ears of the subject. The tubes were 
attached over sponge rubber cushions to create an airtight fit. In his experiment, Békésy 
asked the subjects to match the loudness of their voice to a bone conducted 1000 Hz tone, 
conducted from the middle of the forehead. In his findings from a study with four subjects he 
reports: “The attenuation due to eliminating air conduction is about 6 dB”. This lead Békésy 
to the conclusion that the magnitude of the air conducted and the bone-conducted 
components are of equal magnitude. 
More recently Pörschmann [1], identifying the impossibility of making a direct 
measurement of bone conducted sound, employed sound masking from the subjects’ own 
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voice in relationship to a stimuli presented via loudspeakers. Pörschmann explains how the 
threshold differences for two sounds in presence of the same masker correspond directly to 
loudness level differences. The two situations that Pörschmann presented were: a) a masker 
in the presence of a subject speaking, b) a masker in the presence of calibrated recordings of 
the subject’s voice to exclude bone conducted sound. By comparing the subject’s responses 
in these two conditions, Pörschmann derives the amplitude response of the bone conduction 
transfer function. According to this study bone conduction dominates sound conduction from 
one’s own voice from 700 Hz to 1200 Hz. Figure 1.4 shows the averaged results for voiced 
and unvoiced phonemes obtained from that experiment. 
 
Figure 1.4 Amplitude response of the bone conducted sound from one’s own voice (data from [1]). 
One of the attractive features of the study by Pörschmann is the simplicity of the 
information presented. However, variations should be expected for different phonemes as the 
voice apparatus morphology changes which in turn influences all structures around it. For an 
in depth review of different phonemes the reader is referred to the study by Reinfeldt [5]. 
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1.1.3 Reflected sound 
Leaving aside the direct air conducted sound and the bone-conducted sound we can 
treat the human source and receiver as we would any other acoustic sources and receivers in 
enclosed spaces. Following this, we can study the human voice producing apparatus as an 
acoustic source with a certain directivity pattern and frequency response. Similarly, the 
human ear can be analysed as an acoustic receiver with a certain directivity pattern and 
frequency response. A detailed analysis of these is presented in Chapter 2. 
We can then place these acoustic sources and receivers with known acoustical 
properties in an environment where reflections occur. The study of this follows typical room 
acoustics theory (e.g. [10]). An analysis of this situation is presented in Chapter 3. 
1.2 Speakers adapting to their environment  
When engaged in a verbal task, as speakers, we vary the characteristics of our voice 
depending on the task and the environment. This happens most of the time as an instinctive 
response to the environment rather than a deliberate act. There are several reasons to adapt 
our vocal output to the environment.  
One of the most evident and well-studied compensations occurring when speaking in 
different situations is the adjustment of vocal effort to compensate for noise in the 
environment. This was first systematically studied by Lombard [11]. In their review, Lane 
and Tranel [12] found an increase in voice level of 0.5 dB per each additional dB of noise. 
Recent studies have also found that vocal production strategies change with increasing 
background noise levels; speakers in high noise environments alter their vocal production 
strategies and produce utterances with higher intelligibility [13]. 
Another obvious source of variations in vocal output is the distance from talker to 
listener. As the distance from a talker to a listener increases we can expect to observe 
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variations in vocal effort, fundamental frequency of speech content and speech production 
rhythm (e.g. at greater distances the length between pauses increases) [14]-[16].   
Finally, another environmental factor that can introduce changes in vocal production 
is the acoustical characteristics of the room in which the talker is situated. In an early study 
by Black [17] it was shown that speakers had a general tendency to increase their vocal 
output in low reverberant or ‘Dead’ rooms compared high reverberant or ‘Live’ rooms. More 
recently it has been shown that the vocal output is related to the overall level of reflections as 
experienced by the talker [4], [18], [19]. 
1.3 Room acoustical parameters with a focus on performers and talkers 
In spaces without sound reinforcement, the performance of a talker or singer is 
influenced by the acoustic conditions on stage. Several studies linking musician’s 
impressions of stages and acoustic conditions on stage have appeared over the last few 
decades, (for a thorough review on the subject see Gade [20]). Advances in stage acoustics 
understanding have led to stage support metrics adopted as an appendix to the international 
standard ISO 3382-1 Acoustics – Measurement of room acoustic parameters [21]. These 
metrics are referred to as STEarly and STLate. The metrics included in this standard have their 
origins in the stage acoustics investigations conducted by Gade [22], [23], and later revisions 
also by Gade [24]. In these studies, it was found that a common acoustical characteristic of 
stages as experienced by musicians was the feeling of ‘Support’ and that this parameter had a 
strong correlation with the early energy of impulse responses measured on stage. STEarly 
describes the ratio of reflected energy, in an impulse response measurement, received by a 
microphone positioned 1 m from the source during the time interval from 20 to 100 ms to the 
direct energy produced by an omnidirectional source. Following ISO 3382-1, this can be 
expressed as: 
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   (1.3) 
where p is the pressure at time instance t. This metric is typically related to ensemble 
conditions on stage. 
STLate describes the ratio of reflected energy received by a loudspeaker and 
microphone in the same configuration as STEarly for the time interval between 100 and 1000 
ms. This later parameter is typically associated with the perception of reverberance. 
Following ISO 3382-1, this can be expressed as: 
    (1.4) 
where p is the pressure at time instance t. This metric is typically related to the perceived 
reverberance on stage. 
These metrics provide a useful general assessment of the acoustical conditions on a 
stage [25]. It should be noted however, that studies by Marshall et al. [26] (in abstract) found 
that instrumentalists playing as an ensemble and instrumentalists playing as soloists differ in 
the acoustic characteristics they find as supportive. Linking the ISO 3382-1 parameters to 
these studies it could be said that STEarly is better for predicting preference of musicians in 
ensemble. STEarly plays a role in predicting preference for soloists but STLate plays a larger role. 
Further studies by Marshall and Meyer [27] with singers in solo and ensemble conditions 
found that the main factor effecting singer’s preferences was reverb (STLate). Early reflections 
do play a role but this is dominated by the reverberant component. This for ensemble and 
soloist conditions. 
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In regards to acoustic support for vocal tasks in smaller spaces, the parameters 
proposed by Brunskog et al. [18] and the revision by Pelegrín-García [28] provide a way of 
linking vocal support to room acoustics. The parameter termed voice support (STV) is closely 
related to stage support, in that it relates the energy received by the talker in the form of room 
reflections to the sum of the early energy produced by a talker. The early energy in this 
measurement is considered as the level produced by the direct acoustical path from mouth to 
ear. Measurements using this metric are recorded with a Head and Torso Simulator (HATS) 
using the mouth of the mannequin as the source and the ears of the same mannequin as the 
receiving microphones. STV can be expressed as follows: 
    (1.5) 
where p is the pressure at time instance t. D indicates the direct airborne path and I indicates 
the indirect sound as captured by a HATS.  
Pelegrín-García et al. [19] demonstrated that the amount of ‘amplification’ provided 
by the room for a speaking subject (expressed as STV  and the associated parameter of room 
gain, GRG) influences the vocal effort by the talker.  
STEarly and STLate have had wide acceptance since their inception, and remain the 
preferred method for stage acoustic measurements. STV appears to be a viable solution to the 
problem of measuring the influence of room acoustics in voice related tasks. Nonetheless, 
these measurements assume that only the energetic ratio of early to late parts of an impulse 
response is critical, disregarding any spatial and temporal details. It should be noted that the 
measurement of STV requires an anthropomorphic transducer, providing more realistic 
directivity characteristics to the measurement. However, besides the directional amplification 
effects that the mannequin might have [29], the end results do not quantify the spatial and 
temporal distribution of reflections.  
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In an early study with instrumentalists [26] the influence of spatial reflections was 
included in experimental setups without being directly incorporated in the analysis of 
preferences.  In these studies, simulated reflections were produced using loudspeakers to the 
sides, back and above of the test subjects. In this study level and delay of reflections were 
varied to produce different virtual room sizes. This experimental condition links the arrival 
time, level and direction of reflections, making it hard to separate the influence of level and 
delay and the influence of spatial distribution on preference.  
Studies have been conducted that relate the preferred timing of a single reflection to 
the Auto Correlation Function (ACF) of the singer’s own voice [30] and of the musical piece 
being played [31]. Studies have also been conducted that show that the arrival time of a 
reflection has no dependence on the arrival angle [32]. However, it is difficult to extend the 
applicability of these results to complex soundfields that include more than one reflection.   
One of the few studies examining the influence of the temporal and spatial 
distribution of reflections was conducted by Marshall and Meyer [27]. This study was 
conducted in an anechoic chamber using four loudspeakers to reproduce discrete reflections 
from the ceiling, sidewalls and back wall, plus another three loudspeaker reproducing a 
reverberant field. In that study, the temporal pattern of discrete reflections within an impulse 
response was based on the dimensions of physically plausible stages. The study reported 
results in terms of the onset of the first reflections. Comments are made in this study of two 
extremely adverse conditions due to spatial distribution of reflections. However, besides 
these obvious unfavourable conditions, no further comments are made in regards to spatial 
distribution of reflections and preference. 
Similarly, Dammerud et al. [33] point at the importance of the direction of early 
reflections and correlate architectural configuration to preference on stage. Dammerud [34] 
proposes new metrics based on the width, height and depth of stages as well as early decay 
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time (EDT). Although Dammerud’s result suggest that particular ratios of width, height and 
depth are better predictors of good stage support, these guidelines are difficult to generalize 
to other spaces, which were not tested within that research [20].  Furthermore, they offered no 
analysis of the discrete spatial and temporal characteristics of reflection patterns.  
Recently, additional measurement methods to characterise the acoustical response of 
the sound of one’s own voice in rooms have been proposed by Cabrera et al. [6], [35]. The 
measurement method in questions is named Oral Binaural Room Impulse Response (OBRIR). 
This method uses the mouth loudspeaker of a HATS and the microphones at the ears of the 
same HATS as transducers of an impulse response measurement. By rotating the HATS by 
means of an electronically controlled turntable, a scan of the room is achieved. From these 
measurements several metrics might be derived. In those publications the authors show 
variations that exist in room gain (GRG), interaural level difference (ILD) and interaural cross-
correlation (IACC). This measurement method provides a good representation of acoustic 
conditions in a room as experienced by a talker/singer. However, it would be impossible to 
extract and analyse separately the directional characteristics of the source and receiver as well 
as the directional characteristics of the resulting soundfield shaped by the room reflections.  
1.4 Restating the question of singers/speakers in rooms listening to their own voice 
There seems to be considerable discrepancies in the correlations linking acoustical 
parameters and perceptual evaluations of stages from study to study as evidenced by the 
failure to replicate results from some of the more thorough studies in the area [20], [34]. Also, 
as corroborated by vocal studies [26], [27], perhaps the acoustical qualities that 
singers/talkers find agreeable are highly dependent on the task. Furthermore, there is 
evidence that the spatial distribution of reflections can have an influence on preferences of 
performers on a stage [27], [34].  
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There seems to be a disconnection in the line that is traced from conducting 
preference studies in particular circumstances (i.e. anechoic chambers, different instruments, 
solo/ensemble) to the formulation of succinct acoustical parameters and their use in trying to 
predict preferences in general situations. As an example of this Chiang et al. [36] performed 
subjective tests and objective measurements in a variable stages with solo and ensemble 
performers using different instruments. Correlations between subjective responses and 
measured parameters agreed for some instruments but not for other. Similar results can be 
found elsewhere in the literature [37], [38].  
The work presented in this thesis is framed by a specific case, which is: a solo 
singer/talker on stage where his/her voice is the acoustic signal of interest (with its directional 
characteristics included) and his/her ears are the acoustic receiver (with their directional 
characteristics included). Under this overarching topic this thesis aims to understand what are 
the differences in acoustical measurements that we can expect as deviations from this 
situation occur. Some of the deviations analysed in this thesis include: separating the source 
and receiver in space, using sources and receivers that do not have the directivity 
characteristics of the human voice and ear and inter-subject variations that exist across 
different subjects. 
Following this, the hypotheses in this thesis are: 
 There are variations introduced in typical measurements of stages that do not 
taken into account the physical characteristics of singer. These variations can be 
quantified in terms of physical measurements as well as perceived attributes. 
 The influence of the environment can be incorporated in further studies of stages 
by analysing the directional characteristics of the resulting soundfield. 
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It should be noted that the overall topic of this thesis is not deriving preferences of 
soundfields by singers/talkers but providing new tools that can be used in subsequent studies 
to gain a better understanding. 
1.5 Organisation of contents 
The second chapter provides a thorough analysis of the directivity of the human voice 
while the third chapter provides a similar analysis for the directivity of the human ear. 
Regarding the directivity of the human voice, sets of data from several studies under different 
conditions and for different vocal tasks are compared. Measurements of a HATS using 
several mouth apertures are presented and compared against the available human data. This is 
followed by an analysis of a head-related impulse response (HRIR) database. The approach 
taken is similar to that of acoustic transducers. Variations across subjects are examined and 
the consequences this might have in terms of room acoustical measurements. 
In the fourth chapter the variations in room acoustical measurement that exist due to 
different directivity characteristics of the source and receiver are explored using room 
simulation methods. Other variations are also explored including the variations that exist in 
room acoustic parameters when the distance between source and receiver vary. 
Chapter five includes new measurement methods of stages developed during the 
preparations of this thesis. Building upon the findings of previous chapters, variations of 
spatial distribution of reflections are examined in several spaces. An anthropomorphic 
measurement method with typical transducers is introduced. 
Chapter six describes the design and construction of a new transducer that closely 
mimics the directivity characteristics of a human source, while at the same time allowing for 
the analysis of the directional characteristics of the resulting soundfield. Finally, chapter 
seven includes sample measurements made with this transducer. 
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Chapter 2 – The directivity of the human voice 
In order to gain a better understanding of the problem of human speakers listening to 
their own voice in space, it is worth understanding what are the physical characteristics of the 
human speaker as a source and a receiver as well as the implications that this has in relation 
to room acoustics. It should be noted that a human speaker will not radiate sound equally in 
all directions; furthermore, the radiation pattern will change with respect to frequency. It is 
also important to note that the human ear is not an omnidirectional receiver. Moreover, 
having two ears gives humans the innate ability to compare the signals arriving at the two 
ears, leading, amongst other things to spatial hearing.  
This chapter and the next deal with the acoustic characteristics of the human voice 
and human ear. The principal aims of these chapters are the following: 
 Understand what are the characteristics of the directivity of the human voice and 
ear. 
 Understand what is the variability across subjects in terms of directivity of the 
human voice and ear. 
 Understand the feasibility of an ‘average’ directivity of the human voice and ear. 
2.1 The directivity of the human voice 
It is hard to think of a situation when we produce a vocal output which is not targeted 
towards a listener (whether this listener is someone else or ourselves). Presumably, the 
directivity of the human voice will impact the efficacy of the message to be conveyed with 
our vocal output. When listening to a talker or singer, there is a clear advantage in positioning 
oneself in front of the emitter. This points at an evident direction of maximum output.  
Detailed analysis of the complete directivity pattern of the directivity of the human 
voice has proven useful for different applications. To name a few applications, measurements 
of the directivity of the human voice have been made associated to computational acoustic 
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models [39], [40], performing arts including singing [27], [41], [42] and theatre [43], speech 
transmission index [44], speech transmission in architectural acoustics [45], voice power 
calculations [8], artificial mouths and test human speakers [8], [46]-[48]. 
2.2 Published studies of the directivity of the human voice 
In this section a comparison of published results is made. This is with the aim of 
understanding if there is a consensus regardless of measurement method and place as well as 
understanding if the voice directivity changes in different vocal tasks. Measurements made 
with artificial mouth simulators are also included. 
In 1939 Dunn and Fansworth [8] published one of the earliest papers examining the 
directivity of the voice around the head. In that study root mean square (RMS) pressure 
measurements were performed around the head of one seating individual in an anechoic 
chamber, reciting a set of sentences. Measurements were performed at a distance of 0 (at the 
lips), 5, 10, 15, 30, 60 and 100 cm. Measurements were made in 45 degree intervals 
horizontally at an elevation of -45, 0 and 45 degrees. Other measurements at additional angles 
can be found for some distances in their paper as well. Twelve frequency bands and an 
aggregate measurement were used. It is important to notice that the twelve bands used in this 
study are somewhat atypical to modern standardized frequency bands.  
Flanagan [46] measured the directivity of a standing up fully clothed, life-size 
mannequin. The mannequin was fitted with a horn driver unit. Measurements were made at 
250, 500, 1000 and 2000 Hz at a distance of 30.5 cm. Sound pressure measurements were 
made at intervals of 10 degrees in the horizontal plane around a circle and at intervals of 10 
degrees in the median plane from -60 to 180 degrees, all with the centre of the lips as the 0 
degree origin coordinate in the horizontal and median planes. 
Olson [48] also measured the directivity of an artificial voice simulator, more akin to 
commercial models available nowadays (e.g. B&K Type 4128C Head and Torso Simulator). 
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His artificial voice simulator only included a basic representation of the chest, shoulders and 
head. The head was fitted with a two-way loudspeaker system, capable of reproducing high 
and low frequencies separately. He measured the directivity of the simulator in the horizontal 
plane in 45-degree intervals and in the median plane in 45-degree intervals from -45 to 90 
degrees, with an additional measurement at -22 degrees. He reports his results in averages of 
third-octave intervals from pure tone measurements. His results are compared and agree with 
the measurements from Dunn and Fansworth [8]. 
Moreno and Pfretzschner [49] performed measurements in third-octave bands of 10 
male subjects while speaking. Their measurements were performed in 1/3 octave bands in the 
horizontal and median planes. It should be noted that the data used for analysis in the present 
thesis was compiled based on the data as appears in Chu and Warnock [45]. 
Studebaker [50] measured the directivity of male and female speakers in the 
horizontal plane, however, his results are only reported as broadband measurements and, for 
this reason, not included in the analysis in this section. 
Chu and Warnock [45] report the most comprehensive measurements of the 
directivity human subjects while speaking to date. They performed measurements of the 
directivity of 40 seated subjects (20 male, 20 female) while talking for 40 seconds. 
Measurements were performed at 15 degree intervals in the horizontal plane and 
approximately 20 degree interval in the median plane from -60 degrees to 210 degrees in the 
median plane. Results are presented in 1/3 octave bands from 160 to 8000 Hz. They also 
report measurements of a Brüel & Kjær Head and Torso Simulator (HATS) using the same 
microphone positions. It should be noted that all measurements are of seated subjects. 
Parati and Otondo [39] measured the directivity of one soprano in an anechoic 
chamber while singing isolated tones in two octaves. Results are presented for sound pressure 
averages in four octave bands from 500 to 4000 Hz. Measurements were made with a 
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resolution of 10 degrees covering the full circle in the horizontal plane and from -40 degrees 
to 220 degrees in the median plane.  
Halkosaari [47] measured the directivity of human speakers and artificial mouths in 
the near field. His study was aimed at providing information to improve near-field 
microphony in telecommunication tasks. The main interest of that monograph is near-field 
directivity patterns and therefore the results of that study are not used in any of the 
subsequent analyses. 
Katz and d’Alessandro [42] performed measurements of one professional opera singer 
in several situations. The measurements were performed while singing different vowels, in 
different intensities (fortissimo, forte, mezzo forte, piano) and with different projection styles. 
Results are presented in 1/3 octave bands, with measurement positions approximately 8 
degrees apart in the horizontal plane. 
Cabrera et al. [41] measured the long-term horizontal directivity of opera singers in an 
anechoic chamber, a reverberant room and a recital hall. The singers were asked to sing in 
four different manners: with special attention to intonation, in a performance setting, 
imagining being in a large auditorium and imagining being in a small theatre. Measurements 
were performed in 15 degree intervals for the frontal hemisphere and 30 degree interval for 
the back hemisphere. Results are presented in two frequency bands 0–2 kHz and 2 to 4 kHz. 
Monson et al. [51] measured the directivity of 15 subjects (8 female, 7 male) while 
talking and singing. Their study focused on correctly capturing the high frequency directivity 
of the voice. Measurements were made at 15 degree intervals from 0 to 180 degrees assuming 
left right symmetry. Results are reported based on long-term average spectrum in octave 
bands. In that study participants were asked to speak and sing, both conditions also in three 
different levels. 
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2.1.1 Analysis of voice directivity in terms of horizontal pressure distributions 
While the measurement methods in all these studies differ, it is possible to compare 
and perform analysis searching for commonalities and differences. One of the characteristics 
interesting to this study is how does the directivity of the human voice differs with different 
tasks, i.e. singing versus speech. Another reason for this analysis is the validation of high 
resolution measurements conducted with a Head and Torso Simulator (HATS) at the 
anechoic chamber of the University of Sydney. These measurements are to be used in later 
parts of this thesis.  
All the studies presented in the section above focus their attention on two planes: the 
horizontal and median planes, both with the centre of the mouth as the focal point. There are 
some exceptions where the directivity was measured at higher resolution intervals (i.e. [45], 
but for comparison purposes only the horizontal and median planes will be used. 
A summary of the results considered for analysis is presented in Table 2.1. 
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Table 2.1 Summary of voice directivity studies 
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From the outset, the results presented by Parati and Otondo [39] differ by 
approximately 10 dB in the common measurement points for the horizontal and median 
planes (0 azimuth, 180 elevation), pointing at errors in their measurements and disqualifying 
their results for further analysis. 
If we assume that the measurement methods in these studies did not introduce non-
linearities, we are still left with big differences in the way that the results are presented. If we 
assume that all measurements were performed in far field conditions, we are left with 
differences in term of frequency resolution, frequency bandwidth and spatial resolution. In 
order to be able to compare all these results meaningfully, data interpolation will be 
performed. In order to understand the best interpolation method, tests on data sets with higher 
resolution were performed.  
Using six sets of data (high angular resolution) reported by Monson et al. [51] and 
four sets of data (high frequency resolution) reported by Chu and Warnock [45], tests on the 
best interpolation method were performed. The aim was to assess which interpolation method 
would be best at reproducing high-resolution data when using a limited set of samples. The 
interpolations methods used are some of the most common interpolation methods used in 
digital image processing [52], [53, pp. 104–108]. Namely these methods are: linear 
interpolation, nearest neighbour interpolation, spline interpolation (cubic interpolation), cubic 
convolution and piecewise cubic Hermite interpolation (PCHIP). All these methods are 
available within the MATLAB computing environment.  
The high angular resolution data was reduced from 13 to 5 observations, similar to the 
interpolation required when expanding a set of data at 45 degree intervals to 15 degree 
intervals, both in 180 degrees. The high frequency resolution data was reduced from 15 to 5 
observations, similar to the interpolation required when expanding a set of data in octave 
frequency bands to third-octave frequency bands from 200 to 5000 Hz. In the frequency 
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interpolation case, it is assumed that if the chosen interpolation algorithm effectively 
interpolates from high to low resolution data, it will also be effective in interpolating to non-
standardised centre frequencies. The effects of data interpolation for six frequencies can be 
observed in Figure 2.1.  
Figure 2.1 Example of interpolation methods for angular data at different frequencies. 
All interpolation methods are evaluated by comparing the interpolated data to the 
high-resolution data using the Normalized Root Mean Square Error (NRMSE). The formula 
to calculate the Root Mean Square Error (RMSE) is: 
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    (2.1) 
where Xhires are the values from the original high resolution data, Xinterp are the values from 
the interpolation process, n is the number of observations and i is the observation sample. 
Furthermore, we calculate NRMSE with the following formula: 
    (2.2) 
where Xhires, max and Xhires, min are the maximum and minimum values observed in the high 
resolution data. This last step aids in standardising the contribution of all frequency bands. In 
order to provide a single number evaluation of the different interpolation methods, the results 
are averaged for the different data sets and averaged again across all frequencies. The data 
sets tend to have a greater spread at higher frequencies, making the interpolation errors larger 
at higher frequencies. To counteract this effect NRMSE is used instead of RMSE, thus 
minimising the effect of data spread in the results. The Figure 2.2 and 2.3 show the 
implemented error descriptor as a box plot. The notch in the box plots shows the bounds of 
the 95% confidence interval to differentiate medians. It is shown that the cubic convolution 
method provides the best results when interpolating angular information and that linear 
slightly outperforms PCHIP interpolation when interpolating frequency information. 
However, the notches in all but the nearest method overlap for the frequency interpolation 
and all of the notches for the linear, nearest and PCHIP methods overlap in the frequency 
interpolation. This points at differences that are not statistically significant and the results 
may vary depending on the input data. The method with the lowest medians is used to 
interpolate data in subsequent analysis. 
 23 
 
Figure 2.2. NRMSE for angle interpolation. 
 
Figure 2.3 NRMSE for frequency interpolation. 
Using these interpolation methods, we now create a set of data that we can directly 
compare in terms of frequency and angle. For this analysis the data has been interpolated to 
cover the centre frequencies from 125 to 4000 Hz in octave bands and from 0 to 180 degrees 
in 15 degree steps. In order to analyse independent sets of data, when available, particular 
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sets of data have been included instead of general sets (i.e., normal and raised voice data sets 
are included separately instead of one overall average set). 
The following graph shows the entire data set. Differentiation in plotting colours are 
made to distinguish between data sets obtained from singing and speaking tasks. Further 
distinctions are made between data sets obtained from averages and individuals. 
Figure 2.4 Angular data of all data sets analysed at different frequency bands. 
The next step in the analysis is understanding if there are common characteristics in 
the directivity of the voice to differentiate between conditions (e.g. singing versus speaking). 
For this purpose, we use hierarchical clustering based on the correlation matrix (R) obtained 
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from comparing each data set to all the other data sets, independently for each frequency. 
Each entry of the correlation matrix is given by the correlation coefficient between two sets 
of data. The correlation coefficient is given by the following formula:  
     (2.3) 
where r is the correlation coefficient for data sets X and Y, Cov is the covariance of 
data sets X and Y and Var is the variance of each data set [54]. Correlation coefficients have 
a maximum value of 1, indicating complete similarity in the data with a minimum value of 0 
indicating complete difference. Negative values indicate similar data moving in the exactly 
opposite direction (e.g. an upward trending data set compared to a downward trending set 
with the same rate of change). 
We can transform this correlation matrix into a distance matrix if we subtract it from 
1 (i.e. 1-R). This makes data sets with high correlation coefficients ‘closer’ in distance, with a 
minimum of 0 and different data sets ‘further’ with a maximum distance of 1. Clustering is 
performed by pairing data sets that are closer in distance. Furthermore, this new clusters are 
linked to other data sets by using an average linkage method, where the average distance 
between all the points in a cluster is compared to the average distance of all the points in 
another cluster. This clustering method produced the highest Cophenetic correlation 
coefficient, indicating good agreement between the created clusters and the original distance 
matrix [54], [55]. The most common way of presenting cluster analysis results is by using a 
dendrogram. Dendrograms present the clusters produced by the linking process. Additionally, 
we can use different colours on each branch that show a specified distance between clusters, 
facilitating the identification of larger groups. In this case we show different colours for each 
group with a distance corresponding to a correlation coefficient difference larger than 0.1. 
Results are presented as dendrograms and correlation matrices for each frequency. It should 
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be noted that there are less data sets available in the 125 Hz and 250 Hz bands. This is due to 
the absence of energy at these frequencies in the measurements by Cabrera et al. [41] due to 
the signers’ vocal range. 
Figure 2.5 Dendrogram and correlation coefficient matrices for the 125 Hz octave band. 
Figure 2.6 Dendrogram and correlation coefficient matrices for the 250 Hz octave band. 
Figure 2.7 Dendrogram and correlation coefficient matrices for the 500 Hz octave band. 
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Figure 2.8 Dendrogram and correlation coefficient matrices for the 1000 Hz octave band. 
Figure 2.9 Dendrogram and correlation coefficient matrices for the 2000 Hz octave band. 
Figure 2.10 Dendrogram and correlation coefficient matrices for the 4000 Hz octave band. 
After analysing all the results, we can see that the distinction between singing and 
speaking is not a clearly cut one. While the speaking data sets do tend to stand at a closer 
distance between each other, the clustering at the 0.1 correlation distance (or any other 
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correlation distance) does not produce two clearly discernible sets. We can also observe that 
the speaking data sets tend to cluster at closer correlation distances.  
There is a comment that needs to be made at this point on the available data and that 
is that most of the speech directional data comes from averaged data while the singing data 
comes from individual recordings. This points at the great interpersonal variability in the data. 
While this point is obvious on visual inspection, the analysis using correlation coefficients 
systematically confirms this suggestion. This is similar to the findings of Cabrera et al. [41]. 
Perhaps a better way to understand the differences between speaking and singing 
directivities is by analysing the sets of data that have sufficient statistical descriptors to 
understand the variability in the data. These two sets of data are the sets by Chu and Warnock 
[45], where standard deviations from the mean are published and the set by Cabrera et al. [41], 
whose long term average spectra was provided to this author for eight subjects. A useful first 
point of comparison is the evaluation of the average spectra for male and female subjects 
when measured at the 0° azimuth and elevation positions. The comparison of the two 
conditions (speaking and singing) for male and female subjects is shown in Figure 2.11. The 
overall levels produced by thses two tasks are widely different, which should be expected and 
is reported in the aforementioned publications. For the effects of this analysis, the data has 
been normalised to the level recorded at the 1 kHz third-octave band. 
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Figure 2.11 Magnitude response comparison for female and male subjects in singing and speaking 
conditions. 
Before proceeding to the directivity analysis of the two sets of data it is useful to 
derive limits of the analysis based on the spectra measured at the front position. We can see 
that the data at 250 Hz is limited for the singing condition as there is not much level produced 
by the subjects in this range. Therefore, we limit the following analysis to the frequency 
bands from 500 Hz and above. One way to understand the differences in directivity of the 
speaking and singing voice is by plotting the mean with plus and minus ranges based on their 
standard deviations. This is shown in Figure 2.12 to 2.15. 
 30 
 
Figure 2.12 Directivity of speakers and singers with standard deviation range for the 500 Hz band. 
 
Figure 2.13 Directivity of speakers and singers with standard deviation range for the 1000 Hz band. 
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Figure 2.14 Directivity of speakers and singers with standard deviation range for the 2000 Hz band. 
 
Figure 2.15 Directivity of speakers and singers with standard deviation range for the 4000 Hz band. 
To determine if the two sets of data are statistically similar we can perform a 
statistical test such as the t-test. Since we have means, standard deviations and sample 
population sizes for both sets, an appropriate test to conduct is the independent t-test [56]. 
This test shows the probability that two samples have from being statistically different, 
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assuming a normal distribution of the data. For this case, as is common, we set the probability 
significance at 5%. The following table shows the results of such a test, red cells indicate the 
results where the difference has been deemed statistically significant while green cells 
indicate results where the results are statistically similar. 
  
Frequency (Hz) 
  
500 1000 2000 4000 
A
n
gl
e 
(d
eg
) 
15 0.01 0.29 0.99 1.00 
30 1.00 1.00 < 0.01 0.07 
45 0.12 1.00 < 0.01 0.59 
60 0.38 1.00 < 0.01 0.63 
90 0.88 0.85 < 0.01 < 0.01 
120 < 0.01 0.55 < 0.01 0.38 
150 0.38 1.00 0.04 1.00 
180 < 0.01 0.38 < 0.01 0.65 
Table 2.2 Angle dependent t-test results for singing vs. speaking data 
The results of the statistical test do not show a clear picture either. We could say that 
the directivity is not statistically different at 1000 Hz or 4000 Hz, somewhat varied at 500 Hz 
and statistically different at 2000 Hz. In order to understand the consequences of these 
differences we further examine the results using more succinct acoustical descriptors. 
2.1.2 Analysis of directivity in terms of horizontal Directivity Index 
In order to reduce the data to a single number descriptor (albeit one that varies in 
frequency) we turn to techniques commonly used to describe the directivity of numerical 
sources and loudspeakers. Following Beranek [57], the Directivity Factor with respect to 
frequency Q(f) is the ratio of the sound intensity radiated to a specified point, compared to 
the intensity radiated in all other directions of interest (usually a full sphere). If we express 
this number in decibels the descriptor is called the Directivity Index, DI(f). 
If we limit the expression of this quantity to one plane and assume symmetry along 
the origin this becomes a Horizontal Directivity Factor HQ(f) for a continuous circle, which 
is expressed as: 
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    (2.4) 
where p is the pressure around the circle for all angles θ between 0 and π. If we express this 
as decibels it becomes the Horizontal Directivity Index (HDI): 
     (2.5) 
In our case, where we have discrete samples around the circle, the HDI reduces to: 
    (2.6) 
where SPL(θn)  is the mean of the observations around the circle. 
Again, we plot the entire set of results, using different colours to differentiate from 
singing and speaking conditions, averaged and individual data. 
 
Figure 2.16 Directivity index of all data sets under analysis. 
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Overall, there seems to be a trend for the speaking data to have a Directivity Index 
that varies less across frequency. The singing data, especially the individual measurements 
tend to have a greater variation across frequency. Again, we can try to draw conclusions 
based on the data with a higher number of observations (i.e. Chu and Warnock and Cabrera et 
al. [45], [58]). We now plot average Dis for these two sets of data.  
 
Figure 2.17 Directivity index for average singing [41] and speaking [45] data sets. 
Comparing the Directivity Index of the means of these two sets of data shows 
variations especially in the 1000 and 2000 Hz bands. Based on the statistical analysis of the 
previous section this was to be expected for the 2000Hz band, however the results at the 
1000Hz band are surprising, given the statistical similarity of the means in this frequency 
band for the measurements in the horizontal plane. The implications that Directivity Index 
and directivity in general have for architectural acoustics are explored in the following 
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chapter. In the following section we investigate the similarity between measured directivities 
of human speakers/singers and a mannequin commonly used for acoustic characterisations. 
2.2 Comparison of the directivity measurements of human speakers/singers and a Head 
and Torso Simulator (HATS) 
It would seem obvious that direct observation would be the best method to learn 
something about a subject. However, in some occasions, direct observation methods present 
enough complications that an alternative method might be preferred. In our case, there is no 
doubt that the best method to understand and measure the directivity of speakers and singers 
is by measuring as many human subjects as possible. However, measuring human subjects 
presents several obstacles to produce meaningful measurements. First, to guarantee a 
measurement with no spatial uncertainties, the subject needs to stay still. While this can be 
achieved by means of immobilization, the measurements are then made in an unnatural 
scenario. All the measurements presented in the section before are most probably affected by 
either spatial uncertainty or an unnatural measurement setting. Second, as shown by the data 
from Katz and d’Alessandro [42], the directivity is affected by the mouth shape and to a 
lesser extent by the level. This points at the variability that can be introduced in the 
measurements from the selected content to perform the measurements. Finally, the results of 
Chu and Warnock and Cabrera et al. [41], [45] point at the inter-subject variability that exists 
in sets of data captured using the same measurement equipment and method. This leaves us 
with the possibility of either exploring the detailed variations that exist across measurements 
and subjects or creating a set of data derived from available measurement sets. 
The aim of the analysis in this chapter is to provide a set of data that is at the same 
time comprehensive (high-resolution three-dimensional spatial data) and succinct 
(generalizes on vocal tasks). Given the possible causes for variation in vocal directivity 
measurements, generalisation can be derived from averaging sets of data. At this point we 
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have analysed several sets of data for two different vocal tasks. Amongst them, we have used 
two sets for which we have enough statistical information and relatively large sets of subjects. 
These two sets have the advantage that the measurements were made with high-resolution 
horizontal directivity and are reported with high-resolution frequency content. While not 
statistically different at all frequencies and all directions, these two sets of data show the 
differences that exist in the average directivity of large sets of data for two vocal tasks. It is 
worth noting that these differences are larger than the results presented by Monson et al. [51]. 
However, there is no additional statistical data (i.e. standard deviation) in this later study to 
understand the variations present in that set of data and therefore we utilize the data for which 
we have individual measurements.  
 If we use data averaging to condense large sets of data, we then turn to the 
problem of providing high-resolution spatial data. We would like to obtain three-dimensional 
data, while keeping measurement variations at a minimum. There are two possible paths to 
obtain three-dimensional directivity from a subject. In one scenario, the subject is surrounded 
by microphones. In the other scenario the subject or the array are rotated and subsequent 
measurements are performed. The first scenario is very resource prohibitive as can be 
assessed from all the studies presented earlier. Most of these studies present data in a limited 
set of directions (typically the horizontal plane with some exceptions where data is presented 
in the vertical plane). In the second scenario, where the array or subjects are rotated, a new 
set of uncertainties are introduced as the measurement sets are not strictly the same and 
variations in positioning of the subject might be hard to document.  
A common solution to the problem where the directivity of a human needs to be 
represented in a repeatable situation is by using a human simulator. One of the most 
commonly used simulators in acoustics research is the Head and Torso Simulator (HATS). 
Commonly available HATS are fitted with a loudspeaker that, when fitted to the mannequin, 
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resembles the directivity of a human speaker. The study and comparison of these simulators 
to real human speakers has existed for several decades [46], [48]. While there is no standard 
available detailing the response of such a transducer, an International Telecommunication 
Union (ITU) recommendation does specify far field characteristics for such a simulator [59]. 
These type of simulators are commonly used as reference in modern studies of human 
directivity [41], [44], [45], [47].  
For this study the directivity of a B&K 4128C HATS was measured using a high-
resolution spatial grid in the anechoic chamber of the University of Sydney. The HATS was 
measured using a swept sine technique to derive impulse responses [60]. The 4128C is fitted 
with a loudspeaker which, when mounted in the HATS head, produces a directivity pattern 
compliant with ITU-T Rec. P.58. The HATS was mounted on a B&K 5960 controllable 
turntable and positioned at the centre of a microphone array consisting of ten ½” 
microphones spaced vertically in 10° increments. The microphones ranged in elevation from 
0° (directly in front of the mouth) to 90° (directly at the top of the HATS head). The turntable 
was rotated horizontally in 2° intervals. The distance from the microphone fronts to the centre 
of the HATS head was 1.4 m. The reference 0° azimuth and elevation measurement location 
is positioned directly in front of the centre of the mouth aperture.  To measure the lower half 
of the HATS, the microphone array was inverted. The size of the anechoic chamber and the 
HATS mounting device imposed limits on the range of elevations for the lower half 
measurements. Due to this, the lower elevation (-90°) could not be measured. Additionally, 
the -80° and -70° elevations were positions 20 cm closer to the HATS. To account for this, 
the impulse responses from these locations were delayed and scaled assuming free-field 
conditions. 
 38 
 
Figure 2.18 HATS in anechoic chamber with mouth aperture positioned at centre of microphone 
array. 
The standard HATS is fitted with a non-variable mouth aperture. Additional 
measurements were made with a modified HATS [61] using a set of different mouths. The 
mouth shapes and sizes were derived from a set of video recordings of a female opera singer, 
recorded at the Audio and Acoustics Lab of the University of Sydney. The video recordings 
were made directly in front of the subject while singing an excerpt of the aria “L’amour est 
un oiseau rebelle” from the opera Carmen. Sample vowels were extracted from the recordings 
and snapshots taken at the moment of maximum aperture. The mouth contour was then traced 
and scaled so that the head size for the HATS and the opera singer were similar. For 
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comparison purposes, recordings of the same subject while speaking were made and sample 
vowels were extracted in the same manner. Mouths were fabricated and fitted to the HATS 
and measured using the same procedure described above. It should be mentioned here that, 
typically, lips would protrude from the mouth. This has been simplified using a 2-
dimensional profile of the mouth aperture. 
 
Figure 2.19 Mouth shapes fitted to the HATS for singing and speaking vowels. 
The obtained impulse responses are then filtered in octave bands (250 to 8000 Hz) 
centre frequencies). An RMS pressure for each frequency band is then obtained to arrive at a 
single number figure. From this RMS values we can generate full directivity sets of data for 
the different vocal apertures. An example of this for the ‘A’ singing vowel at 2000Hz is 
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presented in the following page. Appendix B includes the full set of illustrations for all 
vowels and frequencies. 
 
Figure 2.20 Directivity pattern for the mouth shaped as a singing A at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
We can also calculate Directivity Indices for these sets of data. We calculate HDI, 
which can be directly compared to the singers’ and talkers’ data presented in the previous 
section, as well as vertical and full sphere DI. An example of this for the singing ‘A’ vowel is 
shown in Figure 2.21. The complete set of plots is included in Appendix B. 
 41 
 
Figure 2.21 Directivity Index as measured with a HATS fitted with an ‘A’ singing vowel mouth. 
While this data might be of interest for further studies (i.e. investigating mouth size 
aperture as a predictor of DI), the main interest of this section is to understand the mouth 
shape that provides a better fit for a generalised study of human directivity in the following 
sections. It should be emphasized that the aim of this section is finding the best match from a 
mouth shape, obtained from specific vowels and vocal conditions, to the long term directivity 
data from two vocal conditions. 
The first step in obtaining an estimator of the best fit is the calculation of correlation 
coefficients using the singing data from Cabrera [41] and the speaking data by Chu [45] 
compared to the horizontal directivity data from each of the mouth vowels and each of the 
speaking/singing conditions. Correlation coefficients are calculated, as in the previous section, 
by comparing the directivity observations at different angles in the horizontal plane in octave 
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bands, expressed as decibels. These correlation coefficients are plotted in Figure 2.22 to 
illustrate the spread in the data. 
 
Figure 2.22 Correlation coefficients comparing measurement of different HATS mouth shapes and 
the averaged speaking and singing data sets. 
In order to arrive at a single number that describes the best fit for the data at all 
frequencies an average of the correlation at all frequencies can be computed. While an 
average of the correlation coefficient (r) values would yield correct relative values there are 
other methods that provide a better overall estimate of r by reducing potential bias towards 
zero in the results [62]. A common method to reduce bias in the social sciences is by 
transforming each value of r into Fisher’s z (z’): 
      (2.7) 
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And then the averaged z’ can be inverse-transformed to r: 
      (2.8) 
Results for the two subject conditions and eleven HATS measurements are presented 
in Figure 2.23. 
 
Figure 2.23 Average r calculated from Fisher’s z for all mouth shapes compared to averaged 
speaking and singing data sets. 
Based on these results we can see that the mouth shape that provides the best fit for 
the long-term directivity of both the singing and speaking subject data is the mouth shaped as 
a speaking ‘U’. The results show that this mouth not only performs better overall, but that it 
also outperforms all the mouths from the 500 Hz to the 4000 Hz octave band in terms of their 
octave band correlation coefficients.  
The advantage of expressing these values as a correlation coefficient is that the 
variance between frequencies is normalised, weighting the influence of each one of these 
frequency bands; however, we should point out some of the drawbacks to this method. One 
of these drawbacks is that we are removed from the original units and therefore it is hard to 
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understand what are the variations that exist in the data expressed as the original units (i.e. 
pressure difference compared to the on axis response). To provide a characterisation of this 
error, Root Mean Square Errors are (RMSE) calculated for each octave band and the results 
presented in Figure 2.24. It should be noted that the lower the RMSE, the closer the 
directivity pattern of each mouth is to the target pattern. 
 
Figure 2.24 RMSE comparing measurement of different HATS mouth shapes and the averaged 
speaking and singing data sets 
The average RMSE for all frequencies is shown in Figure 2.25. It is not surprising to 
find very similar trends in the results given the similarity in calculation methods. However, it 
is useful to illustrate the errors that exist in a quantity that is more familiar in acoustical terms.  
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Figure 2.25 Average RMSE for all mouth shapes compared to averaged speaking and singing data 
sets. 
2.3 Final remarks 
To conclude this section, we have found that the mouth shape that more resembles the 
horizontal directivity for speaking and singing conditions is the mouth shape extracted from a 
vocalised ‘U’ in speaking conditions. This mouth shape provides a better fit in terms of 
horizontal directivity than the original HATS mouth, as factory fitted. The generality of this 
conclusion for speech and singing conditions is surprising given the differences in the target 
directivity responses. However, there are quantifiable differences and this mouth shape is a 
better fit for the speaking condition than the singing condition.  
For the next step a big assumption has to be made given the limited detailed data that 
exists for vertical directivity in the singing condition. This assumption is that the horizontal 
directivity will be a predictor of overall directivity. However, given the requirements of the 
following sections, it has been decided to use the three-dimensional data of these 
measurements as a model for the directivity of the human voice. In the next chapter an 
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investigation of the consequences that this could have in the context of room acoustics is 
explored. 
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Chapter 3 – The directivity of the human ear 
The field of spatial and binaural hearing1 is one of the most active within the acoustics 
and audio research community [63]. Since the publication of Spatial Hearing by Blauert in 
1974 (later revised in 1997 [64]), whose main interest lay on the problem of source 
localisation (including position and distance), the field has considerably grown to encompass 
several applications and disciplines. Amongst some of these we find binaural audio 
reproduction technology [65], virtual reality systems [66], [67], auralisation [68], binaural 
speech intelligibility [69]-[71] and binaural psychoacoustics [72], [73]. 
In this section we leave (most of) the perceptual characteristics of spatial hearing 
aside and focus strictly on the physical characteristics of the human ear. This provides a basis 
for the directivity analyses described in later sections. The analysis presented in here will be 
dedicated to the directivity of one ear and the expected signal relations that occur when a 
second ear is present. 
3.1 Measurements of the directivity of the human ear 
As a sound wave impinges on a human subject, the morphology of the subject will 
alter the path from the wave traveling in the free field to the subject’s ears. The morphology 
features that alter the sound path include larger features, such as shoulders and overall shape 
of the head, and smaller features, such as the shape of the pinna. A combination of frequency 
dependent sound reflection, diffusion and diffraction create a different frequency response 
depending on the source’s angular location and distance. An early publication in this field by 
Shaw showed the magnitude variations that exist across frequency as a source varies in 
position in the horizontal plane [74], [75].  
                                                 
 
1 While a distinction could be made between spatial and binaural hearing, their scope is so fundamentally similar 
that for the purposes of introduction in this monograph they are treated in the same section. 
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The most commonly used descriptor to express the relationship that exists between a 
source in space and the frequency response at the human ear is the Head Related Transfer 
Function (HRTF). The HRTF is a linear filter that completely describes the transfer function 
between a source in space and the pressure it generates at the entrance of the ear canal by 
comparing this response to the response of the same source to a point at the centre of the head 
if the body was not present [76]. Commonly, HRTFs can be derived from Head Related 
Impulse Responses (HRIR) measured around a subject for several positions [77]-[79].  
In order to provide a better understanding of the relationship that exists between the 
spatial characteristics of the human as a source and receiver, we need to systematically 
analyse the characteristics of the human ear.  A viable source of information about the spatial 
characteristics of the human ear is a large HRTF database containing several subjects and 
several measurement locations. For this purpose the CIPIC HRTF database is used [78] in 
this monograph. The CIPIC HRTF database is a publicly available HRTF database consisting 
of measurements of 45 different subjects (KEMAR included) at a combination of 25 different 
azimuths and 50 different elevations (i.e. 1250 measurement positions).  
When speaking about source distance, if we consider that the HRTF of sources in 
space do not start to vary considerably until closer than 1 m from the subject [80] and that 
later parts of this monograph solely focus on sources in the far field, this HRTF database is 
considered sufficient as the only source of information. This in comparison to the 
measurements of directivity of voice, where the subject count and measurement conditions 
(i.e. different vocal tasks) varied enough to make the compilation of different results 
necessary. Additionally, in the database’s documentation, it is claimed that the frequency 
response of the measurements has been compensated. This makes this database suitable for 
broadband analysis. 
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3.2 Directivity of a single human ear 
To analyse a single ear in isolation, we focus solely on the spectral effects that 
moving a source in space has on the resulting transfer function at the ear canal. This in 
contrast with analysing the interactions and differences that exist when we take into 
consideration the two ears, which we analyse in a later section.  The analysis in this section is 
based upon techniques commonly used to describe the directivity of a microphone. The main 
objective of this is to understand which are the regions of maximum sensitivity and their 
variations across frequencies. It is important to understand to what extent the ear acts as a 
directional receiver if we wish to provide any meaningful criticism on the assumption that 
omnidirectional receivers are sufficient to characterise a soundfield [21]. By analysing a large 
database, we can also gain a better understanding of the inter-subject variability that exists in 
a sample population. 
While it is well understood that finer spectral features of the HRTF provide cues for 
sound source localization [81], [82], here we focus on larger features and use octave band 
spectral divisions as well as broad band analysis to understand the sensitivity of the ear. The 
main reason for this is that the study presented here is not concerned with localisation, but 
with the distribution of levels around a human head. 
We may obtain the frequency dependent magnitude response of a single ear, derived 
from a band limited magnitude response of an HRIR. If we repeat this process for several 
measurements around the head of a subject, we obtain a directivity balloon, similar to the 
directivity balloon commonly used in source characterisations, but showing regions of 
different sensitivity around the head. An example of the three-dimensional directivity balloon 
of one of the subjects (subject referenced as 011) from the CIPIC database is shown in Figure 
3.1. 
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Figure 3.1 Sensitivity of one subject for the 1000 (top) and 4000 Hz (bottom) octave bands, plotted in 
dB (re. max sensitivity direction). Two angles are plotted to show the ipsilateral and contralateral 
sides. 
 It is clear that sensitivity variations exist around the head. It is also clear that 
these variations are frequency dependent. We now turn our attention to characterising these 
differences and comparing the differences between subjects. 
A simple and common way of characterising the directivity of a microphone, 
including microphone arrays, is the Directivity Index (DI) [83], [84]. This is an analogous 
measurement to the DI presented on the section above describing the directional 
characteristics of the human voice. The DI applied to microphones and microphone arrays is 
typically defined as the ratio of the peak to average directional measurements expressed in 
decibels. 
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In our case, we analyse the directivity of a single ear for 42 subjects of the CIPIC 
database. Three subjects were removed by visual inspection due to atypical irregularities in 
the spatial response, probably derived from a fault during their measurement. The DI for each 
subject is derived by finding the direction of peak sensitivity and comparing this 
measurement to the average of all directions. This process is done in octave bands, spanning 
the 250 to 8000 octave band range.  
From this process we find two main attributes that vary across subjects. First, the DI 
will change depending on the subject, signalling at subjects with higher sensitivity towards 
the direction of maximum sensitivity at different frequencies. Second, we find different 
directions of maximum sensitivity for different subjects. A summary of these results is 
presented in Figure 3.2. It should be noted that the two ears of the different subjects are 
considered as individual observations in this analysis.  
 
Figure 3.2 Directivity Index and angle of maximum sensitivity in octave bands. The darker line 
represents the median value; shaded bounds represent the upper and lower quartile ranges. 
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It should be noted that the calculated DI in the 250 Hz octave band might have been 
affected by a measurement anomaly, possibly arising from a measurement made in an 
anechoic environment whose absorption characteristics start diminishing at that particular 
octave band. This might cause reflections that unnaturally amplify the sound at specific 
directions. The rest of the bands behave as expected.   
The directivity in terms of a single ear can then be compared to the directivity of 
common microphone designs. Within the 500 to 2000 Hz octave bands the median ear 
behaves, in terms of DI, very similarly to a cardioid microphone (4.8 dB DI). At higher bands, 
from 4000 Hz to 8000 Hz, the ear behaves similarly to a second-order cardioid (7 dB DI).  
While the angle of maximum sensitivity in azimuth and elevation provide a useful 
first insight in understanding regions of maximum sensitivity, these points could be highly 
susceptible to measurement errors. A more robust technique would be to analyse spatial 
regions where the measured sensitivities are similar. Additionally, in terms of finding 
statistical characteristics of directional data, it could be beneficial to use descriptors that take 
into account that most probably the variations in azimuth and elevation are covariant. This in 
contrast to analysing the directional data separately for azimuth and elevation measurements. 
3.2.1 Brief introduction to spherical statistics 
Given that we are using observations that occur around a sphere centred on the 
subjects’ head, we can use the findings of a special field of directional statistics that deals 
with spherical data [85]. This field has found its place in practical implementations of 
directional data associated with auditory localisation [86]. By definition, spherical statistics 
deals with observations on a sphere. This makes it useful to derive statistical directional 
information from directional observations. However, in order to use well-established 
statistical distribution on a sphere, the data has to be transformed into categorical data. That is, 
we divide observations using thresholds based on level and define this as a category where 
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directional statistics are derived. The downside of this process is that the magnitude 
variations observed across these categories are not taken into account. As an example, we can 
divide different categories based on similar levels. 
The first moment in spatial statistics is the mean direction. The mean direction is 
calculated by transforming the spherical data for each Pi observation (azimuth and elevation 
angles) into points in Cartesian coordinates (x, y, z) [86]: 
  
(3.1) 
From this the resultant vector is computed by the sum of n observation: 
 (3.2) 
And the mean direction is obtained from the sum of vectors in Cartesian coordinates 
by transforming back to spherical coordinates: 
  (3.3) 
 The main advantage of analysing the data using spherical statistics lies in the 
availability to use well-defined probability distributions. Probability distributions are an 
invaluable tool to understand the distribution of observations. In our case we can delimitate 
regions on the sphere where observations follow a given probability distribution, 
discriminating outliers and providing an insight on the extent of the region where the 
populations is more directionally sensitive to sound at a particular frequency. 
For circular data, the most commonly used probability distribution is the Von Mises 
distribution. The Von Mises distribution is a unimodal symmetric distribution for 
observations on the sphere, similar to the normal distribution for observations on a line [85]. 
The spherical equivalent of this distribution is the Fisher distribution, which has rotational 
symmetry around the mean direction.  
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In our case we use the Kent distribution. The Kent distribution does not assume 
rotational symmetry, resulting in a probability distribution shaped as an ellipse centred on the 
mean direction. The Kent distribution is described by its mean direction, the direction of the 
axis of maximum concentration and the direction of the axis of minimum concentration. The 
cross formed by the two axes with centre on the mean direction is shaped into an oval by the 
parameter β, which describes the shape of the ellipsis. This parameter can be thought of as the 
roundness of the ellipses. Finally, the parameter κ describes the concentration of the 
observations around the mean direction. For additional details the reader is referred to Fisher 
and Leong [85], [86]. It should be noted that all the following calculations were performed 
using the spherical plotting and analysis routines described by Leong and Carlile [86], 
available for MATLAB from Carlile’s website [87]. With these tools, we now turn our 
attention to finding the best way of describing the directivity of a single ear for a given 
frequency band for a set of subjects. 
3.2.2 Octave band analysis of the directivity of a single ear 
A starting point for analysis of subject data could be by evaluating the spherical 
statistics of the direction of maximum sensitivity for a set of subjects for a given frequency 
band. For this we calculate the mean direction and, based on a Kent distribution, we can 
derive the region where 95% of the observations lie. The shape of the resulting ellipse is 
described by the angles of aperture along the axes where the maximum and minimum 
variances are observed. In this study we use 42 subjects from the CIPIC HRTF database. 
Symmetry is not assumed for the two ears and therefore each ear for each subject is analysed 
as a separate observation. In order to analyse the observations in the same set the azimuth of 
the observations of the left ear are reversed in sign. By doing this, the observations lie on a 
sphere where the median plane divides two regions based on the source position. This results 
in an ipsilateral and contralateral sides of the sphere in contrast to a left and right sides.  
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These observations on the sphere can be represented graphically on a plane. Through 
this chapter, the Natural Earth Projection is used to project points and regions on a sphere to a 
plane. Details for this projection are given by Jenny et al. [88]. In Figure 3.3, green crosses 
are the observations for each ear and each subject. The red cross is the mean direction. The 
dashed ellipsis represents the region where 95% of the observations would occur following a 
Kent distribution. A graphical example is given for the octave band centred on 2000 Hz. 
 
Figure 3.3 Observations of points of maximum sensitivity for the 2000Hz band for all subjects in 
green. Mean direction marked as red and 95% bounds based on a Kent distribution marked as a 
dashed oval. 
On this frequency band (2000 Hz) the mean direction of all observations is at 42° 
azimuth and 1° elevation. The 95% boundary is described by an ellipse with a maximum 
variance axis aperture of 64° and a minimum variance axis of 38°. The results for all bands 
are summarised in Table 3.1 and Figure 3.4. 
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Figure 3.4 Mean direction and 95% bounds following a Kent distribution for maximum sensitivity 
directional data in octave bands. 
 Octave Band Centre Frequency (Hz) 
Spherical Statistics (Deg) 250 500 1000 2000 4000 8000 
Mean Direction Azim. 47 56 57 42 44 87 
Mean Direction Elev. 15 -4 -26 1 16 12 
Max Variance Angle 88 106 74 64 40 102 
Min Variance Angle 60 66 30 38 30 48 
Table 3.1 Mean azimuth, elevation, angle of maximum variance and angle of minimum variance for 
six octave bands for maximum sensitivity of 42 subjects. 
The analysis of directivity using the point of maximum sensitivity yields results in a 
concise manner. However, there are characteristics of the spatial distribution of the sensitivity 
of the ear that are ignored. First, data derived from a single measurement point could be 
highly influenced by measurement errors. Second, the spatial distribution of levels due to 
source position around the head is not taken into account at all. Perhaps a better way to assess 
the regions of maximum sensitivity to understand inter-subject variability is by expanding the 
region of analysis within each subject’s set of observations. 
Following a common transducer analysis technique, we can analyse the results where 
the sensibility of the ear is divided in regions separated by level thresholds.  Following this, a 
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centroid or mean direction for each subject is calculated based on the observations that fall 
within the threshold region. In this section the category of observations for which statistics 
are derived is defined by the observations lying from the maximum level observed in that 
particular band and all the observations up to 3 dB below the maximum observation. In other 
words, if we use the maximum level as the reference level, the category has the bound 0 to -3 
dB at any given frequency band.  
This threshold value was chosen as it is easy to compare with well-known 
microphone patterns (e.g. first and higher order cardioid, super cardioid, etc.). This is in-line 
with common parameters to describe the beam of a directional microphones [84].  An 
example of this is shown in Figure 3.5. The figure shows the observations or data samples for 
one subject and one ear for the 2000 Hz octave band, divided in regions with the maximum 
value of observations as the 0 dB reference. The region in the oval shape is calculated using a 
Kent distribution from the values within the established thresholds and contains 95% of the 
expected values that follow a Kent probability distribution. The spatial mean appears as a 
black X, while the maximum observation appears as a black circle.  
 
Figure 3.5 Observations derived from measurements for the 2000 Hz octave band for one subject. 
The values correspond to the relative level observed at one ear and the location of the loudspeaker 
emitting the test signal. 
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Repeating this process for all subjects we derive mean directions and aperture angles 
for the -3 dB ellipse for each ear for each subject. We can make a comparison of the variance 
that exists between subjects if we use the point of maximum sensitivity or the mean direction 
from points within 3 dB of the maximum. The result of this analysis is presented in the two 
following graphs for the azimuth and elevation variations. The median and upper and lower 
quartiles are shown for each frequency. 
 
Figure 3.6 Median and quartile ranges for the azimuth angle obtained using spherical statistical 
methods in red and the maximum sensitivity point in black across octave frequency bands. 
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Figure 3.7 Median and quartile ranges for the elevation angle obtained using spherical statistical 
methods in red and the maximum sensitivity point in black across octave frequency bands. 
We can then use these individual means to obtain a new directional mean for all 
subjects. This new directional mean is again obtained by using spherical statistics on the 
azimuth and elevation information obtained in the previous process. The summary can be 
found in the following graph and table. 
 
Figure 3.8 Mean direction and 95% bounds following a Kent distribution for directional means for all 
subjects in octave bands. 
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 Octave Band Centre Frequency (Hz) 
Spherical Statistics (Deg) 250 500 1000 2000 4000 8000 
Mean Direction Azim. 50 75 85 65 52 84 
Mean Direction Elev. 14 6 -5 12 14 19 
Max Variance Angle 56 46 32 44 28 36 
Min Variance Angle 40 24 26 22 20 28 
Table 3.2 Mean azimuth, elevation, angle of maximum variance and angle of minimum variance for 
six octave bands for directional means of 42 subjects. 
By comparing this latest set of spatial statistical results with the results obtained 
previously by using points of maximum sensitivity, we can see that the variance in results has 
greatly diminished. This points at a well-delimited (relatively speaking) centre for the 
maximum sensitivity of the human ear when only taking into consideration a single ear. 
We have so far analysed the direction of the region where the ear is most sensitive for 
a set of subjects. We now turn our attention to understanding the width and variations that 
exist in this region of maximum sensitivity. The results can be compared to typical angle 
apertures for well-known microphone responses.  
We use spherical statistics again to derive the angles of aperture of the -3 dB region. 
The reason for this is to consider all observations for a given subject while at the same time 
eliminating outliers. The maximum and minimum aperture angles for all the subjects are 
obtained using the parameters from Kent distribution calculations [86]. The aperture angles 
considered for this and all the following analysis include approximately 95% of the 
observations following a Kent distribution. The median and upper and lower quartile ranges 
are plotted for all subjects for the maximum and minimum angles of aperture. Aperture 
angles of well know microphone designs [84] are plotted for reference.  
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Figure 3.9 Comparison of maximum and minimum aperture angles for all subjects as obtained using 
Kent distribution parameters for 95% of observations.  
3.3 Binaural directivity of the human ear 
We have established a method of analysing the sensitivity of the human ear based on 
the position of a source around the head akin to the analysis of microphones. It is clear that 
the levels around the head vary according to source position, frequency content and content 
bandwidth. So far, we have limited the analysis to a single ear. We now turn our attention to 
the analysis of levels around the head when two ears are present. This would be the situation 
most commonly encountered for normal hearing subjects. 
The first issue we encounter is the issue of summation of levels of two ears to arrive 
at a single value. The problem, following Sivonen and Ellermeier [93], can be expressed with 
the following equation: 
   (3.4) 
where Lmon is the sound pressure of a monotic stimuli that matches the level of a 
binaural stimuli, Lleft is the level at the left ear, Lright is the level at the right ear and g is the 
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binaural gain constant. This gain constant determines the level difference for a monaural to 
binaural stimuli. In early studies this gain constant was believed to be 10 dB, which 
corresponds to perfect loudness summation [94], [95]. This assumption was carried through 
for decades and was included in the diotic loudness model by Moore, et al. [96]. More recent 
studies have shown that this is not the case. As an example, the most recent binaural loudness 
model by Moore et al. [73] assumes a gain factor of 6 dB. In more recent studies with a large 
set of source directions Sivonen and Sivonen and Ellermeier [72], [93] found that a gain 
factor of 3 dB was a better fit for stimuli in anechoic and reverberant situations. This 3 dB 
gain factor is assumed for all the binaural level summation calculations in this thesis. This is 
exactly the same as a signal power summation. 
A set of binaural observations is created based on the HRIRs of all subjects used in 
the previous section. The steps to create these sensitivity maps around the subject’s head is 
similar to the previous section in the first steps. The level of each ear is derived from the 
magnitude response of the HRIR in octave bands. Finally, the combined level for a pair of 
HRIRs is obtained by summing the levels for each ear following the gain factor described 
above. 
3.3.1 Octave band analysis of the binaural directivity of the human ear 
The first step in our analysis is the calculation of the Directivity Index (DI). This is 
calculated in exactly the same manner as in the previous section, where the point of 
maximum sensitivity is found and DI calculated based on this point. It is worth noting that no 
symmetry is assumed and all observations are taken into consideration. The values obtained 
are shown in Figure 3.10. 
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Figure 3.10. Monaural (black) and binaural (red) median DI and interquartile ranges in octave bands. 
As expected, the DI at all frequencies greatly reduces as the contralateral ear 
condition disappears. When summing the level at the two ears we find that the directivity 
index of the human ear when using octave band subdivisions is even lower than the 
directivity index for first order dipole and cardioid microphone designs (4.8 dB for both) at 
all bands.  
 Octave Band Centre Frequency (Hz) 
DI Statistics (dB) 250 500 1000 2000 4000 8000 
Median  4.4 2.7 3.1 2.9 4.2 4.1 
Max (no outliers) 5.3 4.4 4 4.1 5.3 5.1 
Min (no outliers) 3 1.8 2 1.9 3 3.5 
Standard Deviation (σ) 1 0.7 0.5 0.6 0.5 0.6 
Table 3.3 Binaural DI statistics for six octave bands. 
It is worth at this point understanding what to expect in terms of spherical statistics 
when summing the two ears. For this purpose, two sets of data taken from the 2000 Hz octave 
band for two subjects are plotted. These results can be compared to the results presented in 
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Figure 3.5 in this chapter. Figure 3.5 represented a sensitivity spatial distribution common to 
most subjects, where a main lobe could be easily distinguished and spherical statistics easily 
derived. In Figure 3.11 the lobe is again present, and we could assume that the statistical 
analysis of this observation would yield very similar results as the results encountered in the 
previous section. However, if we look at figure 3.12, we find that there is no clear lobe in the 
data and that the -3 dB observations for this subject cover almost the entire horizontal plane 
across the mid-section of the sphere. As it will be seen, the data tends more towards the 
second case. It is worth keeping in mind this characteristics of the directivity of the ear when 
summed for the remainder of this chapter. 
 
Fig 3.11 Binaural observations around the head for subject 22 for the 2000 Hz octave band. 
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Fig 3.12 Binaural observations around the head for subject 14 for the 2000 Hz octave band. 
Using a similar analysis as presented in the previous section, we derive mean 
directions for the azimuth and elevation for the 0 to -3 dB regions for all subjects. Also, based 
on a Kent distribution the angle of the maximum and minimum axes of variance are 
calculated. Results are presented in Figure 3.13. 
 
Figure 3.13 Binaural median and interquartile ranges of azimuth and elevation directions obtained 
from the mean directions for all subjects in octave bands.  
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It should be noted that there is a bias for the median azimuth angle towards the 0 
degree angle for the azimuth observations. Since symmetry is not assumed there is a 
probability that the mean direction for all subjects might appear at the left or the right of the 0 
degree mark, thus resulting in a 0 degree median value. This can easily be observed in the 
1000 and 8000 Hz octave bands. In reality the binaural median value should lie between the 0 
degree and the upper (or lower) interquartile range. This issue is resolved in the following 
section, where different regions of different sensitivities are explored. However, it should be 
noted that the elevation median values do provide a sense of the mean direction elevation for 
a given frequency band. 
 
Figure 3.14 Binaural median and interquartile ranges of maximum and minimum aperture angles 
obtained using a Kent distribution for all subjects in octave bands.  
As expected the beamwidth of this main lobe has increased in width as we take into 
account the two contribution of the two ears. If we had a well delimited region in the case of 
the single ear this is not the case for the binaural data. We need additional descriptors to fully 
understand the extent of the region of maximum sensitivity. 
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At this point we explore the additional parameter k [85], [86] as a descriptor of 
concentration of observations on a sphere. Perhaps the most illustrative example is the 
concentration for a homogenous distribution where the observation points lie in a spherical 
cap around the direction mean. This eliminates the added complexity of examining the 
‘ovalness’ of the distribution while at the same time providing a clear example of the 
different distribution concentrations. As a reminder, the Kent distribution has an exact similar 
concentration parameter as the Fisher distribution, however the points are distributed in an 
ellipse instead of a circle. Figure 3.15 illustrates this concept for a mean located at 0 degrees 
azimuth and 0 degrees elevation. 
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Figure 3.15 Concentration of 1000 points and 95% aperture angle with different colours depicting 
different values of k on a sphere. 
 k 
 0.01 1 2 5 10 20 1000 5000 
Aperture angle 
for ≈95% of 
observations 
128 118 108 80 58 42 6 2 
Table 3.4 Circular angle associated to different values of k. 
The k value provides a succinct way of representing the distribution of observations 
on a sphere. The k value as calculated from the binaural data are presented in Figure 3.16. 
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Figure 3.16 k median and interquartile ranges for all subjects in octave bands. 
Finally, the last piece of information needed to understand the shape of the regions 
containing the points of maximum sensitivity around the head is the tilt of the line describing 
the axis of maximum variation, which in our case describes the axis of maximum beamwidth. 
The tilt for the axis of maximum variation is an angle relative to the horizon and would vary 
between 0 and 180; as the value approaches 0 and 180, the region of maximum aperture 
would lie parallel to the horizon and when the value approaches 90 the region of maximum 
aperture would lie perpendicular to the horizon. Tilts for the data studied so far are presented 
in Figure 3.17. 
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Figure 3.17 Median and interquartile ranges for the tilt angle with respect to the horizon for the axis 
of maximum variation for all subjects in octave bands. 
3.4 Variations in parameters related to differences at both ears 
So far this chapter has dealt strictly with expected levels around the head. Another 
other important consequence of having two ears is not only the summation and combined 
levels experienced by a subject but the experience related due to the differences that exist 
between the two ears. 
There are two well documented phenomena arising from having two ears separated by 
a solid (i.e. the head). Level and time differences will be experienced relative from one ear to 
the other as a source moves in space. As a sound wave arrives to a subject, time differences 
between the two ears will be experienced as the sound wave bends and diffracts around the 
head after impinging on the ipsilateral side of the head. Similarly, the head will cast an 
acoustic shadow on the contralateral ear, causing level differences between the two ears. 
These two differences provide spatial cues that aid human subjects in sound localization [64]. 
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These two effects are strongly related to the first arrival of sound to the head and are clearly 
visible in an impulse response. The level difference is commonly encountered in the literature 
as Interaural Level Difference (ILD); the time difference as Interaural Time Difference (ITD). 
 
Figure 3.18 ITD and ILD illustration with an impulse response. The black signal represents the 
ipsilateral signal; the red signal represents the contralateral signal. 
If we take into consideration and analyse a longer portion of the sound arriving at the 
ear, there are other parameters that describe the relationship between the signals arriving at 
the two ears. The most widely used of these parameters is the Inter Aural Cross Correlation 
Coefficient (IACC).  IACC is closely related to the impression of diffuseness of a sound field. 
Diffuseness can be defined as the subjective impression of a sound field describing the degree 
to which a sound source is clearly defined in space (non-diffuse) or sound seems to arrive 
from all locations around the listener (diffuse). Diffusivity is the physical and measurable 
characteristic of a sound field which is linked to the subjective diffuseness quality. 
Early studies on the relationship between the source position, the correlation of the 
signals arriving at the two ears and the perceived diffuseness were performed by Damaske 
[97], [98] (in German). The proposed mathematical formulation of the IACC as commonly 
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calculated was proposed by Damaske and Ando [98]. Following IS0 3382, [21], the IACC is 
derived from the Inter-Aural Cross Correlation Function (IACF), which is defined as: 
   (3.5) 
where pl(t) is the impulse response at the left ear, pr(t) is the impulse response at the left ear 
and τ is the time lag for the cross correlation function. The IACC is given by the following 
equation: 
     (3.6) 
IACC has been found to be a good predictor for the spaciousness of signals in a 
loudspeaker environment [98] and auditory source width in rooms designed for unamplified 
music performance [99]. IACC has also been linked to the subjective preference of listeners 
in concert halls [100]-[102]. However, at its most fundamental, IACC is a good predictor of 
the perceived diffuseness in a room. We find several studies in the literature showing the 
relationship between IACC, frequency, level and perceived diffuseness [103]-[106]. It should 
be noted that this relationship is not linear, as in many cases relating physical measured 
quantities and subjective judgements. As an example, Figure 3.19 from Ando [107] shows the 
relationship between measured IACC and observed value of subjective diffuseness at 
different frequency bands. 
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Figure 3.19 Scale values of subjective diffuseness as a function of measured IACC. Symbols indicate 
1/3 octave band pass noise: (Δ):250 Hz, ():500 Hz, (☐):1 kHz, ():2 kHz, ():4 kHz. From [107]. 
For the purpose of this study, just like we did for the levels experienced around the 
head, the following analysis is concerned with understanding typical values of ITD, ILD and 
IACC for several subjects and the variations that exist amongst them. 
The analysis uses the same HRTF database used in the previous section [78]. ITDs, 
ILDs and IACC have been calculated for all subjects. These parameters are calculated in 
similar bandwidths as in the previous section. To calculate these parameters in octave bands 
the HRIRs have been filtered using octave band zero phase FIR filters. Zero phase filtering is 
accomplished by filtering the impulse responses in the forward and reverse directions. The 
advantage of this is preserving the temporal structure of the impulse responses, which, in our 
case, is of paramount importance to correctly calculate temporal differences and IACC. ITDs, 
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ILDs and IACC are then calculated for each octave band. From this we can derive a median 
response as well as calculate standard deviations across all subjects.  
Additionally, the HRIRs were filtered using A and C-weighting filters and ITD, ILDs 
and IACC were calculated. The results for these two weighting filters are presented in Figures 
3.20 and 3.21 (individual bands are presented in Appendix C). 
 
Figure 3.20 A-Weighted median and standard deviation ITDs, ILDs and IACC for 42 subjects from 
the CIPIC HRTF database. 
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Figure 3.21 C-Weighted median and standard deviation ITDs, ILDs and IACC for 42 subjects from 
the CIPIC HRTF database. 
The main goal of the analysis in this section is to understand the viability of a 
generalised set of parameters that describe the spatial characteristics of a sound field for a 
general population. In terms of ITDs and ILDs, their main contribution for the perception of 
sound fields is in source localisation. The variations that exist across subjects could lead to 
localisation confusions if we were to use a single set of ITDs and ILDs across subjects. Sound 
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localisation with detailed interaural differences however is not one of the main concerns of 
this monograph and better directional descriptors of a soundfield are proposed in later 
sections. While it is interesting to see the variations that exist in subjects in terms of ITDs and 
ILDs, they are reported here for completeness.  
The other parameter of interest here is the perception of diffuseness of a sound field 
and how it may vary across subjects. If we look at the A-weighted results, we can see that the 
maximum variation in IACC for a single source in space is also in the region where the 
minimum values of IACC are encountered. This section is the lateral section very close to the 
ear axis. The maximum variation in IACC is up to 0.14 as the standard deviation across 
subjects for a median IACC in the 0.5 region. If we cross-relate this to the information shown 
in Figure 3.20 we can see that the maximum variations for a single source could be in the 
region of almost one point in the subjective scale value for subjects within the one standard 
deviation region and more for subjects further from these values. While it should be noted 
that this is an extreme case (i.e. one source, no reflections), there is evidence that for a small 
region of sources the perceived soundfield could differ widely. IACC in a more realistic 
environment is explored in following sections and alternatives to its characterisation are 
proposed. 
3.5 Finding a ‘universal’ set of ears 
The final aim of this chapter is to find a set of ears that can represent the general 
population. The reason for this is to simplify the spatial analysis included in later chapters of 
this thesis by using a single set of ‘listening’ data while maintaining relevancy by knowing 
that the set of data is representative of the larger population. There are two options that could 
be considered for this task. The first option would be to synthesize a data set based on the 
average observations from the data set. The second option would be to find a set of data that 
provides the best fit to a set of parameters measured across all subjects. Within this last 
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option there is a variant worth considering which is understanding how a commonly available 
set of ears fits within the larger population. This commonly available set of ears in our set is 
the KEMAR set of data. The advantages of understanding the fit of this set of data include its 
common availability and paired to this, its ease to compare measurements and experiments 
across different institutions. Furthermore, the KEMAR is available with two different sets of 
ears: small and large. Both sets of data are available in the CIPIC database and are used in 
this section. 
3.5.1 KEMAR fit with respect to Directivity Index 
The first test of the fit of the KEMAR ears as a representative of the general 
population is made with respect to DI as analysed in section 3.2. The differences and 
similarities of the KEMAR ears to the populations are analysed by comparing the octave 
dependent DI in terms of the overall deviation from the median in dB and the correlation 
between the median DI curve and the individual ear DI curves. The RMSE, as used in section 
2.1.1, is used to reduce the error to a single figure across all frequencies. Correlation 
coefficient (r), as described in section 2.1.1, is used to understand the differences in 
variations that exist across frequency bands.  
In Figures 3.22 and 3.23 the RMSE and correlation coefficient for all observations 
with respect to the median are plotted. The upper quartile is indicated with a green rectangle. 
We can observe that only the large pinna KEMAR is within the upper quartile when 
evaluating RMSE, and both ears are within the upper quartile when evaluating the correlation 
coefficient. 
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Figure 3.22 RMSE with respect to median DI for all subjects in the CIPIC HRTF database. KEMAR 
observations in red. Large pinna is the first from left to right. Upper quartile range shown in green. 
 
Figure 3.23 Correlation coefficient with respect to median DI for all subjects in the CIPIC HRTF 
database. KEMAR observations in red. Large pinna is the first from left to right. Upper quartile range 
shown in green. 
It is difficult to combine these two sets of observations to arrive at a unified 
conclusion. An initial assessment is based on the rankings of these two parameters with 
respect to all the observations. All observations are ranked in descending order for RMSE 
and correlation coefficient, a combined grade is given where the rank is added and the lowest 
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value represents the closest fit to the two parameters. The large ear ranks 8th and the small ear 
ranks 17th using this assessment method. The median, best fit according to this analysis and 
KEMAR large and small ears are presented in Figure 3.24  
  
Figure 3.24 DI comparison for median, best fit single observation and KEMAR ears. 
3.5.2 KEMAR fit with respect to spherical statistics 
In section 3.2.2 the directivity of a single ear was analysed using spherical statistics. 
A method to describe the region of maximum sensitivity (maximum to -3 dB) was proposed 
there. We now use that method to compare the CIPIC data set to the KEMAR ears. A 
measure of distance is required to compare individual observations to the derived spatial 
mean from all observations. The great circle distance (distance between two points on a 
sphere) between the KEMAR centroid and the population mean is then calculated. The great 
circle distance is derived from the central angle between two points in a sphere () 
multiplied by the sphere radius which, for simplicity, is set as 1. The central angle between 
the two points is calculated using the Vincenty formula: 
 (3.7) 
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where  is the difference between the azimuth of the first and second points in spherical 
coordinates, and 1 and 2 are the elevations of the first and second points in spherical 
coordinates.  
We then calculate the great circle distance between all observations and the spatial 
mean from the population in octave bands (250 to 8000 Hz). The distance between points can 
be considered as the error between individual observations and the mean. A ranking based on 
the sum of distances at all bands is then used to arrive at a single parameter to find the best fit 
in terms of directivity centroid. Using this technique, the KEMAR large ear is ranked 2nd and 
the KEMAR with small ear is ranked 6th amongst all ears. A comparison of the mean 
direction and the centroid for the large ear is presented in Figure 3.25.  
Additionally, the aperture angles for the small and large ears are compared to the 
median aperture angles for all observations. This follows the analysis in section 3.2.2. This is 
presented in figure 3.26. We can observe that at most frequency bands and both ear sizes the 
region of higher sensitivity is wider than the median. The curvature describing the variations 
across bands for both ears are relatively high, this is especially true for the large ear and the 
maximum aperture angle (r of 0.95 large ear, 0.83 small ear). The correlation for the smaller 
aperture angle is lower (r of 0.47 large ear, 0.21 small ear). 
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Figure 3.25 Comparison of mean direction from all subjects’ data (in black) and KEMAR large ear 
centroid (in red). 
 
Figure 3.26 Comparison of maximum and minimum aperture angles following a Kent distribution for 
all subjects and KEMAR small and large ears. 
3.5 Final remarks 
The KEMAR as a fit for an ear that can be regarded as a fit to be used as the 
representation for all ears has been explored, with a special emphasis on directivity (i.e. no 
fine features such as ITD or ILD typically associated to localisation). The characteristics of 
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the two ears typically available for a KEMAR have been analysed in the context of a larger 
data base, measured under the same circumstances. In the analysis presented here, the large 
ear in particular follows a close pattern to the rest of the data, especially if using the 
frequency range where the ear is more sensitive and where the main vocal output is present. 
The results allow us to conclude that while the large ear is not the best fit at all frequencies it 
does fall within the highest quartile range in most tests. The additional advantage of using 
this set of ears is that is comparable to several studies as this measurement equipment is 
available to researchers ubiquitously. 
As a result, the large KEMAR data set is used for the simulations included in the next 
section of this thesis. 
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Chapter 4 – Concentric sources and receivers in rooms – Simulation 
Following the characterisation of the human as a source and receiver in isolation, in 
this chapter we explore the acoustic variations that exist when a human source and receiver 
are placed in a room. For this purpose, room simulation software is used. The room 
simulation software used is MCRoomSim [108] (Available at: 
http://www.ee.usyd.edu.au/carlab/mcroomsim.htm), which has been validated as an accurate 
solution to room simulation. MCRoomSim is a room simulation software that works as an 
extension to MATLAB. While MCRoomSim can only model shoe box rooms, its ability to 
be scripted adds flexibility to obtain large sets of results with ease. Another advantage of 
MCRoomSim is the ability to generate results in terms of the spherical harmonic expansion 
of the sound field. This, in addition to common room modelling software capabilities such as 
inclusion of source and receiver directional characteristics. 
The accuracy of acoustic room simulation software to predict different acoustic 
descriptors has been tested in the past [109]-[111]. The results presented in these studies were 
more concerned with the comparison of general energetic descriptors in real and simulated 
rooms. However, the use of room simulations has also been proven as an effective aid in 
understanding the effect of different sources in purely simulated rooms with a measurement 
spacing resolution that would prove unfeasible in a real life measurement scenario [112].  
4.1 Variability of room acoustic descriptors  
The purpose of room acoustic descriptors is to succinctly convey information about a 
room with a single or limited number of descriptors. Typically, several measurements will be 
required to arrive at a single figure that properly describes the room. In this section the 
variability that might exist across measurements in common descriptors of stage acoustics is 
analysed with the aid of room acoustic simulations.  Most of the descriptors included in ISO 
3382-1 are intended as descriptors from the point of view of an audience as receptor and 
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musicians as emitters. The measurement methods for these descriptors are physically 
plausible in that the source and receiver occupy their typical places in space. This is not the 
case for the descriptors describing stage acoustics. When measuring stage acoustics, the 
source and receiver will not appear in the location where they would be characteristically 
placed. In this type of measurement, the source and receiver are spaced apart (e.g. 1 m of 
separation in ISO-3382-1), which, in the case of a solo musician or vocal performer would 
not be the case. If we imagine solo musicians or vocal performers we can imagine the source 
and receiver to share the same location.  
The most widely accepted metrics to characterise stages, as evidenced by their 
inclusion in ISO-3382, are STEarly and STLate [21], [22], [24]. In essence, these two 
descriptors compare the energy of an impulse response measurement in the first few 
milliseconds (0 to 10 ms) to the energy received in a later part of the impulse response (20 to 
100 ms for STEarly and 100 to 1000 ms for STLate). This is typified with equations 1.4 and 
1.5, respectively. According to ISO 3382, STEarly is related to the subjective perception of 
‘Ensemble conditions’ and STLate is related to the subjective perception of ‘Reverberance’. 
According to ISO 3382, the source and receiver have to be positioned at a height of 1 or 1.5 
m from the ground and 1 m apart. 
An additional descriptor commonly used to characterise rooms for voice is called 
voice support (STV), proposed by Pelegrín-García [28]. This descriptor compares the energy 
of an impulse response in the late and early parts, just as the ST descriptors. However, the 
impulse response is measured using a HATS as the source and receiver. The early part or 
denominator is considered to be the direct sound from the HATS loudspeaker to its ears. The 
numerator is considered to be the entire impulse response after the direct sound. This 
descriptor in essence measures the level experienced by a talker from his/her own voice 
taking into account the directivity of the human voice and ear. 
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4.2 Room configurations under test 
In this chapter a set of virtual room with different volumes, different absorption 
coefficients and different scattering coefficients are used. The set of rooms will be the same 
for all tests. The room dimensions chosen as the base dimensions for the room match the 
dimensions of the reverb room in the Acoustics Laboratory of the University of Sydney. The 
dimensions of this room are: 5.12 x 6.37 x 3.98 m. Two other room dimensions have been 
tested corresponding to scaled versions of this room by a factor of 3 and a factor of 5. By 
multiplying the room dimensions by a factor of 5 an inner volume similar to the room volume 
of the Concertgebouw in Amsterdam, Netherlands is achieved.  
 V(m3) L(m) W(m) H(m) H/W W/L 
Concertgebouw 187801 43.34 27.7 17.1 0.62 0.64 
Reverb Room x 5 16225 31.85 25.6 19.9 0.77 0.8 
Table 4.1 Comparison of dimensions between Amsterdam Concertgebouw and largest simulated 
room. 
The Concertgebouw is used as a reference as the dimension ratios from the reverb 
room are more similar to any other of the shoe-box-shaped concert halls with high subjective 
ratings according to Beranek [113]. The multiplying factor of 3 was chosen as this is the 
geometric midpoint between the base condition and the largest multiplier. 
Based on these three room sizes, three absorption conditions are tested. It was decided 
to distribute the absorption in all the room surfaces equally. While this scenario is not 
realistic, by proceeding in this way the possible combinations of surface absorption was 
eliminated, providing a simpler scenario to analyse. The three absorption coefficients (α) 
tested are 0.1, 0.5 and 0.9. Extreme cases were avoided (i.e. values lower than 0.1 and values 
greater than 0.9). Additionally, three scattering conditions were also tested. Again, the 
scattering coefficients of all surfaces were set to an equal value. The scattering coefficients 
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tested were 0.1, 0.5 and 0.9. A summary of the conditions tested is presented in the following 
table. A combination of all of these conditions leads to 27 conditions tested.  
Dim. Mult. Absorption 
Coefficient 
Scattering 
Coefficient 
1 0.1 0.1 
3 0.5 0.5 
5 0.9 0.9 
Table 4.2 Summary of acoustic conditions tested. 
A limitation of ray tracing simulation is the simplification of the acoustic behaviour 
that occurs when sound reflects from a wall. This type of simulation assumes plane wave 
reflection which necessarily assumes that the source and receivers are located away from 
reflecting surfaces. At closer distances, i.e. where the distance between surfaces and sources 
or receivers is smaller than the wavelength of interest, wave propagation needs to be taken 
into account. Following the recommendations included in the ODEON room acoustic 
software manual [114], no sources or receivers are placed closer to a wall than 0.5 m. This in 
practice would mean a wavelength of approximately 680 Hz. In line with this, any sources or 
receivers are not placed at this distance.  
All simulations were run using a combination of ray-tracing and mirror image (also 
known as specular) techniques. Typically, earlier reflections are simulated using mirror 
image methods; while later reflections using ray tracing techniques [68]. MCRoomSim 
provides an option to calculate the order of specular reflections used based on the estimated 
reverberation time. This option was chosen to decide on this parameter.  
In terms of the ray tracing calculations, the number of rays used in all simulations is 
calculated to give a constant level error across all modelling conditions. Based on room 
acoustic theory, Vorländer [68] proposes a formula to calculate the level standard deviation 
                                                                                                                                                        
 
1 This is the value given by Beranek [113]. 
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of an energy time curve, which describes the level errors to be expected. The formula is the 
following: 
      (4.1) 
where σL is the level standard deviation, N is the number of rays, A is the absorption 
coefficient multiplied by the surface areas and rd is the radius of the receiver. As can be seen 
from this equation, as the rooms get larger or more absorbent the amount of rays has to 
increase to observe the same level errors. 
4.3 Variations across a room section typically occupied by a stage 
In order to understand the variations that occur due to different measurement 
techniques and transducer characteristics, a base situation has to be established. This base 
situation will not be related to general acoustic measurement methods in general, but only 
those pertaining to the overarching topic of this research. As such, we are interested in the 
situation of the human voice as a source and the same subject’s ears as a receiver. We are 
also interested in the situation where the vocal task is the focal activity and an audience -big 
or small- is present. This limits the scope of our research to a source and receiver that have 
the directivity characteristics of the human voice and a receiver with the directivity 
characteristics of the human ear. This also limits the scope of our measurement area to one 
where a stage or speaker area is clearly delimited. Based on this, the aforementioned three 
rooms are studied in detail within the area which will typically house a stage.  
To define a stage area, a survey of several rectangular halls taken from the plans 
shown in the book by Beranek [113] was performed. Examining twelve rectangular halls that 
appear in the book, an approximate stage length is calculated by dividing the total length of 
the hall by the length of the stage. It was found that the average of this ratio was 0.2509, 
rounded to 0.25 for the purpose of this study. This ratio is used as the upper bound in the 
length dimension for our simulated stage area. We then place our measurement locations 
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within the area bound by 0.25 x L and the entire width. It was decided to create a grid of 
equal number of measurement points for all room configurations instead of creating a grid of 
equal distances between points. By doing this an equal number of points are surveyed in each 
hall at a similar density compared to the room dimensions. The measurement points are 
separated from each other by a distance which is 0.05 x L and 0.05 x W of the room. The last 
0.1 of the room in the length and width dimensions were left clear as this measurement 
positions could be compromised in the simulation by the proximity to the wall. Also, this 
positions would be seldom used in a real room for speech or singing. All the measurement 
points are at 1.5 m from the floor. A diagram of this grid is shown in Figure 4.1. It should be 
noted that symmetry is assumed and only one half of the room is surveyed. 
 
Figure 4.1 Grid of calculations points for three size rooms from small to large in red, orange and 
black. 
Once we have delimited the area of interest we need to specify the characteristics of 
our source and receiver for the simulations. It is clear that the situation that most closely 
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resembles the condition of interest is one where the source and receiver have the 
characteristics of the human voice and ear. In MCRoomSim the characteristics of the source 
and receiver can be input as impulse responses. Taking advantage of this we use the source 
and receiver impulse responses used in the previous chapter which we have determined to 
more closely resemble the characteristics of the human voice and ear. Additionally, as we are 
testing the resulting soundfield from the mouth of a person to the same person’s ears we 
locate the source and receiver at the same position. 
In this initial investigation the source directivity used is modelled after the high 
resolution measurements of the HATS for the speaking vowel ‘u’, as this is the mouth shape 
that most closely resembled the human directivity of previous studies. As the receptor, the 
HRIRs for the KEMAR large ear mannequin included in the CIPIC HRTF database are used. 
This is our reference condition as we assume that the initial point of comparison is the 
conditions that best resembles the human source and receiver directivities. 
It should be noted that the frequency spectrum of the impulse responses tested has the 
characteristics of the HATS as a loudspeaker system. In order to produce simulations that are 
as accurate as possible, the frequency response of the HATS has been matched to that of the 
singing voice as reported in Chapter 2. A filter was derived based on the 0 degree azimuth 
and elevation response. The impulse responses used in the simulation were filtered using zero 
phase filtering in order to preserve the temporal characteristics of the impulse response. 
With the source, receiver and room established we then define the descriptors to be 
tested. In our case we have established STEarly and STLate are descriptors commonly 
encountered to describe stages or rooms where vocal activities are supported. It can be argued 
that, if we look at the calculation of STEarly and STLate when measured in typical stage 
conditions, the early part of the impulse response will be constant. In that particular range (0–
10 ms), the only sound contributions will come from the direct path and the first floor 
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reflection. This is under the assumption that the source and receiver do not vary in height 
across measurements. Therefore, STEarly and STLate are principally a measure of the sound 
arriving at the time intervals specified for each calculation (20–100 and 100–1000 ms). For 
the purpose of the analysis presented here, the direct sound and floor reflection have been 
standardised for all impulse responses. What we are left with, is a measure of the energy 
returned to the receiver due to room reflections entirely. Differences in measurement results 
will be caused entirely by the directional characteristics of the ear and the directional 
characteristics of the source and their interactions with the room configuration. 
Additionally, C50 and C80 [21] are included as additional test descriptors. Again, the 
direct sound has been eliminated as it is deemed constant across all measurements. It is 
expected that these descriptors will help in analysing the ratio of early to late energy instead 
of only analysing the energy contained in a sample period as is the case for the ST descriptors. 
Finally, Early Decay Time (EDT) and reverberation time (as T20) are also reported [21]. 
These are used to complement the energetic descriptors studied in this section. 
To recapitulate, we will calculate STEarly, STLate, STv, C50 and C80 using concentric 
sources and receivers that have human directivity characteristics. All of the descriptors used 
here are energy descriptors comparing the summed level of different parts of an impulse 
response measurement. In order to arrive at a single figure from the two impulse responses 
received at the two ears a binaural summation needs to be made. This binaural summation is 
made following the binaural to monaural ratios presented by Sivonen [29], [72] used in the 
previous chapter. In this way all signals are summed using a 1.2 ratio that corresponds to a 
binaural gain of 3 dB when the signals arriving at the two ears are equal.  
The first step in understanding the variations that may occur in the simulation of the 
human voice is by describing the base situation. For each room condition, thirty-six receivers 
were analysed, which were then used to derive the statistical properties of the conditions 
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tested. The variations across the soundfield in this study are expressed as the standard 
deviation of the thirty-six values observed. A summary of the standard deviation for all 
conditions simulated is presented in Table 4.3 (i.e. all room configuration, concentric human 
voice and receivers). Values where the standard deviation is higher than what is commonly 
regarded as the just noticeable difference [21] are highlighted with a red dot. It should be 
noted that the actual values obtained are not the main focus of this research. The main 
objective of the analysis presented in this chapter is not understanding the values obtained 
due to room configurations but understanding the differences that exist in values due to 
different source, receiver and room conditions.  
 
Table 4.3 Variations in acoustic descriptors for 36 simulations locations and 27 simulation conditions 
expressed as the standard deviation. Magnitude across conditions for each descriptor are colour coded 
from higher to lower values going from red to white.  Values larger than 1 JND are highlighted with a 
red dot. 
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To show how the simulated value for each descriptor change across the different room 
conditions, the following table presents the median values for each metric obtained from the 
simulation. This should allow the reader to understand the magnitude differences obtained in 
following sections, specially for the decay curve descriptors (i.e. EDT and T20). It should be 
noted that C50 and C80 do not include the direct sound and therefore their values will greatly 
differ from typically measured values. 
0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 3.30 4.43 4.93 -7.23 -4.64 -2.92 -9.22 -6.62 -4.34
0.5 -2.11 -0.94 0.74 -10.88 -8.30 -6.17 -11.81 -9.46 -6.87
0.9 -14.11 -10.52 -8.28 -20.48 -16.56 -13.69 -21.44 -17.00 -14.60
0.1 1.53 1.78 1.55 -5.74 -5.03 -4.99 -10.53 -9.51 -9.23
0.5 -26.98 -25.79 -27.89 -22.35 -20.64 -20.22 -24.36 -21.68 -20.98
0.9 - - - -46.03 -41.27 -39.32 -41.25 -37.08 -34.95
0.1 5.71 6.51 6.71 -2.99 -1.56 -0.55 -6.29 -4.39 -2.72
0.5 -2.09 -0.92 0.75 -10.51 -8.00 -5.95 -11.55 -9.12 -6.67
0.9 -14.11 -10.52 -8.28 -20.47 -16.55 -13.67 -21.38 -16.95 -14.54
0.1 -3.15 -2.13 -0.45 -4.52 -2.71 -0.56 -0.89 -0.09 2.11
0.5 11.60 10.57 13.41 6.54 7.10 7.69 9.14 9.14 9.71
0.9 35.42 35.04 35.56 12.74 13.02 13.56 14.49 14.52 14.84
0.1 -0.36 0.80 2.01 -3.76 -1.58 0.48 -0.64 0.25 2.67
0.5 19.00 18.71 21.26 8.45 9.23 10.50 10.05 9.77 11.03
0.9 69.95 60.40 70.69 19.42 18.95 19.54 16.75 16.68 16.98
0.1 1.29 1.43 1.39 3.45 3.75 3.67 5.36 5.69 5.63
0.5 0.27 0.25 0.24 0.76 0.72 0.68 1.19 1.18 1.07
0.9 0.11 0.11 0.11 0.33 0.35 0.32 0.52 0.54 0.53
0.1 1.53 1.48 1.38 4.18 3.91 3.64 6.58 6.12 5.41
0.5 0.26 0.29 0.25 0.67 0.69 0.49 0.69 0.61 0.33
0.9 0.12 0.11 0.10 0.13 0.16 0.12 0.14 0.16 0.15
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Table 4.4 Median value of acoustic descriptors for 36 simulations locations and 27 simulation 
conditions. Magnitude across conditions for each descriptor are colour coded from higher to lower 
values going from red to white. 
Additionally, we also characterise the variations that exist in descriptors that are 
commonly used to describe the diffuseness of a soundfield [98]. We use IACC3, which is the 
Inter Aural Cross-Correlation Coefficient (IACC) averaged for three mid-frequency bands 
(500, 1000 and 2000 Hz). This allows us to make comparisons at a later stage with published 
results [35] from real rooms. Values are provided for different analysis time windows. These 
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analysis times are consistent with the analysis times used in the stage descriptor calculations. 
Tables of the obtained values for the median IACC3 disregarding the direct sound and 
standard deviations are presented below. Variations larger than the JND considered in ISO 
3382-1 are highlighted with a red dot. 
0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 0.07 0.06 0.05 0.08 0.07 0.09 0.09 0.09 0.10
0.5 0.07 0.07 0.08 0.09 0.08 0.08 0.08 0.09 0.10
0.9 0.12 0.07 0.07 0.07 0.09 0.10 0.08 0.07 0.07
0.1 0.04 0.04 0.04 0.07 0.07 0.08 0.09 0.08 0.10
0.5 0.07 0.07 0.08 0.09 0.07 0.08 0.08 0.09 0.10
0.9 0.12 0.07 0.07 0.07 0.09 0.10 0.08 0.07 0.07
0.1 0.05 0.04 0.04 0.07 0.07 0.09 0.09 0.08 0.10
0.5 0.07 0.07 0.08 0.09 0.07 0.08 0.08 0.09 0.10
0.9 0.12 0.07 0.07 0.07 0.09 0.10 0.08 0.07 0.07
0.1 0.03 0.03 0.04 0.04 0.05 0.05 0.05 0.06 0.07
0.5 0.06 0.07 0.08 0.09 0.06 0.07 0.08 0.08 0.10
0.9 0.12 0.07 0.07 0.07 0.09 0.10 0.08 0.07 0.07
Room	Size
Small Medium Large
Scattering	Coefficient
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Table 4.5 Variations in IACC for 36 simulations locations and 27 simulation conditions expressed as 
the standard deviation. Magnitude across conditions for each descriptor are colour coded from higher 
to lower values going from red to white.  Values larger than 1 JND are highlighted with a red dot. 
0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 0.32 0.24 0.20 0.32 0.32 0.34 0.44 0.39 0.42
0.5 0.39 0.27 0.25 0.44 0.37 0.39 0.45 0.42 0.40
0.9 0.35 0.38 0.35 0.41 0.40 0.41 0.43 0.42 0.36
0.1 0.23 0.22 0.17 0.29 0.29 0.31 0.43 0.38 0.40
0.5 0.37 0.24 0.24 0.42 0.36 0.37 0.44 0.41 0.40
0.9 0.35 0.38 0.35 0.40 0.39 0.40 0.43 0.42 0.36
0.1 0.21 0.20 0.17 0.28 0.26 0.30 0.42 0.37 0.39
0.5 0.36 0.24 0.24 0.41 0.35 0.35 0.43 0.41 0.40
0.9 0.35 0.38 0.35 0.40 0.38 0.40 0.43 0.42 0.36
0.1 0.14 0.13 0.13 0.12 0.15 0.17 0.19 0.22 0.27
0.5 0.36 0.24 0.24 0.37 0.33 0.34 0.39 0.37 0.37
0.9 0.35 0.38 0.35 0.40 0.38 0.40 0.42 0.41 0.36
Room	Size
Small Medium Large
Scattering	Coefficient
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Table 4.6 Median value of IACC for 36 simulations locations and 27 simulation conditions. 
Magnitude across conditions for each descriptor are colour coded from higher to lower values going 
from red to white. 
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With this we complete the characterisation of our base situation. The values obtained 
in this section are used as the point of comparison for all subsequent analysis. 
4.4 Comparison of base situation to different source and receiver characteristics 
4.4.1 Comparison to omnidirectional sources and receivers 
Comparisons are now made to omnidirectional sources and receivers. All 
combinations of omnidirectional sources/receivers to directional sources/receivers are made 
resulting in three conditions. These situations are: omnidirectional source-omnidirectional 
receiver, omnidirectional source-directional receiver, directional source-omnidirectional 
receiver. 
In order to make the sources comparable, these were standardised in power before 
deriving acoustic descriptors. This was done using the directivity factor (D) of the voice 
source, calculated to the 0 azimuth and 0 elevation point. This was done in a reflection free 
simulation where an omnidirectional receiver was placed 2m directly from the source and the 
responses of the source was that used in the previous simulations. The source power was 
derived according to Bies and Hansen [115]: 
  (4.2) 
where, Lw is the source power, Lp is the source level at the measurement position, D is the 
directivity factor and r is the distance from the source to the measurement position. With the 
obtained power levels, a frequency dependent filter was created to match the power of the 
omnidirectional source to that of the directional source.  
In order to match the level of the omnidirectional receiver to that of the set of HRIRs 
used in the simulation, diffuse field level matching was conducted. For this calculation the 
binaural level [72] of a combined 1250 sources (as many as individual direction HRIRs) was 
matched to the level of the same amount of sources as received by the omnidirectional 
receiver included within the software. This correction factor was only calculated at one 
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frequency (1000 Hz) as the HRIRs being used have been compensated for the loudspeaker 
response [78].  
By matching the levels of sources and receivers, we can make direct comparisons of 
the energetic descriptors presented in the previous section. This leads us to the differences 
that exist due to the directional characteristics of sources and receivers in different acoustic 
environments.  
In this section, differences for energy ratio descriptors (i.e. ST descriptors and C 
descriptors) are reported as differences of medians. Differences in reverberation descriptors 
(i.e. T20 an EDT) are reported as percentage deviation from the base situation. This makes 
possible their direct comparison to JNDs. IACC differences are presented as median 
differences. There are two important aspects to understand the significance of the resulting 
differences. First, we need to understand if the differences are statistically dissimilar. For this 
purpose a paired t-test is conducted on the sets of data comparing the base situation against 
the other three situations [116]. This allows us to ascertain if the two data sets are considered 
to come from independent sets, giving validity to the differences reported. The second 
difference aspect we need to analyse is if the differences are perceptually distinguishable. 
This regardless of the differences being statistically different. For this purpose, we use JNDs 
as discussed earlier. Summaries are presented in the form of tables where colours have been 
assigned to code their statistical significance (red if they are statistically different and white if 
they are statistically similar) and markers added for the differences that are perceptually 
significant. It should be noted that IACC is only compared where the receiver is binaural. 
The following table presents the variations that exist across the different descriptors 
tested, comparing the medians of the base conditions and the condition where the source and 
receivers are omnidirectional. 
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0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 0.69 0.71 0.99 0.83 1.19 1.62 0.07 1.15 2.48
0.5 0.31 2.04 2.85 0.76 0.33 1.28 0.01 1.15 2.88
0.9 2.55 0.74 1.09 2.88 0.24 1.82 2.20 0.90 1.83
0.1 2.13 1.81 1.63 1.28 1.97 2.07 1.17 1.83 1.94
0.5 4.84 4.32 2.49 2.34 2.14 2.15 1.19 2.14 2.24
0.9 Inf Inf Inf 0.52 2.08 2.49 1.33 2.16 2.68
0.1 0.42 1.15 1.20 0.49 1.63 1.99 0.77 1.37 2.53
0.5 0.32 2.05 2.85 0.58 0.43 1.35 0.02 1.24 2.89
0.9 2.55 0.74 1.09 2.88 0.24 1.82 2.17 0.90 1.83
0.1 3.37 2.67 0.71 3.20 2.51 1.65 3.23 3.04 1.22
0.5 4.80 3.53 1.19 1.72 2.14 2.15 2.40 2.68 1.40
0.9 5.53 2.56 1.23 3.26 3.63 2.17 5.93 3.83 1.99
0.1 3.80 1.87 0.50 4.10 2.25 1.47 3.23 3.11 1.53
0.5 4.64 2.85 1.10 3.84 3.02 1.90 2.90 2.78 1.55
0.9 13.12 5.22 13.92 5.86 4.24 2.46 6.43 3.89 2.28
0.1 0.02 0.01 0.01 0.06 0.02 0.02 0.08 0.06 0.03
0.5 0.21 0.03 0.01 0.14 0.01 0.02 0.08 0.01 0.02
0.9 0.02 0.00 0.07 0.20 0.09 0.06 0.23 0.07 0.02
0.1 0.22 0.03 0.01 0.13 0.00 0.00 0.05 0.01 0.01
0.5 0.08 0.15 0.05 0.21 0.32 0.28 0.45 0.52 0.14
0.9 0.48 0.40 0.36 0.02 0.32 0.10 0.26 0.10 0.12
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Table 4.7 Comparison of acoustic descriptors between the condition with sources and receivers with 
human directivity characteristics and omnidirectional sources and receivers. Differences in Clarity 
(C50 and C80) and Stage Support descriptors (STEarly, STLate and STv) are presented in dB, 
differences in decay descriptors (EDT and T20) are presented as percentage. 
The following table presents the variations that exist across the different descriptors 
tested, comparing the medians of the base condition and the condition where the source has 
the characteristics of the human voice and receivers are omnidirectional. 
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0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 2.16 0.84 1.39 3.64 1.48 1.55 3.81 2.16 0.22
0.5 1.74 0.05 0.25 4.15 1.88 1.08 3.79 1.75 0.37
0.9 4.86 1.14 1.63 6.08 0.42 0.31 6.26 0.55 0.82
0.1 1.12 1.10 1.15 1.22 1.21 1.09 1.16 1.19 1.15
0.5 0.94 0.96 1.13 1.01 1.64 1.06 1.12 1.30 1.09
0.9 Inf Inf Inf 4.58 1.06 0.71 2.45 1.32 0.89
0.1 1.72 0.66 1.26 2.29 1.23 1.41 2.90 1.91 0.33
0.5 1.73 0.06 0.26 3.97 1.82 1.04 3.70 1.75 0.32
0.9 4.86 1.14 1.63 6.08 0.43 0.31 6.23 0.56 0.80
0.1 1.94 0.56 0.26 4.03 1.83 1.23 3.26 2.78 1.10
0.5 1.31 1.96 0.78 3.93 1.31 1.12 3.59 1.75 0.76
0.9 4.12 6.71 0.09 4.79 0.76 1.78 4.70 1.76 1.93
0.1 1.24 0.27 0.42 3.72 1.46 1.23 3.26 2.81 1.15
0.5 1.20 1.41 0.67 3.36 1.18 1.40 3.45 2.19 0.92
0.9 16.25 8.06 6.94 2.84 1.21 1.94 4.93 1.30 2.10
0.1 0.02 0.00 0.02 0.14 0.09 0.06 0.29 0.26 0.14
0.5 0.01 0.01 0.01 0.04 0.02 0.02 0.11 0.04 0.03
0.9 0.01 0.00 0.01 0.02 0.01 0.03 0.03 0.05 0.03
0.1 0.03 0.03 0.01 0.00 0.01 0.01 0.35 0.04 0.08
0.5 0.07 0.01 0.02 0.48 0.13 0.05 0.54 0.35 0.07
0.9 0.01 0.03 0.00 0.01 0.02 0.01 0.00 0.00 0.03
Room	Size
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Table 4.8 Comparison of acoustic descriptors between the condition with sources and receivers with 
human directivity characteristics and human directivity sources and omnidirectional receivers. 
Differences in Clarity (C50 and C80) and Stage Support descriptors (STEarly, STLate and STv) are 
presented in dB, differences in decay descriptors (EDT and T20) are presented as percentage. 
The following tables presents the variations that exist across the different descriptors 
tested, comparing the medians of the base condition and the condition where the receivers 
have the characteristics of the human ear and the sources are omnidirectional. 
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0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 0.76 2.26 2.23 0.67 2.94 3.17 1.59 3.43 3.80
0.5 1.29 2.57 3.72 0.83 2.99 3.17 2.03 3.18 4.56
0.9 2.13 1.18 3.41 0.60 2.18 4.13 0.06 2.64 3.63
0.1 3.16 3.05 2.86 2.69 3.22 3.09 2.49 2.99 3.13
0.5 5.54 5.20 3.35 2.92 3.27 3.04 2.23 3.20 3.33
0.9 Inf Inf Inf 1.42 2.95 3.46 2.63 3.13 3.62
0.1 1.66 2.74 2.54 1.87 3.11 3.36 2.02 3.49 3.76
0.5 1.30 2.58 3.72 0.98 3.02 3.21 2.05 3.23 4.48
0.9 2.13 1.18 3.41 0.60 2.18 4.14 0.08 2.65 3.64
0.1 2.51 1.19 0.08 1.79 1.05 0.35 0.80 1.13 0.63
0.5 3.82 3.00 0.88 0.20 0.62 0.62 0.81 0.31 0.04
0.9 3.32 0.77 0.62 0.87 0.32 0.66 2.78 1.28 0.15
0.1 2.56 0.73 0.15 2.58 0.98 0.31 1.17 1.25 0.74
0.5 3.33 2.45 0.81 1.42 0.30 0.18 0.21 0.69 0.13
0.9 13.22 5.10 13.71 2.27 0.84 0.06 2.60 1.08 0.45
0.1 0.02 0.00 0.02 0.16 0.09 0.06 0.35 0.30 0.17
0.5 0.05 0.01 0.01 0.08 0.01 0.00 0.06 0.00 0.04
0.9 0.00 0.01 0.00 0.07 0.03 0.02 0.07 0.03 0.03
0.1 0.20 0.06 0.01 0.33 0.04 0.06 0.28 0.12 0.10
0.5 0.01 0.04 0.04 0.06 0.09 0.02 0.13 0.04 0.05
0.9 0.03 0.03 0.02 0.09 0.00 0.02 0.10 0.01 0.01
Room	Size
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Scattering	Coefficient
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Table 4.9 Comparison of acoustic descriptors between the condition with sources and receivers with 
human directivity characteristics and omnidirectional sources and human directivity receivers. 
Differences in Clarity (C50 and C80) and Stage Support descriptors (STEarly, STLate and STv) are 
presented in dB, differences in decay descriptors (EDT and T20) are presented as percentage. 
0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 0.03 0.02 0.00 0.05 0.05 0.09 0.09 0.14 0.14
0.5 0.04 0.03 0.04 0.05 0.07 0.11 0.06 0.14 0.13
0.9 0.11 0.02 0.01 0.01 0.06 0.07 0.03 0.12 0.07
0.1 0.04 0.03 0.00 0.02 0.04 0.08 0.09 0.14 0.13
0.5 0.02 0.04 0.04 0.06 0.08 0.10 0.06 0.14 0.14
0.9 0.11 0.02 0.01 0.03 0.06 0.06 0.03 0.12 0.07
0.1 0.04 0.03 0.01 0.01 0.03 0.08 0.09 0.13 0.13
0.5 0.02 0.05 0.04 0.06 0.08 0.09 0.06 0.13 0.14
0.9 0.11 0.02 0.01 0.03 0.06 0.06 0.03 0.12 0.07
0.1 0.04 0.01 0.01 0.06 0.02 0.02 0.03 0.06 0.09
0.5 0.02 0.05 0.04 0.04 0.08 0.09 0.04 0.11 0.13
0.9 0.11 0.02 0.01 0.03 0.06 0.06 0.03 0.12 0.07
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Table 4.10 Comparison of IACC between the condition with sources and receivers with human 
directivity characteristics and omnidirectional sources and human directivity receivers. Differences 
are presented as IACC difference. 
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A comparison chart presenting the percentage of statistically and perceptually relevant 
differences might aid us in understanding and differentiating meaningful differences in the 
results. This table is presented below. From this table some observations can be made. 
Speaking purely of the statistical differences, we can see that the differences affect a large 
amount of the situations observed. In all the energy descriptors, statistically significant 
differences are observed in more than half the cases in all situations (the lowest value being 
55% for the Omni source to HRIR modelled receiver). Another feature of interest is that as 
the analysis window increases (i.e. STEarly vs STLate, C50 vs C80) the number of room 
configurations affected increases. This is in contrast to the expectations that early reflections 
are affected more by source and receiver directivities and that, as sound is reflected in the 
room and becomes more diffuse, the differences become smaller.  
Stat.	Sig. Subj.	Sig. Comb. Stat.	Sig. Subj.	Sig. Comb. Stat.	Sig. Subj.	Sig. Comb. Stat.	Sig. Subj.	Sig. Comb.
STearly 67 56 52 74 67 67 89 81 78 77 68 65
STlate 100 100 96 100 100 85 100 100 100 100 100 94
STv 78 63 63 74 67 63 89 89 85 80 73 70
C50 100 96 96 85 78 78 56 37 30 80 70 68
C80 100 96 96 96 85 85 74 48 48 90 77 77
EDT 56 44 37 67 26 26 56 37 37 59 36 33
T20 63 67 56 52 33 26 52 44 30 56 48 37
IACC	50ms - - - - - - 59 33 44 59 33 44
IACC	80ms - - - - - - 67 37 52 67 37 52
IACC	100ms - - - - - - 67 37 52 67 37 52
IACC	1000ms - - - - - - 59 26 44 59 26 44
Omni	to	Omni Voice	to	Omni Omni	to	HRIR Total
 
Table 4.11 Summary presenting percentage of cases that are affected by source and receiver 
directivity characteristics.  
When we take into account statistical and perceptual factors we arrive at the number 
of observations that are significantly different. We can see that the sound decay descriptors 
are affected only on a limited number of conditions (33 and 37 %). If we look at the C50 and 
C80 descriptors the number increases to 68 and 76%, affecting more than half the 
measurements. Finally, if we look at the stage and voice descriptors the conditions affected 
for STEarly, STLate and STv are all above 50 % (65, 93 and 70 %). In terms of IACC 44, 52, 
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52 and 44% of the observations are affected for the analysis times of 50, 80, 100 and 1000 ms. 
It should be noted that these results include the only possible case for comparison.  
These results point at variations in all energetic descriptors for more than half of the 
conditions observed. An additional statistical analysis is performed to understand the extent 
of the influence of source and receiver on these results. For this we perform factorial 
ANOVA on the entire set of data, having the source and receiver as independent factors. 
Additionally, we have included the simulation position as another independent factor. This to 
clarify if the differences in means are also affected by location. The ANOVA test has been 
computed to test the effect of each of the independent factors (receiver, source and position) 
and their three possible interactions. The results are reported based on a significance value of 
<0.05, where a resulting value of p smaller than 0.05 is considered to have a significant effect 
on the value observed. Additionally, the effect size is calculated based on the mean squares 
for each factor, interaction of factors and model residual [56]. This allows us to succinctly 
present the results based on their statistical significance but, more importantly, identifying the 
factors that have a greater effect on the results. The results from these ANOVA calculations 
are presented in the following table. The results are presented as effect sizes. Following this 
all effect sizes with a p-value greater than the statistically significant level (i.e. 0.05) have 
been zeroed to avoid confusion as this values do not have statistical support for their 
inclusion. The factors are coded as R for Receiver, S for Source and P for Position. The 
results have been colour coded as a visual aid to identify the factors that affect the most the 
results.  
The effect size is calculated as 2 from the variance component of each factor. The 
variance component is calculated from mean squares of each factor, the degrees of freedom 
for each factor and the number of observations as follows: 
     (4.3) 
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where 2 is the variance component for factor , a is the number of different levels for factor 
, MSA is the mean squares obtained in the analysis for factor , MSR is the residual mean 
squares, and a, b, c, etc. are the number of levels for each variable tested.  
The total variability is: 
     (4.4) 
from this we calculate the effect size for each factor: 
      (4.5) 
All factors are then expressed as the square root of 2. 
R S P R$x$S R$x$P S$x$P R S P R$x$S R$x$P S$x$P R S P R$x$S R$x$P S$x$P
0.1 0.5 0.3 0.0 0.0 0.0 0.0 0.2 0.6 0.0 0.0 0.0 0.0 0.2 0.6 0.0 0.0 0.0 0.0
0.5 0.2 0.6 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0
0.9 0.2 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.2 0.0 0.1 0.0 0.0
0.1 0.1 0.9 0.0 0.0 0.0 0.0 0.1 0.8 0.0 0.0 0.0 0.0 0.1 0.8 0.0 0.0 0.0 0.0
0.5 0.0 0.9 0.0 0.0 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.0 0.1 0.8 0.0 0.0 0.0 0.0
0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 0.3 0.6 0.0 0.0 0.0 0.0 0.2 0.7 0.0 0.0 0.0 0.0 0.2 0.7 0.0 0.0 0.0 0.0
0.5 0.2 0.6 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0
0.9 0.2 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.2 0.0 0.1 0.0 0.0
0.1 0.2 0.6 0.0 0.0 0.0 0.0 0.1 0.6 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.0 0.0 0.0
0.5 0.1 0.8 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0
0.9 0.0 0.7 0.0 0.1 0.0 0.0 0.0 0.6 0.0 0.1 0.0 0.0 0.1 0.0 0.0 0.1 0.0 0.0
0.1 0.2 0.8 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0
0.5 0.1 0.7 0.0 0.0 0.0 0.0 0.1 0.6 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0
0.9 0.2 0.0 0.0 0.2 0.0 0.0 0.2 0.2 0.0 0.2 0.0 0.0 0.1 0.5 0.0 0.1 0.0 0.0
0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 0.0 0.8 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0
0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 0.0 0.1 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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Table 4.12 ANOVA results presented as effect sizes for the comparison between the condition with 
sources and receivers with human directivity characteristics and omnidirectional sources and receivers. 
All values that are not statistically significant have been zeroed. Larger effect sizes have been colour 
coded for easy identification with larger values ranging from red to lower values in white. 
 102 
R S P R	x	S R	x	P S	x	P R S P R	x	S R	x	P S	x	P R S P R	x	S R	x	P S	x	P
0.1 0.5 0.2 0.0 0.1 0.0 0.0 0.2 0.5 0.0 0.0 0.0 0.0 0.1 0.6 0.0 0.0 0.0 0.0
0.5 0.4 0.3 0.0 0.0 0.0 0.0 0.2 0.3 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.0 0.0 0.0
0.9 0.6 0.1 0.0 0.2 0.0 0.0 0.1 0.2 0.0 0.1 0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.0
0.1 0.2 0.8 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0
0.5 0.1 0.9 0.0 0.0 0.0 0.0 0.1 0.8 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0
0.9 0.3 0.4 0.0 0.1 0.0 0.0 0.1 0.8 0.0 0.0 0.0 0.0 0.1 0.8 0.0 0.0 0.0 0.0
0.1 0.3 0.6 0.0 0.0 0.0 0.0 0.2 0.7 0.0 0.0 0.0 0.0 0.1 0.7 0.0 0.0 0.0 0.0
0.5 0.4 0.4 0.0 0.0 0.0 0.0 0.2 0.3 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.0 0.0 0.0
0.9 0.6 0.1 0.0 0.2 0.0 0.0 0.1 0.2 0.0 0.1 0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.0
0.1 0.6 0.0 0.0 0.1 0.0 0.0 0.4 0.1 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0
0.5 0.5 0.1 0.0 0.0 0.0 0.0 0.4 0.1 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0
0.9 0.6 0.0 0.0 0.1 0.0 0.0 0.2 0.2 0.0 0.1 0.0 0.0 0.3 0.1 0.0 0.0 0.0 0.0
0.1 0.5 0.1 0.0 0.0 0.0 0.0 0.4 0.2 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.0 0.0 0.0
0.5 0.7 0.0 0.0 0.0 0.0 0.0 0.3 0.2 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.0 0.0 0.0
0.9 0.4 0.3 0.0 0.0 0.0 0.0 0.3 0.2 0.0 0.1 0.0 0.0 0.3 0.0 0.0 0.0 0.0 0.0
0.1 0.1 0.4 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.1 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0
0.5 0.0 0.8 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.9 0.0 0.7 0.0 0.0 0.0 0.0 0.0 0.5 0.1 0.0 0.0 0.0 0.1 0.0 0.2 0.0 0.0 0.0
0.1 0.0 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 0.0 0.1 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.9 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Medium
Scattering	Coefficient
0.1 0.5 0.9
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Table 4.13 ANOVA results presented as effect sizes for the between the condition with sources and 
receivers with human directivity characteristics and human directivity sources and omnidirectional 
receivers. All values that are not statistically significant have been zeroed. Larger effect sizes have 
been colour coded for easy identification with larger values ranging from red to lower values in white. 
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R S P R$x$S R$x$P S$x$P R S P R$x$S R$x$P S$x$P R S P R$x$S R$x$P S$x$P
0.1 0.4 0.4 0.0 0.1 0.0 0.0 0.3 0.5 0.0 0.0 0.0 0.0 0.0 0.7 0.0 0.0 0.0 0.0
0.5 0.4 0.4 0.0 0.0 0.0 0.0 0.2 0.4 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0
0.9 0.6 0.2 0.0 0.1 0.0 0.0 0.1 0.3 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.0 0.0 0.0
0.1 0.2 0.8 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0
0.5 0.2 0.8 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0
0.9 0.2 0.7 0.0 0.0 0.0 0.0 0.1 0.8 0.0 0.0 0.0 0.0 0.1 0.9 0.0 0.0 0.0 0.0
0.1 0.3 0.6 0.0 0.0 0.0 0.0 0.2 0.7 0.0 0.0 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.0
0.5 0.4 0.4 0.0 0.0 0.0 0.0 0.2 0.4 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0
0.9 0.6 0.2 0.0 0.1 0.0 0.0 0.1 0.3 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.0 0.0 0.0
0.1 0.7 0.0 0.0 0.1 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0
0.5 0.7 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0
0.9 0.6 0.0 0.0 0.0 0.0 0.0 0.3 0.1 0.0 0.1 0.0 0.0 0.3 0.0 0.1 0.0 0.0 0.0
0.1 0.7 0.0 0.0 0.1 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0
0.5 0.8 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0
0.9 0.7 0.1 0.0 0.0 0.0 0.0 0.2 0.3 0.0 0.1 0.0 0.0 0.3 0.0 0.0 0.0 0.0 0.0
0.1 0.3 0.3 0.0 0.2 0.0 0.0 0.2 0.4 0.0 0.1 0.0 0.0 0.1 0.3 0.0 0.1 0.0 0.0
0.5 0.0 0.7 0.0 0.1 0.0 0.0 0.1 0.1 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0
0.9 0.1 0.3 0.0 0.0 0.0 0.0 0.0 0.3 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0
0.1 0.0 0.6 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 0.3 0.0 0.0 0.1 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0
0.9 0.1 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.1 0.5 0.9
Large
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Table 4.14 ANOVA results presented as effect sizes for the comparison between the condition with 
sources and receivers with human directivity characteristics and omnidirectional sources and human 
directivity receivers. All values that are not statistically significant have been zeroed. Larger effect 
sizes have been colour coded for easy identification with larger values ranging from red to lower 
values in white. 
From these results, several observations can be made. In the majority of the cases and 
for most descriptors, either the receiver, the source or both effects in isolation have a 
statistically significant effect compared to the effect of the simulation position and all the 
interactions. In regards to the ST descriptors, for most cases where the scattering is equal or 
greater than 0.5 and for all room sizes, the effect size for the Source factor is the most 
dominant, even when there is a statistically significant contribution from the Receiver factor. 
At the lowest scattering level, the effect size exhibits more balance between source and 
receiver and varies depending on room size and absorption. This was to be expected as we 
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can assume that the differences in level around our artificial head would be smoother as more 
reflections arrive from more directions.  
In terms of Clarity descriptors, we find that the statistical significance of the effects 
reduces as scattering increases as well as their effect size. In the medium and large rooms 
with low scattering, the effect size of the Receiver is generally larger than the Source effect 
and, in several cases, the only significant effect. In the smaller room the effect size situation 
reverses and the Source effect size becomes the larger effect. This effect could be explained 
by the importance of the level of reflections within the first integration window and their 
effect on the entire calculation. 
Regarding the descriptors dealing with the decay of sound, we observe almost no 
significant effects in conditions where the scattering coefficients is higher than 0.5. In the 
smaller room the only strong effect size that we observe is for the T20 value in the mid 
absorption condition. In the mid and large room there is a stronger Source effect size 
observed in most cases. It should be noted that there are less cases where any of the factors 
have a statistically significant effect and that the effect size is smaller when we compare 
decay descriptors with all other descriptors. 
As a short conclusion to this section and talking about simulated rectangular rooms, 
we can see that the effect of source and receiver tends to be more prominent when dealing 
with energy integration descriptors than with sound decay descriptors. The comparisons made 
include a subjective and statistical analysis. We need to remember that all statements are 
made in regards to comparisons between observations for a base situation in which the source 
and receiver are similar to a human. It is assumed that this situation is correct.  
A comment should be made about the differences in ST and C descriptors in this 
section. As a generalisation, we can say that the ST descriptors are affected more by source 
characteristics and that the C descriptors are affected more by the receiver characteristics, 
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specially in rooms with lower scattering. It is useful to recapitulate on how the descriptors 
have been calculated for these simulations in order to make a correct assessment.  
Given the typical method of calculation for ST descriptors (whether it is STEarly, 
STLate or STv), an assumption can be made that in most circumstances the direct sound or 
‘reference’ is a constant. Whether it is the direct sound plus floor reflection for the ISO 3382-
1 descriptors or the sound of the HATS’ mouth to its ears for the STv measurement, the 
characteristics of these references do not change and therefore act as a scale factor or 
calibration for the calculation. This is especially true for omnidirectional sources. By 
eliminating the omnidirectional source and swapping it for a source with a different 
directivity the reference is eliminated and we should expect different results. In our case we 
have matched the sources to have the same power and utilised the omnidirectional source as a 
reference. As a consequence, our descriptors are measuring the amount of sound arriving 
within the determined time window for the different descriptors. Since the source power was 
calibrated based on the Directivity Index at the 0 degree azimuth and 0 degree elevation 
position, there might be discrepancies in the amount of energy output at all directions in the 
room. This approach was deemed reasonable as the target direction for a human 
speaker/singer would appear to be directly in front. The effect of differences in level are 
somewhat alleviated in the C descriptor calculations as both parts of the energy ratio being 
calculated are included in the simulation. With this in mind, we need to think that these level 
differences will have an impact on the ST descriptors calculation. This does not mean that 
these calculations are wrong, but that for a source with equal power with the front position as 
reference, the effects of spatial pattern and resulting level are integrated in the results.  
Based on the simulations of this section we can see that depending on the calculation 
method we would expect to observe an effect either from the source or receiver 
characteristics. This effects are somewhat reduced in rooms with higher diffusivity when 
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talking about C descriptors, however the effects can be observed for all conditions in regards 
to ST descriptors. The STLate descriptor is particularly susceptible to changes in sources and 
receivers as observed in the t-test comparisons.  
Regarding IACC there is only one comparison and the results suggest that the 
differences are not as statistically or subjectively significant. As expected, larger rooms with 
high scattering coefficients will lead to higher differences. It should be noted that this could 
be a consequence of the random processes within the simulation to recreate scattering 
surfaces. This might not hold true if we were able to conduct these same experiments in an 
actual room. 
4.5 Influence of source-receiver distance for room acoustic parameters 
In this section, the influence that the distance between source and receiver have on 
acoustical descriptors is examined. In the previous section, we examined the influence of 
source and receiver directivity, using the base situation where the receiver and source are 
collocated and have human directivity characteristics as the reference condition. We again 
use this point as the reference, but we vary the distance between source and receiver. In this 
entire section the directivity of the receiver and source are modelled with the same source and 
receiver data used in the previous section to simulate human characteristics. All parameters 
have also been calculated using the guidelines provided in the previous section. 
The area used for calculations also follows the grid used in the previous section. 
Following this, calculations have been made using the same rooms used in the previous 
section and using the same 36 positions. In order to study the influence of source receiver 
distance, the source was positioned in each of the 36 locations and for each source location 
36 receiver positions were calculated. For the remainder of this section it is assumed that the 
reference locations is where the source and receiver occupy the same location. The 
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parameters to be studied will be the same energy ratio parameters as in the previous section; 
i.e. STEarly, STLate, STv, C50, and C80. 
An example of this calculations is shown in Figure 4.2 and 4.3. The examples below 
are taken from the smaller sized room with the lowest absorption coefficient and lowest 
scattering coefficient condition.  STEarly and STLate are shown as the difference calculated by 
subtracting the value obtained at the reference location and the values obtained at all other 
locations. Only four locations are shown for brevity and the source location is indicated by 
the black dot. Circles at 0.5 m from the source are shown for reference. 
 
Figure 4.2 STEarly displayed as the difference between the values calculated at the reference 
location and the stage grid. X and Y axis are the locations in meters within the room where the 0x, 0y 
reference is the upstage left lower corner of the room. Displayed values are for the smaller room, 
lowest absorption and lowest scattering condition. 
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Figure 4.3 STLate displayed as the difference between the values calculated at the reference location 
and the stage grid. X and Y axis are the locations in meters within the room where the 0x, 0y 
reference is the upstage left lower corner of the room. Displayed values are for the smaller room, 
lowest absorption and lowest scattering condition. 
4.5.1 Correlation to distance 
The simplest cause to attribute the differences in results is the distance between the 
source and the receiver. This can be tested by calculating the correlation coefficient between 
the difference in results comparing the control location (i.e. the collocated location) to all the 
simulation locations and the distance between the control location to all simulation locations. 
While we could perform this analysis on the complete set of data, it is important to take into 
consideration the large differences of means in the data, as well as the large variations within 
sets of data as these have an impact on the calculation of correlation coefficients. The means 
and standard deviations for the sets of data are presented in the following tables. 
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0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
0.1 7.02 7.78 8.79 )3.11 )2.25 )0.70 )7.89 )7.41 )5.27
0.5 0.12 0.35 1.76 )7.72 )6.77 )4.78 )13.01 )11.27 )8.93
0.9 )12.86 )10.09 )7.73 )19.53 )15.68 )13.08 )23.38 )19.39 )16.85
0.1 5.37 5.73 5.79 )1.42 )0.82 )0.78 )6.01 )5.14 )5.02
0.5 )25.01 )25.21 )25.64 )19.04 )17.23 )16.93 )20.73 )18.11 )17.78
0.9 ) ) ) )45.30 )40.65 )39.21 )41.37 )36.08 )34.02
0.1 )2.58 )2.20 )0.36 )2.40 )2.11 )0.42 )1.97 )1.66 )0.06
0.5 11.31 10.59 13.65 7.68 6.90 8.35 7.03 6.80 7.76
0.9 35.50 35.18 35.77 14.62 14.53 15.12 14.70 13.99 14.12
0.1 0.22 0.73 2.17 )1.76 )1.19 0.60 )1.67 )1.23 0.79
0.5 19.05 18.70 21.73 9.57 9.20 10.83 7.88 7.72 9.36
0.9 63.81 62.33 70.11 20.21 19.91 20.43 16.85 15.92 16.30
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Table 4.15 Means for room acoustic descriptors obtained from simulations at 36 locations. 
 
Table 4.16 Standard deviations for room acoustic descriptors obtained from simulations at 36 
locations. 
As shown in the summary result tables, the differences that exist in means and 
variations within the data are too large to provide a single correlation coefficient for all 
conditions tested. Following this, correlations coefficients are calculated for each condition 
for each parameter under test. The correlation coefficients are calculated using the same 
method as described in section 2.1. The two variables used for the correlation calculation are 
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the distance from the source to the receiver and the acoustic descriptor value obtained from 
the simulated impulse response. The results are presented in the following table.  
 
Table 4.17 Correlation coefficients for obtained results compared to distance from source. 
These results clearly show that the correlation between the results cannot be explained 
solely by the distance from the source to the receiver. It is worth noting that the standard 
deviations show large variances in the data on most conditions if we use JNDs at the 
benchmark to consider variances as large. From the correlation coefficients obtained we can 
infer that distance is not the only factor affecting the results obtained from the simulation. It 
is worth noting that the results have not been compensated to account for the attenuation over 
distance effect. If the first few reflections were the driving factor, we would expect the 
distance from the source to have a greater impact. This is not the case, pointing at the 
importance of the entire impulse response in the calculation of acoustic parameters.  
4.5.2 Factorial analysis with distance effects 
To understand in greater detail the possible influence of the different factors, the 
results are analysed using ANOVA, as utilised in the previous section. An initial analysis is 
conducted for each condition and using distance (as a continuous factor) and the source and 
receiver locations (as categories).  
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D S R D S R D S R
0.1 0.1 0.3 0.8 0.1 0.2 0.7 0.1 0.2 0.8
0.5 0.1 0.4 0.8 0.1 0.3 0.7 0.1 0.3 0.7
0.9 0.2 0.3 0.7 0.1 0.2 0.7 0.1 0.2 0.7
0.1 0.0 0.3 0.8 0.0 0.3 0.6 0.1 0.1 0.7
0.5 0.0 0.3 0.8 0.1 0.4 0.5 0.1 0.2 0.7
0.9 / / / / / / / / /
0.1 0.1 0.4 0.8 0.1 0.4 0.8 0.1 0.3 0.8
0.5 0.1 0.4 0.8 0.1 0.4 0.7 0.1 0.3 0.7
0.9 0.1 0.4 0.6 0.0 0.4 0.7 0.0 0.5 0.5
0.1 0.1 0.4 0.8 0.1 0.4 0.8 0.1 0.3 0.8
0.5 0.1 0.4 0.8 0.1 0.4 0.8 0.1 0.3 0.7
0.9 0.1 0.5 0.7 0.1 0.5 0.5 0.1 0.5 0.6
D S R D S R D S R
0.1 0.3 0.2 0.6 0.3 0.2 0.5 0.2 0.2 0.5
0.5 0.3 0.2 0.5 0.3 0.2 0.6 0.3 0.2 0.5
0.9 0.2 0.2 0.6 0.2 0.2 0.5 0.2 0.2 0.6
0.1 0.1 0.5 0.6 0.1 0.6 0.6 0.1 0.4 0.5
0.5 0.2 0.3 0.5 0.2 0.3 0.6 0.2 0.4 0.5
0.9 0.2 0.4 0.5 0.2 0.4 0.5 0.2 0.3 0.6
0.1 0.2 0.3 0.6 0.3 0.3 0.5 0.3 0.3 0.5
0.5 0.3 0.3 0.5 0.3 0.3 0.5 0.3 0.3 0.5
0.9 0.3 0.2 0.5 0.2 0.2 0.6 0.2 0.2 0.5
0.1 0.2 0.3 0.6 0.3 0.3 0.5 0.3 0.3 0.5
0.5 0.3 0.2 0.6 0.3 0.3 0.6 0.3 0.3 0.5
0.9 0.2 0.2 0.5 0.2 0.2 0.6 0.2 0.2 0.5
D S R D S R D S R
0.1 0.3 0.2 0.4 0.3 0.2 0.4 0.3 0.2 0.5
0.5 0.3 0.2 0.2 0.3 0.2 0.4 0.3 0.2 0.5
0.9 0.3 0.2 0.4 0.3 0.2 0.4 0.3 0.2 0.4
0.1 0.1 0.6 0.6 0.1 0.6 0.6 0.1 0.5 0.6
0.5 0.3 0.4 0.4 0.2 0.5 0.5 0.2 0.5 0.6
0.9 0.3 0.5 0.4 0.2 0.5 0.4 0.3 0.5 0.3
0.1 0.3 0.2 0.4 0.3 0.2 0.3 0.3 0.2 0.4
0.5 0.3 0.2 0.3 0.3 0.3 0.3 0.3 0.3 0.4
0.9 0.3 0.3 0.4 0.3 0.3 0.5 0.3 0.3 0.5
0.1 0.3 0.2 0.4 0.3 0.2 0.3 0.3 0.3 0.4
0.5 0.3 0.2 0.3 0.3 0.2 0.3 0.3 0.3 0.4
0.9 0.3 0.2 0.3 0.3 0.2 0.4 0.3 0.2 0.4
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Table 4.18 ANOVA results expressed as effect sizes. D stands for distance, S for source position and 
R for receiver position. The results are colour coded to identify large and small values. 
A comment needs to be made on how the distance factor is accounted for in the 
ANOVA calculation. In this case distance is considered as a continuous variable and not as a 
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categorical variable. What this does is limit the degrees of freedom with which the distance 
factor is used within the ANOVA function (see MATLAB function ANOVAN) to 1. This as 
opposed to creating categories for each of the different distances observed.  Following this, 
the effect size has been adjusted to reflect this. 
With this considered, we now analyse the obtained results. The first aspect to consider 
is the statistical significance of all the results. If we deem p to be < 0.5 to consider the results 
as statistically significant, we find that all the results are statistically significant. Following 
this, all the values presented in the table above are statistically relevant. If we consider a 
value greater than 0.5 as a large effect [56, p. 359], we can see that the effect of receiver 
location has a large effect for most conditions tested and all descriptors. This effect reduces 
as the size of the room increases. The only other effect that appears as large is the source 
position for a few descriptors in certain conditions. An example of this is the effect of source 
position on STLate for the medium and large rooms. Generally, albeit with a few exceptions, 
the effect of receiver position is larger than the effect of the two other variables tested. This 
indicates that distance is not the only or most important factor governing variance in acoustic 
descriptors. The large effect of receiver location hints at the relationship between the spatial 
characteristics of the source and receiver as being a driving factor in the results obtained. This 
is especially true since, as stated above, the results were not adjusted for attenuation over 
distance. Given the large variations in level that can occur at this short distances, we would 
expect the initial reflection to have a greater impact on the results. The strength of this initial 
reflection is tied to the distance between source and receiver. The decrease in effect size as 
room size increases points at the increasing relevance of the room characteristics as the room 
size increases.  
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4.6 Final remarks 
In this chapter we have analysed, using room acoustic simulations, the effects that 
different characteristics of sources and receivers as well as distance from source to receiver 
can have on measured acoustic descriptors. We can conclude that the spatial characteristics of 
the source and receiver, as well as their locations, will have an impact on measurements. The 
variations observed are not trivial if we use JNDs as a measure of perceptual variations. In 
following chapters, we explore variations in acoustic fields as measured as well as methods to 
characterise these variations. 
  
 114 
Chapter 5 – Room measurements with directional transducers 
 So far we have analysed the variability in expected measurement results due to 
different characteristics and positions of sources and receivers in simulated rooms. In this 
section we use commonly available equipment to understand the variability that exists in real 
performance rooms. In recent years the availability of microphones capable of capturing the 
directional characteristics of sound fields has increased. Microphones such as the Eigenmike 
from mh acoustics and the Visisonics Real Space Audio Camera [117], [118] allow for high 
spatial resolution audio recordings. These products are typically aimed at providing a tool to 
record a soundfield to be reproduced over a spatial sound reproduction system. However, 
these microphones can also be used as a measurement tool to understand the spatial 
characteristics of a space. When paired with an impulse response measurement technique, 
non-withstanding the instrument’s limitations, we can understand the direction and timing of 
reflections arriving at the measurement position. 
While this is not a new idea, Gerzon [119] proposed it in the mid 70s, it has not been 
until recently that the increased reliability of directional microphones and advances in signal 
processing have made this a common practice. However, besides obvious applications (i.e. 
identify sources and reflectors in rooms) there is little consensus on the possible applications 
of these new measurement techniques.  
An early example of the use of directional microphone arrays to diagnose problems in 
auditoria was presented by Abdou and Guy [120]. In recent times perhaps the most common 
analysis technique using these microphones is by visualization of a soundfield by pairing the 
directional microphone array with a device capable of capturing a wide angle or spherical 
image. Examples of this in auditoria are presented by Farina, Martellotta and O’Donovan et 
al. [121]-[123]. In a different analysis, Pätynen et al. [124] use microphone arrays to visualise 
the directional cumulative energy of an impulse response in two dimensions. In this analysis 
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the importance of lateral reflections to fix the spectral problems caused by the seat-dip effect 
is highlighted.  
A special mention is made to the work by Gover et al. [83], [125] in which he built a 
spherical microphone and used it to measure impulse responses in rooms. In his work he 
proposes a method to evaluate the diffusivity of a room based on the directional energy 
arriving to the measurement position. This will be used in a later part of this chapter. 
It should be noted that the microphone form factor can vary (i.e. coincident arrays of 
microphones vs. spherical microphone arrays) and their processing to extract directional 
information will differ. However, the main aim of this section is to present different 
microphone measurement techniques as opposed to microphone processing and construction 
techniques. It is assumed that all results presented in the studies named here have taken into 
account the characteristics of the capturing microphone. The following chapter and Appendix 
A contains information about encoding and beamforming techniques.  
As part of this thesis, measurements were carried out in spaces designed for music 
and voice performance. All the measurements presented in this section were performed as 
part of the bigger process of understanding the spatial characteristics of spaces typically used 
in voice activities and therefore all the measurement and analysis technique on this section 
have that focus. Several measurement methods will be introduced and analysis techniques are 
presented. Finally, some alternative methods to ISO 3382-1 to characterise stages using 
spatial analysis of the soundfield are proposed.   
5.1 Variations in room parameters due to source and receiver angle and distance 
Variations in the spatial distribution of a soundfield do not necessarily have to be 
calculated at a single point (as is the case for microphone arrays). An initial investigation of 
the variations of a soundfield was performed by utilising variations of the stage support 
measurement method as typified in ISO 3382-1. The method states that measurements are to 
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be made using omnidirectional microphones and sources at a height of 1.5 m and separated at 
1 m. This is to be done in four positions around the source and the measurements to be 
averaged arithmetically. Two variations were implemented to understand the divergences in 
measurement results that might arise from analysing the acoustic characteristics of a room 
with only a limited set of observations and at only one distance from the source. The first 
variation was that the source and receiver were positioned at two different distances. The 
second variation was that measurements were made at a high-resolution angular spacing 
around the source. 
The measurement setup consisted of a B&K Type 5960 controllable turntable, 
complete with a B&K Type 5997 turntable controller. The turntable was connected to a 
laptop running MATLAB and LabVIEW, which controlled the turntable rotation. A B&K 
Type 4295 OmniSource loudspeaker was positioned at the centre of the turntable and its 
output located at a height of 1.5 m from floor level. The advantage of this loudspeaker is that 
its single driver and small outlet make its directivity constant in a large frequency range, 
particularly in the horizontal plane. Two Earthworks M30 omnidirectional microphones were 
attached to the turntable. These two microphones were positioned at a distance of 1 and 0.5 m 
from the centre of the source and a height of 1.5 m from floor level. By rotating the turntable, 
the microphones rotated in a circle, therefore scanning the surrounding area at regular angular 
intervals. An example of this setup is shown in Figure 5.1. 
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Figure 5.1 Measurement setup used in stage support measurements scanning the space around an 
omnidirectional source at two distances. 
Using this setup, two rooms were measured. The first room tested is a lecture hall at 
the Faculty of Architecture, Design and Planning at the University of Sydney. This room is a 
110 seat, 610 m3 lecture theatre. The second room is the Parade Theatre at NIDA, NSW, 
Australia. This room is a 707 seat, 5900 m3 theatre, typically used as a drama theatre. The 
two rooms were measured at two locations. In the lecture theatre the setup was located at the 
centre location of the area that the teacher would typically occupy and a second location to 
 118 
the side. In the drama theatre two locations were measured upstage, one at the centre and one 
stage left. The setup was placed at a distance from the stage lip typical for a performer.  
Room measurements were performed in both rooms using a sine sweep technique [60] 
at 5° intervals. Room impulse responses were derived and from these stage support 
parameters (STEarly and STLate) derived according to ISO 3382-1 [21]. The frequency range 
of the results follows ISO 3382-1 (250 to 2000 Hz octave bands). The stage parameters have 
been discussed earlier in this thesis. An adjustment had to be made to arrive at comparable 
room measurements due to the different source distances to the measurement microphones. If 
we were to derive results based purely on the temporal integration times recommended by the 
standard, we would see that the level of the direct sound would be higher (by approximately 6 
dB based on spherical wave dispersion) for the microphone located 0.5 m from the source. 
This would lead to discrepancies in the ST values calculated from the microphone at 0.5 and 
1 m. In order to be able to directly compare measurement results, we need to standardise the 
measurement reference, which, in this calculation, is the direct sound and floor reflection. 
This allows us to understand the differences in the variable part of the measurement (reflected 
sound), instead of what is usually considered to be constant and used as an overall level 
adjustment (direct sound). In order to do this, the early part of the impulse response used in 
all calculations was assumed to be the early part of the measurement at 1 m. It should be 
noted that the level for both microphones was matched by using a sound pressure level 
calibrator. The results for the 360° measurements for both positions in both rooms are 
presented in Figure 5.2. 
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Figure 5.2 Angular ST results for both spaces at two different positions and two different 
measurement distances. 
If we consider the samples of the two distances as observations collected in pairs, we 
can use paired t-tests to understand if the observed differences are statistically significant 
[116]. It is reiterated that, as all observations have been compared to a standard direct sound 
and all measurements were calibrated, all source of difference comes from reflections 
recorded after the floor reflection. Using the t-test we can conclude if the observed means for 
the measurement at 0.5 and 1 m are statistically different. It should be noted that even if the 
means of these measurements are statistically different, they are not necessarily perceptually 
different. Typically, acoustic parameters will have a Just Noticeable Difference (JND), which 
is the minimum change in a parameter that will produce a perceptual difference in the 
majority of subjects. In stage acoustics, the JNDs for ST parameters are not well defined. 
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Jeon and Barron [25] state that: ‘a difference of 2 dB is probably significant for a performer’. 
However, based on the known limens for other energy ratio parameters (i.e. C50 and C80 
[21], [126]) and the voice level changes with different room gains [4] the JND is probably 
closer to 1 dB.  
For the analysis in this section paired t-tests are performed on the data of the 
measurements at the two distances for each position. Additional paired tests are performed 
comparing the data obtained at the each of the distances (i.e. 0.5 and 1 m) with the data at 
each of the two positions (i.e. Stage Centre and Stage Left). A summary of the results is 
presented on Table 5.1. For all the paired comparisons tested we can see that, except for the 
STLate comparison between positions measured at 1 m in the lecture theatre, all the means are 
statistically different. However, this does not denote that all the mean differences are 
perceptually significant. To aid in identify the results that might be perceptually significant a 
red dot has been placed on the results table next to the mean differences that are larger than 1 
dB and also where difference upper and lower confidence intervals at 95% are larger than 1 
dB.  
 
Table 5.1 Differences in mean measurements for the Lecture Theatre. Statistically different means are 
marked in red. Perceptually different differences are highlighted with a red dot. 
Position SC SC SL SL SC SL SC SL
Distance 0.5 1 0.5 1 0.5 0.5 1 1
STEarly -4.36 -2.28 -3.48 -1.97 -4.36 -3.48 -2.28 -1.97
Diff
STLate -10.26 -9.73 -10.06 -9.67 -10.26 -10.06 -9.73 -9.67
Diff
C50 4.37 5.94 5.00 6.71 4.37 5.00 5.94 6.71
Diff
C80 7.97 9.53 8.61 10.20 7.97 8.61 9.53 10.20
Diff
T20 0.69 0.66 0.68 0.65 0.69 0.68 0.66 0.65
Diff
Letcture	Theatre
-1.56 -1.59 -0.63 -0.66
0.04 0.06 0.01 0.03
-1.57 -1.71 -0.63 -0.77
-2.07 -1.51 -0.87 -0.3
-0.53 -0.39 -0.2 -0.06
 121 
 
Table 5.2 Differences in mean measurements for the Drama Theatre. Statistically different means are 
marked in red. Perceptually different differences are highlighted with a red dot. 
From these results some remarks can be made. In all ST parameters we can see that 
the mean differences between the results obtained are larger when comparing measurements 
made at different distances from the source than when comparing measurements at two 
different room positions. In all locations, the mean of the ST parameters is higher for the 
measurement with the microphone 1 m from the source than the measurement 0.5 m from the 
source. Also, with the exception of STLate in the lecture theatre, the observed differences for 
the measurements at different distances for the same position are statistically and perceptually 
significant. 
While the results presented here are limited to only two widely different rooms, we 
can see differences in the results which yield higher results at the location further from the 
source. If we think of the case examined in this thesis, where the source and receiver are 
concentric, measurement discrepancies at different distances point at differences in results 
that could lead to erroneous estimations of the room support if it was to be used by voice 
performers.  With this setup it is impossible to measure a truly co-located source and receiver 
without introducing sources of error that would be difficult to account for and correct. 
Position SC SC SL SL SC SL SC SL
Distance 0.5 1 0.5 1 0.5 0.5 1 1
STEarly -18.07 -16.18 -16.90 -15.45 -18.07 -16.90 -16.18 -15.45
Diff
STLate -17.26 -16.06 -18.25 -17.11 -17.26 -18.25 -16.06 -17.11
Diff
C50 3.02 1.79 3.19 2.13 3.02 3.19 1.79 2.13
Diff
C80 4.57 3.64 4.78 3.83 4.57 4.78 3.64 3.83
Diff
T20 1.16 1.19 1.14 1.15 1.16 1.14 1.19 1.15
Diff
Drama	Theatre
1.22 1.06 -0.18 -0.34
-1.88 -1.44 -1.17 -0.73
0.02 0.01
-1.20 -1.13 0.98 1.05
0.02 0.03
0.93 0.94 -0.20 -0.19
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While care was taken to minimise extraneous effects, it is possible that some of the 
variations in the measurements presented here were produced by the setup itself. It is difficult 
to isolate the variations that occur in these measurements due to shadowing from the source 
to the receiver or influence of reflections from the measurement setup (e.g. proximity to 
turntable) and the variations that occur due to room acoustics alone. In the following chapters, 
a solution to correctly analyse concentric sources and receivers is presented. 
Results for C50, C80 and T20 are also presented as in the previous section. It should be 
noted that the direct sound and first reflections have been excluded when calculating these 
results to minimise what would be a dominant effect on the results. This allows for a better 
and comparable evaluation on the effect of the acoustics of the rooms. The clarity results 
follow a similar trend as the ST results, where the values observed further from the 
microphone are higher than the values observed at the nearest position. In the smaller room, 
the differences at each position with the measurements at both distances are statistically and 
perceptually significant; in the larger room only the C50 differences are perceptually and 
statistically significant.  
As we observed in the simulations of the previous chapter, the decay parameter, in 
this case T20, is less affected by measurement distance from the source. In these set of results 
only one of the comparisons made is different statistically and perceptually. 
5.2 Variations in room parameters due to variations in room reflection direction 
In the previous section the variations that exist due to source and receiver location 
were explored. In this section we explore the variations that exist in the direction of arrival of 
reflections at the receiver position. All the measurements that are presented in this section 
were obtained in stages of theatres and performance halls. The measurements were made 
using a spherical microphone array, capable of decomposing the soundfield into its spherical 
harmonic components. The measurements were performed using the setup described in ISO 
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3382-1 for the characterisation of stages. However, for this set of measurements, the 
omnidirectional receiver was replaced with a spherical microphone. The receiving transducer 
is a Visisonics RealSpace Panoramic Audio Camera. This product is a spherical microphone 
array, equipped with 64 microphone capsules. Two omnidirectional sources were used for the 
measurements. In some cases, the source was a B&K type 4292-L OmniPower Sound Source, 
and in some cases a Dr. Three dodecahedron loudspeaker. Several halls were measured in 
South Korea and Australia. 
One of the most typical approaches for handling data from spherical microphone 
arrays involves encoding the ‘raw’ signals into spherical harmonics, also known as High 
Order Ambisonics (HOA). Following this, spatial processing (e.g. beamforming) is applied to 
the signals. This approach is the basis for the analysis presented later in this chapter. It should 
be noted that there are well known limitations to spherical microphone arrays, which limit 
their usable frequency range associated with each HOA order that can possibly be encoded. 
The constraints for being able to encode higher HOA components is given by the number of 
microphones in the array. In brief, we need one microphone per HOA component in order to 
encode each order. The number of components, N, to encode a given order, M, is given by 
the equation N = (M + 1)2. Based on this we have that for our 64 microphone array the 
maximum order we can encode is 7. The maximum order that can be encoded will determine 
the directivity of the beam that can be achieved with the array. Using higher orders allow for 
narrower beams that are better at discriminating sound coming from other directions 
compared to the direction of interest. By linearly combining HOA components, an ideal 
beamform pointing at a given direction can be achieved; the shape of this beam is direction 
and frequency independent when the HOA components exactly correspond to the spherical 
harmonic components. The theory behind the spherical harmonic decomposition of the 
soundfield is well known and an introduction is presented in Appendix A. 
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There are further restrictions associated with spherical microphone arrays, which will 
limit the range of frequencies that can be encoded without errors for a given HOA order. 
These limits are introduced by the distance between transducers, the transducer noise and the 
transducer positioning accuracy [127]. A succinct way of describing the errors that arise for a 
particular microphone array configuration is the comparison of the shape of an ideal beam, 
formed to a particular direction, and the beam that can be achieved by the array, taking into 
account all its limiting factors. For this particular array, the theoretical frequency dependent 
encoding errors, calculated using a similar method as described by Miranda et al. [128] are 
shown in Figure 5.3. This figure shows the normalized root mean square (NRMSE) error per 
frequency for the 8 orders (0th order included) that the array can encode. An additional figure 
(Figure 5.4) not including the higher orders is included for clarity. 
 
Figure 5.3 Normalised Root Mean Square Error expressed as a percentage for the orders that the 
Visisonics microphone can encode. 
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Figure 5.4 Normalised Root Mean Square Error expressed as a percentage for the first four orders 
that the Visisonics microphone can encode. 
It can be seen that the array’s frequency range becomes considerably narrower at 
higher HOA orders. If we want to examine the range of frequencies, which are typically 
associated with the characterisation of stages, the highest useful order to be used is the 3rd 
order. This is the order used for all the following calculations.  
5.2.1 Different measurement techniques with a spherical microphone – A case 
study 
While preparing this monograph, several measurement methods for stage analysis 
have been developed and adapted to characterise the spatial variations that exist at a point in a 
stage. As mentioned above, the setup used was similar to the one recommended for stage 
characterisation in ISO 3382-1, with the omnidirectional microphone replaced by the 
Visisonics spherical microphone. These measurement methods will be detailed by using a 
case study. The case study in question includes the measurements made at the Concert Hall of 
the Sydney Opera House. The Concert Hall of the Sydney Opera House is a 2,679 seat hall. It 
has a volume of 24,600 m3. Two stages positions are contrasted in this section. One of the 
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stage positions is located at the centre of the stage, 10.5 m from the rear stage wall. The 
second one is located at the 7.6 m from the rear stage wall and 6.4 m from the lateral wall. It 
should be pointed out that the centre position is not underneath the overhead stage reflectors, 
whereas the lateral position is.  
 
Figure 5.5 The stage at the Sydney Opera House. (Photograph provided by Manuj Yadav) 
All measurements were made according to ISO 3382-1, whereby all nearby surfaces 
are located at least 2 m away from the measurement position. For all these examples four 
measurements were made around the source describing an equilateral diamond. After 
detailing these measurements, a comparison will be made with a smaller hall. Appendix D 
contains complete data for several halls surveyed during the duration of this study. Figure 5.6 
shows the measurement setup in the hall. The microphone located closer is the Visisonics 
microphone. 
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Figure 5.6 Measurement setup. The acoustic source is the red dodecahedron loudspeaker. The 
acoustic receiver is the Visisonics spherical microphone located closer. (Photograph provided by Dr. 
Densil Cabrera) 
5.2.1.1 Omnidirectional parameters from spherical microphones 
A useful initial approach is to understand what the typical parameters measured by an 
omnidirectional microphone would be. From the error figure above we can see that the 
spherical microphone is capable of encoding order 0 with a very small error and at a large 
bandwidth. This order 0 is, in theory and if correctly encoded, equal to an omnidirectional 
microphone. Since the diffraction around the sphere has been taken into account when 
preparing the encoding filters, the response of this order would be very similar to a typical 
omnidirectional microphone, making it unnecessary to perform additional measurements. 
As a first point of comparison, reverberation times (T20 and T30) and stage support 
parameters (STEarly and STLate) are reported for four octave bands for the two measurement 
locations. Four measurements around the source have been averaged to arrive to a single 
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figure. Error bars representing one standard deviation across the four measurement positions 
around the source are also shown.  
 
Figure 5.7 Results for ST and RT for two locations using the spherical microphone as an 
omnidirectional microphone.  
Looking at the reverberation time parameters we find differences and similarities 
between the two positions. Most octave band results and mean results are within the JND of 
5% (for Early Decay Time) [21] with some exceptions. The largest observed difference is for 
the T30 parameter for the 250 Hz band. It should also be noted that this is the measurement 
that has the largest standard deviation. The difference in this band is 15%. This is also having 
an effect on the mean T30 value, which yields a difference of 6% between the two 
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measurements. Besides these two figures, all the other bands and means are within the 5% 
limen. 
The ST parameters in contrast differ in a greater manner. While no JND has been 
established for Stage Support parameters, if we assume a similar JND as in previous sections 
of 1 dB all STEarly and STLate results differ by more than the JND, with the exception of the 
2000 Hz band STLate, including the mean results.  
A result that seems unexpected is the larger STEarly (mean) value for the centre 
position compared to the lateral position. It was expected that the lateral position would have 
a higher stage support value since the measurement location was underneath the stage 
reflectors. The centre position was not. An exploration of these results using directional 
microphone measurement techniques is included in the following sections.   
 
Figure 5.8 Detail of ceiling reflectors as the Concert Hall of the Sydney Opera House. (Photograph 
provided by Dr. Densil Cabrera) 
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5.2.1.2 Directional beams and energy integration times based on stage support 
parameters 
As mentioned earlier, one of the most common techniques used in the analysis of 
spatial soundfields is the creation of several beams and the identification of sound sources 
and reflections [121]-[123]. This analysis can be advantageous to pinpoint problems with 
particular, potentially problematic, reflections. However, it is difficult to understand the 
overall distribution of reflections within a time period. As investigated in the previous chapter, 
it could be possible that different distributions in reflected sound could lead to different 
perceptual evaluations of room acoustics. An initial spatial analysis can be made by plotting 
the cumulative energy of beamformed impulse responses. In this analysis beamformed 
impulse responses are created by the linear combination of the HOA encoded signals as 
explained in Appendix A. For the analysis in this section, one-hundred and thirty beams were 
created and their focal points distributed as equidistantly as possible around a sphere. The 
resulting impulse responses are then integrated in the time intervals indicated in ISO 3382-1 
for the analysis of stages. The results are presented as a visual representation of the 
cumulative spatial energy in a given period of time. The resulting impulse responses have 
been filtered to span the four octave bands used in the stage support parameters (i.e. 250 to 
2000 Hz octave bands). This visual representation can be used to understand the distribution 
of reflections in that period of time. From the level differences we can identify where the 
largest and smallest sources of reflections are located. Additionally, by inspecting the level 
scale we can make a coarse analysis of the diffusivity of the space. Smaller differences in 
level indicating a more diffuse soundfield. Figure 5.9 and 5.10 display the energy integrated 
in the 20–100 ms (STEarly) and 100–1000 ms (STLate) ranges. All levels for each plot have 
been normalised so that the integration of the directional impulse response with the highest 
level appears as 0 dB. STEarly and STLate values have been included in the plot to facilitate 
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comparisons in terms of absolute level between plots. The MATLAB code used to plot all 
these figures and the plots in section 7.3.2 was provided by Dr. Nicolas Epain from the 
School of School of Electrical and Information Engineering of The University of Sydney. 
 
Figure 5.9 Energy integrated over the STEarly time period (20–100 ms) for the Stage Left position 
(left) and Stage Centre position (right) at the Sydney Opera House. Four positions around the source 
are plotted. Position labels shown with respect to the source. Values are in dB with 0 dB as the highest 
level in the integration time. 
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Figure 5.10 Energy integrated over the STLate time period (100–1000 ms) for the Stage Left position 
(left) and Stage Centre position (right) at the Sydney Opera House. Four positions around the source 
are plotted. Position labels shown with respect to the source. Values are in dB with 0 dB as the highest 
level in the integration time. 
From these figures we can identify the main contributors of reflections on stage 
within the allocated time intervals. We can also observe commonalities and differences as the 
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receiver moves around the source. For the stage left position, in the STEarly integration period, 
we can see that reflections mainly arrive from the left wall, back wall and front, and, to a 
lesser extent, from the right wall. This is common for the four measurements. This is a 
surprising result, given that the measurement position was directly underneath the ceiling 
reflectors, and it would have been expected to observe reflections produced by these 
reflectors. In the central position, where the STEarly is higher, we can see a clear contribution 
from the back wall at all positions, while the audience area and lateral walls play a less 
prominent roll. It is also interesting to see that on the southern measurement position there are 
also contributions from the upper area. 
Regarding STLate at the stage left measurement position, the main reflecting areas are 
the ceiling and floor, and to a lesser extent the back and side walls towards the upper 
hemisphere. This pattern is similar to the pattern observed for the centre stage position. It is 
also interesting to see that reflections from the front play a prominent role in the results, 
especially for the centre stage measurement position. It should also be noted that the range of 
the 100–1000 ms figures is smaller, showing that the sound field becomes more diffuse in the 
later part of the impulse response. 
This type of analysis provides a good ‘snapshot’ of the main angles of reflection and 
probable reflecting surfaces, especially in the STEarly range, where only lower order 
reflections are included. However, it is impossible to analyse the temporal structure of 
reflections within the observation period. Alternative visual analysis techniques, where time 
is decomposed into smaller units, are considered in following sections. 
5.2.1.3 Cumulative temporal and spatial visual analysis 
In the visual analysis of the previous section we were able to succinctly represent a 
three dimensional sound field in a slice of time. However, the temporal details of the 
soundfield have been greatly reduced. A technique for representing temporal and spatial 
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response has been developed by Pätynen et al. [124]. In this technique, a visualisation of 
cumulative energy is produced by segmenting impulse responses in windows of equal length 
and plotting the directional cumulative energy on a circle. A difference between the method 
to obtain directional information between that paper and the plots presented here, is that in 
that paper the spatial decomposition method is used. The method used for the analysis 
presented here presents spatial limitations as presented earlier. Also, beamforming as done in 
the analysis above is utilised instead of direction of arrival estimation. After obtaining the 
beamformed windowed impulse responses, a cumulative plot is produced by plotting in 
concentric circles the summed energy of each window for a particular beam direction. As the 
impulse response advances in time, each line of the plot represents a step (in our case 10 ms) 
moving from the centre of the plot for the earliest part of the impulse response towards the 
outside for the later parts. Each line adds the current time window to the cumulative sum 
from all previous windows. Typically, the planes that would be of interest are the median, 
horizontal and frontal planes.  
An example of this analysis technique is presented in the following plots. The 
resulting impulse responses have been filtered to span the four octave bands used in the stage 
support parameters (i.e. 250 to 2000 Hz octave bands). For all these plots the impulse 
responses have been filtered to span the four octave bands used in the stage support 
parameters (i.e. 250 to 2000 Hz octave bands). The plot has been overlaid as in Pätynen et al. 
[124] to facilitate the visualisation of nearby reflecting surfaces. The Sydney Opera House 
drawings are taken from Beranek [113]. All these plots have been normalised so that 0dB 
represents the lowest measurement within each set of measurements and the horizontal and 
median planes.   
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Figure 5.11 Horizontal plane cumulative plot for stage left position. Each line represents the 
cumulative energy in 10 ms steps starting from 20 ms after the arrival of the direct sound 
 
 
 
Figure 5.12 Horizontal plane cumulative plot for stage centre position. Each line represents the 
cumulative energy in 10 ms steps starting from 20 ms after the arrival of the direct sound. 
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Figure 5.13 Median plane cumulative plot for stage left position. Each line represents the cumulative 
energy in 10 ms steps starting from 20 ms after the arrival of the direct sound. 
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Figure 5.14 Median plane cumulative plot for stage centre position. Each line represents the 
cumulative energy in 10 ms steps starting from 20 ms after the arrival of the direct sound. 
There are some observations to be made from these illustrations. We start first by 
comparing the two horizontal plane figures. In the stage left position we can see the strong 
influence of the nearby wall on reflections within the first 10 ms being analysed. After these 
early reflections the overall shape within the first three analysis windows is still dominated by 
the lateral reflections. After this, a shift in direction occurs and the energy arriving from the 
front and back becomes more prominent. The overall cumulative energy pattern for the first 
100 ms after the arrival of the first sound shows a greater influence of front and back 
reflections on stage. As expected, the results in the centre position do not have a clear 
contribution in the early reflections from a lateral wall. What is unexpected is the large 
contribution in the early reflections from the audience area in front of the stage. As we had 
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seen in the three-dimensional plots, this energy seems to arrive from directly in front. The 
arrival of this strong reflection occurs within the 30 to 40 ms integration period. This 
corresponds approximately to 10 to 14 metres. If sound departs the source and reflects back 
to the microphone the radius of the reflection would have to be between 5 to 7 metres. This 
corresponds to the first two rows in the audience area. 
As Pätynen et al. [124] have demonstrated, an analysis of the spatial cumulative 
sound is useful for explaining differences between halls in an intuitive manner and can be 
linked to the evolving frequency response of different hall shapes. In order to be able to 
compare different halls, in that study, the authors measured several different halls with a 
calibrated loudspeaker orchestra.  
In our case in order to be able to compare different measurements, especially 
important when measuring different halls, a calibration method is proposed. The proposed 
method is similar to the STEarly and STLate method in that the direct sound and floor 
reflection act as a reference. However, as we are using a directional measurement technique, 
decisions are to be made in the manner in which this energy is represented spatially. If we 
chose to compare directional beams of similar shape, a decision would have to be made in 
terms of which direction the reference beam would be pointed. Perhaps a better solution is to 
capture the reference energy in an omnidirectional fashion and then use a scaling strategy for 
the comparison against directional beams. Scaling strategies include: scaling the 
omnidirectional beam so it has the same energy as all the beams used in the circular (or 
spherical) representation, scaling the omnidirectional beam so its maximum sensitivity is 
equal to the maximum sensitivity of each beam or scaling the omnidirectional beam so it has 
the same energy as each of the beams. This later approach was chosen, as it seems the most 
intuitive for the following analysis. Under this scheme, a value of 0 dB represents equal 
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energy in the observed direction as the energy contained within the reference period as 
measured omnidirectionally. 
Following Appendix A, if a plane wave arriving from direction (θ,Φ) is encoded to an 
order N (3 in our case study) by applying weights to the encoded signals pnm the resulting 
directional amplitude w(θl,Φl) will be dependent of the direction where the beam is focused 
and the amplitude of the plane wave (see Appendix A for full formulation details).  
   (5.1) 
The normalisation in this section chooses weights for the encoded signals so that the 
directional amplitude of the plane wave arriving from direction (θl,Φl) is the same for the 
signal encoded to order 0 as for the signal encoded for order 3, when the higher order 
encoding is looking at the same direction as the direction of the plane wave.  
If weights are chosen so that the directional amplitude for a plane wave arriving from 
the same direction as the beam focal direction (θl,Φl): 
   (5.2) 
then each 10 ms interval beam is normalised so that: 
  (5.3) 
As an example of this visualisation and normalisation techniques we use the two 
locations in the stage of the Sydney Opera House and three plotting planes. Figure 5.15 
presents these results.  
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Figure 5.15 Cumulative energy plot normalised to direct sound plus floor reflection for two locations, 
four measurement positions and three planes at the Sydney Opera House stage. Each concentric line 
represents the cumulative energy in 10 ms intervals from 20 to 100 ms after the arrival of the direct 
sound. 
Two levels of detail emerge from these plots. In a larger scale, we can see that the 
overall shapes, especially in the last cumulative interval, for the four measurement positions 
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around the source are similar between each other and dissimilar between the two 
measurement locations. Main energy directions are located roughly in the same angular space 
for similar source positions. For example, the early reflections for the four measurement 
positions around the Frontal Plane Stage Left location, have energy arriving from the left at 
an early stage and remain the main contributor throughout the plotting interval.  
Differences in the stage support parameters between the two locations are more 
thoroughly explained than with single number figures or the collapsed spatial response of the 
previous sections. The higher STEarly values for the Stage Centre location are provided not 
only from stronger early reflections, as evidenced in the Horizontal and Vertical Plane plots, 
but also from additional energy arriving from several directions including the up and down 
directions as well as the rear.  
Larger spacing between consecutive directional plots indicates more energy arriving 
within that period from that direction. We can see larger spacing for the first three 
consecutive plots for the Stage Centre position, suggesting that the largest amount of energy 
in that period arrives within the first 50 ms of that measurement. The energy in the Stage Left 
position is further spread in time although it does not reach the same levels as the Stage 
Centre position. 
Using these plots we can see differences between two measurement positions in an 
intuitive way. These plots show directional as well as temporal information, arriving to an 
overall energy distribution on a plane. The largest drawbacks of these plotting technique are 
the loss of high detail temporal information and the loss of spatial information as only three 
planes are presented. In the following section a method to plot spatial data with higher 
temporal detail is presented. 
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5.2.1.4 Discrete temporal and spatial visual analysis 
The analysis of the previous section gives us an idea of the evolution of the 
cumulative energy in a spatial impulse response. This is especially of interest to understand 
the composition of the spatial response that relates to commonly used energy integration 
temporal windows for stage characterisation parameters. A complementary analysis is 
presented in this section that plots the summed magnitude of small portions of the impulse 
response, using concentric circles to represent progressing windows of time. The directional 
and magnitude information of the segmented impulse response is represented with a colour 
scale in the appropriate direction in the circle. 
Using this analysis, it becomes easy to identify the direction of strong reflections and 
their arrival in time. An example of this plotting technique for the two positions examined 
and three planes is presented in Figure 5.16 and 5.17. The normalisation technique used in the 
previous section is also used here. As smaller time intervals are used and there is no 
cumulative sum, the values can be expected to be lower. Again, the results presented in this 
section have been filtered to only include the frequency bands used in typical stage analysis 
(i.e. 250 to 2000 Hz bands.) 
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Figure 5.16 Reflection patterns in three planes for the stage left location and four measurement 
positions from 20 to 120 ms after arrival of direct sound. Level plotted using colour scale based on 
normalisation scheme proposed. Integration time for concentric circles is 1 ms. Dotted circles in white 
represent 10 ms. 
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Figure 5.17 Reflection patterns in three planes for the stage centre location and four measurement 
positions from 20 to 120 ms after arrival of direct sound. Level plotted using colour scale based on 
normalisation scheme proposed. Integration time for concentric circles is 1 ms. Dotted circles in white 
represent 10 ms. 
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By dividing the time response in smaller segments and looking the combined response 
in three planes, the distribution of reflections becomes clearer when trying to understand the 
influence of discrete reflections. As an example, the increase in cumulative energy observed 
in the example of the previous section, can be explained without the need of a video or an 
extensive number of separate frames. In our case we can see that strong reflections are 
arriving within the 30 to 40 ms time interval from the lower frontal section and towards the 
left of the receiver. This indicates the presence of strong reflections from the audience area 
that contributed to the large increase in reflections from the front in the cumulative plot. This 
is the case for both measurement locations and all positions around the transducer. 
Another interesting feature in these plots is the distinction in gaps without reflections 
and arrival of strong reflections at later instances of the time period under analysis. In the 
case of the Stage Left position there are several reflections arriving within the first 20 ms 
under analysis (i.e. 20–40 ms from the arrival of the direct energy), a gap of 10 ms, another 
set of reflections from 50 to 90 ms, a gap of 10 ms and another set of reflections to the end of 
the analysis period. In a later analysis this will be contrasted to a different performance space 
to see if this sparsity of reflections is a common occurrence in all stages. 
5.2.1.5 Simplified directional parameters 
The analysis methods presented above provide detailed information of reflections 
arriving on stage with a measurement setup similar to the most typically used to characterise 
stages. While these analysis methods provide detailed information of the directional acoustic 
characteristics of a stage, it is hard to provide numerical values that can then be used to 
compare different stages straightforwardly. The methods presented in this section have the 
intention of reducing the available spatial data in order to be able to compare different stages 
using simple numerical descriptors. 
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5.2.1.5.1 First order orthogonal decomposition and summation  
In all the measurement techniques proposed so far the spherical microphone has been 
aligned to the typical stage directions so that the 0° azimuth is pointing to the down-stage 
edge and the 90° and -90° are pointing to stage left and stage right. If we encode the 
microphone signals using the HOA convention used in the previous analysis techniques, the 
first order HOA modes will be aligned to the Front-Back, Left-Right and Up-Down directions. 
Since the HOA components are orthogonal, we can use these set of components to obtain a 
convenient representation of the signals arriving to the microphone in the most commonly 
used set of directions (the directions aligning with the Cartesian coordinate system). Some 
spatial smoothing is included as these HOA components capture signals to some extent 
around the main direction. For a visual representation of the first HOA components the reader 
is referred to Appendix A. 
Following this, we can use exclusively the resulting signals for the first HOA order to 
compare the three most commonly used directional axes. Also, when making comparisons 
exclusively between these signals, there is no need to take into account a reference or 
normalisation. The analysis proposed in this section follows the integration times and 
methods as proposed for the ST parameters. The analysis presented here compares the 
cumulative energy contained within the period of interest for one axis compared to the sum of 
cumulative energy for the other two axes. As for the ST parameters the results are expressed 
in dB. An example with the Up-Down axis as the axis of interest is represented by the 
formula below: 
 (5.4) 
where pnm is the HOA encoded signal for the n order and m degree, tstart is the start of the 
evaluation period and tend the end of the analysis period. 
 147 
Results for the measurement positions measured at the Sydney Opera House for two 
integration periods are shown below. The observations from previous analysis methods are 
confirmed with simple numerical results. The analysis presented here not only allows for ease 
of comparisons to other halls but also between directions for the same measurement position. 
In the example below we can see that for the first 20 to 100 ms measurement, in average, the 
Front-Back direction dominates the direction of arrival of reflections. This situation changes 
for the 100 to 1000 ms period where the Up-Down direction dominates. This direction is also 
the most prominent direction for the Stage Left location.  
 
Figure 5.18 Axes ratios for two measurement locations and two integration times. Bars are the 
average of four measurements around the source. Error bars represent two standard deviations for the 
four measurement positions around the source for each location. 
5.2.1.5.2 Ratios when beamforming in principal directions    
We can further decompose the contribution in the most important directions and 
perform a similar analysis. To do this we need to perform beamforming with the HOA 
encoded signals. For the analysis contained in this section we beamform in the six axis 
pointing directions (up, down, left, right, front, back) using a first order beamformer. A first 
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order beamformer has a lower Directivity Index when compared to higher orders and will 
provide poorer rejection for sound arriving from other directions. The rationale behind using 
a first order beamformer is that it acts as a spatial smoothing function just as the first order 
HOA patterns did with the previous analysis technique.  
The analysis follows the same summation in a specified time interval and comparison 
as in the previous analysis. In this case the direction of interest is compared to all the other 
directions. Again, since all the directions tested are beamformed using the same derivation of 
weights, no further normalisation is required. To increase the contrast in the results, the sum 
of the directions used for comparisons are averaged. The results are again expressed in dB. 
This is portrayed in the following formula for the up direction: 
   (5.5) 
where w(θ,Φ) is the beamformed signal and d represents the other five directions.  
Results for the same positions and analysis periods are presented in Figure 5.19. As an 
initial assessment we can see that the variation that exists across the four different 
measurements around the source is larger when considering one direction than when 
considering two directions. This is indicated by the length of the error bars, which in both 
cases represent two standard deviations. For both locations it is clear that the lower values of 
early reflections for the Up-Down axis is caused by the lack of reflections from the Up 
direction. The Left direction in the Stage Left position and the Back direction for the Stage 
Centre position are also clearly the directions where more energy is received. For the later 
period of analysis, it also becomes clear that for both measurement locations the up and down 
directions are the biggest contributors to the overall arrival of reflections and that these two 
directions contribute approximately equally in the results. 
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Figure 5.19 Directional ratios for two measurement locations and two integration times. Bars are the 
average of four measurements around the source. Error bars represent two standard deviations for the 
four measurement positions around the source for each location. 
5.2.1.6 Diffusivity measured with a spherical microphone array 
The methods described in the previous sections so far deal with spatial analysis in a 
spatial discrete manner. Insight of the characteristics of the sound field is gained by 
displaying the spatial information in discrete steps. In traditional measurements and the first 
section of this analysis, the spatial information is collapsed when the spatial soundfield is 
characterised by an omnidirectional transducer. The advantage of these type of measurement 
is that the information presented is succinct and becomes easy to compare. A common 
method to collapse the spatial information contained in a sound field is by describing it in 
terms of its directional diffusion, d [10], [83]. 
The directional diffusion of a sound field can be derived from measurements using the 
measured intensity (Im) as measured by a directional transducer for a set of elevations (θ) and 
azimuths (Φ) at different time instances (t). Following Kuttruff [10], the squared output 
voltage of the directional transducer is proportional to: 
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 (5.6) 
where Γ is the receiver’s directivity pattern. From this the directional diffusion is defined as: 
      (5.7) 
where m is the absolute average deviation from the spatial average, normalised by this same 
spatial average: 
   (5.8) 
the spatial average is given by: 
    (5.9) 
and m0 is the value of m for a single plane wave in one direction. This results in values of 1 
for a perfectly diffuse field where the energy arriving at the transducer is perfectly isotropic 
and a value of 0 for a soundfield consisting of a single plane wave. It should be noted that Im 
is dependant of the transducer directional pattern and therefore different values of d can be 
observed for different transducers [83]. The measurements presented here and in Appendix D 
were all made with the same transducer and therefore are comparable to each other. It should 
also be noted that for the region where the error in HOA encoding is small, the use of 
spherical harmonics makes the comparison between different transducers more feasible when 
using modal beamforming as the method to analyse the directional characteristics of the 
soundfield. 
We now analyse the measurements made on the stage at the Sydney Opera House in 
terms of directional diffusion. The measurement of directional diffusion is not commonly 
implemented and parameters such as frequency range and length of analysis are not well 
established. In his analysis Gover [125] utilises the full range of his two systems (i.e. 300–
1000 Hz for a large microphone array and 1000–3300Hz for a small microphone array) and 
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uses the entire impulse response as well as the impulse response with the first 50 and 100 ms 
truncated to report his results. He also presents short visualisations presenting reflections 
contained in 2 ms time windows. 
In our case, obvious analysis windows for directional diffusion would be the 
integration times used to derive ST parameters. Namely the 20–100 ms window used for 
STEarly and the 100–1000 ms window used for STLate. Additionally, the entire impulse 
response is also analysed. An initial comparison is made with short windows of different 
lengths over the entire length of the impulse response to show the variations that exist with a 
fine temporal resolution and the influence that small changes in analysis time has on the 
resulting diffusion curve. The analysis was performed by beamforming the recorded impulse 
responses in 642 directions distributed evenly on a sphere. In all plots a two-term exponential 
model is used to plot fit lines. This was found to give the best results, especially when the 
integration time is larger than 1 ms. Again, as in previous sections, all results include four 
octave frequency bands spanning from 250 to 2000 Hz. Only the south position for the two 
measurement locations is used in this analysis. 
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Figure 5.20 Directional diffusion (d) measured at two stage positions using impulse response 
techniques. First 1000 ms shown. Green lines show diffusion measured over three time periods (20–
100 ms, 100–1000 ms and the entire length of the impulse response). The black line shows diffusion 
measured over a short analysis window. The grey line is a two-term exponential fit to the diffusion 
data. The red dotted line is the level of the normalised omnidirectional impulse response. 
From this set of graphs some observations can be made. It is clear that the analysis 
time window has an effect on the resulting diffusion measurement. At the shortest analysis 
window, while we can observe an upwards trend from the start of the analysis to the end, the 
variations that exist at each analysis window vary greatly. This in comparison with the 
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measurements shown where the analysis length has been increased to 5 and 10 ms. In these 
measurements a clear trend occurs where the sound field starts at a low directional diffusion 
state and grows to an almost stable value over time. For both analysis lengths, the increase in 
directional diffusion can be approximated with a two-term exponential fit with good results. 
The rate of growth differs for the two time analysis windows, reaching the plateau point at a 
different time instance. It should also be observed that the resulting diffusion using a full 
impulse response and the 100–1000 ms period are very similar for the two positions. The 
diffusion of the 20–100 ms period differs by approximately 0.04 points. It is obvious that the 
direct sound is having a big influence on the diffusivity of the entire impulse response. Gover 
[83], [125] found a similar response in his measurements and reported results without this 
initial sound arrival. The literature on perception of directional diffusivity and perceptual 
characteristics of sound with evolving diffusion is very limited. Given the current state of 
affairs it is hard to conclude if these different shapes in evolving diffusion over time would 
have a perceptual impact. However, for the purposes of comparison analysis, it is deemed 
that the 5 ms integration period yields enough detail of the diffusion curve without losing 
larger scale trends. This analysis integration period is used for the following plots. Figure 
5.21, compares the two locations and four measurement positions for each location.   
 154 
 
Figure 5.21 Directional diffusion (d) measured at two stage locations and four measurement positions. 
First 1000 ms shown. Green lines show diffusion measured over three time periods (20–100 ms, 100–
1000 ms and the entire length of the impulse response). The black line shows diffusion measured over 
a short analysis window. The grey line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
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Figure 5.22 Combined plot of diffusion fit plots for two stage locations and four measurement 
positions. 
Figure 5.22 combines all the fit curves for the four measurement positions around the 
two stage locations. A feature that can be observed is that the stage centre curves are very 
similar amongst each other. For the stage left position, two curves are similar while another 
two differ. The two curves that are more dissimilar correspond to the North and South 
measurement positions. Figure 5.23 shows the values for the 20–100 ms and 100–1000 ms 
diffusion values. It can be seen that the spread in values differs from location to location and 
from measurement period to measurement period. The measurement with the least spread in 
results is the 100–1000 ms stage centre position. However, for this same location, the 20–100 
ms results are the set of results with the largest spread. It is hard to draw conclusions from 
this set of results by themselves. A comparison of widely different stages is made in 
following sections. 
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Figure 5.23 Bar plots and box plots for two stage locations and four measurement positions. Two 
diffusion integration periods are shown. 
5.2.1.7 Beamformed stage parameters 
There is an additional variation in the typical measurement analysis that can be made 
with spherical microphones. As explored in previous chapters we can use beamforming to 
imitate the directivity of the human ear with a spherical microphone. A method to 
characterise stages using beamforming to replicate the directivity of the human ear is 
explored in this section. Taking the directivity patterns explored in Chapter 3, in particular, 
the set of measurements of the KEMAR, a set of weighting filters is derived to be used with 
the HOA encoded signals. Weights have been derived in third-octave bands, using the 
binaural summation scheme as used in Chapter 3. A problem of scaling arises again, where 
the beamformed signals need to be matched to a reference in order to provide a useful 
comparison. In this case a different normalisation scheme is proposed. In previous sections, a 
normalisation scheme where the total energy of a beamformed signals was matched to the 
total energy of an omnidirectional signal. Since in this case a clear frontal direction exists (i.e. 
the point where the subject is facing), it was decided to normalise the beamformed signals to 
the amplitude of the 0θ,0Φ direction. It can be understood that all other values in the 
directivity pattern will either amplify or decrease the level of the signal with respect to this 
reference. All of this based on the directivity of the human ear. 
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Figure 5.24 Comparison of mean reverberation time and stage support for two locations and four 
measurement positions for omnidirectional and beamformed parameters (shown as BF). Error bars 
represent two standard deviations.  
The error bars in Figure 5.24 depict two standard deviations. While it is a small 
sample (four measurements around the source), it is a useful reference to understand if the 
differences in parameters between the beamformed and omnidirectional parameters can be 
considered as significant. 
As a first observation, we can see that the differences in reverberation time are small 
and that the standard deviation is also very close to the mean. This points at the stability of 
the reverberation parameters regardless of the directivity of the transducer, as well as the 
stability of the parameter in terms of spatial location. For the mean T20 and T30 the difference 
between the two measurement methods at the two measurement locations differ by 
approximately 1%.  
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In terms of the stage parameters the differences and standard deviations are larger. 
The standard deviation in many cases is larger than the JND as proposed in previous sections. 
This is especially true for the Stage Left position in the octave band results. In terms of mean 
results, which is usually what is reported in terms of stage support, the standard deviations 
are smaller and the results between the two conditions are similar. The differences in mean 
results for the stage left position are 1 and 0.5 dB for STEarly and STLate respectively. The 
differences in mean results for the stage centre position are 0.6 and 0.9 dB for STEarly and 
STLate respectively. None of this would seem significant perceptually. As with the other 
measurement techniques, the following section explores if this is common in different 
auditoria. 
5.3 Comparison of two halls using spherical microphone measurement techniques 
We now compare two halls to understand the differences that can be expected when 
two halls are characterised using spatial microphone techniques. Vastly different hall in terms 
of size and surface finishes will be used to highlight the differences that are encountered. 
Appendix D shows measurements from several halls, including one where two different stage 
conditions were measured. This set of measurements in Appendix D further illustrates the 
differences that exist in measurements when using spherical microphone techniques. 
The hall compared in this section is the Ceramic Palace, located in Seoul, South 
Korea. The Ceramic Palace is a shoebox hall with an internal volume of approximately 3328 
m3. The hall seats 440 people, including seats in an upper balcony area. One of the 
differentiating characteristics of this hall is the inclusion of highly diffusive treatment over 
the entire hall. The design and acoustic characteristics of these diffusers are detailed by Jeon 
et al. [129]. 
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Figure 5.25 Stage of the Ceramic Palace in Seoul, South Korea.  
 
Figure 5.26 Measurement setup on the stage of the Ceramic Palace (left) and detail of diffusers on 
walls (right). 
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For all the following comparisons only one position on stage is used. This provides an 
introduction of the differences that can be observed in measurements. For other 
measurements on this stage the reader is referred to Appendix D. Both positions being 
compared are on the centre of the stage. 
5.3.1 Comparison of Omnidirectional Parameters 
The first comparison made in this section is the comparison of omnidirectional 
parameters. These parameters are presented with the aim of providing an initial assessment 
that is comparable with well-established parameters in the literature. Using the configuration 
for the characterisation of stages described in ISO 3382-1 [21] Reverberation Time (T) and 
Stage Support (ST) are derived from sine sweep measurements. The results are presented in 
Figure 5.27. The results shown are derived from four measurement positions around the 
central transducer location as in the previous section. 
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Figure 5.27 Comparison of Reverberation Time (RT) and Stage Support (ST) parameters for the 
Ceramic Palace and Sydney Opera House on the stage centre line. Error bars representing two 
standard deviations for the four measurement positions at each location shown in red. 
To facilitate comparisons we use common methods of expressing parameter 
differences, again as outlined in ISO3382-1 [21]. Following this, the differences in 
reverberation time are expressed as a percentage difference (in this case taking the Sydney 
Opera House as the base case) and the differences in Stage Support as differences in dB 
(again taking the Sydney Opera House case as the base case). Figure 5.28 shows these 
differences across four octave bands. 
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Figure 5.28 Reverberation time and stage support differences expressed as percentage with the 
Sydney Opera House case as the base scenario. 
The differences of these two halls when comparing these two parameters are obvious. 
If we use the 5% difference as a guide of a Just Noticeable Difference (JND), besides the 
result for the T30 parameter at the 500 Hz band, we would expect clearly audible differences 
in reverberation times at all other frequency bands. The Ceramic Palace has a longer 
reverberation time at the lower frequencies and at higher frequencies the reverberation time is 
higher in the Sydney Opera House. Maximum difference values are up to 50% in some bands. 
While the mean values are surprisingly similar, particularly for the T30 descriptor, there is no 
doubt that the perceived sound field in these two spaces would be clearly different. 
In terms of Stage Support parameters, the differences are, again, very large. As 
expected, the smaller hall with walls very close to the measurement position yields high 
Stage Support values. If we look at the typical values presented in ISO 3382-1[21], the range 
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of typical values for STEarly (-24 to -8 dB) and STLate (-24 to -10 dB) are lower than the 
measured values at the Ceramic Palace. The Sydney Opera House measured stage support 
parameters are within the range. This points at a highly supportive stage at the Ceramic 
Palace. We could expect clear differences in the resulting ability of a performer to play 
related to the acoustic characteristics on stage. 
It is clear that these two halls would exhibit clear differences in the perceived 
characteristics of the soundfield on stage. The analysis provided by typical omnidirectional 
parameters not only tells us that differences exist, but gives us a good interpretation of how 
ultimately these differences will impact on the acoustic perceived quality of these two stages. 
In the following sections additional differences using new measurement methods are 
explored. This with the aim of understanding if these new methods are helpful as additional 
characterisation tools in performance spaces. 
5.3.2 Comparison of measurements using directional beams and integration 
times based on stage support parameters 
Using the same technique presented in section 5.2.1.2, we now present projection 
plots for the measurements on stage integrated over the 20–100 ms and 100–1000 ms periods. 
These periods corresponding to the integration times of the STEarly and STLate parameters. 
The results are shown in Figure 5.29 and 5.30. 
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Figure 5.29. Energy integrated over the STEarly time period (20–100 ms) for the Ceramic Palace (left) 
and Sydney Opera House (right), both on the centre of the stage. Four positions around the source are 
plotted. Position labels shown with respect to the source.  
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Figure 5.30 Energy integrated over the STLate time period (100–1000 ms) for the Ceramic Palace 
(left) and Sydney Opera House (right) on the centre of the stage. Four positions around the source are 
plotted. Position labels shown with respect to the source. 
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As in the Sydney Opera House example, the plots presented here are normalised to 
the maximum observed level within the integration period. The colour scale is the same for 
all plots. Consequently, the plot range indicates the range in levels for the directions under 
consideration. To analyse the graphs as they are intended, the range and overall reflections 
levels (indicated here using the ST value for the integration period) should be used. It should 
also be noted that, these plots represent large integration periods. While the general direction 
of reflections is captured (i.e. received from above, back, etc.), these would include 
reflections of several orders. These graphs represent principal directions where reflections are 
or not present and, as a first approach, the scale range can be thought of as a rough estimator 
of diffusivity. 
 There are some notable points of difference and agreement between these two halls 
when analysing these plots. First, the range of values in average for the all positions on the 
two stages are approximately 3.5 dB for the early integration time and 1.5 dB for the late 
integration time; in both cases with the Ceramic Palace having a smaller range. As expected, 
the smaller hall with more diffuse finishes would have a more even distribution of levels.  
Second, the distributions of reflections provide some interesting commonalities and 
differences.  In the early integration period, the Sydney Opera House has a main direction of 
reflections, which corresponds to the back wall of the stage. In the Ceramic Palace, with the 
walls being closer, reflections arrive in this period from the back wall but also floor and 
ceiling. This is to be expected given the configuration of the two rooms. In the late 
integration period a common area of arrival of reflections are the ceiling and floor for both 
halls. The halls differ in this period in that the Ceramic Palace also includes well-defined 
reflections from the walls and the Sydney Opera House includes (surprisingly) reflections 
from the audience area. Note that these ceiling and floor reflection areas are the same in the 
other measurement location at the SOH. The reader is referred to Appendix D for more 
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results from other halls.  It is interesting that these two widely different halls have these 
vertical reflections in common; when investigating results from other measured halls this is 
not necessarily the case. Using this type of analysis makes understanding the main reflections 
areas and surfaces for different halls intuitive. In following sections additional 
characterisation techniques are presented. 
5.3.3 Comparison of measurements using cumulative temporal and spatial visual 
analysis 
The two stages are now analysed using the technique described in section 5.2.1.3. By 
using the normalisation technique proposed in that section the measurement of the two stages 
become directly comparable. Plots are generated for three plains in the four measurement 
positions for the central measurement location. These are contrasted with the SOH central 
stage location measurements.  
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Figure 5.31 Cumulative energy plot normalised to direct sound plus floor reflection for two halls, at 
four measurement positions on each stage. Each concentric line represents the cumulative energy in 
10 ms intervals from 20 to 100 ms after the arrival of the direct sound. 
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Based on these plot some comments can be made. The most obvious difference 
between the two spaces is that the levels in the Ceramic Palace are higher. These results are 
in line with the stage support measurements made with the omnidirectional analysis. Points of 
similarity include the influence of strong reflections from the back in the early reflection 
integration period. Perhaps the most interesting feature is, as in the study by [124] for 
measurement in the audience area, the differences that exist in the resulting overall shape, 
once all periods have been summed. Upon visual inspection we can see that at the last 
integration period the measurements in the Ceramic Palace present a smoother shape, closer 
to a circle. Differences in level exist but they are not as pronounced as in the Opera House 
where clear main directions are still visible after integration within the 100 ms under study. 
This again points at the diffusivity and closer distribution of surfaces around the 
measurement position in the Ceramic Palace. Further differences between the two halls are 
explored using other methods in the following sections. 
5.3.4 Comparison of two halls using discrete temporal and spatial visual analysis 
As with the Sydney Opera House we now present plots for the Ceramic Palace using 
discrete temporal representations in three planes. The same normalisation scheme has been 
used and therefore the two halls are directly comparable. The colour scale in the two plots has 
been maintained constant to facilitate comparisons. Figure 5.32 presents these plots for the 
Ceramic Palace.  
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Figure 5.32 Reflection patterns in three planes for the Ceramic Palace centre stage location and four 
measurement positions from 20 to 120 ms after arrival of direct sound. Level plotted using colour 
scale based on normalisation scheme proposed. Integration time for concentric circles is 1 ms. Dotted 
circles in white represent 10 ms. 
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Referring back to the figures from the previous section it is interesting to see the clear 
differences between the two halls. While in the Sydney Opera House reflections are sparse in 
time and space, in the Ceramic Palace the reflections are closer in time and clear directions of 
arrival are not as easy to distinguish. This is caused by the diffuse treatment on the walls. The 
value of this visualisation technique in real stage environments can be considered from the 
comparison of these two stages. 
5.3.5 Comparison of orthogonal and main directions 
Looking at the plots presented above, we would expect that the Ceramic Palace would 
have a more even distribution of reflections in all directions compared to the Sydney Opera 
House. This is confirmed by the metrics proposed in this chapter, where the principal 
directions are used for comparisons. Looking at the Ceramic Palace results we can see that 
there are no regions dominating the early or late periods, as is the case for the Front-Back and 
Up-Down directions respectively for the Sydney Opera House.  When comparing single 
directions this is also the case. As we can see in Figure 5.34, the variability in the results for 
the Sydney Opera House is greater when comparing directions than at the Ceramic Palace. 
The results of the Ceramic Palace suggest that the audience area region provides lower level 
of reflections, however, the differences are not as great as found in the Sydney Opera House. 
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Figure 5.33 Axes ratios for two halls and two integration times. Bars are the average of four 
measurements around the source. Error bars represent two standard deviations for the four 
measurement positions around the source for each location. 
 
Figure 5.34 Directional ratios for two measurement locations and two integration times. Bars are the 
average of four measurements around the source. Error bars represent two standard deviations for the 
four measurement positions around the source for each location. 
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5.3.6 Comparison of diffusivity measurements with a spherical microphone 
array 
As in previous sections, the measurements captured are used to derive diffusivity 
curves and single number descriptors using common stage support characterisation 
integration times. A 5 ms integration time has been used to derive diffusivity curves. 
Summaries are shown in Figure 5.35 and 5.36. 
 
Figure 5.35 Combined plot of diffusion fit plots for two halls and four measurement positions. 
 
Figure 5.36. Bar plots and box plots for two halls and four measurement positions in each. Two 
diffusion integration periods are shown. 
All plotting techniques used for comparisons have pointed at the larger diffusivity in 
the Ceramic Palace. However, it is often more useful to use single number descriptors to 
facilitate comparisons between several halls. The diffusivity of a hall as measured using the 
method proposed by Gover et al. [83], [125] shows this differences for the two halls under 
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investigation. It is also clear that these differences exist in the two measurement periods used 
for comparison. The diffusion curves show an interesting aspect of how diffusivity changes 
over time. It is interesting to see that both measurements appear to plateau at the same value 
when using the short 5 ms observation period. An examination of other halls (Appendix D) 
shows that this is the case as well, pointing at features introduced by the measurement 
method and equipment. While the curve comparison is a useful tool to understand the 
variations that exist in diffusivity in time, this plateau effect should be taken into 
consideration past the point where diffusivity becomes stable. It is also interesting to see that 
this point is exceeded when taking into consideration longer time periods. 
It is clear then that this measurement method shows in a single number the differences 
in diffusivity that exist between two stages. It would be interesting to understand the links 
that exist between measured diffusivity and perceived diffusivity. This is not examined in this 
monograph but is one of the proposed research topics to follow this dissertation. 
5.3.7 Comparison of beamformed stage parameters 
A final comparison is made using the beamforming technique based on the directivity 
of the human ear. The same set of HRIR’s used to derive the beamform shape and 
normalisation technique used in section 5.2.1.7 are used in this section. The results are 
presented below. As in the Sydney Opera House, the results from the beamformed and 
omnidirectional measurements are very similar and, although from a small sample size, not 
statistically discernible. It would be intuitive to think that differences would be observed in 
the Sydney Opera House where reflections are sparse and somehow smaller differences 
would be observed in the Ceramic Palace where reflections are larger in number and spatially 
distributed. This points at the validity of omnidirectional parameters to understand large scale 
features in measurement and directional measurements to understand lower level details.  
 175 
 
Figure 5.37 Comparison of mean reverberation time and stage support for two halls and four 
measurement positions for omnidirectional and beamformed parameters (shown as BF). Error bars 
represent two standard deviations.  
5.4 Final remarks 
In this section we have analysed various stages using a range of spatial techniques. 
While omnidirectional measurements have been validated it is also clear that there is a spatial 
component, which is impossible to obtain using typical measurement techniques. Following 
the expected variations in stage measurements shown using computer models and the spatial 
variations shown in real stages, a measurement device and method is proposed in the 
following chapter. 
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Chapter 6 – Design of a concentric source/receiver system for room acoustical 
applications 
Several commonly used descriptors of acoustical conditions in auditoria (ISO 3382-1) 
utilise omnidirectional transducers for their measurements, disregarding the directional 
properties of the source and the direction of arrival of reflections. If we are interested in 
measuring the spatial characteristics of a space, a further aspect that needs to be taken into 
account is the spatial relationship that exists between source and receiver. This is a 
complicated scenario to characterise when the source and the receiver are concentric or very 
close to concentric as would be the case for the acoustical characterisation of stages as 
experienced by singers and talkers.  A potential solution to this problem could be a concentric 
compact microphone and loudspeaker array, capable of synthesizing source and receiver 
spatial patterns. The construction of a concentric microphone and loudspeaker spherical array 
is presented in this chapter. Such a transducer could be used to analyse the acoustic 
characteristics of stages for singers, while preserving the directional characteristics of the 
source, acquiring spatial information of reflections and preserving the spatial relationship 
between source and receiver. Its theoretical response and optimal frequency range are 
explored. This chapter is completed with characterisation measurements of such an array. 
When speaking or performing in a room, talkers and musicians are able to judge the 
acoustical characteristics of a space using their instrument or voice as the source exciting the 
soundfield around them [22], [23], [130]. From these subjective judgments musicians can 
produce preference ratings, comparing spaces with different acoustical characteristics [26], 
[27], [33]. Similarly, talkers adjust their vocal output based on the sound reflected from their 
voice [4], [18].  Linking objective measurements to subjective ratings of stage preference has 
been a constant research topic over the last three decades [20]. Currently, the most widely 
used objective characterization measurements of acoustic conditions on stage are stage 
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support measurements commonly referred to as STEarly and STLate, first proposed by Gade 
[22], [23] in 1989, later reviewed by Gade [24] in 1992, and included in ISO as an annex in 
ISO-3382 Part 1[21]. These measurements relate the amount of energy within a period of 
time after the direct sound arrives to the direct energy as received by an omnidirectional 
receiver from an omnidirectional source.  
In recent years researchers have shown variations that exist in these parameters across 
a space using simulation and measurements [25]. Researchers have also shown variations 
that occur in space around the measurement position [131]. One of the most complete studies 
in recent years point at the spatial distribution of reflecting surfaces for early reflections as an 
important factor in musicians’ preferences [33]. An alternative approach that applies to voice 
is the characterization of rooms using Oral Binaural Impulse Responses (OBRIRs) [6]. While 
this method provides a detailed account of the response of a room as received by the ears of a 
human talker or singer, it is very difficult to understand the spatial distribution of reflections 
from measured impulse responses. 
In a recent study [132], a singer was presented with synthetic stimuli in an 
auralisation setup with the aim to understand the influence of the spatial and temporal 
characteristics of early reflections on stage. In that study it was found that several preference 
ratings could be obtained with stimuli that would yield exactly the same STEarly and STLate 
values if measured using an omnidirectional source and receiver. In [133] a method is 
proposed to analyse the acoustical characteristics on stage by using a concentric source and 
receiver, mimicking the situation that naturally occurs with a singer or talker on stage. The 
development of the physical device and simulation methods are detailed in the following 
sections. 
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6.1 Spherical acoustical holography and holophony 
In acoustics, a commonly encountered problem is the reconstruction of a soundfield at 
a point in space from known conditions at another point or points in space. This problem 
becomes more complex when the aim is the complete reconstruction of the sound field in 
three dimensions. If we define this problem as a boundary value problem in spherical 
coordinates, we can aim to reconstruct a sound field from the boundary values around a 
sphere cantered at the origin. Williams provides a solution to the reconstruction of the sound 
field with known conditions around a sphere, based on the expansion of the spherical Fourier 
transform [134]. 
Based on this, we can identify two boundary problems, distinguished by whether 
sound radiation or irradiation needs to be solved. The measurement of sound at a spherical 
surface to be resolved at different radii is commonly called acoustic holography; this is 
typically measured with spherical microphone arrays (e.g. [119], [127], [135]). The 
synthesis of a sound field using spherical means is commonly called acoustic holophony; this 
is typically achieved using a spherical array of independently amplified drivers [136], [137]. 
Microphony based on the concepts of the decomposition of the soundfield into 
spherical harmonics was initially developed more than three decades ago [138], [139]. While 
this technique was initially thought of as a way of capturing and reproducing soundfields in 
audio applications, its value in architectural acoustics was identified at an early stage [119]. 
In the past decades the original Ambisonics concept, which initially included 
spherical harmonics of only the first order, has been extended to include higher order 
spherical harmonics. This is typically referred to as High Order Ambisonics (HOA).  HOA 
systems were, like the original Ambisonics systems, primarily conceived as a way to capture 
and reproduce soundfields [140]. However, new uses have been found for this technology 
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including auralisation based on computer simulation of rooms [141] and room acoustic 
measurements [121]. 
Diverse uses of compact loudspeaker arrays to control the directivity of a sound 
source can be found in the literature. Compact loudspeaker arrays have been used to 
synthesize source directivity patterns in a performance context, producing arbitrary 
directivities of computer based instruments [142]. Compact loudspeaker arrays have been 
used in multimedia installation coupled to image projection in an interactive context [143]. 
Initial work on arrays using spherical harmonics to synthesize directivity patterns can be 
found in [144] and refinements on this work can be found in [145]. Typical uses of this type 
of array include recreating the directivity of musical instruments [146].  
For an expanded mathematical discussion of these topics the reader is referred to 
Appendix A. 
6.2 A dodecahedral microphone and loudspeaker array 
A concentric microphone and loudspeaker array was designed and built at the 
Acoustics Laboratory of the University of Sydney, with some assistance from the National 
Acoustic Laboratories, Sydney, Australia. The design, construction and characterisation of 
this array form the final part of this thesis. This array allows the measurement of spatial 
patterns that result from room acoustical conditions coupled to the variations related to the 
directivity of various sources (e.g. the directivity of the singing voice compared to that of a 
trumpet). The array design was guided by existing theoretical models of spherical 
microphone arrays and spherical loudspeaker arrays. The loudspeaker was designed as 
dodecahedron, where the twelve faces correspond to the elements of the loudspeaker array 
and the twenty vertices correspond to the elements of the microphone array. 
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Figure 6.1 3-D model of one element of the array (left) and full array (right). 
As a guiding target, the loudspeaker array was intended to have a frequency range that 
would allow to measure the ST parameters as outlined in ISO 3382–1. This would imply that 
the array would have to work at the frequency range that spans the 250 Hz to 2 kHz octave 
bands. However, the limitations of the array are made evident in the following sections. 
The loudspeaker array is comprised of 12 Aurasound NS3-193-8A, 3-inch drivers. 
This driver was chosen due to its small size, high sensitivity and output level capacity. In the 
early stages of the design process, a decision had to be made between providing separate 
enclosures for the drivers or allowing for a larger internal volume. A larger internal volume 
would provide an extended frequency response in the lower frequencies. Separate volumes 
for each driver would minimize leakage from a radiating driver through the cones of other 
drivers into the measurement space. 
Calculations of the internal volume and loudspeaker Thiele-Small parameters 
revealed that for the frequencies of interest separate enclosures would provide sufficient level 
in the lower frequencies, while at the same time limiting interactions between drivers. Each 
loudspeaker enclosure is made from 4 mm plywood. The enclosures are truncated pentagonal 
pyramids that, when assembled, form the dodecahedral array.  
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Figure 6.2 Construction of one element of the array (left) and full array without drivers (right). 
Each enclosure has a volume of 0.219 L (this figure takes into account the driver’s 
volume). The response of the loudspeaker was measured in an anechoic chamber to examine 
the limitations of the driver at lower frequencies. This was compared to the theoretical values 
calculated using the well-known calculations that use the Thiele-Small parameters [147], 
[148]. The measured and theoretical magnitude response of one driver is shown in Figure 6.3. 
For all the tests and measurements presented here, the drivers were powered by two 
Crown CP660 six channel amplifiers. The control computer was connected to an RME 
Digiface interface. ADAT was used as the transport method and these signals were fed to two 
Behringer ADA8000 converters, which provided the analogue signals to the amplifiers. 
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Figure 6.3. Measured and theoretical response for one driver. 
The microphone array is comprised of 20 Knowles Acoustics FG-23329-C05 
microphones. These microphones were chosen based on their small footprint and flat 
frequency response for the frequencies of interest. The microphones are mounted in a plastic 
tube joint to a rubber elbow. Within the tubing, the terminals of the microphone are wired to 
ultra-fine litz wire, typically used in hearing aid applications. Also, within the tube, the litz 
wires are joined to a shielded microphone cable. Figure 6.4 shows one of the microphone 
assemblies. 
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Figure 6.4 Assembly of one of the array microphones. 
The microphones are powered via a custom built power supply. The microphone 
signals are then connected to three sets of Behringer ADA8000 converter and microphone 
preamplifiers (two of these also used for the loudspeaker signals). These units also convert 
the analogue signals to digital signals in the ADAT format. The ADAT signals are then fed to 
an RME Digiface which connects to the control computer. 
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Figure 6.5 Finished array. 
6.3 Theoretical model of the microphone and loudspeaker array  
6.3.1 Microphone Array Modelling 
The use of compact spherical microphone arrays (CSMA) has become increasingly 
widespread over the last decade. However, the construction of a compact spherical 
microphone array is not trivial and methods to model the performance of such arrays before 
construction are desirable. Most compact spherical microphone arrays are intended as 
instruments that encode a soundfield into its spherical harmonic components, commonly 
referred to as HOA encoding. From this it follows that most microphone characterization 
methods judge the ability of a CSMA to encode a soundfield into its spherical harmonic 
components with minimum errors. It has been shown that for a desired HOA order, the 
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performance of a CSMA is related to the number of microphones, the distance between 
transducers, the transducer noise and the transducer positioning accuracy [127]. 
To analyse the current microphone array we use an analysis method used for circular 
microphone array by Parthy et al. [149] and similarly used in Jin et al. [150] for spherical 
microphone arrays. 
The first evaluation conducted was the error associated with the spatial aliasing. As 
demonstrated in [149] we are also able to include the placement error in the microphone 
evaluation. For this we introduce a random error in the microphone placement. The 
placement error is modelled as a random displacement with bounding values of ±0.02 radians 
and a Gaussian distribution and an average error is calculated over 20 iterations. Using the 
method described in [149], the spatial-aliasing and placement error can be derived from a 
transform error matrix Et. This transform error matrix is derived from the comparison of a 
high-resolution spherical harmonic transform matrix to the transform matrix of the 
microphone array.  
 (6.1) 
where the matrix  is the microphone transformation calculated to a high order 
N’, the transformation matrix  is calculated to a lower order N where the 
microphone is expected to operate. W is a matrix of modal coefficients w(kr), describing the 
variations in amplitude and phase due to the presence of a sphere (see Appendix A). IPxP is 
the identity matrix and 0Px(P-P) is a matrix of zeros. The number of spherical harmonics for 
the high and low resolution transforms are P’ = (N’+1)2 and P = (N+1)2. 
The spatial aliasing error, Ea(kr) is calculated from the error matrix by summing the 
squared error and averaging to the low order components. 
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      (6.2) 
where eij is the element of Et corresponding to its ith row and jth column. 
 
Figure 6.6 Estimated spatial aliasing and placement error for proposed microphone array. 
Another common descriptor of spherical microphone arrays is the white noise gain 
(WNG). WNG describes the characteristics of a microphone when beamforming in one 
direction. The HOA signals can form a beam to be steered in any direction by linear 
combination of the HOA signals as weighted by the spherical harmonic values for the desired 
direction (see Appendix A). WNG is defined as the ratio of the power of a signal in the 
beamformed direction compared to the power of spatial white noise that results from 
applying beamforming weights to the HOA signal [127]. The WNG is defined by: 
    (6.3) 
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where yT(θ,Φ) is the directional vector associated with the direction (θ,Φ), W(kr) is the 
modal coefficient matrix, N is the spherical harmonic order, Ymic is the transformation matrix 
associated with the microphone capsule placement and M is the number of microphones. 
 
Figure 6.7 Estimated White Noise Gain (WNG) for proposed microphone array. 
Lastly, we can analyse the performance of the array in terms of its Directivity Index 
(DI). The Directivity Index is defined as the ratio of the gain in the steering direction 
compared to the gain at other directions: 
  (6.4) 
where s(θu,Φu,θv,Φv) is the output of the beamformer steered at direction (θv,Φv) resulting 
from a plane wave arriving to the array from direction (θu,Φu). 
For the analysis of this section, a number of directions have been tested that are 
similar to the number of directions used in the characterisation of the array as built, whose 
performance is analysed in following sections. Following this, 585 source locations around 
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the microphone were simulated. The locations surround the microphone in a sphere, however, 
as is the case with the measurements, no locations lower than -52° in elevation were 
considered. The Directivity Index mean is reported in the following plot. 
 
Figure 6.8 Estimated Directivity Index (DI) for proposed microphone array 
It is also interesting to see the variability in Directivity Index that occurs in 
relationship to the arrival of the incoming wave. While the mean was reported in the figure 
above, it is important to understand what are the implications of varying the direction of 
arrival. The following plot displays the standard deviation of the set of Directivity Index 
simulations across frequency. From this plot we can see that the directivity of the array is 
constant with respect to direction of arrival up to the point where spatial aliasing errors start 
to occur. 
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Figure 6.9 Directivity Index standard deviation in dB across frequency for all directions tested for 
three orders using the proposed microphone configuration. 
6.3.2 Loudspeaker array modelling 
Compared to the available literature on spherical and circular microphone arrays, the 
available resources on compact loudspeaker arrays is relatively small. One of the best and 
most complete resources on the topic is the PhD thesis by Zotter [151]. In his work Zotter 
implements a decomposition of the radiated sound field by a spherical loudspeaker array into 
its spherical harmonic components. In later publications Pasqual et al. [152], [153] propose 
an alternative method to analyse compact loudspeaker arrays with independent drivers. 
Pasqual et al. base their analysis in the acoustic radiation modes (ARMs) of the array. 
Previously, acoustic radiation modes had been used to analyse the sound radiation of 
structures, with a strong emphasis on noise control [154], [155]. Rafaely and Khaykin [156], 
[157] use analysis techniques similar to spherical microphone arrays to analyse the 
performance of a spherical loudspeaker array. 
The first step in the analysis is modelling each element of the loudspeaker array. The 
analysis for the performance of a loudspeaker in an enclosure is based on the spherical cap 
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model proposed by Williams [134] and later used in the context of loudspeaker arrays by 
Zotter, Pasqual et.al. and Rafaely and Khaykin [152], [156], [158]. This model can be used 
to calculate the pressure at a point in space from a vibrating section of a sphere with a known 
velocity, aperture of the vibrating surface and radius of the sphere. The pressure at a point in 
space from a spherical cap in a sphere is given by: 
 (6.5) 
where p is the acoustic pressure, r is the distance from the centre of the sphere to the 
evaluation point, θ is the angle from the centre of the cap to the evaluation point, ρo is the 
medium density, c is the speed of sound, u is the cap’s velocity, P is the Legendre 
polynomial of order n, α is the aperture angle of the sphere, h and h’ are the Hankel function 
and its derivative and a is the radius of the sphere. The geometry of this model is shown in 
Figure 6.7. 
 
Figure 6.7 Geometry of spherical cap. 
In practice, we truncate the summation of the term to the right to a high order. Figure 
6.8 shows the normalized patterns obtained for a range of frequencies for a sphere and 
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aperture size similar to the size of the proposed loudspeaker array, simulated to order n = 10 
at a distance of 1.5 m. 
 
Figure 6.8 Normalised radiation patterns obtained from spherical cap model for different frequencies 
with geometry similar to that of the array analysed in this chapter. 
The following graph details the Directivity Index of one driver across frequency for 
the current configuration. 
 
Figure 6.9 Theoretical DI for a spherical cap in the current configuration. 
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Following this, we can derive the combined pressure field, resulting from 
superimposing the radiation patterns from each cap. The pressure in the far field is simply the 
summation of the pressure field contribution from each cap. If we have L caps at locations 
(θl,Φl) on the sphere, each driven with a cap velocity ul, we arrive at a combined radial 
velocity v, which is the combined velocity outside of the sphere. This combined radial 
velocity can be expressed in terms of its spherical harmonic expansion by moving each cap to 
its location (θl,Φl) by spherical convolution with the spherical harmonics for the cap location 
Y(θl,Φl) [156], [158]. The resulting Spherical Fourier transform of the radial velocity is given 
by: 
   (6.6) 
where gn is given by: 
  (6.7) 
The resulting acoustic pressure p, observed at a distance r expressed in terms of its Spherical 
Fourier transform for order and degree nm is given by: 
    (6.8) 
If the velocity of each cap ul is equal to the signal being reproduced by the loudspeaker s(k) 
being weighted by independent weights for each cap wl(k), so that: 
  (6.9) 
the spherical Fourier transform weighting function is equal to: 
   (6.10) 
and the resulting pressure in the far field is   
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  (6.11) 
Beamforming is then achieved by direct manipulation of wl. To create spherical 
harmonic patterns with the spherical array, wl is chosen so that wl equals the value of 
Y(θl,Φl) for the desired nm pattern to be reproduced. 
For the purpose of this monograph, we are only interested in the radiated pressure in 
the far field. Zotter et al. [158] show that radiation patterns using the spherical cap model 
become constant in the far field after a given observation distance. An evaluation of the 
ability of a loudspeaker array to reproduce spherical harmonic patterns across frequencies and 
distances serves as an initial assessment of the useful range of the loudspeaker array [158], 
[159]. If we derive the acoustic pressure around the loudspeaker array following the method 
described above, we can compare this to the spherical harmonic patterns evaluated at the 
same locations. The error can be expressed as the difference for a matrix of evaluation 
positions A as produced by the loudspeaker array when driven with a set of weights w 
compared to a target matrix B, which contains a set of responses for a spherical harmonic. 
The error is then: 
      (6.12) 
and the matrices A and B have been normalised so that ||A||=||B||=1. 
Figures 6.10 to 6.12 show the error in reproducing spherical harmonic patterns for the 
array configuration proposed in this section. The error has been calculated across frequencies 
for three spherical harmonic orders for distances increasing logarithmically from 0.01 to 
10000 mm from the surface of the sphere. The results have been averaged to show a single 
result for a given spherical harmonic order. 
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Figure 6.10 Error derived from matrix subtraction for ideal and simulated responses for 0th order 
spherical harmonic. Different plot lines show distance from centre of source in mm. 
 
Figure 6.11 Error derived from matrix subtraction for ideal and simulated responses for 1st order 
spherical harmonic. Different plot lines show distance from centre of source in mm. 
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Figure 6.12 Error derived from matrix subtraction for ideal and simulated responses for 2nd order 
spherical harmonic. Different plot lines show distance from centre of source in mm. 
Based on these results it is clear that as we move further from the array we are able to 
reproduce higher orders. It should be noted at this stage that, since this instrument is intended 
to be used as a measurement device, most applications would fall within the minimum far 
field distance requirements of the device. A larger limitation is the upper frequency bound 
where spatial aliasing limits the performance of the array. In this case it is clear that a sharp 
rise in error occurs as frequency increases. The Directivity Index (DI) of the array can be 
used as was the case for microphone arrays to quantify the limitations of the array in terms of 
encoding spherical harmonics at higher frequencies. 
In a similar fashion as it was the case for spherical microphone arrays, the DI of a 
loudspeaker array is defined as the ratio of the energy when beamformed in one direction 
compared to the energy at all directions. This type of analysis has been used to analyse 
loudspeaker arrays by Rafaely and Khaykin [156], [157]. The beamforming process follows 
the same steps as for the microphone array, in which the signals are first encoded as spherical 
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harmonics and then these encoded signals are weighted based on the spherical harmonic 
values corresponding to the look direction.   
Figure 6.13 shows the DI for the three orders that can be encoded with the proposed 
array as well as the error calculated as outlined above, with the theoretically achievable beam 
pattern as the target response. In later sections, the array prototype is compared to the 
theoretical response presented in this section. The prototype array was characterised using a 
measurement system 1.5 m from the source. All the simulations presented in this section have 
been calculated at a distance of 1.5 m. Beams were calculated for 642 directions around the 
sphere. The DI and error presented in the following graph are the median values for the 642 
observations. 
 
Figure 6.13 Directivity Index for the first three spherical harmonic orders plotted as a continuous line 
with scale on the left. Error as a function of theoretically achievable beam pattern plotted as dashed 
lines with scale to the right. 
An additional analysis is made by presenting the results with interquartile ranges in 
terms of DI for each order. We can further analyse the stability of the array beamforming 
using the deviations that exist in DI across frequency. In the region where spatial aliasing 
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dominates the performance of the array, the DI will vary depending on the reference 
direction location in comparison to the amplitude of the main driver. As one driver dominates 
the response, its high directivity will have a larger influence over the resulting DI than the 
combined response of the array. 
 
Figure 6.14 Median DI and upper and lower 25% interquartile ranges for the beams calculated at 642 
directions around the sphere for three spherical harmonic orders. 
The plots above show frequency regions where the array can produce beams of 
similar directivity across frequency. It is evident that the region in which the array operates in 
a stable manner has an upper bound, which is similar to the bound in which the array can 
reproduce spherical harmonic components without errors. The array response is degraded at 
higher frequencies by spatial aliasing, similar to a microphone array, and the directivity 
pattern of the spherical cap. 
At lower frequencies, the diffraction around the array also degrades the performance 
of the array. Diffraction created by the sphere in which the array is mounted creates a wave 
front, which does not have the same phase. Addition at a distance results in small to no errors 
in the amplitude of spherical harmonic patterns. However, the resulting spherical harmonic 
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patterns do not have the phase characteristics required to form typical beams, created by the 
linear combination of typical spherical harmonic directivity patterns. This behaviour is 
constant regardless of the observation distance. This results in a very well delimited 
frequency section where the array will perform with a constant beam directivity. The validity 
of these points is made in following sections where this is compared to the measurements of 
the proposed array. 
The complexity of this problem is illustrated in Figure 6.15 by plotting the resulting 
directivity of one driver with its phase. These illustrations have been produced at a distance 
of 1.5 m from the centre of the array. The magnitude is represented in the shape of the 
patterns and the scale is linear. 
 
Figure 6.15 Directivity beams for a single driver in proposed array configuration. Magnitude is 
depicted as the shape of the beam. Phase is portrayed with colour. 
 6.3.3 Combined performance 
The aim of this array is to be used as a combination of the microphone and 
loudspeaker arrays. The combined performance of the array is shown in Figure 6.16. The 
combined performance is shown as the DI for both arrays.   
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Figure 6.16 Combined performance for microphone and loudspeaker arrays expressed as DI. The 
continuous line shows the performance of the loudspeaker array. The dotted lines shows the 
performance of the microphone array. The dotted black lines show the proposed array edge 
frequencies. 
Figure 6.16 displays the regions where the response of the two arrays are optimal. A 
limit of usability for the array is proposed as the -3 dB point at each side of the peak DI for 
each transducer and each order. In order to provide standard frequency references, the 
analysis of usable bandwidths in this section is based on the nominal octave band centre as 
outlined in IEC 61260:1995 Electroacoustics – Octave band and fractional octave-band filters 
[160]. If we were to use the maximum orders for the two arrays, the frequency range that 
would exhibit a constant behaviour across the two arrays would be only one octave wide; 
namely, the 1000 Hz octave if we consider the limits of the array to be 700 Hz for the lower 
bound and 1900 Hz for the upper bound. This based on the performance of the loudspeaker 
array at 2nd order. If we use the second highest order for each array, (i.e. 1st order for the 
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loudspeaker array and 2nd order for the microphone array) the usable range increases to the 
frequencies between 250 and 2200 Hz approximately. This constrains are given by the 
performance of the loudspeaker array. This range includes the 500 and 1000 Hz octave band 
ranges and the 400 to 1600 Hz third-octave bands. If this was a typical transducer, 
loudspeaker or microphone, this would seem a very reduced range; however, for a transducer 
with the characteristics and uses proposed in this thesis, the range provides a useful range to 
explore room acoustics with concentric transducers. This theoretical range of the loudspeaker 
is compared to the measured characteristics of the array in the following section. 
6.4 Spherical microphone and loudspeaker array characterisation 
6.4.1 Spherical microphone array characterisation 
We now turn our attention to the performance of the microphone as built. The 
performance of the microphone will be constrained by the same limitations as the simulated 
microphone. To recapitulate, there are three sources of limitations in the performance of an 
array. First, the performance of the microphone will be degraded at lower frequencies as 
radial weights are small and measurement noise is amplified. Second, the performance at 
high frequencies will be degraded as spatial aliasing occurs. Finally, misplacement of the 
microphones will result in false assumptions of the encoding filters, which then in turn can 
introduce errors at the higher frequencies as it also influences spatial aliasing [150]. 
To understand the characteristics of the microphone array, a series of measurements 
were performed at the anechoic chamber of the Auditory Neuroscience Laboratory at The 
University of Sydney. The array was positioned at the centre of the chamber and a robotic 
arm was used to locate a small loudspeaker around the microphone. The loudspeaker is a 
VIFA-D26TG-35, which can be placed with the aid of the robotic arm with precision to a 
fraction of a degree on an imaginary sphere with the measured device as its centre. The 
loudspeaker was positioned around the array at a distance of approximately 1 m, with the 
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constrain that the robotic arm does not allow measurements at elevations lower than -52°. 
Impulse responses were measured from the loudspeaker to the microphone array at 585 
locations using customised MATLAB software. Measurements were made with all 
microphones active at the same time.  
 
Figure 6.17 Array and measurement equipment at the anechoic chamber. 
Using the encoding and beamforming filters described in previous sections, the 
Directivity Index of the array was calculated for the 585 locations across frequency. It should 
be noted that the loudspeaker did not allow for reproduction of frequencies below 
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approximately 100 Hz and therefore the results below this frequency should be interpreted 
with caution. 
 
Figure 6.18 Detail of the array and the loudspeaker attached to robotic arm. 
Figure 6.19 shows the comparison between the measured results and the simulated 
results. The measured and simulated results follow a similar pattern up to a point 
(approximately 1.2 kHz), where the DI of the array decreases at a lower frequency than the 
simulated array. It is presumed that placement error and the cabling required to making the 
array work have degraded the response of the array at higher frequencies.  
 203 
 
Figure 6.19 Comparison of measured and simulated results for the proposed microphone array. 
Measured results are presented in solid lines; simulated results are presented in dashed lines. 
The variability of the directivity of the array is analysed in a similar manner as in 
previous sections by using the standard deviation across frequencies for beams. The standard 
deviation is calculated using the 585 directions of the loudspeaker array and 512 beam 
steering directions. This is presented in Figure 6.20. It can be seen that the directivity of the 
array is relatively constant across all measured directions, to the point where the directivity of 
the array starts to degrade. These results are similar to the simulation results.  
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Figure 6.20 Directivity Index standard deviation in dB for the measured array and four orders 
including the 0th order. 
Finally, we plot the measured beams and a reference beam for comparison. The 
reference beam is produced by the linear combination of the spherical harmonic patterns. 
This beam serves as a visual guide as this is the expected result of the full process that 
involves encoding the raw microphone signals into spherical harmonic signals and then 
combining these spherical harmonic signals to create directional beams. In Figure 6.21 we 
can observe similar directivity at low frequencies for all orders. We can also observe the 
regions where the microphone works best for each order. As expected, the beams have a 
frequency range where they operate optimally. Finally, we can also appreciate the point 
where spatial aliasing becomes dominant and the effect that spatial aliasing has on the ability 
of the microphone array to operate as expected.  
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Figure 6.21 Measured beam patterns at single frequencies and four different orders for the 
microphone array. The patterns are normalised and shown in a linear scale. A reference beam pattern 
calculated by combining spherical harmonic patterns is included as a visual reference. 
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6.4.2 Spherical loudspeaker array characterisation 
A similar analysis to the one applied to the microphone array is now applied to the 
loudspeaker array. The simulation results show that there is a limited region where the array 
would optimally reproduce spherical harmonic patterns and, in turn, beams with maximum 
and constant directivity. Errors in the reproduction arise from phase interactions at lower 
frequencies, spatial aliasing at higher frequencies and the directivity of each driver at all 
frequencies. 
To understand the directional characteristics of the loudspeaker array, measurements 
were performed at the anechoic chamber of the Faculty of Architecture, Design and Planning 
of The University of Sydney (with a similar setup as the one used in Chapter 2). The 
loudspeaker was placed in the middle of a semicircular array of microphones, with 
microphones at 10° intervals in elevation. Due to the size of the chamber and the number of 
available microphones, the measurements required for the semicircular microphone array to 
be flipped. As a consequence, the upper and lower hemispheres around the loudspeaker array 
were measured as two separate sets. The loudspeaker array was mounted on a B&K 5960 
controllable turntable and rotated at 2° intervals. The loudspeaker array was measured one 
driver at a time using a sine swept technique. The two lowest elevations were discarded since 
the microphones were placed too close to the array’s base and yielded unreliable 
measurements due to reflections. The following photographs show the measurement of the 
lower and upper hemispheres in the anechoic chamber.  
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Figure 6.22 Measurement of upper (right) and lower (left) hemispheres of the loudspeaker array. 
The similarities and discrepancies that exist in directivity for the array and the 
simulated array are presented in Figures 6.23 and 6.24. The simulated and measured pressure 
of one cap is displayed for a plane vivisecting the cap at its centre (Figure 6.24). The driver 
plotted is the driver facing directly up. Additionally, the measured versus simulated 
Directivity Indices are presented across frequency (Figure 6.23). This is presented as an 
average of all drivers. An interesting point of difference is the directivity at higher 
frequencies of the built array compared to the theoretical response. We can see that a driver 
of the built array has a similar DI as the simulated array to about 1100 Hz. From that 
frequency, the directivity of the array increases with frequency, albeit at a lower rate than the 
simulated array. This is also clearly noticeable in Figure 6.24, where the main direction of the 
built driver does not present a lobe as well defined as the simulated driver. 
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Figure 6.23 Simulated and measured directivity index for one driver. Simulated directivity index is 
presented in dashed line, measured directivity is presented in solid line. 
 
 
Figure 6.24 Normalized patterns produced by a vibrating cap with a similar size and aperture angle as 
the proposed loudspeaker array compared to the measured response of one array driver. 
Figure 6.25 shows the comparison between the measured results and the simulated 
results. These expressed as the DI resulting from the process of encoding the measurements 
into spherical harmonic signals and then beamforming using the weighting scheme described 
in previous sections. Discrepancies in the results can be observed where the maximum DI for 
the constructed array is not as high as the theoretical array. The difference in maximum DI is 
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0.9 dB for the 2nd order beamforming and 0.5 dB for the 1st order. Also, the region where the 
array performs in a constant manner appears shifted up in frequency. These differences may 
arise from the differences that exist in the modelled array and the real array in terms of the 
directivity of each cap, and the phase response of each array over space.  
 
Figure 6.25 Measured and theoretical Directivity Index for the proposed array in dB. Measured 
results are presented in solid lines; simulated results are presented in dashed lines. 
As in the previous section, an analysis of the directivity of the loudspeaker array is 
done by calculating the standard deviation of the Directivity Index. In this case an analysis of 
2865 unique points around the sphere and beams formed to 512 different directions is 
performed. Figure 6.26 shows this analysis. 
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Figure 6.26 Directivity Index standard deviation in dB for the measured array and three orders 
including the 0th order. 
In Figure 6.26, we can corroborate the simulation results, which show that the array 
has a very similar directivity index in the region where the array can correctly encode 
spherical harmonic patterns. The resulting beams from the encoding process rapidly start 
differing and become direction dependant as the ability of the array to correctly reproduce 
spherical harmonic patterns decreases. 
Finally, we illustrate the effect that errors in producing spherical harmonic patterns 
has on the directional beams. As with the microphone signals, we can see the region where 
the array produces a beam closer to the beam that would be produced by combining 
theoretical spherical harmonics. The ideal beams are again plotted as a reference. It is clear 
that the arrays DI and the similarity to ideal beam patterns are linked. 
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Figure 6.27 Measured beam patterns at single frequencies and three different orders for the 
loudspeaker array. The patterns are normalised and shown in a linear scale. A reference beam pattern 
calculated by combining spherical harmonic patterns is included as a visual reference. 
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6.4.3 Combined performance 
We illustrate the combined performance of the two arrays by plotting DI against 
frequency for all the available order for the two arrays. This is a similar analysis as performed 
in the previous section. 
 
Figure 6.28 Performance for microphone and loudspeaker arrays expressed as DI. The continuous 
line shows the performance of the loudspeaker array. The dotted lines show the performance of the 
microphone array.  
Figure 6.28 shows the DI performance of the two arrays. As has been established by 
the characterisation process, the performance of the array differs from the simulated 
performance. Two differences are the most salient and will have the greatest impact in the 
performance of the array. First, the higher frequency range of the microphone array does not 
provide as high DI as the simulated array. Second, the frequency range of the loudspeaker 
array is displaced upwards in frequency compared to the simulated array.  
Using the -3 dB from the maximum DI criterion, as in the simulated analysis section, 
we will find a constrained region where the array can operate optimally. If we were to use the 
maximum order available for the two arrays, the region where the array would work 
optimally would fall between 1000 and 1600 Hz. This leaves only the 1250 Hz third-octave 
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band as the usable band in terms of standard fractional octave bands. If we use a lower order 
for each array (i.e. 2nd order for the microphone array and 1st order for the loudspeaker array), 
the usable range is contained between 500 and 1800 Hz approximately. This results in an 
array that is capable of working in the 1 kHz octave band and in the 630 to 1600 Hz third-
octave bands. This results from the lower frequency bound given by the loudspeaker array 
and the high frequency bound given by the microphone array. 
The optimised ranges are illustrated in Figure 6.29, which is a reproduction of Figure 
6.28 with an overlay of the loudspeaker and microphone arrays ranges. 
 
Figure 6.29 Reproduction of Figure 6.28 with array ranges. Microphone array ranges are represented 
as shading, loudspeaker array ranges are represented with bounding rectangles. 
6.5 Final remarks 
A concentric microphone and loudspeaker has been designed and characterised. The 
performance of this array would seem very limited in terms of frequency range if compared 
to typical microphones or loudspeakers. However, as demonstrated in the last section, the 
array is capable of working at one of the octave bands that is typically considered as essential 
for human hearing: 1 kHz. The importance of this band can be seen in its inclusion in all 
acoustic parameters included in ISO 3382-1. If an analysis was to be made in third-octave 
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bands, the usable frequency range would be slightly extended. However, comparison to 
typical frequency ranges used in room acoustics would prove to be difficult.  
In the last section of this thesis the array is placed in a controlled environment and its 
efficacy and viability to measure room acoustic parameters is demonstrated. The frequency 
range of the measurements to be analysed in the following chapter is informed by the results 
presented in this chapter. 
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Chapter 7 – Room acoustic measurements with a concentric array 
7.1 Concentric transducer array tests in reverberant environment 
In order to test the capabilities of the proposed transducer array in rooms, 
measurements were conducted at the reverb chamber of the Acoustics Lab in the Faculty of 
Architecture, Design and Planning at the University of Sydney. The reverb chamber is a 5.12 
x 6.37 x 3.98 m (w x d x h) room with concrete painted walls and ceiling and a polished 
concrete floor.  
The array used the same replay and capture set up described in the previous chapter. 
The array was tested under four different wall configurations. The walls were treated with 
different absorption and diffusion treatment while maintaining the array at the same location.  
The four room configurations are shown in Figure 7.1. The location of the array is shown by 
the arrow markers from the four walls. Naming conventions for the four median plane 
directions are presented on the boxes on the edge of the figure. 
 
Figure 7.1 Plan view of reverb room with display of four different room configurations and array 
placement in the room. 
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The absorption material was comprised of 0.60 x 1.6 m mineral wool sheets, resting 
on the floor and covering the entirety of the wall to the sheets height. An additional sheet was 
placed on the adjacent wall when reaching the room’s corner. This equalled to an effective 
absorption area of 10.11 m2. The sheets were 50 mm in depth and had an effective absorption 
coefficient of 1 for the 1 kHz band. The scattering surface was comprised of a four by four 
grid of RPG Skyline diffusors. Each diffusor is 0.59 x 0.59 m (w x h). The total diffusive area 
was 5.6 m2. The diffusors have an absorption coefficient () of 0.29 at 1 kHz and a diffusion 
coefficient of 0.67 at 1 kHz. The ceiling had acrylic ceiling reflectors installed, which are 
typically used to increase the diffusivity in the room when making absorption coefficient 
measurements. All other surfaces were concrete. The images below show the transducer array 
in the room. 
 
Figure 7.2 Transducer array in reverb chamber. Scattering and absorption materials shown on right 
image. 
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7.2 Measurement procedure 
All the measurements within the room were conducted using the sine sweep technique 
[60]. Even though the array frequency range is limited in its spatial characteristics, as shown 
in the previous chapter, the sine sweep measurements were made from 100 Hz to 10000 Hz 
in case the data becomes of interest for further studies. Based on the analysis of the previous 
chapter, the results discussed in this section will only include the 1 kHz octave band. This is 
the range where the two transducer arrays work optimally. To minimise interactions between 
loudspeaker drivers, only one loudspeaker in the array was active at a time, therefore a set of 
measurements included 12 sine sweeps. All microphones were active at the same time during 
all measurements. The resulting measurements are a post-hoc combination of the sweeps of 
all drivers, as if they had occurred at the same time. 
Particular attention was paid to the dynamic range of the measurements. Since the 
loudspeakers and microphones are at a close proximity, the measurements had to be carefully 
monitored so that the direct sound would not reach the maximum amplitude that the system 
can handle at any stage of the signal chain. At the same time, the noise floor had to be 
monitored so that the decaying impulse signal had an appropriate level above the noise floor. 
The balance between transducer level, clipping point and noise floor dictated the selection of 
the sine sweep length. A 6-minute sine sweep was used for all measurement configurations. 
Figure 7.3 illustrates the level of an impulse response recorded in configuration 1. The figures 
on top show the impulse response including the direct sound. The lower part of Figure 7.3 
shows the same impulse response with the direct sound trimmed out. This is the part of the 
signal of main interest and, therefore, should have adequate signal to noise separation. Figure 
7.3 shows that for a typical reverb time characterisation using a 20 or 30 dB decay curve (T20 
or T30 using the method outlined in ISO 3382-1) the signal is well above the noise floor. Also, 
for the measurements proposed in previous chapters requiring a 1 second time window, we 
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can see that the end of this interval is more than 10 dB above the noise floor. The 
measurements shown in Figure 7.3 have the lowest reverberation time and are, hence, the 
worst-case scenario. 
 
Figure 7.3 Impulse response magnitude expressed in dB with the maximum sound level as the 0 dB 
reference. The top plots include the direct sound; the bottom plots do not include the direct sound. 
The reverb chamber is serviced by the building’s air conditioning system and all 
measurements were conducted in consecutive sessions during the same day. It is not believed 
that humidity or temperature conditions changed enough to have a large acoustic impact on 
the measurements (although temperature and humidity were not measured). 
7.3 Measurement assessment 
An assessment is made using the techniques developed in Chapter 5. The 
measurements presented in this section follow the same order of analysis as Chapter 5.  
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7.3.1 Omnidirectional parameters 
The most basic analysis involves using the microphone as an omnidirectional source 
and as an omnidirectional receiver. We have proven that the array is is capable of behaving as 
an omnidirectional transducer in the previous chapter. In a simple measurement situation, the 
array should be able to detect the inclusion of absorption material in the room. The following 
plots show the obtained T20 and T30 for the four configurations tested.  
 
Figure 7.4 T20 for four configurations tested with omnidirectional microphone and omnidirectional 
loudspeaker. 
 
Figure 7.5 T30 for four configurations tested with omnidirectional microphone and omnidirectional 
loudspeaker. 
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As can be observed in Figure 7.4 an 7.5, the inclusion of absorption (Configurations 1 
and 3) can be clearly detected in the measurements. Also, as expected, Configuration 2 
(diffusors and bare walls) has a lower reverberation time than Configuration 4 (all bare walls) 
due to the absorption introduced in the room by the diffusors ( = 0.29). This simple acoustic 
room characterisation shows that the array responds as expected when used as an 
omnidirectional transducer for simple acoustic parameters. 
7.3.2 Energy integration in directional beams 
We proceed now to analyse the obtained results using the technique presented in 
section 5.2.1.2. In that section, plots were presented that portray the energy distribution 
around the microphone by beamforming in several direction and integrating the energy of 
each beam over a given period of time. In Chapter 5, the integration periods were established 
based on typical stage support measurement periods. Due to the room dimensions, in this 
section we are also interested in reflections earlier than the lower cut-off time of 20 ms after 
the direct sound ( 6.8 m) from Chapter 5. The plots presented in this section encompass 
from 10 to 100 ms after the direct sound. This excludes the direct sound and floor and 
microphone stand reflections but includes the reflection from the nearest wall. This reflection 
is the reflection from the right wall which arrives after 4.88 m or approximately 14 ms. All 
plots presented in this section show the energy distribution in dB with 0 dB as the maximum 
observation for each measurement. Figure 7.6 shows the energy distribution received at the 
microphone array with the loudspeaker processed as an omnidirectional source. 
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Figure 7.6 Energy integrated over 10 to 100 ms after the direct sound for four room configurations. 
The influence of the absorption in the room is clearly visible in these plots. If we 
observe the 0 Azimuth samples in Configurations 1 and Configurations 3, it is clear that 
lower level reflections exist in this direction. Lower levels are found, particularly, in the 
lower angles (10 to -50) which are the angles that the absorption covered. Higher angles 
were not covered and lower angles would correspond to the floor. This is not only clear in the 
individual plots, but it is also reinforced by comparing the value ranges between plots. 
Configurations 2 and 4 have a smaller range of values indicating a more even distribution of 
energy around the array. The influence of diffusors is also visible, although in a slightly 
subtler manner. The influence of the diffusors can be seen in the angles between 80 and 130 
approximately in Configurations 1 and 2. The diffusion contrasts are easier to appreciate if 
comparing configurations with similar absorption (i.e. Configurations 1 and 3 and 
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Configurations 2 and 4). In Configurations 3 and 4, a clear reflection region appears at 
approximately 120. This region is not devoid of reflections in Configurations 1 and 2, as is 
the case with the introduction of absorption, but the level of reflections is not as high as with 
the absence of diffusors. 
We now explore the influence of directing the loudspeaker towards a given direction 
and the resulting soundfield captured at the microphone. We use a first order beamformer for 
the loudspeaker and direct the beam towards five directions: up, front, left, back and right. 
The resulting plots are shown in Figure 7.7. To make the directional influence of the 
loudspeaker as evident as possible, the examples are plotted using Configuration 4.  
Figure 7.7 clearly shows the influence that the directivity of the source has in the 
resulting soundfield in the room. It is clear that the direction where the beam is aimed is the 
main direction of the resulting soundfield. It is also clear that the opposite direction to where 
the beam is aiming becomes the secondary source of reflections.  If we consider the specular 
nature of sound reflections, we can clearly see the effect of standing wave reflections (i.e. 
reflections between two parallel walls) as we would get up to 3rd order reflections in the 
longer side of the room (front and back) and up to 4th order reflections in the shorter side (left 
and right) for the given integration time of 100 ms ( 34.34 m). It is also interesting to see 
that the scale of all plots has a larger range of values compared to the omnidirectional 
configuration. This also points at the dominance of the direction where the array has been 
aimed. 
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Figure 7.7 Energy integrated over 10 to 100 ms after the direct sound with the beamformed 
loudspeaker array in Configuration 4. 
One final visual analysis is made by comparing the four configurations when pointing 
the array at one of the treated surfaces. We illustrate this by aiming a first order beam with 
the loudspeaker array to the wall treated with absorption. The resulting plots are shown in 
Figure 7.8. 
Figure 7.8 clearly shows the influence of the absorbers in the room (Configurations 1 
and 3), as the main direction of reflections has shifted upwards, which is the main direction 
where the loudspeaker has been aimed in terms of Azimuth, but the lower part of the room is 
covered with absorption. The influence of the diffusors is hard to pinpoint as the loudspeaker 
has not been aimed at that direction for this particular case. 
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Figure 7.8 Energy integrated over 10 to 100 ms after the direct sound with the beamformed 
loudspeaker aimed to the 0 Azimuth direction for four room configurations. 
7.3.3 Cumulative spatial and temporal analysis 
Using the cumulative plot technique described in section 5.2.1.3, the impulse 
responses are plotted. Figure 7.9 contains cumulative plots for the four configurations in the 
horizontal plane. This is the plane aligned to the surfaces that were altered during the 
measurements and, particularly in the early reflections, would show the greatest contrast 
between measurement configurations. All the plots presented here have been prepared using 
the 1 kHz octave band exclusively. The results presented in these following figures have been 
plotted using the source as an omnidirectional source, or a 0th order spherical harmonic 
transducer. The plots have been prepared using the same range as the plots presented in the 
previous section from this chapter (i.e. from 10 to 100 ms). Each line represents a 10 ms 
integration period resulting in 9 lines.  
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The plots in this section have been normalised to the lowest value in all directions and 
all configurations. This with the intention of making all the plots comparable to each other. 
As can be observed, the lowest value is found in Configuration 3 in, broadly speaking, the 
front direction. An important point to make at this stage of the analysis is that the front wall 
reflection would arrive after 7.02 m or approximately 20.4 ms. This means that the front 
reflection is plotted for the first time on the second line from the centre. This is evident in all 
four plots.  
The effect of absorption is the clearest effect that we can appreciate in Figure 7.9. If 
we assume that the first order reflection from the front direction dominates the plotted results 
on the second line, we can clearly see the reduction in levels from this direction when 
comparing, for example, configurations 3 and 4. Furthermore, it is clear that the overall levels 
in the room are lower at the 100 ms plot line but the levels in the frontal direction are again 
lower than the levels at other directions. This is shown in detail in Figure 7.10. 
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Figure 7.9 Horizontal plane cumulative plots for impulse responses measured in four configurations. 
Each line represents a 10 ms increment.  
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Figure 7.10 Horizontal plane cumulative plots for impulse responses measured in configurations 3 
and 4, configuration 3 is shown in blue and configuration 4 in red. Only the 10, 20 and 100 ms 
integration times are plotted for clarity. 
The effects of the diffusive treatment are, again, harder to see. However, they are 
slightly easier to identify than with the previous plotting technique. This can be seen in the 
first reflection from the right where the plot for the configuration with diffusive treatment has 
a wider pattern. The absorption effects of this treatment can also be seen in the slightly lower 
levels presented in the last plotting line. This is shown in Figure 7.11. 
The plots presented in this section show that this plotting technique can be used to 
diagnose acoustic treatment from specific surfaces taking into account direction. This is 
particularly true for the absorption qualities and to a limited extent the diffusive qualities. 
These plots have also further validated the efficacy of the transducer array. 
A different analysis is shown in Figure 7.12. This figure shows the resulting plots 
from configuration 1 (i.e. walls treated with absorption and diffusors) when directing the 
loudspeaker array at each one of the surfaces (ceiling and four walls). It is interesting to see 
that the direction of the beam not only affects the initial reflections, but that the overall 
directivity of the soundfield up to 100 ms is also affected. This provides a complementary 
analysis to the plot shown in Figure 7.7. In Figure 7.12, the effects of the diffusor wall seem 
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more evident when comparing the early reflections of the array directed to the left and right. 
These two walls are the more similar in distance to the array and we would expect a similar 
contribution from both sides in the integration plot as seen in Figure 7.9. However, we can 
see differences in the early reflection patterns (10 ms plot line), with the plot of the array 
pointing at the diffusive wall (right) showing a wider reflection pattern. It is also interesting 
to see the effect of reflections between two walls when pointing at untreated walls, such as 
the plot of the array pointing to the left and the resulting elongated long term reflection 
pattern. It is also evident that the closest to an even soundfield is given by the array pointing 
upwards (at least in the horizontal plane). 
 
Figure 7.11 Horizontal plane cumulative plots for impulse responses measured in configurations 2 
and 4, configuration 2 is shown in blue and configuration 4 in red. Only the 10 and 100 ms integration 
times are plotted for clarity. 
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Figure 7.12 Horizontal plane cumulative plots for impulse responses measured in configuration 1 for 
four array beamforming directions.  
One final plot is presented in this section to show the capabilities of the array. In 
Figure 7.13, three planes are plotted for configuration 1 and the loudspeaker array 
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beamforming towards the upper part of the room. It is interesting to see that a similar 
dominant axis (up-down) can be seen as is the case for the plots for the loudspeaker array 
with a beam pointed towards one of the walls. This is evidence of the array working in three 
dimensions and not only in the horizontal plane. 
 
Figure 7.13 Cumulative plots for impulse responses measured in configuration 1 and the array 
beamforming towards the upper part of the room.  
7.3.4 Discrete temporal and spatial visual analysis 
The next step in our analysis of the array in a controlled environment involves using 
the methods proposed in Section 5.2.1.4.  A different normalisation scheme has been used to 
make plot comparisons easier. In Chapter 5, the methods proposed had the intention of 
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eliminating the influence of the transducers levels and directivity to create a plot that showed 
the influence of the room and reflections arriving at the microphone array. This with the 
intention of making different halls comparable with as little influence from the transducers 
used. 
In this section, since we can measure the output of the transducers and we also know 
the range of levels for all measurements, we have implemented a different scaling scheme. A 
problem we are facing in this section is the use of a beamformed loudspeaker array while 
maintain the ability to directly compare plots. The ranging and scaling scheme is a multi-step 
process. The first step involves levelling each measurement to the output of the loudspeaker. 
To negate the influence of level variations in-between measurements and the directivity of 
the beamformed loudspeaker array, a scaling factor was calculated by summing the output of 
the 20 microphones within the first 2 ms of the impulse response arriving at all microphones. 
This would essentially include the direct sound and minimal reflections from the stand. We 
can assume this is the total output from the loudspeaker array entering the room. Since 
changes in level would occur due to the loudspeaker array processing for beamforming, this 
step would ensure that we could compare plots from different loudspeaker array 
beamforming configurations. This was possible as the microphones did not overload at any 
point of the measurement process. This scaling factor was added to all beamformed results 
used to create the plots. 
All measurements were processed for a loudspeaker array treated as an 
omnidirectional source and the loudspeaker beamformed to the same 5 directions as in the 
previous section (Up, Left, Right, Front and Back) using a first order beamformer. The next 
step involved scaling all the plots using the maximum values calculated for all plots. This 
allowed to normalise the plots to a reference point with 0 dB being the single maximum level 
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from all data sets. This in turn facilitates comparing levels between plots since all plots were 
adjusted to the same maximum level found for all configurations and beamforming patterns.  
The levels of all plots were limited to a 12 dB range. This aids in clearly identifying 
reflection patterns. The plots show reflections in time moving from the centre of the plot for 
the earliest reflections to the outside of the circle for later reflections. The plotting range is 
the same as in the previous section (10 ms to 100 ms) with each dotted white line 
representing a 10 ms mark. Figure 7.14 shows horizontal plane plots for the four 
configurations measured using the loudspeaker array as an omnidirectional transducer. 
If the plotting technique shown in the previous section permits us to understand the 
reflections as they accumulate over time, the present plotting technique allows us to 
understand how that is achieved. This at the expense of understanding the cumulative effects; 
the two plotting techniques complement each other.  
It is clear that the reflection from the back, which is constant in terms of treatment for 
all configurations, appears as similar in all plots. This was expected and confirms the 
comments from the previous section. The influence of treatment is also clear. The most 
obvious is the reduction in level for the first reflection arriving from the front. In 
configurations 1 and 3 (without absorptive treatment) the first reflection from the front has all 
but disappeared. It should be noted that this is an effect of the limited plotting range (12 dB) 
and not with the absorptive treatment acting as a perfect absorber.  
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Figure 7.14 Pattern reflection in the horizontal plane for four configurations tested from 10 ms at the 
centre of each plot to 100 ms at the outer circle of each plot. Each white circle represents a 10 ms 
advance in time. 
The effects of the diffusors on the right wall (configurations 1 and 2) become also 
more evident than with the previous plotting technique. The first reflection has reduced level 
compared to the plots with no treatment. Furthermore, this reflection appears as wider and, 
interestingly, arriving with fluctuating level across time. The reader is pointed to the first 
reflection arriving from the right in Figure 7.14 to observe these effects.  
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Figure 7.15 shows the reflection patterns using the plotting technique for 
configuration 1 and the loudspeaker array beamformed to five directions (up, front, back, left 
and right). This is a complementary plot to Figure 7.12. When comparing to that figure, we 
can see how the patterns of the cumulative plot are formed. It is interesting to see that not 
only the reflections from the perpendicular walls play a big role, but also the reflections at 
45 with respect to the main direction, albeit with a slight delay. While this is present in the 
omnidirectional plots, it becomes even more obvious in this set of plots.  
The absence of reflections on the orthogonal axis, in particular for the Left and Right 
directions is evident as was the case in Figure 7.12. We can observe this pattern is constant in 
all reflections arriving at the microphone. 
The known geometry of the room becomes evident with this plotting technique. This 
further proves the efficacy of the array at detecting single reflections with the processing 
techniques presented in this thesis. 
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Figure 7.15 Pattern reflection in the horizontal plane for configuration 1 and the loudspeaker array 
beamformed in five directions. Plotted from 10 ms at the centre of each plot to 100 ms at the outer 
circle of each plot. Each white circle represents a 10 ms advance in time. 
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7.3.5 Simplified directional patterns 
The analysis in this section follows the concepts presented in section 5.2.1.5. In that 
section contrasts from two integration periods were presented; namely, an early and a later 
period. In this section we will focus on the same time period used in the two previous 
sections (10 ms to 100 ms in the impulse response after the first arrival). Figure 7.16 shows 
the Front-Back, Left-Right and Up-Down ratios calculated for the four configurations using 
the omnidirectional loudspeaker processing. 
 
Figure 7.16 Axes ratios for four configurations for a 10 to 100 ms integration time. 
It is interesting to see that, contrary to what we would expect, the Front-Back ratio 
does not have the smallest value, even in the configurations where absorptive material was 
introduced. This is most probably caused by reflections arriving from above the absorptive 
material after the initial reflections. It should be pointed out that the shape of the beam is 
most sensitive to its aiming direction, but it remains sensitive to a wider angle around the 
main beamforming direction. These effects would be ameliorated by using higher order 
transducers.  
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The following plot presents the same analysis technique when applied to 
measurements made with the loudspeaker beamformed to one direction. The plot has been 
made using the results from configuration 1. An interesting feature, as noticed in previous 
sections, is that the dominant direction becomes the direction where the loudspeaker has been 
beamformed. This is contrasted with the plot for the loudspeaker beamformed to one 
direction (Front) and four configurations (Figure 7.18). From this plot we can see that the 
trends remain the same and the direction where the array is pointing drives the results. 
 
Figure 7.17 Axes ratios for the loudspeaker beamformed in five directions for a 10 to 100 ms 
integration time. 
If we further this analysis, we can calculate standard deviations using the room 
configuration as the driving factor or the direction of the beamform as the driving factor. The 
median standard deviation for the four room configurations comparing directions for the three 
Front-Back, Left-Right and Up-Down ratios are 2.7, 2.9 and 2.5 dB respectively. The median 
standard deviation for the five beamforming directions comparing the four room 
configurations for the three Front-Back, Left-Right and Up-Down ratios are 0.6, 0.4 and 0.5 
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dB respectively. The larger variation that exists when beamforming the loudspeaker 
compared to the variation when changing room configurations indicate that, for this type of 
room, the loudspeaker directivity has a larger impact in the resulting soundfield than the 
internal room treatment. 
 
Figure 7.18 Axes ratios for the loudspeaker beamformed in the front direction in four room 
configurations for a 10 to 100 ms integration time. 
7.3.6 Diffusion 
The data presented in this section shows diffusion as calculated in section 5.2.1.6. 
There is no consensus in the measurement of diffusion and it is unclear what the expected 
results would be. We explore once again the effect of different configurations in terms of 
room configuration and different beamforming of the loudspeaker array. 
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Figure 7.19 Diffusion for four room configurations plotted for the first 50 ms after the direct sound 
and floor reflection. The level of the measurement with 0 dB reference as the maximum level in the 
measurement period is shown in red. The dotted black line is a polynomial fit of the diffusion data. 
All the plots included in this section have been prepared using a 5 ms integration time 
with the diffusion calculation method shown in section 5.2.1.6. Two plotting ranges are 
shown in this section. The first plotting range includes the first 50 ms (Figure 7.19); the 
second plotting range includes 1.5 seconds (Figure 7.20). All plots have been prepared 
starting from 10 ms after the direct sound, hence not including the direct sound and the first 
reflection from the floor. The first set of plots (Figure 7.19) has been prepared using the 
source as an omnidirectional transducer. 
Figure 7.19 shows that there is essentially no difference in terms of diffusivity in the 
first 50 ms of each measurement. In the second plotting interval, Figure 7.20, we can see 
 240 
some differences across configurations. It appears as if the measured diffusion decreases as 
the reverberant tail approaches the noise floor.  The biggest difference appears in 
configuration 3 where diffusion starts to fall quickly after approximately 1 second. It is 
interesting to see this as it would have been expected that the existing background noise in 
the room or the later part of the reverberant tail would be more diffuse. 
 
Figure 7.20 Diffusion for four room configurations plotted for the first 2 s after the direct sound and 
floor reflection. The level of the measurement with 0 dB reference as the maximum level in the 
measurement period is shown in red. The dotted black line is a polynomial fit of the diffusion data. 
We now present the results obtained by calculating diffusion over a longer interval. 
We use in this case the intervals to 50 and 100 ms after the direct sound and first floor 
reflection. It should be noted that in these intervals the signal is well above the noise floor. 
The results are presented in Figure 7.21.  
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Figure 7.21 Diffusion for four room configurations plotted for the 50 and 100 ms intervals. 
In the results obtained using this measurement technique, we can see that they differ 
in a greater way than what the diffusion against time plot would suggest. It is interesting to 
see that the inclusion of diffusive surfaces does not provide additional diffusion measurable 
with this technique, as can be seen by the comparison between configurations 2 and 4. 
However, it would seem like the introduction of absorption would produce a reduction in the 
measured diffusion in the intervals tested. 
One final comparison is made by beamforming the source and comparing the 
measurements obtained for configuration 1. These results are shown in Figure 7.22. It is 
interesting to see that the variations occurring with the same room configuration and different 
beam source direction are as big as the variations observed with the omnidirectional source 
and four different room configurations. It is also interesting to see that when directing the 
source to the absorptive surface we observe the highest diffusion. This is counterintuitive and 
opposed to the results shown in Figure 7.21, where the results with absorption in the room are 
the lowest. 
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Figure 7.22 Diffusion for four room configurations plotted for the 50 and 100 ms intervals and the 
source beamformed to one direction. 
The study and measurement of diffusion in rooms is limited and data is not available 
for large numbers of rooms. The aim of using this technique in this thesis was to show its 
viability as a room acoustic descriptor. Follow up studies could include the measurement of 
diffusion of rooms with the aim of creating databases for comparison. 
 7.3.7 Beamformed acoustic parameters 
The analysis of this section is based on the techniques derived in section 5.2.1.7. In 
that section, the microphone was beamformed to perform with similar directivity to that of 
the human ear with a binaural summation pattern. An additional modification has been made 
to those measurements as we can now use the loudspeaker array to beamform with the 
directivity of the human voice. The target pattern is the same pattern measured in Chapter 2 
and used in Chapter 4; namely, the measurement set from the HATS fitted with a singing U 
vowel shaped mouth.  
Using the directional modifiers for the source and receiver allows us to produce 
impulse responses similar to the impulse responses used in section 7.3.1 but, instead of 
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having omnidirectional transducers, the resulting impulse responses will be shaped by the 
directivity of the transducer. For the results presented here, the transducers were beamformed 
with the front pointing towards four directions (front, left, back and right). The source and 
receiver main directions were at all times pointing at the same direction. The results have 
been compared to the results obtained with an omnidirectional transducer.  The results for 
each beamforming direction are presented in Figure 7.23 and 7.24 as the percentile difference 
from the omnidirectional transducers results.  
  
Figure 7.23 T20 percentile difference compared to omnidirectional results when beamforming to four 
directions in four room configurations. 
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Figure 7.24 T30 percentile difference compared to omnidirectional results when beamforming to four 
directions in four room configurations. 
It is interesting to see that the results differ in most cases by more than the JND as 
included in ISO 3382-1 (5%) [21]. The results do not show a clear trend either on the way 
that variations are introduced. For example, if we point the array to an absorptive or diffusing 
wall, the results are not influenced in a similar manner for all configurations. It is also 
interesting to see that the largest differences are found in configuration 4, where the room is 
configured as a typical reverberation chamber (i.e. bare walls). We have shown the 
omnidirectionality and directional characteristics of the loudspeaker and microphone arrays 
to validate the measurements in this section. This shows that the directivity of a source can 
have a great impact in the soundfield created, even in simple rooms. This also points at the 
difficulty of creating isotropic fields in reverberation rooms, although this last topic is out of 
the scope of this thesis.  
7.4 Final remarks 
In this chapter we have explored the viability of using the proposed spatial 
measurement array in a controlled environment. Although in a limited frequency range, the 
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array has shown a congruent behavior with the configurations tested. This can be considered 
as a proof of concept and further research in transducer technology can provide advances 
towards building an array that would cover a larger portion of the hearing and vocal range. 
We have also proven the viability of the proposed spatial measurement techniques from 
previous chapters. The combination of the array and measurement techniques provide a 
useful tool that can correctly describe the situations faced by vocal performers with the aim 
of producing better acoustic descriptors.   
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Chapter 8 – Discussion, conclusions and future work 
8.1 Overarching discussion 
The work presented in this thesis was initially motivated by the desire to understand 
in greater depth the acoustic situation faced by performers on stage. This with a special 
emphasis on vocal tasks. With this in mind the principal task of this work was to clearly 
demonstrate the overall factors that are in play when a human source and receiver are placed 
on stage and, just as importantly, when this source and receiver occupy the same location. 
This is, of course, the case of a human listener-talker producing a vocal output and listening 
to himself/herself as amplified by a room. 
To understand the directivity of the human voice and ear, a survey of available data 
has been conducted. By analysing the voice and ear in a similar manner as we would 
loudspeakers and microphones, we can use data reduction techniques to compare published 
results. In relation to the vocal output, by comparing a large set of published human data to a 
HATS with different mouth shapes, we were able to find the HATS mouth shape that more 
closely resembles the average human directivity. The main advantage of using the data set of 
a HATS for measurement and simulations is repeatability as well as the ability to capture 
high spatial resolution data sets with accuracy. In terms of the directivity of the ear, by 
analysing the data as microphone sensitivity, we are able to define and compare regions of 
maximum sensitivity around the head. This is very different to typical HRTF analysis where 
the main focus is on minute spectral detail (important for localisation tasks). By providing a 
wide band analysis, we are able to create new analysis based on reflections and energy 
sensitivity around the measurement point. This combines typical stage characterisation 
techniques with anthropomorphic measurement. 
After analysing a comprehensive data set describing the directivity of the human 
voice and ear, we can conduct further studies to understand the implications of having 
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sources and receivers at separate locations and with directivities different to those of a human 
subject (i.e. omnidirectional transducers). Simulation allows us to place sources and receivers 
with different directivities in an environment that can be easily controlled and systematically 
varied. Different room configurations and combinations of sources and receivers were tested 
and found evidence that the spatial relationship and directivity characteristics result in 
variations of typical acoustic descriptors.  
To further explore the notion that room reflections could have an impact on acoustic 
descriptors, measurements were conducted in several stages using a spherical microphone 
and an omnidirectional source set up in the most typical configuration to characterise stages. 
Since there are no standardised methods to analyse the output of spherical microphones in 
terms of acoustic room description, several analysis methods have been tested and developed 
as part of this thesis. The differences found in two different rooms are valid and show the 
value of the methods developed for this work. 
Concluding after simulation and measurements that the directivity of the source and 
receiver and that the distance between source and receiver can have an impact on the results 
we get from acoustic measurements, a concentric source and receiver was developed. The 
concentric loudspeaker and microphone array was designed with the aim of using spherical 
harmonic decomposition techniques as the principal signal processing method. 
The array was built and its performance in an anechoic environment was 
demonstrated. The design goals were accomplished and verified. Additionally, the array was 
taken into a room that was systematically varied. The directivity of the source and receiver 
arrays and room characteristics were varied. The results were analysed with the techniques 
developed for this work and the results confirm the efficacy of the array. The array confirms 
that there are spatial differences in the reflection patterns in a room and that these differences 
will be influenced by the directivity of the source and receiver. Furthermore, as this 
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differences exist, the only correct configuration to quantify this differences for a human 
source-receiver is by locating the source and receiver at the same location. 
8.2 Conclusions 
The main conclusions and contributions of this thesis are: 
 By analysing the directivity of the human voice and hearing as typical acoustic 
sources and receivers the differences and similarities between subjects and sets 
of data become apparent. This is especially true for the human hearing where 
the majority of research has focused on small spectral features with a special 
focus on sound localisation. The work presented here shows regions of 
maximum sensibility based on current binaural summation theory. The work 
presented here has identified viable and well documented high resolution 
directivity measurements for the human voice and ear. 
 The location of acoustic sources and receivers has an influence on the 
resulting measured parameters. This was verified through extensive simulation. 
In order to accurately capture the experience of a performer on stage, the 
characteristics of sources and receivers in terms of directivity and position in 
relationship to each other must be correct. 
 The spatial acoustic characteristics of rooms, with a particular emphasis on 
performance spaces, can be captured and described with spherical 
microphones and associated decoding techniques. The measurements 
developed and tested in this thesis are a proof of this. 
 A novel measurement device was constructed, validated in an anechoic room 
and tested in a reverberant room. The results obtained and presented in this 
thesis point at a possible method that, with further refinements, can provide an 
tool to quantify the experience of a singer/talker in a room.  
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8.3 Further work 
The work presented here has presented a way to accurately quantify the acoustic 
situation as experienced by human sources and receivers. However, one big avenue of 
research is still untapped: what are the perceptual consequences of the spatial soundfield 
characteristics that we have studied? Studies following this dissertation will focus on these 
perceptual characteristics. The rapid advance in sound reproduction techniques allows for the 
reproduction of sound fields with a great degree of spatial accuracy. These new spatial audio 
techniques could provide insights in the perceptual characteristics of directional soundfields. 
Additional refinements can also be done in the way the directivity of singers is 
modelled. At present, most studies have focused on the long term directional characteristics 
of singers and talkers. A more complete analysis of directivity of the voice could be achieved 
if the mouth aperture and shape were taken into account.  
Finally, the design of the transducer array presented in this thesis admittedly works in 
a very narrow frequency range. The design of a wider band array or several narrow band 
arrays that complemented each other would provide additional insights into the study of 
directional sound fields. 
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Appendix A. Spherical harmonic decomposition and acoustic transducer 
One of the fundamental techniques used in this work is the decomposition of the 
soundfield into its spherical harmonic components. An introduction to this process is 
presented in this Appendix. The reader is referred to Williams or Arfken [134], [161] for a 
complete discussion.  
A.1 Spherical Harmonic Decomposition 
When using the standard spherical coordinate system (r,θ,ϕ), where r is the distance 
from the origin and θ and ϕ are an azimuth and elevation angle; if a function of an angle pair 
f(θ,ϕ) is integrable on the unit sphere, its spherical Fourier transform (fnm) is given by [127], 
[162]: 
 
The spherical harmonics 𝑌𝑛
𝑚 are defined by: 
 
where n is the order of the spherical harmonic, m is the degree of the spherical harmonic and i 
is equal to √−1. 𝑃𝑛
𝑚 are the associted Legendre functions of order n and degree m. According 
to Williams and Arfken [134], [161] the spherical harmonics are a solution to the wave 
equation in spherical coordinates. The spherical harmonics are orthonormal and fulfil the 
following equality: 
 
S2 denotes integration over the full sphere and δ is the Kronecker delta.  
The orthonormal property of the spherical harmonics makes them an ideal basis to 
describe directional patterns in spherical coordinates centred about an origin point. The 
spherical harmonics up to order 3 are depicted in the following figure. 
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Figure A.1 Spherical harmonics to order 3. 
A.2 Spherical Harmonic Decomposition of Sound Fields Using Spherical Microphone 
Arrays 
A direct application of the spherical harmonic decomposition is by encoding sound 
fields using spherical microphones. Gerzon being one of its early advocates [119] realised the 
potential of using this technique as a way of recording spatial audio data with a particular 
microphone and encoding it in a universal format. This universal format is the spherical 
harmonic decomposition or, how it is more commonly known, Ambisonics. His system 
included only the first order harmonics. Advances in microphone assembly techniques and 
data acquisition have led to microphones that can record higher orders. These techniques are 
commonly known as High Order Ambisonics (HOA). The advantage of using a universal 
encoding technique is that it can then later be decoded in a spatial reproduction array whose 
characteristics (i.e. number of loudspeakers, location of loudspeakers, etc.) do not have to be 
defined a priori.  
At its most basic, the spherical harmonic decomposition using spherical microphones, 
is based on the assumption that all waves arriving at the microphone array are plane waves. A 
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more useful way of characterising wave frequency is by using the wave number k which is 
defined as k=2π/λ, where λ is the wavelength. Following this, the total pressure pl measured 
on a sphere of radius a≤r at locations (r,θ,Φ) in spherical coordinates due to a plan wave 
arriving from (θl,Φl) may be written as [134], [163] 
 
where bn can be expressed for open or rigid spheres. In this last case diffraction around the 
sphere is taken into account by 
 
where jn and hn are the spherical Bessel and Hankel function and jn’ and hn’ are their 
derivatives.  
For a microphone array with an M number of microphones, distributed in angles 
(θj,Φj) a sound field composed of several plane waves can be decomposed into its 
approximate spherical harmonic components with a summation [164] 
 
The resulting encoded spherical harmonic components pnm can be exact if the 
sampling positions and its related weights aj are appropriately designed [127].  Furthermore, 
the function pnm needs to be band limited such that the number of m components is not larger 
than the number of M microphones.  
From this pnm encoded signals, a decoding process can be applied. Typically, this last 
step is the process in which a recorded soundfield is reproduced over a given reproduction 
system [141], [165], [166]. In this thesis the main use of the decoding step is the analysis of 
the directional amplitude density w(θl,Φl). This step looks at a direction (θl,Φl) and applies a 
weighting at each component pnm. The resulting directional amplitude does not assume a 
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single plane wave arriving at the microphone but a complex soundfield. The directional 
amplitude is given by 
 
and w(θl,Φl) can be computed to as many directions as desired.  
A.3 Spherical Harmonic Synthesis of Sound Fields Using Spherical Arrays 
In the same manner that a sound field around a sphere can be decomposed into its 
spherical harmonic components, the directional radiation from a sphere can be expressed as a 
weighted sum of spherical harmonic components. The most common approach to model a 
multi-driver source is by modelling each driver as a pulsating spherical cap. This is the 
approach taken in this thesis.  
The spherical cap method to model loudspeaker is presented by Williams [134] and 
used in this context by Zotter and Rafaely [136], [167]. The spherical Fourier transform of 
the velocity on the surface of a sphere of radius r0 located at the north pole (θ0,Φ0) due to a 
radiating spherical cap with an extension angle α for wave number k can be described in 
terms of Legendre polynomials such that: 
 
where Pn() is the Legendre Polynomial of order n. The velocity on the surface of the sphere 
is: 
 
and u0 is the velocity of the cap.  
For an array with L number of spherical caps located at angles (θl,Φl), the spherical 
Fourier transform of the velocity on the surface of the sphere due to caps vibrating with ul 
radial velocity is 
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and the resulting sound field at distance r and direction (θ,Φ) from the spherical array of L 
radiating caps is given by 
 
where hn is the spherical Hankel function and its first derivative ‘ and Y are the spherical 
harmonic functions.  
For clarity in the subsequent paragraphs, the first term of the velocity transform 
equation will be expressed as gn 
 
If we want to beamform the source described here, we can apply cap specific weights 
wl(k) to the signal s(k) reproduced by the array which is directly related to the driver 
velocity ul(k) so that 
 
From this, the spherical Fourier transform of the cap weights w is 
 
and the spherical Fourier transform of the weighted velocities is: 
 
We now derive a term that includes the expansion into the farfield denoted as bn: 
 
which we use to express the far-field pressure in terms of spherical harmonics 
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and the weights in the spherical harmonic domain can be calculated by 
 
where dn(k) is a one-dimensional axis-symmetric beamforming weighting function. 
Typical beamforming weights in the literature are weights that maximise directivity in 
one direction [156] and weights that mimic the radiation pattern of instruments [146]. The 
process to beamform spherical microphone arrays is analogous to the spherical loudspeaker 
arrays. Since the encoding process is the same, the range where optimal beamforming 
patterns can be produced is dependent on being able to reproduce spherical harmonic patterns.  
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Appendix B. Pattern shapes and DI (Directivity Index) for different mouth shapes fitted 
to a HATS (Head and Torso Simulator) 
B.1 Pattern shapes for different mouth shapes fitted to HATS 
B.1.1 HATS fitted with original mouth 
B.1.1.1 125 Hz 
 
Figure B.1 Directivity pattern for the original mouth at 125 Hz. Left column from top: front isometric 
view, side view and top view. Right column from top: rear isometric view, median plane section and 
horizontal plane section. Scale with 0 dB reference being the maximum observed level. 
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B.1.1.2 250 Hz 
 
Figure B.2 Directivity pattern for the original mouth at 250 Hz. Left column from top: front isometric 
view, side view and top view. Right column from top: rear isometric view, median plane section and 
horizontal plane section. Scale with 0 dB reference being the maximum observed level. 
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B.1.1.3 500 Hz 
Figure B.3 Directivity pattern for the original mouth at 500 Hz. Left column from top: front isometric 
view, side view and top view. Right column from top: rear isometric view, median plane section and 
horizontal plane section. Scale with 0 dB reference being the maximum observed level. 
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B.1.1.4 1 kHz 
 
Figure B.4 Directivity pattern for the original mouth at 1000 Hz. Left column from top: front 
isometric view, side view and top view. Right column from top: rear isometric view, median plane 
section and horizontal plane section. Scale with 0 dB reference being the maximum observed level. 
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B.1.1.5 2 kHz 
 
Figure B.5 Directivity pattern for the original mouth at 2000 Hz. Left column from top: front 
isometric view, side view and top view. Right column from top: rear isometric view, median plane 
section and horizontal plane section. Scale with 0 dB reference being the maximum observed level. 
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B.1.1.6 4 kHz 
 
Figure B.6 Directivity pattern for the original mouth at 4000 Hz. Left column from top: front 
isometric view, side view and top view. Right column from top: rear isometric view, median plane 
section and horizontal plane section. Scale with 0 dB reference being the maximum observed level. 
 
  
 271 
B.1.1.7 8 kHz 
 
Figure B.7 Directivity pattern for the original mouth at 8000 Hz. Left column from top: front 
isometric view, side view and top view. Right column from top: rear isometric view, median plane 
section and horizontal plane section. Scale with 0 dB reference being the maximum observed level. 
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B.1.2 HATS fitted with singing A vowel mouth 
B.1.2.1 125 Hz 
 
Figure B.8 Directivity pattern for the mouth shaped as a singing A at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.2.2 250 Hz 
 
Figure B.9 Directivity pattern for the mouth shaped as a singing A at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.2.3 500 Hz 
 
Figure B.10 Directivity pattern for the mouth shaped as a singing A at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.2.4 1 kHz 
 
Figure B.11 Directivity pattern for the mouth shaped as a singing A at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.2.5 2 kHz 
 
Figure B.12 Directivity pattern for the mouth shaped as a singing A at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.2.6 4 kHz 
 
Figure B.13 Directivity pattern for the mouth shaped as a singing A at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.2.7 8 kHz 
 
Figure B.14 Directivity pattern for the mouth shaped as a singing A at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.3 HATS fitted with singing E vowel mouth 
B.1.3.1 125 Hz 
 
Figure B.15 Directivity pattern for the mouth shaped as a singing E at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.3.2 250 Hz 
 
Figure B.16 Directivity pattern for the mouth shaped as a singing E at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.3.3 500 Hz 
 
Figure B.17 Directivity pattern for the mouth shaped as a singing E at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
 
  
 282 
B.1.3.4 1 kHz 
 
Figure B.18 Directivity pattern for the mouth shaped as a singing E at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.3.5 2 kHz 
 
Figure B.19 Directivity pattern for the mouth shaped as a singing E at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.3.6 4 kHz 
 
Figure B.20 Directivity pattern for the mouth shaped as a singing E at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.3.7 8 kHz 
 
Figure B.21 Directivity pattern for the mouth shaped as a singing E at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.4 HATS fitted with singing I vowel mouth 
B.1.4.1 125 Hz 
 
Figure B.22 Directivity pattern for the mouth shaped as a singing I at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.4.2 250 Hz 
 
Figure B.23 Directivity pattern for the mouth shaped as a singing I at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.4.3 500 Hz 
 
Figure B.24 Directivity pattern for the mouth shaped as a singing I at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.4.4 1 kHz 
 
Figure B.25 Directivity pattern for the mouth shaped as a singing I at 1000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.4.5 2 kHz 
 
Figure B.26 Directivity pattern for the mouth shaped as a singing I at 2000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.4.6 4 kHz 
 
Figure B.27 Directivity pattern for the mouth shaped as a singing I at 4000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.4.7 8 kHz 
 
Figure B.28 Directivity pattern for the mouth shaped as a singing I at 8000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
 
  
 293 
B.1.5 HATS fitted with singing O vowel mouth 
B.1.5.1 125 Hz 
 
Figure B.29 Directivity pattern for the mouth shaped as a singing O at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.5.2 250 Hz 
 
Figure B.30 Directivity pattern for the mouth shaped as a singing O at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
 
  
 295 
B.1.5.3 500 Hz 
 
Figure B.31 Directivity pattern for the mouth shaped as a singing O at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.5.4 1 kHz 
 
Figure B.32 Directivity pattern for the mouth shaped as a singing O at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.5.5 2 kHz 
 
Figure B.33 Directivity pattern for the mouth shaped as a singing O at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.5.6 4 kHz 
 
Figure B.34 Directivity pattern for the mouth shaped as a singing O at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.5.7 8 kHz 
 
Figure B.35 Directivity pattern for the mouth shaped as a singing O at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.6 HATS fitted with singing U vowel mouth 
B.1.6.1 125 Hz 
 
Figure B.36 Directivity pattern for the mouth shaped as a singing U at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.6.2 250 Hz 
 
Figure B.37 Directivity pattern for the mouth shaped as a singing U at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.6.3 500 Hz 
 
Figure B.38 Directivity pattern for the mouth shaped as a singing U at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.6.4 1 kHz 
 
Figure B.39 Directivity pattern for the mouth shaped as a singing U at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.6.5 2 kHz 
 
Figure B.40 Directivity pattern for the mouth shaped as a singing U at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.6.6 4 kHz 
 
Figure B.41 Directivity pattern for the mouth shaped as a singing U at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.6.7 8 kHz 
 
Figure B.42 Directivity pattern for the mouth shaped as a singing U at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.7 HATS fitted with taking A vowel mouth 
B.1.7.1 125 Hz 
 
Figure B.43 Directivity pattern for the mouth shaped as a talking A at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.7.2 250 Hz 
 
Figure B.44 Directivity pattern for the mouth shaped as a talking A at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.7.3 500 Hz 
 
Figure B.45 Directivity pattern for the mouth shaped as a talking A at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.7.4 1 kHz 
 
Figure B.46 Directivity pattern for the mouth shaped as a talking A at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.7.5 2 kHz 
 
Figure B.47 Directivity pattern for the mouth shaped as a talking A at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.7.6 4 kHz 
 
Figure B.48 Directivity pattern for the mouth shaped as a talking A at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.7.7 8 kHz 
 
Figure B.49 Directivity pattern for the mouth shaped as a talking A at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.8 HATS fitted with taking E vowel mouth 
B.1.8.1 125 Hz 
 
Figure B.50 Directivity pattern for the mouth shaped as a talking E at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.8.2 250 Hz 
 
Figure B.51 Directivity pattern for the mouth shaped as a talking E at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.8.3 500 Hz 
 
Figure B.52 Directivity pattern for the mouth shaped as a talking E at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.8.4 1 kHz 
 
Figure B.53 Directivity pattern for the mouth shaped as a talking E at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.8.5 2 kHz 
 
Figure B.54 Directivity pattern for the mouth shaped as a talking E at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.8.6 4 kHz 
 
Figure B.55 Directivity pattern for the mouth shaped as a talking E at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.8.7 8 kHz 
 
Figure B.56 Directivity pattern for the mouth shaped as a talking E at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.9 HATS fitted with taking I vowel mouth 
B.1.9.1 125 Hz 
 
Figure B.57 Directivity pattern for the mouth shaped as a talking I at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.9.2 250 Hz 
 
Figure B.58 Directivity pattern for the mouth shaped as a talking I at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.9.3 500 Hz 
 
Figure B.59 Directivity pattern for the mouth shaped as a talking I at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.9.4 1 kHz 
 
Figure B.60 Directivity pattern for the mouth shaped as a talking I at 1000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.9.5 2 kHz 
 
Figure B.61 Directivity pattern for the mouth shaped as a talking I at 2000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.9.6 4 kHz 
 
Figure B.62 Directivity pattern for the mouth shaped as a talking I at 4000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.9.7 8 kHz 
 
Figure B.63 Directivity pattern for the mouth shaped as a talking I at 8000 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.10 HATS fitted with taking O vowel mouth 
B.1.10.1 125 Hz 
 
Figure B.64 Directivity pattern for the mouth shaped as a talking O at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.10.2 250 Hz 
 
Figure B.65 Directivity pattern for the mouth shaped as a talking O at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.10.3 500 Hz 
 
Figure B.66 Directivity pattern for the mouth shaped as a talking O at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.10.4 1 kHz 
 
Figure B.67 Directivity pattern for the mouth shaped as a talking O at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.10.5 2 kHz 
 
Figure B.68 Directivity pattern for the mouth shaped as a talking O at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.10.6 4 kHz 
 
Figure B.69 Directivity pattern for the mouth shaped as a talking O at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.10.7 8 kHz 
 
Figure B.70 Directivity pattern for the mouth shaped as a talking O at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.11 HATS fitted with taking U vowel mouth 
B.1.11.1 125 Hz 
 
Figure B.71 Directivity pattern for the mouth shaped as a talking U at 125 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.11.2 250 Hz 
 
Figure B.72 Directivity pattern for the mouth shaped as a talking U at 250 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.11.3 500 Hz 
 
Figure B.73 Directivity pattern for the mouth shaped as a talking U at 500 Hz. Left column from top: 
front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.11.4 1 kHz 
 
Figure B.74 Directivity pattern for the mouth shaped as a talking U at 1000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.11.5 2 kHz 
 
Figure B.75 Directivity pattern for the mouth shaped as a talking U at 2000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.11.6 4 kHz 
 
Figure B.76 Directivity pattern for the mouth shaped as a talking U at 4000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.1.11.7 8 kHz 
 
Figure B.77 Directivity pattern for the mouth shaped as a talking U at 8000 Hz. Left column from 
top: front isometric view, side view and top view. Right column from top: rear isometric view, median 
plane section and horizontal plane section. Scale with 0 dB reference being the maximum observed 
level. 
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B.2 Directivity Indices (DI) for HATS fitted with different mouth shapes 
B.2.1 HATS fitted with original mouth 
 
Figure B.78 Directivity Index as measured with a HATS fitted with original mouth. 
B.2.2 HATS fitted with singing A vowel mouth 
 
Figure B.79 Directivity Index as measured with a HATS fitted with singing A mouth. 
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B.2.3 HATS fitted with singing E vowel mouth 
 
Figure B.80 Directivity Index as measured with a HATS fitted with singing E mouth. 
B.2.4 HATS fitted with singing I vowel mouth 
 
Figure B.81 Directivity Index as measured with a HATS fitted with singing I mouth. 
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B.2.5 HATS fitted with singing O vowel mouth 
 
Figure B.82 Directivity Index as measured with a HATS fitted with singing O mouth. 
B.2.6 HATS fitted with singing U vowel mouth 
 
Figure B.83 Directivity Index as measured with a HATS fitted with singing U mouth. 
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B.2.7 HATS fitted with talking A vowel mouth 
 
Figure B.84 Directivity Index as measured with a HATS fitted with talking A mouth. 
B.2.8 HATS fitted with talking E vowel mouth 
 
Figure B.85 Directivity Index as measured with a HATS fitted with talking E mouth. 
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B.2.9 HATS fitted with talking I vowel mouth 
 
Figure B.86 Directivity Index as measured with a HATS fitted with talking I mouth. 
B.2.10 HATS fitted with talking O vowel mouth 
 
Figure B.87 Directivity Index as measured with a HATS fitted with talking O mouth. 
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B.2.11 HATS fitted with talking U vowel mouth 
 
Figure B.88 Directivity Index as measured with a HATS fitted with talking U mouth. 
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Appendix C. Spatial median and standard deviation ITDs, ILDs and IACC for 42 
subjects from the CIPIC HRTF database 
C.1 250 Hz 
 
Figure C.1 Median and standard deviation ITDs, ILDs and IACC for 42 subjects from the CIPIC 
HRTF database at 250 Hz. 
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C.2 500 Hz 
 
Figure C.2 Median and standard deviation ITDs, ILDs and IACC for 42 subjects from the CIPIC 
HRTF database at 500 Hz. 
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C.3 1 kHz 
 
Figure C.3 Median and standard deviation ITDs, ILDs and IACC for 42 subjects from the CIPIC 
HRTF database at 1000 Hz. 
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C.4 2 kHz 
 
Figure C.4 Median and standard deviation ITDs, ILDs and IACC for 42 subjects from the CIPIC 
HRTF database at 2000 Hz. 
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C.5 4 kHz 
 
Figure C.5 Median and standard deviation ITDs, ILDs and IACC for 42 subjects from the CIPIC 
HRTF database at 4000 Hz. 
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C.6 8 kHz 
 
Figure C.6 Median and standard deviation ITDs, ILDs and IACC for 42 subjects from the CIPIC 
HRTF database at 8000 Hz. 
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Appendix D. Measurement across different halls using spatial microphone techniques 
This section includes measurements from several halls. The main aim of this appendix 
is to provide comparisons between halls and not a detailed study of each hall. One position 
has been chosen from each hall. The location of the measurement is a downstage position 
close to the stage lip and the position of the microphone upstage from the loudspeaker. All 
the measurements were made with the same transducer and processed using the same 
processing method. This makes the measurements comparable, especially important for the 
diffuseness measurements. Figure D.1 illustrates the measurement location. 
 
Figure D.1 Illustrative location for microphone and loudspeaker locations on stage for measurements. 
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D.1 Ceramic Palace – Seoul, Korea 
D.1.1 Omnidirectional parameters 
 
Figure D.2 Results for ST and RT for the measured stage location using the spherical microphone as 
an omnidirectional microphone.  
D.1.2 Integrated directional beams 
 
Figure D.3 Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) time 
period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest level in 
the integration time. 
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D.1.3 Cumulative temporal plots 
 
Figure D.4 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.1.4 Directional reflection plots 
 
Figure D.5 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.1.5 Diffusion – 10 ms analysis window 
 
Figure D.6 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.1.6 Beamformed Parameters 
 
Figure D.7 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF).  
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D.2 Great Hall, University of Sydney – Sydney, Australia 
D.2.1 Omnidirectional parameters 
 
Figure D.8 Results for ST and RT for the measured stage location using the spherical microphone as 
an omnidirectional microphone.  
D.2.2 Integrated directional beams
 
Figure D.9 Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) time 
period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest level in 
the integration time. 
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D.2.3 Cumulative temporal plots 
 
Figure D.10 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.2.4 Directional reflection plots 
 
Figure D.11 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.2.5 Diffusion – 10 ms analysis window 
 
Figure D.12 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.2.6 Beamformed Parameters 
 
Figure D.13 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF). 
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D.3 M Hall (Stage Back Wall Off), Sejong Center – Seoul, Korea 
D.3.1 Omnidirectional parameters 
 
Figure D.14 Results for ST and RT for the measured stage location using the spherical microphone 
as an omnidirectional microphone.  
D.3.2 Integrated directional beams 
 
Figure D.15. Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) 
time period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest 
level in the integration time. 
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D.3.3 Cumulative temporal plots 
 
Figure D.16 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.3.4 Directional reflection plots 
 
Figure D.17 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.3.5 Diffusion – 10 ms analysis window 
 
Figure D.18 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.3.6 Beamformed Parameters 
 
Figure D.19 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF). 
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D.4 M Hall (Stage Back Wall On), Sejong Center – Seoul, Korea  
D.4.1 Omnidirectional parameters 
 
Figure D.20 Results for ST and RT for the measured stage location using the spherical microphone 
as an omnidirectional microphone.  
D.4.2 Integrated directional beams 
 
Figure D.21 Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) time 
period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest level in 
the integration time. 
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D.4.3 Cumulative temporal plots 
 
Figure D.22 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.4.4 Directional reflection plots 
 
Figure D.23 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.4.5 Diffusion – 10 ms analysis window 
 
Figure D.24 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.4.6 Beamformed Parameters 
 
Figure D.25 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF). 
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D.5 Old School, The University of Sydney – Sydney, Australia  
D.5.1 Omnidirectional parameters 
 
Figure D.26 Results for ST and RT for the measured stage location using the spherical microphone 
as an omnidirectional microphone. 
D.5.2 Integrated directional beams 
 
Figure D.27 Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) time 
period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest level in 
the integration time. 
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D.5.3 Cumulative temporal plots 
 
Figure D.28 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.5.4 Directional reflection plots 
 
Figure D.29 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.5.5 Diffusion – 10 ms analysis window 
 
Figure D.30 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.5.6 Beamformed Parameters 
 
Figure D.31 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF). 
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D.6 Paiknam Hall, Hanyang University– Seoul, Korea  
D.6.1 Omnidirectional parameters 
 
Figure D.32 Results for ST and RT for the measured stage location using the spherical microphone 
as an omnidirectional microphone.  
D.6.2 Integrated directional beams 
 
Figure D.33 Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) time 
period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest level in 
the integration time. 
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D.6.3 Cumulative temporal plots 
 
Figure D.34 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.6.4 Directional reflection plots 
 
Figure D.35 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.6.5 Diffusion – 10 ms analysis window 
 
Figure D.36 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.6.6 Beamformed Parameters 
 
Figure D.37 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF). 
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D.7 Sejong Chamber Hall,  Sejong Center – Seoul, Korea  
D.7.1 Omnidirectional parameters 
 
Figure D.38 Results for ST and RT for the measured stage location using the spherical microphone 
as an omnidirectional microphone.  
D.7.2 Integrated directional beams 
 
Figure D.39 Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) time 
period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest level in 
the integration time. 
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D.7.3 Cumulative temporal plots 
 
Figure D.40 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.7.4 Directional reflection plots 
 
Figure D.41 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.7.5 Diffusion – 10 ms analysis window 
 
Figure D.42 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.7.6 Beamformed Parameters 
 
Figure D.43 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF). 
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D.8 Sydney Opera House – Sydney, Australia  
D.8.1 Omnidirectional parameters 
 
Figure D.44 Results for ST and RT for the measured stage location using the spherical microphone 
as an omnidirectional microphone.  
D.8.2 Integrated directional beams 
 
Figure D.45 Energy integrated over the STEarly (left) time period (20–100 ms) and STLate (right) time 
period (100–1000 ms) at the Sydney Opera House. Values are in dB with 0 dB as the highest level in 
the integration time. 
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D.8.3 Cumulative temporal plots 
 
Figure D.46 Cumulative energy plot normalised to direct sound plus floor reflection in three planes. 
Each concentric line represents the cumulative energy in 10 ms intervals from 20 to 1000 ms after the 
arrival of the direct sound. 
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D.8.4 Directional reflection plots 
 
Figure D.47 Reflection patterns in three planes from 20 to 120 ms after arrival of direct sound. Level 
plotted using colour scale based on normalisation scheme proposed. Integration time for concentric 
circles is 1 ms. Dotted circles in white represent 10 ms. 
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D.8.5 Diffusion – 10 ms analysis window 
 
Figure D.48 Directional diffusion (d) measured using impulse response techniques. First 1000 ms 
shown. Black dotted lines show diffusion measured over three time periods (20–100 ms, 100–1000 
ms and the entire length of the impulse response). The black line shows diffusion measured over a 10 
ms analysis window. The grey dotted line is a two-term exponential fit to the diffusion data. The red 
dotted line is the level of the normalised omnidirectional impulse response. 
D.8.6 Beamformed Parameters 
 
Figure D.49 Comparison of mean reverberation time and stage support for omnidirectional and 
beamformed parameters (shown as BF).   
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