Abstract. In this paper, the shift-HSS splitting (denoted by SFHSS) iteration method is used to solve nonsingular saddle point system with nonsymmetric positive definite (1, 1)-block. Theoretical analysis illustrates that the SFHSS iteration method converges to the unique solution of the saddle point system as the parameter satisfies certain condition.
Introduction
Consider the following saddle-point problem:
where QR In recent year, a large amount of contributions have been put into developing efficient iteration algorithms and preconditioning techniques for solving the saddle point system (1) with different structures, such as HSS-type methods [1, 2, 3] , block preconditioning methods [4] , Uzawa-type methods [5] , SOR-like method [6] , constraint preconditioning methods [7] , block and approximate Schur complement preconditioners [8] and (generalized) shift-splitting iteration methods [9] [10] [11] [12] , and so on.
On the Shift-HSS Splitting Iteration Method
In this section, we present the SFHSS preconditioner SFHSS P 
Let  be an arbitrary eigenvalue of the iteration matrix ( )   defined as in (3) 
After some algebra, we have   be defined as in (3) with > 0  and  be an any eigenvalue of ( ).
 
Assume that B has full row rank, then 1.
 
Proof. Following the spirit of the proof of [12] . If = 1,  then, it is straightforward to show that the equations (4) yield the following result 0
Since A is nonsymmetric positive definite and B has full row rank, then we can easily know that = 0 u and 0.
v  This is a contradiction as * * * ( , ) u v is an eigenvector. Thus, we complete the proof.  Lemma 3.4. Let the conditions of Lemma 3.2 be satisfied. Assume that  is an eigenvalue of ( )   as defined in (3) u  Unless, if = 0 u , then it follows from the second of the equations (5) 
then the SFHSS iteration method converges to the unique solution of the nonsymmetric saddle point problem (1), i.e., | |<1.

Proof. Combine Lemma 3.3 and Lemma 3.3, in order to complete this proof, we only need to verify the case 0.
, then the second of the equations (5) yields the following result
By substituting this relationship (8) into the first of the equations (5), then
Multiplying the equation (9) 
Following (6), a quadratic equation of  is derived from the equation (10) , after some algebra, it means that 
