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RÉSUMÉ
On s’intéresse ici au problème de la caractérisation de la texture
dans le but de discriminer différentes classes d’images texturées.
L’approche présentée repose sur une nouvelle description et une
nouvelle mesure des caractéristiques locales de la texture. Cette
description fait appel, plus précisément, à un calcul de coefficient
de corrélation multiple entre deux blocs de pixels. De
nombreuses études comparatives ont montré que les paramètres
de co-occurrence étaient, dans la majorité des cas, les plus
performants pour la caractérisation de la texture. Pour cette
raison, nous avons comparé nos résultats de classification avec
ceux obtenus à l’aide des paramètres de co-occurrence, sur la
base des taux de bonne classification sur un ensemble
d’apprentissage et de test.
ABSTRACT
We address the problem of texture characterization in order to
classify different classes of textured images. Our approach
consists in a new description and measure of the local
characteristics of the texture. More precisely, this method is
based on the multiple correlation coefficient between two blocks
of pixels. Many comparative studies have shown that
co-occurrence parameters perform better than others for texture
classification. Consequently, we have compared our
classification results with those obtained with co-occurrence
parameters, on the basis of good classification rates estimated
using a cross validation procedure.
1  Introduction
Comme cela est indiqué dans le résumé ci-dessus, nous
nous intéressons ici au problème de la caractérisation de la
texture. Depuis les travaux de Haralick & Al. [11] de
nombreux auteurs ont abordé cet aspect
La plupart des travaux
présentés dans la littérature consistent à étudier les
caractéristiques locales de la texture en modélisant et/ou en
décrivant les interactions entre un pixel et un ou plusieurs
pixels voisins de celui-ci. L’approche que nous proposons
consiste à prendre en compte les liens entre un bloc de pixels
et un autre bloc, voisin du premier. Les notions de bloc ainsi
que celle de bloc voisin seront définies uniquement par des
critères structurels et spatiaux.
Dans le cadre de la discrimination de classes de textures, de
nombreuses études comparatives de performances ont été
effectuées. Ces études ont montré que les meilleurs taux de
bonne classification étaient obtenus dans la majorité des cas
avec les paramètres de co-occurrence. Pour cette raison, nous
avons comparé nos résultats de classification à ceux obtenus
avec les paramètres de co-occurrence qui sont présentés dans la
littérature comme les plus pertinents [13, 14, 15].
Un point important de notre approche est qu’elle ne
nécessite pas de réduction préalable du nombre de niveaux de
gris. Cette étape, qui consiste souvent en une égalisation
d’histogramme, n’induit pas, en général, une amélioration des
performances. C’est précisément ce que nous avons observé
avec les résultats qui sont présentés ici.
Un autre point à souligner est que le critère utilisé ne
nécessite aucune hypothèse de modèle probabiliste pour la
texture.
2  Approche proposée
2.1  Principe de la méthode
Nous allons considérer une image de texture comme un
ensemble S de N sites répartis sur une grille rectangulaire. A
chaque site s est attachée une variable aléatoire discrète Xs
dont les réalisations seront des valeurs de niveaux de gris
allant de 0 à G-1. En chaque site s on définit également un
vecteur aléatoire Xs s s s s
t
X X X X
p
= [ ]1 2 .... .
La première composante est la variable attachée au site
courant s et les p suivantes sont les variables attachées aux
sites voisins de s qui auront été choisis. Nous admettrons que
chaque texture est homogène à l’ordre 2 :
E V Cov c[ ] , [ ] , [ , ] ( )X m X X X s Ss s s s= = = ∀ ∈+σ δ
2 r
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Considérons maintenant la partition du vecteur de










( 2 ) 
[1, 4, 6, 7, 8, 9, 10, 12, 16].
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Nous pouvons alors définir la matrice B des coefficients
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mq  est le vecteur à q composantes, toutes égales à m.
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Il est important de noter que ce résultat est indépendant de
la loi de Xs s s s s
t
X X X X
p
= [ ]1 2 .... .
Si l’on dispose de K classes de texture représentées
chacune par un ensemble d’images, il est possible d’estimer
la matrice B de chaque classe lors d’une phase
d’apprentissage. On notera Bk la matrice de régression
estimée sur des échantillons de la classe k. En accord avec la
relation (4), il est clair que pour un vecteur Xsk extrait d’une
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2.2  Règle de décision
Pour la discrimination entre les différentes classes, nous
allons procéder de la manière suivante :
Soit I une image de texture à classer dans un ensemble
comportant K classes de textures.
-pour k = 1 à K, on calcule sur I les q1 coefficients de
corrélation entre chaque composante de Xs
(1)
 et de B Xk s
(2)
.
-La règle de décision consiste alors à affecter l’image I à la
classe k*  pour laquelle on a obtenu la majorité de coefficients
de corrélation maximums (relation (5))
3  Résultats
Nous présentons des essais de discrimination réalisés sur
deux ensembles de textures :
Un ensemble composé de 8 textures de Brodatz [3] de la
banque d’images du GdR (“bois“, “canevas“, “eau“, “herbe“,
“laine“, “lierre“, “sable“, et “bulles“).
Un autre ensemble composé de 5 textures markoviennes
synthétisées selon un modèle auto-binomial [5, 17],
(figure 1). Toutes les images sont définies initialement sur
256 niveaux de gris, celles du premier ensemble sont de taille
256x256 pixels et celles du second ensemble de taille
512x512 pixels.
Pour chaque classe, la phase d’apprentissage est effectuée
sur un nombre Napp de fenêtres, de tailles WxW . Les Ntest
fenêtres restantes constituent l’ensemble test.
Il a été procédé à plusieurs essais, pour différentes valeurs de
Napp  et de W. Pour chaque essai, une matrice de confusion a
été établie mais, afin de simplifier la présentation, un seul
exemple est présenté sous forme d’une matrice de confusion
(figure 2). Pour l’ensemble des autres résultats, seuls les taux
moyens de bonne classification de chaque essai sont présentés
(tableaux 1 et 2).
3.1  Classification avec le CCM
Nous avons choisi pour Xs
(1) le vecteur correspondant au
site s et à ses 8 plus proches voisins tandis que Xs
(2)
correspond aux 16 sites entourant le bloc 3x3 correspondant à
Xs
(1)
 ( q q1 2= =9 16et ).
Pour chaque classe, sur chaque fenêtre j (j=1, Napp ), on
estime la matrice B j des coefficients de régression. La
matrice de référence de la classe est la matrice moyenne sur
l’ensemble des Napp  fenêtres.
Ensuite on applique la procédure d’affectation décrite dans
la section 2.2, à l’ensemble des fenêtres définies sur chaque
image à classer. Les taux moyens T de bonne classification
sont donnés dans les tableaux 1 et 2, en distinguant ceux
obtenus sur les ensembles d’apprentissage ( Tapp ) de ceux
obtenus sur les ensembles tests ( Ttest ).
3.2  Classification avec les paramètres de
co-occurrence
Pour la classification avec les paramètres de co-occurrence,
nous avons choisi les 6 paramètres f , f , f , f , f , f1 2 3 5 9 12
définis dans [11] pour une distance de 1 pixel et les images
ont au préalable été égalisées sur G=8 niveaux de gris.
Ces paramètres forment un vecteur de représentation de
dimension 6. La phase d’apprentissage va consister à estimer
un prototype pour chaque classe (le vecteur moyenne et la
matrice de covariance (6x6) estimés sur Napp fenêtres de
tailles WxW).
Ensuite, pour l’ensemble des fenêtres définies sur chaque
image à classer, on décide d’affecter une fenêtre inconnue à la
classe dont elle est la plus proche au sens de la distance de
Mahalanobis. Les résultats sont donnés dans les tableaux 1 et
2 afin de les comparer à ceux obtenus avec les CCM.
4  Discussion et conclusion
L’examen des résultats synthétiques présentés dans les
tableaux 1 et 2 permet de constater que le coefficient de
corrélation multiple permet une meilleure discrimination de la
texture que les paramètres de co-occurrence. L’écart est très
net pour les textures naturelles alors qu’il est très peu
significatif pour les textures markoviennes. Un examen plus
détaillé des matrices de confusion permet de remarquer que les
textures qui sont le plus souvent mal reconnues avec le
CCM, quels que soient les essais, sont les textures “herbe“ ,
“sable“ et “bulles“. Avec les paramètres de co-occurrence, la
classe “bulles“ est très bien reconnue, tandis que, là aussi, les
classes “herbe“ et “sable“ sont très mal reconnues.
On peut remarquer également que les meilleurs résultats sont
obtenus sur les images brutes. Des essais identiques à ceux du
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tableau 1 avec G=16 et G=32 ont permis d’observer une
amélioration des résultats de classification pour les deux
méthodes. Toutefois il semble difficile d’aller au delà de G=32
avec les matrices de co-occurrence alors que le problème ne se
pose pas pour le calcul des CCM.
Parmi les perspectives envisageables, on peut citer la




chaque type de texture et l’utilisation du CCM pour la
segmentation d’images texturées.
Dans cette étude, nous avons choisi la même structure
pour toutes les classes. Hors, pour des textures présentant des
structures géométriques fortement marquées ou des structures
périodiques à différentes échelles, on peut penser qu’un choix
quelconque des blocs n’offre pas la meilleure représentation.
Concernant la segmentation, deux aspects importants
motivent l’utilisation du CCM :
i) Tout d’abord, le fait de ne pas avoir à réduire le nombre
de niveaux de gris permet d’éviter un traitement local qui
augmente le temps de calcul sans nécessairement améliorer la
qualité de la segmentation.
ii) D’autre part, les performances du CCM en
classification sur des fenêtres de tailles relativement faibles,
permettent d’envisager son utilisation en segmentation, ce
que nous étudions actuellement.
En conclusion, nous avons proposé une nouvelle
approche reposant sur le calcul du CCM pour l’extraction de
caractéristiques pertinentes de texture. Le CCM permet, en
termes de régression et indépendamment du modèle, d’évaluer
la relation entre deux groupes de pixels. La variance des
résidus pourrait également être utilisée, mais nous avons
constaté sur nos essais que les meilleurs taux de bonne
classification étaient obtenus avec le CCM.
Nos essais, réalisés sur un nombre important de classes,
montrent que le CCM présente un pouvoir discriminant très
intéressant, comparativement aux paramètres de
co-occurrence.
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Figure 1 : Textures markoviennes
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CCM   Tapp = 86.33%
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100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 
15.6 0.0 84.4 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 84.4 0.0 3.1 12.5 0.0 
0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0 
0.0 0.0 0.0 3.1 0.0 96.9 0.0 0.0 
0.0 3.1 0.0 3.1 0.0 0.0 75.0 18.8
0.0 21.9 0.0 6.2 3.1 0.0 18.8 50.0
Classement des 32 fenêtres d’apprentissage
CCM   Ttest = 80.08%









100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 93.8 0.0 0.0 3.1 0.0 3.1 0.0 
21.9 0.0 78.1 0.0 0.0 0.0 0.0 0.0 
0.0 3.1 0.0 71.9 3.1 6.2 15.6 0.0 
0.0 0.0 0.0 0.0 96.9 3.1 0.0 0.0 
0.0 0.0 0.0 28.1 0.0 71.9 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 75.0 25.0
0.0 12.5 0.0 3.1 6.2 0.0 25.0 53.1
Classement des 32 fenêtres test
Paramètres de co-occurrence   Tapp = 61.72%









71.9 0.0 25.0 0.0 0.0 0.0 3.1 0.0 
0.0 28.1 40.6 0.0 21.9 0.0 9.4 0.0 
18.8 0.0 78.1 0.0 3.1 0.0 0.0 0.0 
9.4 0.0 28.1 50.0 9.4 0.0 0.0 3.1 
12.5 3.1 15.6 9.4 56.3 0.0 3.1 0.0 
6.2 0.0 6.2 0.0 3.1 84.4 0.0 0.0 
46.9 0.0 15.6 0.0 9.4 3.1 25.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0
Classement des 32 fenêtres d’apprentissage
Paramètres de co-occurrence   Ttest = 41.41%









40.6 0.0 25.0 0.0 6.2 6.2 6.2 15.6
6.2 9.4 56.3 0.0 21.9 0.0 6.2 0.0 
21.9 0.0 78.1 0.0 0.0 0.0 0.0 0.0 
9.4 0.0 50.0 15.6 9.4 12.5 0.0 3.1 
15.6 0.0 43.8 6.2 21.9 6.2 0.0 6.2 
53.1 0.0 12.5 0.0 0.0 31.3 0.0 3.1 
46.9 3.1 9.4 0.0 3.1 0.0 34.4 3.1 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 100.0
Classement des 32 fenêtres test
Figure 2 : Matrices de confusion correspondant aux conditions : G= 8, Napp = 32, W= 31
W N Napp test/
Co-occurrence (G = 8)
T Tapp test/
CCM (G = 8)
T Tapp test/
CCM (G = 256)
T Tapp test/
21 72 / 72 46.2%  /  31.1% 75.5%  /  73.4% 77.1%  /  72.2%
21 115 / 29 39.9%  /  35.8% 77.5%  /  70.3% 77.9%  /  70.2%
31 32 / 32 61.7%  /  41.4% 86.3%  /  80.1% 86.3%  /  80.9%
31 51 / 13 56.6%  /  42.3% 85.8%  /  78.9% 86.8%  /  80.8%
Tableau 1 : Taux de bonne classification pour les textures de Brodatz
W N Napp test/
Co-occurrence (G = 8)
T Tapp test/
CCM (G = 8)
T Tapp test/
CCM (G = 256)
T Tapp test/
21 25 / 551 100.0%  /  96.4% 100%  /  99.9% 100%  /  98.3%
21 50 / 526 97.6%  /  96.0% 100%  /  99.9% 99.6%  /  98.5%
31 25 / 231 100%  /  99.3% 100%  /  100% 100%  /  99.4%
31 50 / 206 100%  /  98.9% 100%  /  100% 99.2%  /  99.6%
Tableau 2 : Taux de bonne classification pour les textures markoviennes
