Patterns help to improve software quality and reduce development cost by documenting the experience of experts so that good solutions to recurring problems can be reused. In this paper, we propose a pattern-based software development methodology for communication protocols, particularly focusing on the specification and validation of message interactions. For the description of communication protocols, we propose a set of patterns. A complex protocol can be obtained by composing such patterns. To provide confidence in the protocol description, we validate the patternbased specification by using the Spin model checker. The validation phase needs model construction for the specification and checks the desired properties of the developing protocol. To show the feasibility of our methodology, we have conducted several case studies on real protocols.
INTRODUCTION
When programmers develop software systems, they often find many similar situations that have arisen in previous developments. A design pattern is a written document providing a solution for a recurring problem in a certain context [1] .
A design solution that has worked well in a particular situation can be used again in similar situations in the future. Design patterns, therefore, help to improve software quality and reduce development cost through predefined solutions and their reuse.
Patterns are considered to be useful in many different types of software system developments. Research and usage of patterns in communication systems are increasing as an emerging area in the design patterns community [2] . Much of the work focuses on the structure of communicating blocks and the relationship among them. In this paper, our main concern consists in the message interactions among communicating blocks because those interactions provide the principles of protocol operation. To describe these interactions as well as the structures of protocols, we first present a set of patterns. Another issue is checking the consistency and correctness of the pattern-based specification. Currently, many patterns are concentrated on the design and implementation of software developments without consideration of other phases such as requirements analysis and testing. We suggest a step to validate the design specification represented by using our patterns. It is cost effective to uncover design errors as early as possible to prevent the errors from affecting later phases.
The remainder of the paper is organized as follows. In Section 2, we introduce our methodology. Then, a pattern language for communication protocols is described in Section 3. In Section 4, we present the validation technique of pattern-based specification which includes model construction and Spin model checking. We conclude in Section 5 with a summary of the paper and further research.
A PATTERN-BASED DEVELOPMENT METHODOLOGY
Classic life-cycle of software engineering is composed of several phases such as requirements analysis, design, implementation, testing, and maintenance. Our concern lies in the initial design phase for the high-level description of a protocol and its validation. Designers in that phase typically want to capture the essential functions first; for example, flows of messages and interactions with other systems. Then, they build an abstract protocol before the detailed design and implementation. For the specification of the abstract protocol, we propose a pattern language, a collection of patterns that work together to solve problems in a specific domain. The pattern language is categorized in two groups, structural patterns and behavioral patterns, to address overall architecture and common behavior of protocols. ology. The patterns are contained in the pattern repository for selection and composition. After analyzing the requirements of a protocol, we devise an architecture of the protocol with structural patterns. The architecture is composed of several communicating blocks along with communication paths between them. A block is an architectural building element of a developing system and can contain other blocks. At this point, blocks are considered to be black boxes. The external interfaces such as communication paths and messages are defined, but the internal details are not. The internal behavior of the abstract protocol is designed using the behavioral patterns after the architectural design. The behavioral patterns provide common interactions between blocks. They assist developers in describing the internal behavior of blocks. Each block instance has a state that may change to another state in response to an input message. The response may also trigger output messages. We use a communicating extended finite state machine (CEFSM) to formally describe the behavior [3] . Predicates and timers may be used to describe conditional behavior and timing constraints. Protocol designers complete the abstract design of a protocol system by composing the structural and behavioral patterns. It may be necessary to revise the requirements during the design step to fix any unclear requirements. As a result of the design, designers have a system design description document which sketches an abstract system of a protocol focusing on message interactions. The description is a combination of instantiated blocks, communication paths, messages, and finite state machines of patterns used. From the pattern-based high-level design, we perform a validation to check the correctness and consistency of the design. In this methodology, we suggest a model checking technique which is an automatic technique to verify properties of a system by investigating a model of the system [4] . We selected Spin (Simple Promela INterpreter) as our model checking tool [5] . It was developed at Bell Labs for the analysis and validation of distributed systems, especially of communication protocols. Furthermore, it is freely available from the Spin web site http://spinroot.com/spin/. For the Spin model checking, a developer first builds a model of a system in Promela, an input language of Spin, and identifies properties to be checked. Then, the model is simulated and verified against the properties using Spin. Typically the construction of a model is a challenging practice in formal validation because it is crucial to validation result and must reflect the system to be developed exactly. We provide a translation mechanism to build a model from a patternbased specification. Because of the correspondence between the pattern elements and Promela constructs, the translation is straightforward. To help the designer identify and correctly express the properties needed for the validation, each pattern of our pattern language provides a property specification section. These properties include the occurrence of message arrival, ordering in the message interaction, and correspondence or alternativeness of messages.
A PATTERN LANGUAGE FOR COMMU-NICATION PROTOCOLS
Patterns are rarely stand-alone. Instead, several patterns are typically related to solve problems in a specific domain. Table 1 presents our pattern language for the description of communication protocols. Detailed description of each pat- tern is given in Byun et al. [6] . In this section, we present a pattern called timed retrial confirmed sender as an example of our pattern language.
Timed Retrial Confirmed Sender

Context
In a communication protocol, a communicating block wants to transfer messages to its peer entity at the same layer through their lower layer. The lower layer is unreliable, which means messages could be lost at the lower layer
Problem
How does a communicating block transfer a message reliably to its peer through an unreliable lower layer?
Solution
Reliable transfer can be achieved by receiving an acknowledgement for a message and retransmitting the message if the acknowledgement is not received within a specified time interval. We also introduce a counter to check the upper limit of repetition. Thus, the problem can be solved by composing the pattern confirmed sender with a timer and a counter. Figure 2 shows an instance of the pattern where a sending block sets a timer T with a timing value v after it receives an initial event e1. Then, the block initializes a count c to one and conducts an action A1. After that, the block transfers a message request to a corresponding peer block and generates any additional output messages O1. Finally it moves to the next state S2. There are three possibilities in this state. If the block receives an acknowledge message confirm from the peer in the given time T, it resets the timer and move to the corresponding state S3. If the timer is expired before any confirmation message, the block checks the counter. If the counter reaches the upper limit N , it generates a message error and move to the state ST . Otherwise, it tries again. Note that the action list and output messages such as A1, O1, A2, etc. are optional fields in a transition.
Examples
In the ATM signaling protocol, a block sets a timer T303 for four seconds while waiting for a connection establishment message setup. The block tries at most twice for the connection establishment. BOOTP client also uses this pattern for the address determination and bootfile selection. It sends a packet BOOTREQUEST and waits for a BOOTREPLY. If no reply is received for a certain length of time, the client retransmit the request.
Property specification
This section identifies the required properties that have to be met if the pattern is used in a system design. For example, the event e1 has to occur eventually to initiate the pattern, and the message request has to follow the event. Moreover, the message request is always followed by either a confirmation message confirm or N times timeout T. Total number of timeouts should be less than or equal to the upper limit of repetition N . These properties are represented in linear temporal logic (LTL) as follow:
Temporal logic [7] is a logic for statements and reasoning that involve the notion of order in time. It is a useful formalism to specify properties of reactive and concurrent systems and provides a formal and succinct notation for desired system behavior over time. We use LTL formulae to express properties of a Promela model. It is constructed from propositions to which we apply temporal and boolean operations [8] .
disjunction, conjunction, and implication. In addition to the boolean operators, an LTL formula contains temporal operators (always), ♦(eventually), U (until), and !(negation). For example,
means that whenever the event DATA has occurred, the event ACK has to follow it eventually. A model checking tool can automatically validate that the property is satisfied in a system model.
Implementation
To show the solution in an implementation language, we exploit Specification and Description Language (SDL) [3] . It is a formal description language for communicating systems recommended by the International Telecommunication Union (ITU) and is popular in design and implementation of communication protocols. Figure 3 shows the SDL implementation of the solution presented in Figure 2 . 
See also
Faison emphasized the importance of interaction in software systems with multiple processes [9] . He found fundamental interactions between blocks to describe the way the blocks relate to and communicate with each other. Gotzhein [10] suggested a set of SDL patterns such as SendReceive, BlockingRequestReply, and TimerControlledRepeat to describe interactions between communicating entities.
VALIDATION OF PATTERN-BASED DE-SIGN
The pattern-based design is followed by the validation. Model checking is a formal validation technique for a system model. The basic idea of model checking is to build all possible states of a system model and then search the states to check correctness properties such as absence of deadlocks, non-progress cycles, unexecutable code, system invariant violation, temporal properties, etc. Spin model checking thus needs to construct a model of the design specification and to check the model against the properties to be satisfied in a final product.
Model Construction in Promela
In this section, we present a model construction mechanism for the pattern-based specification and some issues arising in the model construction. A model that is consistent with the specification is essential because any violation in the model has to exactly reflect the same fault of the specification. The correspondence between our pattern components and Promela constructs makes it simple to build a consistent model of the specification. Our patterns are composed of communicating blocks, communication paths, messages, dynamic creation of block instance, states, transitions, predicates, repetition, action list, state merge, and timers. Most pattern components have direct counterparts in Promela. By converting each pattern component into the corresponding Promela construct, we can build a model. For example, a communicating block is mapped to a Promela process declared in proctype and an instance of the block can be created using the run operator. A communication path between blocks is implemented with a Promela channel chan that carries messages and their parameters. All input and output messages of pattern are declared as symbolic constants in mtype. For instance, chan my chan= [8] of {mtype,int,byte} declares a channel named my chan that is able to store up to eight messages consisting of mtype, int, and byte fields. For the message exchange on a Promela channel, the send and receive statements are used. For example, statements my_chan!request and my_chan?confirm represent the transfer of a message request and reception of a message confirm through the channel my_chan, respectively. Meanwhile, a state of a pattern is converted to a label in Promela. Moving to the next state is implemented in goto control transfer construct with a target label. A transition performs a set of actions and generates output messages for an input message. In the pattern description, the action list is usually composed of assignment commands and arithmetic operations. The Clike Promela syntax supports these actions directly. The high-level abstraction action described in plain English is commented in the Promela model so that the action is to be refined in later development phases. Promela provides bit, bool, short, int, unsigned, array, and typedef. They are usually enough for the data in our patterns. A decision point with predicates is converted to the selection construct if and each predicate is converted to a corresponding guard. The repeated event is mapped to the repetition construct do.
The source merge is represented using if for the selection of a transition from merged transitions. Other merge patterns are implemented with goto.
Until now, the construction was straightforward. However, there are some issues to be considered in model construction. First, the validation result is sensitive to the channel capacity. Communication via a channel is either synchronous (i.e., rendezvous) or asynchronous (i.e., buffered) depending on the channel capacity. When we specify a communication path in the design phase, we did not care about the size of message queue. We assumed that it has an unlimited size. In a Promela model, however, a channel can store a finite number of messages. Furthermore, increasing the channel capacity could increase the state space dramatically. A typical approach we have used regarding the channel capacity is to check both synchronous and asynchronous communication all the times. The results are quite different in many cases. We start with the channel size zero for synchronous communication and then increase it gradually. When the validation cannot be performed due to the state space explosion, we use other techniques such as state-vector compression and bit-state hashing [5] .
A timer is a component of the pattern language to generate a timer expiration signal when a time value assigned to the timer has been exceeded. To validate the pattern-based design, it is necessary to translate the timer, timer-related operations, and timer expiration in a Promela model. In our modeling, we use an abstracted timer as introduced in Bosnacki et al. [11] where a timer is represented in a Boolean variable initialized to false. For the set operation, the timer variable is assigned to true value to activate the timer. For the reset operation, it has false value to inactivate the timer. The arrival of a timer expiration signal is simulated by investigating the current value of the timer variable. If a timer has true value at the investigation, it implies that the timer was activated sometime before. Thus, we assume that the timer expiration signal has arrived at the time of investigation. This method is simple and abstracts out the real concrete value of a timer. However, it can cover all potential situations regardless of the timer value.
A model to be validated with Spin should be a closed system. As a result, we have to provide any missing parts of a whole system as well as the validation model itself [12] . Frequently, the environment is much difficult than the model because it is not well defined and developers may not have enough information for the environment. Furthermore, it is necessary to identify whether an error has occurred in the model or in the environment.
As an example of a Spin model, we present a Promela code for the solution described in 
Spin Model Checking
From a Promela model constructed, Spin is able to check obvious design flaws such as system deadlocks and unreachable code. After fixing any problems found in this phase, the model is validated against system requirements. Here, one important issue is to identify the requirements or the properties of the developing system. If such properties are not provided properly, it is not possible to determine whether the system meets the required behavior. As a high-level design document, the system design description provides the requirements of a system which are captured from the property specification sections of the used patterns. They are particularly useful to identify the existence, response and correspondence of messages. Thus, we can check if the model meets the properties after the patterns are combined for the system description.
CONCLUSIONS
This paper has presented an attempt to specify and validate communication protocols using patterns. When a system developer specifies a protocol, patterns are used for a high-level abstract description of the protocol. Spin is used to validate the pattern-based description, which helps to find design faults in the early stage of the development. One feature of our approach is to use a finite state machine to describe a system in visual diagrams. The state machine is familiar to computer scientists and engineers and easy to understand. Moreover, our methodology helps the developer obtain the required properties of the target system from the patterns used. The property section in each pattern enables developers to capture the system correctness properties to be met after the design.
To show the usefulness of our methodology, we have conducted several case studies, for example, an alternate bit protocol, some protocols from TCP/IP suite, and an ATM UNI signaling protocol. Among them, the ATM protocol is an industrial size protocol. We described the protocol by using nine patterns such as split dynamic handler, confirmed receiver, unconfirmed sender, confirmed sender, timed retrial confirmed sender, timed receiver, and timed confirmed receiver. 19 properties of the protocol were identified. Through the validation, we could find some design errors such as a deadlock situation from call clear collision which happens when two communication parties try to clear a call at the same time.
As further studies, it is necessary to supplement the current pattern language with more high-level patterns. Indeed, the patterns presented in the pattern language are not a complete set. We can extend the language by either composing the existing patterns or developing new ones. As another topic, a tool support would make it easy to provide automatic creation, selection, and adaptation of patterns. An automatic construction of a Promela model will also be possible.
