Geometry of large Boltzmann outerplanar maps by Stefánsson, Sigurdur Örn & Stufler, Benedikt
GEOMETRY OF LARGE BOLTZMANN OUTERPLANAR MAPS
SIGURDUR O¨RN STEFA´NSSON AND BENEDIKT STUFLER
Abstract. We study the phase diagram of random outerplanar maps sampled according to non-
negative Boltzmann weights that are assigned to each face of a map. We prove that for certain
choices of weights the map looks like a rescaled version of its boundary when its number of vertices
tends to infinity. The Boltzmann outerplanar maps are then shown to converge in the Gromov–
Hausdorff sense towards the α-stable looptree introduced by Curien and Kortchemski (2014), with
the parameter α depending on the specific weight-sequence. This allows us to describe the transition
of the asymptotic geometric shape from a deterministic circle to the Brownian tree.
1. Introduction
A planar map may be described as a proper embedding of a connected graph into the sphere,
considered up to continuous deformations. In order to eliminate possible internal symmetries one
usually distinguishes and orients a root edge. The probabilistic study of these objects has lead to a
rich and beautiful theory, see for example the survey paper [29] and references given therein. The
connected components of the complement of a planar map are its faces, and the unique face that
lies to the right of the oriented edge is termed the outer face. This face is usually drawn as the
unbounded face in plane representations. The number of edges adjacent to a face is its degree. A
planar map is termed outerplanar, if all its vertices are adjacent to the outer face.
Classes of outerplanar maps have received some attention in recent literature: Bonichon, Gavoille,
and Hanusse [5] gave a combinatorial encoding of outerplanar maps in terms of certain bi-coloured
plane trees. Combining this encoding with probabilistic techniques, Caraceni [8] described the
asymptotic geometric shape of uniform outerplanar maps, establishing Aldous’ Brownian tree as
their Gromov–Hausdorff scaling limit. The scaling limit and the asymptotic enumerative formula for
outerplanar maps were later recovered (and extended to related classes such as bipartite outerplanar
maps) in [36] by representing outerplanar maps as tree-like orderings of dissections of polygons.
Geffner and Noy [16] established bijections between outerplanar maps and certain Dyck-paths with
marked steps, providing precise enumerative expressions for various classes of outerplanar maps
with respect to the number of edges and vertices.
Given a sequence of non-negative weights, we may assign to any planar map its Boltzmann weight
given by the product of weights corresponding to the degrees of the (inner) faces. Rather than
restricting ourselves to uniformly sampled maps from some class, we may sample maps of a given
size parameter (for example, the number of edges, vertices, or faces) with probability proportional
to their Boltzmann weight, and observe their behaviour as this size parameter tends to infinity. The
study of such Boltzmann planar maps became quite popular [28, 21, 6, 7, 30, 33], and led to the
discovery of many interesting phenomena that differ greatly from the uniform case.
Caraceni [8] showed that for uniform outerplanar maps the inner faces typically have small degree,
and the map has a tree-like geometric shape. A similar behaviour was observed later for further
natural combinatorial classes of outerplanar maps [36]. But which interesting phenomena may be
observed in weighted outerplanar maps? It was recently shown in [35] that for arbitrary weight
sequences the Boltzmann outerplanar map admits a local weak limit that describes the asymptotic
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behaviour near the root-edge, and a Benjamini–Schramm limit that describes the vicinity of a
uniformly selected vertex. It was observed that there are three characteristic regimes, numbered I,
II, and III. In the first, the limits have no doubly-infinite paths, and the shapes of the two local
limits bear some similarity with Kesten’s tree [23] (see also [19, Sec. 5]). In the second regime, both
limits contain a marked doubly infinite path that corresponds to a face of macroscopic degree in
the random outerplanar maps. In the third regime, the local behaviour near the fixed and random
root is degenerate: both limits are equal to a single deterministic doubly infinite path. The regimes
for the local limits provide hints on what to expect in the global limit, but a more fine-grained
distinction is necessary.
As our main result, we prove convergence towards Curien and Kortchemski’s [10] α-stable loop-
tree (Lα, dLα) for 1 < α < 2 in a certain sub-regime of case I. We also discuss the boundary cases
where the scaling limit is given by the Brownian tree (α = 2) in another subcase of case I, and
by a deterministic circle (α = 1) in ”well-behaved” subcases of type II and III. The rough strategy
is as follows. The outerplanar map looks like a tree-like arrangement of dissections of polygons
that are glued together at the cutvertices of the map. The dissections of polygons themselves also
admit a tree-like combinatorial encoding. Hence the weight sequence for the faces of the outerplanar
yields branching weights for the tree that controls the locations and sizes of the dissections, and
uniform branching weights for the family of trees that control the arrangement of chords within
the dissections. These two sequences of branching weights are related, and we carefully describe
a general family of face-weights where the first associated sequence of branching weights lies in
the universality class of the α-stable tree (known from the works [27, 25, 12, 17]), and the second
sequence lies in the condensation regime (known from [22, 26, 19]). So any single large weighted
dissection asymptotically looks like a circle whose circumference is about a constant fraction of its
number of vertices, and the tree controlling the locations of the dissections looks like an α-stable
Le´vy tree. This enables us relate the metric on the Boltzmann outerplanar map to a rescaled version
of the metric on its boundary. That is, our main observation is that asymptotically the map looks
like a rescaled version of the frontier of the outer face. The scaling limit then attained by verifying
convergence of the boundary of the outerplanar map towards the α-stable loop-tree, which follows
from a general result of Curien and Kortchemski [10, Thm. 4.1]. Here our arguments are analogous
to a recent result by Richier [33], who proved a scaling limit for the boundary of Boltzmann planar
maps that are not restricted to be outerplanar.
2. Notation
The interplay of face-weighted dissections and outerplanar maps plays a major role in this work.
We recall a variety of relevant notions associated to these objects. Throughout, we fix a sequence
ι = (ιk)k≥3 of non-negative weights such that at least one weight is positive.
2.1. Dissections of polygons. We let Dγ denote the class (or collection) of ι-face-weighted dis-
sections of polygons, where one edge is distinguished and oriented (such that the outer face lies
to its ”right”), and the origin of the root-edge does not contribute to the total number of vertices.
That is, an n-sized Dγ-object is given by an oriented (n+ 1)-gon with non-intersecting chords. The
smallest such object has size 1 and is given by a single oriented edge.
The γ-weight of a dissection D is given by
γ(D) =
∏
F
ι|F |
with F ranging over all inner faces of D, and |F | denoting the degree of the face F . For the
dissection consisting of a single link the product is over an empty set, and hence this link receives
weight 1. We will let Dγn denote a random n-sized Dγ-object drawn with probability proportional
to its weight.
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There are various parameters associated to the class of weighted dissections. Its generating series
Dγ(z) counts the sums of weights of dissections with a common size. That is, its n-th coefficient is
given by
[zn]Dγ(z) =
∑
D,|D|=n
γ(D)
with the index D ranging over all Dγ-objects with size n.
Face-weighted dissections are known to admit a tree-like encoding via the Ehrenborg–Me´ndez
isomorphism, see for example [35, Ch. 6.1.3] and Section 4 below for details. In terms of generating
series, this is expressed by the recursive equation
Dγ(z) = zφD(Dγ(z))(2.1)
with
φD(z) = 1/(1− s(z)), s(z) =
∑
k≥1
ιk+2z
k.
Recursive equations like (2.1) pertain to the study of simply generated trees, and the following
notation is based on Janson’s comprehensive survey [19, Sec. 3] on the subject.
We let ρD and ρφD denote the radii of convergence of Dγ(z) and φD(z), and set
νD = lim
x↗ρφD
ψD(x), ψD(x) = xφ′D(x)/φD(x).
We also define a parameter τD in a manner that depends on νD. If νD ≥ 1, we let it be the unique
solution of the Equation ψD(x) = 1, and if νD < 1 we set τD equal to ρφD . That is,
τD =
{
unique solution to ψD(τD) = 1, νD ≥ 1
ρφD , νD < 1.
We furthermore set
σ2D = τDψ
′
D(τD).
It holds that
Dγ(ρD) = τD
and
ρD = τD/φD(τD).
See for example [19, Sec. 7] for detailed justifications given in a more general context.
2.2. Face-weighted outerplanar maps. We let Oω denote the class of ι-face-weighted outerpla-
nar maps, where one edge that is incident to the outer face is distinguished and given a direction,
such that the outer face lies to its ”right”. We will refer to the number of vertices of such an object
O as its size |O|.
We define the ω-weight of an outerplanar map O by the product of weights corresponding to its
inner faces. That is,
ω(O) =
∏
F
ι|F |,
with F ranging over all inner faces of O. We let Oωn denote a random n-sized outerplanar map
drawn with probability proportional to its ω-weight. We also define its generating series Oω(z) by
Oω(z) =
∑
n≥1
zn
∑
O,|O|=n
ω(O).
Outerplanar maps admit a tree-like encoding based on the block-decomposition, see for example
[36], [35, Ch. 6.1.4], and Section 4 below for details. This results in the recursive relation
Oω(z) = zφO(Oω(z))
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with
φO(z) = 1/(1−Dγ(z)).
We let ρO and ρφO denote the radii of convergence of Oω(z) and φO(z), and set
νO = lim
x↗ρφO
ψO(x), ψO(x) = xφ′O(x)/φO(x).
Similarly as for the dissections, we may define
τO =
{
unique solution to ψO(τO) = 1, νO ≥ 1
ρφO , νO ≤ 1
and
σ2O = τOψ
′
O(τO).
As explained in detail in [19, Sec. 7] in a more general context, it holds that
Oω(ρO) = τO
and
ρO = τO/φO(τO).
The parameters νO and νD are crucial in determining the behaviour of D
γ
n and Oωn . By [35, Lem.
6.26] it holds that
νO =

∞, νD ≥ 1
∞, 0 < νD < 1, ρφD ≥ 1
τD
(1−τD)(1−νD) , 0 < νD < 1, 0 < ρφD < 1
0, νD = 0,
(2.2)
and those are the only possible cases.
2.3. Plane trees and looptrees. A plane tree is a tree drawn in the plane with a marked oriented
edge. We will call the origin of the root edge the root vertex. For each vertex v we will call its
neighbours which are further from the root vertex than v its offspring and v their parent. Offspring
belonging to the same parent are referred to as siblings and due to the planar embedding of the tree
it makes sense to speak of the order of the siblings from left to right. Another concept which will
be used later is that of an ancestor. A vertex v is said to be an ancestor of a vertex u if it lies on
the unique path from u to the root vertex.
A central concept in this paper is that of a looptree. A discrete looptree may be defined by
starting from a plane tree T and modifying the edge set as follows: Remove all edges from the tree.
Each vertex which has offspring is then connected with an edge to its leftmost and its rightmost
offspring and offspring of the same vertex are connected by an edge if they are adjacent as siblings,
see Fig. 1. We will denote the looptree associated to the tree T by L (T).
In Theorem 3.2 we will prove weak convergence of rescaled random outerplanar maps towards
the so–called α–stable looptree which was introduced by Curien and Kortchemski. We will not give
a formal definition of this random compact metric space here but refer to their paper [10, Sec. 2]
for details. Informally, one may view it as the α-stable tree [13] in which every branch point of large
degree is blown up into a circle. This is entirely analogous to the definition of a discrete looptree
from a plane tree as given above but is technically more involved.
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Figure 1. The looptree associated to a plane tree.
3. The phase transition
In order to describe the phase diagram of face-weighted outerplanar maps we are going to proceed
systematically. The key to this analysis are the parameters νO and νD introduced in Section 2.
Roughly said, νO determines how the location and sizes of the blocks (dissections) in the random
outerplanar map Oωn behave asymptotically. The same goes for the parameter νD and the location
and sizes of faces in the face-weighted dissection Dγn.
We characterize three different regimes. In the circle regime the shape of Oωn is completely
determined by a giant 2-connected block that exhibits a giant face, yielding a deterministic circle as
limit after rescaling by roughly n. In the Brownian tree regime the blocks only stretch the geodesics
by about a constant factor, yielding the Brownian continuum random tree as scaling limit after
rescaling by about
√
n. Our main contribution is, however, in the α-stable looptree regime where
the diameter of Oωn is shown to have roughly order n
1/α for 1 < α < 2. Here the location and sizes
of the 2-connected blocks (controlled by the parameter νO) influence the scaling limit as well as the
asymptotic shape of large Boltzmann dissections (determined by the parameter νD).
3.1. The α-stable loop-tree regime for 1 < α < 2. In this section we focus on the case νO ≥ 1
and σO = ∞. This may only happen if νO = 1, because νO > 1 implies that ψO has radius of
convergence larger than τO, yielding σ2O = τOψ
′(τO) <∞.
We may characterize this setting. Let r denote the radius of convergence of the face-weight
generating series s(z) =
∑
k≥1 ιk+2z
k. A proof of the following Lemma is given alongside all other
proofs concerning the α-stable loop-tree regime in Section 5.
Lemma 3.1. (1) It holds that νO = 1 if and only if
r, s(r) < 1 and
r
1− r +
rs′(r)
1− s(r) = 1.
If this is the case, then τD = r and
νD =
rs′(r)
1− s(r) < 1.
(2) Suppose that νO = 1. Then σO =∞ if and only if s′′(r) =∞.
We are going to consider weight-sequences of the form
ιk+2 = Lkk
−α−1r−k(3.1)
with (Lk)k≥1 a slowly varying sequence and α, r positive constants. Slowly varying means that the
sequence Lk satisfies Lbtkc/Lk → 1 as k becomes large for any fixed t > 0. See for example [14, Sec.
VIII.8] for further details and standard results on slowly varying functions. Our main result is the
following scaling limit.
Theorem 3.2. Suppose that the face-weights (ιk)k≥3 satisfy Equation (3.1) with 1 < α < 2 and
νO = 1. Then (
Oωn ,
(
nLnΓ(−α)
1− s(r)
)−1/α
dOωn
)
d−→ (Lα, dLα)
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in the Gromov–Hausdorff sense.
Here (Lα, dLα) denotes the α-stable loop-tree constructed by Curien and Kortchemski [10] which
we briefly described in Subsection 2.3. The Gromov–Hausdorff distance dGH((X, dX), (Y, dY )) be-
tween two compact metric spaces (X, dX) and (Y, dY ) is defined as the infimum of Hausdorff dis-
tances of isometric embeddings into any possible common metric space. Equivalently, it may be
defined as the infimum
dGH((X, dX), (Y, dY )) =
1
2
inf
R
dis(R)
of distortions dis(R) of all correspondences R between the two spaces. Here correspondence means
that R ⊂ X × Y is a relation where to any x ∈ X corresponds at least one y ∈ Y and vice versa.
The distortion of such an object is defined by
dis(R) = sup
(x1,y2),(x2,y2)∈R
|dX(x1, x2)− dY (y1, y2)|.
We refer the reader to [31, Sec. 6] for details.
Remark 3.3. The requirements of Theorem 3.2 are satisfiable. For each α > 1 there are constants
c, r > 0 such that the weight-sequence
ιk+2 = ck
−α−1r−k, k ≥ 1
satisfies νO = 1. In this setting, σO =∞ holds precisely for α ≤ 2. To see this, let ζ(s) =
∑
k≥1 k
−s
denote the Riemann zeta function. In order for the requirements of Lemma 3.1 to be fulfilled, we
may choose c > 0 sufficiently small such that
cζ(α+ 1) < 1 and
cζ(α)
1− cζ(α+ 1) < 1.(3.2)
There is a constant c0(α) > 0 such that this holds precisely for all 0 < c < c0(α). Finally, we let
0 < r < 1/2 denote the unique parameter with
r
1− r = 1−
cζ(α)
1− cζ(α+ 1) .(3.3)
More generally, for any 1 < α < 2 and any slowly varying sequence (Lk)k one may always
find an 0 < r < 1 and a slowly varying sequence (L′k)k which is asymptotically equivalent to Lk
up to multiplication by a constant such that the weights L′kk
−α−1r−k satisfy the requirements of
Theorem 3.2.
In the proof of Theorem 3.2 we consider the boundary O¯ωn of the map O
ω
n . That is, O¯
ω
n is the
map obtained from Oωn by deleting all edges that do not lie on the frontier of the outer face. Our
main observation is that the distortion between the space (Oωn , dOωn) and the contracted boundary
((O¯ωn , (1 − νD)dO¯ωn) lies in op((nLn)−1/α). The scaling limit for Oωn then follows by a limit for O¯ωn ,
which converges towards the α-stable looptree after rescaling the metric by b−1n with
bn =
(
nLnΓ(−α)
1− s(r)
)1/α 1− r
r
.
Thus the scaling factor in Theorem 3.2 consists of the product of the two factors 1− νD = r/(1− r)
and b−1n .
In order to get convergence of the boundary, we argue similarly as Richier [33], who gave such a
scaling limit for the boundary of Boltzmann planar maps that are not required to be outerplanar.
That is, we approximate O¯ωn by a discrete looptree that shares the same set of vertices and is
associated to a critical Galton–Watson tree conditioned on having many leaves whose offspring
distribution lies in the domain of attraction of an α-stable law. The limit then follows by scaling
limits for discrete looptrees by Curien and Kortchemski [10].
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Actually, our arguments even show that if we equip all discrete spaces with the uniform measure
on their points, then the Gromov–Hausdorff–Prokhorov distance between the outerplanar map and
the discrete looptree is negligible, since we only use approximation arguments with spaces sharing
the same vertex set. So extending the scaling limit of Curien and Kortchemski [10, Thm. 4.1] to the
Gromov–Hausdorff–Prokhorov distance would automatically entail a corresponding strengthening
of Theorem 3.2.
3.2. The circle regime. We are interested in the setting 0 < νO < 1. Letting r denote the radius
of convergence of the series s(z) =
∑
k≥1 ιk+2z
k, we may characterize this setting as follows.
Lemma 3.4. It holds that νO < 1 if and only if
r, s(r) < 1 and
r
1− r +
rs′(r)
1− s(r) < 1.
If this is the case, then τD = r,
νD =
rs′(r)
1− s(r) < 1, and νO =
r
(1− r)(1− νD) .
The proof is entirely analogous to the proof of the first claim of Lemma 3.1. We impose a
regularity assumption, focusing on weights of the form
ιk+2 = Lkk
−α−1r−k(3.4)
with (Lk)k≥1 a slowly varying sequence and α, r positive constants.
Theorem 3.5. Suppose that the face-weights (ιk)k≥3 satisfy Equation (3.4) with α > 1 and 0 <
νO < 1. Let µn denote a uniformly at random chosen point of Oωn, and µ a uniformly selected point
on the circle C1 = {z ∈ C | |z| = (2pi)−1} of unit circumference. Then(
Oωn ,
1− r
nr
dOωn , µn
)
d−→ (C1, dC1 , µ)
in the Gromov–Hausdorff–Prokhorov sense.
The Gromov–Hausdorff–Prokhorov distance dGHP((X, dX , µX), (Y, dY , µY )) between two com-
pact metric spaces (X, dX) and (Y, dY ) equipped with Borel probability measures µX , µY may be
defined as the infimum
dGHP((X, dX , µX), (Y, dY , µY )) = inf
E,ϕX ,ϕY
max(dH(ϕX(X), ϕY (Y )), dP(µXφ
−1
X , µY φ
−1
Y ))
with the index ranging over all isometric embeddings ϕX : X → E and ϕY : Y → E into any
common metric space E. Here dH(ϕX(X), ϕY (Y )) denotes the Hausdorff distance of the images
of X and Y , and dP(µXϕ
−1
X , µY ϕ
−1
Y ) denotes the Prokhorov distances of the push-forwards of the
measures µX and µY along ϕX and ϕY . We refer the reader to [31, Sec. 6] for details.
The idea of Theorem 3.5 is that the geometric shape of Oωn will be determined by a giant 2-
connected block, whose size is about (1 − νO)n. Hence the scaling limit of Oωn will be the same
as the limit of the dissection Dγn stretched by 1/(1 − νO). A priori, various qualitatively different
continuum limits are known for Boltzmann dissections, and νD tells us which to expect. However,
Equation (2.2) guarantees that if νO < 1 then we also have νD < 1. So, by the same arguments,
the geometric shape of Dγn in this regime is determined by a giant face whose degrees is roughly
(1 − νD)n. In total, Oωn looks like a circle with circumference n(1 − νO)(1 − νD)n = nr/(1 − r).
Compare also with a similar result for the boundary of a percolation cluster in the uniform random
triangulation given by Curien and Kortchemski [11, Thm. 1.2].
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Remark 3.6. In the case νO = 0 we expect that at least for certain choices of weights like ιk ∼ (k!)β
with β > 0 the rescaled map (Oωn , n
−1dOωn) converges by similar arguments towards the circle C
1 of
unit circumference. This is based on estimates on the sizes of fringe subtrees dangling from the root
in simply generated trees in the super-condensation regime, see [20, Thm. 2.5] and compare with [21,
Prop. 3.5].
3.3. The Brownian tree regime. The Brownian tree (Te, dTe) was introduced by Aldous in his
pioneering papers [1, 2, 3]. If νO ≥ 1 and σO <∞, we would expect that
(Oωn , cωn
−1/2dOωn)
d−→ (Te, dTe)(3.5)
in the Gromov–Hausdorff sense for some constant cω that depends on the ω-weights. This has been
verified first by Caraceni [8] for uniform outerplanar maps, and later in the more general subcase
νO > 1 [35, Thm. 6.60]. However, the arguments used there require certain random variables to
have finite exponential moments, which is no longer the case if νO = 1.
It is reasonable to expect that (3.5) still holds if νO = 1 and σO < ∞. (See also [9, Sec. 5.3].)
This is supported by the fact [35, Lem. 6.6.1] that in this setting the diameter D(Oωn) of O
ω
n has a
stochastic lower bound of order n1/2 and satisfies the tail-bound
P(D(Oωn) ≥ x) ≤ C exp(−cx2/n)
for all n ≥ 1 and x ≥ 0. This yields tightness of (Oωn , n−1/2dOωn) and hence weak convergence along
subsequences, but one would still have to verify uniqueness and properties of that limit.
Note that we may construct concrete weight-sequences that lie in the Brownian tree regime: The
uniform case where ιk = 1 for all k ≥ 3 is known to belong to the case νO = ∞ > 1. The case
νO = 1 and σO < ∞ may be attained by defining the weight sequence ι according to Remark 3.3
for α > 2.
It is also natural to wonder what happens if σO = ∞ and the branching law of the simply
generated tree in Lemma 4.2 below lies in the domain of attraction of a normal law, but we do not
aim to pursue this question here.
4. On tree-like combinatorial representations
Before starting with the proofs of our main results, we discuss the tree-like structures that may be
used to encode and sample face-weighted dissections and outerplanar maps. These structures may
be encoded in a unified way by so called enriched trees and Schro¨der enriched parenthesizations.
Roughly speaking, given a combinatorial class R an R-enriched plane tree is a pair (T, β) of a plane
tree T and a function β that assigns to each vertex v ∈ T a d+T (v)-sized R-structure β(v). By certain
general principles these representations entail couplings of the random maps under consideration
with simply generated trees indexed by their number of vertices or leaves. We briefly recall relevant
parts of this theory following [35, Sec. 6.1.3, Sec. 6.1.4], and refer the reader to this source for
further details and background information.
4.1. Dissections. We consider face-weighted dissections having a counter-clockwise oriented root-
edge on the boundary whose origin does not contribute to the total size. In general we refer to
vertices that do not contribute to the total size as ∗-placeholder vertices. Any dissection may be
decomposed in a tree-like fashion into chord restricted components as illustrated in the middle part
of Figure 2. Here the term chord restricted dissection refers to a face-weighted dissections where
both the origin and destination of the root-edge do not count as regular vertices and hence do not
contribute to the total size, and where each chord must be incident to the destination of the root-
edge. The idea of the decomposition is to start with the maximal chord-restricted sub-dissection
containing the root-edge, and then recursively continue in this manner with the ordered list of
dissections attached to its boundary.
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Figure 2. Decomposition of dissections of polygons into chord-restricted components.
Having decomposed a dissection D into its components, we may form a tree T as illustrated on
the right hand side of Figure 2 such that its vertices correspond bijectively to the non-∗-vertices
of D. The idea is that the root of T is given by the destination of the root-edge of D, and
the offspring of the root is given by the non-∗-placeholder vertices of the unique chord-restricted
component C containing the root-edge of D. Each non-∗-vertex v of C corresponds to the edge that
lies counter-clockwise next to it on the boundary of C, and hence also corresponds to the dissection
D(v) attached to C via this edge. The tree T is then constructed in a recursive manner such that
the offspring of v corresponds to the non-∗-vertices of the chord-restricted component of D(v) that
contains the root-edge of D(v) and so on. The tree T does not capture all informations necessary
to reconstruct the dissection D from it. For this reason, we remember for each vertex u ∈ T the
unique chord-restricted component β(u) of D whose non-∗-vertices correspond to the offspring set
of u in T . Thus the pair (T, β) is a tree enriched with chord-restricted dissections from which we
may reconstruct the corresponding dissection D.
Any chord-restricted dissection is uniquely determined by the ordered list of its face-degrees in
some canonical order. By general enumerative principles it follows that the sum of weights of
chord restricted dissections with total size n is given by the nth coefficient of the generating series
φD(z) = 1/(1 − s(z)). Let γ = (γk)k≥0 be the weight sequence corresponding to the coefficients
γk = [z
k]φD(z). We may view γ as a branching weight sequence. By [35, Lem. 6.1] the random
face-weighted dissection Dγn corresponds to a simply generated tree decorated with conditionally
independently chosen chord-restricted decorations:
Lemma 4.1 (Dissections and simply generated trees). The dissection corresponding to the following
random enriched tree (T Dn , βDn ) is distributed like the random face-weighted dissection Dγn.
(1) Let T Dn be an n-vertex simply generated tree with weight-sequence γ.
(2) For each vertex v of T Dn let βDn (v) be drawn with probability proportional to its weight among
all d+T On (v)-sized chord restricted dissections.
If νD > 0 then T Dn is distributed like a Galton–Watson tree T D conditioned on having n vertices,
with the offspring distribution having probability generating function φD(τDz)/φD(τD) [19, Sec. 2,
Sec. 4, Rem. 7.9].
As we stated above, chord restricted dissections correspond to ordered sequences of faces, which
is reflected in the fact that their generating function φD(z) is the composition of the series 1/(1−z)
associated with ordered sequences and the generating function s(z) for the faces. Hence drawing a
chord restricted dissection of a given size with probability proportional to its weight is an example of
a Gibbs partition, a term phrased by Pitman [32] in his survey on combinatorial stochastic processes.
This will allow us to apply results for this general model of random partitions later on in the proof
of our main theorems.
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Figure 3. Enriched tree decomposition of outerplanar maps.
4.2. Outerplanar maps. As illustrated in Figure 3, outerplanar maps may be encoded in terms of
trees enriched with ordered sequences of dissections. The vertices of the map correspond bijectively
with the vertices of the tree. The idea is that outerplanar maps consist of collections of dissections
glued together, and the precise information on which vertices should be glued together may be
encoded by a plane tree. Specifically, given a tree enriched with ordered sequences of dissections
(T, β) such as on the right side of Figure 3, we may form the corresponding outerplanar map as
follows. We start with the root v of T and glue the ordered sequence of dissections β(v) together
in a counter-clockwise way at at their respective root-vertices. The root-edge of the first dissection
in the sequence becomes the root-edge of the resulting map Sv. We then proceed recursively to
form the outerplanar maps corresponding to the enriched fringe subtrees dangling from the root
v in (T, β) and glue their root-vertices (that is, the origin of the root-edge) to the corresponding
vertices of Sv.
We may define the weight of a sequence of dissections as the product of their individual weights,
and its size as the number of non-∗-vertices. It follows from general enumerative principles that
the sum of weights of ordered sequences of face-weighted dissections with size k is given by ωk =
[zk]φO(z). We may interpret ω = (ωk)k≥0 as a branching weight sequence. By [35, Lem. 6.1] the
random face-weighted outerplanar map Oωn corresponds to a simply generated tree with branching
weights ω decorated by ordered sequences of dissections:
Lemma 4.2 (Outerplanar maps and simply generated trees). The outerplanar map corresponding
to the following random enriched tree (T On , βOn ) is distributed like Oωn.
(1) Let T On be an n-vertex simply generated tree with weight-sequence ω.
(2) For each vertex v of T On let βOn (v) be drawn with probability proportional to its weight among
all d+T On (v)-sized ordered sequences of dissections.
We emphasize that drawing an ordered sequence of dissections of a fixed size with probability
proportional to its weight is an example of a Gibbs partition [32].
As an alternative to the encoding of outerplanar maps in terms of decorated trees where the
vertices of the map correspond to the vertices of the tree, there is an encoding in terms of trees
enriched with dissections (this time counting the origin of the root-edge as a regular vertex) such
that the vertices of the map correspond bijectively to the leaves of the tree. As the size index is given
by the number of leaves, these enriched trees are also called Schro¨der enriched parenthesizations.
The idea of this decomposition is that any outerplanar map is either a single vertex or an edge-
rooted dissection of a polygon, where each vertex (including this time the origin of the root-edge) gets
identified with the origin of the root-edge of another outerplanar map. The tree corresponding to
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Figure 4. The enriched Schro¨der parenthesizations representation of the outerplanar
map displayed in Figure 3.
an outerplanar map O is formed by starting with some root-vertex and adding offspring according
to the number of vertices (including the origin of the root-edge) of the unique block D (that is,
maximal dissection) containing the root-edge of O. We may then proceed in this manner for the
outerplanar maps attached to the boundary of D in let’s say clockwise order starting at the root-
vertex, resulting in a plane tree T . Note that the tree T contains information on the sizes and
locations of the dissection components of the map O, but not on the chords within the dissections.
For this reason, we assign to each vertex v ∈ T the dissection δ(v) whose vertices correspond to the
offspring vertex of v. Thus the outerplanar map O may be reconstructed from (T, δ). See Figure 4
for an illustration of the enriched parenthesization corresponding to the map we studied in Figure 3.
We may use this decomposition to construct a coupling with a simply generated tree whose atoms
are leaves. That is, the tree with “size” n gets drawn with probability proportional to the product
of weights assigned to its outdegrees among all plane trees with n leaves. By [35, Lem. 6.7] we may
make use of the following sampling procedure.
Lemma 4.3 (Outerplanar maps and simply generated trees whose atoms are leaves). The outer-
planar map corresponding of the following enriched tree (τOn , δOn ) is distributed like Oωn.
(1) Let τOn be an n-leaf simply generated tree where each inner vertex with outdegree d receives
the weight pd := [z
d−1]Dγ(z) and each leaf receives weight p0 := 1.
(2) For each vertex v of τOn draw a dissection δOn (v) of an n-gon with probability proportional to
its weight.
If νO > 0 then the tree τOn is distributed like a Galton–Watson tree conditioned on having n
leaves, with offspring distribution having probability generating function 1−Dγ(τO) + zDγ(zτO).
This follows by similar tilting and normalizing arguments (see [35, Sec. 6.4] for some details)
as for the standard case of simply generated trees with vertices as atoms. Essentially, for any
t > 0 with
∑
d≥1 pdt
d−1 < 1 there is a unique a > 0 such that the tilted sequence p0(t) := a and
pk(t) := pkt
k−1 is a probability weight sequence. The two sequences are equivalent in the sense that
the n-leaf simply generated trees corresponding to them are identically distributed for all n. Hence
τOn is distributed like a Galton–Watson tree with branching law (pk(t))k≥0 conditioned on having
n leaves. The expected value of the tilted sequence is given by µt =
∑
k≥1 kpkt
k−1. The parameter
t = τO is an admissible choice of parameter, and the corresponding mean value µτO satisfies µτO = 1
if and only if νO ≥ 1.
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5. Proofs in the α-stable loop-tree regime
5.1. Proof of Lemma 3.1. We prove the two claims separately.
First claim. By Equation (2.2), we know that νO = 1 is equivalent to
τD
(1− τD)(1− νD) = 1, 0 < νD < 1, 0 < ρφD < 1.(5.1)
Suppose that (5.1) holds. In particular this entails 0 < νD < 1, and hence ρφD = τD. As
φD(z) = (1− s(z))−1 it follows that 0 < r = τD < 1 and 0 < s(r) < 1. Hence
νD =
rs′(r)
1− s(r) .
Inserting this expression for νD into the first equation of (5.1) yields
r
1− r +
rs′(r)
1− s(r) = 1,
verifying one direction of the proof.
As for the other direction, suppose that
r
1− r +
rs′(r)
1− s(r) = 1, s(r) < 1, r < 1.(5.2)
Then ρφD = r and
νD =
rs′(r)
1− s(r) < 1.
Thus τD = ρφD = r. The first equation of (5.2) now reads
τD
1− τD + νD = 1.
This completes the proof. 
Second claim. As νO = 1, it holds that τO = ρφO . Since φO(z) = (1−Dγ(z))−1, it follows that
τO = ρD <∞.(5.3)
Thus, σ2O = τOψ
′
O(τO) is infinite if and only if ψ
′
O(ρD) =∞.
We know that
ψO(z) = z(Dγ)′(z)/(1−Dγ(z))
and hence
ψ′O(z) =
((Dγ)′(z) + z(Dγ)′′(z))(1−Dγ(z)) + z(Dγ)′(z)2
(1−Dγ(z))2
Note that Dγ(ρD) = τD = r < 1 since νO = 1. Hence ψ′O(ρD) is infinite if and only if (Dγ)′(ρD) =∞
or (Dγ)′′(ρD) =∞.
The recursive equation Dγ(z) = zφD(Dγ(z)) implies
(Dγ)′(z) = φD(D
γ(z))
1− zφ′D(Dγ(z))
.
The denominator is finite at z = ρD, as
ρDφ′D(Dγ(ρD)) = τDφ′D(τD)/φD(τD) = νD < 1.
Hence
(Dγ)′(ρD) = φD(τD)
1− νD <∞.
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Thus we have established that σO = ∞ if and only if (Dγ)′′(ρD) = ∞. Differentiating the
recursive equation Dγ(z) = zφD(Dγ(z)) twice yields
(Dγ)′′(z) = 2φ′D(Dγ(z))(Dγ)′(z) + zφ′′D(Dγ(z))(Dγ)′(z)2 + zφ′D(Dγ(z))(Dγ)′′(z)
and hence
(Dγ)′′(ρD) = 2φ′D(τD)(Dγ)′(ρD) + ρDφ′′D(τD)(Dγ)′(τD)2 + ρDφ′D(τD)(Dγ)′′(ρD).
We know that ρDφ′D(τD) = νD < 1, φ
′
D(τD) <∞ and (Dγ)′(τD) <∞. Thus (Dγ)′′(ρD) =∞ if and
only if φ′′D(τD) =∞. It holds that
φ′′D(z) =
s′′(z)(1− s(z))2 + 2s′(z)(1− s(z))
(1− s(z))4 .
Thus φ′′D(τD) =∞ if and only if s′′(r) =∞. This concludes the proof. 
5.2. Proof of Theorem 3.2. Throughout the rest of Section 5 we assume that our face-weights
ι = (ιk)k satisfy the requirements of Theorem 3.2.
Our aim is to show that the random ι-face-weighted outerplanar map Oωn converges towards a
loop-tree after proper rescaling. For each outerplanar map O, we may construct the map O¯ obtained
by deleting all inner edges from O. That is, we remove all edges that do not lie on the frontier of
the outer face.
The core of our arguments is the observation that Oωn is close to a rescaled version of O¯
ω
n .
Lemma 5.1. It holds that
dGH
(
(O¯ωn , (1− νD)dO¯ωn), (Oωn , dOωn)
)
= op((Lnn)
1/α).
We are going to combine this with a scaling limit for the map O¯ωn :
Lemma 5.2. It holds that
(O¯ωn , b
−1
n dO¯ωn)
d−→ (Lα, dLα)
for
bn =
(
nLnΓ(−α)
1− s(r)
)1/α 1− r
r
Theorem 3.2 then readily follows from these two Lemmas, recalling that 1 − νD = r/(1 − r) by
Lemma 3.1.
5.3. Proving Lemma 5.1. First, we observe that for the weight-sequences under consideration we
have explicit expressions for the coefficients of the generating series associated to dissections which
by Lemma 4.3 correspond to the branching weights (pn)n≥0 of τOn . The expression along with the
relation to Galton–Watson processes is given in the following Lemma.
Lemma 5.3. The coefficients of φD(z) satisfy the asymptotic relation
[zk]φD(z) ∼ Lk
(1− s(r))2k
−α−1r−k
as k becomes large. The tree τOn is distributed like a critical Galton–Watson tree conditioned on
having n leaves. Its offspring distribution ξ satisfies P(ξ = 0) = 1− r and
P(ξ = k) ∼ Lk(1− r)
α+1
(1− s(r))rα k
−α−1.
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Proof. We know by Lemma 3.1 that s(r) < 1. This allows us to apply [15, Thm. 4.8, 4.30] to deduce
that the coefficients of φD(z) are asymptotically equal to the coefficients of s(z) up to a constant
factor, namely
[zk]φD(z) ∼ 1
(1− s(r))2Lkk
−α−1r−k.
Lemma 3.1 also tells us that τD = r. Hence the tree T Dn from Lemma 4.1 is distributed like a Galton–
Watson tree T D conditioned on having n vertices, with offspring distribution ξ(T D) satisfying
P(ξ(T D) = k) = [z
k]φD(rz)
φD(r)
∼ 1
1− s(r)Lkk
−α−1.(5.4)
By [26, Eq. (14)] this implies
P(|T D| = k) ∼ 1
1− s(r)Lk ((1− νD)k)
−α−1
with 1− νD = r/(1− r). On the other hand, Dγ(ρD) = τD implies
E[z|T
D|] =
Dγ(ρDz)
Dγ(ρD) =
Dγ(r(1− s(r))z)
r
.
Recall that by Equation (5.3) it holds that τO = ρD. Hence the tree τOn from Lemma 4.3 is
distributed like a Galton–Watson tree conditioned on having n leaves, with offspring distribution ξ
satisfying
P(ξ = 0) = 1−Dγ(ρD) = 1− r
and
P(ξ = k) = ρk−1D [z
k−1]Dγ(z) = rP(|T D| = k − 1)
∼ r
1− s(r)Lk ((1− νD)k)
−β
=
Lk(1− r)α+1
(1− s(r))rα k
−α−1.
The offspring distribution is critical, since
1 = νO =
ρD(Dγ)′(ρD)
1−Dγ(ρD)
implies that
E[ξ] = Dγ(ρD) + ρD(Dγ)′(ρD) = 1 + (1−Dγ(ρD)) = 1.

Any dissection D shares the same set of vertices as the circle D¯, and hence there is a canonical
correspondence between the two. We define the penalty function f(D) as the distortion of this
correspondence if we rescale D¯ by the factor 1− νD. That is,
f(D) = max
v,v′∈D
∣∣(1− νD)dD¯(v, v′)− dD(v, v′)∣∣ .
Note that there is a trivial upper bound
f(D) ≤ 2|D|.(5.5)
We observe that ι-face-weighted dissections converge in the Gromov–Hausdorff sense towards a
deterministic circle. The idea is that Dγn has a giant face of size roughly (1− νD)n and the sizes of
the dissections attached to its boundary behave asymptotically in an i.i.d. manner.
Lemma 5.4. There is a slowly varying sequence L˜n such that f(D
γ
n) = Op(L˜nn
1/α).
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Figure 5. A dissection with a giant face that is depicted as a white disc. The shaded
regions represent smaller dissections attached to its frontier. The possible geodesics
between the two marked vertices are coloured in solid blue and dotted magenta. The
candidates for the corresponding geodesics on the boundary are coloured in dashed red
and solid green.
Proof. Recall that Dγn corresponds via a combinatorial bijection to the enriched tree (T Dn , βDn ), where
we assign to each vertex v ∈ T Dn a dissection βDn (v) whose chords are required to be incident to the
destination of the root edge. Let u∗ ∈ T Dn denote the lexicographically first vertex with maximal
outdegree. Let An denote the tree obtained by cutting away all descendants of the vertex u
∗ and
let (T in)1≤i≤d+T Dn (u
∗) denote the ordered family of fringe subtrees dangling from u
∗.
By Equation (5.4) we know that the tree T Dn is distributed like a Galton–Watson tree T D con-
ditioned on having size n, with offspring distribution ξ(T D) following a power law up to a slowly
varying factor and satisfying E[ξ(T D)] = νD < 1. By [19, Thm. 20.1] it follows that the pruned tree
An converges in the local weak sense towards an almost surely finite tree, and in particular the size
of An is stochastically bounded. As for the fringe subtrees, Kortchemski [26] observed in the more
general context of simply generated trees in the condensation regime that the vector (T in)1≤i≤d+T Dn (u
∗)
may be approximated by a vector of independent copies of T D. His results [26, Thm. 1, Cor. 1]
imply that there is a slowly varying sequence (L˜n)n≥1 such that
d+T Dn (u
∗) = (1− νD)n+Op(L˜nn1/α)(5.6)
and
max{|T in| | 1 ≤ i ≤ d+T Dn (u
∗)} = Op(L˜nn1/α).(5.7)
Summing up, we have obtained that the dissection Dγn consists of a giant chord restricted dissection
with small dissections of maximal size Op(L˜nn
1/α) attached to its boundary. Moreover, by a general
Gibbs partition result [34, Thm. 3.1] it follows that the largest face in the chord restricted dissection
βDn (u∗) has size d
+
T Dn (u
∗)+Op(1). In other words, D
γ
n has a giant face F of size (1−νD+op(1))n, and
the dissections attached to the boundary of this face have maximum size Op(L˜nn
1/α). Compare with
Figure 5. Any point of the dissection that does not already lie on the boundary of F is contained in
a unique dissection attached to the boundary of F . Thus, for any vertex v of Dγn there are at most
two vertices on the boundary of F whose distance is minimal from v. We pick any of the at most
two and call it vF . By Equation (5.7) we obtain
sup
v∈Dγn
dDγn(v, vF ) ≤ max{|T in| | 1 ≤ i ≤ d+T Dn (u
∗)} = Op(L˜nn1/α).
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In particular, if dF denotes the metric on the circle F , we obtain that
sup
u,v∈Dγn
|dDγn(u, v)− dF (uF , vF )| = Op(L˜nn1/α).(5.8)
In order to bound f(Dγn), we have to compare the distance dDγn(u, v) with the scaled distance
(1− νD)dD¯γn(u, v) on the boundary. The strategy is that if we need to pass through k edges in order
to travel from uF to vF on the boundary of F in clockwise order, then we have to pass through
roughly k/(1 − νD) edges in order to travel from u to v in clockwise order on the boundary D¯γn.
And the idea behind this thought is that the dissections encountered along the way (except the one
corresponding to An, and the one containing the small faces of β
D
n (u
∗)) behave like i.i.d. copies of
a dissection of a polygon with circumference |T D| + 1, and it holds that E[|T D|] = 1/(1 − νD) as
E[ξD] = νD < 1.
Let us make this explicit. It was shown in [26, Thm. 3] that the process Zk := |T 1n |+ . . .+ |T kn |
admits a scaling limit Zbtd+T Dn (u∗)c − td+T Dn (u∗)/(1− νD)
L˜nn1/α
 d−→ (Yt)0≤t≤1
in the Skorokhod space D([0, 1],R). Hence
max
1≤k≤d+T Dn (u
∗)
|Zk − k/(1− νD)| = Op(L˜nn1/α).(5.9)
We may write
dF (uF , vF ) = min
(
d`F (uF , vF ), d
r
F (uF , vF )
)
.
with d`(uF , vF ) and d
r(uF , vF ) denoting the number of edges required to traverse from uF to vF
on the boundary of F in a clockwise and counter-clockwise manner, respectively. Likewise, we may
write
dD¯γn(u, v) = min
(
d`D¯γn(u, v), d
r
D¯γn
(u, v)
)
with d`
D¯γn
(u, v) and dr
D¯γn
(u, v) denoting the number of edges required to traverse from u to v on the
circle D¯γn in a clockwise or counter-clockwise manner. It follows from Equation (5.9) that
sup
u,v∈Dγn
|d`D¯γn(u, v)− d
`
F (uF , vF )/(1− νD)| = Op(L˜nn1/α)
and likewise for dr
D¯γn
and drF . Consequently, it holds that
sup
u,v∈Dγn
|dD¯γn(u, v)− dF (uF , vF )/(1− νD)| = Op(L˜nn1/α).
By Equation (5.8) this means that
f(Dγn) = sup
u,v∈Dγn
|(1− νD)dD¯γn(u, v)− dDγn(u, v)| = Op(L˜nn1/α).

Remark 5.5. Let µn denote the uniform distribution on the vertices of D
γ
n, and µ the uniform
distribution on the circle C1. Lemma 5.4 implies that(
Dγn,
1
n(1− νD)dD
γ
n
, µn
)
d−→ (C1, dC1 , µ)
in the Gromov–Hausdorff–Prokhorov sense.
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We denote the height of a plane tree T by H(T ). Recall that the Lukasiewicz path W (T ) =
(Wk(T ))1≤k≤|T | of T is defined by ordering its vertices in depth-first-search order v1, . . . , v|T | and
setting
Wk(T ) =
k−1∑
i=1
(d+T (vi)− 1), 1 ≤ k ≤ |T |.
The depth-first-search always tries to proceed to the left-most offspring of the current vertex. We
may also consider the reverse depth-first-search list vˆ1, . . . , vˆ|T | of vertices of T , where in each step
we try to proceed with the right-most offspring instead. We define the mirrored Lukasiewicz path
Wˆ (T ) = (Wˆk(T ))1≤k≤|T | by
Wˆk(T ) =
k−1∑
i=1
(
d+T (vˆi)− 1
)
We call a random plane tree T mirror invariant, if W (T)
d
= Wˆ (T). This is equivalent to stating that
the distribution of T does not change if we reverse the ordering in each offspring set.
We let Xexc,(α) = (X
exc,(α)
t )0≤t≤1 denote the normalized excursion of the α-stable spectrally posi-
tive Le´vy process. We refer to Bertoin’s book [4] for background information on Le´vy processes, and
to [10] for details on this particular process. This process lives on the Skorokhod space D([0, 1],R)
of real valued functions that are ca`dla`g, that is, they are continuous from the right and have left-side
limits. See [18, Ch. VI] for details on this classical space of functions.
Lemma 5.4 ensures that ”large” dissections in Oωn asymptotically look like circles. The following
result will aid us in showing that ”small” dissections do not contribute to the asymptotic geometric
shape. Its proof is based on the proof of [10, Thm. 4.1].
Lemma 5.6. Let (Tn)n≥1 denote a sequence of mirror invariant random finite plane trees. Suppose
that there exists a sequence Bn of positive real numbers such that the Lukasiewicz path (W
n
k )1≤k≤|Tn| :=
Wk(Tn) corresponding to Tn satisfies(
1
Bn
Wnbt|Tn|c
)
0≤t≤1
d−→Xexc,(α)(5.10)
in the Skorokhod space D([0, 1],R). Suppose that additionally
H(Tn) = op(Bn).(5.11)
Then for any  > 0 there is a δ > 0 such that for all large enough n
P
max
v∈Tn
∑
u ancestor of v
d+Tn(u)1d+Tn (v)≤δBn
≥ Bn
 < .(5.12)
Proof. Let v1, . . . , v|Tn| denote the depth-first-search ordered list of vertices of the tree Tn. For any
vertex v ∈ Tn we may consider the indices 1 = i1 < i2 < . . . < ik such that vi1 , . . . , vik is the path
from the root v1 to the vertex v = vik . Of course, the indices depend on v, but for the sake of
readability we are not going to denote this explicitly. (The inclined reader may imagine an invisible
superscript v on each index and on k, that is, iv` instead of i`, and k
v instead of k.)
Let us call any sibling of a vertex in a plane tree that lies to its right a ”right-sibling”, and likewise
any sibling that lies to its left a ”left-sibling”. Then Wnik counts the number of right-siblings of the
ancestors of v. Moreover, as Wn1 = 0, we may write
Wnik =
k∑
`=2
(Wni` −Wni`−1)
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Here Wni` −Wni`−1 counts the number of right-siblings of vi` . Similarly, if vˆ1, . . . , vˆ|Tn| is the reverse
depth-first-search ordered list of vertices of Tn, we may consider the indices 1 = j1 < j2 < . . . < jh
such that vˆj1 , . . . , vˆjh is the path from the root vˆ1 to the vertex v = vˆjh . We may write∑
u ancestor of v
d+Tn(u) = W
n
ik
+ Wˆnjh + hTn(v),
with hTn(v) denoting the height of the vertex v in the tree Tn. If the degree of an ancestor u of v
is at most δBn, then u has at most δBn left-siblings and at most δBn right-siblings. This allows us
to write for any δ > 0
∑
u ancestor of v
d+Tn(u)1d+Tn (v)≤δBn
≤ H(Tn) +
k∑
`=2
(Wni` −Wni`−1)1(Wni`−Wni`−1 )≤δBn
+
h∑
`=2
(Wˆnj` − Wˆnj`−1)1(Wˆnj`−Wˆnj`−1 )≤δBn .
For any  > 0 it holds that if the left-side of this inequality is at least Bn, then at least one of the
three summands on the right-hand side is at least Bn/3. Hence
(5.13) P
(
max
v∈Tn
k−1∑
`=1
d+Tn(vi`)1d+Tn (vi` )≤δBn
≥ Bn
)
≤ P(H(Tn) ≥ Bn/3)
+ 2P
(
max
v∈Tn
k∑
`=2
(Wni` −Wni`−1)1(Wni`−Wni`−1 )≤δBn ≥ Bn/3
)
.
We also assumed that H(Tn) = op(Bn), so the first summand on the right hand side tends to
zero as n becomes large. Hence in order to verify Inequality (5.12), we need to show that we may
choose δ sufficiently small (depending on ) such that the second summand in (5.13) is smaller than
/2 for sufficiently large n.
We are going to prove this by contradiction. Suppose that there is an  > 0 such that for each
δ > 0 it happens for infinitely many n that there is a vertex v ∈ Tn with
P
(
k∑
`=2
(Wni` −Wni`−1)1(Wni`−Wni`−1 )≤δBn/3 ≥ Bn/3
)
> /2.(5.14)
(Recall that the indices i1, . . . , ik and k depend on v, but we suppress the super-scripted v in order
to improve readability.) It follows that there is a sequence of positive numbers δn → 0 and a
subsequence of the natural numbers such that Inequality (5.14) holds for δ = δn as n tends to
infinity along this subsequence. The random variable k/|Tn| lies in the unit interval. The space
of Borel-probability measures on the compact unit interval is compact in the topology of weak
convergence. It follows that, by passing to another subsequence, we may without loss of generality
assume that there is a random number t0 ∈ [0, 1] such that k/|Tn| d−→ t0.
For all f ∈ D([0, 1],R) and a, b ∈ [0, 1] with a ≤ b let us write a 4f b if
xba(f) := inf
x∈[a,b]
f(x)− f(a−) ≥ 0.
It was shown in [10, Cor. 3.4] that almost surely for all b ∈ [0, 1]
X
exc,(α)
b =
∑
04
Xexc,(α)
a4
Xexc,(α)
b
xba(X
exc,(α)).
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This sum is finite for all b since Xexc,(α) is a bounded function, just like any other ca`dla`g function
on a compact interval. Hence
P
( ∑
04s4t0
xt0s (X
exc,(α))1
x
t0
s (Xexc,(α))≤δn ≥ /3
)
= o(1).(5.15)
On the other hand, setting wn :=
(
1
Bn
Wnbt|Tn|c
)
0≤t≤1
it holds that
B−1n
k∑
`=2
(Wni` −Wni`−1)1(Wni`−Wni`−1 )≤δnBn =
∑
04wna4wnk/|Tn|
xk/|Tn|a (wn)1xk/|Tn|a (wn)≤δn .
It follows from this and (5.15), from the limit (5.10), and [10, second display after Equation (4.8)],
that the probability on the left-hand side of Inequality (5.14) tends to zero as n becomes large
along the subsequence we fixed. We have thus arrived at the desired contradiction, completing the
proof. 
The limit (5.10) and properties of the Skorokhod topology entail that the jumps of the rescaled
Lukasiewicz path of Tn converge towards the jumps of X
exc,(α). Like any ca`dla`g function on a
compact interval the excursion Xexc,(α) has only finitely many jumps of height at least . This
shows that for any  > 0 it holds that
|{v ∈ Tn | d+Tn(v) ≥ Bn}| = Op(1).(5.16)
The distribution of the size of the largest jump (that is, the limit distribution of the rescaled
maximum degree (∆(Tn) − 1)/Bn) is given in [19, Formula (19.97)]. For our purposes, it will be
enough to know that the limit (5.10) implies
∆(Tn) = Op(Bn).(5.17)
We now have all the ingredients for proving Lemma 5.1.
Proof of Lemma 5.1. Setting
B˜n = |Γ(1− α)|1/α inf{x ≥ 0 | P(ξ > x) ≤ 1/n}
it follows from Lemma 5.3 and [24, Thm. 6.1] that the Lukasiewicz path (Wk(τOn ))0≤k≤|τOn | of the
tree τOn satisfies (
1
B˜|τOn |
Wbt|τOn |c(τOn )
)
0≤t≤1
d−→Xexc,α.
By [24, Rem. 5.10] the scaling factor 1
B˜|τOn |
may be replaced by 1Bn with
Bn =
B˜n
P(ξ = 0)1/α
=
( |Γ(1− α)|
1− r
)1/α
inf{x ≥ 0 | P(ξ > x) ≤ 1/n}.
It follows from Karamata’s theorem that
P(ξ > k) ∼ Lk(1− r)
α+1
(1− s(r))rααk
−α
as k becomes large. Hence
inf{x ≥ 0 | P(ξ > x) ≤ 1/n} ∼
(
Ln(1− r)α+1
(1− s(r))rααn
)1/α
.
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Consequently, using Γ(1− α) = −Γ(−α)α,
Bn ∼
(
nLnΓ(−α)
1− s(r)
)1/α 1− r
r
= bn.
Summing up, we have that (
1
bn
Wbt|τOn |c(τOn )
)
0≤t≤1
d−→Xexc,α.(5.18)
Likewise, [24, Thm. 5.9, Rem. 5.10] and 1 < α < 2 imply that
H(τOn ) = op(bn).(5.19)
Hence in the following we may apply Lemma 5.6 to the random tree τOn .
For any two vertices u, v ∈ τOn let P (u, v) denote the unique path from u to v in the tree τOn . The
distortion of the canonical correspondence between Oωn and the rescaled map (1−νD)O¯ωn is bounded
by the maximum sum of penalties of the dissections along the paths in the tree τOn . Hence
dGH
(
(O¯ωn , (1− νD)dO¯ωn), (Oωn , dOωn)
)
≤ max
u,v∈τOn
∑
x∈P (u,v)
f(δOn (x)).(5.20)
The path P (u, v) passes through the youngest common ancestor a of the vertices u and v. If for
any vertex x ∈ τOn we write Sx for the sum of penalties along the path from the root to x, then∑
x∈P (u,v)
f(δOn (x)) = Su + Sv − 2Sa + f(δOn (a)).
It follows from Inequality (5.20) that
dGH
(
(O¯ωn , (1− νD)dO¯ωn), (Oωn , dOωn)
)
≤ 3 max
v∈τOn
Sv.(5.21)
Let δ be an arbitrary positive number. For any vertex v we may write
Sv =
∑
u ancestor of v
f(δOn (u)) = S
<δ
v + S
≥δ
v
with S<δv denoting the sum Sv restricted to all u with degree smaller than δbn, and analogously S
≥δ
v
denoting the sum restricted to all u with degree at least δbn. Let  > 0 be given. By Lemma 5.6
and Inequality (5.5) we may choose δ small enough (depending on ) such that for sufficiently large
n
P(max
v∈τOn
S<δv ≥ bn) < .(5.22)
By Equation (5.16) the number of vertices in the tree τOn with outdegree at least δbn is stochastically
bounded. Hence there is a positive large number M such that for large enough n
P(|{v ∈ τOn | d+τOn (v) ≥ δbn}| > M) < .
By Equation (5.17) we may assume that M is also large enough such that for all n
P(∆(τOn ) ≥Mbn) < .
It follows that for sufficiently large n we may bound the probability P(maxv∈τOn S
≥δ
v ≥ bn) by
2+ P(max
v∈τOn
S≥δv ≥ bn, |{v ∈ τOn | d+τOn (v) ≥ δbn}| < M,∆(τ
O
n ) ≤Mbn).
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Figure 6. On the top left is an example of a chord-less outerplanar map O¯. The outer-
planar map O˜ on the top right is obtained from O¯ by expanding each of the cutvertices
in O¯ into a line graph which is depicted with a thick line in O˜. A correspondence is built
by letting each cutvertex correspond to the vertices of the thick line, e.g. the vertex a
corresponds to the vertices a1, a2, a3, a4. The associated tree T and discrete looptree
L (T) are depicted on the bottom line.
By Lemma 5.4 we know that f(Dγk) = op(k) as k → ∞. Hence if there are at most M large
dissections in Oωn (with ”large” meaning having at least δbn vertices), each having size less than
Mbn, then the sum of their penalties is op(bn). Hence
P(max
v∈τOn
S≥δv ≥ bn) ≤ 3(5.23)
for large enough n. As  > 0 was arbitrary, Inequalities (5.21), (5.22), and (5.23) imply that
dGH
(
(O¯ωn , (1− νD)dO¯ωn), (Oωn , dOωn)
)
= op(bn) = op((Lnn)
1/α).

5.4. Proving Lemma 5.2. The idea for proving Lemma 5.2 is to combine the coupling of Lemma 4.3
with scaling limit results for random looptrees by Curien and Kortchemski [10]. The latter may be
applied due to the asymptotic expansions in Lemma 5.3.
Proof of Lemma 5.2. By Lemma 4.3, we may sample the outerplanar map Oωn such that it corre-
sponds to a simply generated tree with leaves as atoms τOn that is decorated with random dissections
of polygons. Let L (τOn ) denote the discrete loop-tree corresponding to τOn .
We claim that
dGH
(
(O¯ωn , dO¯ωn), (L (τ
O
n ), dL (τOn ))
)
≤ 2H(τOn ) + 1.(5.24)
To see this, we define an intermediate object which will clarify how to choose a good correspondence
between the vertex sets of O¯n and L (τOn ).
Let O¯ be an outerplanar map in which each dissection is simply a polygon without any chords.
Let T be the corresponding tree with leaves as atoms as defined in Subsection 4.2, and let L (T)
be the corresponding discrete looptree. We define an intermediate object O˜ by expanding each
cutvertex of O¯ into a line graph with a length which equals the number of blocks attached to the
cutvertex. The corresponding blocks are then attached, one by one, to this line in the same order as
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they appear around the cutvertex. Each line will have one remaining endpoint of degree one which
no block is attached to. See top of Fig. 6 for an illustration.
We define a correspondence between O¯ and O˜ by letting each cutvertex in O¯ correspond to vertices
on the associated line graph in O˜ and other vertices have an obvious correspondence. The tree T
is obtained from O˜ by keeping the same vertex set and modifying the edges in a simple way as is
evident from Fig. 6. The discrete looptree L (T), which also shares the same vertex set as T, will
then have a canonical correspondence with O˜. It is now straightforward to see that the Gromov–
Hausdorff distance between O¯ and O˜ is at most 2H(T) and that the Gromov–Hausdorff distance
between O˜ and L (T) is at most 1. Then (5.24) follows from the triangle inequality.
By Equation (5.18) and the scaling limit [10, Thm. 4.1], it follows that
(L (τOn ), b
−1
n dL (τOn ))
d−→ (Lα, dLα).
Consequently, by the inequality (5.24) and by Equation (5.19) which tells us that H(τOn ) = op(bn)
it follows that
(O¯ωn , b
−1
n dO¯ωn)
d−→ (Lα, dLα).

6. Proofs in the circle regime
Proof of Theorem 3.5. By arguments identical to those in the proof of Lemma 5.3, we see that the
tree T Dn is distributed like a Galton–Watson tree conditioned on having n vertices, with offspring
distribution ξ(T D) satisfying
P(ξ(T D) = k) ∼ 1
1− s(r)Lkk
−α−1,
and that the tree τOn is distributed like a Galton–Watson tree conditioned on having n leaves, with
branching distribution ξ satisfying
P(ξ = k) ∼ Lk(1− r)
α+1
(1− s(r))rα k
−α−1.
As
P(ξ = k) = ρk−1D [z
k−1]Dγ(z)
and P(ξ = k) ∼ P(ξ = k − 1), this implies that
[zk]Dγ(z) ∼ ρ−kD P(ξ = k).
Note that νD < 1 and Lemma 3.4 imply Dγ(ρD) = τD = r < 1. This allows us to apply [15, Thm.
4.8, 4.30] to deduce that
[zk]φO(z) ∼ SEQ′(Dγ(ρD))[zk]Dγ(z)
=
1
(1− r)2
Lk(1− r)α+1
(1− s(r))rα k
−α−1ρ−kD .
Here it holds that ρD = τD/φD(τD) = r(1− s(r)).
As νO < 1, it follows that τO = ρD = r(1−s(r)). The tree T On is distributed like a Galton–Watson
tree conditioned on having n vertices, with the offspring distribution ξ(T O) satisfying
P(ξ(T O) = k) = τkO([zk]φO(z))/φO(τO)
∼ Lk(1− r)
α
(1− s(r))rαk
−α−1.(6.1)
Note that E[ξO] = νO < 1.
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Having this asymptotic expansion at hand, we may argue similarly as in Lemma 5.4 to show
that Oωn (equipped with the uniform measure on its vertices) may be approximated in the Gromov–
Hausdorff–Prokhorov sense by a large dissection. The convergence of this dissection towards a circle
equipped with a uniform point then follows analogously as in Remark 5.5, yielding convergence for
Oωn .
Let us make this explicit. Recall that the outerplanar map Oγn corresponds via a combinatorial
bijection to the enriched tree (T On , βOn ). The family βOn assigns to each vertex v ∈ T On an ordered
sequence of dissections βOn (v). Similarly as in the proof of Lemma 5.4, we let u∗ ∈ T On denote
the lexicographically first vertex with maximal outdegree. We let An denote the tree obtained by
cutting away all descendants of the vertex u∗ and let (T in)1≤i≤d+T On (u
∗) denote the ordered family of
fringe subtrees dangling from u∗.
It follows from [19, Thm. 20.1] that the pruned tree An converges in the local weak sense towards
an almost surely finite tree. Hence its size is stochastically bounded. As for the fringe subtrees,
Kortchemski’s results [26, Thm. 1, Thm. 3] imply that there is a slowly varying sequence (L˜n)n≥1
such that the sequence Cn := L˜nn
1/α satisfies
d+T On (u
∗) = (1− νO)n+Op(Cn)(6.2)
and such that the process Zk := |T 1n |+ . . .+ |T kn | satisfies
max
1≤k≤d+T On (u
∗)
|Zk − k/(1− νO)| = Op(Cn).(6.3)
Moreover, by a general Gibbs partition result [34, Thm. 3.1] it follows that the largest dissection
in the ordered sequence βOn (u∗) of dissections has size d
+
T On (u
∗) +Op(1). Thus, the outerplanar map
Oγn consists of a giant dissection D(Oωn) of size
|D(Oωn)| = (1− νO)n+Op(Cn)(6.4)
such that each vertex vk of its counter-clockwise ordered vertices v1, . . . , v|D(Oωn | is identified with
the root-vertex of some outerplanar map Ok with maximal size
max
1≤i≤|D(Oωn)|
|Oi| = Op(Cn).(6.5)
One of the Ok corresponds to the union of An and a stochastically bounded number of fringe subtrees
dangling from of u∗, and each of the other Ok corresponds to one of the remaining fringe subtrees
dangling from u∗. It follows from (6.3) that
max
1≤k≤|D(Oωn |
||O1|+ . . . |Ok| − k/(1− νO)| = Op(Cn).(6.6)
Let us say that each vertex v ∈ Oωn corresponds to the unique vertex vk ∈ D(Oωn) with v ∈ Ok.
It follows from (6.5) that the distortion of this correspondence has order Op(Cn). That is, the
Hausdorff distance between the space (Oωn , dOωn) and the subspace (D(O
ω
n), dD(Oωn)) lies in Op(Cn).
Let x ∈ Oωn be drawn uniformly at random and let vk(x) ∈ Dωn be its corresponding vertex on the
dissection. It follows from (6.5) that the Prokhorov-distance between the distribution of x and vk(x)
lies in Op(Cn). Hence, the distributions L(x) and L(vk(x)) of the random points of x and vk(x)
satisfy
dGHP
((
Oωn ,
1
n(1− νD)(1− νO)dO
ω
n
,L(x)
)
,
(
D(Oωn),
1
n(1− νD)dD(Oωn),L(vk(x))
))
d−→ 0.(6.7)
For any k ≥ 1 it holds that
P(k(x) ≤ k) = E [|O1|+ . . .+ |Ok|] /n.
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By dominated convergence and Equations (6.4) and (6.6) it follows that k(x)n(1−νO) converges weakly
towards a uniform point of the unit interval [0, 1]. Consequently, if µ′n denotes the uniform measure
on the vertices D(Oωn), it follows that
dGHP
((
D(Oωn),
1
n(1− νD)dD(Oωn),L(vk(x))
)
,
(
D(Oωn),
1
n(1− νD)dD(Oωn), µ
′
n)
))
d−→ 0.(6.8)
Let µn denote the uniform distribution on the vertices of D
γ
n, and µ the uniform distribution on the
circle C1. By identical arguments as for Remark 5.5 it follows that(
Dγn,
1
n(1− νD)dD
γ
n
, µn
)
d−→ (C1, dC1 , µ)
in the Gromov–Hausdorff–Prokhorov sense. As (D(Oωn) | |D(Oωn)| = k) d=Dk(Oωn) for any k, it
follows from Equation (6.4) that(
D(Oωn),
1
n(1− νD)dD(Oωn), µ
′
n
)
d−→ (C1, dC1 , µ).
Together with the limits (6.7) and (6.8) this implies that(
Oωn ,
1
n(1− νD)(1− νO)dO
ω
n
,L(x)
)
d−→ (C1, dC1 , µ).

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