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The manner in which transport properties vary over the entire parameter-space of coupling and
magnetization strength is explored for the first time. Four regimes are identified based on the
relative size of the gyroradius compared to other fundamental length scales: the collision mean free
path, Debye length, distance of closest approach and interparticle spacing. Molecular dynamics
simulations of self-diffusion and temperature anisotropy relaxation spanning the parameter space
are found to agree well with the predicted boundaries. Comparison with existing theories reveals
regimes where they succeed, where they fail, and where no theory has yet been developed.
I. INTRODUCTION
One of the most fundamental characteristics of plas-
mas is the ability for magnetic fields to strongly influence
the transport of particles, momentum and energy. Using
magnetic fields to control these properties is the basis
for many applications, ranging from magnetic fusion en-
ergy to charged particle traps. In addition to magnetiza-
tion, transport properties are fundamentally influenced
by the strength of Coulomb interactions. Although great
progress has been achieved in understanding collisional
transport processes in asymptotic regimes of either weak
or strong Coulomb coupling, or weak or strong magne-
tization, how these regimes merge, and what determines
their boundaries, remains an open question. A better un-
derstanding of the conditions where reliable theory does
or does not exist is critical to progress in several mod-
ern research areas that encounter plasmas spanning vast
ranges of both coupling and magnetization strengths, in-
cluding inertial confinement fusion [1], white dwarf and
neutron stars [2, 3], charged particle traps [4], and fun-
damental physics experiments such as dusty [5, 6], ultra-
cold [7], and nonneutral plasmas [8].
Here, each of the transport regimes that exist in the
phase space of magnetization and coupling strength are
identified. Molecular dynamics (MD) simulations of self-
diffusion and temperature anisotropy relaxation are used
to quantify how properties smoothly transition from one
regime to another, sometimes over decades, in this pa-
rameter space. Here, “transport regime” refers to the
conditions of temperature, density and magnetic field
strength at which transport properties arise from identi-
fiable underlying physical mechanisms. To quantify these
regimes, we focus on the one-component plasma (OCP)
model [9, 10]. Experimental and naturally occurring
plasmas are often complicated systems in which the mag-
netization and coupling strength of electrons and ions can
differ widely, requiring multi-component models. MD
simulations of the OCP allow for first-principles compu-
tations that are not possible with more complete models,
enabling rigorous tests of transport theory. The magne-
tized OCP is characterized by just two dimensionless pa-
rameters: the coupling strength Γ=(e2/a)/(kBT ), which
is the ratio of the Coulomb potential energy at the aver-
age interparticle spacing a=(3/4pin)1/3 to the average ki-
netic energy, and the magnetic field strength β = ωc/ωp,
which is the ratio of the gyrofrequency ωc = eB/mc to
the plasma frequency ωp =
√
4pie2n/m.
The influence of magnetization on collisional transport
in weakly coupled plasmas (Γ 1) has been the subject
of numerous works throughout the years [11–28]. Four
regimes have been identified depending on the magnitude
of the gyroradius rc =
√
kBT/m/ωc compared to, with
increasing β, the Coulomb collision mean free path λcol,
the Debye length λD =
√
kBT/(4pie2n) and the distance
of closest approach (i.e., the Landau length) times
√
2:
rL =
√
2e2/kBT [29]. The boundaries of these regimes
are shown in Fig. 1a in the Γ − β plane (see black lines
at Γ 1). By extrapolating these lines towards larger Γ
values, the figure immediately suggests a remarkable re-
sult: the four regimes relevant to weakly coupled plasmas
collapse with increasing Γ into two regimes. By extend-
ing the simple arguments based on the ratio of length
scales characterizing microphysical processes, we hypoth-
esize that the boundaries identified in Fig. 1 define four
transport regimes in the Γ−β plane. One of these is the
unmagnetized regime, where transport rates are expected
to be independent of magnetic field strength. The other
three are magnetized plasma regimes, and are labeled ac-
cording to the increasing influence of the magnetic field
(weak, strong and extreme magnetization).
Figure 1b shows the same regimes in terms of density
and temperature at two magnetic field strengths, show-
ing that the boundary between weak and strong magne-
tization depends only on the density, while the boundary
between strong and extreme magnetization depends only
on the temperature. The plots were obtained using the
electron mass. Equivalent figures for ions are obtained
by multiplying the magnetic field values by the square
root of the mass ratio:
√
mi/me.
This paper is organized as follows. Section II describes
the predicted regime boundaries based on the length scale
arguments given above. Section III describes the MD
simulation method used to determine the self-diffusion
coefficients and temperature anisotropy relaxation rate
of the OCP. Results showing agreement between the MD
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FIG. 1. (a) Magnetization-coupling phase space indicating
the regimes described in Sec. II, and the parameter location
for each of the videos provided as supplementary material:
(Γ, β) = (1, 0.1), (0.1,0.5), (0.1,5) and (1,50). (b) A projec-
tion of the four regimes from panel (a) onto the temperature-
density plane for two magnetic field strengths: 10−3 T (black
lines) and 104 T (light blue lines). Here, the electron mass
was used.
simulations and predicted regime boundaries are pro-
vided in Sec. IV, along with a comparison with theoretical
predictions in regimes where predictions are available.
II. REGIMES
A. Unmagnetized (rc&λcol)
When the gyroradius exceeds the Coulomb collision
mean free path, the magnetic field does not significantly
influence collisional transport. To estimate λcol beyond
the weakly coupled regime, we apply the effective po-
tential theory (EPT) [30, 31], which was recently shown
to accurately extend traditional plasma transport theory
into the strong coupling regime. For the OCP, the EPT
predicts λcol = λD/0.32Γ
3/2Ξ(Γ), where Ξ(Γ) is a gener-
alized Coulomb logarithm dependent only on Γ, so that
regime 1 is defined by
β . 0.32Γ3/2Ξ(Γ) . (1)
The calculation of Ξ is explained in [30, 31], and in
Appendix A. An expression accurate over the range of
coupling strength considered here is Ξ(Γ) = 0.65 ln[1 +
2.15/(
√
3Γ3/2)]. This model gives predictions for both
self-diffusion coefficients and temperature relaxation
rates of the OCP that are in excellent agreement with
MD simulations.
B. Weakly Magnetized (max{λD, a¯}.rc.λcol)
In this regime, commonly called the Braginskii
regime [13], the plasma is magnetized but the gyroradius
is greater than the distance over which Coulomb inter-
actions occur: the maximum of the Debye length, λD,
or an approximate interparticle spacing, a¯ = a/
√
2 [32].
Here, the magnetic field can influence the macroscopic
transport coefficients, because the distribution function
is more easily distorted along the magnetic field than
across it, but not the microphysical process of scatter-
ing. Thus, in a kinetic theory, magnetization is expected
to influence the convective terms, but not the collision
operator [13]. For the OCP, regime 2 is defined by
0.32Γ3/2Ξ(Γ) . β . min{1,
√
2/(3Γ)}. (2)
This is the most common regime in laboratory and mag-
netic fusion experiments; see Fig. 1b. It is often referred
to simply as the magnetized plasma regime, but here we
label it “weakly magnetized” to distinguish it from the
two distinct regimes described below.
C. Strongly Magnetized (rL.rc.λD)
In this regime, the plasma is so strongly magnetized
that the gyromotion occurs on the same microphysical
length scale as scattering, yet the gyroradius remains
larger than the Landau length, rL. This regime is only
relevant to weakly coupled plasmas because rL and λD
merge at Γ ' 0.5. For the OCP, regime 3 is defined by
1 . β . 1/
√
6Γ3. (3)
Since gyromotion occurs at the microscale in this regime,
one expects that magnetization influences both the con-
vective and collision terms in the kinetic theory [19].
D. Extremely Magnetized (rc.min{rL, a¯, λcol})
When the magnetic field is so strong that the gyro-
radius becomes the smallest length scale in the system,
3the magnetic field has an extreme influence on transport.
This occurs if the gyroradius is shorter than: rL at weak
coupling, a¯ at moderate coupling and λcol at strong cou-
pling. For the OCP, regime 4 is defined by
max{1/
√
6Γ3,
√
2/(3Γ), 0.32Γ3/2Ξ} . β. (4)
In this regime, the gyroradius is so small that the charged
particle motion is nearly one-dimensional. Videos show
particle motion along the magnetic field until encounter-
ing a neighbor on a nearly field line, followed by a 180◦
scattering event [33].
III. MOLECULAR DYNAMICS SIMULATIONS
MD simulations of self-diffusion parallel and perpen-
dicular to the magnetic field, as well as the rate of re-
laxation of a temperature anisotropy were used to test
the suggested regime boundaries. These processes were
chosen because they represent momentum and energy ex-
change processes, respectively, which show quite different
dependencies on the regime boundaries.
The simulations were performed as follows. N charged
particles interacting through the pure Coulomb interac-
tion in a uniform, neutralizing background were placed
in a cubic box of volume V . Periodic conditions were im-
posed on all boundaries. The particle trajectories were
determined by solving Newton’s equations of motion with
the time integrator of Spreiter and Walter [34] that ex-
tends the traditional Verlet integrator [35] to handle ar-
bitrarily strong static homogeneous external magnetic
fields. The force on an ion that results from its inter-
action with the external magnetic field, with the ions in
the simulation box and with those in the periodically
replicated cells were calculated using the Ewald sum-
mation technique. For numerical efficiency, the Ewald
sum was calculated with a parallel implementation of the
particle-particle-particle-mesh (P3M) method that simul-
taneously provides high resolution for individual encoun-
ters combined with rapid, mesh-based, long range force
calculations [36]. Time was normalized to the plasma
frequency ωp. The integration time step δt and the num-
ber of particles N given below were chosen in order to
conserve energy to < 10−5, and to ensure high enough
collision ability in the simulation cell (the calculations
are more demanding at small coupling due to long colli-
sion mean-free path). Specifically, for Γ ≤ 0.1, we used
N = 105 and δt = 10−3/ωp; for 0.1 < Γ < 1, N = 50000
and δt = 0.01/ωp; for Γ ≥ 1, N = 5000 and δ = 0.01/ωp.
Each simulation consisted of an equilibration phase of
length teq = Neqδt = 1000/ωp followed by a main run
phase of length trun. The initial particle positions at time
t = −teq were assigned randomly in the simulation box,
with a small region surrounding each particle excluded
to avoid initial explosion. The initial particle velocities
vi were sampled from a Maxwell-Boltzmann distribution
at the desired temperature T , i.e. at the desired value of
Γ. During the equilibration phase, velocity scaling [35]
was used to maintain the desired Γ value. The main run
phase varied depending on the physical property under
study.
A. Self-Diffusion Coefficients
Following the equilibration phase, velocity scaling was
turned off and the external magnetic field B = Bzˆ was
turned on. The system was then left to evolve freely
in the microcanonical ensemble for a duration trun =
5242.88/ωp. During this phase, the particle positions
and velocities were recorded at every timestep. After
the simulation was completed, the parallel and perpen-
dicular self-diffusion coefficients were evaluated from the
Green- Kubo relation,
D‖ =
1
N
N∑
i=1
∫ ∞
0
〈vz,i(t)vz,i(0)〉dt (5)
D⊥ =
1
2N
N∑
i=1
∫ ∞
0
[〈vx,i(t)vx,i(0)〉+ 〈vy,i(t)vy,i(0)〉] dt
(6)
using standard discretization techniques [36]. The length
of the simulation trun was chosen to ensure the conver-
gence of the Green-Kubo calculation, i.e. to ensure that
the time integral in Eqs. (5)-(6) reached a plateau value.
B. Temperature Anisotropy Relaxation Rate
At t = 0, velocity scaling was turned off, the external
magnetic field B = Bzˆ along the zˆ-direction was turned
on, and the particle velocities were rescaled to the desired
initial parallel and perpendicular temperatures as follows
vi,x(t = 0
+) = vi,x(0
−)
√
T⊥/T (7a)
vi,y(0
+) = vi,y(0
−)
√
T⊥/T (7b)
vi,z(0
+) = vi,z(0
−)
√
T‖/T . (7c)
The system was then left to evolve freely, i.e. in the
microcanonical ensemble, for a duration trun = 300/ωp.
During this period the instantaneous parallel and per-
pendicular temperatures, defined in terms of the particle
kinetic energies
T‖(t) ≡ 2
NkB
N∑
i=1
1
2
mv2i,z(t) (8a)
T⊥(t) ≡ 1
NkB
N∑
i=1
1
2
m
(
v2i,x(t) + v
2
i,y(t)
)
, (8b)
were monitored. In order to sample the initial statistical
distribution function
f =
n exp
(− mv2z2kBT‖ ) exp[−m(v2x+v2y)2kBT⊥ ]
pi3/2
(
2kBT‖/m
)1/2
(2kBT⊥/m)
(9)
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FIG. 2. (color online) Four transport regimes in the magnetic field strength (β) vs coupling strength (Γ) phase space: the color
of circles indicates the value of (a) log10(D‖/Do), (b) log10(D⊥/Do), and (c) log10(ν/νo) obtained from MD simulations.
and to compare the MD simulations to the predictions
of kinetic theories, Nsim = 25 independent runs were
performed with different initial conditions and averaged.
The averaging smooths out the fluctuations in the kinetic
energies inherent to microcanonical dynamics.
To obtain the relaxation rate ν, we assume that the
temperatures evolve according to the rate equations,
dT⊥
dt
= −1
2
dT‖
dt
= −ν(T⊥ − T‖) . (10)
The latter implies ddt∆T = −3ν∆T with ∆T = T‖ − T⊥.
In general, as predicted by kinetic theory, ν depends on
the time t through its dependence upon T‖ and T⊥. If
one assumes that the dependence is weak enough that ν
is constant on a short enough time scale ∆t beyond an
initial time t0 , then ∆T (t) = ∆T (t0)e
−3ν(t−t0) on this
time scale (more sophisticated treatments that take into
account the temperature dependence of ν are possible
(e.g. [37]) but we find that they do not affect the results
in any significant manner). The MD simulations confirm
that T‖−T⊥ indeed decays exponentially for coupling pa-
rameters Γ<1 but only following a short transient period
of duration t0 of order ω
−1
p (for illustration, see Fig. 4b in
[38]). For Γ ≥ 1, as discussed in the main text, the tem-
perature evolution is never exponential and the notion of
relaxation rate defined based on the rate equations (10)
does not apply. The initial transient period describes the
dependence on initial correlations, which are discarded in
the kinetic theories. In practice, the relaxation rate ν was
obtained by fitting the MD data to the analytical solu-
tion ∆T (t0)e
−3ν(t−t0) over the time interval [t0, t0 + ∆t]
with the time t0 chosen right after the early transient
behavior (the data shown are obtained with t0 = 1/ωp)
and with t0 + ∆t chosen where the exponential behavior
switches slope as a consequence of the dependence of ν
on the time t (Figure 4a in [38] illustrates this procedure
when B = 0).
IV. RESULTS
A. Identification of Regime Boundaries
Figure 2 shows that the MD results confirm the
predicted regime boundary locations and quantify the
smooth transitions between them. The color of the cir-
cles indicates the magnitude of D‖/Do (panel a), D⊥/Do
(panel b), and ν/νo (panel c) on a logarithmic scale.
Here, Do is the self-diffusion coefficient and νo the tem-
perature anisotropy relaxation rate obtained from MD
simulations of the unmagentized OCP at each value of Γ.
As predicted, when qualitative changes in transport co-
efficients occur, they do so at regime boundaries. For ex-
ample, the uniformly yellow color of the circles through-
out region 1 indicates that each of the transport coef-
ficients is equal to its value in the unmagnetized OCP.
As expected, deviations occur in some of the transport
coefficients, but not all, as different boundary lines are
crossed. For example D⊥/Do changes profoundly when
the rc = λcol line is crossed, whereas D‖ changes in the
transition from region 1 to 4, but not in the transition
from region 1 to 2. Each boundary can be distinguished
by qualitative changes in one or more of the transport
coefficients. The most difficult transition to distinguish
on Fig. 2 is that from regions 2 to 3, but, as seen below,
it is easily identified via a change of scaling with β.
B. Self-Diffusion
Figure 3a shows the first test of Braginskii transport
theory using MD simulations. For the OCP, this theory
predicts that to lowest order in the distribution function
expansion,
D‖
a2ωp
=
√
pi/3
Γ5/2
1
Ξ
(11)
and
D⊥ = D‖
(
1 + 3pi
β2
Γ3Ξ2
)−1
. (12)
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FIG. 3. (color online) (a)-(d) D‖ (circles) and D⊥ (squares) obtained from MD simulations. Solid lines in (a) and (b) show
predictions of the EPT theory, and the dash-dotted lines show the predictions of the coupled mode theory of Marchetti et al
from Eq. (13). Solid lines in (c) and (d) show Do obtained from MD. The vertical dotted lines indicate the boundaries from
Fig. 2. Panels (e)-(h) show the velocity autocorrelation functions at Γ = 0.25 (e,f) and Γ = 100 (g,h).
At weak coupling, Ξ→ ln Λ where Λ = 1/(√3Γ3/2), and
this can be extended to higher coupling by computing Ξ
using the EPT [30, 31]. Figure 3a shows excellent agree-
ment between MD and the Braginskii theory in regions
1 and 2, including the independence of D‖ on B and the
B−2 scaling of D⊥ in region 2 (at Γ = 0.25, Ξ ≈ ln Λ).
Figure 3b shows for the first time that the Braginskii
theory can be extended to moderate coupling using the
EPT.
The transition from region 2 to 3 shows a surprising
new result. Standard kinetic theories addressing region 3
predict that the only change from the traditional Bragin-
skii result is that the gyroradius sets the maximum im-
pact parameter, modifying the Coulomb logarithm from
ln(λD/rL) = ln Λ to ln(rc/rL) = ln(Λ/β) [12, 17]. Since
Braginskii theory predicts D‖ ∝ 1/ ln Λ and D⊥ ∝ ln Λ
in region 3, and β > 1 in this regime, a change from
ln Λ to ln(Λ/β) implies that these standard theories pre-
dict an increase in D‖ and a decrease in D⊥ compared
to the nominal Braginskii prediction (solid lines). It is
interesting to observe that the MD data show the oppo-
site trend. This calls into question the ability of these
theories to address diffusion. It may be evidence for the
recollision mechanism proposed by Dubin [28], but we are
unable to directly compare with this because it consid-
ered velocity-space diffusion rather than spatial diffusion.
Region 3 is also observed to be consistent with Bohm
scaling (D⊥ ∝ B−1) [39]. Bohm scaling has been ob-
served for decades in plasma experiments, notably in
magnetic fusion experiments, but it is usually attributed
to wave-particle scattering due to instabilities or turbu-
lence [40, 41], or to collisions between charged particles
and neutrals [42]. Since our simulations were conducted
at equilibrium, the plasma was stable, and the trans-
port was solely due to Coulomb collisions. Bohm scaling
of D⊥ has been previously observed in simulations of a
guiding center model of 2D systems by Taylor and Mc-
Namara [43]. It was also observed in 2D and 3D parti-
cle simulations by Dawson et al [15, 16] at the highest
magnetic fields simulated. However, the latter simula-
tions also observed a region where D⊥ was independent
of magnetic field (∝ B0) over a rage of magnetic fields
that would correspond to our predicted region 3. We did
not observe such a D⊥ ∝ B0 region at high field in our
simulations (only in region 1). We note also that, due to
computational limitations, these early simulations were
limited to small numbers of particles.
Theories have been proposed that predict Bohm scal-
ing at high magnetic field strength in weakly coupled
plasmas. However, we are unaware of any that are able
to provide quantitative agreement with the data in Fig. 3.
For example, Marchetti et al [20] developed a mode-
coupling theory, which predicts that coupling to upper
hybrid modes dominates particle diffusion at sufficiently
high field strength. The predicted perpendicular diffu-
sion coefficient in the high field limit is D⊥ = D
(o)
⊥ +D
cm
⊥ ,
6where the coupled mode contribution is
Dcm⊥ =
3
√
pi
2
β(
√
3Γ3/2)1/2
(
νc
ωp
)1/2
D
(o)
⊥ . (13)
Here, νc is the Coulomb collision frequency and D
(o)
⊥ is
the nominal Braginskii prediction. Reference [20] focused
on strong magnetic fields and used the high field limit
of Eq. (12) for D
(o)
⊥ . To match this with the low field
limit, and to extend it to moderate coupling, we evalu-
ate D
(o)
⊥ using Eq. (12) and the collision frequency using
EPT νc/ωp = 0.32Γ
3/2Ξ. Figures 3a and b show that,
although Eq. (13) predicts Bohm scaling in region 4, the
results of this theory do not quantitiatively agree with
the MD results. We also note that this theory predicts
transport regime boundaries that differ from those pro-
posed here.
The observation of Bohm scaling in region 3 due solely
to collisional transport is an intriguing result, especially
since electrons in many experiments can be found in this
regime; see Fig. 1b. However, at the lowest coupling
strength simulated (Γ = 0.25) region 3 is sufficiently nar-
row that it is difficult to draw a definitive conclusion.
Transitions between regimes are observed to be gradual,
sometimes occurring over a decade in β, so it is diffi-
cult to distinguish if the observed scaling is a property
of region 3, or a transition to region 4. We note that
a recent experiment on ultracold plasma expansion in
the presence of a magnetic field, where the plasma pa-
rameters are predicted to lie in region 3, could only be
accurately modeled if the perpendicular diffusion coeffi-
cient was taken to have Bohm scaling (rather than the
expected Braginskii scaling) [7]. This experiment also
confirmed that no instabilities were present in the plasma
that would cause significant wave-particle scattering (i.e.,
the transport was dominated by Coulomb collisions).
Figures 3c and d show the diffusion coefficients at
strong Coulomb coupling, where regions 2 and 3 are com-
pletely absent. The plasma transitions directly from the
unmagnetized regime 1, where D‖ and D⊥ are both in-
dependent of B, to the extremely magnetized regime 4,
where they both scale as B−1. This regime was studied
in previous 3D MD simulations by Ott and Bonitz [9].
The data shown in Figs. 2 and 3c and d are consistent
with [9]. Here, we identify the boundary separating the
D⊥ ∝ B0 and D⊥ ∝ B−1 regimes as the location where
rc = λcol. In region 4, although D⊥ ∝ B−1, the scaling
of D‖ with B changes with Γ: D‖ ∝ B0 at weak cou-
pling, but D‖ ∝ B−1 at strong coupling. Thus, region 4
may be properly split into 2 sub-regions separated by the
Γ = 1 boundary. We also note that 2D MD simulations
of strongly coupled plasmas have also been provided in
region 4 [44, 45].
Strong magnetization is observed to give rise to caging
of particles. Caging is a characteristic feature of strongly
coupled plasmas [46], but here it is observed to occur even
at small Γ if the magnetic field is sufficiently strong. Fig-
ures 3e-h show the velocity autocorrelation function in
the parallel (Z‖) and perpendicular (Z⊥) directions [47].
Considering Γ = 0.25, in regions 1 and 2 Z‖ mono-
tonically decreases, as one expects for a weakly coupled
plasma, and is indistinguishable from the result obtained
with no magnetic field. However, as β is increased into re-
gions 3 and 4, nonmonontonic features arise. At β = 100,
Z‖ even takes negative values for a range of time. In the
unmagnetized OCP, such features are typically associ-
ated with the liquid-like regime (negative values occur
for Γ & 50 [48]), but here they are observed at Γ = 0.25.
The strong magnetic field effectively reduces the de-
grees of freedom for particle motion. Videos of particle
trajectories at these strong magnetic fields reveal that
particles are constrained to move in nearly 1D, making
180◦ collisions with particles on closely neighboring field
lines [33]. The result is that particles are essentially con-
fined to elongated cages. In the direction perpendicular
to B this is defined by the gyroradius, and in the direc-
tion parallel to B by the distance to a nearest neighbor
particle that is on a field line close enough to Coulomb
scatter. The resulting strong scattering by nearest neigh-
bors and caging are physical effects similar to what is seen
in an unmagnetized plasma due to strong Coulomb cou-
pling. It is also noteworthy that the standard theoretical
prediction that ln Λ → ln(Λ/β) suggests that the break-
down of weakly coupled theory occurs at a lower value of
Γ if the magnetic field is strong. The Z⊥ profiles show
data indistinguishable from Z‖ at the lowest β value, but
that rapid oscillations on the timescale of ω−1c become a
dominant feature for β > 1.
Panels g and h show that at high Γ strong magneti-
zation further exaggerates features of the velocity auto-
correlation function normally associated with Coulomb
coupling, such as the large negative correlation at early
times. Previous theories have discussed velocity caging
by strong magnetization at weak coupling [26, 28], and
similar features of the velocity autocorrelation function
have been observed in previous MD simulations at strong
coupling [9, 44, 49]. Features associated with the oscilla-
tion spectrum at strong coupling have also been observed
in MD simulations [50].
C. Temperature Anisotropy Relaxation
Surprisingly, the same kinetic theories that fail to de-
scribe the diffusion coefficients in region 3, accurately
predict the temperature anisotropy relaxation rate. Each
of the four predicted regimes can be identified in Fig. 4a.
The MD data are compared with four theoretical pre-
dictions. Ichimaru et al. derived a generalized Lenard-
Balescu equation for weakly coupled plasmas in uniform
magnetic fields [14]. In the limit of weak magnetization
and static screening, this predicts that ν is independent
of B in regions 1 and 2, with
ν = α
√
3/(4pi)ωpΓ
3/2 ln Λ, (14)
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FIG. 4. (color online) (a) Temperature anisotropy relaxation
rate vs magnetization strength at Γ = 0.1 from the standard
theories (lines) and MD (circles). (b) Temperature anisotropy
relaxation rate vs coupling strength from MD simulations
(symbols) and theory (lines). (c) and (d) Parallel and per-
pendicular temperature time profiles from MD for Γ = 0.1
and 100 at fixed values of β indicated on the figure.
where α = (1+ 23A)
3/2[−3+(A+3) arctan(√A)/√A]/A2,
and A = T⊥/T‖−1; for A 1, α ' 4/15. The prediction
of this model, which is provided in standard formularies
[51], is shown as a black line, and agrees well with the
MD results throughout regions 1 and 2.
Silin [12] was the first to address region 3 specifically
for temperature anisotropy, predicting that the standard
theory would be modified by replacing ln Λ by ln(Λ/β).
Hassan [52] extended a separate Lenard-Balescu equation
based model to strong magnetic fields. Each of these is
shown to reproduce well the simulated relaxation rate
in region 3. Here, the curve labeled “Silin” was com-
puted from Eq. (14), but replacing ln Λ by ln(Λ/β). The
curve labeled “Hassan” was computed using Eq. (A8),
described Appendix A.
Glinsky et al [25] provided a theory for weakly cou-
pled plasmas with high magnetization, β > 1, based on
O’Neil’s generalized Boltzmann equation [19]. A predic-
tion from this theory is shown to accurately reproduce
the MD data in region 3. In region 4, the rate predicted
by both the theory and MD decline very rapidly with B,
but the MD data declines more rapidly. The curve was
obtained using Eq. (1) of [25] and determining I(κ¯) by
interpolating the data provided in tables 1 and 2. We
note that the theory from [25] has been independently
validated in nonneutral plasma experiments at weak cou-
pling [8]. The comparative inaccuracy with the MD sim-
ulations at Γ = 0.1 may provide further evidence for the
onset of strong coupling-like behavior due to strong mag-
netization.
Figure 4b shows that magnetization strongly reduces
the relaxation rate when β & 1, and that this strong
reduction onsets at lower Γ values for higher β. The
EPT prediction from [38] is found to accurately predict
ν for β . 1 over this range of Γ. A description of how
the EPT curve was obtained is provided in Appendix A.
The conditions at which β influences the relaxation rate
are found to be consistent with the predicted boundary
between regions 3 and 4 indicated in Fig. 2c. Dubin
has extended the Glinsky theory to address moderate
coupling, and made an analogy between the modifica-
tion and the Salpeter enhancement factor of nuclear re-
action rates [53]. This was later valdiated experimen-
tally [54]. The figure shows a comparison with MD sim-
ulations for β = 10, showing good agreement with [53].
The curve labeled “Dubin” was obtained by multiply-
ing the “Glinsky” curve by the “Salpeter enhancement
factor” f(Γ), which was obtained as in Eq. (3) of [54],
from ln f(Γ) = 1.148Γ−0.00944Γ ln Γ−0.000169Γ(ln Γ)2;
see [55].
The temperature profiles shown in Figs. 4c and d show
non-exponential damping and oscillations indicative of
correlations at strong coupling. At weak coupling the
magnetic field primarily influences the rate of the mono-
tonically merging temperatures, until there is essentially
no relaxation over the timescale shown at β = 100. Much
more structure is observed in the temperature profiles at
strong coupling, where a rapid initial relaxation is fol-
lowed by a strong arrest of the relaxation rate accom-
panied by oscillations (recall that each line indicates the
average of 25 independent simulations). These effects
are indicative of strong coupling, and are the reason why
the temperature relaxation rate no longer follows the ex-
pected exponential behavior underlying the analysis for
extracting its value. Recent MD simulations [56] ad-
dressed strong coupling using a different approach where
an initial perturbation spontaneously generated a tem-
perature anisotropy. The relaxation rate was found to
be independent of β for β . 0.3, and exponentially de-
creasing with β for larger values; see Fig. 2 of [56]. This
result agrees well with the predicted regime boundary in
Fig. 2.
D. Thermal Conductivity
Although this work focuses on diffusion and temper-
ature anisotropy relaxation, the phase-space of Fig. 1 is
expected to hold for other transport processes as well.
Recent MD simulations of thermal conductivity [57], λ,
are consistent with this prediction. Figures 5 and 6 of [57]
show that at strong coupling (Γ = 40) both λ‖ and λ⊥
obtain a β dependence for β & 0.1, consistent with cross-
ing from regime 1 to 4. At lower coupling (Γ = 5), λ⊥
transitions at a similar value of β, consistent with cross-
ing from 1 to 2, while λ‖ transitions at a larger value of
β & 0.5, consistent with crossing from 2 to 4.
8V. CONCLUSIONS
In summary, the parameter space of coupling and mag-
netization can be split into four regimes in which trans-
port properties fundamentally differ. MD simulations
of self-diffusion and temperature anisotropy relaxation
agree with the predicted boundaries and quantify the
smooth transitions between regimes. Comparison with
existing theories provided validation in some regimes,
such as the first test of Braginskii transport theory in
the magnetized plasma regime, but also revealed dis-
agreements with other theories and that there are regimes
where no theory has yet been developed, particularly in
the strong and extreme magnetization regimes. These re-
sults serve both as a guide to determine transport regime
boundaries in plasmas spanning magnetization and cou-
pling strength, as well as an impetus to further investi-
gate transport properties in regimes in which accurate
theory has not yet been developed. Figure 1b shows that
ultracold and non-neutral plasma experiments lie in a
particularly interesting regime of density and tempera-
ture because they may be able to access each of the four
identified regimes at a comparatively modest magnetic
field strength. Such experiments may provide tests of
the results presented here in the future.
Appendix A: Evaluation of Theory Curves
The EPT curves used to obtain the rc = λcol lines in
Figs. 1 and 2, and the self-diffusion curves in Figs. 3a
and b were computed using the method and formula de-
scribed in [30, 31]. For completeness, these formula are
provided here. The generalized Coulomb logarithm is
Ξ(l,k) =
χ
2
∫ ∞
0
dξ ξ2k+3e−ξ
2
σ¯(l)/σo (A1)
in which
σ¯(l) = 2pi
∫ ∞
0
db b[1− cosl(pi − 2Θ)] (A2)
is the lth momentum scattering cross section and θ =
pi − 2Θ is the scattering angle, where
Θ = b
∫ ∞
ro
dr r−2[1−b2/r2−(eφ(r)/kBT )/ξ2]−1/2. (A3)
Here, σo ≡ pie4/(2kBT )2, ξ2 ≡ 12u2/v2T = u2/(4kBT/m).
Note that Ξ ≡ Ξ(1,1) above. The χ term is a small cor-
rection that accounts for the statistical effective size of
particles using an analogy with the Enskog kinetic equa-
tion. Following [31], this is computed from
χ ' 1 + 0.6250bρ+ 0.2869(bρ)2 (A4)
where bρ ' pinσ¯3/3 and σ¯ is an effective particle diam-
eter, which is computed from the location where g(r =
σ¯) = 0.87. For the OCP over the range of parameters of
interest here, χ ranges from 1 to 1.4; see [31].
Equations (A1)–(A4) provide a closed set of equations
once the interaction potential, φ(r), is specified. This was
taken to be the potential of mean force φ(r) = − ln[g(r)],
where g(r) is the radial distribution function, which was
computed from the hypernetted chain (HNC) approxi-
mation
g(r) = exp[−v(r)/kBT + h(r)− c(r)] (A5a)
hˆ(k) = cˆ(k)[1 + nhˆ(k)]. (A5b)
Here, v(r)/kBT = Γa/r is the bare Coulomb potential,
h(r) ≡ g(r)− 1 and “hats” denote Fourier transforms in
the spatial coordinate.
The EPT curve in Fig. 4b was computed using a for-
mula for the temperature anisotropy relaxation rate re-
cently worked out in [38]:
νEPT
ν¯
= χ
3
√
pi
16
(1 + 23A)
3/2
√
αA5/2
× (A6)∫ ∞
0
dξ ξ2e−αξ
2 σ¯(2)
σo
[
2
3
ξ2αAerf(ξ
√
αA)− ψ(ξ2αA)
]
where α ≡ T/T⊥ = 13 (3 +A)/(1 +A), and
ψ(x) ≡ erf(√x)− 2√
pi
√
xe−x (A7)
is the Maxwell integral. For the data shown in the figure,
A = −0.2.
The curve in Fig. 4a labeled ‘Hassan” was computed
from a formula adapted from [52] in the static screening
limit. This can be written
ν
νo
=
∫
dk
k
1
|εˆ(k)|2
∫ ∞
0
dτ J(τ, s) (A8)
where νo = 2ne
4
√
pi/m/(kBT‖)3/2, and
J(τ, s) =
2√
pi
r3/2e−τ
2s2× (A9){(
1− 3 r
r − s
)[ √
pi
2(r − s)3/2
erf(
√
r − sτ)
τ3
− exp[−(r − s)τ
2]
(r − s)τ2
]
+ 2
r
r − s exp[−(r − s)τ
2]
}
.
Here, r = T‖/T⊥, and s is a function of τ
s ≡
(
sin(τ/κ)
τ/κ
)2
(A10)
where κ ≡ 2krc and
rc⊥ =
1
ωc
√
kBT⊥
m
(A11)
is the cyclotron radius using the perpendicular tempera-
ture. Here, we use the Debye-Huckel static screening
εˆ(k) = 1 +
1
k2λ2D
(A12)
to model the dielectric function.
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