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ABSTRACT
Convolutional neural networks (CNNs) have achieved state-
of-the-art results on many visual recognition tasks. How-
ever, current CNN models still exhibit a poor ability to
be invariant to spatial transformations of images. Intu-
itively, with sufficient layers and parameters, hierarchical
combinations of convolution (matrix multiplication and non-
linear activation) and pooling operations should be able to
learn a robust mapping from transformed input images to
transform-invariant representations. In this paper, we pro-
pose randomly transforming (rotation, scale, and transla-
tion) feature maps of CNNs during the training stage. This
prevents complex dependencies of specific rotation, scale,
and translation levels of training images in CNN models.
Rather, each convolutional kernel learns to detect a fea-
ture that is generally helpful for producing the transform-
invariant answer given the combinatorially large variety of
transform levels of its input feature maps. In this way,
we do not require any extra training supervision or mod-
ification to the optimization process and training images.
We show that random transformation provides significant
improvements of CNNs on many benchmark tasks, includ-
ing small-scale image recognition, large-scale image recog-
nition, and image retrieval. The code is available at https:
ACM ISBN 978-1-4503-2138-9.
DOI: 10.1145/1235
//github.com/jasonustc/caffe-multigpu/tree/TICNN.
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1. INTRODUCTION
In recent years, computer vision has been significantly ad-
vanced by the adoption of convolutional neural networks
(CNNs). We are currently witnessing many CNN-based
models achieving state-of-the-art results in many vision tasks,
including image recognition [35, 32, 17, 8, 36], semantic seg-
mentation [14], image captioning [19, 4, 5], image retrieval
[40, 41, 39], action recognition [11, 31], video concept learn-
ing [7, 9] and video captioning [38, 28].
The local transform-invariant property of CNNs lies in the
combination of local receptive fields with shared weights and
pooling. Because distortions or shifts of the input can cause
the positions of salient features to vary, local receptive fields
with shared weights are able to detect invariant elementary
features despite changes in the positions of salient features
[24]. Moreover, average-pooling or max-pooling reduces the
resolution of the feature maps in each layer, which reduces
the sensitivity of the output to small local shifts and dis-
tortions. However, due to the typically small local spatial
support for pooling (e.g., 2×2 pixels) and convolution (e.g.,
9×9 kernel size), large global invariance is only possible for a
very deep hierarchy of pooling and convolutions, and the in-
termediate feature maps in CNNs are not invariant to large
transformations of the input data [25]. This limitation of
CNNs results from the poor capacity of pooling and the con-
volution mechanism in learning global transform-invariant
representations (Fig. 1).
In this work, we introduce a random transformation mod-
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(a) CNN (b) Transform Invariant CNN
Figure 1: Limitation of current CNN models. The length of the horizontal bars is proportional to the
probability assigned to the labels by the model, and pink indicates ground truth. Transform of input image
causes the CNN to produce an incorrect prediction (a). Additionally, the representations (256× 14× 14 conv5
feature maps of AlexNet [21]) are quite different, while the representation and prediction of our transform-
invariant CNN (same architecture as [21]) is more consistent (b).
ule of feature maps that can be included in any layer in a
CNN. Intuitively, with sufficient layers and parameters, hier-
archical combinations of convolution (matrix multiplication
and non-linear activation) and pooling operations should
have sufficient complexity to learn a robust mapping from
input images with any transform to transform-invariant rep-
resentations. All we need is to introduce a global way to
push the CNN to learn with little dependency on the trans-
form of input images. Our method is inspired by the success
of dropout [27]. In dropout, each hidden unit is randomly
omitted from the network with a probability (e.g., 0.5) on
each presentation of each training case. Therefore, a hidden
unit cannot rely on other hidden units being present. In
this way, each neuron learns to detect a independent feature
that is generally robust for producing the correct answer
with little dependency on the variety of internal contexts
in the same layer. Similarly, randomly transforming (rota-
tion, scale, and translation) feature maps of CNNs during
the training stage prevents complex dependencies of specific
rotation, scale, and translation levels of training images in
CNN models. Rather, each convolutional kernel learns to
detect a feature that is generally helpful for producing the
transform-invariant answer given the combinatorially large
variety of transform levels of its input feature maps.
In contrast to pooling layers, in which receptive fields are
fixed and local, the random transformation is performed on
the entire feature map (non-locally) and can include any
transformation, including scaling, rotation, and translation.
This guides the CNN to learn global transformation-invariant
representations from raw input images. Notably, CNNs with
random transformation layers can be trained with standard
back-propagation, allowing for end-to-end training of the
models in which they are injected. In addition, we do not
require any extra training supervision or modification of the
optimization process or any transform of training images.
The main contributions of this work are as follows. (i) We
propose a very simple approach to train robust transform-
invariant convolutional neural networks. (ii) Because our
model does not possess any extra parameters or extra fea-
ture extraction modules, it can be used to replace traditional
CNNs in any CNN-based model. Therefore, this is a general
approach for improving the performance of CNN-based mod-
els in any vision task. (iii) The validity of our method con-
firms that CNNs still have the potential to model a more ro-
bust mapping from transform-variant images to transform-
invariant representations; we just need to push them to do
so.
The remainder of this paper is structured as follows. Re-
lated works of transform-invariant CNNs are discussed in
Section 2. The architecture and learning procedure of the
proposed transform-invariant CNNs are described in Section
3. Extensive evaluations compared with the state-of-the-art
and comprehensive analysis of the proposed approach are
reported in Section 4. Conclusions are presented in Section
5.
2. RELATEDWORK
The equivalence and invariance of CNN representations to
input image transformations were investigated in [34, 3, 10].
Specifically, Cohen and Welling [3] showed that the linear
transform of a good visual representation was equivalent to
a combination of the elementary irreducible representations
by using the theory of group representations. Lenc and and
Vedaldi [25] estimated the linear relationships between rep-
resentations of the original and transformed images. Gens
and Domingos [10] proposed a generalization of CNN that
forms feature maps over arbitrary symmetry groups based
on the theory of symmetry groups in [34], resulting in feature
maps that were more invariant to symmetry groups. Bruna
and Mallat [2] proposed a wavelet scattering network to com-
pute a translation-invariant image representation. Local lin-
ear transformations were adopted in feature learning algo-
rithms in [33] for the purpose of transformation-invariant
feature learning.
Many recent works have focused on introducing transfor-
mation invariance in deep learning architectures explicitly.
For unsupervised feature learning, Sohn and Lee [33] pre-
sented a transform-invariant restricted Boltzmann machine
that compactly represented data by its weights and their
transformations, which achieved invariance of the feature
representation via probabilistic max pooling. Each hidden
unit was augmented with a latent transformation assignment
variable that described the selection of the transformed view
of the weights associated with the unit in [20]. In these two
works, the transformed filters were only applied at the center
of the largest receptive field size. In tied convolutional neu-
ral works [23], invariances were learned explicitly by square-
root pooling hidden units that were computed by partially
un-tied weights. Here, additional learned parameters were
needed when un-tying weights. Alvarez et al. [1] learned
each ConvNet over multiple scales independently without
weight sharing and fused the outputs of these ConvNets.
Sermanet and LeCun [30] utilized multi-scale CNN features
by feeding the outputs of all the convolutional layers to the
classifier. In these two models, multiple-scale information
was captured from different levels or models of the hierar-
chy, but scale invariance was not encoded in the features
learned at a layer because each layer is only applied to the
original scale. In [6], the raw input image was transformed
through a Laplacian pyramid. Each scale was fed into a
3-stage convolutional network, which produces a set of fea-
ture maps with different scales disjointly. Then, the outputs
of all scales were aligned by up-sampling and concatenated.
However, concatenating multi-scale outputs to extract scale-
independent features involves extra convolution models and
extra parameters, thereby increasing the complexity of the
models and the computational cost.
The latest two works on incorporating transform invari-
ance in CNNs are described in [18, 15]. In [18], feature
maps in CNNs were scaled to multiple levels, and the same
kernel was convolved across the input in each scale. Then,
the responses of the convolution in each scale were normal-
ized and pooled at each spatial location to obtain a locally
scale-invariant representation. In this model, only limited
scales were considered, and extra modules were needed in
the feature extraction process. To address different trans-
formation types in input images, [15] proposed inserting a
spatial transformer module between CNN layers, which ex-
plicitly transformed the input image into the proper appear-
ance and fed that transformed input into CNN model. In
this work, invariance comes from the extra transformation
module, while invariance of the CNN itself is not improved.
In conclusion, all the aforementioned related works im-
prove the transform invariance of deep learning models by
adding extra feature extraction modules, more learnable pa-
rameters or extra transformations on input images, which
makes trained CNN models problem dependent and not easy
to be generalized to other datasets. In contrast, in this pa-
per, we propose a very simple random transform operation
on feature maps during the training of CNN models. In-
trinsic transform invariance of the current CNN model is
obtained by pushing the model to learn more robust parame-
ters from raw input images only. No extra feature extraction
modules or more learnable parameters are required. There-
fore, it is very easy to apply the trained transform-invariant
CNN model to any vision task because we only need to re-
place current CNN parameters by this trained model.
3. TRANSFORM-INVARIANT CONVOLU-
TIONAL NEURAL NETWORKS
3.1 Convolutional Neural Networks
Convolutional neural networks (CNNs) are a supervised
feed-forward multi-layer architecture in which each layer learns
a representation by applying feature detectors to previous
feature maps. The outputs of the final layer are fed into a
classifier or regressor with a target cost function such that
the network can be trained to solve supervised tasks. The
entire network is learned through stochastic gradient de-
scent with gradients obtained by back-propagation [24]. In
general, a layer in a CNN consists of local patch-based lin-
ear feature extraction and non-linear activation, occasionally
followed by spatial pooling or normalization.
The core concept of CNNs is a combination of local recep-
tive fields, shared weights, and spatial pooling. Each unit in
a layer receives inputs from a set of units located in a small
neighborhood in the previous layer. This idea of connecting
units to local receptive fields is inspired by Wiesel’s discov-
ery of locally sensitive and orientation-selective neurons in
the visual system of cats [24]. The output of convolving
an input layer with one kernel is called a feature map. Be-
cause elementary feature detectors (convolutional weights)
that are useful on one part of the image should also be use-
ful across the entire image, units in the same feature map
share the same set of weights at multiple locations. This is a
good way to reduce the number of trainable parameters and
ensure some local shift and distortion invariance. Pooling is
a simple way to reduce the spatial resolution of the feature
map and also reduces the sensitivity of convolution outputs
to shifts and distortions.
In the forward pass of a CNN, each output feature map
is computed by convolving input feature maps with kernel
weights and then activated by a non-linear activation func-
tion:
xlj = f((W
l
j ∗ xl−1) + blj) (1)
where ∗ is the convolution operator, xl−1 is the input feature
maps from the previous layer, and f is a non-linear function.
W lj and b
l
j are the trainable weights and bias of jth output
feature map xlj .
3.2 Transformation of an Image
The basic 2D transformation of an image consists of 3
types: translation, rotation, and scale [29]. The locations of
pixels in an image before transformation and after transfor-
mation are denoted as (x, y) and (x′, y′), respectively. Trans-
lation is calculated by:
(x′, y′, 1) = (x, y, 1)
 1 0 00 1 0
dx dy 1
 (2)
where dx and dy are the numbers of translated pixels in the
x and y axes, respectively.
Scale is computed by:
(x′, y′, 1) = (x, y, 1)
 sx 0 00 sy 0
0 0 1
 (3)
where sx and sy are the scale factors in the x and y axes,
respectively.
Rotation is computed by:
(x′, y′, 1) = (x, y, 1)
 cosθ sinθ 0−sinθ cosθ 0
0 0 1
 (4)
where θ is the rotation angle ranging from −180◦ to 180◦.
When translation, scale, and rotation are applied to an
image simultaneously, the output can be computed as:
(x′, y′, 1) = (x, y, 1)
 cosθ sinθ 0−sinθ cosθ 0
0 0 1

 sx 0 00 sy 0
0 0 1

 1 0 00 1 0
dx dy 1

(5)
3.3 Transform-Invariant Convolutional Neu-
ral Networks
Weight sharing makes CNN capable of detecting features
regardless of their spatial locations in the input feature maps.
Pooling reduces the sensitivity of CNN to local shifts and
distortions in input images. However, when faced with global
transformations of input images, the performance of CNNs
is significantly decreased. In this section, we describe our
transform-invariant CNN (TICNN). By introducing random
transformations (scale, rotation, and translation) of feature
maps in the CNN model, convolutional kernels are trained
to be invariant to these transformations. Fig. 2 presents a
side-by-side comparison of the overall structure of these two
CNN layers.
One perspective to interpret TICNN is to compare it with
dropout [27]. Dropout attempts to introduce a neuron-level
randomness to deep models; in this way, the dependency of
the feature detector on the existence of neurons in the same
layer is reduced. TICNN attempts to incorporate a feature
map (concept)-level randomness in CNN models, which can
reduce the dependence of feature detectors in the current
layer on the transform level of previous feature maps (ap-
pearance).
From the perspective of transformation, Jaderberg et al.
[15] proposed transforming the input into a proper and easy-
to-recognize appearance. TICNN forces the architecture to
learn a more robust model for all possible transformations,
and the intrinsic transform invariance of the architecture is
improved.
From the perspective of data augmentation, training data
augmentation and multi-scale model augmentation [18, 6]
only provide the model with limited transform levels of in-
put images or feature maps. While in TICNN, as training
proceeds, the model will learn almost all transformation lev-
els of inputs randomly. Therefore, TICNN should be more
robust when input images are transformed.
Considering the spatial range of transformation invari-
ance, pooling can only address a local invariance for shifts
and distortions (e.g., 3 × 3 pixels). Our TICNN paves the
way for global invariance of transformations in CNN models.
3.3.1 Forward Propagation
Our goal is to push each feature detector to learn a fea-
ture that is generally helpful for producing the transform-
invariant answer given a large variety of transform levels of
its input feature maps. To accomplish this goal, before be-
ing convolved by the convolutional kernels/filters, the input
feature maps are first scaled, rotated and translated via a
random sampled scale factor, rotation angle and translate
proportion. To keep the size of feature maps unchanged,
the transformed feature maps are either cropped or padded
with 0s to be properly convolved.
Specifically, let T be a linear image transform operator
that applies random spatial transformations to an input x.
The output feature map y is computed as:
xˆ = T (x) (6)
y = f((W ∗ xˆ) + b) (7)
Here, the 3×3 transformation matrix T is randomly sam-
pled as follows:
T =
 cosθ sinθ 0−sinθ cosθ 0
0 0 1
 sx 0 00 sy 0
0 0 1
 1 0 00 1 0
dx dy 1

(8)
where θ ∼ N (µθ, σ2θ), sx, sy ∼ N (µs, σ2s), and dx, dy ∼
N (µd, σ2d). In the presence of each training image, {θ, sx,
sy, dx, and dy} are randomly sampled.
3.3.2 Back-Propagation
Because the transform-invariant convolution layer consists
of only linear operations, its gradients can be computed by a
simple modification of the back-propagation algorithm. For
each transformation, the error signal is propagated through
the bilinear coefficients used to compute the transformation.
Let xl−1 denote the vectorized input of layer l of length m
(m = hwc for a h by w by c image). If the dimensionality of
the transformed output is n, the transformation T of input
xl−1 can be computed via Txl−1, where T is an n×m inter-
polation coefficient matrix. Specifically, each row of T has 4
non-zero coefficients with bilinear interpolation. By encod-
ing kernel weights W as a Toeplitz matrix, the convolution
operation can be expressed as:
zl = toep(W )(Txl−1) + bl (9)
xl = f(zl) (10)
where f is a non-linear function and bl is the bias.
Then, the error propagated from the previous layer δl+1
to the current layer δl can be computed by:
δl = T>toep(W )>f ′(zl) δl+1 (11)
3.3.3 Testing
Because our model does not introduce any extra parame-
ters or feature extraction modules, we only need to replace
parameters in the CNN model with parameters trained by
our model. The test architectures and all other settings are
identical.
4. EXPERIMENTS
In this section, we evaluate our proposed transform-invariant
CNN on several supervised learning tasks. First, to compare
our model with state-of-the-art methods, we conduct exper-
iments on the distorted versions of the MNIST handwriting
dataset as in [18, 15]. The results in Section 4.1 show that
TICNN is capable of achieving comparable or better classifi-
cation performance with only raw input images and without
adding any extra feature extraction modules or learnable
parameters. Second, to test the improvement of TICNN on
CNN for large-scale real-world image recognition tasks, we
compare our model with AlexNet [21] on the ImageNet-2012
Figure 2: Detailed comparison of the structure of (a) convolution layer and the proposed (b) transform-
invariant convolution layer. In (b), after convolving the inputs with the kernel, the output feature maps
are transformed by a random rotation angle, scale factor, and translation proportion. Then, the randomly
transformed feature maps are fed into the next layer.
Figure 3: Examples of distorted MNIST dataset.
Ori: raw images. R: rotated images. S: scaled im-
ages. T: translated images. RTS: images with scale,
rotation and translation.
dataset in Section 4.2. The results demonstrate that, with
little degradation on the performance of classifying original
test images, random transform can be applied to any layer
in the CNN model and is able to consistently improve the
performance on transformed images significantly. Finally,
to evaluate the generalization ability of the TICNN model
on other vision tasks with real-world transformations of im-
ages, we apply our model to solve the image retrieval task on
the UK-Bench [26] dataset in Section 4.3. The improvement
of retrieval performance reveals that the TICNN model has
a good generalization ability and is better at solving real-
world transformation varieties. We implement our method
using the open source Caffe framework [16]. Our code and
model will be available online.
4.1 MNIST
In this section, we use the MNIST handwriting dataset
to evaluate all deep models. In particular, different neural
networks are trained to classify MNIST data that have been
transformed in various ways, including rotation (R), scale
(S), translation (T), and rotation-scale-translation (RTS).
The rotated dataset was generated from rotating MNIST
digits with a random angle sampled from a uniform dis-
tribution U [−90◦, 90◦]. The scaled dataset was generated
by scaling the digits randomly with a scale factor sampled
Method R S T RST
FCN 2.1 2.8 2.9 5.2
CNN 1.2 1.4 1.3 0.8
ST-CNN[15] 0.8 0.9 0.8 0.6
SI-CNN[18] - 1.0 - -
TI-CNN(ours) 0.8 0.8 0.7 0.6
Table 1: Classification error on the transformed
MNIST dataset. The different distorted MNIST
datasets are R: rotation, S: scale, T: translation, and
RST: rotation-scale-translation. All models have the
same number of parameters and use the same basic
architectures.
from U [0.7, 1.2]. The translated dataset was generated from
randomly locating the 28 × 28 digit in a 42 × 42 canvas.
The rotated-translated-scaled dataset (RTS) was generated
by randomly rotating the digit by −45◦ to −45◦, randomly
scaling the digit by a factor ranging from [0.7, 1.2] and plac-
ing the digit at a location in a 42 × 42 image randomly,
all with a uniform distribution. Some example images are
presented in Fig. 3.
Following [15], all networks use the ReLU activation func-
tion and softmax classifiers. All CNN networks have a 9× 9
convolutional layer (stride 1, no padding), a 2 × 2 max-
pooling layer with stride 2, a subsequent 7×7 convolutional
layer (stride 1, no padding), and another 2× 2 max-pooling
layer with stride 2 before the final classification layer. All
CNN networks have 64 filters per layer. For the method in
[18], convolution layers are replaced by scale-invariant layers
using six scales from 0.6 to 2 at a scale step of 21/3 = 1.26.
The spatial transformer module is placed at the beginning of
the network [15]. In our random transform-invariant CNN,
the random transformation of the feature map module is
applied to the second convolution layer, and our model is
only trained on the raw input images. The rotation angle
is sampled from N (0, 302), the scale factor is sampled from
N (1, 0.152), and the translation proportion is sampled from
N (0, 0.22).
All networks were trained with SGD for 150000 iterations,
256 batch size, 0.01 base learning rate, no weight decay,
Figure 4: Distorted images in ImageNet. Ori: raw
images. R: rotated images. S: scaled images. T:
translated images. RTS: images with scale, rotation
and translation.
and no dropout. The learning rate was reduced by a factor
of 0.1 every 50000 iterations. The weights were initialized
randomly, and all networks shared the same random seed.
The experimental results are summarized in Table 1. Please
notice that we do not report the best result of ST-CNN
[15], which was trained with a more narrow class of trans-
formations selected manually (affine transformations).In our
method, we did not optimize with respected to transforma-
tion classes. Therefore we compare with the most general
ST-CNN defined for a class of projection transformations
as in [22]. This table shows that our model achieves better
performance on scale and translation and comparable perfor-
mance on rotation and rotation-scale-translation. Because
our model does not require any extra learnable parameters,
feature extraction modules, or transformations on training
images, the comparable performance still reflects the supe-
riority of TICNN. In addition, the experimental results also
indicate that the combination of convolution and pooling
modules have some limitations on learning the invariance of
rotation. Placing extra transformation modules at the be-
ginning of the CNN is a more powerful way to compensate
for this limitation.
4.2 ILSVRC-2012
The ILSVRC-2012 dataset was used for ILSVRC 2012 −
2014 challenges. This dataset includes images of 1000 classes,
and it is split into three subsets: training (1.3M images), val-
idation (50K images), and testing (100K images with held-
out class labels). The classification performance is evaluated
using two measures: the top-1 and top-5 errors. The former
is a multi-class classification error. The latter is the main
evaluation criterion used in ILSVRC and is defined as the
proportion of images whose ground-truth category is not in
the top-5 predicted categories. We use this dataset to test
the performance of our model on large-scale image recogni-
tion tasks.
CNN models are trained on raw images and tested on
both raw and transformed images. For all transform types,
specific transformations are applied to the original images.
Then, the transformed images are rescaled to have a 256
smallest image side. Finally, the center 224 × 224 crop is
used for the test. The rotated (R) dataset was generated by
randomly rotating the original images from −45◦ to 45◦ with
a uniform distribution. The scaled dataset (S) was generated
by scaling the original images randomly in U [0.7, 1.5]. The
translated dataset (T) was generated by randomly shifting
the image by a proportion of U [−0.2, 0.2]. For the rotation-
scale-translation (RTS) dataset, all the aforementioned trans-
formations were applied. Some examples of transformed im-
ages are presented in Fig. 4.
The architecture of our CNN model is the same as that of
AlexNet [21]. This model consists of 5 convolution layers and
2 fully connected layers. The first convolution layer contains
96 kernels of size 11× 11× 3. The second convolution layer
contains 256 kernels of size 5×5×48. The third convolutional
layer contains 384 kernels of size 3 × 3 × 256. The fourth
convolutional layer contains 384 kernels of size 3× 3× 192,
and the fifth convolutional layer contains 256 kernels of size
3 × 3 × 192. The fully connected layers have 4096 neurons
each. Please refer to [21] for more details.
The model is trained for 450, 000 iterations. We use a base
learning rate of 0.01 and decay it by 0.1 every 100, 000 iter-
ations. We use a momentum of 0.9, weight decay of 0.0005,
and a weight clip of 35. The convolutional kernel weights
and bias are initialized by N (0, 0.012) and 0.1, respectively.
The weights and bias of fully connected layers are initialized
by N (0, 0.0052) and 0.1. The bias learning rate is set to be
2× the learning rate for the weights.
To investigate the influence of a random transformation
module on the CNN model, we apply it to different con-
volution layers. The experimental results are summarized
in Table 2 (test on raw validation set) and Table 3 (test
on transformed validation set). Some key insights obtained
from the results are listed as follows:
• In general, when random transforms are applied to
feature maps of higher layers in the CNN model, the
recognition performance on both the original dataset
and transformed dataset tends to be better. A possi-
ble explanation for this result is that representations
extracted by lower layers are elementary features; they
are related to a very precise location and have a very
high resolution. Feature maps with higher resolution
will be considerably more sensitive to transformations
and noise, and location changes in lower-level feature
maps could lead to a significant change in their vi-
sual pattern. Therefore, when a random transform is
applied to feature maps of lower layers, it could be
very difficult for the model to infer the original im-
age content. Consequently, the useful information that
the model can efficiently learn from each sample is re-
duced.
• By incorporating a random transformation, the model
can still obtain comparable or even better performance
than the CNN model on raw test images; this phe-
nomenon shows that this randomness can prevent over-
fitting. Notably, the performance on transformed im-
ages is significantly improved on all transformation
types (rotation, translation, scale, and rotation-translation-
scale ), indicating that TICNN improves the general-
ization ability of the CNN model on transformation
variances.
• Applying our random transform module on the im-
age data layer is identical to unlimited data augmen-
tation. Models with random transformations on the
Model R T S RTS
CNN+Data Augmentation 56.3/79.7 56.3/79.4 55.6/78.9 56.6/79.8
TI-Conv1 55.0/78.4 56.6/79.7 56.2/79.1 56.5/79.4
TI-Conv2 56.1/79.3 56.5/79.7 56.2/79.3 56.6/79.7
TI-Conv3 56.7/79.6 56.9/79.9 56.4/79.4 57.0/80.0
TI-Conv4 57.1/80.1 57.2/80.1 56.7/79.5 56.9/79.9
TI-Conv5 57.1/80.2 57.6/80.5 57.0/80.0 57.1/80.0
TI-Conv1,2,5 57.2/80.2 57.5/80.4 57.1/80.2 57.2/80.3
SI-CNN 57.3/80.3
CNN 57.1/80.2
Table 2: Classification accuracy on the ILSVRC-2012 validation set (raw). TI-Convi indicates that we apply
random transformations on the feature maps of layer i. R, T, S, and RTS represent rotation, translation,
scale, and rotation-scale-translation, respectively.
Model R T S RTS
CNN+Data Augmentation 36.5/58.3 50.0/73.9 54.0/77.6 36.0/58.2
TI-Conv1 35.7/57.9 50.5/74.4 54.0/77.5 35.6/58.0
TI-Conv2 36.1/58.2 49.9/74.0 53.9/77.5 35.5/57.8
TI-Conv3 36.8/58.9 50.0/74.2 54.6/77.9 36.3/58.9
TI-Conv4 37.2/59.5 50.3/74.3 54.5/77.7 36.2/58.9
TI-Conv5 37.1/59.2 50.1/74.6 54.7/78.0 36.0/58.7
TI-Conv1,2,5 37.3/60.2 51.3/75.4 55.0/78.5 37.5/60.5
SI-CNN - - 53.8/77.3 -
CNN 36.6/57.7 46.5/70.8 53.3/76.9 33.3/55.2
Table 3: Classification accuracy on the transformed ILSVRC-2012 validation set. TI-Convi indicates that we
apply random transformations on the feature maps of layer i. R, T, S and RTS represent rotation, translation,
scale, and rotation-translation-scale, respectively.
image data layer are worse than models with random
transformations on the convolutional layer, revealing
that TICNN model is better than simple image data
augmentation.
• Comparing Table 2 with Table 3, we can observe that
the performance of CNN models significantly decreases
when faced with transformations. The combination of
convolution operations and pooling operations shows
limited capacity for transform invariance. We need to
add more powerful modules into current CNNs in the
future.
Effect on Feature Detectors. We evaluate the trans-
form invariance achieved by our model using the invariance
measure proposed in [12]. In this approach, a neuron is
considered to be firing when its response is above a certain
threshold ti. Each ti is chosen to satisfy the condition that
G(i) =
∑ |hi(x) > ti|/N is greater than 0.01, where N is the
number of inputs. Then local firing rate L(i) is computed as
the proportion of transformed inputs that a neuron fires to.
To ensure that a neuron is selective and with a high local
firing rate (invariance to the set of the transformed inputs),
the invariance score of a neuron is computed by the ratio of
its invariance to selectivity, i.e., L(i)/G(i). We report the
average of the top 20% highest scoring neurons (p = 0.2) as
in [18]. Please refer to [12] for more details.
Here, we construct the transformed dataset by applying
rotation ([−45◦, 45◦] with step size 9◦), scale ([0.7, 1.5] with
step size 0.08) and translation ([−0.2, 0.2] with step size
0.04) on the 50, 000 validation images of ImageNet-2012.
Fig. 5 shows the invariance scores of CNN (AlexNet) and
Figure 5: Transform invariance measure (the larger
the better).
TICNN (TI-Conv1,2,5) measured at the end of each layer.
We can observe that by applying random transformation on
feature maps during training, TICNN produces features that
are more transform invariant than those from CNN models.
Some Examples. Figure 6 shows some test cases in
which CNN is unable to predict correct labels for the in-
put images while TICNN generates true predictions. They
demonstrate that TICNN is more robust than the CNN
model.
4.3 UK-Bench
We also evaluate our TICNN model on the popular image
retrieval benchmark dataset UK-Bench [26]. This dataset
includes 2550 groups of images, each containing 4 relevant
samples about one certain object or scene from different
Figure 6: Some ImageNet test cases with the 5 most probable labels as predicted by AlexNet and our model.
The length of the horizontal bars is proportional to the probability assigned to the labels by the model. Pink
indicates ground-truth. The transformations applied to input images are rotation (R), scale (S), translation
(T), and rotation-scale-translation (RTS).
viewpoints. Each of the total 10200 images is used as one
query to perform image retrieval targeting at finding all its 3
counterparts. We choose UK-Bench because the viewpoint
variation in the dataset is very common. Although many of
the variation types are beyond the three types of geometry
transformations that we attempt to address in this paper,
we demonstrate the effectiveness of TICNN for solving many
severe rotation, translation and scale variance cases in im-
age retrieval tasks. To test the CNNs in a dataset with
larger scale, we also add the 1M images in MIR Flickr [13]
as negative examples.
For feature extraction, we follow the practice proposed in
[37] to feed each image into the TICNN and CNN models,
and we perform average pooling on the last pooling layer
to obtain a compact feature representation. Specifically, we
apply the AlexNet architecture for the baseline CNN model
and the TICNN model, of which the fifth pooling layer gen-
erates a 13 × 13 × 256 shape response map. We obtain the
average values for each of the 256 channels and obtain a
256-dimensional feature for every image. Subsequently, we
compute the root value of each dimension and perform L2
normalization.
To perform image retrieval in UK-Bench, the Euclidean
distances of the query image with respect to all 10200 database
images are computed and sorted. Images with the smallest
distances are returned as top ranked images. The NS-Score
(average top four accuracy) is used to evaluate the perfor-
mance, and a score of 4.0 means that all the relevant images
are successfully retrieved in the top four results.
In the evaluation, we compare our TI-Conv1,2,5 model
with the AlexNet model trained on ImageNet. As shown
in Table 4, TICNN achieves a considerable performance im-
provement. After carefully analyzing the retrieved results,
we find that our model successfully solves multiple transfor-
Model UK-Bench UK-Bench+MIRFlickr
TICNN (R) 3.572 3.483
TICNN (T) 3.536 3.452
TICNN (S) 3.551 3.461
TICNN (RTS) 3.561 3.479
CNN 3.518 3.350
SIFT 3.350 3.295
Table 4: Performance of the TICNN and CNN mod-
els on the UK-Bench retrieval dataset. TICNN has
the same architecture as AlexNet. R, T, S and RTS
represent ration, translation, scale, and rotation-
translation-scale, respectively.
mation cases in the retrieval task. In Fig. 7, we illustrate
six positive cases in which TICNN outperforms the baseline
in Figs. 7(a)-7(f), and we also provide two negative cases in
Fig. 7(g)-7(h).
As shown in Fig. 7(a), the CNN model only retrieves one
relevant image, while TICNN retrieves another one as shown
in the bottom row. The additionally returned database im-
age has an obvious scale transformation with respect to the
query, and it is successfully retrieved as the most similar
one in the database by our model. As shown in Fig. 7(b)
and Fig. 7(c), our model also performs better for rotation
variance than CNN. In Fig. 7(d) and Fig. 7(e), the objects
(the road sign and basketball) appear in different scales and
different spatial locations, which impacts the performance
of CNN but is well handled by TICNN.
Regarding the failure cases of TICNN shown in Fig. 7(g),
our model returns a false positive sample as shown in the
third column of the bottom row. We observe that this false
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 7: Top 4 retrieval results on the UK-Bench dataset with the CNN and TICNN models. In each group,
the results of the CNN model and TICNN model are given in the top and bottom row, respectively. The
results in (a)-(f) are positive cases, whereas (g)-(h) show two failure cases.
positive image also contains a chair like the query, but it
appears in different scales and locations, which leads to a
false match. Some other failure cases are similar to that
in Fig. 7(h), where a large 3D viewpoint variance occurs,
which is impossible to be produced in our training phase.
5. CONCLUSIONS
In this paper, we introduce a very simple and effective ap-
proach to improve the transform invariance of CNN models.
By randomly transforming the feature maps of CNN layers
during training, the dependency of the specific transform
level of the input is reduced. Our architecture is different
from that of previous approaches because we improve the
invariance of deep learning models without adding any ex-
tra feature extraction modules, any learnable parameters or
any transformations on the training dataset. Therefore, the
transform invariances of current CNN models are very easy
to be improved by just replacing their corresponding weights
with our trained model. Experiments show that our model
outperforms CNN models in both image recognition and im-
age retrieval tasks.
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