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Abstract
This paper continues the development of disconjugacy of higher order dynamic equations on
time scales. Two-point conjugate type boundary value problems for general disconjugate dynamic
equations on time scales are studied and the sign properties of associated Green’s functions are
established. As expected, the results unify known results from the theories of ordinary differential
equations and finite difference equations.
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1. Introduction
The theory of dynamic systems on measure chains is undergoing rapid development as
it simultaneously unifies and extends the study of differential equations in the continuous
case and the study of finite difference equations in the discrete case. In this paper we
continue the unification by continuing the development of disconjugacy of nth order linear
dynamic equations on time scales. In particular, we define a two-point conjugate type
boundary value problem (BVP); we construct the associated Green’s function and obtain
the associated sign properties of the Green’s function.
Disconjugacy of nth order linear differential equations is well-developed and we refer
the reader to the often cited monograph by Coppel [9] for both the development, and
a summary of the rich history, of the theory. For nth order linear difference equations, we
refer the reader to Hartman’s landmark paper [13] which motivated so much activity in the
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of nth order linear dynamic equations on time scales. In [7], generalized zeros (GZs)
of multiplicity and disconjugacy are defined, and the fundamental interpolation results
related to disconjugacy are obtained. In particular, equivalence of disconjugacy, Frobenius
factorizations, and the existence of Markov, Fekete and Descartes systems of solutions is
established. In a related paper, Erbe, Mathsen and Peterson [11] show that a Trench like
factorization [17], a particular Frobenius factorization, is valid on time scales. In that paper,
they develop a concept of principal solutions as well. There has also been work on right
disfocality on time scales, [6,15], a concept that implies disconjugacy on time scales. We
point out that Wong [18] has also introduced a concept of disconjugacy. She considers both
a different dynamic equation and a concept of node instead of GZ.
In this paper, we continue the work initiated in [7]. We shall define a two-point
conjugate type boundary value problem (BVP) for a general nth order linear disconjugate
dynamic equation on a time scale. We shall construct the associated Green’s function.
The construction follows what are now standard constructions given in [6,10] or [15].
We then proceed to analyze the sign properties of the Green’s function. Our main result,
Theorem 4.1, contains the analogous result for differential equations [9] and it contains
the analogous result for finite difference equations [13]. We point out here that Hartman’s
[13] method to sign a discrete Green’s function is not a discrete analogue of the continuous
argument [9]; in particular, the technique of proof given here is new.
The paper is organized in the following way. In Section 2, we will provide preliminary
material with respect to the calculus on time scales. The development is not exhaustive;
we refer the reader to [1–4,12,14,16] for more extensive developments. We also refer the
reader to the recently published volume [8]; this volume provides an authoritative account
on the current state of dynamic equations on time scales. We present sufficient material in
Section 2 so that the paper is self-contained. In Section 3, we shall define the two-point
BVP that we shall analyze and we shall construct the Green’s function associated with the
two-point BVP. Moreover, we shall state and prove a crucial lemma, Lemma 3.1, in which
we obtain the equivalence between GZs of multiplicity and GZs of associated higher order
“quasiderivatives”. Finally in Section 4, we shall employ the crucial Lemma 3.1 and obtain
the sign properties of the Green’s function in Theorem 4.1.
The impact of Theorem 4.1 to nth order nonlinear dynamic equations on time scales
is immediate. Cone theoretic applications and applications based on maximum principles
can now be extended to the abstract nonlinear nth order dynamic equation on time scales.
2. Calculus on measure chains
A measure chain T is any closed subset of R. For our purposes, we shall also assume
that T is bounded, and thus put
a = min{t: t ∈ T} and b= max{t : t ∈ T}.
Define σ,ρ :T→ T by
σ(t)= inf{s ∈ T : s > t} and ρ(t)= sup{s ∈ T : s < t},
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shall simply write [t1, t2]T. (t1, t2]T, [t1, t2)T and (t1, t2)T are all defined similarly. t ∈ T is
called left-dense, left-scattered, right-dense, right-scattered if ρ(t)= t , ρ(t) < t , σ(t)= t ,
σ(t) > t , respectively. Define µ : [a, b)T→R+0 by µ(t)= σ(t)− t . Next, put Tκ = T if b
is left-dense and Tκ = T \ {b} if b is left-scattered. We will write Tκ = T \ (ρ(b), b]T.
We say that a function f defined on T is differentiable at t ∈ Tκ if for all ε > 0 there is
a neighborhood U of t such that for some α the inequality∣∣f (σ(t))− f (s)− α(σ(t)− s)∣∣< ε∣∣σ(t)− s∣∣
is true for all s ∈ U , and in this case we write f (t) = α. Note that in right-dense points
f (t) = lims→t (f (t) − f (s))/(t − s) provided this limit exists and in right-scattered
points f (t)= (f (σ (t))− f (t))/µ(t) provided f is continuous at t .
Lemma 2.1. Let f and g be functions on T and let t ∈ Tκ . Then:
(i) If f is differentiable at t , then f is continuous at t ;
(ii) If t is right-scattered and f is continuous at t , then
f (t)= (f (σ(t))− f (t))/µ(t);
(iii) If f (t) exists, then f (σ(t))= f (t)+µ(t)f (t);
(iv) If f (ρ(t)) exists and if t is left-scattered, then
f 
(
ρ(t)
)= (f (t)− f (ρ(t)))/µ(ρ(t));
(v) If f (t) exists on Tκ and f is invertible on T, then(
f−1
)
(t)=−f (σ(t))−1f (t)f−1(t) on Tκ .
Lemma 2.2. If f and g are differentiable at t ∈ Tκ , then
(fg)(t)= g(σ(t))f (t)+ g(t)f (t), (2.1)
(f/g)(t)= (g(t)f (t)− g(t)f (t))/[g(σ(t))g(t)], (2.2)
where (2.2) is valid provided g(t)g(σ (t)) = 0.
In order to study higher order dynamic equations, define inductively fk = (f k−1),
σk(t) = σ(σ k−1)(t), and ρk(t) = ρ(ρk−1)(t). For the sake of notation, let f 0 = f and
σ 0(t) = ρ0(t) = t . For a nonnegative integer i , let Tκi = T \ (ρi(b), b]. For the sake of
notation, let Tκ0 = T and let Tκ1 = Tκ . Finally, we also put f σ = f ◦ σ .
Remark 2.1. We lose a standard tool in the study of higher order equations on measure
chains because of Lemma 2.2. The right-hand side in (2.1) or (2.2) is a function of gσ , and
so, in general, one can not take higher order derivatives of products or ratios. This provides
an interesting case where the space of two times differentiable functions on T is not closed
under multiplication. See [7] for a specific example. This remark motivates the need for
Lemma 3.1.
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f :Tκ →R provided F(t)= f (t) holds for t ∈ Tκ . Define the integral of f by
t∫
a
f (s)s = F(t)− F(a), t ∈ T.
It is known that any rd-continuous function possesses an antiderivative. Here, a function
is called rd-continuous, if it is continuous in right-dense points and if its left-sided limit
exists in left-dense points. We refer the reader to [2,4,12,14] for further discussion.
We shall also have need of a fundamental theorem obtained by Erbe and Peterson [10];
the properties are obtained with direct computations from the properties listed above.
Lemma 2.3. Let c, d ∈ T and assume f(t, s) is continuous on [c, σ (d)]T×[c, d]T. Then( t∫
c
f (t, s)s
)
=
t∫
c
f (t, s)s + f (σ(t), t),
( d∫
t
f (t, s)s
)
=
d∫
t
f (t, s)s − f (σ(t), t).
We recall the definition of a generalized zero (GZ) of order greater than or equal to k.
See [7] for a thorough development.
Definition 2.1. t = a is a GZ of order greater than or equal to k of y if
y
j
(a)= 0, j = 0, . . . , k − 1.
a < t ∈ Tκk−1 is a GZ of order greater than or equal to k of y if
y
j
(t)= 0, j = 0, . . . , k − 1
or
y
j
(t)= 0, j = 0, . . . , k − 2, yk−1(ρ(t))yk−1(t) < 0. (2.3)
Remark 2.2. Suppose (2.3) holds. Then t is left-scattered and σ(ρ(t)) = t . In particular,
employing Lemma 2.1 (iv),
y
k−1(
ρ(t)
)= (yk−2(t)− yk−2(ρ(t)))/µ(ρ(t))=−yk−2(ρ(t))/µ(ρ(t)).
It follows inductively that
y
k−1(
ρ(t)
)= (−1)k−1µ(ρ(t))−(k−1)y(ρ(t)).
Hence (2.3) is equivalent to
y
j
(t)= 0, j = 0, . . . , k − 2, (−1)k−1y(ρ(t))yk−1(t) < 0. (2.4)
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Lemma 2.4. Let j  0 be an integer and let t ∈ Tκj . Then
y
i
(t)= 0, i = 0, . . . , j,
if, and only if,
y
i (
σ l(t)
)= 0, i = 0, . . . , j − l, l = 0, . . . , j.
Moreover,
y
j+1−l (
σ l(t)
)= l−1∏
s=0
µ
(
σ s(t)
)
y
j+1
(t).
Remark 2.3. If y has a GZ of order greater than or equal to k at t we shall say that y has
at least k GZs, counting multiplicities. Note that if y has a GZ of order greater than or
equal to k at t then, as a corollary to Lemma 2.4, y has a GZ of order greater than or equal
to k − 1 at σ(t). In order to avoid redundancies as we count GZs, if y has a GZ of order
greater than or equal to k1 at t1 and y has a GZ of order greater than or equal to k2 at t2
and σk1−1(t1) < t2, we shall say that y has at least k1 + k2 GZs, counting multiplicities.
We shall also have need of the following versions of Rolle’s theorem. The first version
is proved in [7].
Lemma 2.5. Let y be continuous on [t1, t2]T, and assume y exists on [t1, t2)T. If y has
GZs at ti , i = 1,2, then there exists c ∈ [t1, t2)T such that y has a GZ at c.
Lemma 2.6. Let y be continuous on [t1, t2]T, and assume y is continuous on (t1, t2)T. If
y(t1)= 0 and y has a GZ at t2, then there exists c ∈ (t1, t2)T such that y has a GZ at c.
Proof. The proof models the proof of Rolle’s theorem if [t1, t2] = T and the details have
been provided by Akin [5].
If y ≡ 0 there is nothing to prove. Assume then that y(t) = 0 for some t ∈ (t1, t2)T.
Assume without loss of generality that y(t) > 0. Let c be such that y(c)= max{y(t): t ∈
[t1, t2]T} and such that y(t) < y(c) for t ∈ (c, t2]T. Akin [5] argues that y(c) 0. In her
argument, she shows that y(ρ(c))y(c) 0. ✷
It is easy to construct an example of a time scale, T, with a strictly positive graininess
and a function, y , such that y has a GZ at t1, y has a GZ at t2, y has a GZ at t1, and y
does not have a GZ on [σ(t1), t2]T. To do so, y(t1) = 0.
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We shall study the linear nth order dynamic equation on a measure chain
Ly = 0, t ∈ Tκn with Ly := yn +
n∑
i=1
qi
(
y
n−i)σ
, (3.1)
where qi is rd-continuous, i = 1, . . . , n. Moreover, we shall assume that 1 + µq1 = 0
on Tκ
n
. y is said to be a solution of (3.1) on T if y satisfies Ly(t) = 0, t ∈ Tκn , and
y
j ∈C(Tκj ), j = 0, . . . , n− 1.
We say that (3.1) is disconjugate on T if y is a solution of (3.1) on T and y has greater
than or equal to n GZs, counting multiplicities, then y ≡ 0. We also say that L given in
(3.1) has a Frobenius factorization on T if L=M for some operator M defined by
My(t)= (1/vn+1)
(
(1/vn)
(· · ·((1/v2)(y/v1)) · · ·))(t), t ∈ Tκn,
where each vi is positive and rd-continuous on Tκ
i−1
, i = 1, . . . , n+ 1. Bohner and Eloe
[7] proved that L is disconjugate on T if, and only if, L has a Frobenius factorization on T.
Let k ∈ {1, . . . , n − 1}. We shall be interested in the two-point conjugate boundary
conditions
y
i
(a)= 0, i = 0, . . . , k − 1, (3.2)
y
i (
ρn−k−1(b)
)= 0, i = 0, . . . , n− k − 1. (3.3)
We require that σk−1(a) < ρn−k−1(b) because of Remark 2.3. In particular, we shall be
interested to study the sign properties of the Green’s function related to the boundary value
problem (BVP), (3.1)–(3.3).
To do so, we introduce the concept of quasi- derivatives and analyze the relation
between higher order GZs and vanishing quasi- derivatives. Let Ln = L =Mn where
Mn denotes a Frobenius factorization of L. Associated with the disconjugacy of L is a
Markov system of solutions of (3.1) ([7]). It is the case that the disconjugacy of L on T is
equivalent to the existence of a Markov system of solutions of (3.1) on T. Let y1, . . . , yn
denote a Markov system of solutions of (3.1) on T; that is, y1, . . . , yn is a set of solutions
of (3.1) on T such that Wk =W(y1, . . . , yk) > 0 on Tκk−1 , k = 1, . . . , n, and Wk denotes a
usual (with higher order  derivatives) Wronskian determinant.
Define the kth quasi- derivative, Lk , by
Lky = (1/vk+1)
(
(1/vk)
(· · ·((1/v2)(y/v1)) · · ·)).
Bohner and Eloe ([7], Theorem 7.2) have shown by construction that there exists a Markov
system of solutions of (3.1) on T such that
Lky = ckW(y1, . . . , yk, y)/Wσk , k = 1, . . . , n, (3.4)
where ck is of strict sign.
Lemma 3.1. y has a GZ of order greater than or equal to k at t if, and only if,
Ljy(t)= 0, j = 0, . . . , k − 2, Lk−1y
(
ρ(t)
)
Lk−1y(t) 0.
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y
j
(t) = 0, j = 0, . . . , k − 2, implies Ljy(t) = 0, j = 0, . . . , k − 2. If yk−1(t) = 0 as
well, then Lk−1y(t)= 0 follows from (3.4).
Suppose yj (t) = 0, j = 0, . . . , k − 2, and yk−1(ρ(t))yk−1(t) < 0. Properties of
determinants imply
W(y1, . . . , yk−1, y)
(
ρ(t)
)
W(y1, . . . , yk−1, y)(t)
= (−1)k−1y(ρ(t))yk−1(t)W(y1, . . . , yk−1)2(t). (3.5)
Thus, it follows from (3.4) that
Lk−1y
(
ρ(t)
)
Lk−1y(t) < 0. (3.6)
Now assume
Ljy(t)= 0, j = 0, . . . , k − 2, Lk−1y
(
ρ(t)
)
Lk−1y(t) 0.
We proceed inductively with similar calculations. L0y(t)= 0 implies y(t)= 0 since v1 is
of strict sign. L0y = L1y = 0 implies y(t)= 0, and W(y1, y)(t)= y1(t)y(t)= 0 which
in turn implies y(t)= 0. Inductively then
W(y1, . . . , yj , y)(t)=Wj(t)yj (t)= 0
implies yj (t)= 0 since y1, . . . , yk is a Markov system. Thus,
y
j
(t)= 0, j = 0, . . . , k − 2.
If Lk−1y(t)= 0 then yk−1(t)= 0 and the proof is complete. If
Lk−1y
(
ρ(t)
)
Lk−1y(t) < 0,
employ (3.5) to see that (−1)k−1y(ρ(t))yk−1(t) < 0 and the proof is complete. ✷
Remark 3.1. Analogous lemmas for ordinary differential equations or for finite difference
equations are obtained directly with formulas to calculate higher order derivatives of
products. Higher order  differentiation is not closed with respect to multiplication (see
Remark 2.1); the formulas do not extend to time scales. Our method of proof employs
Lemma 3.1.
Remark 3.2. With the proof of Lemma 3.1, Corollary 7.1, a Pólya type mean value
theorem, in [7] is now valid.
We shall now exhibit the construction of the Green’s function of the BVP, (3.1), (3.2).
The construction is not new; see [6,10], and [15]. We outline the construction here.
Let s ∈ Tκn and let χ(t, s) denote the Cauchy function for the dynamic equation,
Ly(t)= 0, t ∈ Tκn;
that is,
Lχ(t, s)= 0, t ∈ Tκn , χj (σ(s), s)= δj,n−1, j = 0, . . . , n− 1.
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It follows with straightforward calculations (using Lemma 2.3 repeatedly) that if
y(t)=
t∫
a
χ(t, s)h(s)s
then Ly = h for t ∈ Tκn .
Let s ∈ Tκn and let u(t, s) denote the solution of Ly = 0, t ∈ Tκn , satisfying
u
i
(a, s)= 0, i = 0, . . . , k − 1, (3.7)
u
i (
ρn−k−1(b), s
)=−χi (ρn−k−1(b), s), i = 0, . . . , n− k − 1. (3.8)
It is straightforward to see that by disconjugacy, u(t, s) exists uniquely. If y1, . . . , yn
denotes a fundamental system of solutions of (3.1) on T then u(t, s) =∑ni=1 ci(s)yi(t).
The corresponding coefficient matrix for the linear nonhomogenous system (3.7), (3.8) is
nonsingular by disconjugacy.
Define G(t, s) on T×Tκn by
G(t, s)=
{
u(t, s), t  s
u(t, s)+ χ(t, s), σ (s) t .
Then G(t, s) denotes the Green’s function of the BVP, (3.1), (3.2), (3.3); in particular, the
unique solution, y , of a BVP,
Ly = h, t ∈ Tκn ,
satisfying the boundary conditions, (3.2), (3.3), is
y(t)=
ρn−1(b)∫
a
G(t, s)h(s) ds.
4. Sign properties of G(t, s)
The argument given here for time scales is new; it is neither an extension of the argument
given by Coppel [9] for differential equations, nor of the argument given by Hartman [13]
for finite difference equations.
Theorem 4.1. Assume L is disconjugate on T and let G(t, s) denote the Green’s functions
associated with the BVP, (3.1), (3.2). Then
(−1)n−kG(t, s) > 0, (t, s) ∈ (σk−1(a), ρn−k−1(b))
T
× (a,ρn(b))
T
.
If a < σ(a) then strict inequality holds as well at s = a. If ρn(b) < ρn−1(b) then strict
inequality holds as well at s = ρn(b).
Proof. We first show that G is of fixed sign for
(t, s) ∈ (σk−1(a), ρn−k−1(b)) × (a,ρn(b)) .T T
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conditions, (3.2), (3.3). Apply Lemma 3.1 and note that
Lj (a, s)= 0, j = 0, . . . , k − 1,
Lj
(
ρn−k−1(b), s
)= 0, j = 0, . . . , n− k − 1.
Assume for the sake of contradiction that G has an additional GZ at t for some t ∈
(σ k−1(a), ρn−k−1(b))T.
We perform a count on the number of GZs of each Lj . The argument becomes awkward
as higher order delta differentiation is not closed under multiplication. In loose and
imprecise terms, we want to argue with repeated applications of Rolle’s theorem that y =G
has at least n+1 GZs on T implies each Ljy has n−j+1 GZs on Tκj , j = 0, . . . , n−2. In
particular (in precise terms), Ln−2y = Ln−2G has at least three GZs on Tκn−2 . We employ
Lemma 3.1 to make the argument correct and precise. Throughout the argument, we call
y = G. y has k GZs at a, y has a GZ at t , and y has n − k GZs at ρn−k−1(b). Thus,
L0y has a GZ at σk−1(a), t , and ρn−k−1(b). Note that another n− 2 GZs are accounted
for at Li(σ k−1−i (a)), i = 1, . . . , k − 1, and Li(ρn−k−1(b)), i = 1, . . . , n− k − 1. In our
count, we have accounted for n+ 1 = 3 + (n− 2) GZ of appropriate quasiderivatives. At
the first step, apply Rolle’s theorem to L0y to obtain a GZ, t1, of L1y in (σ k−1(a), t)T
and a GZ, t2, of L1y in [t, ρn−k−1(b))T. Note that Lemma 2.6 has been applied to find t1
and Lemma 2.5 has been applied to find t2. If k = 1 or k = n− 1, we have accounted for
n= 3 + (n− 3) GZs of appropriate functions; these are L1 at t1, t2 and either ρn−k−1(b)
or σk−2(a) depending on k = 1 or k = n − 1, and Li , i > 1 according to the boundary
conditions. If 1 < k < n− 1, we have accounted for n= 4 + (n− 4) generalized zeros of
appropriate functions.
At the second step, apply Rolle’s theorem toL1y to account for n−1 GZs of appropriate
functions beginning with L2y . Again, the count differs if k = 1, k = 2, k = n−2, k = n−1,
or if 2 < k < n− 2. Inductively, at the j th step, j  n− 2, apply Rolle’s theorem to Lj−1y
to account for n− (j − 1) GZs of appropriate functions beginning with Ljy . In particular,
we obtain 3 GZs of Ln−2y on (a,ρn−2(b))T.
Thus,Ln−2G has at least two GZ counting multiplicities for t  s or for σ(s) t . Either
case will provide a contradiction.
Assume Ln−2G has at least two GZ counting multiplicities for t  s. Then Ln−1G has
at least one GZ for t  s. By construction, LnG≡ 0 for t  s; thus, Ln−1G is of constant
sign and has a GZ; in particular, Ln−1G ≡ 0 for t  s. Continue inductively and argue
that LjG≡ 0 for t  s. In particular, G= u≡ 0 for t  s and u≡ 0 on T. Thus, χ has a
GZ of order at least n− 1 at σ(s) and a GZ of order at least n− k  1 at ρn−k−1(b). By
disconjugacy, χ = 0 which contradicts that χn−1(σ (s), s)= 1.
Assume Ln−2G has at least two GZ counting multiplicities for σ(s) t . Then a similar
argument gives that G= u+ χ ≡ 0 for σ(s) t and, in fact, for all t . One argues that χ
has a GZ of order at least k  1 at a and a GZ of order at least n− 1 at σ(s) to obtain the
contradiction that χ = 0.
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that this same argument implies the order of each GZ of G at a or ρn−k−1(b) is precisely
determined; that is,
kG(a, s) = 0, n−kG(ρn−k−3(b), s)n−kG(ρn−k−2(b), s)> 0.
To determine the sign of G, evaluate the sign of
h(t)=
ρn−1(b)∫
a
G(t, s)h(s) ds,
which is the unique solution of the BVP,
Ly = 1, t ∈ Tκn ,
with boundary conditions (3.2), (3.3). h has a GZ of at least order k at a and a GZ of at least
order n− k at ρn−k−1(b). Apply Rolle’s theorem as we did in the count above. Ln−1h has
a GZ, and is strictly increasing since Lnh= 1 > 0. So, Ln−1h < 0 in a right neighborhood
of a. If k < n− 1, then Ln−2h is strictly decreasing through a GZ on a right neighborhood
of a and so, Ln−2h is positive on a right neighborhood of a. Continue inductively to
obtain the oscillation in sign of Ln−j h, j = 0, . . . , n − k, in a right neighborhood of a.
In particular, (−1)n−kLkh(a) > 0. Apply (3.4) to see that (−1)n−khk (a) > 0. Apply the
Taylor expansion, developed by Agarwal and Bohner [2] to obtain that (−1)n−kh(t) > 0
in a right neighborhood of σk−1(a). Since G has no GZs other than those determined by
the boundary conditions, the proof is complete for t ∈ (σ k−1(a), ρn−k−1(b))T.
We now address the case where a < σ(a) and s = a. We argued by contradiction
above the if G has an additional GZ, then the Cauchy function χ ≡ 0. Precisely, the same
argument is valid if a < σ(a) and s = a. We leave it to the reader to show that if a = σ(a)
and s = a, then u≡ 0 and G(t, a)= χ(t, a), t ∈ T. ✷
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