Abstract: Recent increases in forest diseases have produced significant mortality in boreal forests. These disturbances influence merchantable volume predictions as they affect the distribution of live and dead trees. In this study, we assessed the use of lidar, alone or combined with multispectral imagery, to classify trees and predict the merchantable volumes of 61 balsam fir plots in a boreal forest in eastern Canada. We delineated single trees on a canopy height model. The number of detected trees represented 92% of field trees. Using lidar intensity and image pixel metrics, trees were classified as live or dead with an overall accuracy of 89% and a kappa coefficient of 0.78. Plots were classified according to their class of mortality (low/high) using a 10.5% threshold. Lidar returns associated with dead trees were clipped. Before clipping, the root mean square errors were of 22.7 m 3 ha −1 in the low mortality plots and of 39 m 3 ha −1 in the high mortality plots. After clipping, they decreased to 20.9 m 3 ha −1 and 32.3 m 3 ha −1 respectively. Our study suggests that lidar and multispectral imagery can be used to accurately filter dead balsam fir trees and decrease the merchantable volume prediction error by 17.2% in high mortality plots and by 7.9% in low mortality plots.
Introduction
Remote sensing has greatly improved the quality and the efficiency of forest inventories. Light detection and ranging (lidar) is an active remote sensing tool which uses pulses of light to measure the distance to and record the strength of light backscattering from a target. Lidar generates point clouds which are a three-dimensional representation of the volumetric interaction between pulse photons and illuminated objects. Point clouds have been used to model forest attributes such as tree height, diameter at breast height (dbh), biomass, basal area, and volume [1] [2] [3] [4] [5] .
Lidar intensity, defined as the quantification of the strength of the pulse backscattering received from the object, has been proven useful in feature extraction [6] , species identification [7] , land-cover classification [8] , forest attribute modelling [9, 10] , snag detection [11] , and point cloud filtering [12] . For example, Bright et al. [9] used lidar intensity to estimate dead basal areas in beetle-affected pine forests. Kim et al. [10] observed that live and dead trees have different intensity distribution modes and that a segmentation method can predict the standing tree biomass of burned mixed coniferous forests. Casas et al. [13] used lidar intensity to detect dead trees. Lidar has also been combined with other remote sensing tools such as optical imagery to improve dead tree identification [14] [15] [16] . Many of these studies have been carried out on sites where insect, disease or fire disturbances have caused significant damage to the forests [9] [10] [11] [12] . However, we did not find any study demonstrating the ability of lidar sensors to detect dead trees for sites with low mortality where, for example, only natural mortality is observed. Yet, accurate information on live trees alone (e.g., merchantable volume MV, live biomass) are mandatory in an operational context as they are directly linked to the economic value of timber. Improved estimates of tree mortality are also fundamental for a sustainable forest management. There is, therefore, a need to investigate the contribution of lidar and multispectral imagery when predicting live tree attributes in high and low mortality contexts.
The aim of our study is to develop and evaluate a methodology capable of discriminating live from dead trees and to assess the accuracy of merchantable volumes predicted from filtered lidar point clouds.
Materials and Methods

Study Area
The study was conducted in the Montmorency Forest, a teaching and research facility of Université Laval. The forest is located in central Quebec, QC, Canada (47. . White birch (Betula papyrifera Marshall) and trembling aspen (Populus tremuloides) are also common [18] . Spruce budworm (Choristoneura fumiferana) disturbance and the hemlock looper (Lambdina fiscellaria) major outbreak in 2012 have caused cumulative defoliation and increased the mortality in stands [19, 20] . Many of these studies have been carried out on sites where insect, disease or fire disturbances have caused significant damage to the forests [9] [10] [11] [12] . However, we did not find any study demonstrating the ability of lidar sensors to detect dead trees for sites with low mortality where, for example, only natural mortality is observed. Yet, accurate information on live trees alone (e.g., merchantable volume MV, live biomass) are mandatory in an operational context as they are directly linked to the economic value of timber. Improved estimates of tree mortality are also fundamental for a sustainable forest management. There is, therefore, a need to investigate the contribution of lidar and multispectral imagery when predicting live tree attributes in high and low mortality contexts.
Materials and Methods
Study Area
The study was conducted in the Montmorency Forest, a teaching and research facility of Université Laval. The forest is located in central Quebec, QC, Canada (47.3° N, 71.1° W), about 70 km north of Quebec City (Figure 1 ). Elevation at the site ranges from approximately 460 to 1040 m above sea level. The mean annual precipitation is 1589 mm and the mean annual temperature is 0.3 °C [17] . The site lies on the Laurentian Plateau and is part of the balsam fir, white birch domain. It is mainly composed of conifers: balsam fir (Abies balsamea [L.] Miller), black spruce (Picea mariana [Miller] , and white spruce (Pinus glauca [Moench] Voss). White birch (Betula papyrifera Marshall) and trembling aspen (Populus tremuloides) are also common [18] . Spruce budworm (Choristoneura fumiferana) disturbance and the hemlock looper (Lambdina fiscellaria) major outbreak in 2012 have caused cumulative defoliation and increased the mortality in stands [19, 20] . 
Field Plot Data
We used field data of 61 permanent sample plots (radius = 11.28 m, area = 400 m 2 ) which were inventoried between 2010 and 2012. The plots were selected based on three features: (1) balsam fir was the dominant species, (2) stands were not cut since 1996, and (3) the minimum tree height was 7 m. The plot centers were georeferenced using a dual-frequency antenna GPS (Trimble Yuma, accuracy ~30 cm). All merchantable trees with a diameter at breast height (dbh) above 9 cm were 
We used field data of 61 permanent sample plots (radius = 11.28 m, area = 400 m 2 ) which were inventoried between 2010 and 2012. The plots were selected based on three features: (1) balsam fir was the dominant species, (2) stands were not cut since 1996, and (3) the minimum tree height was 7 m. The plot centers were georeferenced using a dual-frequency antenna GPS (Trimble Yuma, accuracỹ 30 cm). All merchantable trees with a diameter at breast height (dbh) above 9 cm were measured using a diameter tape. Tree height was measured on eight sample trees per plot using a Vertex hypsometer. A height-diameter equation (non-linear random coefficient regression) was adjusted for each plot and used to predict the height of the other merchantable trees following [21] :
with
where H is the total height, DBH the diameter at breast height, β the model parameters of the i th plot, z some explanatory variables, and ε and δ the random error terms. The correlation was high (R 2 = 94.1%, root mean square error RMSE = 1.1 m). The merchantable volume was then computed with volume equations based on the height and the diameter of live merchantable trees as described by Fortin et al. [22] . The total plot merchantable volume was computed as the sum of the individual tree merchantable volumes. A total of 4000 live trees and 471 dead trees was recorded in the 61 plot tally sheets. The mortality ratio was computed as the mean proportion of dead trees in a plot. It was of 10.5% in average and ranged between 0% and 32.2%. The average value was used as a threshold to classify field plots into two classes of mortality: low mortality class (mortality ratio ≤ 10.5%) and high mortality class (mortality ratio > 10.5%). Forty-two plots had a mortality ratio below 10.5% (low mortality) and nineteen above 10.5% (high mortality).
The classification of trees by their status (live/dead) required a sample of live and dead trees and their geospatial location to train and assess the classifier. However, no stem map was produced during the field inventories. A field trip was conducted in July 2016 (four to six years after the field inventory) to retrieve the spatial location of some random trees recorded as dead during the field inventories and that were still standing. We obtained the geospatial locations of the sample live trees from the lidar canopy height models of plots with zero mortality. Tree locations were validated by multispectral imagery. Table 1 provides a summary of the field data used for the study site. 
Lidar Data
The airborne lidar data were acquired in August 2011 with an ALTM 3100 discrete return fixed gain sensor. The laser wavelength was 1064 nm. The mean flying altitude was 1000 m above ground level and the horizontal accuracy~18 cm. The pulse repetition rate was 100 kHz. The scanning angle range was 0-22 • and there was a 50% strip overlap. The sensor could record up to four returns per pulse. Information for each return was recorded in LAS files [23] . The above-ground return density was 6.8 m −2 . The ground classified returns were interpolated to construct a digital terrain model (DTM) within a 25 cm × 25 cm grid. The digital surface model (DSM) was generated by interpolating returns with the highest elevation values in each grid cell. The canopy height model (CHM) was computed by subtracting the DTM from the DSM. The elevation of each return was converted (normalized) to above-ground heights using the underlying DTM model. Lidar data processing was done with LAStools software [24] .
The intensity of the first returns above 2 m was normalized to reduce the electronic noise and improve the consistency of the measurements. This was done following a method described by Gatziolis [25] , which hypothesizes that neighboring lidar returns (e.g., distance <1 m) from two different swaths falling on the same target should have similar intensities and that any major discrepancy between their intensity values is mainly indicative of differences in the range. The intensity was corrected using the following equation:
where I norm is the corrected intensity, I obs the observed intensity, R the distance (range) between a return and the corresponding position of the lidar instrument, R re f a reference distance specified by the user, and f an exponent. f can have a value between 2.0 and 4.0 depending on several factors such as the return type or the nature of the scatterers hit by lidar pulses. Its optimal value is usually between 2.0 and 2.5 in forest studies. Considering the lidar flying altitude and the coniferous forest of the study site, R re f was set to 1000 and f to 2. The canopy intensity model was built by interpolating the returns with the highest corrected intensity values within a 25 cm × 25 cm grid. Table 2 provides a summary of the lidar data for the study site. 
Multispectral Imagery Data
Multispectral images of Montmorency Forest were acquired in June 2012 with a Microsoft-Vexcel UltraCam XP aerial camera flown at 2450 m above ground in panchromatic, blue, green, red and near-infrared (nir) channels. The lateral and forward overlaps were 30%, and 80% respectively. The panchromatic images had a spatial resolution of approximately 10 cm and an 8-bit pixel depth. Pansharpening was applied to the 40 cm resolution multispectral channels to enhance them to 10 cm. Image aero-triangulation was carried out by the vendor. We performed image orthorectification using the resulting absolute orientations and the DSM derived from the lidar. This was done using ® Summit Evolution software. No radiometric standardization was performed on the multispectral imagery.
Data Analysis
The lidar point cloud and the multispectral images were clipped to each plot's boundary to extract the corresponding returns and image pixels respectively. The data were then analyzed following four main steps: (1) lidar-based tree crown delineation, (2) individual tree crown metric calculation, (3) random forest classification of tree status, and (4) merchantable volume accuracy assessment. Figure 2 presents a summary of the workflow. The classification and statistical analyses were done with R software [26] . 
Lidar Tree Crown Delineation
The delineation of individual tree crowns (ITC) was performed on the CHM using an in-house delineation algorithm. The algorithm applies an adaptive Gaussian filtering to the raster CHM before detecting local maxima. The maxima are then used as seeds for the region growing, which extend the crowns until stopping conditions are met. Each delineated CHM region is then defined as an individual tree crown (ITC). A more detailed description of the algorithm can be found in St-Onge et al. [27] .
Tree Crown Metric Calculation
A polygon shapefile of the ITCs was created using ArcGIS ( ® ESRI). The shapefile was used as a mask to clip lidar returns and image pixels falling inside the polygons. Lidar intensity metrics were calculated for each ITC: minimum (min_I), maximum (max_I), mean (mean_I), mode (mode_I) and standard deviation (sd_I). Likewise, pixel metrics in each multispectral image band were calculated for each ITC: minimum (min_blue, min_green, min_red, min_nir), maximum (max_blue, max_green, max_red, max_nir), mean (mean_blue, mean_green, mean_red, mean_nir), mode (mode_blue, mode_green, mode_red, mode_nir), and standard deviation (sd_blue, sd_green, sd_red, sd_nir). Several normalized differences and ratios were computed: normalized difference vegetation index (ndvi), green ndvi (gndvi), simple ratio vegetation index (sr), and green/red vegetation index (grvi): 
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Tree Crown Metric Calculation
A polygon shapefile of the ITCs was created using ArcGIS ( ® ESRI). The shapefile was used as a mask to clip lidar returns and image pixels falling inside the polygons. Lidar intensity metrics were calculated for each ITC: minimum (min_I), maximum (max_I), mean (mean_I), mode (mode_I) and standard deviation (sd_I). Likewise, pixel metrics in each multispectral image band were calculated for each ITC: minimum (min_blue, min_green, min_red, min_nir), maximum (max_blue, max_green, max_red, max_nir), mean (mean_blue, mean_green, mean_red, mean_nir), mode (mode_blue, mode_green, mode_red, mode_nir), and standard deviation (sd_blue, sd_green, sd_red, sd_nir). Several normalized differences and ratios were computed: normalized difference vegetation index (ndvi), green ndvi (gndvi), simple ratio vegetation index (sr), and green/red vegetation index (grvi):
The ITCs were classified as live or dead using lidar intensity metrics first. Another classification was performed using the combined lidar intensity and image pixel metrics.
Random Forest Classification
Random forest (rf) is a non-parametric classification method developed by Breiman [28] . In this method, binary decision trees are built for classification using bootstrap samples of a training dataset without pruning. A subset of explanatory variables is randomly selected to split the nodes of the decision trees. The final class of the dataset is determined based on a majority vote of the decision trees [29] [30] [31] . Users can set the number of trees to grow and the number of random explanatory variables at each split. This prevents overfitting the model and allows for robust error estimation with the test dataset [28, 32] . The contribution of each variable to the classification can also be assessed by measuring the mean decrease in the Gini index i.e. the total decrease in node impurities from splitting on a given variable averaged over all decision trees [33] .
We used the R-package "randomForest" [33] to predict the status (live/dead) of the ITCs based on the crown reflectance characteristics. The number of trees was set to 1000 and of explanatory variables to 8. The training dataset consisted of 126 randomly selected ITCs that were previously identified as "dead" or "live" from the field data (see Section 2.2). The producer's and user's accuracy, the omission and commission errors, the kappa index, and the mortality ratio were computed for each classification method. Cross-validation was performed to assess the classification accuracy.
We then calculated the standard normal deviate Z [34] between the kappa indices at the 95 percent probability level to verify whether the classification methods were significantly different . A threshold value of 1.96 was used, above which the difference between the two classification methods was considered significant. The lidar point clouds were then filtered to remove returns associated with dead tree crowns.
Merchantable Volumes Accuracy Assessment
We tested whether the point cloud filtering improved the prediction accuracy of the merchantable volume . MV was modeled using a three-variable non-linear model (Equation (7)), adapted from Bouvier et al. [1] . We chose this model as it has been developed based on robust variables and can be applied in various forest types (coniferous, deciduous and mountainous forest types). Lidar explanatory variables were derived from the point clouds before or after the filtering. They were then used in the same predictive model:
where HEIGHT is the mean height of first returns; GAP, the proportion of first returns below a threshold value; HETEROGENEITY, a canopy surface roughness index; β i the parameters; and ε the residual variance. The threshold value of the GAP variable was set to 2 m to filter returns associated with the ground or understory [3] . HETEROGENEITY was computed as the ratio of the DSM to the DTM, following [35] . We compared the MV models before filtering (initial MV model) and after filtering (filtered MV model) using the pseudo-R 2 , the RMSE and the corrected Akaike Information Criterion (AICc). AICc assesses the quality of a model based on its goodness of fit and the number of parameters.
The best MV model was validated using the leave-one-out cross-validation procedure. A new dataset was created by removing one field plot. The MV model was fitted to the new dataset (training data) and used to predict the MV of the removed field plot (test data). The procedure was repeated iteratively until predicted values were obtained for all field plots. Figure 3 shows the relative frequency distribution of the first-return normalized intensities of eight typical field plots with different mortality ratios. Low mortality plots tended to have a leptokurtic unimodal distribution with a mode intensity ranging between 34 and 58. Conversely, high mortality plots tended to have a platykurtic bimodal intensity distribution with a mode intensity ranging between 5 and 18 and between 42 and 63. The number of returns in these intensity ranges was higher compared to low mortality plots. Figure 3 shows the relative frequency distribution of the first-return normalized intensities of eight typical field plots with different mortality ratios. Low mortality plots tended to have a leptokurtic unimodal distribution with a mode intensity ranging between 34 and 58. Conversely, high mortality plots tended to have a platykurtic bimodal intensity distribution with a mode intensity ranging between 5 and 18 and between 42 and 63. The number of returns in these intensity ranges was higher compared to low mortality plots. 
Results
Lidar Intensity Distribution
Results
Lidar Intensity Distribution
Delineation and Classification Results
The delineation algorithm detected 4116 ITCs. This represents 92% of trees detected compared to the number of trees in the field. It is likely that small and suppressed trees were undetected either by the sensor or the algorithm. Figure 4 shows an example of delineated and classified tree crowns of a given field plot. Table 3 presents the confusion matrices of the tree status classification of the training dataset. We found a good overall accuracy (87%) and kappa value (0.74) when identifying live and dead trees 
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The delineation algorithm detected 4116 ITCs. This represents 92% of trees detected compared to the number of trees in the field. It is likely that small and suppressed trees were undetected either by the sensor or the algorithm. Figure 4 shows an example of delineated and classified tree crowns of a given field plot. Table 3 presents the confusion matrices of the tree status classification of the training dataset. We found a good overall accuracy (87%) and kappa value (0.74) when identifying live and dead trees Table 3 presents the confusion matrices of the tree status classification of the training dataset. We found a good overall accuracy (87%) and kappa value (0.74) when identifying live and dead trees with lidar intensity metrics exclusively. The best metrics were mean_I and mode_I (mean decrease in Gini index = 7.88 and 7.48 respectively; see Figure 5 ). The lidar and multispectral imagery combination slightly improved the classification. The overall accuracy increased to 89% and the kappa value to 0.78. The most important variables were mode_I, mean_I, min_I, max_I, mean_nir, mean_green, min_blue and mode_red. Their mean decrease in Gini index were 5.24, 4.68, 2.23, 1.52, 0.47, 0.45, 0.34 and 0.32 respectively. The difference between the two classification methods was not significant (Z = 0.39). Table 3 . Confusion matrices of two random forest classifications using lidar classifiers only (upper) or combined with multispectral imagery classifiers (lower).
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with lidar intensity metrics exclusively. The best metrics were mean_I and mode_I (mean decrease in Gini index = 7.88 and 7.48 respectively; see Figure 5 )
The difference between the two classification methods was not significant (Z = 0.39). Overall accuracy = 89%; kappa = 0.78. We then predicted the tree status of the other ITCs (Table 4) . Both classifications underestimated the number of dead trees compared to field observation (313 for the lidar-based classification and 353 for the combined lidar-multispectral imagery-based classification, versus 471 for the field data). Consequently, the average mortality ratio was lower (7.0% for the lidar-based classification and 7.9% for the combined lidar-multispectral imagery-based classification, versus 10.5% for the field data). Both classifications estimated well the mortality ratios of the low and high mortality classes: 1.8% and 16.1% (for the lidar-based classification), and 3.0% and 20.5% (for the combined lidar-multispectral imagery-based classification). We then predicted the tree status of the other ITCs (Table 4) . Both classifications underestimated the number of dead trees compared to field observation (313 for the lidar-based classification and 353 for the combined lidar-multispectral imagery-based classification, versus 471 for the field data). Consequently, the average mortality ratio was lower (7.0% for the lidar-based classification and 7.9% for the combined lidar-multispectral imagery-based classification, versus 10.5% for the field data). Both classifications estimated well the mortality ratios of the low and high mortality classes: 1.8% and 16.1% (for the lidar-based classification), and 3.0% and 20.5% (for the combined lidar-multispectral imagery-based classification). 3.3. Merchantable Volume Accuracy Assessment Table 5 shows a comparison of the merchantable volume predictive models built before and after the point cloud filtering. We found a very good correlation between the field and the predicted MVs even with the initial MV model (pseudo-R 2 = 0.88, AICc: 599.3, p < 0.01). The RMSE was 31.3 m 3 ha −1 for the regression model, and 33.1 m 3 ha −1 after cross-validation. There was a slight improvement of the predictions with the filtered MV models. The best results were obtained with the combined lidar-multispectral imagery MV model (pseudo-R 2 = 0.90, AICc = 590.1, p < 0.01). The RMSE was 27.7 m 3 ha −1 for the regression model and 29.6 m 3 ha −1 after cross-validation. Model 1: MV predicted before filtering; Model 2: MV predicted after a filtering based on a lidar classification of dead tree crowns; Model 3: MV predicted after a filtering based on a combined lidar-multispectral imagery classification of dead tree crowns. Table 6 shows the RMSEs of the MV models by classes of mortality. We found a higher RMSE in the high mortality plots compared to the low mortality plots (39 m 3 ha −1 versus 22.7 m 3 ha −1 ) before the point cloud filtering. This represented a difference in the prediction error of 16.3 m 3 ha −1 between the classes of mortality. The residual variability decreased substantially after the point cloud filtering. The best results were obtained with the combined lidar-multispectral imagery MV model (32.3 for the high mortality plots and 20.9 m 3 ha −1 for the low mortality plots). This represented a difference in the prediction error of 11.4 m 3 ha −1 between the classes of mortality. Overall, the MV prediction errors decreased by 17.2% in the high mortality plots and by 7.9% in the low mortality plots compared to the initial MV model. Model 1: MV predicted before the point cloud filtering; Model 2: MV predicted after a point cloud filtering based on a lidar classification of dead tree crowns; Model 3: MV predicted after a point cloud filtering based on a combined lidar-multispectral imagery classification of dead tree crowns.
Discussion
In this study, lidar was used to delineate tree crowns and discriminate tree mortality in balsam fir plots. Monospectral lidar sensors often use a 1064 nm, near-infrared wavelength. Near-infrared wavelengths are well-suited to identify variability in vegetation reflectance as they penetrate through the inner layers (mesophyll) of leaf cells. Strong backscattering is measured for healthy trees due to leaf scattering [36, 37] . Lidar intensity can, therefore, be used as a classifier of the status (live or dead) of trees. Kim et al. [10] and Wing et al. [12] found similar results on mixed conifer forests. Figure 3 shows that plots with different mortality ratios have different lidar intensity distributions. The importance of lidar intensity for the identification of dead trees has often been studied in forests where dead trees are abundant, such as in high mortality sites [9] [10] [11] [12] 38] . This study confirms that the lidar intensity can discriminate well interspersed dead trees in low mortality sites (mortality ratio <10.5%) where, for example, only natural mortality is observed. It also shows that lidar can predict the level of mortality within plots efficiently (Table 4) and that a multimodal lidar intensity distribution can be an indication of mortality in balsam fir plots.
A simpler tree status classification could rely on the use of lidar intensity distribution modes as threshold values. However, the range of lidar intensity varies among study sites due to several factors such as the sensor's settings (e.g., pulse energy and divergence), the backscattering properties of the target, the atmospheric conditions, the distance between the sensor and the target, the foliage surface humidity, etc. The threshold values would therefore differ. Kim et al. [10] , for example, suggested an arbitrary threshold intensity of 125 (intensity quantized to 8-bit), Wing et al. [12] a value of 60, and we found a maximal intensity value of 20 for dead trees.
Another simpler filtering of returns could have been done by systematically removing from the point cloud returns with a lidar intensity below a given threshold (single classifier). However, this would have led to significant changes in the structure of the point cloud as returns associated with other less reflective targets (e.g., lower tree branches) would also be removed. We chose to combine several classifiers to filter only returns associated with dead tree crowns.
Multispectral bands provided additional information to the classification, as live and dead trees also have different reflective properties in the visible part of the spectrum [14] . For example, the chlorophyll a leaf pigment has a high light absorbance in the near-infrared and green wavelengths in live tree leaves and conversely a low peak absorbance in dead tree leaves. The mean pixel value in the near infrared (mean_nir) and in the green (mean_green) image bands were the most efficient classifiers. Most image pixel metrics, however, made a marginal contribution to the overall classification (see Figure 5) . The difference between the lidar and the combined lidar-multispectral imagery classification was not significant (Z = 0.39). This may be explained by the absence of standardization of the multispectral image intensities or by the relatively small size of the sample dataset. With a larger dataset, the contribution of the multispectral imagery would likely have been more substantial. Our finding, nevertheless, confirms that lidar is an effective classification tool for forest attributes and can be combined with multispectral imagery [15, 16, 39, 40] .
The classification results were used to filter lidar returns associated with dead ITCs. The point cloud filtering decreased the merchantable volume prediction errors in both the low and high mortality classes (Table 6 ). This indicates the need to filter point clouds before modeling live tree attributes when mortality occurs.
A constraint in the study was the absence of stem maps produced at the time of the field inventory. As our study site used data collected in permanent sample plots where merchantable trees are labeled and remeasured every five years, we were able to conduct a field trip (four to six years after the field inventory) to georeference some dead trees that were still standing. Also, we could not verify our prediction accuracy at the tree level. The predicted mortality ratios at the plot level were, however, similar to the field data. These results suggest that our method can predict the mortality ratio at the plot level. The method is applicable in similar study areas with permanent plots where there is no field information on tree locations. In an operational context, our study presents a method to predict merchantable volume in sites where both low and high mortality plots are present.
Conclusions
Balsam fir plots have different intensity distributions when mortality occurs. Our study tested lidar as a tool to delineate and classify trees and to accurately predict the merchantable volume. Our finding confirms that lidar alone is an effective classification tool for live and dead trees. Combining lidar with multispectral imagery slightly improved the classification (overall accuracy = 89%, kappa value = 0.78). This study demonstrates that lidar combined with multispectral imagery can efficiently discriminate dead trees even in low mortality sites (mortality ratio ≤10.5%).
It was also found that mean prediction errors in merchantable volume estimates increase when mortality occurs. The filtering of returns associated with dead tree crowns prior to the modeling phase improved the model accuracy (pseudo-R 2 from 0.88 to 0.90) and decreased the merchantable volume prediction errors (by 17.2% in the high mortality plots and by 7.9% in the low mortality plots).
