Let R ∈ C n×n be a nontrivial involution; i.e., R = R −1 / = ±I . We say that A ∈ C n×n is R-symmetric (R-skew symmetric) if RAR = A (RAR = −A).
Introduction
In this paper R ∈ C n×n is a nontrivial involution; i.e., R 2 = I and R / = ±I . We say that a matrix A ∈ C n×n is R-symmetric if RAR = A, or R-skew symmetric if RAR = −A. In particular, if J is the flip matrix with ones on the secondary diagonal and zeros elsewhere, then a J -symmetric matrix A is centrosymmetric; i.e., a n−i+1,n−j +1 = a i,j , 1 i, j n, while a J -skew symmetric matrix A is centroskew; i.e., a n−i+1,n−j +1 = −a i,j , 1 i, j n.
If λ is an eigenvalue of B ∈ C n×n , let E B (λ) denote the λ-eigenspace of B. We will say that a vector z ∈ C n is R-symmetric (R-skew symmetric) if Rz = z (Rz = −z); thus, E R (1) and E R (−1) are the subspaces of C n×n consisting respectively of R-symmetric and R-skew symmetric vectors. Since z ∈ C n is J -symmetric (J -skew symmetric) if and only if J z = z (J z = −z), our definition is an extension of Andrew's [1] definition of symmetric and skew symmetric vectors. Other authors (see, e.g., [5, 10, 12, 14] ) have made similar extensions; however, these papers deal mainly with the case where R is real and symmetric. We do not assume this in general.
It is known (see, e.g., [2, 3, 6, 13] ) that if A is centrosymmetric then the problem of solving Az = w can be split into two problems, one of order n/2 and the other of n/2 . Also, inverting A reduces to inverting two matrices of orders n/2 and n/2 [9] . In any case, Moore-Penrose inversion of a centrosymmetric matrix A reduces to Moore-Penrose inversion of two matrices of these orders [13] .
From a theorem stated explicitly by Cantoni and Butler [4, Theorem 2] but clearly implicit in an earlier result of Andrew [1, Theorem 2] , if A ∈ R n×n and A is both symmetric and centrosymmetric, then R n×n has an orthonormal basis consisting of n/2 J -symmetric and n/2 J -skew symmetric eigenvectors of A, which can be obtained by solving the eigenvalue problem for two matrices of these orders. (For further discussion of this point, see [16] .)
Since matrices with other types of R-symmetry and R-skew symmetry are now occurring in applications [5, 10] , it seems worthwhile to consider R-symmetric and R-skew symmetric matrices from a general point of view. We undertake such a study in this paper.
In [15] we defined an eigenvalue of A to be even if E A (λ) contains a nonzero Jsymmetric vector, or odd if E A (λ) contains a nonzero J -skew symmetric vector. (If λ is a repeated eigenvalue of A, then λ may be both even and odd.) Here we say that an eigenvalue λ of A is R-even (R-odd) if A has an R-symmetric (R-skew symmetric) λ-eigenvector. We extend this idea to singular values in Theorems 11 and 18.
In Section 2 we show that if R ∈ C n×n is an arbitrary nontrivial involution then there are positive integers r and s with r + s = n and matrices P ∈ C n×r and Q ∈ C n×s such that P * P = I r , Q * Q = I s , RP = P , and RQ = −Q. In Section 3 we give an explicit representation of the general R-symmetric matrix in terms of P and Q. It follows from this representation that solving Az = w and the eigenvalue problem for A both reduce to the corresponding problems for matrices A P P ∈ C r×r and A QQ ∈ C s×s . This extends known results for centrosymmetric matrices, and provides computational efficiency in this general setting if |r − s| is small compared to n. We also give formulas for the inverse and Moore-Penrose inverse of A in terms of those of A P P and A QQ . R-skew symmetric matrices are treated similarly in Section 4. Where necessary in these two sections, we impose the additional asumption that R is unitary; thus, R = R * = R −1 .
In Section 5 we assume that R is a real involution and define A ∈ C n×n to be R-conjugate if RAR = A. We characterize the matrices with these properties and show that if A is R-conjugate, then solving Az = w, inverting A, and the eigenvalue problem for A all reduce to the corresponding problems for an n × n matrix with real entries. If R is orthogonal the same can be said for Moore-Penrose inversion of A.
Preliminary considerations
Since an involution is diagonalizable and R / = ±I , r, s 1 and r + s = n. Let {p 1 , . . . , p r } and {q 1 , . . . , q s } be orthonormal bases for E R (1) and E R (−1) respectively, and define
Although P and Q are not unique, finding suitable P and Q is straightforward. In the worst case, the columns of P and Q can be found by applying the Gram-Schmidt process to the columns of I + R and I − R, respectively. If R is a signed permutation matrix this requires little computation. For example, if R = J 2m , we can take
while if R = J 2m+1 , we can take
We note that
and
From (2) and (3), if
then P P = I r , P Q = 0, QP = 0, and
so
Since R 2 = I , (4) implies that
If R = R * then P * Q = 0 and
This and (6) imply that P = P * and Q = Q * . Therefore, since
From (6), any A ∈ C n×n can be written conformably in block form as
From (2) and (7),
R-symmetric matrices
The following theorem characterizes the class of R-symmetric matrices.
Theorem 1. A is R-symmetric if and only if
where
Proof. From (8) and (9), RAR = A if and only if (10) holds. If (10) holds, then (6) implies that
so AP = P A P P and AQ = QA QQ . Therefore (3) implies (11).
Henceforth z, w ∈ C n , x, u ∈ C r , and y, v ∈ C s . An arbitrary z can be written uniquely as z = P x + Qy. From (5), x = P z and y = Qz.
Theorem 1 implies Theorems 2-5.
Theorem 2.
If A is R-symmetric then solutions of Az = w are of the form z = P x + Qy, where
If R = J the following theorem is equivalent to a result of Good [9] .
Theorem 3. If A is R-symmetric then A is invertible if and only if A P P and A QQ are both invertible. In this case,
A −1 = [P Q] A −1 P P 0 0 A −1 QQ P Q . Theorem 4. If A is R-symmetric then det(A − λI ) = det(A P P − λI r ) det(A QQ − λI s ).
Theorem 5. Suppose that A is R-symmetric and λ is an eigenvalue of A. Then E A (λ) consists of those vectors of the form z = P x + Qy where
A P P x = λx and A QQ y = λy.
= 0 and y / = 0 then λ is a repeated eigenvalue of A, and is both R-even and R-odd.
Theorems 4 and 5 imply that the R-even and R-odd eigenvalues of A are respectively the zeros of det(A P P − λI r ) and det(A QQ − λI s ).
Theorem 5 implies the following theorem, which extends [4, Theorem 2], where it is assumed that A is symmetric as well as centrosymmetric (J -symmetric). (1)) is an orthonormal set. Therefore P * Q = 0, so R = R * .
Theorem 6. If A is R-symmetric then A is diagonalizable if and only if
Let S R = E R (1) ∪ E R (−1). The following theorem generalizes [1, Theorem 2].
Theorem 7 (i) If A is R-symmetric and λ is an eigenvalue of
We recall that if two matrices X and Y satisfy the Penrose conditions
then each is the unique Moore-Penrose inverse of the other [11] . As usual, we write Y = X † and X = Y † .
The following theorem generalizes a result in [13] .
Theorem 9. If R = R * and A is R-symmetric then
Proof. If R = R * then (10) reduces to
It is straightforward to verify that this matrix and the matrix on the right of (12) 
R-skew symmetric matrices
The following theorem characterizes the class of R-skew symmetric matrices.
Theorem 12. A is R-skew symmetric if and only if
Proof. From (8) and (9), RAR = −A if and only if (13) holds. If (13) holds then (6) implies that
so AP = QA QP and AQ = P A P Q . Therefore (3) implies (14).
Theorem 12 implies the following theorem. 
The proof of the following theorem is similar to the proof of Theorem 9.
Theorem 15. If R = R * and A is R-skew symmetric then
A † = [P Q] 0 A † QP A † P Q 0 P * Q * .
Theorem 16. Suppose that A is R-skew symmetric. (i) If r s then
(ii) If s r then
Proof. (i) If r s then
The proof of (ii) is similar.
Theorem 17. Suppose that A is R-skew symmetric. Then: (i) (λ, P x + Qy) is an eigenpair of A if and only if
A QP x = λy and A P Q y = λx with x and y not both zero. For (iii), we set λ = 0 and note that if Az = 0, then A(Rz) = 0, from (ii). Hence,
. We can choose a basis for E A (0) from this set.
The observation in the paragraph preceding Theorem 10 implies the following theorem. 
Theorem 18. Suppose that R = R

R-conjugate matrices
Throughout this section we impose the following standing assumption. Under this assumption, (4) reduces to
We say that A is R-conjugate if RAR = A. The following theorem characterizes the class of R-conjugate matrices.
Theorem 19. A = B + iC is R-conjugate if and only if
Proof. If RAR = A then RBR = B and RCR = −C. Therefore Theorem 1 implies that
with B P P and B QQ as in (16), and Theorem 12 implies that
with C P Q and C QP as in (16) . Therefore
which is equivalent to (15) . For the converse, if A satisfies (15) where the center matrix is in R n×n , then RAR = A. Moreover, A = B + iC with B = P B P P P + QB QQ Q and C = QC QP P + P C P Q Q.
By invoking (3) (with P * = P T ), (5) , and (16), it is easy to verify (15) and (16) .
Every z ∈ C n can be written uniquely as z = P x + iQy with x = P z and y = −i Qz. Therefore Theorem 19 implies the following theorem.
Theorem 20. Suppose that A = B + iC is R-conjugate, and let
Suppose that w = P u + iQv; i.e., u = P w and v = −i Qw. Then z = P x + iQy is a solution of Az = w if and only if
Theorem 20 reduces the problem of solving the complex n × n system Az = w to solving the two real n × n systems
Moreover, if A is nonsingular then Theorem 19 reduces inversion of the complex matrix A to inversion of the real matrix S. If P T = P then a similar comment applies to Moore-Penrose inversion of A; i.e., it is straightforward to verify that
satisfy the Penrose conditions; thus,
For the case where R = J and A is also Hermitian, this is related to a result of Goldstein [8] . A matrix A is said to be perhermitian if J AJ = A T . The class of Hermitian perhermitian matrices is important in applications, especially because it includes the class of Hermitian Toeplitz matrices. Goldstein [7] showed that the eigenvalue problem for an n × n Hermitian perhermitian matrix reduces to the eigenvalue problem for an n × n real symmetric matrix. We will now use Theorem 21 to generalize Goldstein's result. The key to the generalization is to note that if A is Hermitian, then A T = A. Hence, we extend Goldstein's result to the class of Hermitian R-conjugate matrices. Proof. Suppose (λ, P u + iQv) is an eigenpair of A. Since λ is necessarily real, Theorem 21 implies that P (u) + iQ (v) and P (u) + iQ (v) are both in E A (λ). Since both these vectors are of the stated form and at least one is nonzero, Theorem 21 implies the conclusion.
