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R esu m en
El crecimiento explosivo de contenido en la web 
crea nuevas necesidades de almacenamiento, proce­
samiento y propone múltiples desafíos a los sistemas 
de búsquedas. Por un lado, existen necesidades pun­
tuales de los servicios que recolectan y utilizan esta 
informaciún y por el otro, aparecen oportunidades 
únicas para avances científico/tecnologicos en úreas 
como algoritmos, estructuras de datos, sistemas dis­
tribuidos y procesamiento de datos a gran escala, 
entre otras.
El acceso a la informaciúon en tiempo y forma es 
un factor esencial en muchos procesos que ocurren 
en dominios diferentes: la academia, la industria, 
el entretenimiento, entre otros. En la actualidad, el 
enfoque mús general para acceder a la información 
en la web es el uso de motores de búsqueda. listos 
son sistemas distribuidos de altas prestaciones que 
se basan en estructuras de datos y algoritmos alta­
mente eficientes ya que operan bajo estrictas restric­
ciones de tiempo: las consultas deben ser respondi­
das en pequeñas fracciones de tiempo, túpicamente, 
milisegundos. Esta problematica tiene aún muchas 
preguntas abiertas y -  mientras se intentan resolver 
cuestiones -  aparecen nuevos desafíos .
En este proyecto se estudian y evalúan estruc­
turas de datos y algoritmos eficientes junto con el 
analisis de datos masivos para mejorar procesos 
internos de un motor de buúsqueda.
Palabras clave: motores de búsqueda, estruc­
turas de datos, algoritmos eficientes, datos masivos, 
big data.
C o n tex to
Esta presentación se encuentra enmarcada en el 
proyecto de investigación “Algoritmos Eficientes y 
Minería Web para Recuperación de Información a 
Gran Escala” del Departamento de Ciencias Basi­
cas (UNLu) en el cual los autores son integrantes 
(Disp. CD-CB No 327/14). Complementariamente, 
el primer autor desarrolla su tesis de doctorado en 
el Depto. de Computación de la FCEyN (UBA) en 
esta temaótica.
In trodu cción
El crecimiento explosivo de contenido en la web 
crea nuevas necesidades de almacenamiento, proce­
samiento y bósquedas. Por un lado, existen necesi­
dades puntuales de los servicios que recolectan y uti­
lizan esta información y por el otro, aparecen opor­
tunidades uónicas para avances cientófico/tecnolóogi- 
cos en óreas como algoritmos, estructuras de da­
tos, sistemas distribuidos y procesamiento de datos 
a gran escala, entre otras.
El acceso a la informacióon en tiempo y forma es 
un factor esencial en muchos procesos que ocurren 
en dominios diferentes: la academia, la industria, 
el entretenimiento, entre otros. En la actualidad, el 
enfoque mas general para acceder informacióon en 
la web es el uso de motores de buósqueda, a partir 
de consultas basadas en las necesidades de informa- 
cion de los usuarios. De forma simple, los motores 
de buósqueda intentan satisfacer la consulta de los 
usuarios realizando procesos de recuperacióon sobre 
una porcion del espacio web que “conocen”, es de­
cir, que han recorrido, recopilado y procesado [3]. 
Pero, ademas, estas aplicaciones operan con estric­
tas restricciones de tiempo: las consultas deben ser 
respondidas en pequeñas fracciones de tiempo, típi­
camente, milisegundos.
La cantidad, diversidad y dinamismo en la infor­
mación disponible en la web es cada día más comple­
ja [29], lo que exige que se investiguen y desarrollen 
nuevas ideas, modelos y herramientas computacio- 
nales que permitan satisfacer más eficientemente las 
necesidades de acceso, tanto desde la perspectiva de 
tiempo y espacio como de precision en los resulta­
dos. Los motores de básqueda se han convertido en 
herramientas indispensables en la Internet actual y 
las cuestiones relacionadas con su eficiencia (escala- 
bilidad) y eficacia son temas de muy activa investi- 
gacián [5].
En su arquitectura interna, las máquinas de 
básqueda de gran escala presentan un grado de com­
plejidad desafiante [7], con máltiples oportunidades 
de optimizacion. Como la web es un sistema dinami­
co que en algunos casos opera en tiempo real, las so­
luciones existentes dejan de ser eficientes y aparecen 
nuevas necesidades.
Paralelamente, en los áltimos años se ha popu­
larizado el uso de tecnicas estadísticas y de machine 
learning para lograr extraer modelos átiles a partir 
de repositorios de datos [17] complejos. Esta disci­
plina, conocida como minería de datos, es una etapa 
de un proceso maás complejo, el de descubrimiento 
de conocimiento.
Además, el crecimiento de los repositorios y de 
las diferentes fuentes de generacion de informacion 
(redes sociales, sensores, etc.) han agregado mayor 
complejidad y la necesidad de dar respuestas en 
tiempo real. Se ha redoblado la apuesta y gran par­
te de los problemas que se trataban desde la áptica 
de la mineráa de datos pasaron a ser problemas de 
Big Data [31]. Donde las soluciones a estos proble­
mas son significativamente maás complejas ya que 
los voluámenes de informaciáon son muy grandes, lle­
gan de manera continua y requieren respuestas en 
tiempo real. Los problemas de big data requieren de 
soluciones mas complejas que involucran computo 
paralelo, almacenamiento distribuido, en otras pa­
labras, necesitan de arquitecturas que puedan esca­
lar de manera flexible [25]. En las grandes organi­
zaciones el conocimiento y manejo de big data en 
manos de los tomadores de decisiones permite que 
estos actuáen a partir de evidencia, es decir que las 
soluciones surjan de los datos (data driven) y no a 
traves de la intuicion [20].
Las tecnicas para descubrimiento de conocimien­
to son transversales a cualquier disciplina científica, 
por lo que se considera que existe un amplio aba­
nico de soluciones de optimizacion aún no explora­
das para los motores de buásqueda a gran escala que 
pueden ser tratadas siguiendo una metodologáa de 
minería de datos. Principalmente, en problemáticas 
que abarcan desde el análisis profundo de query logs 
en buscadores y query recommendation hasta poláti- 
cas para la optimizaciáon de caches.
Líneas de in vestigac ión  y  desarrollo
Este proyecto contináa láneas de I+D iniciadas 
por el grupo y propone la incorporacioán de táecnicas 
de análisis de datos masivos (algunas provenientes 
del áarea de mineria web y actualmente sobre concep­
tos de Big Data) para mejorar los procesos internos 
de un motor de buásqueda web. Existen muáltiples 
oportunidades de investigaciáon en temas no explo­
rados aán que permiten mejorar y/o rediseñar los 
algoritmos internos y las estructuras de datos usa­
das principalmente para recuperacion de informa- 
cion de gran escala. En particular, las láneas de I+D 
principales son:
a. E structuras de D atos  
a.1. Distribuidas
Los sistemas de recuperacioán de informacioán uti­
lizan el ándice invertido como estructura de datos 
báasica. De forma simple, esta contiene un vocabula­
rio (V) con todos los terminos extraádos de los docu­
mentos y -  asociada a estos -  una lista de los docu­
mentos (posting list) donde aparece dicho termino 
(junto con informacián adicional). Como los siste­
mas de buásqueda a gran escala se ejecutan en clus­
ters de computadoras, es necesario distribuir los do­
cumentos entre los nodos. Para ello, los dos enfoques 
claásicos [3] son:
* Particionado por documentos: El conjunto de 
documentos (C) es dividido entre P  procesadores, 
los cuales almacenan una porcián del Índice C . En 
esta estrategia todos los nodos participan de la re- 
solucioán de la consulta.
* Particionado por términos: Cada nodo man­
tiene informacioán de las listas de posting completas 
de solamente un subconjunto de los terminos. De la 
forma más trivial, el vocabulario V  es dividido entre
los P  nodos y a cada uno de éstos se le asignan p  
listas. Para la resolución de la consulta solo parti­
cipan aquellos nodos que poseen la información de 
los terminos involucrados.
Esquemas mós sofisticados como los enfoques 
híbridos denominados índice 2D [11] y 3D [10] tam- 
bien son posibles. En el primer caso, se organizan 
los P  procesadores en un array bidimensional (C co­
lumnas x R  filas) en el cual se aplica el particionado 
por documentos en cada columna y el particionado 
por terminos a nivel de filas. Los resultados de esta 
estrategia muestran que se pueden obtener mejoras 
si se selecciona adecuadamente el nuómero de filas 
y columnas del array. Esto se debe a que existe un 
trade-off entre los costos de comunicación y proce­
samiento que se requieren para resolver un conjunto 
de consultas. El índice 3D agrega una dimensión (D) 
de procesadores que trabajan como róeplicas.
Sobre la arquitectura 2D se estó realizando una 
implementacióon optimizada que incorpora para su 
configuración óptima la arquitectura del cluster: 
cantidad de nodos, de procesadores por nodo y 
nuócleos por procesador, principalmente.
a.2. Escalables
Para tratar con el crecimiento en la cantidad de 
informacióon que generan algunos servicios como los 
sitios de microblogging y redes sociales, junto con la 
necesidad de realizar buósquedas en tiempo real, son 
necesarios algoritmos y estructuras de datos escala- 
bles. Los aspectos principales a tener en cuenta en 
este escenario son la tasa de ingestión de documen­
tos, la disponibilidad inmediata del contenido y el 
predominio del factor temporal [4] [1].
Para satisfacer estas demandas, resulta indis­
pensable mantener el óndice invertido en memoria 
principal. Dado que este es un recurso limitado, se 
trata de mantener solamente aquella informacioón 
que permita alcanzar prestaciones de efectividad ra­
zonables (o aceptables) [6].
En esta lónea, se propone el desarrollo de algorit­
mos y estrategias que monitorizen cóomo evoluciona 
el vocabulario de esta clase de servicios con el fin 
de que - selectivamente -  se invaliden y desalojen 
aquellas entradas que no aportan sustancialmente o 
de forma perceptible la efectividad en la buósqueda. 
Para ello se proponen estrategias de poda dinaómi- 
ca [21] y de invalidación de entradas adaptadas a 
este escenario.
b. A lgoritm os E ficientes para B úsquedas
Entre los enfoques mas utilizados para aumentar 
la performance en motores de buósqueda a gran esca­
la se encuentran las tóecnicas de caching. De forma 
simple, se basan en la idea fundamental de alma­
cenar en una memoria de rápido acceso los Items 
(objetos) que van a volver a aparecer en un futuro 
cercano, de manera de poder obtenerlos desde esta 
sin incurrir en costos de CPU o acceso a disco.
Tópicamente, se implementan caches para resul­
tados de bósqueda [22], listas de posting [32], inter­
secciones [18] y documentos [26]. Si bien se han pro­
puesto diversos enfoques para cada caso, ninguno 
esta completamente resuelto y aón existen oportu­
nidades de optimización [19].
En el caso de las intersecciones, se propone di­
señar políticas de admisión y reemplazo que conside­
ren el costo de ejecutar una consulta, y no solamen­
te hit-ratio (metrica habitualmente utilizada) [12]. 
En este sentido, combinar informacióon de compor­
tamiento del stream de consultas permite optimizar 
el algoritmo que implementa la política. Esta lónea 
es particularmente interesante en escenarios actua­
les ya que cuando el índice invertido se encuentra 
en memoria principal el cache de listas pierde senti­
do. Por otro lado, integrar diferentes caches permite 
optimizar el uso de espacio, lo que impacta positi- 
vamete en las prestaciones [28].
Por otro lado, se puede optimizar la estrategia 
usada en caching de resultados incorporando infor- 
macion proveniente de redes sociales. Esta lónea de 
trabajo es prometedora ya que el uso de esta cla­
se de informacióon ha mostrado resultados positivos 
en otros ambitos (por ejemplo, para mejorar el ren­
dimiento de CDNs). Además, en trabajos anterio­
res [23] se han obtenido indicios de que los temas 
que son tendencia en redes sociales guardan rela- 
cioón con el aumento de la popularidad de una con­
sulta relacionada al mismo [24]. Ademas, en otros 
trabajos se ha observado que las caracterósticas de 
las tendencias pueden funcionar como buen indica­
dor sobre los temas que las personas estóan buscando 
en la Web en un determinado momento [16, 27, 2].
c. B ig  D a ta  en M otores de B úsqueda
Como se ha mencionado, existe informacion muy 
valiosa en los logs de queries de los motores de 
bósqueda y a partir de ella es posible, a traves 
de tóecnicas de descubrimiento de conocimiento, en­
contrar patrones de comportamiento y obtener es­
tadísticas acerca de cómo los usuarios interactúan 
con los buscadores. Esto es de mucha utilidad ya 
que permite mejorar las tasas de acierto, obtener 
mejoras en el rendimiento y en los tiempos de res­
puestas. En [13] se utiliza anólisis por clusters sobre 
los logs de consultas para determinar cuales son los 
subtemas, o las facetas, que pueden ser de interes 
para el usuario a partir de los clics que este realiza 
en los enlaces retornados de la consulta realizada. 
Por otro lado, [14] utiliza otra conocida tecnica de 
la mineria de datos como son las reglas de asociación 
para mejorar el tiempo de respuesta. Del analisis de 
los archivos de log se extraen reglas que permiten 
encontrar consultas muy relacionadas entre si.Para 
este subconjunto de consultas se propone generar 
una cache parcial dinóamica.
Esta propuesta global propone optimizar proce­
sos internos de un buscador por lo que se conside­
ra que existen oportunidades de optimizacioón que 
abren nuevos problemas y temas de investigacioón.
d. Indexacion  D istrib u id a
Sobre el índice invertido clósico se han desarro­
llado estructuras avanzadas, que en determinados 
contextos, presentan un mejor rendimiento en la re- 
cuperacion. En un escenario dinamico, con la canti­
dad y variedad de información a procesar en la web, 
una evolución posible es incorporar estrategias co­
munmente utilizadas en el ómbito de Big Data a los 
procesos de construcción y recuperacion de óndices. 
Un ejemplo clasico es el paradigma MapReduce [8] 
y el framework Hadoop [30].
En este contexto, resulta de interes evaluar es­
trategias de indexacioón distribuida sobre estruc­
turas de índice avanzadas como Block-Max [9] y 
Treaps [15].
Se requiere adaptar, analizar y comparar los di­
versos algoritmos de construccióon de óndices y de­
terminar como influye la variacion del tamaño de la 
colección, la cantidad de tareas (mappers/reducers), 
y la cantidad de nodos en el cluster.
R esu lta d o s y  ob jetiv o s
El objetivo principal de este proyecto, el cual es 
continuacioón de los trabajos del grupo, es estudiar, 
desarrollar, aplicar, validar y transferir modelos, al­
goritmos y tóecnicas que permitan construir herra­
mientas y/o arquitecturas para abordar algunas de 
las problemaóticas relacionadas con las buósquedas en 
Internet, en diferentes escenarios.
Se pretende optimizar los procesos de buósqueda 
en casos donde la masividad, velocidad y variedad 
de los datos es una característica. Se propone pro­
fundizar sobre el estado del arte y proponer nuevos 
enfoques incorporando el anólisis de datos masivos 
a los procesos internos de los motores de buósqueda. 
En particular:
a) Diseñar estructuras de datos eficientes con ba­
se en los modelos recientemente propuestos, aplican­
do alguna de las ideas anteriormente descriptas.
b) Optimizar los algoritmos de bósquedas incor­
porando estrategias provenientes de la extraccioón 
de relaciones entre los objetos del sistema mediante 
procesos de anóalisis de datos masivos.
c) Diseñar nuevas tecnicas de caching, incorpo­
rando la informacion del anólisis de redes sociales a 
las políticas de admisión y reemplazo.
d) Diseñar y evaluar estrategias de indexacion 
distribuida para estructuras de datos avanzadas 
usando frameworks del area de Big Data.
e) Diseñar arquitecturas para aplicaciones es­
pecificas de bósquedas ad-hoc para problemas con­
cretos, donde una solucioón de propóosito general no 
es la maós eficiente.
f) Adaptar y transferir las soluciones a diferentes 
dominios de aplicacióon como Motores de buósqueda 
de propóosito general, Buscadores verticales, Redes 
Sociales y Buósquedas moóviles.
Form ación de R ecursos H um anos
Este proyecto brinda un marco para que algu­
nos docentes auxiliares y estudiantes lleven a cabo 
tareas de investigacioón y se desarrollen en el aómbito 
academico. Junto con el doctorado del primer autor 
hay en curso una tesis de la maestría en “Explora­
ción de Datos y Descubrimiento de Conocimiento”, 
DC, FCEyN, Universidad de Buenos Aires.
Actualmente, se estón dirigiendo tres trabajos 
finales correspondientes a la Lic. en Sistemas de In­
formation de la Universidad Nacional de Lujan en 
temas relacionados con el proyecto. Ademas, hay 
un Becario CIN (Becas Estímulo a las Vocaciones 
Científicas) y dos pasantes alumnos. Se espera di­
rigir al menos dos estudiantes mós por año e in­
corporar al menos otro pasante al grupo dentro del 
proyecto principal.
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