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Abstract
In this article, we introduce an infinite-dimensional analogue of the α-stable Le´vy
motion, defined as a Le´vy process Z = {Z(t)}t≥0 with values in the space D of ca`dla`g
functions on [0, 1], equipped with Skorokhod’s J1 topology. For each t ≥ 0, Z(t) is
an α-stable process with sample paths in D, denoted by {Z(t, s)}s∈[0,1]. Intuitively,
Z(t, s) gives the value of the process Z at time t and location s in space. This
process is closely related to the concept of regular variation for random elements in
D introduced in [9] and [13]. We give a construction of Z based on a Poisson random
measure, and we show that Z has a modification whose sample paths are ca`dla`g
functions on [0,∞) with values in D. Finally, we prove a functional limit theorem
which identifies the distribution of this modification as the limit of the partial sum
sequence {Sn(t) =
∑[nt]
i=1Xi}t≥0, suitably normalized and centered, associated to a
sequence (Xi)i≥1 of i.i.d. regularly varying elements in D.
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1 Introduction
Regularly varying random variables play an important role in probability theory, being
used as models for heavy-tailed observations (observations which may assume extreme
values with high probability). In many applications, one is often interested in the sum of
such variables. For instance, if Xi denotes the number of internet transactions performed
on a secure website on day i, it might be of interest to study the total number
∑n
i=1Xi
of transactions performed on this website in n days. If (Xi)i≥1 are independent and
identically distributed (i.i.d.) regularly varying random variables, then, with suitable
normalization and centering, the partial sum process {Sn(t) =
∑[nt]
i=1Xi}t≥0 converges as
n → ∞ to the α-stable Le´vy motion, a process which plays the same central role for
heavy-tailed observations as the Brownian motion for observations with finite variance.
With the rapid advancement of technology, data is no longer observed at fixed moments
of time, but continuously over a fixed interval in time or space (which we may identify with
the interval [0, 1]). If this measurement is expected to exhibit a sudden drop or increase
over this fixed interval, then an appropriate model for it could be a random element in an
infinite dimensional space, such as the Skorokhod space D = D([0, 1]) of ca`dla`g functions
on [0, 1] (i.e. right-continuous functions with left limits). For instance, if the number
of internet transactions is observed continuously during the 24-hour duration of the day
(identified with the interval [0, 1]) and Xi(s) is the number recorded at time s of day
i, then we may assume that Xi = {Xi(s)}s∈[0,1] is a process with ca`dla`g sample paths.
Another example is when Xi(s) represents the energy produced by a wind turbine on day
i at location s of a large wind farm situated on the ocean shore, modeled by the interval
[0, 1]. In these examples, we are interested in studying the behaviour of the partial sum
process {∑ni=1Xi(s); s ∈ [0, 1]} which gives the full information about the total number of
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transactions (or the total amount of energy) for n days, at each time s during the 24-hour
period (or at each location s on the shore).
The goal of this article is to study the macroscopic limit (as time gets large) of the
partial sum sequences as those appearing in the previous examples, associated to i.i.d.
regularly varying elements in D. It turns out that this limit is an interesting object in
itself, which deserves special attention and will be call an D-valued α-stable Le´vy motion
by analogy with its Rd-valued counterpart.
Our methods were deeply inspired by Resnick’s beautiful presentation of the construc-
tion of the classical α-stable Le´vy motion with values in Rd, and of its approximation
by partial sums of i.i.d. regularly varying vectors, given in [21]. Its aim is to extend
these results to the infinite-dimensional setting, using the concept of regular variation for
random elements in D introduced in [9], and developed further in [13]. More precisely,
our goals are: (i) to construct a Le´vy process {Z(t)}t≥0 with values in D, whose marginal
Z(t) = {Z(t, s)}s∈[0,1] is a ca`dla`g α-stable process (with a specified distribution); (ii) to
show that this process has a modification whose sample paths are ca`dla`g functions from
[0,∞) to D (where D is endowed with Skorohod J1-topology); and (iii) to identify this
modification as the limit as n → ∞ of the partial sum process {Sn(t) =
∑[nt]
i=1Xi}t≥0
associated to i.i.d. regularly varying random elements (Xi)i≥1 in D. We believe that this
Le´vy process is a natural infinite-dimensional analogue of the α-stable Le´vy motion with
values in Rd, with which it shares several properties, like independence and stationarity
of increments, self-similarity, and α-stable marginal distributions. We should emphasize
that the D-valued Le´vy motion constructed in the present article is more general than the
two-parameter α-stable Le´vy sheet introduced in [19] (see Appendix B).
Before we introduce the definition of a Le´vy process with values in D, we need to recall
some basic facts about the space D. We denote by ‖ · ‖ the supremum norm on D given
by ‖x‖ = sups∈[0,1] |x(s)|, and by SD = {x ∈ D; ‖x‖ = 1} the unit sphere in D. With this
norm, D is a Banach space, but it is not separable. For this reason, the theory of random
elements in separable Banach spaces (as presented for instance in [17]) or the functional
limit theorems mentioned in Section 5 of [26] cannot be applied to D.
We endow D with Skorokhod’s J1-topology, introduced in [25]. There are two equiva-
lent distances which induce this topology. We denote by d0J1 the distance given by (12.16)
of [5], under which D is a Polish space (i.e. a complete separable metric space). Note
that a function x ∈ D has a countable set of discontinuities which we denote by Disc(x).
We let D be the Borel σ-field on D. Since D coincides with the σ-field generated by the
projections pis : D → R, s ∈ [0, 1] given by pis(x) = x(s), a function X : Ω → D defined
on a probability space (Ω,F , P ) is a random element in D if X(s) is F -measurable for
any s ∈ [0, 1]. For any s1, . . . , sm ∈ [0, 1], the projection pis1,...,sm : D → Rm is defined by
pis1,...,sm(x) = (x(s1), . . . , x(sm)). We refer to [4, 5] for more details.
The analogue of the polar-coordinate transformation is the map T : D0 → (0,∞)×SD
given by T (x) =
(
‖x‖, x‖x‖
)
, where D0 = D\{0}. Let να be the measure on (0,∞] given
by:
να(dr) = αr
−α−11(0,∞)(r)dr. (1)
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Definition 1.1. Let ν be a measure on (D,D) such that ν({0}) = 0 and
ν := ν ◦ T−1 = cνα × Γ1 (2)
for some c > 0, α ∈ (0, 2), α 6= 1 and a probability measure Γ1 on SD. A collection
{Z(t)}t≥0 of random elements in D, defined on a probability space (Ω,F , P ) is a D-valued
α-stable Le´vy motion (corresponding to ν) if
(i) Z(0) = 0 a.s.;
(ii) Z(t2)−Z(t1), . . . , Z(tK)−Z(tK−1) are independent, for any 0 ≤ t1 < . . . < tK , K ≥ 3;
(iii) Z(t2)−Z(t1) d= Z(t2−t1) for any 0 ≤ t1 < t2, where d= means equality in distribution;
(iv) for any t > 0, Z(t) = {Z(t, s)}s∈[0,1] is an α-stable process (with sample paths in D)
such that for any s1, . . . , sm ∈ [0, 1] and for any u = (u1, . . . , um) ∈ Rm,
E
(
eiu1Z(t,s1)+...+iumZ(t,sm)
)
= exp
{
t
∫
Rm
(eiu·y − 1)µs1,...,sm(dy)
}
if α < 1, (3)
E
(
eiu1Z(t,s1)+...+iumZ(t,sm)
)
= exp
{
t
∫
Rm
(eiu·y − 1− iu · y)µs1,...,sm(dy)
}
if α > 1 (4)
where y = (y1, . . . , ym), u · y =
∑m
i=1 uiyi, and µs1,...,sm = ν ◦ pi−1s1,...,sm .
From this definition, it follows that Z(t, s) has an α-stable Sα(t
1/ασs, βs, 0)-distribution,
for some constants σs > 0 and βs ∈ [−1, 1] depending on s (see in Proposition 3.4 below).
Note that property (2) implies that
∫
D0(‖x‖2 ∧ 1)ν(dx) <∞, by a change of variables.
Remark 1.2. The authors of [8] considered α-stable Le´vy processes {Z(t)}t≥0 with values
in a normed cone K with a sub-invariant norm. By definition, these processes have
independent and stationary StαS increments, where StαS stands for “strictly α-stable”.
If α < 1, a D-valued α-stable Le´vy motion (in the sense of Definition 1.1) is an α-stable
Le´vy process on the cone K = D, and therefore has the series representation given by
Theorem 3.10 of [8]. (Note that the space D equipped with d0J1 is a normed cone, as
specified by Definition 2.6 of [8], and the sup-norm ‖ · ‖ is sub-invariant, as defined by
relation (2.9) of [8], i.e. d0J1(x+ h, x) ≤ ‖h‖ for any x, h ∈ D.)
If we denote by mt1,...,tn the law of (Z(t1), . . . , Z(tn)) on (Dn,Dn), then by properties
(i)-(iii), the family {mt1,...,tn} of these laws is consistent in the sense of Kolmogorov (see
Theorem 3.7 of [18] for a statement of Kolmogorov’s consistency theorem for random ele-
ments in a Polish space). But it is not obvious how to ensure that property (iv) also holds,
i.e. it is not clear how to construct a ca`dla`g process {Z(t, s)}s∈[0,1] with finite-dimensional
distributions specified by (3) and (4). Our first main result will tackle precisely this prob-
lem. Moreover, we will show that the process {Z(t)}t≥0 has a modification {Z˜(t)}t≥0 with
sample paths in D([0,∞);D), where D([0,∞);D) is the set of functions x : [0,∞) → D
which are right-continuous and have left-limits with respect to J1.
We introduce the following assumptions on the probability measure Γ1.
Assumption A. For any s ∈ [0, 1], Γ1({z ∈ SD; z(s) = 0}) = 0.
Assumption B. For any s ∈ [0, 1], Γ1({z ∈ SD; s ∈ Disc(z)}) = 0.
We will prove the following result.
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Theorem 1.3. Suppose that Assumption A holds.
a) For any measure ν on (D,D) such that ν({0}) = 0 and (2) holds, there exists a D-
valued α-stable Le´vy motion {Z(t)}t≥0 (corresponding to measure ν).
b) If α > 1, suppose that Assumption B holds. Then, there exists a collection {Z˜(t)}t≥0 of
random elements in D such that P (Z(t) = Z˜(t)) = 1 for any t ≥ 0, and the map t 7→ Z˜(t)
is in D([0,∞);D) with probability 1.
We now turn to our second result, the approximation theorem.
Before speaking about regular variation on D, we need to recall some classical notions.
A non-negative random variable X is regularly varying of index −α (for some α > 0) if
its tail function F (x) = P (X > x) is so (hence the name). A useful characterization
of this property is expressed in terms of the vague convergence nP (X/an ∈ ·) v→ να of
Radon measures on the space (0,∞], for some sequence (an)n≥1 ⊂ R+ with an ↑ ∞. This
property can be extended to higher dimensions. A random vector X in Rd is regularly
varying if nP (X/an ∈ ·) v→ µ on Rd0 = [−∞,∞]d\{0}, for a non-null Radon measure µ
on Rd0 with µ(R
d
0\Rd) = 0 and a sequence (an)n≥1 ⊂ R+ with an ↑ ∞; or equivalently,
nP
(( |X|
an
,
X
|X|
)
∈ ·
)
v→ cνα × Γ on (0,∞]× Sd, (5)
for some α > 0, c > 0 and a probability measure Γ on the unit sphere Sd = {x ∈ Rd; |x| =
1} with respect to the Euclidean norm | · | on Rd. We refer to [20, 21] for more details.
Briefly speaking, the regular variation of a random element in Rd reduces to the vague
convergence of a sequence of Radon measures on the space Rd0, defined by removing 0
and adding the ∞-hyperplanes. In the case of random elements in D, there is no natural
analogue of an ∞-hyperplane. To avoid this problem, the authors of [9, 13] considered
D0 = (0,∞]× SD.
Another problem is the fact that vague convergence is defined only for Radon measures on
locally compact spaces with countable basis, and D0 is not locally compact. This problem
is solved by using the concept of ŵ-convergence (defined in Section 4.1 below). Note that
D0 is a Polish space equipped with the distance dD0 given by:
dD0
(
(r, z), (r′, z′)
)
=
∣∣∣∣1r − 1r′
∣∣∣∣ ∧ d0J1(z, z′), (6)
for any (r, z), (r′, z′) ∈ D0, with the convention 1/∞ = 0. With this distance, a set of the
form (ε,∞]× SD is bounded in D0. This fact plays an important role in this article.
Since ‖ · ‖ is J1-continuous on D, T is a homeomorphism. Similarly to [22] (but unlike
[13, 7]), we prefer not to identify D0 with (0,∞)× SD. Therefore, we will not say that D0
is a subset of D0. We are now ready to give the definition of regular variation on D.
Definition 1.4. A random element X = {X(s)}s∈[0,1] in D is regularly varying (and we
write X ∈ RV({an}, ν,D0)) if there exist a sequence (an)n≥1 ⊂ R+ with an ↑ ∞ and a
non-null boundedly finite measure ν on D0 with ν(D0\T (D0)) = 0 such that
nP
((‖X‖
an
,
X
‖X‖
)
∈ ·
)
ŵ→ ν on D0.
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In this case, we say that ν is the limiting measure of X.
Since ν is non-null, there exists a0 > 0 such that ν((a0,∞) × SD) > 0. Without loss
of generality, we assume that a0 = 1. We let c = ν((1,∞)× SD).
By Remark 3 of [13], the measure ν in Definition 1.4 has the following property:
there exists α > 0 such that ν(aA) = a−αν(A) for any a > 0 and A ∈ B(D0), where
aA = {(ar, z); (r, z) ∈ A}. We say that α is the index of X. In Lemma A.1 (Appendix
A), we prove that the measure ν in Definition 1.4 must be the product measure:
ν = cνα × Γ1, (7)
where Γ1 is a probability measure on SD (called the spectral measure of X), given by
Γ1(S) =
ν((1,∞)× S)
c
for all S ∈ B(SD). (8)
Here we let B(D0) and B(SD) be the classes of Borel sets of D0, respectively SD.
If X ∈ RV({an}, ν,D0), then ‖X‖ is regularly varying of index −α: for any ε > 0,
nP (‖X‖ > anε)→ cε−α, as n→∞, (9)
with the same constant c > 0 as above. From this we infer that if α > 1, E‖X‖ < ∞,
and hence E|X(s)| <∞ for all s ∈ [0, 1]. In this case, we define E[X] = {E[X(s)]}s∈[0,1].
In [22], it is proved that if Sn =
∑n
i=1Xi, where (Xi)i≥1 are i.i.d. random elements in
D with X1 ∈ RV ({an}, ν,D0) and α > 1, then
1
an
(Sn − E(Sn)) d→ N in D,
where E(Sn) = {E(Sn(s))}s∈[0,1] and N = {N(s)}s∈[0,1] is an α-stable process with sample
paths in D (whose distribution is completely identified).
We are now ready to state our second main result, which is an extension of Theorem 1.1
of [22] to functional convergence. We let D([0,∞);D) be the set of of ca`dla`g functions on
[0,∞) with values in D, equipped with the Skorohod distance d∞,D (described in Section
2 below).
Theorem 1.5. Let X, (Xi)i≥1 be i.i.d. random elements in D such that X ∈ RV ({an}, ν,D).
Let α be the index of X and Γ1 be the spectral measure of X. Suppose that α ∈ (0, 2), α 6= 1
and Γ1 satisfies Assumptions A and B. For any n ≥ 1, t ≥ 0, let Sn(t) = {Sn(t, s)}s∈[0,1],
where Sn(t, s) = a
−1
n
∑[nt]
i=1Xi(s) for s ∈ [0, 1]. Let {Z˜(t)}t≥0 be the process constructed in
Theorem 1.3.b), which may not be defined on the same probability space as the sequence
(Xi)i≥1.
a) If α < 1, then
Sn(·) d→ Z˜(·) in D([0,∞);D).
b) If α > 1, let Sn(t) = Sn(t)− E[Sn(t)], where E[Sn(t)] = {E[Sn(t, s)]}s∈[0,1]. If
lim
ε↓0
lim sup
n→∞
max
k≤[nT ]
P
(∥∥∥∥∥
k∑
i=1
(
Xi1{‖Xi‖≤anε} − E[Xi1{‖Xi‖≤anε}]
)∥∥∥∥∥ > anδ
)
= 0 (10)
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for any δ > 0 and T > 0, then
Sn(·) d→ Z˜(·) in D([0,∞);D).
Assumption B is the same as Condition (A-i) of [22], whereas (10) is a stronger form
of Condition (A-ii) of [22], which is needed for the functional convergence.
We use the following notation. If (Xn)n≥1 and X are random elements in a metric
space (E, d), we write Xn
d→ X if (Xn)n converges in distribution to X, and Xn p→ X if
P (d(Xn, X) > ε)→ 0 for all ε > 0.
This article is organized as follows. In Section 2 we introduce the spaces D([0, 1];D) and
D([0,∞);D), and we study the weak convergence and tightness of probability measures on
these spaces. In Sections 3 and 4 we give the proofs of Theorems 1.3 and 1.5, respectively.
Some auxiliary results are included in Appendix A.
2 Ca`dla`g functions with values in D
In this section, we introduce the spaces D([0, 1];D) and D([0,∞);D) of ca`dla`g functions
defined [0, 1], respectively [0,∞), with values in D. These spaces are equipped with
the Skorohod distance introduced in [27]. We examine briefly the weak convergence
of probability measures on these spaces, a topic which is developed at length in the
companion paper [1].
2.1 The space D([0, 1];D)
In this subsection, we introduce the space D([0, 1];D) and discuss some of its properties.
We begin by recalling some well-known facts about the classical Skorohod space D.
We refer the reader to [4, 5] for more details.
The Skorohod distance dJ1 on D is defined as follows: for any x, y ∈ D,
dJ1(x, y) = inf
λ∈Λ
{‖λ− e‖ ∨ ‖x− y ◦ λ‖},
where Λ the set of strictly increasing continuous functions from [0, 1] onto [0, 1] and e is
the identity function on [0, 1]. The space D equipped with distance dJ1 is separable, but
it is not complete. There exists another distance d0J1 on D, which is equivalent to dJ1 ,
under which D is complete and separable. This distance is given by: (see (12.16) of [5])
d0J1(x, y) = infλ∈Λ
{‖λ‖0 ∨ ‖x− y ◦ λ‖}, (11)
for any x, y ∈ D, where ‖λ‖0 = sups<s′
∣∣∣log λ(s′)−λ(s)s′−s ∣∣∣. Note that
dJ1(x, 0) = d
0
J1
(x, 0) = ‖x‖ for any x ∈ D. (12)
By relation (12.17) of [5],
sup
s∈[0,1]
|λ(s)− s| ≤ e‖λ‖0 − 1 for all λ ∈ Λ. (13)
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Taking λ = e in (11), we obtain:
d0J1(x, y) ≤ ‖x− y‖ for all x, y ∈ D. (14)
For functions (xn)n≥1 and x in D, we write xn
J1→ x if d0J1(xn, x)→ 0.
For any δ ∈ (0, 1), we consider the following modulus of continuity of a function x ∈ D:
w′′(x, δ) = sup
s1≤s≤s2,s2−s1≤δ
(|x(s)− x(s1)| ∧ |x(s2)− x(s)|). (15)
We denote by D([0, 1];D) the set of functions x : [0, 1]→ D which are right-continuous
and have left limits with respect to J1. We denote by x(t−) the left limit of x at t ∈ (0, 1].
If x ∈ D([0, 1];D), we let x(t, s) = x(t)(s) for any t ∈ [0, 1] and s ∈ [0, 1].
We let dD be Skorohod distance on D([0, 1];D), given by relation (2.1) of [27]:
dD(x, y) = inf
λ∈Λ
{‖λ− e‖ ∨ ρD(x, y ◦ λ)}, (16)
where ρD is the uniform distance on D([0, 1];D) defined by:
ρD(x, y) = sup
t∈[0,1]
d0J1(x(t), y(t)). (17)
Hence, dD(xn, x)→ 0 if and only if there exists a sequence (λn)n≥1 ⊂ Λ such that
sup
t∈[0,1]
|λn(t)− t| → 0 and sup
t∈[0,1]
d0J1(xn(λn(t)), x(t))→ 0.
We denote by ‖ · ‖D the super-uniform norm on D([0, 1];D) given by:
‖x‖D = sup
t∈[0,1]
‖x(t)‖.
(By the discussion in small print on page 122 of [5], the set {x(t); t ∈ [0, 1]} is relatively
compact in (D, J1), and hence, ‖x‖D <∞ by Theorem 12.3 of [5].)
By relation (12), it follows that for any x ∈ D([0, 1];D),
dD(x, 0) = ρD(x, 0) = ‖x‖D. (18)
Note that for any x, y ∈ D([0, 1];D), we have:
dD(x, y) ≤ ρD(x, y) ≤ ‖x− y‖D. (19)
The space D([0, 1];D) equipped with dD is separable, but it is not complete. Similarly
to the distance d0J1 on D, we consider another distance d
0
D on D([0, 1];D), given by:
d0D(x, y) = inf
λ∈Λ
{‖λ‖0 ∨ ρD(x, y ◦ λ)}. (20)
The following result is similar to Theorems 12.1 and 12.2 of [5]. See also Theorem 2.6
of [27].
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Theorem 2.1. The metrics dD and d
0
D are equivalent. The space D([0, 1];D) is separable
under dD and d
0
D, and is complete under d
0
D.
Similarly to (15), for any x ∈ D([0, 1];D) and δ ∈ (0, 1), we consider the following
modulus of continuity:
w′′D(x, δ) = sup
t1≤t≤t2, t2−t1≤δ
(
d0J1(x(t), x(t1)) ∧ d0J1(x(t2), x(t))
)
.
The following result will be used in the proof of Theorem 3.14 below.
Lemma 2.2. For any x, y ∈ D([0, 1];D), we have:
w′′D(x+ y, δ) ≤ w′′D(x, δ) + 2‖y‖D.
Proof: Let t1 ≤ t ≤ t2 be such that t2 − t1 ≤ δ. By triangle inequality and (14),
d0J1
(
x(t) + y(t), x(t1) + y(t1)
) ≤ d0J1(x(t) + y(t), x(t))+ d0J1(x(t), x(t1))+ d0J1(x(t1), x(t1) + y(t1))
≤ ‖y(t)‖+ d0J1
(
x(t), x(t1)
)
+ ‖y(t1)‖
≤ d0J1
(
x(t), x(t1)
)
+ 2‖y‖D.
Similarly, d0J1
(
x(t) + y(t), x(t2) + y(t2)
) ≤ d0J1(x(t), x(t2)) + 2‖y‖D. If a1, a2, b1, b2, c ∈ R
are such that ai ≤ bi + c for i = 1, 2, then it is easy to see that a1 ∧ a2 ≤ b1 ∧ b2 + c. It
follows that d0j1
(
x(t) + y(t), x(t1) + y(t1)
) ∧ d0J1(x(t) + y(t), x(t2) + y(t2)) is less than
d0J1
(
x(t), x(t1)
) ∧ d0J1(x(t), x(t2))+ 2‖y‖D ≤ w′′D(x, δ) + 2‖y‖D.
The conclusion follows taking the supremum over all t1 ≤ t ≤ t2 such that t2 − t1 ≤ δ. 
The following result shows that the super-uniform norm is continuous on D([0, 1];D).
Its proof if given in [1].
Lemma 2.3. If (xn)n≥1 and x are functions in D([0, 1];D) such that dD(xn, x) → 0 as
n→∞, then ‖xn‖D → ‖x‖D as n→∞.
We conclude this subsection with a brief discussion about finite-dimensional sets in
D([0, 1];D), and tightness of probability measures on this space.
Let DD be the Borel σ-field of D([0, 1];D), with respect to dD. It can be shown
that DD coincides with the σ-field generated by the projections {piDt ; t ∈ [0, 1]}, where
piDt : D([0, 1];D) → D is given by piDt (x) = x(t). We equip D with the J1-topology and
D([0, 1];D) with distance dD. Then the projections piD0 and piD1 are continuous everywhere,
whereas for t ∈ (0, 1), piDt is continuous at x if and only if x is continuous at t. If
P is a probability measure on D([0, 1];D), we let Tp be the set of t ∈ [0, 1] such that
piDt is continuous almost everywhere with respect to P . The set TP has a countable
complement, and hence is dense in [0, 1]. For fixed t1, . . . , tk ∈ [0, 1], we consider the
projection piDt1,...,tk : D([0, 1];D)→ Dk given by piDt1,...,tk(x) = (x(t1), . . . , x(tk)).
If (Pn)n≥1 and P are probability measures on D([0, 1];D) such that Pn
w→ P , then the
following marginal convergence holds for all t1, . . . , tk ∈ TP :
Pn ◦ (piDt1,...,tk)−1
w→ P ◦ (piDt1,...,tk)−1 in (Dk, Jk1 ), (21)
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where Jk1 is the product of J1-topologies.
The following result will be used in the proof of Theorem 3.14 below, being the ana-
logue of Theorem 15.3 of [4] for the space D([0, 1];D). Its proof is given in [1].
Theorem 2.4. A sequence (Pn)n≥1 of probability measures on D([0, 1];D) is tight if and
only if it satisfies the following three conditions:
(i) lima→∞ limn→∞ Pn({x; ‖x‖D > a}) = 0;
(ii) for any η > 0 and ρ > 0, there exist δ ∈ (0, 1) and n0 ≥ 1 such that for all n ≥ n0,
(a) Pn({x; w′′(x(t), δ) > η for some t ∈ [0, 1]}) < ρ
(b) Pn({x; |x(t, δ)− x(t, 0)| > η for some t ∈ [0, 1]}) < ρ
(c) Pn({x; |x(t, 1−)− x(t, 1− δ)| > η for some t ∈ [0, 1]}) < ρ;
(iii) for any η > 0 and ρ > 0, there exist δ ∈ (0, 1) and n0 ≥ 1 such that for all n ≥ n0,
(a) Pn({x; w′′D(x, δ) > η}) < ρ
(b) Pn({x; d0J1
(
x(δ), x(0)
)
> η}) < ρ
(c) Pn({x; d0J1
(
x(1−), x(1− δ)) > η}) < ρ.
2.2 The space D([0,∞);D)
In this subsection, we introduce the space D([0,∞);D) and we list some of its properties.
For any fixed T > 0, we let D([0, T ];D) be the set of functions x : [0, T ] → D which
are right-continuous and have left-limits with respect to J1. Let ΛT be the set of strictly
increasing continuous functions from [0, T ] onto itself. Similarly to the case T = 1, we
define the Skorohod distance on D([0, T ];D) by:
dT,D(x, y) = inf
λ∈ΛT
{‖λ− e‖T ∧ ρT,D(x, y ◦ λ)}, (22)
where ‖ · ‖T is the supremum norm on ΛT , e is the identity function on [0, T ], and ρT,D is
the uniform distance on D([0, T ];D) given by:
ρT,D(x, y) = sup
t∈[0,T ]
d0J1(x(t), y(t)). (23)
We denote by ‖ · ‖T,D the super-uniform norm on D([0, T ];D) given by:
‖x‖T,D = sup
t∈[0,T ]
‖x(t)‖.
For any x, y ∈ D([0, T ];D), we have
dT,D(x, y) ≤ ρT,D(x, y) ≤ ‖x− y‖T,D. (24)
The Skorohod distance on the space D([0,∞);D) is given by: (see (2.2) of [27])
d∞,D(x, y) =
∫ ∞
0
e−t
(
dt,D
(
rt(x), rt(y)
) ∧ 1)dt, (25)
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where rt(x) is the restriction to [0, t] of the function x ∈ D([0,∞);D).
By Theorem 2.6 of [27], D([0,∞);D) equipped with distance d∞,D is a Polish space.
Its Borel σ-field D∞,D coincides (by Lemma 2.7 of [27]) with the σ-field generated by the
projections {piDt ; t ≥ 0}, where piDt : D([0,∞);D)→ D is given by piDt (x) = x(t).
Similarly to page 174 of [5], if (Pn)n≥1 and P are probability measures on D([0,∞);D)
such that Pn
w→ P then the marginal convergence (21) holds for all t1, . . . , tk ∈ TP , where
the set Tp (defined as in Section 2.1 above) has a countable complement. In fact, Pn
w→ P
if and only if Pn ◦ r−1t w→ P ◦ r−1t for any t ∈ Tp (see also Theorem 2.8 of [27]).
3 Construction: proof of Theorem 1.3
In this section, we give the construction of an α-stable Le´vy motion Z = {Z(t)}t≥0 with
values in D, and we show that this process has a modification with sample paths in the
space of ca`dla`g functions from [0,∞) to D. We follow the method described in Section 5.5
of [21]. For each t ≥ 0, Z(t) is a random element in D which we denote by {Z(t, s)}s∈[0,1],
that is Z(t, s) = Z(t)(s). Intuitively, the process Z evolves in time and space: Z(t, s)
gives the value of this process at time t ≥ 0 and location s ∈ [0, 1] in space.
3.1 The compound Poisson building blocks
In this subsection, we introduce the building blocks of the construction, and we examine
their properties.
Let N =
∑
i≥1 δ(Ti,Ri,Wi) be a Poisson random measure on [0,∞) × D0 of intensity
Leb × ν, defined on a complete probability space (Ω,F , P ), where Leb is the Lebesgue
measure and ν is given by (2) on (0,∞)× SD and ν({∞}× SD) = 0. (Refer to Definition
4.1 below for the definition of a Poisson random measure.)
By an extension of Proposition 5.3 of [21] to point processes on Polish spaces, we
can represent the points (Ti, Ri,Wi) as follows: {(Ti, Ri)}i≥1 are the points of a Poisson
random measure on [0,∞)× (0,∞] of intensity Leb× να, and (Wi)i≥1 is an independent
sequence of i.i.d. random elements in SD with law Γ1.
Let (εj)j≥0 be a sequence of real numbers such that εj ↓ 0 and ε0 = 1. Let Ij =
(εj, εj−1] for j ≥ 1 and I0 = (1,∞). We fix t ≥ 0 and s ∈ [0, 1]. For any j ≥ 0, we let
Zj(t, s) =
∫
[0,t]×Ij×SD
rz(s)N(du, dr, dz) =
∑
Ti≤t
RiWi(s)1{Ri∈Ij}. (26)
Note that for any j ≥ 0 and s ∈ [0, 1], Zj(0, s) = 0.
Lemma 3.1. a) Zj(t, s) is well-defined and F-measurable for any j ≥ 0, t ≥ 0, s ∈ [0, 1].
b) For any t ≥ 0 and j ≥ 0, the process Zj(t) = {Zj(t, s)}s∈[0,1] has all sample paths in
D, with left limit at point s ∈ (0, 1] given by
Zj(t, s−) =
∫
[0,t]×Ij×SD
rz(s−)N(du, dr, dz) =
∑
Ti≤t
RiWi(s−)1{Ri∈Ij}.
11
Proof: a) Zj(t, s) is well-defined since [0, t]× Ij × SD is a bounded set in [0,∞)×D0 (due
to definition (6) of the metric dD0 on D0), and the sum in (26) contains finitely many
terms. Zj(t, s) is F -measurable since N is a point process and the map µ 7→ µ(pis) =∫
(0,∞)×SD rz(s)µ(dr, dz) isMp([0,∞)×D0)-measurable, where pis(r, z) = rz(s) (see Section
4.1 below for the definition of a point process).
b) This follows by the dominated convergence theorem, whose application is justified
by the fact that
∫
[0,t]×Ij×SD rN(du, dr, dz) <∞. 
To investigate the finite dimensional distribution of process Zj(t) corresponding to
points s1, . . . , sm ∈ [0, 1], we consider the function pis1,...,sm : (0,∞)× SD → Rm given by:
pis1,...,sm(r, z) = (rz(s1), . . . , rz(sm)).
Note that pis1,...,sm ◦ T = pis1,...,sm .
Lemma 3.2. For any j ≥ 0, t ≥ 0 and s1, . . . , sm ∈ [0, 1], the vector (Zj(t, s1), . . . , Zj(t, sm))
has a compound Poisson distribution in Rm with characteristic function:
E
(
ei
∑m
k=1 ukZj(t,sk)
)
= exp
{
t
∫
Ij×SD
(eiu1rz(s1)+...+iumrz(sm) − 1)ν(dr, dz)
}
,
for any (u1, . . . , um) ∈ Rm. Letting ϕ(s) =
∫
SD
z(s)Γ1(s) and ψ(s) =
∫
SD
|z(s)|2Γ1(ds) for
any s ∈ [0, 1], we have
E
(
Zj(t, s)
)
= t
∫
Ij×SD
rz(s)ν(dr, dz) = tϕ(s)
∫
Ij
rνα(dr)
Var
(
Zj(t, s)
)
= t
∫
Ij×SD
|rz(s)|2ν(dr, dz) = tψ(s)
∫
Ij
r2να(dr).
Proof: We represent the restriction of N to [0, t]×Ij×SD as N |[0,t]×Ij×SD d=
∑K
i=1 δ(τi,Ji,Wi),
where K is a Poisson random variable of mean tν(Ij × SD), (τi)i≥1 are i.i.d. uniformly
distributed on [0, 1], (Ji)i≥1 are i.i.d. on Ij of law να/να(Ij), (Wi)i≥1 are i.i.d. on SD of
law Γ1, and K, (τi)i≥1, (Ji)i≥1, (Wi)i≥1 are independent. Hence, (Zj(t, s1), . . . , Zj(t, sm))
d
=∑K
i=1 JiYi with Yi = (Wi(s1), . . . ,Wi(sm)). The result follows since {JiYi}i≥1 are i.i.d.
vectors in Rm with law
1
ν(Ij × SD)ν|Ij×SD ◦ pi
−1
s1,...,sm
,
where ν|Ij×SD is the restriction of ν to Ij × SD. 
The previous result shows that for j ≥ 1, Zj(t, s) has finite mean and finite variance,
while Z0(t, s) has infinite variance (since α < 2), but has finite mean if α > 1. Note that∑
j≥1 Var
(
Zj(t, s)
)
= tψ(s)
∫
(0,1]
r2να(dr) < ∞. Moreover, the variables {Zj(t, s)}j≥0 are
independent, since the intervals (Ij)j≥0 are disjoint. Hence by Kolmogorov’s convergence
criterion (see e.g. Theorem 22.6 of [3]), for any t > 0 and s ∈ [0, 1],∑
j≥1
(
Zj(t, s)− E
(
Zj(t, s)
))
converges a.s.
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We denote by Ωt,s the event that this series converges, with P (Ωt,s) = 1.
If α < 1,
∑
j≥1E
(
Zj(t, s)
)
= cϕ(s)
∫ 1
0
rνα(dr) is finite, whereas if α > 1, E(Z0(t, s)) =
cϕ(s)
∫∞
1
rνα(dr) is finite. For any t ≥ 0, s ∈ [0, 1] fixed, on the event Ωt,s we define
Z(t, s) =
∑
j≥0
Zj(t, s) if α < 1, (27)
Z(t, s) =
∑
j≥0
(
Zj(t, s)− E
(
Zj(t, s)
))
if α > 1. (28)
On the event Ωct,s, we let Z(t, s) = x0, for arbitrary x0 ∈ D, in both cases α < 1 and
α > 1. Note that Z(0, s) = 0 for all s ∈ [0, 1].
For any s1, . . . , sm ∈ [0, 1], we consider the following measure on Rm:
µs1,...,sm = ν ◦ pi−1s1,...,sm = ν ◦ pi−1s1,...,sm , (29)
The next result identifies some essential properties of the measures µs1,...,sm . Assump-
tion A is needed only to guarantee that µs1,...,sm({0}) = 0.
Lemma 3.3. Suppose that Assumption A holds.
a) For any s1, . . . , sm ∈ [0, 1], µs1,...,sm is a Le´vy measure on Rm, i.e.
µs1,...,sm({0}) = 0 and
∫
Rm
(|y|2 ∧ 1)µs1,...,sm(dy) <∞.
b) For any s1, . . . , sm ∈ [0, 1], for any h > 0 and for any Borel set A ⊂ Rm,
µs1,...,sm(hA) = h
−αµs1,...,sm(A).
c) For any s ∈ [0, 1], the measure µs is given by
µs(dy) =
(
c+s αy
−α−1 + c−s α(−y)−α−1
)
dy,
where c+s = µs(1,∞) and c−s = µs(−∞,−1).
Proof: a) By Assumption A, µs1,...,sm({0}) = ν({(r, z); rz(s1) = . . . = rz(sm) = 0}) = 0,
using the convention that ∞ · 0 = 0. The second property follows because
∫
|y|≤1
|y|2µs1,...,sm(dy) = c
∫
SD
∫ (∑mi=1 |z(si)|2)−1/2
0
r2να(dr)
 m∑
i=1
|z(si)|2Γ1(dz)
= c
α
2− α
∫
SD
( m∑
i=1
|z(si)|2
)α/2
Γ1(dz) ≤ c α
2− α,
and∫
|y|>1
µs1,...,sm(dy) = c
∫
SD
∫ ∞(∑m
i=1 |z(si)|2
)−1 να(dr)Γ1(dz) = c ∫
SD
( m∑
i=1
|z(si)|2
)α/2
Γ1(dz).
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b) By Fubini’s theorem and the scaling property of να, it can be proved that ν has
the following scaling property: for any h > 0 and H ∈ B(D0), ν(hH) = h−αν(H), where
hH = {(hr, z); (r, z) ∈ H}. For any h > 0 and A ∈ B(Rm), we have
µs1,...,sm(hA) = ν({(r, z); (rz(s1), . . . , rz(sm)) ∈ hA}) = ν(hH)
where H = {(r, z); (rz(s1), . . . , rz(sm)) ∈ A} = pi−1s1,...,sm(A). The conclusion follows from
the scaling property of ν mentioned above.
c) This is an immediate consequence of the scaling property in b). 
We denote by Sα(σ, β, µ) the α-stable distribution given by Definition 1.1.6 of [23],
and
C−1α =
Γ(2− α)
1− α cos
(piα
2
)
. (30)
Based on the previous lemma, we obtain the following result.
Proposition 3.4. For any t > 0, the process Z(t) = {Z(t, s)}s∈[0,1] given by (27) and
(28) is α-stable with finite-dimensional distributions given by (3) and (4). In particular,
for any t > 0 and s ∈ [0, 1], Z(t, s) has a Sα(t1/ασs, βs, 0) distribution with parameters
σs = C
−1
α (c
+
s + c
−
s ) and βs =
c+s − c−s
c+s + c
−
s
, (31)
where c+s and c
−
s are given in Lemma 3.3.c). Moreover, Z(t, sk)
d→ Z(t, s) as k →∞, for
any s ∈ [0, 1] and for any sequence (sk)k≥1 with sk → s and sk ≥ s for all k ≥ 1.
Proof: Case 1: α < 1. By Lemma 3.2 and the independence of {Zj(t, s)}j≥0, it follows
that the characteristic function of the variable Z(t, s) is given by:
E
(
eiuZ(t,s)
)
= exp
{
t
∫
D0
(eiurz(s) − 1)ν(dr, dz)
}
= exp
{
t
∫
R
(eiuy − 1)µs(dy)
}
, u ∈ R.
The fact that Z(t, s) has a Sα(t
1/ασs, βs, 0) follows essentially from the calculations on
page 568 of [11], using the form of the measure µs given in Lemma 3.3.c).
Similarly, it can be seen that for any s1, . . . , sm ∈ [0, 1], (Z(t, s1), . . . , Z(t, sm)) has
characteristic function given by (3). The fact that (Z(t, s1), . . . , Z(t, sm)) has an α-stable
distribution follows by Theorem 14.3 of [24], using the scaling property of the measure
µs1,...,sm given in Lemma 3.3.b).
The last statement follows from the fact that E(eiuZ(t,sk))→ E(eiuZ(t,s)). To see this,
note that limk→∞ z(sk) = z(s) for any z ∈ SD. By the dominated convergence theorem,∫
D0
(eiurz(sk) − 1)ν(dr, dz)→
∫
D0
(eiurz(s) − 1)ν(dr, dz), as k →∞.
The application of this theorem is justified using the inequalities |eiurz(s) − 1| ≤ |urz(s)|
if r ≤ 1 and |eiurz(s) − 1| ≤ 2 if r > 1.
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Case 2: α > 1. This is similar to Case 1, except that we now have centering constants.
In this case, the characteristic function of Z(t, s) is given by
E
(
eiuZ(t,s)
)
= exp
{
t
∫
D0
(eiurz(s) − 1− iurz(s))ν(dr, dz)
}
, u ∈ R.
The last statement follows from the fact that E(eiuZ(t,sk))→ E(eiuZ(t,s)), since∫
D0
(eiurz(sk) − 1− iurz(s))ν(dr, dz)→
∫
D0
(eiurz(s) − 1− iurz(s))ν(dr, dz).
The application of the dominated convergence theorem is justified using the inequalities
|eiurz(s)−1− iurz(s)| ≤ 1
2
|urz(s)|2 if r ≤ 1 and |eiurz(s)−1− iurz(s)| ≤ 2|urz(s)| if r > 1.

We denote by Du([0,∞);D) the set of functions x : [0,∞) → D which are right-
continuous and have left limits with respect to the uniform norm ‖ · ‖ on D. Clearly,
Du([0,∞);D) is a subset of D([0,∞);D).
Lemma 3.5. For any j ≥ 0, the process {Zj(t)}t≥0 has all sample paths in Du([0,∞);D),
with left limit at t > 0 given by Zj(t−) = {Zj(t−, s)}s∈[0,1], where
Zj(t−, s) =
∫
[0,t)×Ij×SD
rz(s)N(du, dr, dz).
Proof: We first show that the map t 7→ Zj(t) is right-continuous in (D, ‖ · ‖). Let t ≥ 0
be arbitrary and (tn)n≥1 such that tn → t and tn ≥ t for all n ≥ 1. Then
‖Zj(tn)− Zj(t)‖ = sup
s∈[0,1]
∣∣∣∣∣
∫
(t,tn]×Ij×SD
rz(s)N(du, dr, dz)
∣∣∣∣∣ ≤
∫
(t,tn]×Ij×SD
rN(du, dr, dz),
and the last integral converges to 0 as n → ∞ by the dominated convergence theorem.
Next, we show that the map t 7→ Zj(t) has left limit Zj(t−) in (D, ‖ · ‖). Let t > 0 be
arbitrary and (tn)n≥1 such that tn → t and tn ≤ t for all n ≥ 1. Then
‖Zj(t−)− Zj(tn)‖ = sup
s∈[0,1]
∣∣∣∣∣
∫
(tn,t)×Ij×SD
rz(s)N(du, dr, dz)
∣∣∣∣∣ ≤
∫
(tn,t)×Ij×SD
rN(du, dr, dz),
and the last integral converges to 0 as n→∞ by the dominated convergence theorem. 
For any ε > 0, t ≥ 0 and s ∈ [0, 1], we let
Z(ε)(t, s) =
∫
[0,t]×(ε,∞)×SD
rz(s)N(du, dr, dz) =
∑
Ti≤t
RiWi(s)1{Ri∈(ε,∞)}. (32)
Using this notation, we have:
Z(εk)(t, s) =
k∑
j=0
Zj(t, s), for all k ≥ 0. (33)
Remark 3.6. Similarly to Lemma 3.1 and Lemma 3.5 for j = 0, it can be proved that
the process Z(ε)(t) = {Z(ε)(t, s)}s∈[0,1] has all sample paths in D for any t ≥ 0, and the
process Z(ε) = {Z(ε)(t)}t≥0 has all sample paths in Du([0,∞);D).
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3.2 Construction in the case α < 1
In this subsection, we give the proof Theorem 1.3 in the case α < 1. In particular, property
(35) below will be used in the proof of the approximation result (Theorem 1.5.a)).
Our first result shows that for any t > 0 fixed, the process Z(t) given by (27) has a
ca`dla`g modification which can be obtained as an almost sure limit with respect to the
uniform norm. Recall that {X(s)}s∈[0,1] is a modification of {Y (s)}s∈[0,1] if P (X(s) =
Y (s)) = 1 for all s ∈ [0, 1].
Lemma 3.7. If α < 1, then for any t ≥ 0, there exists a random element Z(t) =
{Z(t, s)}s∈[0,1] in D such that P (Z(t, s) = Z(t, s)) = 1 for all s ∈ [0, 1], and
lim
k→∞
‖Z(εk)(t)− Z(t)‖ = 0 a.s.
Proof: For t = 0, we define Z(0, s) = 0 for all s ∈ [0, 1]. We consider the case t > 0. By
(26), ‖Zj(t)‖ ≤
∑
i≥1Ri1{Ri∈Ij}1{Ti≤t} =
∫
[0,t]×Ij×SD rN(du, dr, dz). Since α < 1, it follows
that
E
∑
j≥1
‖Zj(t)‖ ≤ E
∑
j≥1
∫
[0,t]×Ij×SD
rN(du, dr, dz) = t
∫
(0,1]×SD
rν(dr, dz) <∞,
which implies that
∑
j≥1 ‖Zj(t)‖ < ∞ a.s. We denote by Ωt the event that this series
converges, with P (Ωt) = 1. On the event Ωt, the sequence {Z(εk)(t) =
∑k
j=0 Zj(t)}k≥0 is
Cauchy in (D, ‖ · ‖), and we denote its limit by Z(t). On the event Ωct , we let Z(t) = x0.
By Lemma 3.1.a), Z(t, s) is F -measurable for any s ∈ [0, 1]. Hence, Z(t) is a random
element in D. On the event Ωt,s ∩ Ωt, Z(t, s)− Z(εk)(t, s) =
∑
j≥k+1 Zj(t, s), and hence
|Z(εk)(t, s)− Z(t, s)| ≤
∑
j≥k+1
|Zj(t, s)| ≤
∑
j≥k+1
‖Zj(t)‖ → 0.
On the other hand, on the event Ωt, Z
(εk)(t, s) → Z(t, s) for any s ∈ [0, 1]. By the
uniqueness of the limit, Z(t, s) = Z(t, s) on the event Ωt,s ∩ Ωt. 
The following result proves Theorem 1.3.a) in the case α < 1.
Theorem 3.8. If α < 1, the process {Z(t)}t≥0 defined in Lemma 3.7 is a D-valued α-
stable Le´vy motion (corresponding to ν). This process is (1/α)-self-similar, i.e.
{Z(ct)}t≥0 d= c1/α{Z(t)}t≥0 for any c > 0, (34)
where
d
= denotes equality of finite-dimensional distributions.
Proof: We first show that the process {Z(t)}t≥0 satisfies properties (i)-(iv) given in
Definition 1.1. Property (i) is clear. To verify property (ii), we apply Lemma A.3 (Ap-
pendix A) to the space S = D equipped with d0J1 . By Lemma 3.7, for i = 2, . . . , K,
X
(i)
k := Z
(εk)(ti)− Z(εk)(ti−1)→ X(i) := Z(ti)− Z(ti−1) a.s. as k →∞, in (D, ‖ · ‖), and
hence also in (D, J1). The variables X(2)k , . . . , X
(K)
k are independent for any k, since X
(i)
k
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is FNti−1,ti-measurable and the σ-fields FNti−1,ti , i = 2, . . . , K are independent. Here FNs,t is
the σ-field generated by N((a, b] × B) for any s < a < b ≤ t and B ∈ B(D0). It follows
that X(2), . . . , X(K) are independent.
For property (iii), we have to show that vectorsX := (Z(t2, s1)−Z(t1, s1), . . . Z(t2, s1)−
Z(t1, sm)) and Y := (Z(t2− t1, s1), . . . , Z(t2− t1, sm)) have the same distribution, for any
s1, . . . , sm ∈ [0, 1]. By (27) and Lemma 3.7, on the event Ωt1,s ∩ Ωt2,s ∩ Ωt1 ∩ Ωt2 ,
Z(t2, s)− Z(t1, s) = Z(t2, s)− Z(t1, s) =
∑
j≥0
(
Zj(t2, s)− Zj(t1, s)
)
.
As in the proof of Proposition 3.4, it follows that the characteristic function of X is
E(eiu·X) = exp
{
(t2 − t1)
∫
Rm
(eiu·y − 1)µs1,...,sm(dy)
}
, u ∈ Rm,
which is the same as the characteristic function of Y . Hence X
d
= Y . Finally, property
(iv) was shown in Proposition 3.4 for Z(t), and remains valid for its modification Z(t).
To prove relation (34), we have to show that {Z(ct)}t≥0 d= {c1/αZ(t)}t≥0 for any c > 0.
Since both processes have stationary and independent increments, it is enough to show
that Z(ct)
d
= c1/αZ(t) for any t > 0, i.e. vectors U = (Z(ct, s1), . . . , Z(ct, sm)) and
V = c1/α(Z(t, s1), . . . , Z(t, sm)) have the same distribution, for any s1, . . . , sm ∈ [0, 1] and
t > 0. Let hc(y) = c
1/αy for y ∈ Rm. By the scaling property of the measure µs1,...,sm
given in Lemma 3.3.b),
µs1,...,sm(h
−1
c (A)) = µs1,...,sm(c
−1/αA) = cµs1,...,sm(A),
for any Borel set A ⊂ Rm. Therefore, the characteristic function of V is
E(eiu·V ) = exp
{
t
∫
Rm
(eiu·y − 1)(µs1,...,sm ◦ h−1c )(dy)
}
= exp
{
ct
∫
Rm
(eiu·y − 1)µs1,...,sm(dy)
}
for any u ∈ Rm, which is the same as the characteristic function of U . Hence U d= V . 
The following result proves Theorem 1.3.b) in the case α < 1.
Theorem 3.9. If α < 1 and {Z(t)}t≥0 is the process defined in Lemma 3.7, then there
exists a collection {Z˜(t)}t≥0 of random elements in D, such that P (Z(t) = Z˜(t)) = 1 for
all t ≥ 0, and for any T > 0,
sup
t≤T
‖Z(εk)(t)− Z˜(t)‖ → 0 a.s. as k →∞. (35)
Moreover, the map t 7→ Z˜(t) is in Du([0,∞);D) a.s.
Proof: For any T > 0, we denote by Du([0, T ];D) the set of functions x : [0, T ] → D
which are right-continuous and have left-limits with respect to the norm ‖ · ‖ on D. Note
that Du([0, T ];D) is a Banach space with respect to the super-uniform norm ‖ · ‖T,D.
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Using the same idea as in the proof of Theorem 5.4 of [21], we will show that there
exists an event Ω˜ of probability 1, on which we can say that for any T > 0,
{Z(εk)(·)}k≥1 is a Cauchy sequence in Du([0, T ];D), (36)
where Du([0, T ];D) is equipped with the norm ‖·‖T,D. We denote by {Z˜(t)}t∈[0,T ] the limit
of this sequence in Du([0, T ];D) (on the event Ω˜). Relation (35) then holds by definition.
Since T > 0 is arbitrary, Z˜(ω, t) is a well-defined element in D for any t ≥ 0 and ω ∈ Ω˜.
For ω 6∈ Ω˜, we let Z˜(ω, t) = y0 for any t ≥ 0, where y0 ∈ D is arbitrary. For any ω ∈ Ω and
t ≥ 0, Z(ω, t) ∈ D and we denote Z˜(ω, t, s) := Z˜(ω, t)(s) for any s ∈ [0, 1]. Clearly, Z˜(t, s)
is F -measurable for any s ∈ [0, 1], being the a.s. limit of the sequence {Z(εk)(t, s)}k≥1
This proves that Z˜(t) is a random element in D, for any t ≥ 0.
By Lemma A.2 (with S = D equipped with the uniform norm), the map t 7→ Z˜(t)
lies in Du([0,∞);D) (on the event Ω˜). From relation (35) and Lemma 3.7, we infer that
‖Z(t)− Z˜(t)‖ = 0 a.s. for any t > 0.
It remains to prove (36). For this, it suffices to prove that for any δ > 0,
lim
K→∞
lim
L→∞
P ( max
K<k≤L
‖Z(εk) − Z(εK)‖T,D > δ) = 0. (37)
Let δ > 0 be arbitrary. For any K < k ≤ L, t > 0 and s ∈ [0, 1],
Z(εk)(t, s)− Z(εK)(t, s) =
∫
[0,T ]×(εk,eK ]×SD
rz(s)N(du, dr, dz) =
∑
Ti≤t
RiWi(s)1{εk<Ri≤εK},
and hence
‖Z(εk)(t)− Z(εK)(t)‖ ≤
∑
Ti≤t
Ri1{εk<Ri≤εK} =
∫
[0,t]×(εk,εK ]×SD
rN(du, dr, dz).
Taking the supremum over t ∈ [0, T ] followed by the maximum over k with K < k ≤ L,
we obtain:
max
K<k≤L
‖Z(εk) − Z(εK)‖T,D ≤
∫
[0,T ]×(εL,εK ]×SD
rN(du, dr, dz).
By Markov’s inequality,
P ( max
K<k≤L
‖Z(εk) − Z(εK)‖T,D > δ) ≤ 1
δ
E
(∫
[0,T ]×(εL,εK ]×SD
rN(du, dr, dz)
)
=
T
δ
∫
(εL,εK ]×SD
rν(dr, dz) =
T
δ
∫
(εL,εK ]
rνα(dr)→ 0 as K,L→∞,
using the fact that
∫
(εL,1]
rνα(dr)→
∫ 1
0
rνα(dr) <∞, as L→∞. This proves (37). 
18
3.3 Construction in the case α > 1
In this subsection, we give the proof of Theorem 1.3 in the case α > 1. In particular,
property (56) below will be used in the proof of approximation result (Theorem 1.5.b)).
In this case, for any ε > 0, E[Z(ε)(t, s)] = ctϕ(s)
∫∞
ε
rνα(dr) is finite, and we denote
Z
(ε)
(t, s) = Z(ε)(t, s)− E[Z(ε)(t, s)],
where Z(ε)(t, s) is given by (32). By (33), it follows that
Z
(εk)
(t, s) =
k∑
j=0
(
Zj(t, s)− E
(
Zj(t, s)
))
. (38)
Remark 3.10. For any probability measure Q on (D,D), there exists a ca`dla`g process
{Y (s)}s∈[0,1], defined on a probability space (Ω′,F ′, P ′), whose law under P ′ is Q. This is
simply because we may take (Ω′,F ′, P ′) = (D,D, Q) and Y (s) = pis for all s ∈ [0, 1]. This
fact will be used in the proof of Lemma 3.11 below.
The next result is the analogue of Lemma 3.7 for the case α > 1. The crucial elements
of its proof are: (i) tightness of the sequence {Z(εk)(t)}k≥1 in D, proved in [22]; and (ii)
the improved version of Itoˆ-Nisio theorem for random elements in D, given in [2]. (The
original version of Itoˆ-Nisio theorem in D can be found in [15].) Recall that in the case
α > 1, the process Z(t) = {Z(t, s)}s∈[0,1] is given by (28).
Lemma 3.11. For any t ≥ 0, there exists a random element Z(t) = {Z(t, s)}s∈[0,1] in D
such that P (Z(t, s) = Z(t, s)) = 1 for all s ∈ [0, 1], and
lim
k→∞
‖Z(εk)(t)− Z(t)‖ = 0 a.s. (39)
In particular, E
(
Z(t, s)
)
= 0 for all s ∈ [0, 1] and t > 0.
Proof: For t = 0, we define Z(0, s) = 0 for all s ∈ [0, 1]. We will assume for simplicity
that t = 1, the case of arbitrary t > 0 being similar. To simplify the notation, in this
proof we denote Z
(εk)
= {Z(εk)(s) = Z(εk)(1, s)}s∈[0,1] and Z = {Z(s) = Z(1, s)}s∈[0,1].
From the last part of the proof of Theorem 2.12 of [22], we know that (Z
(εk)
)k≥1 is
tight in (D, J1). By Prohorov’s theorem, (Z
(εk)
)k≥1 is relatively compact in (D, J1). Hence,
there exists a subsequence N ′ ⊂ Z+ and a probability measure Q on (D,D) such that
P ◦ (Z(εk))−1 w→ Q as k → ∞, k ∈ N ′. By Remark 3.10, let Y be a random element in
D with law Q, defined on a probability space (Ω′,F ′, P ′). Then, Z(εk) d→ Y in (D, J1) as
k →∞, k ∈ N ′, which implies that
(Z
(εk)
(s1), . . . , Z
(εk)
(sm))
d→ (Y (s1), . . . , Y (sm)), (40)
as k → ∞, k ∈ N ′, for any s1, . . . , sm ∈ T , where T = {s ∈ (0, 1);P ′(s ∈ Disc(Y )) =
0} ∪ {0, 1} is dense in [0, 1] (see p.124 of [4]). By (28) and (38),
Z(s) = lim
k→∞
Z
(εk)
(s) a.s. for any s ∈ [0, 1]. (41)
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By (40) and the uniqueness of the limit, it follows that for any s1, . . . , sm ∈ T ,
(Z(s1), . . . , Z(sm))
d
= (Y (s1), . . . , Y (sm)).
Consider now another subsequence N ′′ ⊂ Z+ such that P ◦ (Z(εk))−1 w→ Q′ as k →
∞, k ∈ N ′′, for a probability measure Q′ on (D,D). Let Y ′ be a random element in D
with law Q′, defined on a probability space (Ω′′,F ′′, P ′′). Let T ′ = {s ∈ (0, 1);P ′′(s ∈
Disc(Y )) = 0} ∪ {0, 1}. The same argument as above shows that for any s1, . . . , sm ∈ T ′
(Z(s1), . . . , Z(sm))
d
= (Y ′(s1), . . . , Y ′(sm)).
Hence, (Y (s1), . . . , Y (sm))
d
= (Y ′(s1), . . . , Y ′(sm)) for any s1, . . . , sm ∈ T ∩T ′. Since T ∩T ′
is dense in [0, 1] and contains 1, by Theorem 12.5 of [5], we conclude that Q = Q′. This
shows that any subsequence of {P ◦ (Z(εk))−1}k which converges weakly, in fact converges
weakly to Q. Therefore, P ◦ (Z(εk))−1 w→ Q as k →∞, and relation (40) holds as k →∞
(not only along the subsequence N ′).
Note that Z
(εk)
(s) =
∑k
j=0
(
Zj(1, s)−E(Zj(1, s))
)
and {Xj = Zj(1, ·)−E(Zj(1, ·))}j≥0
are random elements in D (by Lemma 3.1), which are independent and have mean zero.
The existence of a ca`dla`g process {Z(s)}s∈[0,1] such that limk→∞ ‖Z(εk)−Z‖ = 0 a.s. will
follow by Theorem 2.1.(iii) of [2]. Relation (2.1) of [2] holds, due to (40). We only have
to prove that {|Y (s)|}s∈[0,1] is uniformly integrable, which is equivalent to {|Z(s)|}s∈[0,1]
being uniformly integrable. This will follow from the fact that:
sup
s∈[0,1]
E|Z(s)|p <∞ for any 1 < p < α. (42)
To prove (42), recall from Proposition 3.4 that Z(s) has a Sα(σs, βs, 0)-distribution.
By Property 1.2.17 of [23], E|Z(s)|p = σps(cα,βs(p))p, where
(cα,βs(p))
p = cp
(
1 + β2s tan
2 αpi
2
)p/2α
cos
( p
α
arctan
(
βs tan
αpi
2
))
≤ cp
(
1 + tan2
αpi
2
)p/2α
for all s ∈ [0, 1],
and cp > 0 is a constant depending only on p. (The form of the constant cα,β(p) plays an
important roles in the argument above. This constant was computed in [12].) Note that
for any s ∈ [0, 1],
σs = C
−1
α (c
+
s + c
−
s ) = C
−1
α µs({y ∈ R; |y| > 1}) = C−1α ν({(r, z) ∈ (0,∞)× SD; r|z(s)| > 1})
≤ C−1α ν((1,∞)× SD) = C−1α cνα((1,∞)) <∞,
where for the last equality we used definition (2) of ν. Relation (42) follows. 
The following result proves Theorem 1.3.a) in the case α > 1.
Theorem 3.12. If α ∈ (1, 2), the process {Z(t)}t≥0 defined in Lemma 3.11 is a D-valued
α-stable Le´vy motion (corresponding to ν). This process is (1/α)-self-similar, i.e. it
satisfies (34). Moreover, for any t ≥ 0 and for any monotone sequence (tk)k≥0 with tk ↓ t,
lim
k→∞
‖Z(tk)− Z(t)‖ = 0 a.s. (43)
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Proof: The first two sentences are proved exactly as in the case α < 1, with obvious
modifications in the form of the characteristic functions, due to centering. We only have
to prove the last sentence. For this, we apply again Theorem 2.1.(iii) of [2] with E = R.
For any i ≥ 1, let Xi = Z(ti−1)−Z(ti). By property (ii) in Definition 1.1, (Xi)i≥1 are
independent random elements in D (with zero mean). Let Sk =
∑k
i=1Xi = Z(t0)− Z(tk)
for all k ≥ 1, and Y = Z(t0)− Z(t). We first show that for any s1, . . . , sm ∈ [0, 1],
(Sk(s1), . . . , Sk(sm))
d→ (Y (s1), . . . , Y (sm)) as k →∞.
To see this, note that (Sk(s1), . . . , Sk(sm))
d
= (Z(t0−tk, s1), . . . , Z(t0−tk, sm)) by property
(iii) in Definition 1.1) (stationarity of the increments). It is now clear that we have the
following convergence the characteristic functions: for any u = (u1, . . . , um) ∈ Rm,
E(eiu1Sk(s1)+...+iumSk(sm)) = exp
{
(t0 − tk)
∫
Rm
(eiu·y − 1− iu · y)µs1,...,sm(dy)
}
,
→ E(eiu1Y (s1)+...+iumY (sm)) = exp
{
(t0 − t)
∫
Rm
(eiu·y − 1− iu · y)µs1,...,sm(dy)
}
,
as k → ∞. It remains to show that {|Y (s)|}s∈[0,1] is uniformly integrable, which is
equivalent to saying that {|Z(t0 − t, s)|}s∈[0,1] is uniformly integrable, by the stationarity
of the increments. By the self-similarity of {Z(t)}t≥0, Z(t0 − t, s) d= (t0 − t)1/αZ(1, s) for
all s ∈ [0, 1]. Using (42) and the fact that Z(1, s) = Z(1, s) a.s. for any s ∈ [0, 1], it
follows that for any 1 < p < α,
sup
s∈[0,1]
E|Z(t0 − t, s)|p = (t0 − t)p/α sup
s∈[0,1]
E|Z(1, s)|p <∞.
(Recall that in (42) we used the notation Z(s) = Z(1, s).) Hence, {|Z(t0 − t, s)|}s∈[0,1] is
uniformly integrable. By Theorem 2.1.(iii) of [2], it follows that Sk → Z(t0) − Z(t) a.s.
in (D, ‖ · ‖), as k →∞, which is the same as Z(tk)→ Z(t) a.s. in (D, ‖ · ‖), as k →∞. 
The following preliminary result will be used in the proof of tightness of (Z
(εk)
)k≥1.
Lemma 3.13. For any ε > 0 and T > 0,
E‖Z(ε)‖T,D ≤ Tc α
α− 1ε
1−α.
Proof: By definition, for any t ∈ [0, T ] and s ∈ [0, 1], we have
|Z(ε)(t, s)| ≤
∫
[0,t]×(ε,∞)×SD
r|z(s)|N(du, dr, dz) ≤
∫
[0,T ]×(ε,∞)×SD
rN(du, dr, dz) =: Y.
Hence ‖Z(ε)‖T,D ≤ Y and E‖Z(ε)‖T,D ≤ E(Y ) = T
∫
(ε,∞)×SD rν(dr, dz) = Tc
α
α−1ε
1−α. 
The next result plays a crucial role in the proof of Theorem 1.3.b) in the case α > 1.
Its proof uses some results related to sums of i.i.d. regularly varying random elements in
D, which are given in Section 4.5 below.
21
Theorem 3.14. If Assumption B holds, then (Z
(εk)
)k≥1 is tight in D([0,∞);D).
Proof: It is enough to prove that (Z
(εk)
)k≥1 is tight in D([0, T ];D) for any T > 0. Without
loss of generality, we assume that T = 1. Let Pk be the law of Z
(εk)
. We verify that (Pk)k≥1
satisfies conditions (i)-(iii) of Theorem 2.4. To prove this, we argue as in the last part of
the proof of Theorem 2.12 of [22].
For condition (i), it suffices to show that the following two relations hold:
lim
A→∞
P (‖Z(ε0)‖D > A) = 0 for all ε0 > 0 (44)
lim
ε0↓0
sup
0<ε<ε0
P (‖Z(ε) − Z(ε0)‖D > η) = 0 for all η > 0. (45)
To see this, let η > 0 and ρ > 0 be arbitrary. By (45) and the fact that εk ↓ 0, there exist
ε∗0 ∈ (0, 1) and k0 such that P (‖Z(εk)−Z(ε
∗
0)‖D > η) < ρ/2 for any k ≥ k0. By (44), there
exists A0 > 0 such that P (‖Z(ε
∗
0)‖D > A0) < ρ/2. Let a0 = η + A0. Then, for all k ≥ k0,
P (‖Z(εk)‖D > a0) ≤ P (‖Z(εk) − Z(ε
∗
0)‖D > η) + P (‖Z(ε
∗
0)‖D > A0) < ρ.
This proves that condition (i) holds.
To prove (44), let ε0 > 0 be arbitrary. For any A > 2‖E(Z(ε0))‖D,
P (‖Z(ε0)‖D > A) ≤ P (‖Z(ε0)‖D > A/2) ≤ 2
A
‖E(Z(ε0))‖D ≤ 2
A
Tc
α
α− 1ε
1−α
0 ,
using Markov inequality and Lemma 3.13. Relation (44) follows letting A→∞.
To prove (45), we use an indirect argument. Consider a sequence (Xi)i≥1 of i.i.d.
regularly varying elements in D (as given by Definition 1.4) with limiting measure ν given
by (2). Let S
(ε)
n be given by relation (62) below. Similarly to Theorem 4.13 below (which
is based on the fact that the probability measure Γ1 satisfies Assumptions B), it can be
proved that for any 0 < ε < ε0,
S(ε)n − S(ε0)n − E(S(ε)n − S(ε0)n ) d→ Z(ε) − Z(ε0) in D([0, 1];D), (46)
where D([0, 1];D) is equipped with distance dD. For any t > 0 and s ∈ [0, 1], we define
S<εn (t, s) =
1
an
[nt]∑
i=1
Xi(s)1{‖Xi‖≤anε}.
Then S
(ε)
n = Sn − S<εn . Hence, S(ε)n − S(ε0)n = S<ε0n − S<εn and relation (46) becomes:
S<ε0n − S<εn − E(S<ε0n − S<εn ) d→ Z(ε) − Z(ε0) in D([0, 1];D).
Since ‖ · ‖D is dD-continuous (see Lemma 2.3), by the continuous mapping theorem, we
have: ‖S<ε0n −S<εn −E(S<ε0n −S<εn )‖D d→ ‖Z(ε)−Z(ε0)‖D as n→∞. Let η > 0 be arbitrary.
By Portmanteau theorem,
P (‖Z(ε) − Z(ε0)‖D > η) ≤ lim inf
n→∞
P (‖S<ε0n − S<εn − E(S<ε0n − S<εn )‖D > η)
≤ lim sup
n→∞
P (‖S<ε0n − E(S<ε0n )‖D > η/2) + P (‖S<εn − E(S<εn )‖D > η/2).
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We take the supremum over all ε ∈ (0, ε0), followed by the limit as ε0 ↓ 0. We obtain that
limε0↓0 sup0<ε<ε0 P (‖Z
(ε) − Z(ε0)‖D > η) is less than
lim
ε0↓0
lim sup
n→∞
P (‖S<ε0n − E(S<ε0n )‖D > η/2) + lim
ε0↓0
sup
0<ε<ε0
lim sup
n→∞
P (‖S<εn − E(S<εn )‖D > η/2).
Since S<εn = Sn − S(ε)n , both these terms are zero, by relation (63) below (with T = 1).
This concludes the proof of (45).
We prove that (Pk)k≥1 satisfies condition (ii) of Theorem 2.4. Let η > 0 and ρ > 0
be arbitrary. It suffices to show that there exist δ ∈ (0, 1) and ε0 > 0 such that for all
ε ∈ (0, ε0),
(a) P (w′′(Z
(ε)
(t, δ) > η for some t ∈ [0, 1]) < ρ
(b) P (|Z(ε)(t, δ)− Z(ε)(t, 0)| > η for some t ∈ [0, 1]) < ρ
(c) P (|Z(ε)(t, 1−)− Z(ε)(t, 1− δ)| > η for some t ∈ [0, 1]) < ρ.
(47)
By (45), there exists ε0 > 0 such that
P (‖Z(ε) − Z(ε0)‖D > η/4) < ρ/2 for all ε ∈ (0, ε0). (48)
Since D([0, 1];D) endowed with d0D is separable and complete (see Theorem 2.1), by The-
orem 1.3 of [5], the single probability measure P ◦ (Z(ε0))−1 is tight. Hence, by condition
(ii) of Theorem 2.4, there exists δ ∈ (0, 1) such that
P (w′′(Z
(ε0)
(t, δ) > η/2 for some t ∈ [0, 1]) < ρ/2 (49)
P (|Z(ε0)(t, δ)− Z(ε0)(t, 0)| > η/2 for some t ∈ [0, 1]) < ρ/2 (50)
P (|Z(ε0)(t, 1−)− Z(ε0)(t, 1− δ)| > η/2 for some t ∈ [0, 1]) < ρ/2. (51)
Using the fact that
w′′(x+ y, δ) ≤ w′′(x, δ) + 2‖y‖ for all x, y ∈ D,
we infer that w′′(Z
(ε)
(t), δ) ≤ w′′(Z(ε0)(t), δ)+2‖Z(ε)−Z(ε0)‖D, and hence P (w′′(Z(ε)(t), δ) >
η for some t ∈ [0, 1]) is smaller than
P (w′′(Z
(ε0)
(t), δ) > η/2 for some t ∈ [0, 1]) + P (‖Z(ε) − Z(ε0)‖D > η/4).
Part (a) of (47) follows from (48) and (49). Similarly, part (b) of (47) follows from (48)
and (50), using the fact that
|Z(ε)(t, δ)− Z(ε)(t, 0)| ≤ |Z(ε0)(t, δ)− Z(ε0)(t, 0)|+ 2‖Z(ε) − Z(ε0)‖D,
whereas part (c) of (47) follows from (48) and (51), since
|Z(ε)(t, 1−)− Z(ε)(t, 1− δ)| ≤ |Z(ε0)(t, 1−)− Z(ε0)(t, 1− δ)|+ 2‖Z(ε) − Z(ε0)‖D.
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It remains to prove that (Pk)k≥1 satisfies condition (iii) of Theorem 2.4. Let η > 0
and ρ > 0 be arbitrary. Note that Z
(ε)
(0) = 0. We will show that there exist δ ∈ (0, 1)
and ε0 > 0 such that for all ε ∈ (0, ε0),
(a) P (w′′D(Z
(ε)
, δ) > η) < ρ
(b) P (‖Z(ε)(δ)‖ > η) < ρ
(c) P
(
d0J1
(
Z
(ε)
(1−), Z(ε)(1− δ)) > 3η/2) < ρ. (52)
Let ε0 be such that (48) holds. Using again the fact that P ◦(Z(ε0))−1 is tight, but invoking
this time condition (iii) of Theorem 2.4, we infer that there exists δ ∈ (0, 1) such that
P (w′′D(Z
(ε0)
, δ) > η/2) < ρ/2 (53)
P (‖Z(ε0)(δ)‖ > η/2) < ρ/2 (54)
P
(
d0J1
(
Z
(ε0)
(1−)− Z(ε0)(1− δ)) > η/2) < ρ/2. (55)
By Lemma 2.2, P (w′′D(Z
(ε)
, δ) > η) ≤ P (w′′D(Z
(ε0)
, δ) > η/2) + P (2‖Z(ε) − Z(ε0)‖D >
η/2) < ρ. Part (a) of (52) follows using (53) and (48). Part (b) of (52) follows using
(54) and (48), since ‖Z(ε)(δ)‖ ≤ ‖Z(ε0)(δ)‖+ ‖Z(ε)−Z(ε0)‖D. To see that part (c) of (52)
holds, note that by the triangular inequality, d0J1
(
Z
(ε)
(1−), Z(ε)(1− δ)) is smaller than
d0J1
(
Z
(ε)
(1−), Z(ε0)(1−))+ d0J1(Z(ε0)(1−), Z(ε0)(1− δ))+ d0J1(Z(ε0)(1− δ), Z(ε)(1− δ)).
We treat separately these three terms. For the second term, we use (55). For the last
term, we use (48), since this term is bounded by ‖Z(ε0)(1−δ)−Z(ε)(1−δ)‖ which is smaller
than ‖Z(ε0) − Z(ε)‖D. For the first term, we also use (55), since this term is bounded by
‖Z(ε)(1−) − Z(ε0)(1−)‖ which is smaller than ‖Z(ε0) − Z(ε)‖D. To see this, note that by
Remark 3.6, Z
(ε)
(1−) = limδ→0 Z(ε)(1− δ) in (D, ‖ ·‖) and Z(ε0)(1−) = limδ→0 Z(ε0)(1− δ)
in (D, ‖ · ‖), and hence
‖Z(ε)(1−)− Z(ε0)(1−)‖ = lim
δ→0
‖Z(ε)(1− δ)− Z(ε0)(1− δ)‖ ≤ ‖Z(ε) − Z(ε0)‖D.

The following result proves Theorem 1.3.b) in the case α > 1.
Theorem 3.15. If α ∈ (1, 2) and Assumption B holds, then there exists a collection
{Z˜(t)}t≥0 of random elements in D such that P (Z(t) = Z˜(t)) = 1 for all t ≥ 0, the map
t 7→ Z˜(t) is in D([0,∞);D), and
Z
(εk)
(·) d→ Z˜(·) in D([0,∞);D) (56)
as k → ∞, k ∈ N ′, for a subsequence N ′ ⊂ Z+, where D([0,∞);D) is equipped with the
Skorohod distance d∞,D given by (25).
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Proof: Step 1. By Theorem 3.14, there exists a subsequence N ′ ⊂ Z+ such that
Z
(εk)
(·) d→ Y (·) in D([0,∞);D), (57)
as k →∞, k ∈ N ′, where Y is a random element in D([0,∞);D), defined on a probability
space (Ω′,F ′, P ′). We prove that for any t1, . . . , tn ≥ 0,
(Z(t1), . . . , Z(tn))
d
= (Y (t1), . . . , Y (tn)) in Dn. (58)
To see this, note that (57) implies that (Z
(εk)
(t1), . . . , Z
(εk)
(tn))
d→ (Y (t1), . . . , Y (tn)) in
(Dn, Jn1 ), for any t1, . . . , tn ∈ TY = TP ′◦Y −1 (see (21)). On the other hand, by (39),
(Z
(εk)
(t1), . . . , Z
(εk)
(tn))
p→ (Z(t1), . . . , Z(tn)) in (Dn, Jn1 ) for any t1, . . . , tn ≥ 0. By the
uniqueness of the limit, (58) holds for any t1, . . . , tn ∈ TY . To see that (58) holds for
arbitrary t1, . . . , tn ≥ 0, we proceed by approximation. Since TY is dense in [0,∞), for
any i = 1, . . . , n, there exists a monotone sequence (tki )k ⊂ TY such that tki ↓ ti as k →∞.
By (43), (Z(tk1), . . . , Z(t
k
n))
p→ (Z(t1), . . . , Z(tn)) in (Dn, Jn1 ) as k → ∞. Since Y has
all sample paths in D([0,∞);D), (Y (tk1), . . . , Y (tkn)) → (Y (t1), . . . , Y (tn)) in (Dn, Jn1 ) as
k →∞. Relation (58) follows again by the uniqueness of the limit.
Step 2. Relation (58) shows that processes {Z(t)}t≥0 and {Y (t)}t≥0 have the same
finite-dimensional distributions. The process {Y (t)}t≥0 has sample paths in D([0,∞);D),
which is a Borel space (being a Polish space). By Lemma 3.24 of [16], there exists a
process {Z˜(t)}t≥0 defined on the same probability space (Ω,F , P ), whose sample paths
are in D([0,∞);D), such that P (Z(t) = Z˜(t)) = 1 for all t ≥ 0. In particular, {Z˜(t)}t≥0
has the same finite-dimensional distributions as {Z(t)}t≥0, hence also as {Y (t)}t≥0. Since
finite-dimensional distributions uniquely determine the law, it follows that the random
elements Z˜(·) = {Z˜(t)}t≥0 and Y (·) = {Y (t)}t≥0 have the same law in D([0,∞);D).
Relation (56) follows from (57). 
4 Approximation: proof of Theorem 1.5
In this section, we show that the α-stable Le´vy process with values in D constructed in
the Section 3 can be obtained as the limit (in distribution) of the partial sum sequence
associated with i.i.d. regularly varying elements in D, with suitable normalization and
centering. This result can be viewed as an extension of the stable functional central limit
theorem (see e.g. Theorem 7.1 of [21]) to the case of random elements in D. The proof of
this result uses the method of point process convergence, instead of the classical method
based on finite dimensional convergence and tightness. A similar method was used in [22]
for fixed time t = 1. We extend the arguments of [22] to include the time variable t > 0.
4.1 Point processes on Polish spaces
In this subsection, we review some basic concepts related to point processes on a Polish
space, following [6]. Similar concepts are considered in [20, 21] for point processes on an
LCCB space (i.e. a locally compact space with countable basis).
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Let (E, d) be a Polish space (i.e. a complete separable metric space) and E its Borel
σ-field. A measure µ on E is boundedly finite if µ(A) < ∞ for all bounded sets A ∈ E .
(Recall that a set A is bounded if it is contained in an open ball.) We denote by M̂+(E)
the set of all boundedly finite measures on E, and by M̂p(E) its subset consisting of point
(or counting) measures, i.e. Z+-valued measures, where Z+ = {0, 1, 2, . . . , }. A measure
µ ∈ M̂p(E) can be represented as µ =
∑
i≥1 δxi for some (xi)i≥1 ⊂ E, where δx is the
Dirac measure at x. In this case, (xi)i≥1 are called the atoms (or points) of µ. A measure
µ =
∑
i≥1 δxi ∈ M̂p(E) is simple if µ({x}) ≤ 1 for all x ∈ E, i.e. (xi)i≥1 are distinct.
The set M̂+(E) is equipped with the topology of ŵ-convergence: µn
ŵ→ µ on E if
µn(A) → µ(A) for any bounded set A ∈ E with µ(∂A) = 0. By Proposition A.2.6.II
of [6], this is equivalent to µn(f) → µ(f) for any f ∈ Ĉ(E), where µ(f) =
∫
E
fdµ
and Ĉ(E) is the set of bounded continuous functions f : E → R which vanish outside a
bounded set. We denote by M̂+(E) and M̂p(E) the Borel σ-fields of M̂+(E), respectively
M̂p(E). By Proposition 9.1.IV of [6], M̂+(E) and M̂p(E) are Polish spaces, and M̂+(E)
and M̂p(E) are generated by the functions M̂+(E) 3 µ 7→ µ(A), A ∈ E , respectively
M̂p(E) 3 µ 7→ µ(A), A ∈ E .
A point process on E is a function N : Ω → M̂p(E) defined on a probability space
(Ω,F , P ), which is F/M̂p(E)-measurable, i.e. N(A) : Ω → Z+ is F -measurable for
any A ∈ E . The law P ◦ N−1 of N is uniquely determined by the Laplace functional
LN(f) = E(e
−N(f)), for all measurable functions f : E → [0,∞) with bounded support.
We say that a sequence (Nn)n≥1 of point processes on E converges in distribution to
the point process N on E and we write Nn
d→ N in M̂p(E), if (P ◦ N−1n )n≥1 converges
weakly to P ◦ N−1 as probability measures on M̂p(E). By Proposition 11.1.VIII of [6],
this is equivalent to LNn(f) → LN(f) for all continuous functions f : E → R vanishing
outside a bounded set.
Definition 4.1. Let ν ∈ M̂+(E) be arbitrary. A point process N on E is called a
Poisson random measure on E of intensity ν, if for any bounded set A ∈ E , N(A) has a
Poisson distribution with mean ν(A), and for any bounded disjoint sets A1, . . . , An ∈ E ,
N(A1), . . . , N(An) are independent.
The Laplace functional of a Poisson random measure N of intensity ν on E is:
LN(f) = exp
{
−
∫
E
(1− e−f(x))ν(dx)
}
, (59)
for all bounded measurable functions f : E → [0,∞) with bounded support.
The following result plays a crucial role in this article. It is an extension of Proposition
3.21 of [20] to point processes on Polish spaces, with which shares the same proof (based
on Laplace functionals). Recall that a random element in E is a function X : Ω → E
defined on a probability space (Ω,F , P ), which is F/E-measurable.
Proposition 4.2. Let E be a Polish space and ν ∈ M̂+(E) be arbitrary. For any n ≥ 1,
let (Xi,n)i≥1 be i.i.d. random elements in E and Nn =
∑
i≥1 δ(i/n,Xi,n). Let N be a Poisson
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random measure on [0,∞)× E of intensity Leb× ν, where Leb is the Lebesgue measure.
Then Nn
d→ N in M̂p([0,∞)× E) if and only if
nP (X1,n ∈ ·) ŵ→ ν on E.
We conclude this section with few words about finite measures. We denote by Mf (E)
the set of finite measures on E, equipped with the topology if weak convergence: µn
w→ µ
if µn(A) → µ(A) for any set A ∈ E with µ(∂A) = 0. Finally, we denote by Mp,f (E) the
set of finite point measures on E, equipped also with the topology of weak convergence.
4.2 Continuity of summation functional
In this subsection, we establish the continuity of the truncated summation functional
defined on the set of point measures on [0,∞) × D0. This will constitute an important
step in the proof of our main result. The proofs contained in this subsection are extensions
of those of [22] to point measures whose atoms include also a time variable.
We endow the spaces [0,∞)×D0 and [0, T ]×D with the product topologies, D being
equipped with Skorohod’s J1-topology.
For fixed T > 0 and ε > 0, we define Ψ : M̂p([0,∞)× D0)→Mp,f ([0, T ]× D) by:
Ψ(m) = m|[0,T ]×(ε,∞)×SD ◦ ψ−1
where m|[0,T ]×(ε,∞)×SD denotes the restriction of m to [0, T ]× (ε,∞)×SD, and the function
ψ : [0,∞)× (ε,∞)× SD → [0, T ]× D is given by ψ(t, r, z) = (t, rz). Note that Ψ(m) is a
finite measure since [0, T ]× (ε,∞)× SD is a bounded set.
The application of the function Ψ has a double effect on a measure m: it removes the
atoms (ti, ri, zi) of m whose second coordinate ri is less than ε or is ∞, and transforms
the remaining atoms using the “inverse polar-coordinate” map (r, z) 7→ rz, while leaving
the first coordinate ti of these atoms unchanged (provided that ti ≤ T ). More precisely,
if m =
∑
i≥1 δ(ti,ri,zi) ∈ M̂p([0,∞)× D0) then Ψ(m) =
∑
ti≤T δ(ti,rizi)1{ri∈(ε,∞)}.
For any m ∈ M̂p([0,∞)×D0) and for any measurable function f : [0, T ]×D→ [0,∞),∫
[0,T ]×D
f(t, x)Ψ(m)(dt, dx) =
∫
[0,T ]×(ε,∞)×SD
f(t, rz)m(dt, dr, dz). (60)
Lemma 4.3. The function Ψ is continuous on the set A of measures m ∈Mp([0,∞)×D0)
which satisfy the following two conditions:
m([0,∞)× {ε,∞}× SD) = 0 and m({0, T} × (ε,∞)× SD) = 0.
(The function Ψ = Ψε,T and the set A = Aε,T depend on ε and T . To simplify the writing,
we drop the indices ε, T .)
Proof: Let E = [0,∞)×D0, E ′ = [0,∞)× (ε,∞)×SD and E ′′ = [0, T ]×D. Since E ′ is a
bounded set, M̂p(E
′) = Mp,f (E ′). Note that Ψ = Ψ2◦Ψ1, where Ψ1 : M̂p(E)→Mp,f (E ′) is
the restriction Ψ1(m) = m|E′ and Ψ2 : Mp,f (E ′)→Mp,f (E ′′) is given by Ψ2(m) = m◦ψ−1.
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Similarly to Proposition 3.3 of [10], it can be shown that Ψ1 is continuous on A. The
fact that Ψ2 is continuous follows from the continuity of function ψ, exactly as in the
proof of Proposition 5.6.(a) of [21]. 
Definition 4.4. We denote by M∗p,f ([0, T ]× D) the set of measures µ ∈Mp,f ([0, T ]× D)
which have the following properties: (i) µ is simple; (ii) µ({(t, x), (t′, x′)}) ≤ 1 for any
(t, x), (t′, x′) ∈ [0, T ]×D with x 6= x′ and Disc(x)∩Disc(x′) 6= ∅; (iii) µ({t0}×D) ≤ 1 for
all t0 ∈ [0, T ].
Alternatively, we can say that M∗p,f ([0, T ] × D) is the set of finite point measures
µ =
∑p
i=1 δxi on [0, T ] × D which satisfy the following three conditions: (1) the points
(t1, x1), . . . , (tp, xp) are distinct; (2) Disc(xi) ∩ Disc(xj) = ∅ for all i 6= j; (3) no vertical
line contains two points of µ.
The next result gives the continuity of the summation functional, being the extension
of Lemma 2.9 of [22] to our setting. Recall that D([0, T ];D) is the space of right-continuous
functions with left limits with respect to J1 (see Section 2).
Theorem 4.5. The summation functional Φ : Mp,f ([0, T ]× D)→ D([0, T ];D) defined by
Φ(µ) =
(∑
ti≤t
xi
)
t∈[0,T ]
if µ =
p∑
i=1
δ(ti,xi),
is continuous on the set M∗p,f ([0, T ] × D), where D([0, T ];D) is equipped with the metric
dT,D given by (22).
Proof: We use a similar argument to page 221 of [21], combined with the argument of
Lemma 2.9 of [22]. Let µ =
∑p
i=1 δ(ti,xi) ∈M∗p,f ([0, T ]×D) and (µn)n≥1 ⊂Mp,f ([0, T ]×D)
be such that µn
w→ µ. We must prove that:
Φ(µn)→ Φ(µ) in D([0, T ];D). (61)
Note that µn([0, T ] × D) → µ([0, T ] × D) = p implies that µn([0, T ] × D) = p for all
n ≥ n0 for some n0 ≥ 1, since µn([0, T ]× D) ∈ Z+ for all n.
Since µ is simple, the atoms (t1, x1), . . . , (tp, xp) are distinct. Hence, there exists r > 0
such that µ(Br(ti, xi)) = 1 for all i = 1, . . . , p, where Br(ti, xi) is the ball of radius r
and center (ti, xi). Fix i = 1, . . . , p. For any r
′ ∈ (0, r), µ(∂Br′(ti, xi)) = 0 and hence,
µn(Br′(ti, xi))→ µ(Br′(ti, xi)) = 1. Therefore, for any r′ ∈ (0, r), there exists Ni(r′) ≥ n0
such that µn(Br′(ti, xi)) = 1 for all n ≥ Ni(r′). In particular, for r′ = r/2 there exists
Ni := Ni(r/2) such that µn(Br/2(ti, xi)) = 1 for all n ≥ Ni. We infer that for any n ≥ Ni,
µn has exactly one atom in Br/2(ti, xi), which we denote by (t
n
i , x
n
i ). We claim that:
(tni , x
n
i )→ (ti, xi) in [0, T ]× D, i.e. tni → ti and xni J1→ xi.
To see this, let r′ ∈ (0, r/2 be arbitrary. We known that for any n ≥ Ni(r′), µn has
exactly one atom in Br′(ti, xi), and since Br′(ti, xi) ⊂ Br/2(ti, xi), this atom must be
(tni , x
n
i ). Hence, (t
n
i , x
n
i ) ∈ Br′(ti, xi) for any n ≥ Ni(r′).
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Let N0 = maxi≤pNi. For any n ≥ N0, µn =
∑p
i=1 δ(tni ,xni ) and Φ(µn) = (
∑
tni ≤t x
n
i )t≤T .
The points t1, . . . , tp are distinct, since µ cannot have two atoms with the same time
coordinate, by property (iii) in the definition of M∗p,f ([0, T ] × D). Pick δ0 > 0 such that
ti+1 − ti > 2δ0 for all i = 1, . . . , p − 1. Let δ ∈ (0, δ0) be arbitrary. By the choice of δ0,
the intervals (ti − δ, ti + δ), i = 1, . . . , p are non-overlapping.
By property (ii) in the definition ofM∗p,f ([0, T ]×D), Disc(xi)∩Disc(xj) 6= ∅ for all i 6= j.
By Theorem 4.1 of [27], it follows that
∑k
i=1 x
n
i
J1→ ∑ki=1 xi for all i ≤ p. Hence, there
exists n1(δ) ≥ N0 such that for all n ≥ n1(δ), |tnk − tk| ≤ δ and d0J1(
∑k
i=1 x
n
i ,
∑k
i=1 xi) ≤ δ
for all k ≤ p. Let λn ∈ ΛT be such that λn(tni ) = ti for all i = 1, . . . p and λn is a linear
function between tni and t
n
i+1. By relation (7.20) of [21], ‖λn− e‖T ≤ 3δ for all n ≥ n1(δ).
Recalling definitions (22) and (23) of distances dT,D and ρT,D, for any n ≥ n1(δ), we
have:
ρT,D(Φ(µ),Φ(µ) ◦ λ−1n ) = sup
t∈[0,T ]
d0J1
(
Φ(µ)(t),Φ(µn)(λ
−1
n (t))
)
= sup
t∈[0,T ]
d0J1
(∑
ti≤t
xi,
∑
λn(tni )≤t
xni
)
= max
k≤p
d0J1
( k∑
i=1
xi,
k∑
i=1
xni
)
< δ,
and hence dT,D(Φ(µ),Φ(µn)) ≤ 3δ. This concludes the proof of (61). 
The following corollary is an immediate consequence of the previous two results.
Corollary 4.6. The function Q : M̂p([0,∞)× D0)→ D([0, T ];D) given by
Q(m) =
(∑
ti≤t
rizi1{ri∈(ε,∞)}
)
t∈[0,T ]
if m =
∑
i≥1
δ(ti,ri,zi),
is continuous on the set U = A ∩ Ψ−1(M∗p,f ([0, T ] × D)), where D([0, T ];D) is equipped
with the distance dT,D given by (22). (The function Q = Qε,T and the set Uε,T depend on
ε and T . To simplify the writing, we omit the indices ε, T .)
Proof: The conclusion follows by Lemma 4.3 and Theorem 4.5, since Q = Φ ◦Ψ. 
4.3 Convergence of truncated sums
In this subsection, we consider a sequence (Xi)i≥1 of i.i.d. regularly varying random
elements in D, and we prove that the sequence (S(ε)n )n≥1 of truncated sums defined by:
S(ε)n (t) =
1
an
[nt]∑
i=1
Xi1{‖Xi‖>anε}, for any t ≥ 0 (62)
converges in distribution in the space D([0,∞);D) to the process Z(ε) given by (32).
The following result together with Corollary 4.6 will allow us to apply the continuous
mapping theorem. For this result, we need Assumption B.
29
Theorem 4.7. Let N be a Poisson random measure on [0,∞)×D0 of intensity Leb× ν,
where ν is given by (7). If Γ1 satisfies Assumption B, then
N ∈ Uε,T a.s.
for any ε > 0 and T > 0, where Uε,T is the set given in Corollary 4.6.
Proof: We have to show that with probability 1, N satisfies the two conditions listed in
Lemma 4.3, and ξ = Ψε,T (N) ∈M∗p,f ([0, T ]× D).
We begin with the conditions of Lemma 4.3. For any n ≥ 1, E[N([n−1, n)×{ε,∞}×
SD)] = cνα({ε,∞}) = 0 and hence N([n − 1, n) × {ε,∞} × SD) = 0 a.s. By additivity,
N([0,∞)× {ε,∞}× SD) = 0 a.s. Similarly, N({0, T} × (ε,∞)× SD) = 0 a.s.
Next, we show that with probability 1, ξ satisfies conditions (i)-(iii) given in Definition
4.4. First, we show that ξ is a Poisson random measure on [0, T ]×D of intensity Leb×ν(ε)
where ν(ε) = ν|(ε,∞)×SD ◦ U−1 and U : (ε,∞) × SD → D is given by U(r, z) = rz. Note
that ξ is a point process since N is a point process and Ψε,T is measurable. So, it suffices
to show that the Laplace functional of ξ is given by (59). Let g : [0, T ]× D → [0,∞) be
a bounded measurable function with bounded support. By (60),
Lξ(g) = E
[
exp
(
−
∫
[0,T ]×D
gdξ
)]
= E
[
exp
(
−
∫
[0,T ]×(ε,∞)×SD
g(t, rz)N(dt, dr, dz)
)]
= exp
{
−
∫
[0,T ]×(ε,∞)×SD
(1− e−g(t,rz))dtν(dr, dz)
}
= exp
{
−
∫
[0,T ]×D
(1− e−g(t,x)) dt ν(ε)(dx)
}
.
Since Leb× ν(ε) is diffuse, ξ is simple a.s. So, ξ satisfies condition (i) with probability 1.
To show that ξ satisfies condition (ii) with probability 1, we represent its points as
follows. Let Pi = c
1/αΓ
−1/α
i where Γi =
∑i
j=1Ej and (Ei)i≥1 are i.i.d. exponential random
variables of mean 1. Let (Wi)i≥1 be an independent sequence of i.i.d. random elements in
SD of law Γ1. By the extension of Proposition 5.3 of [21] to Polish spaces,
∑
i≥1 δ(Pi,Wi) is
a Poisson random measure on (0,∞)× SD of intensity ν, and so,
∑
i≥1 δ(Pi,Wi)1{Pi>ε} is a
Poisson random measure on (ε,∞)×SD of intensity ν|(ε,∞)×SD . By the extension of Propo-
sition 5.2 of [21] to Polish spaces,
∑
i≥1 δPiWi1{Pi>ε} is a Poisson random measure on D of
intensity ν(ε). Finally, by the extension of Proposition 5.3 of [21], ξ′ =
∑
i≥1 δ(τi,PiWi)1{Pi>ε}
is a Poisson random measure on [0, T ]× D of intensity Leb× ν(ε), where (τi)i≥1 are i.i.d.
uniformly distributed on [0, T ], independent of (Ei)i≥1 and (Wi)i≥1. Hence ξ
d
= ξ′.
Consider the event A = ∩i 6=jAi,j, where Ai,j = {Disc(Wi) ∩ Disc(Wj) = ∅}. Let
F = {(x, y) ∈ SD × SD; Disc(x) ∩Disc(y) 6= ∅}. By Fubini’s theorem and Assumption B,
P (Aci,j) = P ((Wi,Wj) ∈ F ) = (Γ1 × Γ1)(F ) =
∫
SD
Γ1(Fx)Γ1(dx) = 0,
where Fx = {y ∈ SD; (x, y) ∈ F} = ∪s∈Disc(x){y ∈ SD; s ∈ Disc(y)}. Hence, P (A) = 1.
Let B be the event on which ξ({(t, x), (t′, x′)}) ≤ 1 for all (t, x), (t′, x′) ∈ [0, T ] × D
with x 6= x′ and Disc(x) ∩ Disc(x′) 6= ∅, and B′ the similar event with ξ replaced by ξ′.
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Since ξ
d
= ξ′, P (B) = P (B′). We claim that A ⊂ B′. (To see this, let ω ∈ (B′)c. Then,
there exist (t, x), (t′, x′) ∈ [0, T ] × D with x 6= x′ and Disc(x) ∩ Disc(x′) 6= ∅ such that
ξ′(ω; {(t, x), (t′, x′)}) ≥ 2. This means that both (t, x) and (t′, x′) are atoms of ξ′(ω). But
the atoms of ξ′(ω) are of the form (τi(ω), Pi(ω)Wi(ω)) with Pi(ω) > ε. Hence, there exist
i 6= j with Pi(ω) > ε and Pj(ω) > ε such that (t, x) = (τi(ω), Pi(ω)Wi(ω)) and (t′, x′) =
(τj(ω), Pj(ω)Wj(ω)). This proves that ω ∈ Acij ⊂ Ac.
)
Hence, P (B) = P (B′) = P (A) = 1.
This proves that ξ satisfies condition (ii) with probability 1.
Finally, to show that ξ satisfies condition (iii) with probability 1, we let C = ∩i 6=jCi,j,
where Ci,j = {τi 6= τj}. Note that P (C) = 1 since for all i 6= j
P (Cci,j) = P (τi = τj) =
1
T 2
∫ T
0
∫ T
0
1{x=y}dxdy = 0.
Let D be the event on which ξ({t0} × D) ≤ 1 for all t0 ∈ [0, T ], and D′ the similar event
with ξ replaced by ξ′. Since ξ d= ξ′, P (D) = P (D′). We claim that C ⊂ D′. (To see this,
let ω ∈ (D′)c. Then there exists t0 ∈ [0, T ] such that ξ′(ω; {t0} × D) ≥ 2. This means
that ξ′(ω) has at least two atoms with time coordinate t0. Using the form of the atoms
of ξ′(ω), we infer that there exist i 6= j such that τi(ω) = τj(ω) = t0. This proves that
ω ∈ Cci,j ⊂ Cc.
)
Hence, P (D) = P (D′) = P (C) = 1. This proves that ξ satisfies condition
(iii) with probability 1. 
The next result gives the convergence of the truncated sums of i.i.d. regularly varying
elements in D.
Theorem 4.8. Let (Xi)i≥1 be i.i.d. random elements in D such that X1 ∈ RV ({an}, ν,D0).
Let α be the index of X and Γ1 be the spectral measure of X. Suppose that α < 2, α 6= 1
and Γ1 satisfies Assumption B. If {S(ε)n , n ≥ 1} and Z(ε) are given by (62), respectively
(32), then for any ε > 0 and T > 0
S(ε)n (·) d→ Z(ε)(·) in D([0, T ];D) as n→∞,
where D([0, T ];D) is equipped with distance dT,D given by (22). Moreover, P (s ∈ Disc(Z(ε)(t))
forsome t > 0) = 0 for all s ∈ [0, 1] and ε > 0.
Proof: By Proposition 4.2 with E = D0 and Xi,n = (‖Xi‖/an, Xi/‖Xi‖),
Nn =
∑
i≥1
δ( i
n
,
‖Xi‖
an
,
Xi
‖Xi‖
) d→ N,
where N is a Poisson random measure on [0,∞)× D0 of intensity Leb× ν.
Note that S
(ε)
n = Q(Nn) and Z
(ε) = Q(N), where Q is the map given in Corollary 4.6.
By the continuous mapping theorem and Theorem 4.7, S
(ε)
n
d→ Z(ε) in D([0, T ];D).
To prove the last statement, we fix s ∈ [0, 1] and we let ΩT = ∪t∈[0,T ]{s ∈ Disc(Z(ε)(t))}.
It is enough to prove that P (ΩT ) = 0 for all T > 0. From (32), we see that if Wi is con-
tinuous at s for all i ≥ 1, then Z(ε)(t) is continuous at s for all t ∈ [0, T ]. Hence,
ΩT ⊂ ∪i≥1{s ∈ Disc(Wi)}. The fact that P (ΩT ) = 0 follows by Assumption B, since
P (s ∈ Disc(Wi)) = Γ1({z ∈ SD; s ∈ Disc(z)}) = 0. 
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4.4 Approximation in the case α < 1
In this subsection, we prove the approximation result (Theorem 1.5) in the case α < 1.
The first result shows that a certain asymptotic negligibility condition holds automat-
ically in the case α < 1.
Lemma 4.9. Let (Xi)i≥1 be i.i.d. random elements in D such that X1 ∈ RV ({an}, ν,D0).
Suppose that α ∈ (0, 1), where α is the index of X. Let {S(ε)n , n ≥ 1} be given by (62) and
Sn(t) = a
−1
n
∑[nt]
i=1Xi for all t ≥ 0, n ≥ 1. Then for any δ > 0 and T > 0
lim
ε↓0
lim sup
n→∞
P (‖Sn − S(ε)n ‖T,D > δ) = 0,
and in particular, limε↓0 lim supn→∞ P (dT,D(Sn, S
(ε)
n ) > δ) = 0.
Proof: Let δ > 0 and T > 0 be arbitrary. Since Sn(t)− S(ε)n (t) = a−1n
∑[nt]
i=1Xi1{|Xi‖≤anε},
‖Sn − S(ε)n ‖T,D =
1
an
max
k≤[nT ]
∥∥∥∥∥
k∑
i=1
Xi1{‖Xi‖≤anε}
∥∥∥∥∥ ≤ 1an
[nT ]∑
i=1
‖Xi‖1{‖Xi‖≤anε}.
By Markov’s inequality,
P (‖Sn − S(ε)n ‖T,D > δ) ≤
1
δan
[nT ]E(‖X1‖1{‖X1‖≤anε}).
Since ‖X1‖ is regularly varying of index α < 1, E(‖X1‖1{‖X1‖≤x}) ∼ α1−αxP (‖X1‖ > x)
as x→∞, by Karamata’s theorem (e.g. Theorem 2.1 of [21]), and hence, by (9),
n
an
E(‖X1‖1{‖Xi‖≤anε}) ∼
α
1− αεnP (‖X1‖ > anε) ∼
α
1− α c ε
1−α as n→∞.
Here f(x) ∼ g(x) as x→∞ means that f(x)/g(x)→ 1 as x→∞. Therefore,
lim sup
n→∞
P (‖Sn − S(ε)n ‖T,D > δ) ≤
T
δ
· α
1− α c ε
1−α.
The conclusion follows letting ε ↓ 0, and using the fact that α < 1. 
Proof of Theorem 1.5.a) By Theorem 2.8 of [27], it is enough to prove that
Sn(·) d→ Z˜(·) in D([0, T ];D),
for any T > 0, where D([0, T ];D) is equipped with distance dT,D. This follows by Theorem
4.2 of [4], whose hypotheses are verified due to Theorem 3.9, Theorem 4.8 and Lemma
4.9. 
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4.5 Approximation in the case α > 1
In this subsection, we prove the approximation result (Theorem 1.5) in the case α > 1.
The following result is the counterpart of Lemma 4.9 for the case α > 1.
Lemma 4.10. Let (Xi)i≥1 be i.i.d.random elements in D such that X1 ∈ RV ({an}, ν,D0).
Suppose that α ∈ (1, 2), where α is the index of X1. Let {S(ε)n , n ≥ 1} be given by (62).
For any t ≥ 0 and n ≥ 1, let Sn(t) =
∑[nt]
i=1Xi/an,
S
(ε)
n (t) = S
(ε)
n (t)− E[S(ε)n (t)] and Sn(t) = Sn(t)− E[Sn(t)].
If (10) holds for any δ > 0 and T > 0, then for any δ > 0 and T > 0,
lim
ε↓0
lim sup
n→∞
P (‖Sn − S(ε)n ‖T,D > δ) = 0, (63)
and in particular, limε↓0 lim supn→∞ P (dT,D(Sn, S
(ε)
n ) > δ) = 0.
Proof: Since Sn(t)−S(ε)n (t) =
∑[nt]
i=1 Yi,n with Yi,n = a
−1
n
(
Xi1{|Xi‖≤anε}−E(Xi1{|Xi‖≤anε})
)
,
‖Sn − S(ε)n ‖T,D = sup
t∈[0,T ]
‖Sn(t)− S(ε)n (t)‖ = max
k≤[nT ]
∥∥∥∥∥
k∑
i=1
Yi,n
∥∥∥∥∥ .
By Le´vy-Octaviani inequality, which is valid for independent random elements in a normed
space (see Proposition 1.1.1 of [17]), for any δ > 0,
P (‖Sn − S(ε)n ‖T,D > δ) ≤ 3 max
k≤[nT ]
P
(∥∥∥∥∥
k∑
i=1
Yi,n
∥∥∥∥∥ > δ/3
)
.
The conclusion follows by (10). 
To deal with the centering constants, we need to use the fact that addition is continuous
in the space D([0, T ];D) equipped with the distance dT,D. To deduce this, we cannot simply
apply Theorem 4.1 of [27] with (S,m) = (D, d0J1), since we do not know if the relation
d0J1(x + y, x
′ + y′) ≤ d0J1(x, x′) + d0J1(y, y′) holds for any x, x′, y, y′ ∈ D, as required on
p.78 of [27]. Although the general question of continuity of the addition on D([0, T ];D)
remains open, we were able to find a weaker version of this result which is sufficient for
our purposes. This is contained in the lemma below.
Lemma 4.11. Let (fn)n≥1 ⊂ D and f ∈ D be such that fn J1→ f . Consider (yn)n≥1 ⊂
D([0, T ];D) and y ∈ D([0, T ];D) defined as follows: for any t ∈ [0, T ],
yn(t) =
[nt]
n
fn and y(t) = tf. (64)
Then ρT,D(yn, y) → 0. Moreover, if f is continuous, then for any sequence (xn)n≥1 ⊂
D([0, T ];D) and x ∈ D([0, T ];D) such that dT,D(xn, x)→ 0, we have:
dT,D(xn + yn, x+ y)→ 0. (65)
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Proof: We first prove that ρT,D(yn, y) → 0. Since fn J1→ f , there exists a sequence
(ρn)n≥1 ⊂ Λ such that ‖ρn‖0 → 0 and ‖fn − f ◦ ρn‖ → 0. Let zn(t) = [nt]n f . Let ε > 0 be
arbitrary. Then, there exists Nε such that for all n ≥ Ne, ‖ρn‖0 < ε and ‖fn − f ◦ ρn‖ <
ε/T . Hence, for any t ∈ [0, T ] and n ≥ Nε, ‖yn(t)− zn(t) ◦ ρn‖ ≤ t‖fn − f ◦ ρn‖ < ε and
d0J1(yn(t), zn(t)) ≤ ‖ρn‖0 ∨ ‖yn(t)− zn(t) ◦ ρn‖ < ε.
On the other hand, there exists N ′ε such that, for any t ∈ [0, T ] and n ≥ N ′ε,
d0J1(zn(t), y(t)) ≤ ‖zn(t)− y(t)‖ =
∣∣∣∣ [nt]n − t
∣∣∣∣ · ‖f‖ ≤ 1n‖f‖ < ε.
This shows that ρT,D(yn, y) = supt∈[0,T ] d
0
J1
(yn(t), y(t)) < 2ε for any n ≥ Nε ∨N ′ε.
We now prove (65). For any t ∈ [0, T ], we denote x(t) = {x(t, s)}s∈[0,1], and we use
a similar notation for y(t), xn(t) and yn(t). Let ε > 0 be arbitrary. Since f is uniformly
continuous, there exists δε ∈ (0, ε) such that for any s, s′ ∈ [0, 1] with |s− s′| < δε,
|f(s)− f(s′)| < ε. (66)
Because dT,D(xn, x)→ 0, there exists a sequence (λn)n≥1 ⊂ ΛT such that ‖λn−e‖T → 0
and ρT,D(xn ◦ λn, x) → 0. Pick 0 < ηε < ε ∧ ln(δε + 1) arbitrary. Then, there exists N (1)ε
such that for any n ≥ N (1)ε , supt∈[0,T ] |λn(t)−t| < ε and supt∈[0,T ] d0J1(xn(λn(t)), x(t)) < ηε.
Using definition (11) of d0J1 , it follows that for any n ≥ N (1)ε and for any t ∈ [0, T ], there
exists µ
(n)
t ∈ Λ such that ‖µ(n)t ‖0 < ηε and
sup
s∈[0,1]
|xn
(
λn(t), µ
(n)
t (s)
)− x(t, s)| < ηε. (67)
By inequality (13) and the choice of ηε, sups∈[0,1] |µ(n)t (s)− s| < eηε − 1 < δε.
Note that ‖fn − f‖ → 0, since fn J1→ f and f is continuous. Hence, there exists N (2)ε
such that sups∈[0,1] |fn(s)− f(s)| < ε for any n ≥ N (2)ε . By (66), for any n ≥ N (1)ε ∨N (2)ε ,
|fn(µ(n)t (s))− f(s)| ≤ |fn(µ(n)t (s))− f(µ(n)t (s))|+ |f(µ(n)t (s))− f(s)| < 2ε.
Choose N
(0)
ε such that 1/n < ε for any n ≥ N (0)ε . Then, for any n ≥ N (0)ε and t ∈ [0, T ],∣∣∣∣ [nλn(t)]n − t
∣∣∣∣ ≤ ∣∣∣∣ [nλn(t)]n − λn(t)
∣∣∣∣+ |λn(t)− t| ≤ 1n + ε < 2ε.
Since ‖fn−f‖ → 0, it follows that C := supn≥1 ‖fn‖ <∞. Let Nε = N (0)e ∨N (1)e ∨N (2)e .
Using the definitions of yn and y, it follows that for any n ≥ Nε, t ∈ [0, T ] and s ∈ [0, 1],
|yn
(
λn(t), µ
(n)
t (s)
)− y(t, s)| ≤ ∣∣∣∣ [nλn(t)]n − t
∣∣∣∣ |fn(µ(n)t (s))|+ t|fn(µ(n)t (s))− f(s)| < 2ε(C + T ).
and hence, by (67),
|(xn + yn)
(
λn(t), µ
(n)
t (s)
)− (x+ y)(t, s)| < ηε + 2ε(C + T ) < ε[1 + 2(C + T )].
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To summarize, we have proved that for any n ≥ Nε, and t ∈ [0, T ], there exists µ(n)t ∈ Λ
such that ‖µ(n)t ‖0 < ηε < ε and ‖(xn + yn)(λn(t)) ◦ µ(n)t − (x + y)(t)‖ < ε[1 + 2(C + T )].
By definition (11) of d0J1 , this implies that for any n ≥ Nε and t ∈ [0, T ],
d0J1
(
(xn + yn)(λn(t)), (x+ y)(t)
)
< ε[1 + 2(C + T )].
Therefore, for any n ≥ Nε
ρT,D((xn + yn) ◦ λn, x+ y) = sup
t∈[0,T ]
d0J1
(
(xn + yn)(λn(t)), (x+ y)(t)
)
< ε[1 + 2(C + T )].
Since ‖λn− ε‖T < ε, using definition (22) of dT,D, we conclude that dT,D(xn + yn, x+ y) <
ε[1 + 2(C + T )] for any n ≥ Nε. 
Remark 4.12. In the proof of Theorem 2.12 of [22], it was shown that, in a more general
context than here, the function s 7→ E[Z(ε)(1, s)] is continuous on [0, 1]. In our case,
E[Z(ε)(1, s)] = cϕ(s)
∫∞
ε
rνα(dr), where ϕ(s) =
∫
SD
z(s)Γ1(dz) for all s ∈ [0, 1]. The
continuity of ϕ can be proved directly as follows. By the dominated convergence theorem,
ϕ is a ca`dla`g function. To show that ϕ is left-continuous, note that for any s ∈ [0, 1],
ϕ(s)− ϕ(s−) =
∫
SD
(
z(s)− z(s−))Γ1(dz) = ∫
{z∈SD;z{s}>0}
z{s}Γ1(dz),
where z{s} = z(s)− z(s−) is the jump of z ∈ SD at s. By Assumption B, the set in the
last integral above has Γ1-measure 0, and hence this integral is equal to 0.
The following result gives the convergence of the centered sums.
Theorem 4.13. Let (Xi)i≥1 be i.i.d. random elements in D such that X1 ∈ RV ({an}, ν,D0).
Let α be the index of X and Γ1 be the spectral measure of X. Suppose that α ∈ (1, 2) and
Γ1 satisfies Assumption B. Let {S(ε)n , n ≥ 1} and Z(ε) be given by (62), respectively (32).
For any t ≥ 0, let S(ε)n (t) = S(ε)n (t)− E[S(ε)n (t)] and Z(ε)(t) = Z(ε)(t)− E[Z(ε)(t)].
Then, for any ε > 0 and T > 0
S
(ε)
n (·) d→ Z(ε)(·) in D([0, T ];D),
where D([0, T ];D) is equipped with distance dT,D.
Proof: Let Xn = S
(ε)
n and X = Z(ε). For any t ≥ 0 and s ∈ [0, 1],
yn(t, s) := −E[S(ε)n (t, s)] = −
[nt]
an
E[X1(s)1{‖X1‖>anε}] =
[nt]
n
fn(s),
with fn(s) = − nanE[X1(s)1{‖X1‖>anε}], and
y(t, s) := −E[Z(ε)(t, s)] = −tc
∫
(ε,∞)×SD
rz(s)να(dr)Γ1(dz) = tf(s),
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with f(s) = −c α
α−1ε
1−αϕ(s) and ϕ(s) =
∫
SD
z(s)Γ1(dz). This shows that the functions
(yn)n≥1 and y are of the same form as in (64). By Remark 4.12, ϕ is continuous on [0, 1].
By Theorem 4.8, Xn
d→ X in the space D([0, T ];D) equipped with dT,D. Since this space
is separable (by Theorem 2.1), by Skorohod’s embedding theorem (Theorem 6.7 of [5]),
there exist random elements (X ′n)n≥1 and X
′ defined on a probability space (Ω′,F ′, P ′)
such that X ′n
d
= Xn for all n, X
′ d= X ′ and dT,D(X ′n, X
′) → 0 a.s. By Lemma 4.11, it
follows that
dT,D(X
′
n + yn, X
′ + y)→ 0 a.s.
This implies that dT,D(X
′
n + yn, X
′ + y) → 0 in probability (and in distribution). By
Corollary to Theorem 3.1 of [5] (and using again the fact that D([0, T ];D) equipped with
dT,D is a separable space), we infer that X
′
n + yn
d→ X ′ + y in D([0, T ];D) equipped
with dT,D. Since (yn)n≥1 and y are deterministic, Xn + yn
d
= X ′n + yn for any n, and
X + y
d
= X + y. It follows that Xn + yn
d→ X + y in D([0, T ];D) equipped with dT,D. 
Proof of Theorem 1.5.b) This follows by Theorem 4.2 of [4] whose hypotheses are
verified due to Theorem 3.15, Lemma 4.10 and Theorem 4.13. 
5 Simulations
In this section, we simulate the sample paths of a D-valued α-stable Le´vy motion using
Theorem 1.5, by focusing on two examples of a regularly varying process X in D.
Example 5.1. The simplest example of a regularly varying process X = {X(s)}s∈[0,1]
in D is the α-stable Le´vy motion, which can be simulated using the stable central limit
theorem. We recall briefly this result below. Let ξ, (ξj)j≥1 be i.i.d. regularly varying
random variables in R, i.e.
P (|ξ| > x) = x−αL(x) and lim
x→∞
P (ξ > x)
P (|ξ| > x) = p, (68)
for some α ∈ (0, 2), p ∈ [0, 1] and a slowly varying function L. Let (an)n≥1 be a sequence
of real numbers with an ↑ ∞ such that nP (|ξ| > an)→ 1 as n→∞, i.e. aαn ∼ nL(an) as
n → ∞. Condition (68) is equivalent to the vague convergence nP (ξ/an ∈ ·) v→ να,p in
R0, where
να,p(dz) =
(
pαz−α−11(0,∞)(z) + qα(−z)−α−11(−∞,0)(z)
)
dz (69)
with q = 1− p. In other words, for any x > 0,
lim
n→∞
nP
(
ξ
an
> x
)
= px−α and lim
n→∞
nP
(
ξ
an
< −x
)
= qx−α.
In this case, we write ξ ∈ RV ({an}, να,p,R0). In particular, if
lim
x→∞
L(x) = C > 0, (70)
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then aαn ∼ Cn. We assume that α 6= 1. Let µ = 0 if α < 1 and µ = E(ξ) if α > 1. A
classical result, which can be deduced for instance from Theorem 2.7 of [26], states that
1
an
[n·]∑
j=1
(ξj − µ) d→ X(·) in D (71)
where X = {X(s)}s∈[0,1] is an α-stable Le´vy motion, with X(1) having a Sα(σα, β, 0)-
distribution. Here σαα = C
−1
α with Cα given by (30), and β = p − q. By Property 1.2.15
of [23], limx→∞ xαP (X(1) > x) = p and limx→∞ xαP (X(1) < −x) = q. If L satisfies (70),
this implies that X(1) ∈ RV ({an}, Cνα,p,R0), since
nP
(
X(1)
an
> x
)
= (na−αn ) · (anx)αP (X(1) > anx) · x−α → Cpx−α
as n→∞, and similarly, nP
(
X(1)
an
< −x
)
→ Cqx−α. By Lemma 2.1 of [14], it follows that
X ∈ RV ({an}, ν,D0) for a boundedly finite measure ν on D0. Note that the normalizing
sequence {an}n for the regular variation of X in D is the same as for ξ, if L satisfies (70).
In the simulations, we take an = (Cn)
1/α, where C is given by (70).
In view of (71), for any s ∈ [0, 1], X(s) ≈ 1
am
∑[ms]
j=1 (ξj − µ), when m is large.
Next, we consider n i.i.d. copies of X. For this, let (ξij)i,j≥1 be i.i.d. copies of ξ.
When m is large, we have the following approximations for any s ∈ [0, 1]:
Xi(s) ≈ 1
am
[ms]∑
j=1
(ξij − µ), for all i = 1, . . . , n.
By Theorem 1.5, the following approximation gives a D-valued α-stable Le´vy motion Z:
Z(t, s) ≈ 1
an
[nt]∑
i=1
Xi(s) ≈ 1
anam
[nt]∑
i=1
[ms]∑
j=1
(ξij − µ),
for any t, s ∈ [0, 1], when n and m are large. (By Theorem B.2 below, this approximation
yields in fact an α-stable Le´vy sheet, which is an example of a D-valued α-stable Le´vy
motion, according to Theorem B.1 below.)
We consider 5 examples of regularly varying random variables ξ which satisfy (70):
(i) ξ ∼ Pareto(α), i.e. ξ has density f(x) = αx−α−1 if x > 1; then L(x) = 1;
(ii) ξ has a two-sided Pareto distribution, i.e. ξ has density given by f(x) = pαx−α−1
if x > 1 and f(x) = qα(−x)−α−1 if x < −1, for p ∈ (0, 1) and q = 1− p; then L(x) = 1;
(iii) ξ ∼ Fre´chet(α), i.e. ξ has density f(x) = αx−α−1e−x−α if x > 0; then L(x) =
xα(1− e−x−α)→ 1 as x→∞;
(iv) ξ ∼ Burr(a, b) with a, b > 0, i.e. ξ has density f(x) = abxb−1(1 + xb)−a−1 for
x > 0; in this case α = ab and L(x) = (1 + x−b)a → 1 as x→∞;
(v) ξ ∼ Sα(σ, β, µ); in this case L(x)→ C := Cασα as x→∞.
The following pictures are the 3-dimensional plots of (tk, sl, Z(tk, sl)) for k = 1, . . . , n
and l = 1, . . . ,m, with tk = k/n and sl = l/m, when n = 400 and m = 250.
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(a) α = 0.5 (b) α = 1.5
Figure 1: α-stable Le´vy sheet based on Pareto distribution
(a) α = 0.5 (b) α = 1.5
Figure 2: α-stable Le´vy sheet based on Fre´chet distribution
Example 5.2. In this example, X = {X(s)}s∈[0,1] is a regularly varying random element
in D given by a series, as explained in Example 4.1 of [7]. Let Y, (Yj)j≥1 be i.i.d. random
elements in the space C = C([0, 1]) of continuous functions on [0, 1], such that
0 < CY,α := E
(
sup
s∈[0,1]
|Y (s)|α
)
<∞ (72)
for some α ∈ (0, 2). Let (εj)j≥1 be i.i.d. random variables which take values 1 and −1 with
probability 1/2, and Γj =
∑j
i=1Ei where (Ei)i≥1 are i.i.d. exponential random variables
of mean 1. Assume that (Yj)j≥1, (εj)j≥1 and (Ej)j≥1 are independent. By Theorem 1.4.2
of [23], for any s ∈ [0, 1], the series
X(s) =
∑
j≥1
εjΓ
−1/α
j Yj(s) converges a.s. (73)
and has a Sα(σs, 0, 0)-distribution, with σ
α
s = C
−1
α E|Y (s)|α and Cα given by (30). More-
over, the process X = {X(s)}s∈[0,1] has sample paths in C, and is regularly varying in D.
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More precisely, X ∈ RV ({an}, ν,D0) with sequence (an)n chosen such that aαn ∼ nCY,α,
and limiting measure ν specified by (4.3) of [7].
In the simulation below, we truncate the series in (73) by considering only the first
K terms (for K large), and we take Y = W where W = {W (s)}s∈[0,1] is the Brownian
motion. (The fact that W satisfies condition (72) is proved in Appendix C.) We simulate
K i.i.d. copies of W using Donsker theorem. Let ξ, (ξjk)j,k≥1 be i.i.d. random variables
with mean 0 and variance 1. When m is large, Wj(s) ≈ 1√m
∑[ms]
k=1 ξjk for any j = 1, . . . , K,
and X(s) ≈∑Kj=1 εjΓ−1/αj Wj(s) ≈ 1√m∑Kj=1∑[ms]k=1 εjΓ−1/αj ξjk for any s ∈ [0, 1].
Next, we consider n i.i.d. copies of X. Let (εij)i,j≥1 be i.i.d. copies of ε1, (Eij)i,j≥1
i.i.d. copies of E1 and (ξijk)i,j,k≥1 i.i.d. copies of ξ. Let Γij =
∑j
k=1Eik. We take
an = (nCW,α)
1/α where CW,α is computed by approximation. By Theorem 1.5,
Z(t, s) ≈ 1
an
[nt]∑
i=1
Xi(s) ≈ 1
an
√
m
[nt]∑
i=1
[ms]∑
k=1
K∑
j=1
εijΓ
−1/α
ij ξijk
is an approximation of a D-valued α-stable Le´vy motion, when n, m and K are large.
The following pictures are the 3-dimensional plots of (tk, sl, Z(tk, sl)) for k = 1, . . . , n
and l = 1, . . . ,m, with tk = k/n and sl = l/m, when n = 400 and m = 250.
(a) α = 0.5 (b) α = 1.5
Figure 3: D-valued α-stable Le´vy motion based on a regularly process in D given by series
(73) in which (Yj)j≥1 are i.i.d. Brownian motions
A Some auxiliary results
In this section, we include some auxiliary results which are used in this article.
The first result shows that the measure ν which appears in the definition of regularly
variation for random elements in D must be of product form. This result is probably
well-known. We include its proof since we could not find it in the literature.
Lemma A.1. If c = ν((1,∞)× SD) > 0, then the measure ν in Definition 1.4 must be of
the product from (7), with probability measure Γ1 given by (8).
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Proof: Let P be the class of sets Ar,S = (r,∞) × S with r > 0 and S ∈ B(SD). Note
that Ar,s = T (Vr,s) where Vr,S = {x ∈ D; ‖x‖ > r, x‖x‖ ∈ S}. The sets Vr,S have the scaling
property aVr,S = Var,S for any a > 0. To see that the sets Ar,S have a similar property,
we define aA = {(ar, z); (r, z) ∈ A} for any a > 0 and A ∈ B(D0). Then
aAr,S = {(as, z); as > ar, z ∈ SD} = Aar,S.
In particular, Ar,S = rA1,S. By the scaling property of ν and definition (8) of Γ1,
ν(Ar,S) = r
−αν(A1,S) = r−αcΓ1(S) = (cνα × Γ1)(Ar,S).
Hence, when restricted to (0,∞) × SD, the measures ν and cνα × Γ1 coincide for sets
in the class P . Since P is a pi-system which generates the Borel σ-field of (0,∞) × SD
(with respect to distance dD0), it follows that ν = cνα× Γ1 on (0,∞)× SD. Finally, these
measures coincide on the entire space D0 since they are zero on {∞} × SD. 
The next result is an extension of Lemma 5.2 of [21] to the case of functions with
values in an arbitrary metric space.
Lemma A.2. Let (S, d) be a complete metric space. We denote by D([0,∞);S) the set of
functions x : [0,∞) → S which are right-continuous and have left-limits (with respect to
d). If (xn)n≥1 is a sequence in D([0,∞);S) and the function x : [0,∞)→ S is such that
sup
t≤T
d(xn(t), x(t))→ 0 as n→∞, (74)
for any T > 0, then x ∈ D([0,∞);S).
Proof: We first prove that x is right-continuous. Let t ≥ 0 be arbitrary and (tk)k≥1 be
such that tk → t and tk ≥ t for all k. Let T > 0 be such that tk ∈ [0, T ] for all k. Let
ε > 0 be arbitrary. By (74), there exists n0 such that d(xn0(t), x(t)) < ε for all t ≤ T .
Since xn0 is right-continuous at t, there exists Kε such that d(xn0(tk), xn0(t)) < ε for all
k ≥ Kε. By the triangle inequality, for any k ≥ Kε,
d(x(tk), x(t)) ≤ d(x(tk), xn0(tk)) + d(xn0(tk), xn0(t)) + d(xn0(t), x(t)) < 3ε.
Next, we prove that x has left limit at t > 0. Let (tk)k≥1 be such that tk → t and
tk < t for all k. Let T > 0 be such that tk ∈ [0, T ] for all k. Let ε > 0 be arbitrary.
Choose n0 as above. Since xn0(tk)→ x(t−), {xn0(tk)}k is a Cauchy sequence. Then, there
exists Lε such that d(xn0(tk), xn0(tl)) < ε for all k, l ≥ Lε. Then
d(x(tk), x(tl)) ≤ d(x(tk), xn0(tk)) + d(xn0(tk), xn0(tl)) + d(xn0(tl), x(tl)) < 3ε,
for any k, l ≥ Lε, and hence {x(tk)}k is a Cauchy sequence. Since S is complete, there
exists l = limk→∞ x(tk). We must show that l does not depend on (tk)k. Let l′ =
limk→∞ x(t′k), where (t
′
k)k is another sequence such that t
′
k → t and t′k < t for all k. Since
both sequences {xn0(tk)}k and {xn0(t′k)}k converge to xn0(t−), there exists Mε such that
d(xn0(tk), xn0(t
′
k)) < ε for all k ≥Mε. Hence,
d(x(tk), x(t
′
k)) ≤ d(x(tk), xn0(tk)) + d(xn0(tk), xn0(t′k)) + d(xn0(t′k), x(t′k)) < 3ε,
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for any k ≥Mε. This proves that l = l′. 
The following result is probably well-known. We include its proof since we could not
find it in the literature.
Lemma A.3. Let (S, d) be a separable metric space. Let X
(1)
n , . . . , X
(k)
n and X(1), . . . , X(k)
be random elements in S defined on a probability space (Ω,F , P ), such that d(X(i)n , X(i))→
0 a.s. for any i = 1, . . . , k. If X
(1)
n , . . . , X
(k)
n are independent for any n ≥ 1, then
X(1), . . . , X(k) are independent.
Proof: We assume for simplicity that k = 2, the general case being similar. To simplify
the notation, we let Xn = X
(1)
n and Yn = X
(2)
n . Clearly, d(Xn, X)
P→ 0 and d(Yn, Y ) P→ 0.
Note that the space S×S equipped with the product metric is separable and (Xn, X) is a
random element in S × S (see p.225 of [4]). By Corollary to Theorem 3.1 of [5], Xn d→ X
and Yn
d→ Y . By Theorem 3.2 of [4],
(P ◦X−1n )× (P ◦ Y −1n ) w→ (P ◦X−1)× (P ◦ Y −1) on S × S. (75)
On the other hand, (Xn, Yn)→ (X, Y ) a.s. with respect to the product distance in S×S.
Hence, again by Corollary to Theorem 3.1 of [5], (Xn, Yn)
d→ (X, Y ) in S × S, i.e.
P ◦ (Xn, Yn)−1 w→ P ◦ (X, Y )−1 on S × S. (76)
Finally, P ◦ (Xn, Yn)−1 = (P ◦ X−1n ) × (P ◦ Y −1n ) for any n ≥ 1, since Xn and Yn are
independent for any n ≥ 1. The fact that P ◦ (X, Y )−1 = (P ◦X−1)× (P ◦ Y −1) follows
from (75) and (76), by the uniqueness of the limit. 
B The α-stable Le´vy sheet
In this section, we show that the α-stable Le´vy sheet can be viewed as an example of a
D-valued α-stable Le´vy motion restricted to the time interval [0, 1].
First, we recall briefly the construction of the α-stable Le´vy sheet, as described in
Section 4.8 of [19]. Let M =
∑
i≥1 δ(Ti,Si,Ji) be a Poisson random measure on [0,∞) ×
[0,∞) × R0 of intensity Leb × Leb × να,p, where να,p is given by (69), for some α ∈
(0, 2), α 6= 1 and p ∈ [0, 1], with q = 1− p. Let (εj)j≥0 be a sequence of real numbers such
that εj ↓ 0 and ε0 = 1. Let Ij = (εj, εj−1] for j ≥ 1 and I0 = (1,∞). For any t, s ∈ [0, 1]
and j ≥ 0, let
Lj(t, s) =
∫
[0,t]×[0,s]×Γj
zM(du1, du2, dz) =
∑
i≥1
Ji1{Ji∈Γj}1{Ti≤t,Si≤s}.
Note that Lj(t, s) is a compound Poisson random variable with characteristic function
E[eiuLj(t,s)] = exp
{
ts
∫
Γj
(eiuz − 1)να,p(dz)
}
, u ∈ R.
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By Kolmogorov’s criterion, the series
∑
j≥1
(
Lj(t, s) − E(Lj(t, s))
)
converges a.s., since
Var
(
Lj(t, s)
)
= ts
∫
Γj
z2να,p(dz) for any j ≥ 1 and
∫
|z|≤1 z
2να,p(dz) <∞.
We define L(t, s) =
∑
j≥0 Lj(t, s) if α < 1 and L(t, s) =
∑
j≥0
(
Lj(t, s)− E(Lj(t, s))
)
if α > 1. It can be proved that there exists a process {L(t, s)}(t,s)∈[0,1]2 with sample paths
in D([0, 1]2) such that L(t, s) = L(t, s) a.s. for any t, s ∈ [0, 1], and
sup
(t,s)∈[0,1]2
|L(εk)(t, s)− L(t, s)| → 0 a.s. if α < 1, (77)
sup
(t,s)∈[0,1]2
|L(εk)(t, s)− L(t, s)| → 0 a.s. if α > 1, (78)
where L(εk)(t, s) =
∑k
j=0 Lj(t, s) and L
(εk)
(t, s) = L(εk)(t, s) − E(L(εk)(t, s)) (if α > 1).
Here D([0, 1]2) is the space of functions x : [0, 1]2 → R which are continuous at any point
(t, s) when this point is approached from the upper right quadrant, and have limits when
the point is approached from the other three quadrants. Moreover,
E[eiuL(t,s)] = exp
{
ts
∫
R
(eiuz − 1)να,p(dz)
}
if α < 1,
E[eiuL(t,s)] = exp
{
ts
∫
R
(eiuz − 1− iuz)να,p(dz)
}
if α > 1.
Consequently, L(t, s) has a Sα
(
(ts)1/αC−1α , β, 0
)
-distribution with β = p− q and Cα given
by (30). The process {L(t, s)}(t,s)∈[0,1]2 is called an α-stable Le´vy sheet. Note that both
processes {L(t, s)}t∈[0,1] and {L(t, s)}s∈[0,1] are α-stable Le´vy motions with paths in D.
Theorem B.1. Let L(t) = {L(t, s)}s∈[0,1] for any t ∈ [0, 1]. The process {L(t)}t∈[0,1] is
an D-valued α-stable Le´vy motion (according to Definition 1.1).
Proof: We show that {L(t)}t∈[0,1] satisfies conditions (i)-(iv) of Definition 1.1. We assume
that α < 1, the case α > 1 being similar. Clearly L(0) = 0, so property (i) holds.
For property (ii), note that by (77), L(εk)(ti) → L(ti) a.s. in (D, ‖ · ‖) as k → ∞ for
i = 1, . . . , K, and hence L(εk)(ti)−L(εk)(ti−1)→ L(ti)−L(ti−1) a.s. in (D, ‖·‖) as k →∞,
for any i = 2, . . . , K. By Lemma A.3, L(ti)−L(ti−1), i = 2, . . . , K are independent, since
L(εk)(ti)− L(εk)(ti−1), i = 2, . . . , K are independent for any k.
To verify property (iii), we observe that for any t1 < t2 and s ∈ [0, 1],
L(t2, s)− L(t1, s) = L(t1, s)− L(t2, s) =
∑
j≥0
∫
(t1,t2]×[0,s]×Γj
zM(du1, du2, dz) a.s.
From this, it can be proved that L(t2)− L(t1) = {L(t2, s)− L(t1, s)}s∈[0,1] is an α-stable
Le´vy motion with characteristic function
E[eiu(L(t2,s)−L(t1,s))] = exp
{
(t2 − t1)s
∫
R
(eiuz − 1)να,p(dz)
}
, for all u ∈ R.
On the other hand, L(t2− t1) = {L(t2− t1, s)}s∈[0,1] is also an α-stable Le´vy motion with
the same characteristic function. Hence, L(t2)− L(t1) d= L(t2 − t1).
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To verify property (iv), we assume first that t = 1. The process L(1) = {L(1, s)}s∈[0,1]
is an α-stable Le´vy motion, so it is an α-stable process. It follows that for any s1, . . . , sm ∈
[0, 1], (L(1, s1), . . . , L(1, sm)) has an α-stable distribution in Rm with Le´vy measure µs1,...,sm :
E
(
eiu1L(1,s1)+...+iumL(1,sm)
)
= exp
{∫
Rm
(eiu·y − 1)µs1...,sm(dy)
}
, u = (u1, . . . , um) ∈ Rm.
In particular, (L(1, s1), . . . , L(1, sm)) is regularly varying with limiting measure µs1,...,sm .
On the other hand, by Lemma 2.1 of [14], L(1) is regularly varying in D (in the sense
of Definition 1.4), i.e. L(1) ∈ RV ({an}, ν,D0) for a boundedly finite measure ν on D0
with ν(D0\T (D0)) = 0. Moreover, ν = cνα×Γ1 for some c > 0 and a probability measure
Γ1 on SD. Let ν = ν ◦ S−1, where S : (0,∞) × SD → D0 is the inverse of the map T ,
i.e. S(r, z) = rz. By Theorem 8 of [13], (L(1, s1), . . . , L(1, sm)) is regularly varying with
limiting measure νs1,...,sm = ν ◦ pi−1s1,...,sm . By the unicity of the limit, µs1,...,sm = νs1,...,sm .
Finally, property (iv) for general t follows using the scaling property of µs1,...,sm and the
fact that {L(t, s)}s∈[0,1] d= {t1/αL(1, s)}s∈[0,1]. 
In relation with the simulation procedure described in Example 5.1, we include the
following result, which can be proved using the same argument as in Section 48 of [19].
Theorem B.2. Let ξ, (ξij)i,j≥1 be i.i.d. regularly varying random variables, i.e.
nP
(
ξ
an
∈ ·
)
v→ να,p in R0,
for some an ↑ ∞, α ∈ (0, 2), α 6= 1 and p ∈ [0, 1], where να,p is given by (69). For
any t, s ∈ [0, 1], let Tn,m(t, s) = a−1n a−1m
∑[nt]
i=1
∑[ms]
j=1 (ξij − µ), where µ = 0 if α < 1 and
µ = E(ξ) if α > 1. Let L = {L(t, s)}(t,s)∈[0,1]2. Then
Tn,m
d→ L in D([0, 1]2), as n,m→∞.
C A result about Brownian motion
In this section, we include a result about the Brownian motion which is used in Example
5.2. This result is probably well-known. We include its proof since we could not find it
in the literature.
Lemma C.1. Let W = {W (s)}s∈[0,1] be the Brownian motion. Then,
E
(
sup
s∈[0,1]
|W (s)|α
)
<∞ for all α > 0.
Proof: Let W+(t) = max(W (t), 0) and W−(t) = max(−W (t), 0). For any x > 0,
{ sup
t∈[0,1]
|W (t)| > x} ⊂ { sup
t∈[0,1]
W+(t) > x/2} ∪ { sup
t∈[0,1]
W−(t) > x/2}
= { sup
t∈[0,1]
W (t) > x/2} ∪ { sup
t∈[0,1]
(−W (t)) > x/2}.
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Note that {−W (t)}t∈[0,1] d= {W (t)}t∈[0,1]. By reflection principle for the Brownian motion,
P ( sup
t∈[0,1]
|W (t)| > x) ≤ 2P ( sup
t∈[0,1]
W (t) > x/2) = 4P (W (1) > x/2) ≤ 4P (|W (1)| > x/2).
Hence,
E
(
sup
t∈[0,1]
|W (t)|α
)
=
∫ ∞
0
P ( sup
t∈[0,1]
|W (t)| > x1/α)dx ≤ 4
∫ ∞
0
P (|W (1)| > (x/2)1/α)dx
= 8E|W (1)|α <∞.

Acknowledgement. We would like to thank Franc¸ois Roueff, Gennady Samorod-
nitsky and Philippe Soulier for useful discussions, and for drawing their attention to
reference [8] regarding α-stable Le´vy processes on cones (see Remark 1.2). We are also
grateful to Thomas Mikosch for the proof of Lemma C.1, to Xiao Liang for his help with
the simulations, and to Adam Jakubowski for reading the manuscript.
References
[1] Balan, R.M. and Saidani, B. (2018). Weak convergence and tightness of probability
measures in an abstract Skorohod space. Preprint.
[2] Basse-O’Connor, A. and Rosinski, J. (2013). On the uniform convergence of random
series in Skorohod space and representation of ca`dla`g infinitely divisible processes.
Ann. Probab. 41, 4317-4341.
[3] Billingsley, P. (1995). Probability and Measure. Third Edition. Wiley, New York.
[4] Billingsley, P. (1968). Convergence of Probability Measures. Wiley, New York.
[5] Billingsley, P. (1999). Convergence of Probability Measures. Second Edition. Wiley,
New York.
[6] Daley D. J. and Vere-Jones, D. (2003). An Introduction to the Theory of Point Pro-
cesses. Vol. I-II. Second Edition. Springer, New York.
[7] Davis, R. A. and Mikosch, T. (2008). Extreme value theory for space-time processes
with heavy-tailed distributions. Stoch. Proc. Appl. 118, 560-584.
[8] Davydov, Y., Molchanov, I. and Zuyev, S. (2008). Strictly stable distributions on
convex cones. Electr. J. Probab. 13, 259-321.
[9] de Haan, L and Lin, T. (2001). On convergence toward an extreme value distribution
in C[0, 1]. Ann. Probab. 29, 467-483.
[10] Feigin, P.D., Kratz, M. F. and Resnick, S. I. (1996). Parameter estimation for moving
averages with positive innovations. Ann. Appl. Probab. 6, 1157-1190.
44
[11] Feller, W. (1971). An Introduction to Probability Theory and Its Applications. Vol II.
Second edition. Wiley, New York.
[12] Hardin, Jr. C.D. (1984). Skewed stable variables and processes. Tech. Report 79.
Center for Stochastic Processes at the University of North Carolina, Chapel Hill.
[13] Hult, H. and Lindskog, F. (2005). Extremal behaviour of regularly varying stochastic
processes. Stoch. Proc. Appl. 115, 249-274.
[14] Hult, H. and Lindskog, F. (2007). Extremal behaviour of stochastic integrals driven
by regularly varying Le´vy processes. Ann. Probab. 35, 309-339.
[15] Kallenberg, O. (1974). Series of random processes without discontinuities of the sec-
ond kind. Ann. Probab. 2, 729-737.
[16] Kallenberg, O. (2002). Foundations of Modern Probability. Second edition. Springer,
New York.
[17] Kwapien´, S. and Woyczyn´ski, W. A. (1992). Random Series and Stochastic Integrals:
Single and Multiple. Birkha¨user, Boston.
[18] Peszat, S. and Zabczyk, J. (2007). Stochastic partial differential equations with Le´vy
noise. Cambridge University Press.
[19] Resnick, S. I. (1986). Point processes, regular variation and weak convergence. Adv.
Appl. Probab. 18, 66-138.
[20] Resnick, S. I. (1987). Extreme Values, Regular Variation, and Point Processes.
Springer, New York.
[21] Resnick, S. I. (2007). Heavy Tail Phenomena: probabilistic and statistical modelling.
Springer, New York.
[22] Roeuff, F. and Soulier, P. (2015). Convergence to stable laws in the space D. J. Appl.
Probab. 52, 1-17.
[23] Samorodnitsky, G. and Taqqu, M. S. (1994). Stable non-Gaussian Random Processes.
Chapman and Hall, New York.
[24] Sato, K.-I. (1999). Le´vy Processes and Infinitely Divisible Distributions. Cambridge
University Press, Cambridge.
[25] Skorokhod, A. V. (1956). Limit theorems for stochastic processes. Th. Probab. Appl.
1, 261-290.
[26] Skorokhod, A. V. (1957). Limit theorems for stochastic processes with independent
increments. Th. Probab. Appl. 2, 138-171.
[27] Whitt, W. (1980). Some useful functions for functional limit theorems. Math. Oper.
Res. 5, 67-85.
45
