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Dephasing of Andreev pairs entering a charge density wave
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An Andreev pair from a s-wave superconductor (S) entering a conventional gapless charge density
wave (CDW) below the Peierls gap dephases on the Fermi wavelength while one particle states are
localized on the CDW coherence length. The paths following different sequences of impurities
interfere destructively, due to the different electron and hole densities in the CDW. The same
conclusion holds for averaging over the conduction channels in the ballistic system. We apply two
microscopic approaches to this phenomenon: i) a Blonder, Tinkham, Klapwijk (BTK) approach for
a single highly transparent S-CDW interface; and ii) the Hamiltonian approach for the Josephson
effect in a clean CDW and a CDW with non magnetic disorder. The Josephson effect through a
spin density wave (SDW) is limited by the coherence length, not by the Fermi wave-length.
PACS numbers: 73.23.-b,72.15.Nj,74.45.+c
I. INTRODUCTION
Condensed matter provides many phases with an en-
ergy gap between the ground state and the lowest ex-
cited state, and an exponential decay of one-particle
correlations. Well-known examples of gapped (su-
per)conducting or insulating phases are superconductiv-
ity, the quantum Hall effect, the Haldane gap in quasi-one
dimensional (quasi-1D) spin 1 antiferromagnets, charge
and spin density waves. The coexistence between differ-
ent orderings is usually difficult in bulk systems, but the
progress in nanofabrication technology allows electron
transport experiments in submicron hybrids made of sev-
eral electrodes with different order parameters. Of par-
ticular interest are typical mesoscopic experiments with
charge density waves (CDWs)1,2,3,4, such as transport
through constrictions5, through nanowires6, through an
array of holes7, through normal metal-charge density
wave (N-CDW) point contacts8,9,10, an Aharonov-Bohm
effect experiment11, and a scanning tunneling microscope
experiment12.
Charge is transported below the superconducting gap
by Andreev reflection at a normal metal-superconductor
(N-S) interface13: a spin-up electron from the normal
side is reflected as a hole in the spin-down band and
a Cooper pair is transmitted in the superconductor13.
Andreev pair transport through a 1D metallic channel
was realized recently in the form of the Josephson effect
through a carbon nanotube14.
The tunneling current through an insulator decays on
the coherence length ξ = ~vF /∆ (with vF the Fermi
velocity and ∆ the charge gap), much larger than the
Fermi wavelength λF . The dc-Josephson effect through
a 1D channel with translational symmetry breaking (a
CDW) follows conventional tunneling according to the
first approach to this problem by Visscher and Rejaei1.
Coherent Andreev pair propagation can even be medi-
ated by the sliding motion of the CDW1,15, suggesting
that a mesoscopic CDW can be depinned by a supercur-
rent. On the other hand, Bobkova and Barash2 found
recently an absence of Andreev bound states at S-CDW-
S interfaces. We develop here a microscopic descrip-
tion of Andreev transport in S-CDW hybrids based on
the Hamiltonian approach, successfully applied in the re-
cent years to superconducting structures such as for in-
stance a superconducting point contact16, ferromagnet-
superconductor hybrids17, and to non local transport
through a superconductor18,19,20. Single particle evanes-
cent states are localized within the CDW coherence
length ξc = ~vF /|∆c| (with |∆c| the Peierls gap), much
larger than λF . Andreev pairs are on the contrary found
to dephase on λF in a CDW, compatible with Ref. 2 and
not captured by the quasiclassical theory in Ref. 1. This
conclusion is also obtained from a Blonder, Thinkham,
Klapwijk (BTK) approach3,21.
The dephasing of a pair state in a CDW is obtained
in the same framework of the Hamiltonian approach as
non local Andreev reflection18,19,20,22,23 through a super-
conductor in N-S-N structures23, a problem relevant to
the realization22,23 of a source of correlated pairs of elec-
trons. The two problems are indeed dual: the former is
related to the propagation of an electron pair through a
CDW with electron-hole pairing, and the later is related
to the propagation in the electron-electron and electron-
hole channels through a superconductor with electron-
electron pairing. The mechanism for non local trans-
port through a superconductor consists however of op-
posite currents in the electron-electron and electron-hole
channels because of the opposite sign of the charge car-
riers. By contrast, the effect in a CDW is an equilibrium
property, that we identify to the dephasing on λF of the
evanescent pair state. The resulting absence of Joseph-
son effect through a CDW is robust, independent of the
interface transparencies, as opposed to being restricted
to tunnel interfaces in the superconducting case20.
The article is organized as follows. A simple physical
interpretation of the effect is presented in Sec. II. The
microscopic model is presented in Sec. III. The BTK
approach is presented in Sec. IV. Boundary conditions
at interrupted chains and the supercurrent are discussed
2in Sec. V. Concluding remarks are given in Sec. VI.
II. PHYSICAL PICTURE
Let us first consider non magnetic impurities in a
CDW. For the sake of simplification, the impurity poten-
tial is supposed to be weak enough for the CDW phase to
be the same as in the absence of impurities. The discus-
sion of localized phase deformations due to strong pin-
ning impurities is given in Sec. VB 5. Phase coherent
Andreev reflection at normal metal-superconductor in-
terfaces implies that the backscattered hole in the nor-
mal metal follows the same configure of impurities as the
incoming electron, in such a way as the different paths
followed by an Andreev pair do not dephase with each
other, except for finite energy effects controlled by the
Thouless energy, and for inelastic scattering.
By contrast, we show that in a CDW, the random
phase factors acquired by a spin-up electron visiting dif-
ferent impurities do not cancel with the phase of a spin-
down hole visiting the same sequence of impurities, lead-
ing to dephasing of the Andreev pair. The microscopic
model discussed below in the ballistic system shows that
dephasing occurs on the smallest length scale: the Fermi
wave length, (up to a factor of two) equal to the pe-
riod of the CDW modulation. The dephasing of an An-
dreev pair has its origin in the fact that the total num-
ber of spin-up electrons at position x along the chain,
given by N
(CDW )
e,↑ (x) = N0 + N1 cos (Qx+ ϕ) is de-
phased by pi compared to the the total number of spin-
down holes N
(CDW )
h,↓ (x) = N
′
0 + N1 cos (Qx+ ϕ+ pi) =
N ′0 − N1 cos (Qx+ ϕ), because a maximum in the num-
ber of electrons corresponds to a minimum in the number
of holes. The quantities N0, N
′
0 and N1 are respectively
the number of normal electrons and holes, and the ampli-
tude of the modulation in the number of electrons. The
total number of available states is N0 +N
′
0.
Let us consider a single non magnetic impurity in a
CDW. The impurity contribution to the energy of a spin-
up electron is
H
(imp)
e,↑ = V (xi)
[
N
(CDW )
e,↑ (xi)−N0
]
(1)
= V (xi)N1 cos (Qxi + ϕ)
equal to the same quantity for a spin-down hole:
H
(imp)
h,↓ = −V (xi)
[
N
(CDW )
h,↓ (xi)−N
′
0
]
(2)
= V (xi)N1 cos (Qxi + ϕ),
where xi is the position of the impurity and V (xi) the
disorder impurity potential. The N0 and N
′
0 terms that
were subtracted the normal ordered Eqs. (1) and (2) in-
duce an exactly opposite dephasing for an electron and a
hole following the same sequence of impurities, so these
terms do not dephase the Andreev pair at equilibrium.
The N1 terms are on the contrary additive for electrons
and holes making an Andreev pair (see Eqs. (1) and (2)),
resulting in a dephasing between the different paths fol-
lowing different sequences of impurities. As we show be-
low by explicit calculations, the same conclusion holds for
a ballistic multichannel system, where the phase factors
have their origin in Friedel oscillations.
A spin density wave (SDW) can be described as two
out-of-phase CDWs for spin-up and spin-down electrons.
The number of spin-up electrons is N
(SDW )
e,↑ (x) = N0 +
N1 cos (Qx+ ϕ), and the number of spin-down electrons
is N
(SDW )
e,↓ (x) = N0 − N1 cos (Qx+ ϕ). The total den-
sity is not modulated, but the spin density is modu-
lated. The number of spin-down holes N
(SDW )
h,↓ (x) =
N0 + N1 cos (Qx+ ϕ) is equal to N
(SDW )
e,↑ (x), the num-
ber of spin-up electrons. We conclude by the preceding
argument that non magnetic impurity random phases of
spin-up electrons and spin-down holes cancel with each
other in the total phase of the Andreev pair propagat-
ing through a SDW, so that a Josephson effect over the
coherence length is possible in a SDW.
We provide now three different microscopic approaches
to the absence of Andreev pair transport through a bal-
listic CDW. Disorder is treated in Appendix B.
III. THE MODEL
The microscopic theory is based on the electronic part
of the 1D Peierls Hamiltonian of a ballistic CDW:
H = −
∑
n,σ
(t0 + |∆c| cos (2kFxn))× (3)
(
c+n+1,σcn,σ + c
+
n,σcn+1,σ
)
− µ
∑
n,σ
c+n,σcn,σ,
where t0 is the mean hopping amplitude, kF the Fermi
wave-vector, and µ the chemical potential. The sum-
mation over the integer n runs over the sites of the 1D
chain. We have xn = na0, with a0 the lattice parame-
ter in the absence of the CDW modulation. We suppose
an incommensurate charge density wave, unless specified
otherwise in the discussion of edge states.
IV. BLONDER, TINKHAM, KLAPWIJK
APPROACH
We evaluate now within the BTK approach21 sub-
gap transport at a S-CDW interface, which was already
probed experimentally in Ref.46. A BTK approach to
N-CDW interfaces can be found in Ref. 3. A scattering
approach to S-CDW interfaces with unconventional su-
perconductors and charge density waves can be found in
Ref. 2. To describe the CDW and superconducting cor-
relations on an equal footing, we introduce a four com-
ponent wave-function corresponding to the four creation
and annihilation operators c+k,R,↑, c
+
k,L,↑, ck,R,↓ and ck,L,↓
3of right (R) and left (L) moving spin-σ electrons (σ =↑, ↓)
of wave-vector k. The wave-function in the CDW part of
the junction is given by
ψCDW (x < 0) =


ueiϕ
v
0
0

 e(ikF+ 1ξc )x (4)
+ b


ueiϕ
v
0
0

 e−(ikF− 1ξc )x + b′


v∗
u∗e−iϕ
0
0

 e(ikF+ 1ξc )x
+ a


0
0
ueiϕ
v

 e(ikF+ 1ξc )x + a′


0
0
v∗
u∗e−iϕ

 e(−ikF+ 1ξc )x,
where x is the coordinate along the chain, u and v are
the CDW coherence factors, and u∗ and v∗ their com-
plex conjugate. The wave-functions in the superconduc-
tor take the form
ψS(x > 0) = d


u0
0
v0
0

 e(ikF− 1ξs )x
+ d′


0
u0
0
v0

 e−(ikF+ 1ξs )x + c


v0
0
u0
0

 e−(ikF+ 1ξs )x
+ c′


0
v0
0
u0

 e(ikF− 1ξs )x,
where u0 and v0 are the BCS coherence factors. Match-
ing the wave-functions and their derivatives for highly
transparent interfaces leads to c = d = c′ = d′ = a′ =
a = b = 0 and |b′|2 = 1. No charge is transported by
the reflection of a right-moving CDW quasiparticle in a
left-moving quasiparticle, as for a N-CDW interface8,9.
A pair from the superconductor decomposes on pairs
of evanescent CDW quasiparticles. The resulting forward
and backward combinations are both spin singlets but in-
terfere destructively in the CDW, in such a way as to pro-
duce an absence of Andreev pair penetration in a CDW.
V. HAMILTONIAN APPROACH
A. Edge states
We discuss now the boundary conditions at the ex-
tremity of a finite chain before considering the supercur-
rent in Sec. VB. A CDW of finite length is obtained
by disconnecting an infinite chain as in Figs. 1a and b17.
The Green’s functions of an infinite CDW are evaluated
in Appendix A. The advanced Green’s functions of the
N
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FIG. 1: Schematic representations of (a): a fully connected
CDW chain; (b): a disconnected chain; (c): a disconnected
dimerized state with zero energy edge state levels at sites a
and α and a dimer order parameter along the chain24,25; (d):
a junction of cross section area ∼ r20 between a normal metal
and an incommensurate CDW with the chains perpendicular
to the interface. See Ref. 10 for the experimental realization
of (d). For clarity, (c) is drawn for a dimerization, but the
model applies to the more general case of incommensurate
modulations.
connected (disconnected) chain are denoted by GA,e,↑(ω)(
gA,e,↑(ω)
)
(see Fig. 1a). They are related to each other
by the Dyson equation
GA,e,↑a,α (ω) = g
A,e,↑
a,α (ω) (5)
+ gA,e,↑a,a (ω)ta,αG
A,e,↑
α,α (ω).
The condition that the chain in Fig. 1b is disconnected
is expressed by gA,e,↑a,α (ω) = 0. We use the notations
ta,α = t0 + |∆c| cos (2kFx), GA,e,↑a,α (ω) = g
A,e,↑
x,y (ω), and
GA,e,↑α,α (ω) = g
A,e,↑
y,y (ω), g
A,e,↑
x,y (ω) is defined by Eq. (A1),
and the neighboring sites a and α are at coordinates
x and y (see Fig. 1a and b). We deduce gA,e,↑a,a (ω) =
GA,e,↑a,α (ω)/[ta,αG
A,e,↑
α,α (ω)], leading to
gA,e,↑a,a (ω) ≃
sin (kF a0)
√
|∆c|2 − ω2
ta,α(ω − ω0 − iη)
(6)
for ω ≃ ω0, where η is small and positive. We obtain
a state of energy ω0 = |∆c| cos (ϕx,y), with ϕx,y = ϕ +
kF (x+y), localized in a region of size ξc at the extremity
of the chain.
We recover known results for a dimerized chain. In the
limit of a strong dimerization, a semi-infinite chain ends
either as a dimer or as an isolated site (as in Fig. 1c),
resulting for the later in an edge state at zero energy
at the extremity of each semi-infinite chain, correspond-
ing to ϕx,y = pi/2 and ω0 = 0 in Eq. (6). This shows
the consistency between the Hamiltonian approach16,17
used here for CDW hybrids, and the known behavior of
a dimerized system24,25.
Considering now the incommensurate case, the phase
ϕx,y entering the expression of ω0 in Eq. (6) is treated as
4a b
α β
S S
incommensurate CDW
FIG. 2: Schematic representation of a S-CDW-S junction be-
tween a superconductor (S), a charge density wave (CDW)
and another superconductor (S).
a random variable because of disorder in the position of
the extremities of the chains at a multichannel N-CDW
contact (see Fig. 1d). A uniform distribution of ϕx,y
leads to a uniform subgap density of edge states at site
a (see Fig. 1): ρa,a(ω) = sin (kF a0)/pit0, as compared
to ρNa,a(ω) = 1/pit0 in the normal state. The CDW pair
amplitude at the extremity of the semi-infinite chain is
Fa,a(|∆c|, ω) =
|∆c| sin (kF a0)
t
(0)
a,α [(ω − iη)2 − |∆c|2 cos2 (ϕx,y)]
×
{
ω sin (ϕx,y)−
√
|∆c|2 − ω2 cos (ϕx,y)
}
. (7)
The pair amplitude integrated over energy, and therefore
the self-consistent Peierls gap, vanish in a given window
of the phase ϕx,y, leading to normal states at the CDW
boundary because of interrupted chains. The resulting
subgap conductance at a N-CDW interface in the geome-
try in Fig. 1d is not contradicted by available experiments
on N-CDW contacts10. Normal states at the extremity
of an interrupted chain are also compatible with the ap-
pearance of a normal region around a nano-hole induced
by columnar defects in a CDW film, which was proposed3
to explain the Aharonov-Bohm oscillation experiment in
a CDW11.
B. Supercurrent
Now we evaluate the transport of Andreev pairs
through a CDW in the form of the Josephson effect in the
device in Fig. 2. The superconductors are described by
BCS theory, with a superconducting gap much smaller
than the CDW gap, as in possible experiments. The
dc-supercurrent per conduction channel for arbitrary in-
terface transparencies is given by
IS =
e
2~
∫ +∞
0
dω
2ipi
Im
{
Tr
{
σˆ3
[
tˆa,αGˆ
A
α,α, tˆα,agˆ
A
a,a
]}}
(8)
where [ , ] is a commutator, σˆ3 is one of the Pauli ma-
trices in Nambu space, and the trace is a sum over the
four components of the matrix Green’s functions, corre-
sponding to spin degenerated right-left and electron-hole
degrees of freedom.
1. Tunnel interfaces
We first consider lateral atomic contacts connecting
two superconductors to an infinite CDW. The CDW lat-
tice is supposed to be weakly modified by the contacts,
with no edge state. The dc-supercurrent in the tunnel
limit is IS = Ic sinϕ, with ϕ the superconducting phase
difference, and with the critical current
Ic =
e
h
∆ST
2t20g
A,e,↑
α,β (∆S)g
A,h,↓
β,α (∆S), (9)
where T is the normal state transparency (with both
the CDW and the superconductor in the normal state),
gA,e,↑α,β (∆S) [see Eq. (A1)] and g
A,h,↓
β,α (∆S) are the ad-
vanced spin-up electron and spin-down hole CDW
Green’s functions at energy ω = ∆S , where ∆S is the
superconducting gap [α and β are shown in Fig. 2, and
t0 is defined by Eq. (3)]. Averaging over the Fermi oscil-
lations due to the large number of conduction channels
in parallel in the incommensurate case is denoted by an
overline in Eq. (9). We deduce from Eq. (A1), and from
a similar expression for gA,h,↓β,α (∆S) that the Andreev pair
propagator gA,e,↑α,β g
A,h,↓
β,α , and hence the tunnel supercur-
rent vanish as soon as the distance between the super-
conducting electrodes exceeds λF (see Appendix A), in
agreement with the preceding sections.
2. Arbitrary interface transparencies
To describe arbitrary interface transparencies, we treat
multiple scattering at each interface to all orders20 while
neglecting multiple Andreev reflections16 because of the
damping of the propagation in the CDW. Within this
approximation, the dressed 4 × 4 Green’s function Gˆα,β
is Gˆα,β = Mˆ−1α gˆα,βNˆ
−1
β , with Mˆα = Iˆ − gˆα,αtˆα,agˆa,atˆa,α
and Nˆβ = Iˆ − tˆβ,bgˆb,btˆb,β gˆβ,β, where tˆa,α [tˆb,β ] are the
diagonal hopping amplitude matrices with elements ta,α
(tb,β) for electrons, and −ta,α (−tb,β) for holes. We de-
duce from Eq. (9) that the supercurrent vanishes beyond
λF whatever the interface transparencies.
3. Sliding motion
Let us suppose now that a finite voltage is applied be-
tween the two superconductors connected by low trans-
parency interfaces to a sliding CDW1. The ac-Josephson
effect is treated by a gauge transformation in which
the time-dependent superconducting and CDW phases
ϕ(t) and χ(t) at time t are absorbed in the hopping
5matrix elements1,16. The supercurrent, obtained from
the Keldysh Green’s function, is expanded as in the S-
N-S case in terms of the harmonics Gr,s(ω) = G˜(ω +
rω0/2, ω+sω0/2) of the Fourier transform of the Green’s
function G(t, t′), with χ(t) − ϕ(t) = ω0t, where we sup-
posed χ(t) linear in t. The supercurrent contains the
gauge transformed Andreev pair propagator in the CDW,
limited by λF as in the dc-case.
4. Edge states
A finite length in the CDW chain (see Fig. 2) also
does not restore longer range Andreev pair transport.
The Green’s functions gα,β and gβ,α of the finite chain
are indeed related to the Green’s functions Ga,β and
Gβ,a of the infinite chain by gα,β = Ga,β/[Ga,ata,α] and
gβ,α = Gβ,a/[Ga,atα,a] (see the notations in Fig. 2). The
supercurrent of the finite chain is proportional to the An-
dreev pair propagator of the infinite chain, again limited
by λF . Normal states of range ξc were obtained at both
interfaces if the CDW gap is self-consistent. The pair cur-
rent does however not propagate through the gapped re-
gion between the edges. This contrasts with the Joseph-
son effect through a discrete state in a nanotube of finite
length14.
5. Bulk defects
A supercurrent may propagate through a perturbed
region of size ξc around the defects
26,27,28, but does not
propagate through the regions with no defect. Hopping
between possible normal regions in the CDW28 does not
restore a longer range Josephson effect.
6. Weak disorder in the Born approximation
Disorder treated in the Born approximation29 is rele-
vant to the description of the effect of disorder on the
sliding motion. As shown in Appendix B, the supercur-
rent vanishes also for disorder in the Born approximation.
VI. DISCUSSION AND CONCLUSION
To conclude, we have shown that pair states are de-
phased within λF in a CDW, in spite of one particle
states localized on ξc. The absence of Josephson effect
through a CDW is an intrinsic property of a ballistic
multichannel multichannel or disordered single channel
CDW, robust against highly transparent interfaces, fi-
nite voltages, and disorder. The supercurrent through a
single channel CDW shows oscillations on a length scale
∼ λF . Hopping between normal states due to a self-
consistent CDW gap vanishing locally because of edges
or bulk defects, does not allow to overcome the absence
of pair propagation in the gapped regions. Transport of
Andreev pairs is possible through a SDW.
Spin active interfaces induce a Josephson current
through a half-metal ferromagnet30,31 because of the
propagation of superconducting correlations among pairs
of electrons with the same spin orientation32,33,34. Spin
active S-CDW interfaces, or magnetic scattering in the
CDW (see Ref. 35,36 for blue bronzes), would change
the spin-down Andreev reflected quasi-hole in a spin-up
quasi-hole while preserving charge, therefore preserving
the absence of Josephson current.
The absence of Andreev pair penetration in a charge
density wave that we discussed is compatible with the
fact that, in bulk systems, superconductivity hardly co-
exists with charge density waves on the same portion
of the Fermi surface for small disorder. Other mech-
anisms are likely to be responsible for the experimen-
tally observed coexistence between superconductors and
CDWs in a number of compounds37. For instance, be-
sides a possible coexistence between superconductivity
and charge density wave in layered compounds and simi-
lar structures38,39, a bulk coexistence40 is possible in the
presence of a sufficient non magnetic disorder41. Andreev
pair transport through a CDW is also possible if the con-
centration of non magnetic impurities in the CDW is such
that the CDW gap becomes smaller than the supercon-
ducting gap (see Appendix B).
A parallel can be drawn with ferromagnet-
superconductor (FS) structures. In mesoscopic
structures, the Josephson current through a ferro-
magnet shows oscillations leading to pi-junctions42,
and, in bulk structures, the coexistence between su-
perconductivity and ferromagnetism can lead to a
Fulde-Ferrel-Larkin-Ovchinnikov (FFLO) state43,44 with
a spatially modulated gap. On the other hand, it was
proposed that, in addition to a uniform superconducting
gap, a FFLO43,44-like superconducting gap modulated
at the CDW wave-vector Q could coexist with the CDW.
The spatial oscillations of the Josephson current ob-
tained in Sec. V in mesoscopic S-CDW-S structures can
be viewed as the CDW counterpart of the oscillations of
the Josephson current in S-F-S structures42 that average
to zero in the case of strong ferromagnets because of
their very short period.
Regarding the possibility of transporting Andreev
pairs through a spin density wave that we obtained here,
the compatibility between s-wave superconductivity and
SDWs can be seen in bulk systems from the transi-
tion between a SDW and a superconductor in the phase
diagram of the series of compounds (TMTTF)2X and
(TMTTSF)2X under pressure
45.
From the point of view of experiments, the model of
edge states discussed above is a possibility for interpret-
ing the conductance spectra of N-CDW point contacts10.
The realization of a point contact between a supercon-
ductor and a CDW is possible with the same technology
as in Ref. 10 for a N-CDW point contact, but with lower
temperatures. We expect a normal current as in Ref. 10
6if the temperature is such that the superconductor is in
the normal state or if the applied voltage is larger than
the superconducting gap. From our model, no coherent
transport of Andreev pairs is possible in the CDW if the
voltage is within the superconducting gap. This is com-
patible with the sharp increase of differential resistance
within the superconducting gap observed experimentally
in Fig. 1 c,d,e of Ref. 46 for highly transparent Nb-
NbSe3 point contacts. The realization of Josephson junc-
tions with CDWs or SDWs, more technically involved,
requires a very short distance between the superconduct-
ing electrodes. Finally, we note that, interestingly, two
interacting particles on a one dimensional quasi-periodic
lattice lead to two-particle localized states with quasi-
delocalized one particle states47.
Acknowledgments
The authors acknowledge fruitful discussions with J.P.
Brison, J. Dumas, M. Houzet, Y. Latyshev, J.C. Lasjau-
nias, P. Monceau , P. Rodie`re and A.A. Sinchenko. The
Centre de Recherches sur les Tre`s Basses Tempe´ratures
is associated with the Universite´ Joseph Fourier.
APPENDIX A: GREEN’S FUNCTIONS OF A
CHARGE DENSITY WAVE
The elements of the 2× 2 advanced Green’s function29
of a spin-up electron, connecting two lattice sites at po-
sitions x and y at energy ω with respect to the chemical
potential µ are denoted by g
A,e,↑,(i,j)
x,y (ω), with i, j = R,L,
corresponding to right and left moving fermions respec-
tively. Evaluating the total advanced Green’s function
obtained by summing over i and j leads to
gA,e,↑x,y (ω) =
1
2t0
e−R/ξc(ω)
[
−
ω
s(ω)
cos (kFR)(A1)
− sin (kFR) +
|∆c|
s(ω)
cos (ϕ+ kF (x+ y))
]
,
with R = x − y, ∆c = |∆c| exp (iϕ) the complex CDW
order parameter, and s(ω) =
√
|∆c|2 − ω2. The absence
of Josephson effect discussed in Sec. VB 1 for tunnel in-
terfaces is obtained by noting that the Green’s function
of a spin-down hole is
gA,h,↓x,y (ω) =
1
2t0
e−R/ξc(ω)
[
−
ω
s(ω)
cos (kFR)(A2)
− sin (kFR)−
|∆c|
s(ω)
cos (ϕ+ kF (x+ y))
]
,
where the hole CDW phase been has changed48 by pi
compared to the electron CDW phase in Eq. (A1) (see
Sec. II).
Averaging over the conduction channels leads to
gA,e,↑x,y (ω)g
A,h,↓
y,x (ω) = 0 (A3)
for |x− y| exceeding λF .
By contrast, in the SDW case, the Andreev pair prop-
agator reduces to
[
gA,e,↑x,y (ω)
]2
because the phase of spin-
down electrons is shifted by pi compared to the CDW
case. We find easily
[
gA,e,↑x,y (ω)
]2
=
1
4t20
|∆c|2
|∆c|2 − ω2
exp
(
−
2R
ξs(ω)
)
, (A4)
where ξs(ω) is the SDW coherence length. The supercur-
rent through a SDW therefore decays over ξs, not over
λF as for a CDW, in agreement with Sec. II.
APPENDIX B: DISORDER IN THE BORN
APPROXIMATION
The 2 × 2 Green’s functions for the right-left compo-
nents of a spin-up electron are given by Gˆ = gˆ + gˆΣˆGˆ
in the Born approximation, with the self-energy Σˆ =∫
(dk/2pi)vˆgˆ(k, ω)vˆ+, where gˆ(k, ω) is the ballistic matrix
Green’s function and vˆ the matrix containing the forward
and backward scattering amplitudes. Following Ref. 29,
we find
Σˆ =
∫
dk
2pi
[
|u|2
(
gR,R(k, ω) gR,L(k, ω)
gL,R(k, ω) gL,L(k, ω)
)
(B1)
+ |v|2
(
gL,L(k, ω) 0
0 gR,R(k, ω)
)]
,
with u and v the amplitudes of backward and forward
scattering. We deduce the Green’s function of a spin-up
electron:
GA,e,↑(ξk, ω) =
ω + ξk τˆ3 +∆cτˆ
+ +∆c
∗
τˆ−
ω2 − |∆c|2 − (ξk)
2
, (B2)
with
∆c = ∆c
[
1−
1
τs(ω)
]
(B3)
ω = ω
[
1 +
1
τs(ω)
+
1
τ ′s(ω)
]
(B4)
ξk = ξk + α, (B5)
with τ |u|2/~vF = 1, τ ′|v|2/~vF = 1, ξk the kinetic en-
ergy with respect to the chemical potential, α a shift in
the chemical potential, and where ∆c
∗
is the complex
conjugate of ∆c. The matrices τˆ3, τˆ
+ and τˆ− are given
by
τˆ3 =
(
1 0
0 −1
)
(B6)
τˆ+ =
(
0 1
0 0
)
(B7)
τˆ− =
(
0 0
1 0
)
. (B8)
7The Green’s function of a spin-down hole is ob-
tained by changing ∆c in −∆c as in Ref. 1. An
electron-hole transmission coefficient is evaluated as
in Ref. 49 for a superconductor. Eq. (B2) leads to∫
(dk/2pi)GA,e,↑(k, ω)GA,h,↓(k, ω) = 0, obtained from
evaluating the matrix products and the integral over
wave-vector. This identity can be understood from
the numerators of the normal and anomalous contribu-
tions in GA,e,↑(ξk, ω)G
A,h,↓(ξk, ω), with the constraint
ω2 − |∆c|2 − (ξk)
2 = 0. We conclude that the Andreev
propagator is limited by the elastic mean free path since
the transmission coefficient in the ladder approximation
vanishes after a single impurity scattering coupling the
spin-up electron to the spin-down hole branches.
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