The inverse of a non-singular free matrix  by Britz, Thomas
Linear Algebra and its Applications 338 (2001) 245–249
www.elsevier.com/locate/laa
The inverse of a non-singular free matrix
Thomas Britz
Department of Mathematical Sciences, University of Aˆrhus, Ny Munkegade, Building 530,
8000 Aˆrhus C, Denmark
Received 1 March 2001; accepted 23 May 2001
Submitted by R.E. Hartwig
Abstract
The inverse matrix M−1 of a non-singular free matrix M need not be free. In this paper,
we present several necessary and sufficient conditions for M−1 to be free. © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction
A matrix M with real entries is free or generic if the multiset of non-zero entries
of M is algebraically independent over the field Q of rational numbers. Free matrices
have been used, initially by Edmonds [3] and Mirsky and Perfect [6], to represent
binary relations R ⊆ S × T by the correspondence
mst =
{
zst if (s, t) ∈ R,
0 otherwise,
for some algebraically independent set {zst }. Relations are also often represented
by (0, 1) incidence matrices, viewed as real matrices (see for example [7]), or as
matrices over the Boolean (0, 1) algebra (see [5]). The following theorem expresses
an advantageous identity for free matrix representations. A diagonal of a matrix is a
collection of non-zero entries with no two of the entries in the same row or column.
The term rank of a matrix M is the maximal size of a diagonal of M.
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Theorem 1.1 [3,6]. The term rank of a free matrix equals its rank.
This identity expresses a correspondence between matchings in relations and
linear dependencies in the associated free matrix representation, and this correspon-
dence has proven to be very useful in many combinatorial areas such as, for exam-
ple, transversal theory and extremal poset theory. For further information on free
matrices, see the excellent exposition by Brualdi and Ryser [1].
Although free matrices have been used extensively, little attention has been given
to the linearly algebraical properties of these matrices. In this context, this paper
focuses on the inverse of a non-singular free matrix. In particular, we determine when
the inverse of a non-singular free matrix M is also free. Interestingly, the ‘freeness’
of the inverse does not depend on the actual values of the non-zero entries of M, only
on the zero pattern of M.
2. Preliminaries
A multiset S of real numbers is algebraically dependent over the set of rational
numbers Q if there exist elements s1, . . . , sn ∈ S and a polynomial p(x1, . . . , xn)
with rational coefficients such that p(s1, . . . , sn) = 0. If a multiset S of real num-
bers is not algebraically dependent over Q, then it is algebraically independent over
Q, and the elements of S may be viewed as independent indeterminates. For any
multiset S of real numbers, let Q(S) denote the field consisting of all rational ex-
pressions p(s1, . . . , sn)/q(t1, . . . , tm), where p(x1, . . . , xn) and q(x1, . . . , xm) are
polynomials with rational coefficients, and s1, . . . , sk, t1, . . . , tl are elements of S. A
free matrix is a matrix with real entries such that the multiset of non-zero entries is
algebraically independent over Q.
If M = (mij ) is a matrix with real entries, then the set Z(M) = {(i, j);mij = 0}
of indices indicating the zero entries is the zero pattern of M. The sign pattern of M
is the configuration of signs +,−, and 0 corresponding to the entries of M which
are positive, negative, and zero, respectively. We impose a pre-order  on the set of
n× n matrices by
M1  M2 if and only if Z(M2) ⊆ Z(M1).
3. When isM−1 free?
The following theorem characterizes the family of non-singular free matrices
whose inverses are free. A proof of the theorem is given in Section 4. By I we denote
the n× n matrix containing ones in the main diagonal and zeroes elsewhere.
Theorem 3.1. If M is a non-singular, free n× n matrix, then the following state-
ments are equivalent:
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(1) M−1 is free;
(2) M and M−1 have an equal number of zero entries;
(3) PM and M−1P T have identical zero patterns for some permutation matrix P;
(4) PM and M−1P T have identical zero patterns for any permutation matrix P
such that I  PM;
(5) there exists a permutation matrix P such that I  PM and (PM)2  PM;
(6) whenever I  PM for some permutation matrix P, then (PM)2  PM .
Remark 3.2. The conditions stated in Theorem 3.1 do not take into account the
actual values of the non-zero entries of M.
Example 3.3. Assume that the following matrix M is free and that a, b, c, d and e
are not equal to zero (so either x = 0 or {a, b, c, d, e, x} is algebraically independent
over Q). The inverse M−1 is then free if and only if x /= 0:
M =

a 0 bc d x
0 0 e

 , M−1 =


1
a
0 −b
ae
−c
ad
1
d
bc−ax
ade
0 0 1
e

 .
Indeed, conditions (2)–(4) in Theorem 3.1 imply that the zero patterns of M and
of M−1 together are sufficient to determine whether or not M−1 is free. Furthermore,
conditions (5) and (6) imply that the zero pattern of M alone is sufficient.
From the view point of relations, Theorem 3.1 classifies the class of relations
on [n] × [n] whose free matrix representations are non-singular such that the in-
verse matrices are also free matrix representations of some relations. Consider the
class of relations on [n] × [n] whose Boolean (0, 1) matrix representations M each
have a counterpart M ′ such that MM ′ = I , where M ′ is also the Boolean (0, 1)
matrix representation of some relation. Clearly, this class consists precisely of the
group of permutation relations. In [4], Harary and Minc study real (0, 1) matrix
representations of relations, and classify the class of relations on [n] × [n] whose
(0, 1) matrix representations are non-singular and self-inverse; this class consists
of certain symmetric permutation relations. This classification is then extended to
encompass graphs and digraphs with respect to their respective adjacency matrices.
Buckley et al. [2] partially classify the class of signed graphs whose adjacency matrix
is non-singular such that the inverse matrix is the adjacency matrix of some signed
graph.
4. Proof of Theorem 3.1
Let M = (mij ) be a non-singular free n× n matrix and let M−1 = (µij ) be the
inverse of M. The adjoint matrix of M is the matrix adj M whose (i, j)th entry has
248 T. Britz / Linear Algebra and its Applications 338 (2001) 245–249
the value (−1)i+j detMji , where Mji is the matrix obtained from M by deleting the
jth row, and ith column, of M. In the following, we will make use of the well-known
identity
M−1 = adjM
detM
,
which is valid for all non-singular matrices.
In order to prove Theorem 3.1, we will first prove several auxiliary lemmas. The
key observation in the proof of Theorem 3.1 is expressed in the following lemma.
Lemma 4.1. M−1 is free if and only if M and M−1 contain an equal number of
non-zero entries.
Proof. For any real set S, let dtQS denote the maximal cardinality of an algebra-
ically independent subset of S over Q. Note that dtQS and dtQQ(S) are identical.
Since M−1 = (µij ) may be expressed as adj M/ detM , the entries µij of M−1 are
contained in Q(mij ). Hence, Q(µij ) ⊆ Q(mij ).
Conversely, M = adj(M−1)/ det(M−1). So Q(mij ) ⊆ Q(µij ), and we conclude
that Q(mij ) = Q(µij ). Since M is free,
n2 − |Z(M)| = dtQ (mij ) = dtQ Q(mij ) = dtQ Q(µij ) = dtQ (µij ).
By definition, M−1 is free if and only if dtQ(µij ) = n2 − |Z(M−1)|. 
Lemma 4.2. Suppose I  M . Then M  M−1.
Proof. Suppose that mij /= 0. The diagonal {m11, . . . , mnn} is contained in the
submatrix matrix Mji , except for the entries mii and mjj . Since mij /= 0, the matrix
Mji thus contains the diagonal mij ∪ {m11, . . . , mnn}\{mii,mjj }. The matrix Mji
is free, and so Theorem 1.1 implies that Mji is non-singular. Therefore, the entry
µij = (−1)i+j detMji/ detM is non-zero. 
The following lemma is a simple corollary of Lemma 4.1 and Lemma 4.2.
Lemma 4.3. Suppose I  M . Then M−1 is free if and only if M and M−1 have the
same zero pattern.
Lemma 4.4. Suppose I  M . Then M−1 is free if and only if M2  M .
Proof. Suppose that M−1 is free. We wish to show that M2  M . So assume that
the entries mij and mjk are non-zero for distinct indices i, j and k. The subma-
trix Mki contains the diagonal {m11, . . . , mnn}\{mii,mkk}. Since mij ,mjk /= 0, the
diagonal
{mij ,mjk} ∪ {m11, . . . , mnn}\{mii,mjj ,mkk}
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is contained in Mki . By Theorem 1.1, the matrix Mki is non-singular, and so µik is
non-zero. By Lemma 4.3, the entry mik is also non-zero. Hence, M2  M .
Conversely, suppose that M2  M . Suppose that the entry µik of M−1 is non-
zero. Then the submatrix Mki is non-singular and contains a diagonal D =
{mr1c1 , . . . , mrn−1cn−1} consisting of n− 1 entries of M, none of which lie in the
kth row or ith column, of M. Without loss of generality, we may assume that mr1c1 =
micl lies in the ith row of M. If c1 = k, then we conclude that mik is non-zero. If
c1 /= k, then mc1c1 /∈ D. Without loss of generality, the entry mr2c2 = mc1c2 lies in
the c1th row of M. We may continue in this fashion, until we have, for some j, the
sequence of (non-zero) entries of D:
mic1 , mc1c2 , . . . , mcj−1cj , mcj k.
By the assumption M2  M , the entry mik is non-zero. Hence, Z(M) ⊆ Z(M−1).
Lemma 4.2 implies that Z(M−1) ⊆ Z(M). So the zero patterns of M and M−1 are
identical and Lemma 4.3 concludes the proof. 
Proof of Theorem 3.1. Let M be any non-singular free n× n matrix. The equiv-
alence between statements (1) and (2) is immediate from Lemma 4.1. Since M is
non-singular, we may permute the rows of M, using a permutation matrix P, such
that I  PM . By the identity (PM)−1 = M−1P T we conclude that M−1 is free if
and only if (PM)−1 is free. Theorem 3.1 now follows from Lemmas 4.3 and 4.4.

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