The n-th Cauchy number c n (n ≥ 0) are defined by the generating function x/ ln(1 + x) = ∞ n=0 c n x n /n!. In this paper, we deal with formulae of the type
Introduction
The Cauchy numbers c n (n ≥ 0) are defined by In [7] , an explicit expression of (c l + c m ) n for l, m, n ≥ 0 was determined, where with the classical umbral calculus notation (see, e.g., [10] ), (c l + c m )
n is defined by (c l + c m ) n := n j=0 n j c l+ j c m+n− j .
As some special cases, we gave explicit formulae:
Some similar expressions were obtained for Cauchy numbers of the second kind ( [8] ). The analogous concept for the Bernoulli numbers B n , defined by the generating function Then Euler's famous formula can be written as
The corresponding formula for the Cauchy numbers c n was written as
(see [12] ). In [2] the higher order recurrences for Bernoulli numbers,
were discussed. However, explicit formulae for the third and the fourth order are not obtained, but some special cases can be derived. For example,
In this paper, we consider formulae of the type
where the a i are suitable rational numbers, the c i are Cauchy numbers and
In particular, we deal with the cases for m = 3 and m = 4. For example, we have
Prelimilaries
. . be any sequence of complex numbers with b 0 0. Consider the polynomial sequence
We have deg b n (t) = n (because of b 0 0) and b n = b n (0) for all n. Any polynomial q(t) of degree n expands in a unique way as
where a i is a suitable complex number. Now, choose
and set t = 0 to obtain
The umbral notation used here comes from heuristic techniques largely used at the end of the nineteenth century within invariant theory (see for instance [6] ). Many mathematicians have attempted to give rigorous foundation to these techniques (see for instance [3] ). Among them, in the 1970s, Gian-Carlo Rota and his collaborators (see for instantce [11] ) founded the modern umbral calculus by means of linear operators acting on a ring of polynomials (that's the umbral calculus of [10] ). To be precise, following Roman's notation, in place of the symbolic representation of Cauchy numbers (written c n = c n ) one defines a linear functional C : Q[t] → Q satisfying C, t n = c n for all n . Now, we can linearly extend the domain of C from Q[t] to Q[t 1 , t 2 , . . . , t m ] by assuming
Finally, one obtains
By using the compact notation introduced by Rota and Taylor ([? ] ), we write p q to mean C, p = q, and obtain
which is (6).
Basic results
c(x) = x/ ln(1 + x) satisfies the identity
Since for i, ν ≥ 0 we have
the identity (7) immediately leads to the formula
which is in fact identical with (5). Differentiating both sides of (7) and dividing them by 2, we obtain
Proposition 1.
Proof. By (7) and (10),
Theorem 1.
For n ≥ 2 we have
Remark. This result is analogous to
which was already mentioned above ([2, Corollary 3]).
Proof of Theorem 1. By using (8) for the identity in Proposition 1
Fundamental results
By differentiating both sides of (7) µ times with respect to x, we have
Therefore, for n, µ ≥ 0, we obtain
where m = n + µ. Hence, if µ = 0 in (13), then we have (5) . If µ = 1 in (13), then we have
which matches (1). If µ = 2 in (13), then we have
which is also obtained from (2) and (3). This idea can be extended to the higher-order convolution identities for Cauchy numbers.
The fundamental result of this paper is given by the following.
Theorem 2. For µ, n ≥ 0, we have
where m = n + µ.
Remark. If we put µ = 0, we have the identity in Theorem 1. If we put µ = 1, we have (c 0 + c 0 + c 1 ) n = n(n − 1) 6 c n+1 + (n + 1)(n − 1)(2n − 3) 6 c n + n(n + 1)(n − 2) 2 6 c n−1 .
If we put µ = 2, we have (c 0 + c 0 + c 2 ) n + 2(c 0 + c 1 + c 1 ) n = n(n + 1) 6 c n+2 + n(n + 2)(2n − 1) 6 c n+1 + (n + 1)(n + 2)(n − 1) 2 6 c n .
If we put µ = 3, we have (c 0 + c 0 + c 3 ) n + 6(c 0 + c 1 + c 2 ) n + 2(c 1 + c 1 + c 1 ) n = (n + 1)(n + 2) 6 c n+3 + (n + 1)(n + 3)(2n + 1) 6 c n+2 + n 2 (n + 2)(n + 3) 6 c n+1 .
The proof of Theorem 2 is based upon a relation about the function c(x).
The fourth power
In a similar manner, we have the following for the fourth power.
Theorem 3. For µ, n ≥ 0, we have
