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ORTHOGONAL RELATIONAL SYSTEMS
S. BONZIO, I. CHAJDA, AND A. LEDDA
Abstract. In this paper we discuss the concept of relational sys-
tem with involution. This system is called orthogonal if, for ev-
ery pair of non-zero orthogonal elements, there exists a supremal
element in their upper cone and the upper cone of orthogonal ele-
ments x, x′ is a singleton (i.e. x, x′ are complements each other).
To every orthogonal relational system can be assigned a groupoid
with involution. The conditions under which a groupoid is assigned
to an orthogonal relational systems are investigated. We will see
that many properties of the relational system can be captured by
the associated groupoid. Moreover, these structures enjoy several
desirable algebraic features such as, e.g., a direct decomposition
representation and the strong amalgamation property.
1. Introduction
It is superfluous to recall how important binary relational systems
are for the whole of mathematics. The study of binary relations traces
back to the work of J. Riguet [17], and a first attempt to provide an
algebraic theory of relational systems is due to Mal’cev [14]. A general
investigation of quotients and homomorphisms of relational systems
can be found in [9], where seminal notions from [6] are developed. A
leading motivation for our discussion stems from the theory of semilat-
tices. In fact, semilattices can be equivalently presented as ordered sets
as well as groupoids. This approach was widen to ordered sets whose
ordering is directed. In this case the resulting groupoid needs not be, in
general, a semilattice, but a directoid (for details see [10]). We will see
that many features of a relational system A = 〈A,R〉 can be captured
by means of the associated groupoid. Reflexivity, symmetry, transi-
tivity or antisymmetry of R can be equationally or quasi-equationally
characterized in the groupoid [11, 8].
The concept of orthogonal poset was first considered in [7], where
an algebraic characterization of the system through the associated
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groupoid with involution is presented. In [12] this method was gener-
alized to cover the case of ordered sets with antitone involution. These
ideas motivated us to extend the approach to general algebraic sys-
tems with involution and distinguished elements. In what follows, we
develop this theory.
The paper is structured as follows: in § 2 we present the notions of
orthogonal relational system and orthogonal groupoids and show how
the two concepts are mutually related. In § 3 we present a decom-
position theorem for a variety of orthogonal groupoids. Finally in §
4 we show that the class of orthogonal groupoids enjoys the strong
amalgamation property.
2. Relational systems with involution
By a relational system is meant a pair A = 〈A,R〉, where A is a non-
empty set and R is a binary relation on A, i.e. R ⊆ A2. If a, b ∈ A,
the upper cone of a, b is the set
UR(a, b) = {c ∈ A : (a, c) ∈ R and (b, c) ∈ R}.
In case a = b we write UR(a) for UR(a, a).
A relational system with involution is a triple A = 〈A,R,′ 〉 such that
〈A,R〉 is a relational system and ′ : A→ A is a map such that, for all
a, b ∈ A, (a′)′ = a, and if (a, b) ∈ R then (b′, a′) ∈ R. For brevity sake,
we will write a′′ for (a′)′.
A relational system with 1 and involution is a quadrupleA = 〈A,R,′ , 1〉,
such that the structure 〈A,R,′ 〉 is a relational system with involution
and 1 is a constant in A such that (x, 1) ∈ R for each x ∈ A.
As customary, we indicate 1′ by 0. Since (x, 1) ∈ R, then it follows
that (0, x) ∈ R for all x ∈ A. One can easily see that, for any a, b ∈ A,
UR(a, b) 6= ∅, as 1 ∈ UR(a, b).
Let A = 〈A,R,′ , 1〉 and a, b ∈ A. The elements a, b are orthogonal
(in symbols a ⊥ b) when (a, b′) ∈ R (or, equivalently, (b, a′) ∈ R). We
say that an element w ∈ UR(a, b) is a supremal element for a, b if for
each z ∈ UR(a, b), with z 6= w, then (w, z) ∈ R. Obviously, if R is an
order relation on A, then the supremal element for a, b ∈ A coincides
with sup(a, b).
The following notion will be central in our discussion:
Definition 1. A relational system A = 〈A,R,′ , 1〉 is orthogonal if:
(a) UR(x, x
′) = {1} for each x ∈ A;
(b) for all x, y, if x ⊥ y and x 6= 0 6= y then a supremal element
for x, y exists.
Let us recall a useful notion from [11] and [8].
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Definition 2. Let A = 〈A,R〉 be a relational system. A binary oper-
ation + on A can be associated to R as follows:
(i) if (x, y) ∈ R then x+ y = y;
(ii) if (x, y) 6∈ R and (y, x) ∈ R then x+ y = x;
(iii) if (x, y) 6∈ R and (y, x) 6∈ R then x+ y = y + x = z, where z is
an arbitrarily chosen element in UR(x, y).
We call the structure G(A) = 〈A,+〉 a groupoid induced by the rela-
tional system A = 〈A,R〉.1
Let us remark that, in general, for a relational system A = 〈A,R〉,
an induced groupoid G(A) is not univocally determined. This happens
whenever there are elements a, b in A s.t. (a, b), (b, a) /∈ R and UR(a, b)
contains more than one element. In this case indeed, a + b will be
arbitrarily chosen in UR(a, b).
Conversely, if an induced groupoid G(A) is given, then a relation R
on A is uniquely determined by the binary operation + as follows:
(x, y) ∈ R if and only if x+ y = y,
see [11] and [8] for details.
In other words, any induced groupoidG(A) stores all the information
relative to the relational system A = 〈A,R〉. Furthermore, whenever
R is reflexive, the following obtains:
Lemma 1. Let A = 〈A,R〉 be a relational system and R be a reflexive
relation. Then x+ y ∈ UR(x, y) for all x, y ∈ A.
Proof. If (x, y) ∈ R then, by Definition 2-(i), x + y = y. Therefore,
(x, x + y) ∈ R. Moreover, since R is reflexive (y, y) = (y, x+ y) ∈ R.
If (x, y) 6∈ R and (y, x) ∈ R then, by Definition 2-(ii), x + y = x.
Therefore, (y, x) = (y, x + y) ∈ R. Moreover, by reflexivity, (x, x) =
(x, x+ y) ∈ R. Finally, if (x, y) 6∈ R and (y, x) 6∈ R, the claim follows
from Definition 2-(iii). 
Given a groupoidG = 〈G,+〉 it is possible to define a binary relation
RG on G as follows, for any a, b ∈ G:
(a, b) ∈ RG if and only if a+ b = b.
We call the relational system A(G) = 〈G,RG〉 the induced relational
system by G and RG the relation induced by the groupoid G. For
simplicity sake, whenever no danger of confusion is impending we drop
subscripts from our notation.
1The notation G(A) involves a mild notational abuse, since, as we shall see the
groupoid induced by 〈A,R〉 is not necessarily unique.
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Since Definition 2, it is possible to associate an algebra (in particu-
lar a groupoid) to any relational system. However, since our aim is
to obtain an algebra out of an orthogonal relational system, we need
to integrate this definition with a further condition, that takes into
account orthogonality.
Definition 3. Let A = 〈A,R,′ , 1〉 be an orthogonal relational system.
Then a we associate to R a binary operation + on A satisfying condi-
tions (i), (ii), (iii) of Definition 2 and the following further condition:
(iv) if x ⊥ y with x 6= 0 6= y, then x+ y = y + x = w,
where w is a supremal element in UR(x, y).We call the structureG(A) =
〈A,+,
′
, 1〉 a groupoid induced by the orthogonal relational system A =
〈A,R,′ , 1〉.
Let us remark that the existence of a supremal element for a pair of
orthogonal elements is guaranteed by Definition 1.
We can now propose an algebraic counterpart of the notion of or-
thogonal relational system.
Definition 4. An orthogonal groupoid, for short orthogroupoid, is an
algebra D = 〈D,+,′ , 1〉 of type (2, 1, 0) such that 〈D,+〉 is a groupoid
and the following conditions hold:
(a) x′′ ≈ x;
(b) 0 + x ≈ x and x+ 1 ≈ 1, where 0 = 1′;
(c) x+ x′ ≈ 1;
(d) if x+ z ≈ z and x′ + z ≈ z then z ≈ 1;
(e) (((z + y)′ + (z + x))′ + (z + y)′) + z′ ≈ z′;
(f) x+ (x+ y) ≈ x+ y and y + (x+ y) ≈ x+ y.
Some basic properties of orthogroupoids are subsumed in the follow-
ing lemmas.
Lemma 2. Let D = 〈D,+,′ , 1〉 be a groupoid in the type 〈2, 1, 0〉 satis-
fying conditions (a), (b), (c) and (e) of Definition 4 and R its induced
relation. Then
(i) 0′ = 1.
(ii) (x′ + y)′ + x = x.
(iii) (0, x) ∈ R and (x, 1) ∈ R for any x ∈ D.
(iv) If (x, y) ∈ R then (y′, x′) ∈ R.
Proof. (i) 0 = 1′, thus 0′ = 1′′ = 1.
(ii) Replacing x by y and z by x′ in Definition 4-(e), we get (((x′+y)′+
(x′+y))′+(x′+y)′)+x = x. By (c) and (a) (x′+y)′+(x′+y) = 1, thus
((x′+y)′+(x′+y))′ = 0. Then by (b) (0+(x′+y)′)+x = (x′+y)′+x = x.
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(iii) Straightforward from the definition of induced relation.
(iv) Let (x, y) ∈ R. Then, by definition of R, x+ y = y. By Definition
4-(a) and item (ii) y′+x′ = (x+y)′+x′ = x′. Therefore (y′, x′) ∈ R. 
Lemma 3. Let D = 〈D,+,′ , 1〉 be a non-trivial orthogroupoid, then
the following properties hold:
1) x+ x = x, for any x ∈ D;
2) x 6= x′ for any x ∈ D.
Proof. 1) By axiom (f), x + (y + x) = y + x. Setting y = 0, x + x =
x+ (0 + x) = 0 + x = x.
2) Suppose by contradiction that a = a′ for some a ∈ D. Then, by 1),
a + a = a and also a′ + a = a + a = a. Then, by (d), a = 1, hence
0 = 1′ = 1. By (b) 0 + c = c, for any c ∈ D, and 0′ + c = 1 + c =
0+ c = c, thus c = 1 by (d). So, if a = a′ then D is trivial, against the
assumption. 
Although in Definition 4 orthogroupoids have a quasi-equational pre-
sentation (Condition (d)), we can prove that the same notion can be
captured by a single equation, as the following proposition shows:
Proposition 1. A structure D = 〈D,+,′ , 1〉 of type (2, 1, 0) that satis-
fies equations (a), (b), (c), (e) and (f) in Definition 4 satisfies condition
(d) if and only if it satisfies
(2.1) 1 + x ≈ 1.
Proof. We first derive 1 + x ≈ 1, assuming (d). 1 + (1 + x) = 1 + x by
axiom (f), and 0 + (1 + x) = 1 + x by (b), hence 1 + x = 1 for (d), as
desired.
For the converse, suppose 1+x ≈ 1 holds and assume, for a, b ∈ D, that
a+ b = a′+ b = b. First observe that by Lemma 2-(ii), (a′+ b)′+a = a,
so b′ + a = a. Similarly (a + b)′ + a′ = a′, hence b′ + a′ = a′. Now,
substituting z by b′, y by a and x by a′ in (e), we obtain (((b′ + a)′ +
(b′ + a′))′ + (b′ + a)′) + b = b. As b′ + a = a and b′ + a′ = a′, we get
b = ((a′ + a′)′ + a′) + b = (a′′ + a′) + b = (a + a′) + b = 1 + b = 1 as
desired. 
Corollary 1. The class of orthogroupoids forms a variety axiomatized
by equations (a), (b), (c), (e) and (f) in Definition 4 and (2.1).
Let D be an orthogroupoid. We now show that the relational system
obtained from D is an orthogonal relational system.
Theorem 1. Let D = 〈D,+,′ , 1〉 be an orthogroupoid and R the in-
duced relation. Then the induced relational system A(D) = 〈D,R,′ , 1〉
is orthogonal and R is reflexive.
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Proof. By Definition 4-(a), and Lemma 2-(iv) the mapping x 7→ x′ is
an involution on A(D). By Lemma 2-(iii), for all x, (x, 1) ∈ R thus
A(D) = 〈D,R,′ , 1〉 is a relational system with 1 and involution.
Since Lemma 3, x+ x = x, i.e. R is reflexive.
To prove that A(D) is orthogonal, we verify that conditions (a) and
(b) in Definition 1 are satisfied.
By Definition 4-(c), x+x′ = 1 for each x ∈ D. Obviously 1 ∈ UR(x, x
′).
Assume z ∈ UR(x, x
′). Then, by definition, (x, z) ∈ R and (x′, z) ∈ R
and hence x + z = z and x′ + z = z. Then, axiom (d) implies z = 1,
proving that UR(x, x
′) = {1}.
We now prove (b) of Definition 1. Assume x 6= 0 6= y and x ⊥ y. Then
(x, y′) ∈ R and (y, x′) ∈ R. The following three cases may arise:
(i) if (x, y) ∈ R then (y′, x′) ∈ R by (iv) of Lemma 2, hence y + x′ =
y′ + x′ = x′. Then, by axiom (d), x′ = 1 and x = 0, a contradiction.
So this case is impossible.
(ii) if (x, y) 6∈ R but (y, x) ∈ R, then similarly y′ ∈ UR(x, x
′) = {1},
whence y = 0, which is again a contradiction.
(iii) the last possibility is that (x, y) 6∈ R and (y, x) 6∈ R. By axiom
(f), x+ y ∈ UR(x, y). Assume z ∈ UR(x, y) with z 6= x+ y. Replacing
x, y, z by x′, y′, z′ in axiom (e), respectively, we obtain
(2.2) (((z′ + y′)′ + (z′ + x′))′ + (z′ + y′), z) ∈ R.
Since x ⊥ y, (y, x′) ∈ R, and so
(2.3) y + x′ = x′.
Moreover, z ∈ UR(x, y) yields (x, z) ∈ R and (y, z) ∈ R thus also
(z′, x′) ∈ R and (z′, y′) ∈ R, which imply
(2.4) z′ + x′ = x′ and z′ + y′ = y′.
Using equations (2.3) and (2.4), we obtain x+y = x′′+y = (y+x′)′+y =
((z′ + y′)′ + (z′ + x′))′+ (z′ + y′)′, thus, from equation 2.2, we conclude
(x + y, z) ∈ R. This proves that x + y is a supremal element for x, y
and hence A(D) is an orthogonal relational system. 
Let us remark that a relational system is univocally associated to
an orthogroupoid, since the relation R is uniquely determined by the
groupoidal operation.
A converse of Theorem 1 showing how to construct an orthogroupoid
out of an orthogonal relational system requires some more lemmas.
Lemma 4. Let A = 〈A,R〉 be a relational system and let R be reflexive.
Then the following equations
(2.5) x+ (x+ y) ≈ x+ y ≈ y + (x+ y)
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hold in any induced groupoid.
Proof. Three cases are possible:
(i) If (x, y) ∈ R then x + y = y. Since R is reflexive, also (y, y) ∈ R,
thus y ∈ UR(x, y), i.e. x+ y ∈ UR(x, y) whence x+ (x+ y) = x+ y =
y + (x+ y).
(ii) If (x, y) 6∈ R but (y, x) ∈ R then x+ y = x. Using reflexivity of R,
(x, x) ∈ R and hence x+ y = x ∈ UR(x, y), thus x+ (x+ y) = x+ y =
y + (x+ y).
(iii) If (x, y) 6∈ R and (y, x) 6∈ R then, by definition, x+ y is arbitrarily
chosen in UR(x, y). Hence x+ (x+ y) = x+ y = y + (x+ y). 
Lemma 5. Let A = 〈A,R,′ , 1〉 be an orthogonal relational system with
R a reflexive relation. If x, y ∈ A, x ⊥ y and x 6= 0 6= y, then (x, y) 6∈ R
and (y, x) 6∈ R.
Proof. Assume x ⊥ y and x 6= 0 6= y. Then (x, y′) ∈ R and (y, x′) ∈ R.
Three cases are possible:
(i) if (x, y) ∈ R then (y′, x′) ∈ R and hence x′ ∈ UR(y, y
′). Therefore,
x′ = 1, i.e. x = 0, a contradiction;
(ii) if (x, y) 6∈ R and (y, x) ∈ R then (x′, y′) ∈ R and hence y′ ∈
UR(x, x
′), whence y = 0, again a contradiction.
(iii) The case in which (x, y) ∈ R and (y, x) ∈ R is ruled out by the
previous two.
Hence the only admissible case is (x, y) 6∈ R and (y, x) 6∈ R. 
Lemma 6. Let A = 〈A,R,′ , 1〉 be an orthogonal relational system and
D = 〈D,+,′ , 1〉 be an induced groupoid. Then D satisfies
(2.6) x+ 0 ≈ x.
Proof. By definition, for any a ∈ D, (0, a) ∈ R. Suppose that (a, 0) ∈
R and a 6= 0. Then, (1, a′) ∈ R. Since (0, a′) ∈ R, we get that
{a′, 1} ⊆ UR(0, 1), which is a contradiction. Therefore (a, 0) /∈ R, and
thus, by Definition 2-(ii), a+ 0 = a. 
Remark 1. Let us notice that in general an orthogroupoid may falsify
equation (2.6), as the orthogroupoid defined by the following table
shows (a+ 0 = b).
+ 0 1 a a′ b b′
0 0 1 a a′ b b′
1 1 1 1 1 1 1
a b 1 a 1 b 1
a′ a′ 1 1 a′ 1 b′
b a 1 a 1 b 1
b′ a′ 1 1 a′ 1 b′
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We can now prove a converse of Theorem 1 for orthogonal relational
systems whose relation is both reflexive and transitive.
Theorem 2. Let A = 〈A,R,′ , 1〉 be an orthogonal relational system
with a reflexive and transitive relation R. Then any groupoid G(A) =
〈A,+,′ , 1〉 induced by A is orthogonal.
Proof. Consider an induced groupoid G(A) = 〈A,+,′ , 1〉 as defined in
Definition 3. We check that G(A) is an orthogonal groupoid, i.e. it
satisfies all the axioms presented in Definition 4.
Axioms (a) and (b) are obviously satisfied. By Lemma 4,G(A) satisfies
(f). Now assume x + z = z and x′ + z = z for some x, z ∈ A. Then
(x, z) ∈ R and (x′, z) ∈ R, thus z ∈ UR(x, x
′) = {1}, i.e. z = 1,
proving the quasi-identity (d). It remains to show that (c) and (e)
hold true. We first prove (e). Let x, y, z ∈ A and set b = (z + y)′,
a = ((z + y)′ + (z + x))′. By Lemma 4 we have b + a′ = a′, therefore
(b, a′) ∈ R by Lemma 1, whence a ⊥ b. Let us consider three different
cases:
Case 1: a = 0, then ((z + y)′ + (z + x))′ + (z + y)′) + z′ = (z + y)′ + z′.
Now, if y = 0 then (z + y)′ + z′ = (z + 0)′ + z′ = z′ + z′, by equation
(2.6), and (e) holds.
If z = 0 then (z + y)′ + z′ = y′ + 1 = 1 = z′, proving (e).
If z 6= 0 6= y then, by reflexivity and Lemma 4, we have (z, z + y) ∈ R
thus also ((z + y)′, z′) ∈ R and hence (z + y)′ + z′ = z′, as desired.
Case 2: b = 0, then ((z + y)′ + (z + x))′ + (z + y)′) + z′ = (((0 + (z +
x))′ + 0) + z′ = (z + x)′ + z′ = z′, since by Lemma 1, (z, z + x) ∈ R,
and, by definition of the map ()′, ((z + x)′, z′) ∈ R.
Case 3: a 6= 0 6= b and a ⊥ b. Since Lemma 5, there is a supremal
element w for a, b in UR(a, b) and w = a + b. Since R is reflexive, also
(z, z + y) ∈ R by Lemma 4. However, b′ = z + y thus (b, z′) ∈ R.
Since a′ = (z + y)′ + (z + x), also (z + x, a′) ∈ R. By Lemma 4
(z, z + x) ∈ R and, since R is transitive we can conclude (z, a′) ∈ R
and also (a, z′) ∈ R. Altogether we have shown that z′ ∈ UR(a, b).
Since a + b is a supremal element for a, b, this yields (a + b, z′) ∈ R.
Consequently, (a + b) + z′ = z′, proving (e).
Finally, we show axiom (c). If x = 0 then x′ = 1 and hence x + x′ =
0 + 1 = 1. Similarly for x = 1. If x 6= 0 and x 6= 1 then, since R is
reflexive, x+ x′ ∈ UR(x, x
′) = {1}, hence x+ x′ = 1 
Let us remark that reflexivity and transitivity are necessary condi-
tions to obtain, from Definition 3, an orthogroupoid out of an orthog-
onal relational system.
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Example 1. Let A = {0, a, a′, 1} and
R = {(a, a′), (a′, a), (x, 1), (0, x) ∀x ∈ A}.
It can be verified that A = 〈A,R,′ , 1〉 is an orthogonal relational
system. Indeed: UR(0, 0
′) = UR(1, 1
′) = {1}; UR(a, a
′) = {1} and
UR(a
′, a) = {1}. Since (a, a′) ∈ R we have a ⊥ a. UR(a, a) =
UR(a) = {a
′, 1}, thus a′ is a supremal element in UR(a, a). UR(a
′, a′) =
UR(a
′) = {a, 1}, hence a is a supremal element in UR(a
′, a′). This
shows A = 〈A,R,′ , 1〉 is an orthogonal relational system: notice that
R is neither reflexive nor transitive.
• •a a′
•
1
•
0
Figure 1. The graph of the orthogonal relational sys-
tem A.
An induced groupoid G(A) = 〈A,+,′ , 1〉 is defined as follows
+ 0 a a′ 1
0 0 a a′ 1
a a a′ a′ 1
a′ a′ a a 1
1 1 1 1 1
It can be seen thatG(A) is not an orthogroupoid, since a+a′ = a′ 6= 1,
against Definition 4-(c).
By Theorem 1, ifG is an orthogroupoid and RG the induced relation
then RG is reflexive. In order to prove a converse of this statement,
in Theorem 2 we require, moreover, R to be transitive. In this second
example we show that transitivity is a necessary condition to obtain
an orthogroupoid out of an orthogonal relational system.
Example 2. Let B = {0, a, b, a′, b′, c, c′, 1} and a binary relation
R = {(a, b), (b, c), (b′, a′), (c′, b′), (a, c′), (c, a′), (0, x), (x, 1), (x, x) ∀x ∈ B}.
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It can be easily checked that UR(a, a
′) = UR(b, b
′) = UR(c, c
′) = {1}.
The orthogonal pairs are: a ⊥ c, c′ ⊥ b, b′ ⊥ a and UR(a, c) = UR(c
′, b) =
UR(b
′, a) = {1}. Therefore the structure B = 〈B,R,′ , 1〉 is an or-
thogonal relational system whose relation is reflexive but not tran-
sitive. By Definition 3 we have that a + b = b, a + c′ = c′ and
c + b = c since (c, b) 6∈ R but (b, c) ∈ R. Therefore in any groupoid
induced by the system B axiom (e) in Definition 4 is falsified, indeed:
(((a+c′)′+(a+b))′+(a+c′)′)+a′ = ((c′′+b)′+c′′)+a′ = (c′+c)+a′ =
1 + a′ = 1 since (1, a′) /∈ R and (a′, 1) ∈ R, but a′ 6= 1.
• •a a′
•b • b
′
•
1
•
0
•c • c′
Figure 2. The graph representing the orthogonal rela-
tional system B (obvious arrows are omitted).
3. Central elements and decomposition
The aim of this section is to give a a characterization of the central
elements of a variety of orthogroupoids. Contextually a direct decom-
position theorem of this variety will follow. The section is based on
the ideas developed in [18] and [13] on the general theory of Church
algebras.
The notion of Church algebra is based on the simple observation
that many well-known algebras, including Heyting algebras, rings with
unit and combinatory algebras, possess a term operation q, satisfying
the equations: q(1, x, y) ≈ x and q(0, x, y) ≈ y. The term operation q
simulates the behaviour of the if-then-else connective and, surprisingly
enough, this yields to strong algebraic properties.
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An algebraA of type ν is a Church algebra if there are term definable
elements 0A, 1A ∈ A and a term operation qA s.t., for all a, b ∈ A,
qA
(
1A, a, b
)
= a and qA
(
0A, a, b
)
= b. A variety V of type ν is a
Church variety if every member of V is a Church algebra with respect
to the same term q (x, y, z) and the same constants 0, 1.
Taking up an idea from D. Vaggione [19], we say that an element e of
a Church algebra A is central if the congruences θ(e, 0), θ(e, 1) form a
pair of factor congruences on A. A central element e is nontrivial when
e 6∈ {0, 1}. We denote the set of central elements of A (the centre) by
Ce(A).
Setting
x ∧ y = q(x, y, 0), x ∨ y = q(x, 1, y) x∗ = q(x, 0, 1)
we can state the following general result for Church algebras:
Theorem 3. [18] Let A be a Church algebra. Then
Ce(A) = 〈Ce(A),∧,∨,∗ , 0, 1〉
is a Boolean algebra which is isomorphic to the Boolean algebra of factor
congruences of A.
If A is a Church algebra of type ν and e ∈ A is a central element,
then we define Ae = (Ae, ge)g∈ν to be the ν-algebra defined as follows:
(3.1) Ae = {e ∧ b : b ∈ A}; ge(e ∧ b) = e ∧ g(e ∧ b),
where b denotes the a n-tuple b1, ..., bn and e ∧ b is an abbreviation for
e ∧ b1, ..., e ∧ bn.
By [13, Theorem 4], we have that:
Theorem 4. Let A be a Church algebra of type ν and e be a central
element. Then we have:
(1) For every n-ary g ∈ ν and every sequence of elements b ∈ An,
e∧ g(b) = e∧ g(e∧ b), so that the function h : A→ Ae, defined
by h(b) = e ∧ b, is a homomorphism from A onto Ae.
(2) Ae is isomorphic to A/θ(e, 1). It follows that A = Ae × Ae′
for every central element e, as in the Boolean case.
We call 0-commutative an orthogroupoid if it satisfies
(3.2) x+ 0 ≈ 0 + x.
Let us remark that equation (3.2) states a very natural property for
orthogroupoids since, in Lemma 6, we proved that any orthogroupoid
induced by an orthogonal relational system fulfills this equation.
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In the context of 0-commutative orthogroupoids, a new operation
x · y can be defined a` la De Morgan by (x′ + y′)′. Few basic properties
of · are presented in the following:
Lemma 7. Any 0-commutative orthogroupoid satisfies:
1) x · 0 ≈ 0 · x ≈ 0;
2) x · 1 ≈ 1 · x ≈ x.
Proof. 1) x · 0 = (x′ + 0′)′ = (x′ + 1)′ = (1 + x′)′ = 1′ = 0.
2) x · 1 = (x′ + 1′)′ = (x′ + 0)′ = (0 + x′)′ = x′′ = x.

The following proposition shows that the variety of 0-commutative or-
thogroupoids is a Church variety [18, Definition 3.1].
Proposition 2. 0-commutative orthogroupoids form a Church variety,
with witness term
q(x, y, z) = (x+ z) · (x′ + y).
Proof. Suppose A is a 0-commutative orthogroupoid and a, b ∈ A.
Then, by Lemma 7-(2), q(1, a, b) = (1 + b) · (0 + a) = 1 · a = a · 1 = a.
Also, q(0, a, b) = (0 + b) · (1 + a) = b · 1 = b. 
According with the results proved in [18], central elements of a
Church variety can be described in a very general way.
Proposition 3. If A is a Church algebra of type ν and e ∈ A, the
following conditions are equivalent:
(1) e is central;
(2) for all a, b,~a,~b ∈ A:
a) q(e, a, a) = a,
b) q(e, q(e, a, b), c) = q(e, a, c) = q(e, a, q(e, b, c)),
c) q(e, f(~a), f(~b)) = f(q(e, a1, b1), ..., q(e, an, bn)), for every
f ∈ ν,
d) q(e, 1, 0) = e.
In case A is a 0-commutative orthogroupoid, condition (a) reduces
to
(3.3) (e+ a) · (e′ + a) = a.
Conditions (b) read
(3.4) (e + c) · (e′ + ((e+ b) · (e′ + a)) = (e+ c) · (e′ + a),
(3.5) (e+ c) · (e′ + a) = ((e+ ((e+ c) · (e′ + b))) · (e′ + a).
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Condition (c), whenever f is equal to the constant 1, expresses a prop-
erty valid for every element. Indeed q(e, 1, 1) = (e+1) ·(e′+1) = 1 ·1 =
1. If f coincides with the involution, (c) becomes
(3.6) (e + b′) · (e′ + a′) = [(e+ b) · (e′ + a)]′.
Finally if f is equal to +, we get:
(3.7) (e+(c+d)) · (e′+(a+b)) = ((e+c) · (e′+a))+((e+d) · (e′+b)).
Condition (d) expresses a property that in fact holds for every ele-
ment: e · 1 = e.
Proposition 4. Let A be an orthogonal 0-commutative groupoid and
Ce(A) the set of central elements ofA, then Ce(A) = 〈Ce(A),+, ·,′ , 0, 1〉
is a Boolean algebra.
Proof. By Theorem 3 we only need to check that ∨, ∧ and ∗ correspond
to +, ·, ′, respectively. From Lemma 7 we obtain:
x ∨ y = q(x, 1, y) = (x+ y) · (x′ + 1) = (x+ y) · 1 = x+ y
x∗ = q(x, 0, 1) = (x+ 1) · (x′ + 0) = 1 · (0 + x′) = 1 · x′ = x′
x ∧ y = (x∗ ∨ y∗)∗ = (x′ + y′)′ = x · y

As done in [12] for the variety of involutive directoids, we aim at
proving a general decomposition result for the variety of 0-commutative
orthogroupoids. Given A a 0-commutative orthogroupoid and e a cen-
tral element of A, we define the set
[0, e] = {x ∈ A : (x, e) ∈ R, x+ e ≈ e + x},
where R is a relation induced by A.
In the following part of this section we give a decomposition theorem
in terms of central elements.
Lemma 8. Let A be a 0-commutative orthogroupoid and e a cen-
tral element of A. Then Ae = 〈Ae,+e,
′e , e〉 is the algebra [0, e] =
〈[0, e],+,e , e〉, where for any a ∈ [0, e] ae = e · a′.
Proof. We first prove that Ae = [0, e]. Suppose x ∈ Ae, then, by
definition of Ae, x = e ∧ b for some b ∈ A, i.e. x = e ∧ b = q(e, b, 0) =
e · (e′ + b). Notice that in any orthogroupoid, z′ + (z′ + (z′ + y)′) =
z′+(z′+y)′ (condition (f) in Definition 4), thus by Lemma 3 (z′+(z′+
y)′)′+z = z, i.e. (z ·(z′+y))+z = z. Hence x+e = (e ·(e′+b))+e = e.
Furthermore notice that equation (3.5), with a = 1 and c = 0, reads:
e = (e + (e · (e′ + b)). Hence we get that e + x = e+ (e · (e′ + b)) = e,
proving that x ∈ [0, e], hence we have Ae ⊆ [0, e].
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For the converse inclusion suppose x ∈ [0, e], hence (x, e) ∈ R and
x + e ≈ e + x = e. By the property of central elements expressed by
equation (3.3), x = (e + x) · (e′ + x) = e · (e′ + x) = q(e, x, 0) = e ∧ x.
Thus x ∈ Ae, giving the desired inclusion.
We now prove that, for x, y ∈ [0, e], x +e y = x + y, where +e is
the operation defined in (3.1). Let x, y ∈ [0, e], then, by definition,
x+ e = e+ x = e and y + e = e+ y = e. Then, x+e y = e∧ (x+ y) =
q(e, x + y, 0) = q(e, x, 0) + q(e, y, 0) by condition (c) in Proposition 3.
By definition of q, q(e, x, 0) + q(e, y, 0) = (e · (e′ + x)) + (e · (e′ + y)),
but since e + x = e and e + y = e, (e · (e′ + x)) + (e · (e′ + y)) =
((e+ x) · (e′+ x)) + ((e+ y) · (e′+ y)) = x+ y, by equation (3.3). Thus
x+ y ∈ Ae = [0, e] as desired.
As regards e notice that for any x ∈ [0, e] we have xe = e · x′ =
(e+ 0) · (e′ + x′) = q(e, x′, 0) = e ∧ x′ = x′e . 
Theorem 5. Let A be a 0-commutative orthogroupoid and e a central
element of A. Then A ∼= [0, e]× [0, e′].
Proof. Follows directly from Theorem 4, Proposition 2 and Lemma
8. 
Proposition 3 states that the central elements of a Church variety
are characterized by equations. This allows to prove the following
Proposition 5. Let A be a 0-commutative orthogroupoid, e ∈ Ce(A)
and c ∈ Ae. Then
c ∈ Ce(A)⇔ c ∈ Ce(Ae)
Proof. (⇒) It follows from the fact that 0-commutative orthogroupoids
forms a Church variety, hence central elements are described by equa-
tions. By Theorem 4, h : A→ Ae is an onto homomorphism such that
for every a ∈ Ae, h(a) = a and homomorphisms preserve equations.
(⇐) Since central elements are characterized by equations, if c1 is
a central element of a 0-commutative orthogroupoid A1 and c2 is a
central element of a 0-commutative orthogroupoid A2, then (c1, c2) ∈
Ce(A1 × A2), since equations are preserved by direct products. Sup-
pose c ∈ Ce(Ae), the image of c by the isomorphism of Theorem 4 is
(c, 0). Since 0 is always central, we have that (c, 0) is a central element
in Ae ×Ae′, implying that c ∈ Ce(A), as A ∼= Ae ×Ae′. 
In Proposition 3 we have proved that Ce(A) is a Boolean algebra.
We can consider the set of its atoms and denote them by At(A).
Lemma 9. If A is an orthogroupoid and e is an atomic central element
of A, then At(Ae′) = At(A) \ {e}.
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Proof. (⊇) Since e is an atom of the Boolean algebra Ce(A), for any
other atomic central element c ∈ A, c·e = e·c = 0, therefore e′+c′ = 1.
By equation (3.3) we get (e+c′)·(e′+c′) = c′, hence (e+c′)·1 = e+c′ =
c′. Thus eRc′ (for R the relation induced by the orthogroupoid), then
cRe′, by Lemma 2. Hence c ∈ Ae′. By Proposition 5, c ∈ Ce(Ae′).
Moreover, if d is a central element of Ae′ such that d < c, then d is a
central element of A and since c ∈ At(A) then necessarily d = 0.
(⊆) Suppose c ∈ At(Ae′), then in particular c is a central element of
Ae′ and, by Proposition 5, c ∈ Ce(A). Let d ∈ Ce(A), with c < d,
then we have d ≤ e′ and therefore d ∈ Ce(Ae′) by Proposition 5. As, by
assumption, c ∈ At(Ae′) then d = 0, which shows that c is an atomic
central. We now claim that c 6= e. Indeed, suppose by contradiction
that c = e, then since c ≤ e′ we have e ≤ e′, i.e. e = e · e′ = 0 which is
a contradiction, as e is atomic central by hypothesis. 
The above lemma allows to prove the following
Theorem 6. Let A be a 0-commutative orthogroupoid such that Ce(A)
is an atomic Boolean algebra with countably many atoms, then
A =
∏
e∈At(A)
Ae
is a decomposition of A as a product of directly indecomposable alge-
bras.
Proof. The argument proceeds by induction on the number of elements
of At(A). If 1 is the only central atomic element, then A is directly
indecomposable and clearly A = A1. If there is an atomic central
element e 6= 1, then A = Ae ×Ae′ by Theorem 4. On the other hand
Ce(Ae) = {0, e}, because if Ae had another element, say d, then d
would be a central element of A in virtue of Proposition 5 and 0 <
d < e contradicting the fact that e is an atom. Consequently Ae is
directly indecomposable. By Lemma 9 At(Ae′) = At(A) \ {e} and by
induction hypothesis, Ae′ =
∏
c∈At(A
e′
)Ac, whence the result readily
follows. 
4. Amalgamation property
A V-formation (Figure 3) is a 5-tuple (A,B1,B2, i, j) such that
A,B1,B2 are similar algebras, and i : A→ B1, j : A→ B2 are embed-
dings. A class K of similar algebras is said to have the amalgamation
property if for every V-formation with A,B1,B2 ∈ K and A 6= ∅ there
exists an algebra D ∈ K and embeddings h : B1→ D, k : B2→ D such
that k ◦ j = h ◦ i. In such a case, we also say that k and h amalgamate
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the V-formation (A,B1,B2, i, j). K is said to have the strong amal-
gamation property if, in addition, such embeddings can be taken s.t.
h ◦ i(A) = k ◦ j (A) = h (B1) ∩ k (B2).
(4.1)
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Figure 3. A generic amalgamation schema
Amalgamations were first considered for groups by Schreier [15] in
the form of amalgamated free products. The general form of the AP was
first formulated by Fra¨ısse [16], and the significance of this property to
the study of algebraic systems was further demonstrated in Jo´nsson’s
pioneering work on the topic [1, 2, 3, 4]. The added interest in the AP
for algebras of logic is due to its relationship with various syntactic in-
terpolation properties. We refer the reader to [5] for relevant references
and an extensive discussion of these relationships.
In this section, we show that the variety of orthogroupoids has the
strong amalgamation property.
Theorem 7. The variety of orthogroupoids has the strong amalgama-
tion property.
Proof. Let us suppose that we have a V-formation like the solid part of
figure 3, and without loss of generality, let us assume that B1∩B2 = A
and i(a) = j(a), for every a ∈ A. We are going to give an explicit
construction of the amalgam of this V-formation. Let us consider D =
B1 ∪ B2. We define an operation ⊕ on D as follows:
(4.2) x⊕ y =
{
x+Bi y, if x, y ∈ Bi;
1, otherwise.
From now on we will drop superscripts whenever no danger of confusion
is impending. We can define a complementation ∗ in D as follows:
(4.3) x∗ = x′
Bi
Clearly the element 1 belongs to D. We show that D = 〈D,⊕,∗ , 1〉 is
an orthogroupoid.
(a) 0⊕ x = x holds since 0
D
= 0B1 = 0B2 .
(b) x⊕ 1 = 1, since 1
D
= 1B1 = 1B2 .
(c) notice that x ∈ Bi with i = 1, 2 if and only if x
′ ∈ Bi, hence
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x⊕ x∗ = x+ x′ = 1.
(d) due to Proposition 1 it is enough to show that x + 1 = 1 + x = 1.
Since 1D = 1B1 = 1B2 , 1⊕ x = 1 + x = 1.
(e) we have to prove that
(4.4) (((x⊕ y)∗ ⊕ (x⊕ z))∗ ⊕ (x⊕ y)∗)⊕ x∗ = x∗.
We will proceed through a case-splitting argument.
Case 1: x, y, z ∈ Bi, where i ∈ {1, 2}. Then equation (4.4) holds since
it holds in Bi.
Case 2: x, y ∈ Bi, z ∈ Bj , z 6∈ Bi, with i, j ∈ {1, 2} and i 6= j.
Then x ⊕ y = x + y, while x ⊕ z = 1. Then equation (4.4) reads:
(((x+ y)′+1)′+(x+ y)′)+x′ = (0+ (x+ y)′)+x′ = (x+ y)′+x′ = x′,
which holds by Lemma 2 (ii).
Case 3: x ∈ Bi, y, z ∈ Bj , x 6∈ Bj , with i 6= j. We then have
x⊕ y = 1 = x⊕ z. Therefore (1∗ ⊕ (x⊕ z))∗ ⊕ 1∗)⊕ x∗ = ((0⊕ 1)∗ ⊕
0)⊕ x∗ = (0⊕ 0)⊕ x∗ = 0⊕ x∗ = x∗.
Case 4: x, z ∈ Bi, y ∈ Bj, y 6∈ Bi, with i 6= j. Then x ⊕ y = 1
and x ⊕ z = x + z. Equation (4.4) reads: ((0 + (x + z))′ + 0) + x′ =
(x+ z)′ + x′ = x′, by Lemma 2 (ii).
It can be verified that no other case is possible.
(f) x ⊕ (x ⊕ y) = x ⊕ y reduces to x + (x + y) = x + y if x, y ∈ Bi
and clearly holds. In case x ∈ Bi and y ∈ Bj and x, y 6∈ Bi ∩ Bj,
with i 6= j, then we get x ⊕ 1 = 1 which always holds. Similarly for
y ⊕ (x⊕ y) = x⊕ y.
It is clear that Bi is a subalgebra of D. Furthermore, by construction,
the intersection of B1 and B2 as subalgebras of D is the algebra A.
Therefore, we have proven that D is a strong amalgam of B1 and
B2. 
As a byproduct of the previous theorem it follows that the orthogo-
nal relational systems induced by the orthogroupoids in a V-formation
are amalgamated, as relational structures, in the orthogonal relational
system induced by their amalgam.
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