codes. Deviation factors between the calculated and experimental cross sections have been estimated for each target and for the whole energy range covered by our measurements. Two-dimensional diagrams of deviation factor values were produced for estimating the predictive power of every code for intermediate, not measured masses of nuclei targets and bombarding energies of protons. Further improvements of all tested here codes are recommended. In addition, new measurements at ITEP of nuclide yields from the 208 Pb target irradiated by 500-MeV protons are presented. A good agreement between these new data and the GSI measurements obtained by the inverse kinematics method was found.
I. INTRODUCTION
High-energy transport codes (HETCs) based on various versions of nuclear reaction models [generally, an intranuclear cascade model (INC) followed by different deexcitation models] are widely used in many nuclear centers for the analysis of experimental data, for calculations of nuclear accelerator shielding, and for design of new nuclear facilities. Each of the available codes was developed originally for well-specified tasks and the model parameters were estimated on the basis of fitting the corresponding data. With an expansion of tasks, as a rule, the agreement between predictions by different HETC diminishes; examples of which are presented in many publications [1] [2] [3] [4] [5] .
HETCs are used mainly for calculations of two types of data: (1) experiments with thin targets 1 aimed at studying the initial processes of the incident particle interaction with the target nuclei; (2) simulations of thick targets, in which an essential role is played by the secondary processes induced by particles from the primary interactions, involving the 1 A thin target must satisfy two criteria: (1) The incident particle energy loss in the target is negligible compared with the initial energy, and (2) the incident particle free path is much larger than the target thickness. In other cases, the target is considered thick. internuclear transport of all produced particles. Obviously, the second type of data is important for most of the practical applications. Our present work is restricted to only the first type of data, providing more information about the initial intranuclear processes.
In connection with the widely discussed designs of accelerator-driven power systems, a significant amount of experimental data on the proton-induced reactions was accumulated in the last 10-15 years for a broad range of proton energies and target masses [6] . These data were partially analyzed in the original works with different versions of HETCs. Recently, a benchmark of spallation models has been organized under the auspices of the International Atomic Energy Agency (IAEA) on a selected set of experimental data covering different reaction channels [3] [4] [5] . In the present work, we focus on a consistent set of the most accurate experimental data concerning yields of residual nuclei and try to estimate the predictive powers of several of the most popular HETCs.
The available data on the independent and cumulative product yields of the proton-induced reactions are briefly discussed in the first section. In the second section, the overlapping data measured at different laboratories are compared and consistent data sets are selected, which are used later for comparison with the HETC results. The main components and parameters of HETCs are briefly described in the third section. The fourth section presents a comparison of the model calculations with experimental data. For each code, deviation factors between the model simulations and experiments are determined for all considered targets and proton energies from 40 up to 2600 MeV. Contour plots of the deviation factor values are produced to estimate the predictive power of each code for intermediate proton energies and masses of targets not covered by our current measurements. The main conclusions together with a recommendation to further improve all tested here codes are presented in the last section.
II. EXPERIMENTAL DATA ON INDEPENDENT AND CUMULATIVE YIELDS OF REACTION PRODUCTS
At the present time, the residual yields of nuclear reaction products are measured by means of two methods, which are usually named "direct" and "inverse kinematics": (i) In the framework of the first one, a thin target is irradiated by a proton beam ( 1 1 H → A z T ) and reaction products are measured after chemical separation, or without it, by means of α, β, or γ spectrometers including high-resolution silicon, germanium, or scintillating detectors .
(ii) In the case of the inverse kinematics, a liquid hydrogen target is irradiated by the corresponding heavy-ion beam ( A z T → 1 1 H ) and the charge and mass distributions of reaction products are measured by means of a high-resolution magnetic separator and a ionization chamber [27] [28] [29] [30] [31] [32] .
For the direct method, frequently referred to as the "activation" one, the off-line regime of measurements is used, as a rule, and only the radioactive reaction products are detected. Radioactive nuclides can be produced in both the ground and the isomeric states, whose yields are measured separately. Such nuclides are produced not only in the initial nuclear reaction, but also after a decay of its chain precursors. Accordingly, the cumulative yields of nuclides are measured in most cases.
With the inverse kinematics method, in which the target becomes the projectile, bombarding a liquid hydrogen target with the same energy/nucleon, the reaction products are measured in the time intervals about 10 −7 -10 −9 s after the nuclear reaction. So, the independent yields of residual nuclei are registered without any separation of the ground and isomeric states.
In accordance with the standard terminology, we use below the symbols i and c for the independent and cumulative yields, respectively, the additional symbols (g) and (m) for the identification of the ground and metastable isomeric states, and the symbol c * for the supracumulative yields, whose difference from the cumulative ones is discussed below. All types of product yields are measured by the activation methods while only independent ones are obtained in the inverse kinematics approach.
Only the independent yields are calculated by all HETCs in this work. Obviously, such yields are more convenient for verification of the models included in the codes. However, for practical applications, the main requests on the data are connected with the long-lived nuclides which determine a residual radioactivity of irradiated components at nuclear facilities. Such activities are connected mainly with the cumulative yields.
Currently, the decay schemes are well known for most of the radioactive nuclei and a transition from the independent to the cumulative yields can be calculated rather accurately. As an example, we consider the chain of nuclides connected through the β − , ε, α, and other possible transitions. All nuclides in the chain can be numerated independently from the atomic number in such a way that a nuclide with a smaller number decays to a nuclide with a larger number [16] . Then, for the established cross sections of independent product yields the cumulative production cross section can be calculated as
Here m kj is the matrix whose elements are determined in accordance with the formulas
where ν ik are the branching coefficients determining the probabilities of the various decay modes. Obviously, the cumulative cross section coincides with the individual one if for some nuclide there is no decaying precursor. More detailed consideration of the above relations including the corresponding uncertainties is presented in Refs. [8, 9, 16, 18] . It should be noted that in some cases the measured decay activities do not make it possible to separate completely the contributions of the mother and daughter nuclides. Such cases arise frequently when the time between the irradiation and the beginning of activity measurements is large compared to the half-life of the mother nuclide. The ZSR group has named such cross sections "cumulative" too and used for their calculations the relation [25] 
where λ is the corresponding decay constant, inverse of the half-life of the mothers (M) and daughter (D) nuclides, respectively. The Institute for Theoretical and Experimental Physics (ITEP) group has proposed to name such cross sections "supracumulative" (c * ). Taking into account the branching coefficients, the supracumulative cross sections can be defined instead of using Eq. (3) by the formula
The supracumulative cross section is always larger than the cumulative one, because λ 1 >λ 2 . One can see from Eq. (4) that a difference between the cumulative and supracumulative cross sections can be rather large in the case of a small difference between the decay constants of the mother (index "1") and daughter (index "2") nuclei. More detailed considerations 064612-2 about the differences between the cumulative and supracumulative cross sections are presented in Refs. [8, 9, 16, 18, 19] . These differences should certainly be taken into account in the model simulations of experimental data.
It is obvious from Eqs. (1) and (2) that the accuracy of the cumulative cross-section calculations depends essentially on completeness of our knowledge about the decay chains and branching coefficients. Such data were selected from the current version of the ENSDF library [33] , which includes up to 18 decay modes, namely
+ , 2e. The modes leading to the same changes of the mass and charge numbers were combined into 12 decay groups. The branching coefficients were taken for the ground states or for the first metastable states if there was no the ground state data. To construct the matrixes of all possible transitions (2), a special code was developed that considers the following approximations:
(i) if only the limit value of a branching factor is given in ENSDF, the factor value was taken as equal to that limit; (ii) if a branching coefficient is indicated as unknown (the symbol "?" is shown), its value was taken equal to zero; (iii) if several decay modes are presented, but the sum of their values is below 100%, the unknown branching factor value was taken to be the difference between 100% and the sum of the remaining decay modes; (iv) if but a single decay mode with a branching factor below 100% is presented, the missing difference was ascribed to either mode β + (for neutron-deficient nuclides) or mode β − (for neutron-rich nuclides); 56 Fe, and nat Cr decays. For the reasons mentioned above and considering that such information is important when verifying the codes, Refs. [18, 19] present all chains together with their branching factors. Figure 1 shows an example of the 148 Gd chain that includes 48 precursors [19] .
III. SELECTION OF THE EXPERIMENTAL
Experimental data used for verification of HETC should satisfy the following requirements:
(i) the number of irradiated targets should be significant; (ii) the data should be obtained for a wide energy interval.
At present, such requirements can be satisfied best if we consider jointly the recent data obtained at GSI (Darmstadt), Zentrum für Strahlenschutz und Radioökologie (ZSR) (Hannover), and at ITEP (Moscow) . The combined analysis of all these data allows us to estimate their consistency and virtual accuracy.
The total number of production cross sections measured at ITEP during 1997-2010 is 14 621. The list of the irradiated targets and incident proton energies is presented in Table I . Each cell of this table indicates the number of the residual nuclides measured for the corresponding target and the proton incident energy [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] .
To test the reliability of the ITEP data, they were compared with similar data obtained by other groups. The following data were considered: (i) production cross sections for residual radioactive nuclides on targets of 63 Cu and 65 Cu irradiated in pairs by 1.2-GeV protons at the ITEP accelerator and analyzed independently with spectrometers at the Japan Atomic Energy Research Institute [JAERI (Tokai)] and ITEP [8] ; (ii) nuclide production cross sections from 56 Fe obtained by the direct and inverse kinematics methods at ITEP and GSI, respectively, for the corresponding proton energies of 0.3, 0.5, 0.75, 1.0, and 1.5 GeV [16, 27] ; (iii) nuclide production cross sections from 197 Au obtained by the activation method at ZSR and ITEP and by the inverse kinematics method at GSI for the proton energy of 0.8 GeV [6,10,28]; (iv) nuclide production cross sections from 208 Pb obtained by the direct and inverse-kinematics methods at ITEP and GSI, respectively, for the proton energies of 0.5 and 1.0 GeV [8] [9] [10] [29] [30] [31] (It should be noted that the ITEP activation data at 0.5 GeV were measured specifically for our comparison of the two methods and they are presented here in the Appendix); We use as criteria of a general consistency between different experimental data the average deviation factors F and their dispersions σ (F ) defined as [26] 
where the superscript of the cross-section symbol indicates the source of data and N is the number of the points included in the comparison.
Logarithmic deviation factors have an advantage over the linear ones used by the classical statistics because the variations observed for experimental cross sections are often large compared to the cross-section values [26] . Consequently, a linear normal distribution of deviations between various data is unlikely. A log-normal distribution for the cross-section ratios would then be a more reasonable assumption. However, we do not suppose that such ratios follow exactly to all properties of the log-normal statistics. The above factors are used as convenient numerical values for the data comparison only.
Frequently for the comparison of various data instead (5) the mean-square deviation factors are used defined as [1] [2] [3] [4] [5] 26, 35 ]
The above factors are connected by the relation 
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It is obvious that in the case of the averaged data consistency (F = 1) the factor (7) will coincide with the dispersion σ (F ). For a general case the factor F represents the log-normal deviation transformed to a linear scale. An advantage of this factor is a transformation of a two-parameter consideration to a one-parameter description. Of course, the information about the systematic shift between the data (the averaged excess of one dataset over another) will inevitably be lost for the one-parameter description.
As an example, the distributions of differences between the activation cross sections measured at ITEP and ZSR for the natural tungsten target are shown in Fig. 2 . The ordinate axis estimates the number of measured nuclide yields and the abscissa axis shows the decimal logarithm of the cross-section ratios related to the corresponding data dispersion. For all energies the distributions are similar to the Gaussian and about 68% of cases are found into the limit of the distribution widths. The shift between the averaged data of ITEP and ZSR changes from 2% to 23% of the data dispersion at various energies.
More detailed information about the average deviation factors F between the data of ITEP and those of other institutes at energies above 300 MeV is presented in Table II . The calculated dispersions of these factors are given too. Table III shows a specific comparison between the data obtained by ITEP and ZSR.
The deviation factors F , σ (F ) calculated for the complete set of the available data are marked with the subscript c. Each cell in the table shows the total number of experimental points N 0 measured by the corresponding group, the number of points N c included in the calculations of the deviation factors F c and σ (F c ). The numbers of points are given in the top half of each cell and the corresponding deviation factors are presented in the bottom half.
The deviation factors presented in Tables II and III and F c = 0.88, σ (F c ) = 1.27]. A direct comparison of the ZSR and ITEP data shows also some essential differences between these two experimental data sets for gold and for lead: F c = 0.80, σ (F c ) = 1.28, and F c = 1.11, σ (F c ) = 1.21. Such relatively large deviation factors can be related to a difference in the irradiation conditions and/or to some systematic errors of the activation methods used at ITEP and ZSR.
As a whole, the performed analysis has shown that the average differences between the experimental data obtained by the GSI, ITEP, JAERI, and ZSR groups are of the order of 30% (excluding the data for nat Cr, 56 Fe, 181 Ta at energies below 0.07 GeV), which is much less than the divergence between the measured data and the theoretical calculations based on various versions of HETC, as is shown in the following. A reasonable agreement between different experimental data sets allows us to limit the code testing to the ITEP data only. Their advantage over other data sets relates to a more broad energy range, a larger number of targets, and a larger amount of measured radioactive nuclides, owing to including more short-lived isotopes.
IV. CODES USED FOR CROSS-SECTION CALCULATIONS
The following five codes were used to simulate the measured cross section.
(i) MCNPX is a well-known transport code used extensively in various nuclear applications [36] . [48, 49] , the jet AA microscopic (JAM) transport model [50] , and the JAERI quantum-molecular dynamics (QMD) model [51] . The subsequent stage models for the evaporation and fission are adopted form the GEM code [41] . For the internuclear transport calculations, all neutron cross sections can be taken from the international libraries of evaluated data. (v) CASCADE07 is an upgrade of the CASCADE code [52] [53] [54] [55] [56] developed at JINR, Dubna, to simulate reactions on both thin and thick targets. The INC is described with an old version of the Dubna INC able to calculate nucleusnucleus interactions (often referred in the literature simply as the Dubna cascade model (DCM) [57] ). The hadron-nucleus interaction cross sections are calculated in accordance with the compiled experimental data [58] and the nucleus-nucleus cross sections are calculated via analytical approximations with the parameters determined in Ref. [59] . Special attention was given to an adjustment of the cutoff energy determining the end of INC stage. The preequilibrium stage is based on the modified-exciton model (MEM) [60] . The transition to the equilibrium evaporation stage has been modified according to Ref. [61] . The evaporation and fission processes are treated in accordance with the description presented in Ref. [62] .
Let us note that a brief description of all codes used here together with many useful references may be found on-line in the Ingredients column of the Calculation Results section of the materials on the recent benchmark of spallation models [3] [4] [5] .
The experimental data obtained in Refs. [14, 18, 19, [21] [22] [23] [24] were simulated at 35 proton energies ranging from 0.033 to 3.5 GeV to get smooth excitation functions for each residual nuclide. Calculations with the BERTINI, ISABEL, INCL4.2 + ABLA, INCL4.5 + ABLA07 codes were performed at ITEP, and similar calculations with the CEM03.02, PHITS, CASCADE07 codes were carried out by the code authors directly at their laboratories.
All calculated excitation functions were plotted and compared with the ITEP experimental data and available data by other laboratories. The number of such plots is 1467 and the visual control is important to remove possible accidental errors related to both the experimental data processing and the fluctuations of calculated results owing to low statistics at near-threshold energies. The plots are also useful for comparison of experimental data obtained at different energies, where a direct comparison can be incorrect. Partially, the plots were published in Refs. [14, 18, 19, [21] [22] [23] [24] .
Beside the excitation functions, distributions of the ratios σ exp /σ calc were analyzed, too. One hundred ninety-eight plots were prepared and their visual control helps in removing some possible accidental errors in both experimental and theoretical results.
Calculations for all codes were performed with the default input parameters recommended by the code authors. The target-beam geometry and other parameters of experiments were accepted in accordance with the measurement conditions [18, 19] . As an example, the results of calculated mass distributions of 800-MeV proton-induced reaction products are compared in Fig. 3 with the measured cumulative and supracumulative yields for the targets 93 Nb and nat W. Because the cumulative yields correspond to but a fraction of the products, their difference from the calculated ones characterizes the contributions from the produced stable isotopes and radioactive isotopes that do not belong to the respective β-decay chains.
All codes provide a sufficiently good description of the measured mass yields of the products close to target nucleus mass (A tar -A) < 25-30). In the region of low masses (A < 40), however, a reasonable description of the observed yields is only obtained with the codes that, apart from the conventional evaporation of light particles, allow for evaporation of heavy clusters (the INCL4.5 + ABLA07, CEM03.02, and PHITS codes). For heavy targets, an accurate simulation of nuclear fission is important. The results for nat W demonstrate that such simulation for the INCL4.5 + ABLA07 and CASCADE07 codes is still far from optimal. Divergences between the calculated and experimental data similar to the one shown in Fig. 3 may be observed also for other proton energies and other targets. Therefore, we can conclude that none of the codes tested here provide a good quantitative description of the whole set of measured data. 
V. PREDICTIVE ACCURACIES OF HETC
For a quantitative analysis of differences between the experimental data and calculations, we have to use the factor of mean-square deviations determined in accordance with Eq. (5), in which the other data are replaced by the calculated ones. Calculations were carried out with all the above-mentioned codes for the proton energies coinciding with the experimental ones. The number of cross sections included in the analyses for each target and the corresponding energy is presented in Table IV .
Each cell of Table IV contains the number of the measured nuclide yields and the number of yields included in calculations of the deviation factors. The difference between these numbers is attributable to excluding from calculations of the deviation factors the data for metastable states and the cases when the calculated yields were obtained with too-low statistics (less than several events from about 5 × 10 6 -10 × 10 6 simulated events). The deviation factors obtained for each code at the corresponding energy are given in Tables V-XI. The lowest values of the mean-square deviation factors for every target are marked by bold font and the largest ones are marked by underlined.
The deviation factors (7) can be considered as an indicator of the predictive accuracy of HETC. A comparison of such The required accuracy of nuclear data for a majority of practical applications is about 30%-50%. Such accuracy corresponds to deviation factor values of 1.3-1.5. In accordance with Table V , accuracies close to the required ones are achieved with the CEM03.02 and NCL4.5 + ABLA07 codes only for lead and bismuth targets, experimental data for which have been widely used to optimize these codes. In applications of these codes to other mass regions, their predictive powers are still below the required one. The predictive powers of other codes tested here are even worse.
VI. CONCLUSIONS
The estimated predictive accuracy of the most popular HETC tested here indicates that all codes need further improvements. At the present time, the CEM03.02 ( Fig. 4 , but 56 Fe. Comparison of the nuclides production cross sections measured by the activation method at ITEP with estimated here cumulative yields from the independent cross sections by the inverse kinematics method measured at GSI for a 208 Pb target irradiated with 500-MeV protons.
owing to many recent improvements of them in the processes of the GSI data analyses. The whole set of experimental data obtained by the activation methods for many targets and a wide range of excitation energies opens additional opportunities for the tests and improvements of the models included in the current HETC systems. Last, let us mention that codes developed for practical applications must not only describe reasonably well arbitrary nuclear reactions without any free parameters, but also not require too much computing time. As calculations for this study, as well as for the recent benchmark of the spallation models [3] [4] [5] , were performed by different persons at different computers, the question about the computing time required by various codes remains open. 
