We present a theoretical investigation of the effect of multiple ionisation sources in H ii regions on the total elemental abundances derived from the analysis of collisionally excited emission lines. We focus on empirical methods based on direct temperature measurements that are commonly employed in cases when the temperature of the nebular gas can be determined from the ratio of nebular to auroral lines of (e.g.) doubly ionised oxygen. We find that direct temperature methods that employ a two-temperature zone approach (DT2T methods) are very robust against the spatial distribution of sources. Errors smaller than 0.15 dex are estimated for regions where the metallicity is twice solar and errors below 0.05 dex for solar metallicities and below. The biases introduced by the spatial distribution of the ionisation sources are thus much smaller for DT2T methods than for strong line methods, previously investigated by Ercolano, Bastian & Stasińska. Our findings are in agreement with the recent study of H ii regions in NGC 300 by Bresolin et al.
INTRODUCTION
The analysis of emission lines from H ii regions powered by OB stars is often the only means available for the determination of gas abundances both in our Galaxy and others. Accurate abundance determinations are crucial to derive metallicity gradients, which provide a key observational constraint to chemical evolution models of galaxies. The spectra of H ii regions in the optical and infrared are dominated by collisionally excited lines (CELs) of singly and doubly ionised ions of some of the more abundant heavy elements (e.g. oxygen, carbon etc.). While the metallicity diagnostic power of CELs from H ii regions is widely recognised and used for studying the chemical composition of galaxies, the uncertainties inherent to the empirical methods employed are often overlooked, potentially leading to somewhat over-optimistic error estimates.
Ionic abundances can be obtained from emission lines via the solution of the statistical equilibrium equation under the assumption of a gas temperature and density. Both gas temperature and density can be empirically derived from the observations using the ratio of diagnostic emission lines (e.g. Osterbrock and Ferland, 2006) . A widely used temperature diagnostic relies on the ratio of nebular to auroral [OIII] lines, in particular ([OIII]λ5007+[OIII]λ4959)/ [OIII] λ4363. This method is often referred to as the 'direct temperature' method. For faint (distant) or metal-rich regions, however, the [OIII]λ4363 line is seldom detected, rendering impossible the direct determination of temperature. In these cases one is often forced to use 'strong-line methods', which rely on ratios of some of the strongest CELs calibrated with one-dimensional photoionisation models. In a previous paper (Ercolano, Bastian & Stasińska, 2007, EBS07) we showed that commonly employed strong-line methods, may introduce a systematic bias of typically 0.1-0.3 dex, but up to 1 dex on the logarithmic oxygen abundance for regions where the gas and the ionising stars are intermixed.
Direct-temperature methods should be more reliable than strong line methods; however even these are not entirely immune by errors introduced by calibrations from spherically symmetric models. While the error on the determination of a single ionic abundance from emission lines via the solution of the statistical equilibrium matrix is simply determined by the accuracy of the gas temperature and (to a lesser extent) density estimates, not all the ionic stages of a given element produce emission lines in the observed wavelength range. For this reason the determination of total elemental abundances from ionic abundances relies on a correction for the unseen stages of ionisation, known as the ionisation correction factor (ICF). A potential bias is therefore introduced by the ICF schemes that are themselves calibrated via one-dimensional photoionisation modeling (e.g. Kingsburgh & Barlow 1994 , Peimbert et al., 1992 , with the implied assumption of a geometry comprising of a spherical region with a single central location for all ionisation sources.
The aim of this paper is to estimate whether the use of ICF schemes to derive total elemental abundances of H ii regions from direct-temperature methods introduces a bias in the case of regions ionised by multiple stars intermixed with the nebular gas. Via the analysis of theoretical H ii region spectra obtained with the mocassin code (Ercolano et al. 2003 (Ercolano et al. , 2005 (Ercolano et al. , 2008 in the set-up used by EBS07, we show that, unlike strong line methods, direct temperature methods using a two-temperature approach are very reliable also in cases when the stars are fully distributed within the nebular gas. These results are in line with the recent findings of Bresolin et al (2009, B09) who found good agreement between CEL abundances obtained by direct temperature methods with the abundances derived from absorption line analysis of stellar photospheres in a sample of H ii regions in the spiral galaxy NGC 300.
The paper is organised as follows. Section 2 summarises the model setup and input parameters. Section 3 contains a brief description of the methods employed. Our results are given in Section 4, while Section 5 is dedicated to a discussion and conclusions.
THEORETICAL EMISSION LINE SPECTRA: MODEL SETUP AND INPUT PARAMETERS
We have used the theoretical nebular spectra of EBS07, which were obtained using the three-dimensional photoionisation code mocassin (Ercolano et al. 2003 (Ercolano et al. , 2005 (Ercolano et al. , 2008 . This code uses a Monte Carlo approach to the transfer of radiation and can easily deal with multiple ionisation sources arbitrarily distributed within the simulation region. The atomic database included opacity data from Verner et al. (1993) and Verner & Yakovlev (1995) , energy levels, collision strengths and transition probabilities from Version 5.2 of the CHIANTI database (Landi et al. 2006 , and references therein) and the improved hydrogen and helium free-bound continuous emission data of Ercolano & Storey (2006) . The model setup and input parameters are described in EBS07, here we summarise briefly the main points, but refer the interested reader to EBS07 for further details. The regions are assumed to be spherical and consisting of homogeneous gas with number density N H = 100 cm −3 . The total number of ionising photons is constant for all models and is Q H 0 = 2.8 × 10 50 s −1 . We consider models of five different metallicities ( Z/Z ⊙ = 0.05, 0.2, 0.4, 1.0 and 2.0). The solar abundance model assumes the values of Grevesse and Sauval (1998) with the exception of C, N and O abundances which are taken from Allende Prieto et al. (2002) , Holweger (2001) and Allende Prieto, Lambert and Asplund (2001) , respectively. The higher and lower metallicity cases were obtained from the solar abundances by scaling using the empirical abundance trends observed in H ii regions by Izotov et al (2006) . The gas is ionised by 240 sources belonging to two populations, a hot (M * = 56 M ⊙ ) and cool (M * = 37 M ⊙ ) population, each population, as a whole, emits equal quantities of H-ionising photons. The stellar spectra were computed with the starburst99 spectral synthesis code (Leitherer et al. 1999) with the up-to-date non-LTE stellar atmospheres implemented by Smith, Norris and Crowther (2002) using single isochrones for the appropriate stellar masses. The stars were distrubuted as follows: (i) centrally concentrated at the centre of the spherical region -C-models; (ii) distributed in the half-volume of the spherical region -H-models; (iii) distributed in the full spherical volume -F-models. In the C-models all stars share the same location at the origin of the Cartesian axes.
In the H-and F-models the stars are distributed stochastically such as to obtain a statistically homogeneous 3D distribution of sources in the half or full spherical region, respectively. The Stroemgren sphere of stars in the F-models seldom overlap, while those of the C-model completely overlap, with the H-model representing the intermediate case.
In Table 1 we list the subset of the emission lines from our theoretical spectra that were used for the analysis described in the following section.
THE DIRECT TEMPERATURE METHOD
The aim of this study is to test whether the abundances determined from the emission line spectrum of an H ii region ionised by multiple stars intermixed with the gas are different from the abundances determined by a region with exactly the same physical characteristics but with all ionisation sources concentrated in the centre. EBS07 indeed demonstrated that large biases are introduced by this effect when strong-line methods are used. The main reason for such differences was due to a decrease of the 'effective ionisation parameter' of the gas when the stars were fully distributed within the medium compared to when the same stars were all concentrated at the centre of the nebula. This affected the temperature structure of the nebula significantly enough to produce large errors in the derived abundances.
Ionic abundances from direct-temperature methods should be immune from this error as long as the temperature gradients within a given ionic phase are not too large (see e.g. Stasińska, 1980 and Kingdon & Ferland, 1995) . However total elemental abundances can only be obtained by applying an ICF scheme to correct for the unseen ionisation stages. The question therefore remains as to what is the effect of the geometrical distribution of the stars on the ICFs, which rely on theoretical calibrations via one-dimensional photoionisation models (e.g. Kingsburgh & Barlow, 1994, hereafter KB94; Peimbert et al., 1992, hereafter PG92) .
To answer this question we took a subset of lines typically observed in extragalactic H ii regions, including the important temperature diagnostic lines of [O iii] at 4363Å and [N ii] at 5754Å, from the line spectra produced by the photoionisation models described in Section 2. We then used these model spectra to derive chemical abundances via the direct temperature method. The lines used for the analysis are listed in Table 1 .
We considered the nebula as being composed of two separate zones of low and high ionisation: first, we assumed a temperature of 10 000 K to obtain electron densities from the [O ii] λ3726/λ3729 and [S ii] λ6717/λ6731 line ratios. Then, the average of these two electron densities was used to derive a temperature from the [N ii] (λ6548+6584)/λ5754 line ratio. This temperature was then used to recalculate the densities, and the temperature recalculated once more using the resulting density. The abundances of singly-ionised species were derived using this temperature and density. Then, we used the same iterative approach, but using the [Cl iii] 5517/5537 and [Ar iv] 4711/4740 line ratios as density diagnostics, and the [O iii] 4959+5007/4363 ratio as a temperature diagnostic. Abundances of doubly and more highly ionised species were derived using this temperature and density.
Total abundances relative to hydrogen were calculated for He, C, N, O, Ne, S and Ar, using the two commonly used ICF schemes of KB94 and PTPR92. For several atoms these schemes use the same correction; they differ for helium (KB94 does not correct for neutral helium while PTPR92 does), argon and sulfur. We also considered the case where a low-ionisation temperature diagnostic is not available. In this situation, one can either use the [O iii] temperature for all ions, or estimate the low ionisation temperature using relations such as that found by Pilyugin et al. (2006) . We confirm previous findings that applying a single temperature diagnostics introduces considerable errors into the abundance determinations. This case will not be further discussed.
RESULTS
Our analysis indicates that the errors on the abundances introduced by the geometrical distribution of the ionising stars are much smaller when direct temperature methods are used instead of strong line methods. We stress here that our aim is not to assess the validity of the ICFs but to assess the effect of the distribution of the ionising sources on the derived abundances. Therefore, we are not comparing the derived abundances to the 'right answer' (i.e. the input abundances for our models), but rather comparing the results from model nebulae with distributed ionising sources to those with a centrally concentrated source. Figure 1 shows the logarithmic error, E F−C , on the abundances of various elements due to the spatial distribution of the ionisation sources. The black solid line shows results using KB94 ICFs and the red dashed lines shows the results for the ICF scheme of PTR92. The errors are due partly to temperature effects (e.g. a steep temperature profile or differences in the mean temperatures of various ions) and partly to the ICFs which may be more or less sensitive to changes in the effective ionisation parameter brought about by a different spatial distribution of sources (see discussion in EBS07). Here we are mostly interested in the latter, and in order to isolate this effect we calculate a correction to the error due to the ICFs, ∆(E F−C ), by comparing the C and F-model theoretical and empirical ICFs according to the following: The logarithmic errors and the ICF corrections are summarised in Table 2 . In the following we will discuss the sources of error in more detail for each element.
Helium
KB94 do not include an ICF correction for the unseen neutral helium; the very small E F−C for KB94 shown in Figure 1 is therefore only due to the lack of correction and the C-and F-models having different amounts of neutral helium. PTR92 on the other hand correct for neutral helium and it is indeed the ICF correction employed that at low metallicities is sensitive to changes in the effective ionisation parameter. The ∆(E F−C ) corrections given in Table 2 drastically reduce the E F−C values for PTR92.
Oxygen
The abundance of oxygen derived by the direct temperature method with a two temperature description of the medium (DT2T) is not very sensitive to the geometrical distribution of the ionisation sources (i.e. to the effective ionisation parameter) for the range of metallicities discussed here. The largest errors occur for metal-rich regions (twice solar) and are always below 0.15 dex. We note that both the empirical and theoretical ICFs for oxygen are roughly unity for all models considered here. The small error at higher metallicities is due to the steepening of the temperature profile which is more accentuated for the C-models (see discussion in EBS07 and Stasińska 1980) . This causes the oxygen abundances to be underestimated in the C-models more than in the F-models producing the error observed.
Nitrogen
Nitrogen also shows a similar behaviour with a slightly larger error (0.21 dex) for metal-rich regions. The nitrogen ICFs are not unity and some of the error shown in Figure 1 are indeed due to a different response of the ICFs to the change in the effective ionisation potential. The ICF correction is ∆(E F−C ) = − 0.14 for nitrogen in the Z/Z ⊙ = 2 case, which brings the nitrogen E F−C to roughly 0.1 dex. The remainder of the error can again be ascribed to the steepening of the temperature profile as discussed above.
Neon
The situation for neon is more complicated. ∆(E F−C ) at Z/Z ⊙ = 2 is ∼+0.3 dex, which actually increases the magnitude of the error. The large discrepancy (E F−C ) ∼ 0.7!) is due to the displacement of the Ne 2+ and O 2+ regions which results in a significant difference between T e (Ne 2+ ) and T e (O 2+ ) at high Z's. Using T e (O 2+ ) in the determination of Ne 2+ abundance then results in the large error. Indeed we find that at Z/Z ⊙ = 2, T e (Ne 2+ )/T e (O 2+ ) = 0.85 for the C-model and 0.93 for the F-model, the difference has a significant impact on abundances derived via CELs due to their exponential dependance on temperature. We calculate the correction due to the difference in the two temperature regions to be -0.61 dex, which brings the total E F−C to roughly 0.1 dex, which is comparable to what we found for oxygen and nitrogen. 
Argon
PTR92 do not employ a correction for Ar + , and the small errors shown are due to the change in the ionisation structure of F-and C-models. KB94 do include an ICF for Ar, however this is quite sensitive to changes to the effective ionisation parameter. The maximum errors for KB94 are of 0.3 dex at solar metallicities against a maximum error of 0.1 dex obtained by PTR92 at Z/Z ⊙ = 0.05.
Sulfur
Sulfur presents larger problems at low metallicities for both methods with maximum errors of 0.4 dex at Z/Z ⊙ = 0.05 for PTR92 and 0.27 dex for KB94 at the same metallicity. Most of the error here can be ascribed to the different responses of the ICFs to the change of the effective ionisation parameter. Indeed applying the ∆(E F−C ) corrections given in Table 2 brings E F−C to values smaller than 0.1 dex both for KB94 and PTR92.
The results obtained for the H-models lie in between those of the F and C models and are therefore not included in this discussion.
DISCUSSION & CONCLUSIONS
The main conclusion of this short paper is that abundance determinations from collisionally excited emission lines (CELs) of H ii regions via direct temperature methods that use a two-temperature description of the ionised region are very robust and not affected significantly by the spatial distribution of ionisation sources. Indeed the maximum errors on the oxygen abundance derived with the DT2T method are still lower than 0.15 dex at Z = 2 and below 0.05 dex at solar metallicity and below.
As a comparison we found that the strong-line-methods analysed in EBS07 gave much larger errors as shown in Figure 2 . The figure shows the discrepancy in the empirically determined oxygen abundance for the F-(fully distributed) and C-(centrally concentrated) models. The thick black line indicates the results for the DT2T, while the thinner lines are for the results of the various strong line methods considered by EBS07. A detailed legend is provided in the caption to Figure 2 . The small errors associated with the DT2T method compared to the large errors of the strong line methods are in agreement with the recent results of Bresolin et al. (2009, B09) who found a systematic difference between the oxygen abundance calculated by strong line methods and direct temperature methods for a sample of H ii regions in NGC 300. The yellow section in Figure 2 shows the metallicity range of the H ii regions analysed by B09. B09 compared the metallicities obtained by a direct temperature and a strong-line analysis of the emission line spectra of H ii regions in NGC 300 to those obtained from B and A supergiants in the same galaxy. They found excellent agreement between the results from supergiants and direct temperature analysis of the H ii regions, while noticing that a systematic bias affected the results from some popular calibration of strong lines. The calibrations used in B09 were not considered by EBS07 and included (i) the R23 1 ratio from the theoretical calibration of Mc Gaugh (1991, M91) using the analytical prescriptions of Kuzio de Naray et al. In order to estimate whether the spatial distribution of stars may be playing a role in producing the bias observed by B09 and predicted by ECD07, we have used the emission line spectra in Table 1 to compute the oxygen abundances given by the M91, T04, KD02 and PP04 calibrations listed above and compared it to the DT2T results in Figure 3 . The metallicity range of the B09 sample is again highlighted by the yellow section. The errors of the strong line methods are comparable to those lamented in the B09 paper, however a detailed comparison with the observation is premature at this point. The main problem is that the set of models run by EBS07 comprised a very idealised ionising source population which was designed to highlight eventual temperature fluctuations that may be introduced by the distribution of stars with spectra of very different hardness (see also Section 2), which turns out to be equivalent to a much harder 'effective' spectrum than that inferred by B09 for the H ii regions in NGC 300. The parameter η = (O + /O ++ )/(S + /S ++ ), (Vilchez & Pagel, 1988) was introduced as a measure of the hardness of the ionising field, with larger numbers corresponding to a softer spectrum. B09 find an average log(η) parameter of roughly 0.7, while we find values ranging between -0.2 and 0.2, indicating a significantly harder spectrum than that of the B09 H ii regions. Another problem is the fact that EBS07 explored a wide metallicity range and as a consequence the narrow metallicity range of the H ii regions in NGC 300 is very sparsely sampled, as shown in Figure 3 only one model data point actually falls in that range. In view of these shortcomings of the models we can at present only suggest that the spatial distribution of ionising sources is the cause of the metallicity bias that afflicts strong line measurements and postpone firmer statements to a future work where the parameter range is better suited to match those particular observations.
We finally note that we have not included a discussion of the well known abundance discrepancy between CELs and recombination lines (RLs). A number of possible causes has been identified in the literature including temperature fluctuations (Peimbert, 1967) , hydrogen-deficient, metal-rich inclusions (Liu et al., 2000; Stasinska et al. 2007 ) and X-ray irradiated quasi-neutral clumps (Ercolano, 2009 ). The jury is still out however as to which of the above effects or a combination thereof is to blame for the discrepancy. Until the latter problem is resolved all abundances determined via nebular emission lines carry a potential error. The excellent agreement between the results obtained by B09 from direct temperature analysis of CELs and those from the supergiants in NGC 300, however, indicates that in this Galaxy temperature fluctuations and X-ray irradiated quasineutral clumps, if at all present, must be playing a minor role.
