Abstract. This is the first of a series of papers on the interior regularity of fully nonlinear degenerate elliptic equations of second order. We consider here a stochastic optimal control problem in a domain, in which the diffusion coefficients, drift coefficients and discount factor are independent of the spatial variables. Under appropriate assumptions, for k = 0, 1, when the terminal and running payoffs are globally C k,1 , we establish the interior C k,1 -smoothness of the value function, which yields the existence and uniqueness of the solution to the associated Dirichlet problem for the possibly degenerate Bellman equation with constant coefficients. Interior estimates for first and second derivatives of the solution are also obtained. The results are applicable to fully nonlinear degenerate elliptic equations in the form of F (u x i x j (x), x) = 0 which are invariant under the action of the orthogonal group on the Hessian matrix, including Monge-Ampère equations and other Hessian equations under suitable settings, as discussed in subsequent papers.
Introduction
This paper is concerned with the interior C 1,1 -regularity theory for the degenerate Bellman equation with constant coefficients. We are motivated by [Kry93] , in which interior C 0,1 -regularity result was obtained.
We consider the time-homogeneous stochastic optimal control problem in a domain. Given a family of controlled diffusion processes governed by Itô stochastic equations: where A is the control set, the matrix a α = [(a α ) ij ] d×d = (1/2)σ α (σ α ) * for each α ∈ A, and summation convention of repeated indices is assumed. If the value function v is in the class of ∈ C 2 (D) ∩ C 0 (D), then v is a classical solution to (B) due to Bellman principle and Itô's formula. However, in general, v is not sufficiently smooth to satisfy (B). An interesting problem is establishing sufficient conditions under which v has derivatives up to and including second order and uniquely solves (B). Both PDE theoretic and probabilistic methods have been utilized in previous literature, see, e.g., [Eva83, Kry83, Kry89, Kry93, Lio83, Saf84, Saf88] . For PDE theoretic approach, the difficulties contain the degeneracy and fully nonlinearity of the elliptic equation. For probabilistic approach, the difficulties include the randomness and infiniteness of the exit time and the non-vanishing terminal payoff.
In this work, we restrict our attention to the problem in which the diffusion coefficient σ α , drift coefficient b α and discount factor c α are all independent of spatial variables, so that the associated Bellman equation is with constant coefficients. The main reason is that convex fully nonlinear elliptic equations in the form of F u x i x j (x), x = 0 can be rewritten as Bellman equations with constant coefficients, see [Kry95b] . The other reason is that in [Zho13a] , we obtained C 1,1 -smoothness of v and unique solvability of (B) for non-constant coefficients, under the assumption of nondegeneracy of the diffusion coefficients along the normal to the boundary. Therefore, we are interested in obtaining the same smoothness results without this assumption for simpler equations. Instead, our main assumptions here are Assumptions 2.1 and 2.2, which are general enough to make our theorems applicable to fully nonlinear degenerate elliptic equations in the form of F (u x i x j (x), x) = 0 which are invariant under orthogonal congruence on the Hessian matrix, including Monge-Ampère equations, as studied in the sequent paper [Zho13b] .
Our main results are the following: under Assumptions 2.1 and 2.2,
• If f α , g ∈ C 0,1 (D), then v ∈ C 0,1
• If f α ∈ C 0,1 (D), g ∈ C 1,1 (D) and f α + K|x| 2 is convex in D for some constant K, then v is convex after adding the function given in (2.11).
• If we further assume the weak nondegenacy of the diffusion term, see Remark 2.2, then v ∈ C 1,1 loc (D) ∩ C 0,1 (D), and (B) is uniquely solved by v in this function space.
• Interior estimates of the first and second derivatives of v are given by (2.10) and (2.12), under respective regularity assumptions on f α and g.
Our interior C 0,1 -regularity result is a non-essential generalization of the corresponding result in [Kry93] , in the sense of allowing b α and c α nonvanishing. (Note that we don't assume that c α has a positive lower bound.) The interior C 1,1 -regularity result is totally new. It is worth emphasizing that the C k,1 -regularity of the boundary data doesn't ensure the same global regularity for the solution of the Dirichlet problem in general. More precisely, if the boundary data g is C k,1 on ∂D, v may not be C k,1 up to the boundary, by even considering the Wiener process and the associated heat equation or Laplace's equation. Instead, the best regularity on v we may expect is the interior C k,1 -regularity. In this sense, our regularity results on v are optimal. We also provide interior estimates of first and second derivatives. We show that when v ∈ C 0,1 loc (D), its C 0,1 -norm doesn't blow up faster than 1/ dist(·, ∂D), which is sharp due to Example 4.1.1 in [Kry04] , and when v ∈ C 1,1 loc (D), its C 1,1 -norm doesn't blow up faster than 1/ dist(·, ∂D) 2 , whose sharpness is unknown by the author.
Unlike [Kry93] , we write down the entire paper in probabilistic terms rather than PDE terms, in order to show the ideas more intuitively and express several quantities by explicit formulas. We admit that in some circumstances, using PDE terms is more economical as far as computations and assumptions are concerned. However, we believe that the entire paper can be translated into a pure analysis of PDE paper like [Kry93] .
Our main theorems are stated in Section 2. The online of the remaining sections concerning the proof is discussed in Section 3.
Throughout the article, the summation convention for repeated indices is assumed, even when both repeated indices appear in the superscript. We usually put the indices in the superscript, since the subscript is for the time variable of stochastic processes. Given any sufficiently smooth function u(x) from R d to R, for y, z ∈ R d , let
We denote the gradient vector of u by u x and the Hessian matrix of u by u xx . For any matrix σ = (σ ij ), σ * represents its tranpose and σ 2 := tr(σσ * ). We also define s ∧ t = min{s, t}, s ∨ t = max{s, t}.
Constants appearing in inequalities are usually not indexed. They may differ even in the same chain of inequalities.
Statement of main theorems
Let d and d 1 be integers and A be a separable metric space. Assume that the following continuous and bounded functions on A are given:
Let (Ω, F, P ) be a complete probability space, {F t ; t ≥ 0} be an increasing filtration of σ-algebras F t ⊂ F which are complete with respect to (F, P ), and (w t , F t ; t ≥ 0) be a d 1 -dimensional Wiener process on (Ω, F, P ). Denote by A the set of progressively measurable A-valued processes α t = α t (ω).
Let D be a C 3 bounded domain in R d described by a C 3 real-valued function ψ which is non-singular on ∂D, i.e.
(2.1)
For the sake of simplicity in the statement of the results and their proofs, we suppose that
where
is given, which is bounded and Borel measurable. On the set A × D, a real-valued function f α (x) is defined, which is bounded and Borel measurable in A × D.
Now we consider the stochastic optimal control of degenerate diffusion processes in which D is the domain, A is the control set, A is the set of policies, σ α , b α , c α are diffusion, drift and discount coefficients, and f α (x), g(x) are running payoff and terminal payoff, respectively. To be precise, for each α t ∈ A and x ∈ D, the degenerate diffusion process is given by
The value function of the stochastic optimal control is known as
where for each α ∈ A and t ≥ 0, From now on, we use the common abbreviated notation, according to which we put the superscripts α and x beside the expectation sign instead of explicitly exhibiting them inside the expectation sign for every object that can carry all or part of them. Namely,
We also denote by S d (resp. O d ) the set of d × d symmetric (resp. orthogonal) matrices and introduce
Our assumptions and theorems are the following:
Remark 2.1. For example, if the set A := {a α : α ∈ A} is O d -invariant, i.e., for any orthogonal matrix q ∈ O d , qAq * = A, and the following conditions
for each q ∈ O d , and consequently Assumption 2.2 holds.
Theorem 2.1. Under Assumption 2.1, the value function v given by (2.3) is well-defined, and we have
Theorem 2.2. Under Assumptions 2.1 and 2.2, if f α ∈ C 0,1 (D), g ∈ C 0,1 (∂D), and sup
, and for a.e. x ∈ D, we have
Theorem 2.3. Under Assumptions 2.1 and 2.
and for each α ∈ A, f α + K 0 |x| 2 is convex , then for each constant κ > 0, the function
Remark 2.2. The condition µ(ξ) > 0 means that the term v (ξ)(ξ) essentially appear in the Bellman equation in (2.13). It is also not hard to see that
Note that the condition µ > 0 is called "weak nondegeneracy condition" in some previous literature, which holds if and only if for any ζ = 0, there exists an element in the control set A, such that the corresponding diffusion term a α is nondegenerate in the direction of ζ. In Section 4 we use Assumption 2.1 to prove Theorem 2.1. To prove Theorems 2.2 and 2.3, we first reduce the original problem of showing the existence of generalized derivatives to a priori estimate of the derivatives, which is explained in Section 5.
To estimate the derivatives, we differentiate both sides of the probabilistic representation (2.3). The main difficulty comes from the non-vanishing terminal payoff and the random unbounded exit time of the diffusion processes. Thus for simplicity in discussing the strategy we temporarily let c α = f α = 0. Heuristically, utilizing Bellman principle and then differentiating v in the direction of ξ, we wish to have
where ξ α,ξ t and η α,η t should be the first and second derivatives of the state process x α,x t with respect to its initial position in some sense. For this reason, in Section 6, we introduce the quasiderivatives which are more general than the traditional derivatives of stochastic processes and can somehow fit in the expectations on the right-hand side of (3.1) and (3.2).
We hope that ξ α,ξ τ is tangent to the boundary, so that we can replace v in the leading term in the expectations in (3.1) and (3.2) with g. Therefore, in Section 7, we seek such quasiderivatives by choosing appropriate parameters in their expressions. Note that since the diffusion processes are random, we have no way to figure out when or where they will exit the domain. Thus it is not an easy task to make the quasiderivatives always tangent to the boundary when the diffusion processes exit the domain. With the help of two nonnegative local supermartingales, we are able to show that our first quasiderivatives are tangent to the boundary when the diffusion processes exit the domain almost surely.
Gathering these auxiliary tools and results, we prove Theorem 2.2 and Theorem 2.3 in Sections 8 and 9, respectively. More precisely, after establishing (3.1), by replacing ξ with −ξ, we obtain the first derivative estimate. As far as the second derivatives are concerned, we notice that
so it suffices to estimate v (ξ)(ξ) . From (3.2) we can just get the second derivative estimate from below. To obtain the second derivative estimate from above, we make use of the associated Bellman equation under the assumption of weak nondegenercy. The existence result is known, and the uniqueness result is a corollary of a theorem in time-inhomogeneous case.
Proof of Theorem 2.1
Theorem 2.1 is a direction conclusion from the following lemma, which says that the moments of the exit times are uniformly bounded under Assumption 2.1.
Lemma 4.1. If Assumption 2.1 holds, then for any x ∈ D,
Proof. It suffices to prove the inequality for each α ∈ A and notice that
Proof of Theorem 2.1. Notice that
Reduction to derivative estimates
Proving Theorems 2.2 and 2.3 can be reduced to a priori estimate on the derivatives of v. This is due to the well-known C 2,β regularity result for fully nonlinear nondegenerate elliptic equations, together with the following lemma. 
Proof. Since f, g and e −x ∧ 1 are all globally Lipschitz, to show (5.2), it suffices to prove that
To prove (5.3), we notice that, for any constant T ∈ [1, ∞),
By taking the supremum with respect to α on the left side and letting first ǫ ↓ 0 and then T ↑ ∞, we obtain (5.3).
To prove (5.3), we notice that
. Then we estimate both terms. We have
Similarly, by notice that for sufficiently small ǫ,
we have
It turns out that
Again, by taking the supremum over A on the left side of the inequality and letting first ǫ ↓ 0 and then T ↑ ∞, we obtain (5.4).
Now we state our reduction and explain how it works.
Remark 5.1. To prove Theorem 2.2, it suffices to establish the first derivative estimate (2.10) by a priori assuming that v ∈ C 1 (D). Similarly, to prove the regularity results in Theorem 2.3, it suffices to establish the second derivative estimate (2.11) by a priori assuming that v ∈ C 2 (D). Moreover, it doesn't hurt to suppose that f α , g ∈ C 2 (D) when estimating the derivatives.
Indeed, for the controlled diffusion process given by (5.1), its diffusion term is of size d × (d + d 1 ) in the form of σ α (ǫ) = (σ α |ǫI). As a result, its associated Bellman equation is
where a α (ǫ) = a α + (ǫ 2 /2)I, which is nondegenerate for each ǫ > 0. Suppose that f α and g are as smooth as we want. By Theorem 7 in Section 6.2 of [Kry87] , we know that for each ǫ > 0, the nondegenerate bellman equation with Dirichlet boundary data has a unique solution u ǫ in the class of C 2,β (D). By Itô's formula and the uniqueness of this PDE problem, we see that u ǫ = v ǫ , which implies that the first and second derivatives of v ǫ exist up to the boundary, for each ǫ > 0. Then we may estimate the derivatives of v ǫ . First, Assupmtion 2.1 implies that for sufficiently small ǫ > 0,
They play the same roles as Assuptions 2.1 and 2.2, respectively. Once we obtained the first derivative estimate (2.10) for v ǫ , we know that v ǫ is locally Lipschitz for each sufficiently small ǫ. Notice that the constant N in (2.10) doesn't depend on ǫ. Therefore by letting ǫ ↓ 0, we conclude that v is locally Lipschitz, and then obtain the same first derivative estimate a.e. in D.
If we have the first inequality in (2.12) for v ǫ , which is the second derivative estimate from below, we have
in the set {x ∈ D : ψ ≤ κ}. Then we see that the function given in (2.11) is convex {x ∈ D : ψ ≤ κ}. Again, the constant N here doesn't on ǫ. By letting ǫ ↓ 0 we have the same conclusion for v. If we furthermore have the second inequality in (2.12) for v ǫ , then we know that the derivatives of v ǫ are locally Lipschitz, by letting ǫ ↓ 0, we conclude that the second derivatives of v exist almost everywhere, and satisfy the second derivative estimate (2.12). Observe further that for each fixed ǫ > 0, the functions f α and g can be uniformly approximated inD by sufficiently smooth functions, in such a way that the constant N in (2.10) and (2.12) increases by at most a factor of two when f α and g are replaced with the approximating functions. Therefore we may suppose f, g ∈ C 2 (D) when estimating the derivatives.
Quasiderivatives and auxiliary convergence results
In this section, we introduce the quasiderivatives and collect auxiliary convergence results to be used repetitively Sections 8 and 9.
For each α ∈ A, let r α
In (6.1) and (6.2), notice that when ǫ = 0, we have x α,y t and x α,z t . In Lemmas 6.2 and 6.3, we will prove that under suitable conditions, ξ α,ξ t and η α,η from random time change, π α t andπ α t are due to Girsanov's theorem on changing the probability space, and P α t andP α t appear in order to utilize Assumption 2.2.
Sufficient conditions should be given on the auxiliary processes such that (6.1)-(6.6) are meaningful. Note that, in the next section, we will define the auxiliary processes r αwith M α t = 0, we have, for any constants T, p ∈ (0, ∞),
which implies that
To prove that (6.1) is well-defined, it suffices to show that for any T ∈ (0, ∞), a.s.
Lemma 6.2. Suppose that the assumptions on r α t ,r α t , π α t ,π α t , P α t andP α t in Lemma 6.1 hold. Given any x ∈ U , ξ ∈ R d and constants p ∈ (0, ∞),
, we have the following results. Given stopping times γ α satisfying γ α ≤ τ α,x U for each α ∈ A, we have
Let the constant ǫ 0 ≤ 1 be sufficiently small so that B(x, ǫ 0 |ξ|) ⊂ U . For any ǫ ∈ [0, ǫ 0 ], given stopping times γ α (ǫ) such that
for each α ∈ A, we have
If for each α ∈ A, the function h α :Ū → R is in the class of C 0,1 (Ū ), and the Lipschitz constants of h α are uniformly bounded with respect to α, then we have
If furthermore h α ∈ C 1 (Ū ), and h α x are continuous in x, uniformly with respect to α, then we have (6.14)
Proof. In the proof, we drop the superscripts α, α t , etc., when this will not cause confusion.
The first property (6.10) has been proved in Lemma 6.1, see (6.9).
To prove the others we first consider the Itô stochastic equations (3.1) and (3.2) in [Zho13a] where
Notice that
where ǫ ′ ∈ (0, ǫ) is non-constant and due to Mean Value Theorem. Therefore,
Applying Lemma 3.1(2) in [Zho13a] with M = 0 and
Due to (6.10), we have
which completes the proof of (6.11). We next consider the Itô stochastic equations (3.1) and (3.2) in [Zho13a] with
Observe that
The equation (6.12) can be proved by mimicking the proof of (6.11). To prove (6.13), it suffices to notice that
and then apply (6.11).
To prove (6.14), we notice that
where for each n ∈ N, δ n = δ n (x) is a positive such that
It follows that
Therefore, for p ≥ 1,
By first letting ǫ ↓ 0 and then n ↑ ∞, (6.14) is verified.
The next lemma is the second order counterpart of the previous lemma.
Lemma 6.3. Suppose that the assumptions on r αin Lemma 6.1 hold. Given any x ∈ U , ξ, η ∈ R d and constants p ∈ (0, ∞),
We have the following results. Given stopping times γ α satisfying γ α ≤ τ α,x U for each α ∈ A, we have (6.10) and
Let the constant ǫ 0 ≤ 1 be sufficiently small so that B(x, ǫ 0 |ξ| + ǫ 2 0 |η|/2) ⊂ U . For any ǫ ∈ [−ǫ 0 , ǫ 0 ], given stopping times γ α (ǫ) satisfying
If for each α ∈ A, the function h α :Ū → R is in the class of C 0,1 (Ū ), and the Lipschitz constants of h α are uniformly bounded in α, then we have
If furthermore h α ∈ C 1 (Ū ), and h α x are uniformly continuous in α, then we have (6.21)
If furthermore h α ∈ C 2 (Ū ), and h α xx are uniformly continuous in α, then we have (6.22)
Proof. Again, we may drop superscripts α, α t , etc., when this will cause no confusion.
The trueness of inequality (6.16) is obvious due to the assumptions on r α t , r α t , π α t ,π α t , P α t andP α t given in Lemma 6.1 and the inequality (6.10). The equations (6.17) and (6.18) can be obtained by repeating the proof of (6.11) and (6.12).
To proof (6.19), we consider the Itô stochastic equations (3.1) and (3.2) in [Zho13a] with
and then mimic the proof of (6.12). Finally, (6.20)-(6.22) are nothing but staightforward extensions of (6.13) and (6.14).
We end up this section by showing a convergence result about the stopping times to be applied in the proof of the main theorems.
Lemma 6.4. Suppose that Assumption 2.1 holds.
(1) Let T be deterministic time. We have (6.23) lim
(2) If (6.11) holds with p = 1,
All of the statements above are still true when replacing D with D δ = {x ∈ D : ψ > δ}.
Proof. We drop the subscript D and the argument ǫ for simplicity of the notation. We first observe that, for each α ∈ A,
which implies (6.23). Next, notice that, for any α ∈ A,
Due to (6.13), we have
To prove (6.25), we just need to notice that for any stopping times τ , τ 1 and τ 2 , we have
For the conclusions when the domain is D δ , it suffices to repeat the proof with ψ replaced with ψ − δ.
Construction of barriers and quasiderivatives
For constants δ and λ satisfying 0 < δ < λ, define
Here we construct two barriers. The boundary barrier B 1 (x, ξ) is defined on D λ δ × R d , and the interior barrier B 2 (x, ξ) is defined on D λ 2 × R d , where λ ∈ (0, 1) is a sufficiently small constant throughout this article which will be determined in the proof of Lemmas 7.1, 7.2 and 7.3, and δ is an arbitrary constant in the interval (0, λ 2 ) in this section, which will approach zero in the proof of Theorems 2.2 and 2.3. We construct the barriers and quasiderivatives in such a way that B 1 (x α,x t , ξ α,ξ t ) and B 2 (x α,x t , ξ α,ξ t ) are local supermartingales.
Due to Assumption 2.1, we suppose that
by replacing ψ(x) with 4( σ 2 0,A + |b| 2 0,A )ψ(x).
ψ ,
For each α, we define the first and second quasiderivatives by (6.3) and (6.4), in which
. When the constant λ is sufficiently small, for all x ∈ D λ δ and ξ ∈ R d , we have
where N is a constant depending on K 0 , d, d 1 , D and λ.
Proof. We drop the superscript α throughout the proof. We may drop the argument x or x t when this will cause no confusion. Also, keep in mind that
We first notice that (2.1), there exists a small positive constant µ depending on the domain D, such that |ψ x | ≥ 1/2 in D µ . By choosing λ small than µ, we may assume that |ψ x | ≥ 1/2 in D λ . By Itô's formula, we have
Due to our choices of r and P , we have
Letσ := rσ + P σ andb := 2rb. Again, by Itô's formula,
In order that B 1 (x t , ξ t ) is a local supermartingale, we need that Γ 1 (x, ξ) ≤ 0.
To this end, we estimate from I 1 to J 4 term by term:
ψ 2 |Lψ|,
Collecting our estimates above we see that, for all (
By choosing sufficiently small positive λ, we get
It follows that B 1 (x t , ξ t ) is a local supermartingale on [0, τ δ 1 ]. For each κ < 1, B κ 1 (x t , ξ t ) is a local supermartingale since the power function x κ is concave. If κ > 1, by Itô's formula, we have
therefore ∆ 1 (x, ξ) < 0 when κ − 1 is sufficiently small. Thus (1) is proved. From (7.3), by letting λ 0 = λ 2 /2, we have
Therefore,
which proves (2).
To show (3), by Davis inequality, for
Now (3) is obtained by first letting n → ∞ and then taking the supremum with respect to α.
To show (4) it suffices to notice that
Now we estimate the moment of the second quasiderivative η t . Based on our definition, we have dη t = G t dw t + H t dt,
Let γ t = γ(x t ). By Itô's formula we have
Then for any bounded stopping time τ we have 
Letting n → ∞ and then taking the supremum over A, (5) and (6) are proved.
where θ ∈ (0, 1/3) and K 1 ∈ [1, ∞) are constants depending on K 0 ,d, d 1 ,D, to be determined in the proof. For each α, we define the first and second quasiderivatives by (6.3) and (6.4), in which
Proof. Again, we drop the superscript α throughout the proof and may drop the argument x or x t when this will cause no confusion. Also, keep in mind that the constant
Notice that the factor λ 3θ is a constant, so it doesn't hurt to ignore this factor throughout the proof of this lemma.
By Itô's formula, we have
. We claim that I 1 , I 2 and I 3 are all non-positive for suitable K 1 , θ and ν. First, to estimate I 1 , we notice that
If θ is sufficient small such that 4θ|ψ x | 0,D |b| 0,D ≤ 1/4, then we have
Therefore, I 1 ≤ −K|ξ| 2 for sufficiently large K 1 ≥ 24K. Next, to estimate I 2 , we observe that
By first choosing sufficiently large K 1 such that K − (1/3)K 1 ≤ 0 and then sufficiently small θ such that K 1 θ ≤ 1, we get I 2 ≤ 0. To estimate I 3 , by letting a k = ψ(ξ, σ k ) and
, we can rewrite
In order to make the above quadratic form non-positive, it suffices to find a constant ν > 0 such that the discriminant equals zero, which yields that
This is exactly how ν is defined in the statement of the lemma. Collecting the estimates above we see that, if we pick the constants K 1 = 24K and θ = min{1/3, 1
Properties (1)-(4) can be verified by almost repeating the proof of Properties (2)-(4) in Lemma 7.1. To prove (5) and (6) we apply Itô's formula to exp(2 ψ(x t ))|η t | 2 and then mimic the proof of Properties (5) and (6) in Lemma 7.1. Lemma 7.3. For sufficiently small λ, we have,
Proof. Direct substitution leads to
Recall that K 1 and θ don't depend on λ, and θ ∈ (0, 1/3). Therefore, (7.5) and (7.6) are true for sufficiently small λ.
With quasiderivatives in both of the subdomains D λ δ and D λ 2 , we next construct quasiderivatives in D δ . Roughly speak, we glue the quasiderivatives constructed in Lemmas 7.1 and 7.2. Let x, y, z ∈ D δ and ξ, η ∈ R d . We start from defining stopping times as follows:
t ) ≥ λ}, and recursively, for n ∈ N,
δ ), the auxiliary processes r For convenience of notation, on D δ , we define
From now on, the stochastic processes r α,x
(1) sup
≤ N B(x, ξ);
where N is a constant depending on K 0 , d, d 1 , D and λ. Meanwhile, the conclusions in Lemmas 6.2, 6.3 and 6.4 are all true for these processes with
Proof. It suffices to prove the uncontrolled version since the righthand sides of the inequalities are independent of α. Let
Suppose that the constant N in Lemma 7.1(3) and Lemma 7.2(3) are the same by choosing the larger one. For n = −1, 0, 1, 2, . . . By the strong Markov property and Lemma 7.3, we have,
Adding the inequalities over n = −1, 0, . . . , m, and canceling duplicate terms, we have
By letting m ↑ ∞, we get
We can prove (2)-(5) by repeating the argument above, and (6) is implied by (5).
The inequality in (7) can also be proved very similarly. To be precise, we start from observing that
Then a similar argument leads to 
Proof of Theorem 2.2
In the proof, for the simplicity of the notation, we may drop the superscripts such as α and x when this will cause no confusion.
Proof of (2.10). First, we fix x ∈ D δ and ξ ∈ R d . Choose a sufficiently small positive ǫ 0 , such that B(x, ǫ 0 |ξ|) := {y : |y − x| ≤ ǫ 0 |ξ|} ⊂ D δ . For any ǫ ∈ (0, ǫ 0 ), by Assumption 2.2,
where B is the set of all progressively-measurable processes β with value in O d for all t ≥ 0 andx Consequently, from (8.1) we have To make the expression shorter, for anyx = (x,
If we also definē
n , where T ∈ [1, ∞) is constant, and ϑ
Due to the inequality | sup α f α − sup α g α | ≤ sup α |f α − g α |, we have In other words, we just need to show
The equation (8.15) is exactly (6.12) with p = 1, which has already been verified. The equation (8.16) is true because of (6.15). To prove (8.17), we notice that
Recall that the stopping time γ α is bounded by T ∧ ϑ α,ξ n . It follows by Davis inequality that
where γ m is a localizing sequence of stopping times such that the left hand side of the inequalities is finite for each m. Collecting similar terms to the left side of the inequality and then letting m → ∞, by the monotone convergence theorem, we obtain
Hence (8.17) is obtained by first taking the supremum over A and then letting ǫ ↓ 0. To prove (8.18), for each α ∈ A, we introduce the function:
From (8.6) and (8.12) we have
To prove (8.18) it suffices to show that
which are valid due to (8.15)-(8.17) and (6.15). Therefore (8.18) is proved. We have obtained (8.13). Next, we estimate I 2 (ǫ, T, n). From (8.7) we have
We first claim that
where N is independent of ǫ, T , n. Indeed, from the definition of X t ,
Notice that we have the following estimates:
Applying the estimates above, (8.22) is proved. We also claim that
Indeed, we notice that
Note that
is a continuous function fromD δ × S 1 to R, where S 1 is the unit sphere in R d . By Weierstrass approximation theorem, there exists a polynomial
Thus by Lemma 6.4 and Lemma 7.4 (1),
Also, notice that |v (ξ) (x)| B 1 (x, ξ) .
Due to the compactness of (∂D δ ) × S 1 , for each δ, there exist x(δ) ∈ ∂D δ and ξ(δ) ∈ S 1 , such that
|v (ξ) (x)| B 1 (x, ξ) = |v (ξ(δ)) (x(δ))| B 1 (x(δ), ξ(δ)) .
A subsequence of (x(δ), ξ(δ)) converges to some (y, ζ), where y ∈ ∂D and |ζ| = 1. If ψ (ζ) (y) = 0, then B 1 (x(δ), ξ(δ)) → ∞ as δ ↓ 0. In this case, Substituting ξ with −ξ completes the proof of the inequality (2.10).
Proof of Theorem 2.3
To estimate the second derivatives of v, we don't need to take effort on making the second quasiderivatives tangent to the boundary when the state process exits the domain. This is due to the following lemma.
Lemma 9.1. If f α , g ∈ C 2 (D), and v ∈ C 1 (D), then for any y ∈ ∂D, 
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