Abstract. Recent work on weighted-pushdown systems shows how to generalize interprocedural-dataflow analysis to answer "stack-qualified queries", which answer the question "what dataflow values hold at a program node for a particular set of calling contexts?" The generalization, however, does not account for precise handling of local variables. Extended-weighted-pushdown systems address this issue, and provide answers to stack-qualified queries in the presence of local variables as well.
Introduction
An important static-analysis technique is dataflow analysis, which concerns itself with calculating, for each program point, information about the set of states that can occur at that point. For a given abstract domain, the ideal value to compute is the meet-over-allpaths (MOP) value. Kam and Ullman [10] gave a coincidence theorem that provides a sufficient condition for when this value can be calculated for single-procedure programs. Later, Sharir and Pnueli [23] generalized the theorem for multiple-procedure programs, but did not consider local variables. Knoop and Steffen [12] then further extended the theorem to include local variables by modeling the run-time stack of a program. Alternative techniques for handling local variables have been proposed in [17, 19] , but these lose certain relationships between local and global variables.
The MOP value over-approximates the set of all possible states that occur at a program point (for all possible calling contexts). Recent work on weighted-pushdown systems (WPDSs) [18] shows how to generalize interprocedural-dataflow analysis to answer "stack-qualified queries" that calculate an over-approximation to the states that can occur at a program point for a given regular set of calling contexts. However, as with Sharir and Pnueli's coincidence theorem, it is not clear if WPDSs can handle local variables accurately. In this paper, we extend the WPDS model to the Extended-WPDS (EWPDS) model, which can accurately encode interprocedural-dataflow analysis on programs with local variables and answer stack-qualified queries on them. The EWPDS model can be seen as generalizing WPDSs in much the same way that Knoop and Steffen generalized Sharir and Pnueli's coincidence theorem. 1 The contributions of this paper can be summarized as follows: -We give a way of handling local variables in an extension of the WPDS model.
The advantage of using (E)WPDSs is that they give a way of calculating dataflow values that hold at a program node for a particular calling context (or set of calling contexts). They can also provide a set of "witness" program execution paths that justify a reported dataflow value. -We show that the EWPDS model is powerful enough to capture Knoop and Steffen's coincidence theorem. In particular, this means that we can calculate the MOP value (referred to as the interprocedural-meet-over-all-valid-paths, or IMOVP value, for multiple-procedure programs with local variables) for any distributive dataflow-analysis problem for which the domain of transfer functions has no infinite descending chains. For monotonic problems that are not distributive, we can safely approximate the IMOVP value. In addition to this, EWPDSs support stack-qualified IMOVP queries. -We have extended the WPDS++ library [11] to support EWPDSs and used it to calculate affine relationships that hold between registers in x86 code [2] . A further result was too lengthy to be included in this paper, but illustrates the value of our approach: we have shown that the IMOVP result of [13] for single-level pointer analysis is an instance of our framework. 2 This immediately gives us something new: a way of answering stack-qualified aliasing problems.
The rest of the paper is organized as follows: §2 provides background on WPDSs and explains the EWPDS model; §3 presents algorithms to solve reachability queries in EWPDSs. In §4, we show how to compute the IMOVP value using an EWPDS; §5 presents experimental results; and §6 describes related work.
The EXTENDED-WPDS Model

Pushdown Systems Definition 1.
A pushdown system is a triple P = (P, Γ, ∆) where P is the set of states or control locations, Γ is the set of stack symbols and ∆ ⊆ P × Γ × P × Γ * is the set of pushdown rules. A configuration of P is a pair p, u where p ∈ P and u ∈ Γ * . A rule r ∈ ∆ is written as p, γ ֒→ P p ′ , u where p, p ′ ∈ P , γ ∈ Γ and u ∈ Γ * . These rules define a transition relation ⇒ P on configurations of P as follows:
The subscript P on the transition relation is omitted when it is clear from the context. The reflexive transitive closure of ⇒ is denoted by ⇒ * . For a set of configurations C, we define pre * (C) = {c ′ | ∃c ∈ C : c ′ ⇒ * c} and post * (C) = {c ′ | ∃c ∈ C : c ⇒ * c ′ }, which are just backward and forward reachability under the transition relation ⇒.
We restrict the pushdown rules to have at most two stack symbols on the right-hand side. This means that for every rule r ∈ ∆ of the form p, γ ֒→ P p ′ , u , we have |u| ≤ 2. This restriction does not decrease the power of pushdown systems because by increasing the number of stack symbols by a constant factor, an arbitrary pushdown system can be converted into one that satisfies this restriction [20] . Moreover, pushdown systems with at most two stack symbols on the right-hand side of each rule are sufficient for modeling control flow in programs. We use ∆ i ⊆ ∆ to denote the set of all rules with i stack symbols on the right-hand side.
It is instructive to see how a program's control flow can be modeled because even though the EWPDS model can work with any pushdown system, it is geared towards performing dataflow analysis in programs. The construction we present here is also followed in [18] . Let (N , E) be an interprocedural control flow graph where each call node is split into two nodes: one is the source of an interprocedural edge to the callee's entry node and the second is the target of an edge from the callee's exit node. N is the set of nodes in this graph and E is the set of control-flow edges. Fig. 1(a) shows an example of an interprocedural control-flow graph; Fig. 1(b) shows the pushdown system that models it. The PDS has a single state p, one stack symbol for each node in N , and one rule for each edge in E. We use ∆ 1 rules to model intraprocedural edges, ∆ 2 rules (also called push rules) for call edges, and ∆ 0 rules (also called pop rules) for return edges. It is easy to see that a valid path in the program corresponds to a path in the pushdown system's transition system and vice versa. The number of configurations of a pushdown system is unbounded, so we use a finite automaton to describe a set of configurations. Definition 2. Let P = (P, Γ, ∆) be a pushdown system. A P-automaton is a finite automaton (Q, Γ, →, P, F ), where Q ⊇ P is a finite set of states, →⊆ Q × Γ × Q is the transition relation, P is the set of initial states, and F is the set of final states of the automaton. We say that a configuration p, u is accepted by a P-automaton if the automaton can accept u when it is started in state p (written as p u − → * q, where q ∈ F ). A set of configurations is called regular if some P-automaton accepts it.
An important result is that for a regular set of configurations C, both post * (C) and pre * (C) are also regular sets of configurations [20, 3, 8] .
Weighted Pushdown Systems
A weighted pushdown system is obtained by supplementing a pushdown system with a weight domain that is a bounded idempotent semiring [18, 4] . Let σ ∈ ∆ * be a sequence of rules. Using f , we can associate a value to σ, i.e.,
Moreover, for any two configurations c and c ′ of P, we let path(c, c ′ ) denote the set of all rule sequences [r 1 , . . . , r k ] that transform c into c ′ . Weighted pushdown systems are geared towards solving the following two reachability problems.
Definition 5. Let W = (P, S, f ) be a weighted pushdown system, where P = (P, Γ, ∆), and let C ⊆ P × Γ * be a regular set of configurations. The generalized pushdown predecessor (GPP) problem is to find for each c ∈ P × Γ * :
The generalized pushdown successor (GPS) problem is to find for each
c ∈ P × Γ * : δ(c) def = { v(σ) | σ ∈ path(c ′ , c), c ′ ∈ C }.
Extended Weighted Pushdown Systems
The reachability problems defined in the previous section compute the value of a rule sequence by taking an extend of the weights of each of the rules in the sequence. However, when weighted pushdown systems are used for dataflow analysis of programs [18] then the rule sequences, in general, represent interprocedural paths in a program.
To summarize the weight of such paths, we would have to maintain information about local variables of all unfinished procedures that appear on the path. We lift weighted pushdown systems to handle local variables in much the same way that Knoop and Steffen [12] lifted conventional dataflow analysis to handle local variables. We allow for local variables to be stored at call sites and then use special merging functions to appropriately combine them with the value returned by a procedure. For a semiring S on domain D, define a merging function as follows: 1.
Definition 7.
An extended weighted pushdown system is a quadruple W e = (P, S, f, g) where (P, S, f ) is a weighted pushdown system and g : ∆ 2 → G assigns a merging function to each rule in ∆ 2 , where G is the set of all merging functions on the semiring S. We will write g r as a shorthand for g(r).
Note that a push rule has both a weight and a merging function associated with it. The merging functions are used to combine the effects of a called procedure with those made by the calling procedure just before the call. As an example, Figure 1 shows an interprocedural control flow graph and the pushdown system that can be used to represent it. We can perform constant propagation (with uninterpreted expressions) on the graph by assigning a weight to each pushdown rule. Let V be the set of all variables in a program and (Z ⊥ , ⊑, ⊓) with Z ⊥ = Z ∪ {⊥} be the standard constant-propagation semilattice: ⊥ ⊑ c for all c ∈ Z and ⊓ is the greatest-lower-bound operation in this partial order. ⊥ stands for "not-a-constant". The weight semiring is S = (D, ⊕, ⊗, 0, 1) where D = (Env → Env) is the set of all environment transformers with an environment being a mapping for all variables: Env = (V → Z ⊥ ) ∪ {⊤}. We use ⊤ to denote an infeasible environment. Furthermore, we restrict the set D to contain only ⊤-strict transformers, i.e., for all d ∈ D, d(⊤) = ⊤. We can extend the meet operation to environments by taking meet componentwise.
The semiring operations and constants are defined as follows:
The weights for the PDS that models the program in Fig. 1 are shown as edge labels. A weight of the form λe.e[x → 5] returns an environment that agrees with the argument, except that x is bound to 5. The environment ⊤ cannot be updated, and thus
The merging function for call site n 3 will receive two environment transformers: one that summarizes the effect of the caller from its entry point to the call site (e main to n 3 ) and one that summarizes the effect of the called procedure (e p to exit p ). It then has produce the transformer that summarizes the effect of the caller from its entry point to the return site (e main to n 7 ). We define it as follows: g(w 1 , w 2 ) = if (w 1 = 0 or w 2 = 0) then 0 else λe.e[x → w 1 (e)(x), y → (w 1 ⊗ w 2 )(e)(y)] It copies over the value of the local variable x from the call site, and gets the value of y from the called procedure. Because the merging function has access to the environment transformer just before the call, we do not have to pass the value of local variable x into procedure p. Hence the call stops tracking the value of x using the weight λe.e[x → ⊥].
To formalize this, we redefine the generalized pushdown predecessor and successor problem by changing the definition of the value of a rule sequence. If σ ∈ ∆ * with σ = [r 1 , r 2 , · · · , r k ] then let (r σ) denote the sequence [r, r 1 , · · · , r k ]. Also, let [ ] denote the empty sequence. Consider the context-free grammar shown in Fig. 2 .
σ s is simply R * 1 . σ b represents a balanced sequence of rules that have matched calls (R 2 ) and returns (R 0 ) with any number of rules from
+ in regular-language terminology, and represents sequences that increase stack height. σ d is (R 0 | σ b ) + and represents sequences that decrease stack height. σ a can derive any rule sequence. We use this grammar to define the value of a rule sequence.
Definition 8.
Given an EWPDS W e = (P, S, f, g), we define the value of a sequence of rules σ ∈ ∆ * by first parsing the sequence according to the above grammar and then giving a meaning to each production rule.
Here we have used g R2 as a shorthand for g r where r is the terminal derived by R 2 .
The main thing to note in the above definition is the application of merging functions on balanced sequences. Because the grammar presented in Fig. 2 is ambiguous, there might be many parsings of the same rule sequence, but all of them would produce the same value because the extend operation is associative and there is a unique way to balance R 2 s with R 0 s.
The generalized pushdown problems GPP and GPS for EWPDS are the same as those for WPDS except for the changed definition of the value of a rule sequence. If we let each merging function be g r (w 1 , w 2 ) = w 1 ⊗ f (r) ⊗ w 2 , then the EWPDS reduces to a WPDS. This justifies calling our model an extended weighted pushdown system.
Solving Reachability Problems in EWPDSs
In this section, we present algorithms to solve the generalized reachability problems for EWPDSs. Throughout this section, let W e = (P, S, f, g) be an EWPDS where P = (P, Γ, ∆) is a pushdown system and S = (D, ⊕, ⊗, 0, 1) is the weight domain. Let C be a fixed regular set of configurations that is recognized by a P-automaton A = (Q, Γ, → 0 , P, F ) such that A has no transition leading to an initial state. Note that any automaton can be converted to an equivalent one that has no transition into an initial state by duplicating the initial states. We also assume that A has no ε-transitions.
As in the case of weighted pushdown systems, we construct an annotated automaton from which δ(c) can be read off efficiently. This automaton is the same as the automaton constructed for simple pushdown reachability [20] , except for the annotations. We will not show the calculation of witness annotations because they are obtained in exactly the same way as for weighted pushdown systems [18] . This is because witnesses record the paths that justify a weight and not how the values of those paths were calculated.
Solving GPP
To solve GPP, we take as input the P-automaton A that describes the set of configurations on which we want to query the EWPDS. As output, we create an automaton A pre * with weights as annotations on transitions, and then read off the values of δ(c) from the automaton. The algorithm is based on the saturation rule shown below. Starting with the automaton A, we keep applying this rule until it can no longer be applied. Termination is guaranteed because there are a finite number of transitions and the height of the weight domain is bounded as well. For each transition in the automaton being created, we store the weight on it using function l. The saturation rule is the same as that for predecessor reachability in ordinary pushdown systems, except for the weights, and is different from the one for weighted pushdown systems only in the last case, where a merging function is applied.
-
For convenience, we will write a transition t = (p, γ, q) in A pre * with l(t) = w as p 
We can calculate δ(c) efficiently using an algorithm similar to the simulation algorithm for NFAs (cf. [1, Algorithm 3.4]).
Solving GPS
For this section, we shall assume that we can have at most one rule of the form p, γ ֒→ p ′ , γ ′ γ ′′ for each combination of p ′ ,γ ′ , and γ ′′ . This involves no loss of generality because we can replace a rule r = p, γ ֒→ p ′ , γ ′ γ ′′ with two rules: (a) r ′ = p, γ ֒→ p r , γ ′ γ ′′ with weight f (r) and merging function g r , and (b) r ′′ = p r , γ ′ ֒→ p ′ , γ ′ with weight 1, where p r is a new state. This replacement does not change the reachability problem's answers. Let lookup(p ′ , γ ′ , γ ′′ ) be a function that returns the unique push rule associated with a triple (p ′ , γ ′ , γ ′′ ) if there is one. Before presenting the algorithm, let us consider an operational definition of the value of a rule sequence. The importance of this alternative definition is that it shows the correspondence with the call semantics of a program. For each interprocedural path in a program, we define a stack of weights that contains a weight for each unfinished call in the path. Elements of the stack are from the set D × D × ∆ 2 (recall that ∆ 2 was defined as the set of all push rules in ∆), where (w 1 , w 2 , r) signifies that (i) a call was made using rule r, (ii) the weight at the time of the call was w 1 , and (iii) w 2 was the weight on the call rule.
Let
* be the set of all nonempty stacks where the topmost element is from D and the rest are from (D × D × ∆ 2 ). We will write an element (w 1 , w 2 , r) ∈ D × D × ∆ 2 as (w 1 , w 2 ) r . For each rule r ∈ ∆ of the form p, γ ֒→ p ′ , u , u ∈ Γ * , we will associate a function
* .
-If r has one symbol on the right-hand side (|u| = 1), then accumulate its weight on the top of the stack: [[r]] (w 1 S) = ((w 1 ⊗ f (r)) S) -If r has two symbols on the right-hand side (|u| = 2), then save the weight of the push rule as well as the push rule itself on the stack and start a fresh entry on the top of the stack: [[r]] (w 1 S) = (1 (w 1 , f (r)) r S) -If r has no symbols on the right-hand side (|u| = 0), then apply the appropriate merging function if there is something pushed on the stack. Otherwise, r represents an unbalanced pop rule and simply accumulate its weight on the stack. Note that we drop the weight of the push rule when we apply the merging function in accordance with case 5 of Defn. 8.
Let flatten : STACK → D be an operation that computes a weight from a stack as follows:
Example 1. Consider the rule sequence σ that takes the program in Fig. 1 Fig. 1(b) ). The top of the stack is the weight computed inside p ( Rules 7, 8, 10) , and the bottom of the stack contains a pair of weights: the first component is the weight computed in main just before the call (Rules 1, 2, 3); the second component is just the weight on the call rule r. If we apply the flatten operation on this stack, we get the weight λe.e[x → ⊥, y → 2] which is exactly the value v(σ). When we apply the pop rule r ′ (Rule 12) to this stack, we get: 
Corollary 1. For a configuration c, let δ S (c) ⊆ STACK be defined as follows:
Let C be the set of configurations described by the P-automaton A. Then δ(c) = ⊕{flatten(S) | S ∈ δ S (c)}.
The above corollary shows that δ S (c) has enough information to compute δ(c) directly. To solve the pushdown successor problem, we take the input P-automaton A that describes a set of configurations and create an annotated P-automaton A post * (one that has weights as annotations on transitions) from which we can read off the value of δ(c) for any configuration c. The algorithm is again based on a saturation rule. For each transition in the automaton being created, we have a function l that stores the weight on the transition. Based on the above operational definition of the value of a path, we would create A post * on pairs of weights, that is, over the semiring (D ×D, ⊕, ⊗, (0, 0), (1, 1) ) where ⊕ and ⊗ are defined component wise. Also, we introduce a new state for each push rule. So the states of
be the set of new states added. The saturation rule is shown in Fig. 3 . To see what the saturation rule is doing, consider a path in A post * :
As an invariant of our algorithm, we would have q 1 ∈ (P ∪ Q ′ ); q 2 , · · · , q k ∈ Q ′ ; and q k+1 , · · · , q n+1 ∈ (Q − P ) for some 0 ≤ k ≤ n + 1. This is because of the fact that we never create transitions from a state in P to a state in P , or from a state in Q ′ to a state in P , or from a state in Q − P to a state in P ∪ Q ′ . Now define a new transition label l ′ (t) as follows:
where t i = (q i , γ i , q i+1 ) and l 1 (t) is the first component projected out of the weightpair l(t). This means that each path in A post * represents a STACK and all the saturation algorithm does is to make the automaton rich enough to encode all STACKs in δ S (c) for all configurations c. The first and third cases of the saturation rule can be seen as applying [[r]] for rules with one and two stack symbols on the right-hand side, respectively. Applying the fourth case immediately after the second case can be seen as applying [[r] ] for pop rules.
-If r = p, γ ֒→ p ′ , γ ′ and there is a transition t = (p, γ, q) with annotation l(t), then update the annotation on transition 1) ). We assume l(t ′ ) = (0, 0) if the transition did not exist before. -If r = p, γ ֒→ p ′ , ε and there is a transition t = (p, γ, q) with annotation l(t), then update the annotation on transition
and there is a transition t = (p, γ, q) with annotation l(t)
′′ , q) and update annotations on them.
-If there are transitions t = (p, ε, q) and t ′ = (q, γ ′ , q ′ ) with annotations l(t) = (w1, w2) and l(t ′ ) = (w3, w4) then update the annotation on the transition t ′′ = (p, γ ′ , q ′ ) to l(t ′′ ) := l(t ′′ ) ⊕ w where w is defined as follows: 
Theorem 2.
For a configuration c = p, u , we have,
An easy way of computing the combine in the above theorem is to replace annotation l(t) on each transition t with l 1 (t)⊗l 2 (t), the extend of the two weight components of l(t), and then use standard NFA simulation algorithms (cf. [1, Algorithm 3.4]) as we would use for A pre * .
Interprocedural Meet Over All Paths
In this section, we show how extended weighted pushdown systems can be used to compute the interprocedural-meet-over-all-paths (IMOVP) solution for a given dataflow analysis problem. We will first define the IMOVP strategy as described in [12] and then show how to solve it using an EWPDS.
We are given a meet semilattice (C, ⊓) describing dataflow facts and the interprocedural-control-flow graph of a program (N , E) where N C , N R ⊆ N are the call and return nodes, respectively. We are also given a semantic transformer for each node in the program: [[ ]] : N → (C → C), which represents (i.e., over-approximates) the effect of executing a statement in the program. Let STK = C + be the set of all nonempty stacks with elements from C. STK is used as an abstract representation of the run-time stack of a program. Define the following operations on stacks.
newstack : C → STK creates a new stack with a single element push : STK × C → STK pushes a new element on top of the stack pop : STK → STK removes the top most element of the stack top : STK → C returns the top most element of the stack We can now describe the interprocedural semantic transformer for each program node: (stk)) ). This definition assumes that a dataflow fact in C contains all information that is required by a procedure so that each transformer has to look at only the top of the stack passed to it -except for return nodes, where we look at the top two elements of the stack. Now, define a path transformer as follows. If p = [n 1 n 2 · · · n k ] is a valid interprocedural path in the program then
* . This leads to the following definition.
Definition 9. [12]
If s ∈ N is the starting node of a program, then for c 0 ∈ C and n ∈ N , the interprocedural-meet-over-all-paths value is defined as follows: 
= λc.c The pushdown system P is ({q}, N , ∆) where ∆ is constructed by including a rule for each edge in E. First, let E intra ⊆ E be the intraprocedural edges and E inter ⊆ E be the interprocedural (call and return) edges. Then include the following rules in ∆.
1. For (n, m) ∈ E intra , include the rule r = q, n ֒→ q, m with f (r) = [[n]]. 2. For n ∈ N C , (n, m) ∈ E inter with n R ∈ N R being the return site for the call at n, include the rule r = q, n ֒→ q, m n R with
For n ∈ N , if it is an exit node of a procedure, include the rule r = q, n ֒→ q, ε with
A small technical detail here is that the merging functions defined above need not satisfy the path-extension property given in Defn. 6. In App. A, we give an alternative definition of how to assign a weight to a rule sequence such that the path-extension property is no longer a limitation. This leads us to the following theorem. 
* is a regular language of stack configurations then IMOVP c0 (n, L), which is the IMOVP value restricted to only those paths that end in configurations described by L, can be calculated as follows:
In case the semantic transformers [[.]] and R n are not distributive but only monotonic, then the two combines in Thm. 3 safely approximate IMOVP c0 (n) and IMOVP c0 (n, L), respectively. We do not present the proof in this paper, but the essential idea carries over from solving monotonic dataflow problems in WPDSs [18] .
Experimental Results
In [2] , Balakrishnan and Reps present an algorithm to analyze memory accesses in x86 code. Its goal is to determine an over-approximation of the set of values/memoryaddresses that each register and memory location holds at each program point. The core dataflow-analysis algorithm used, called value-set analysis (VSA), is not relational, i.e., it does not keep track of the relationships that hold among registers and memory locations. However, when interpreting conditional branches, specifically those that implement loops, it is important to know such relationships. Hence, a separate affine-relation analysis (ARA) is performed to recover affine relations that hold among the registers at conditional branch points; those affine relations are then used to interpret conditional branches during VSA. ARA recovers affine relations involving registers only, because recovering affine relations involving memory locations would require points-to information, which is not available until the end of VSA. ARA is implemented using the affine-relation domain from [16] as a weight domain. It is based on machine arithmetic, i.e., arithmetic module 2 32 , and is able to take care of overflow. Before each call instruction, a subset of the registers is saved on the stack, either by the caller or the callee, and restored at the return. Such registers are called the callersave and callee-save registers. Because ARA only keeps track of information involving registers, when ARA is implemented using a WPDS, all affine relations involving caller-save and callee-save registers are lost at a call. We used an EWPDS to preserve them across calls by treating caller-save and callee-save registers as local variables at a call; i.e., the values of caller-save and callee-save registers after the call are set to the values before the call and the values of other registers are set to the values at the exit node of the callee.
The results are shown in Tab. 1. The column labeled 'Branches with useful information' refers to the number of branch points at which ARA recovered at least one affine relation. The last column shows the number of branch points at which ARA implemented via an EWPDS recovered more affine relations when compared to ARA implemented via a WPDS. Tab. 1 shows that the information recovered by EWPDS is better in 30% to 63% of the branch points that had useful information. The EWPDS version is somewhat slower, but uses less space; this is probably due to the fact that the dataflow transformer from [16] for 'spoiling' the affine relations that involve a given register uses twice the space of a transformer that preserves such relations. 
Related Work
Some libraries/tools based on model-checking pushdown systems for dataflow analysis are MOPED [7, 21] , WPDS [18] , and WPDS++ [11] . Weighted pushdown systems have been used for finding uninitialized variables, live variables, linear constant propagation, and the detection of affine relationships. In each of these cases, local variables are handled by introducing special paths in the transition system of the PDS that models the program. These paths skip call sites to avoid passing local variables to the callee. This leads to imprecision by breaking existing relationships between local and global variables. Besides dataflow analysis, WPDSs have also been used for generalized authorization problems [22] . MOPED has been used for performing relational dataflow analysis, but only for finite abstract domains. Its basic approach is to embed the abstract transformer of each program statement into the rules of the pushdown system that models the program. This contrasts with WPDSs, where the abstract transformer is a separate weight associated with a pushdown rule. MOPED associates global variables with states of the PDS and local variables with its stack symbols. Then the stack of the PDS simulates the runtime stack of the program and maintains a different copy of the local variables for each procedure invocation. A simple pushdown reachability query can be used to compute the required dataflow facts. The disadvantage of that approach is that it cannot handle infinite-size abstract domains because then associating an abstract transformer with a pushdown rule would create an infinite number of pushdown rules. An EWPDS is capable of performing an analysis on infinite-size abstract domains as well. The domain used for copy-constant propagation in §2.3 is one such example.
Besides dataflow analysis, model-checking of pushdown systems has also been used for verifying security properties in programs [6, 9, 5] . Like WPDSs, we can use EW-PDS for this purpose, but with added precision that comes due to the presence of merging functions.
A result we have not presented in this paper is that EWPDSs can be used for singlelevel pointer analysis, which enables us to answer stack-qualified aliasing queries. Stackqualified aliasing has been studied before by Whaley and Lam [24] . However, for recursive programs, they collapse the strongly connected components in the call graph. We do not make any such approximation, and can also answer aliasing queries with respect to a language of stack configurations instead of just a single stack configuration.
The idea behind the transition from a WPDS to an EWPDS is that we attach extra meaning to each run of the pushdown system. We look at a run as a tree of matching calls and returns that push and pop values on the run-time stack of the program. This treatment of a program run has also been explored by Müller-Olm and Seidl [15] in an interprocedural dataflow-analysis algorithm to identify the set of all affine relationships. They explicitly match calls and returns to avoid passing relations involving local variables to different procedures. This allowed us to to directly translate their work into an EWPDS, which we have used for the experiments in §5.
