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RESUMEN: Uno de los dispositivos de control semi-activo más prometedor es el amortiguador magnetoreológico (MR), el cual se 
compone de un cilindro hidráulico, bobinas magnéticas y un fluido estimulable, denominado fluido magnetoreológico, cuya principal 
particularidad es su habilidad para variar, de manera reversible, de un estado liquido lineal viscoso de libre flujo para un estado semi-sólido 
en apenas milisegundos, cuando es expuesto a un campo magnético. Esta peculiaridad hace de los amortiguadores MR una herramienta ideal 
para el control de sistemas estructurales, pues con ellos es posible administrar fuerzas de amortiguamiento de forma simple, rápida y segura 
a un costo relativamente bajo. En el presente trabajo se analiza la respuesta estructural de un edificio tipo pórtico de dos pisos controlado 
por un par de amortiguadores MR administrados por un regulador lineal cuadrático (LQR) asociado a un algoritmo de selección de señal 
de comando desarrollado en el controlador clipped optimal. Los resultados obtenidos mostraron reducciones superiores al 49% y 76%, 
respectivamente, de picos de respuesta y de valores RMS de respuesta.
PALABRAS CLAVE: Dinámica de estructuras, control de vibraciones, amortiguador magnetoreológico, control LQR.
ABSTRACT: One of the most promising device of semi-active control is the magnetorheological (MR) damper, which consists of a 
hydraulic cylinder, magnetic coils and a stimulate fluid called magnetorheological fluid, whose main feature is its ability to vary from a 
linear viscous liquid free-flowing state to a semi-solid state in just milliseconds when exposed to a magnetic field. This peculiarity makes 
the MR dampers an ideal tool for the control of structural systems, because with them it’s possible manage damping forces in a simple, 
fast and secure way to a relatively low cost. This paper analyzes the structural response of a two-story building controlled by a pair of MR 
dampers operated by a linear quadratic regulator (LQR) associated with a algorithm developed to choose command signal of the clipped 
optimal controller. The results showed reductions higher than 49% and 76% of peak response and RMS values of response, respectively.
KEYWORDS: Dynamic of structures, vibration control, magnetorheological damper, LQR control.
1.  INTRODUCCIÓN
El control estructural es una metodología nacida 
en el siglo XX con el objetivo de proteger sistemas 
estructurales sometidos a la acción de cargas dinámicas. 
Esta tecnología promueve la alteración de la rigidez y el 
amortiguamiento de la estructura mediante la adición de 
dispositivos externos y/o la acción de fuerzas externas, 
pudiendo ser clasificada como control pasivo, control 
activo, control hibrido o control semi-activo (Soong 
y Dargush, 1997; Spencer Jr. y Soong, 1999; Gómez 
et al. 2008).
En los últimos años los dispositivos de control semi-
activo han venido recibiendo una notable atención 
debido a su versatilidad, que posibilita contar con las 
mejores características del control pasivo y activo. De 
acuerdo con Housner et al. (1997), los dispositivos 
de control semi-activo son aquellos que permiten 
modificar las propiedades mecánicas de la estructura 
controlada sin la necesidad de inyectar grandes 
cantidades de energía al sistema, pudiendo operar 
con pequeñas fuentes de energía externas, como 
por ejemplo baterías. El ajuste de las propiedades 
mecánicas del sistema es generalmente realizado 
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retroalimentando los dispositivos semi-activos con los 
datos de respuesta y de excitación medidos, así, y de la 
misma manera que en un sistema activo, un controlador 
monitora los registros obtenidos y genera a través de 
un comando apropiado, basado en un algoritmo de 
control predeterminado, una señal para el dispositivo 
semi-activo. Ya las fuerzas de control son desarrolladas 
de la misma forma que en un sistema pasivo, esto es, 
como resultado del movimiento de la estructura. Entre 
las principales ventajas que pueden ser atribuidas a 
este tipo de dispositivos se puede mencionar el mejor 
desempeño con respecto a estrategias de control 
pasivo e inclusive con estrategias de control activo, 
la adaptabilidad propia de los dispositivos activos sin 
la necesidad de altos gastos de energía, la estabilidad 
del sistema debido a la incapacidad de los dispositivos 
semi-activos de inyectar energía a la estructura y 
finalmente la confiabilidad (Dyke, 1996; Symans y 
Constantinou, 1999; Yang, 2001; Dias, 2005).
Aunque existe una amplia variedad de dispositivos 
semi-activos, a lo largo de los últimos años un 
dispositivo específico ha venido llamando la atención de 
la comunidad científica mundial, debido principalmente 
a su buen desempeño. Este dispositivo, clasificado 
como un amortiguador de fluido controlable, es llamado 
amortiguador magnetoreológico.
Los amortiguadores magnetoreológicos (MR) son 
dispositivos de control semi-activo altamente no-
lineales, compuestos por un cilindro hidráulico, bobinas 
magnéticas y un fluido estimulable, denominado 
fluido magnetoreológico, que consiste de partículas 
magnéticamente polarizables suspensas en un medio 
oleoso, cuya principal particularidad es su habilidad 
para cambiar, de manera reversible, de un estado 
liquido lineal viscoso de libre flujo para un estado 
semi-solido en milisegundos, cuando es expuesto a 
un campo magnético. Esta peculiaridad hace de los 
amortiguadores MR una herramienta ideal para el 
control de sistemas estructurales, pues con ellos es 
posible cambiar las fuerzas de amortiguamiento de 
forma simple, rápida y segura a un costo relativamente 
bajo.
El objetivo de esta publicación es verificar de 
forma numérica la eficiencia de un sistema de 
control semi-activo compuesto por amortiguadores 
magnetoreológicos, administrados por un algoritmo 
regulador lineal cuadrático (LQR) asociado al selector 
de señal de comando del controlador clipped optimal, 
para reducir la respuesta estructural de un pórtico 
espacial que se encuentra sometido a la acción de una 
excitación dinámica externa.
2 .  M O D E L O  N U M É R I C O  D E 
AMORTIGUADORES MR
El modelo numérico de los amortiguadores MR es 
desarrollado utilizando un modelo paramétrico bastante 
eficiente propuesto por Spencer Jr. et al. (1997), este 
sistema es conocido como modelo fenomenológico 
para amortiguadores MR (Figura 1). El modelo 
fenomenológico consiste de un amortiguador colocado 
en serie con un modelo que emula el comportamiento 
de sistemas con histéresis (modelo de Bouc-Wen) y un 
resorte colocado en paralelo con el sistema.
Figura 1. Modelo fenomenológico para amortiguadores 
MR.
Para obtener las ecuaciones gobernantes del sistema, 
el modelo será dividido en dos partes. Considerando 
solamente la sección superior del modelo se tiene:
(modelo de Bouc-Wen) y un resorte colocado en 
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Para obtener las ecuaciones gobernantes del 
sistema, el modelo será dividido en dos partes. 
Considerando solamente la sección superior del 
modelo se tiene: 
   ̇       (   )    ( ̇   ̇) (1) 
Donde la variable evolutiva   está governada 
por: 
 ̇    | ̇   ̇| | |     ( ̇   ̇)| | 
  ( ̇   ̇) (2) 
Resolviendo la ecuación (1) en términos de  ̇  se 
tiene: 
 ̇   (     )
(      ̇    (   )) (3) 
Ya la fuerza total generada por el sistema será la 
suma de la sección superior e inferior del 
sistema, así: 
       ( ̇   ̇)    (   )
   (    ) 
(4) 
Sustituyendo la ecuación (1) en la ecuación (4) 
se tiene: 
     ̇    (    ) (5) 
En este modelo, la rigidez del acumulador está 
representada por    y el amortiguamiento 
viscoso observado a grandes velocidades está 
representado por   . Un amortiguador 
representado por   , está incluido en el modelo 
con el objetivo de reproducir el comportamiento 
observado a bajas velocidades,    controla la 
rigidez a grandes velocidades y    representa el 
desplazamiento inicial del resorte con rigidez    
asociado con la fuerza nominal de 
amortiguamiento debida al acumulador del 
amortiguador. 
 
3. CONTROL SEMI-ACTIVO 
MEDIANTE EL USO DEL REGULADOR 
LINEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALGORITMO DE SELECCIÓN DE 
SEÑAL DE COMANDO DEL 
CONTROLADOR CLIPPED OPTIMAL 
 
El algoritmo de control que será utilizado en este 
trabajo será realizado empleando el método del 
regulador lineal cuadrático en conjunto con la 
estrategia de selección de señal de comando del 
controlador clipped optimal desarrollada y 
utilizada por Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como uno de los enfoques del control moderno 
que se centra en operar sistemas dinamicos al 
menor costo. Este método consiste básicamente 
en optimizar un índice de desempeño cuadrático 
donde el control es una función lineal del vector 
de estado del sistema. Dentro de las principales 
ventajas de este método de control se pueden 
citar los altos niveles de estabilidad, la robustez 
y la relativa facilidad de computo cuando se le 
compara con otros métodos (Lublin e Athans, 
1999). 
 
El controlador LQR será utilizado en este trabajo 
para determinar las fuerzas de control óptimas 
del sistema, aunque en los amortiguadores MR 
no se tenga control directo de estas fuerzas. Para 
inducir los dispositivos de control a desarrollar 
fuerzas próximas de las fuerzas de control 
obtenidas en el problema LQR, el voltaje 
aplicado en los amortiguadores deberá ser 
seleccionado cuidadosamente, debido al hecho 
de que los dispositivos son mecanismos 
altamente no-lineales. Para alcanzar tal objetivo 
se empleará el algoritmo de selección de voltaje 
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regulador lineal cuadrático en conjunto con la 
estrategia de selección de señal de comando del 
controlador clipped optimal desarrollada y 
utilizada por Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como uno de los enfoques del control moderno 
que se centra en operar sistemas dinamicos al 
menor costo. Este método consiste básicamente 
en optimizar un índice de desempeño cuadrático 
donde el control es una función lineal del vector 
de estado del sistema. Dentro de las principales 
ventajas de este método de control se pueden 
citar los altos niveles de estabilidad, la robustez 
y la relativa facilidad de computo cuando se le 
compara con otros métodos (Lublin e Athans, 
1999). 
 
El controlador LQR será utilizado en este trabajo 
para determinar las fuerzas de control óptimas 
del sistema, aunque en los amortiguadores MR 
no se tenga control directo de estas fuerzas. Para 
inducir los dispositivos de control a desarrollar 
fuerzas próximas de las fuerzas de control 
obtenidas en el problema LQR, el voltaje 
aplicado en los amortiguadores deberá ser 
seleccionado cuidadosamente, debido al hecho 
de que los dispositivos son mecanismos 
altamente no-lineales. Para alcanzar tal objetivo 
se empleará el algoritmo de selección de voltaje 
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Figura 1. Modelo fenomenológico para 
amortiguadores MR. 
 
Para obtener las ecuaciones gobernantes del 
sistema, el modelo será dividido en dos partes. 
Considerando solamente la sección superior del 
modelo se tiene: 
   ̇       (   )    ( ̇   ̇) (1) 
Donde la variable evolutiva   está governada 
por:
 ̇    | ̇   ̇| | |     ( ̇   ̇)| | 
  ( ̇   ̇) (2) 
Resolviendo la ecuación (1) en términos de  ̇  se 
tiene: 
 ̇   (     )
(      ̇    (   )) (3) 
Ya la fuerza total gen rada p  el sistema será la 
suma de la sección superior e inferior del 
sistema, así:
       ( ̇   ̇)    (   )
   (    
(4) 
Sustituyendo la ecuación (1) en la ecuación (4) 
se tiene: 
    ̇   (    ) (5) 
En este modelo, la rigidez del acumulador está 
representada por    y el amortiguamiento 
viscoso observado a grandes velocidades está 
representado por   . Un amortiguador 
representado por  , está incluido en el modelo 
con el objetivo de reproducir el comportamiento 
observado a bajas velocidades,    controla la 
rigidez a grandes velocidades y   representa el 
desplazamiento inicial del resorte con rigidez    
asociado con la fuerza nominal de 
amortiguamiento debida al acumulador del 
amortiguador. 
 
3. CONTROL SEMI-ACTIVO 
MEDIANTE EL USO DEL REGULADOR 
LINEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALGORITMO DE SELECCIÓN DE 
SEÑAL DE COMANDO DEL 
CONTROLADOR CLIPPED OPTIMAL 
 
El algoritmo de control que será utilizado en este 
trabajo será realizado empleando el método del 
regulador lineal cuadrático en conjunto con la 
estrategia de selección de señal de comando del 
controlador clipped optimal desarrollada y 
utilizada por Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como uno de los enfoques del control moderno 
que se centra en operar sistemas dinamicos al 
menor costo. Este método consiste básicamente 
en optimizar un índice de desempeño cuadrático 
donde el control es una función lineal del vector 
de estado del sistema. Dentro de las principales 
ventajas de este método de control se pueden 
citar los altos niveles de estabilidad, la robustez 
y la relativa facilidad de computo cuando se le 
compara con otros métodos (Lublin e Athans, 
1999). 
 
El controlador LQR será utilizado en este trabajo 
para determinar las fuerzas de control óptimas 
del sistema, aunque en los amortiguadores MR 
no se tenga control directo de estas fuerzas. Para 
inducir los dispositivos de control a desarrollar 
fuerzas próximas de las fuerzas de control 
obtenidas en el problema LQR, el voltaje 
aplicado en los amortiguadores deberá ser 
seleccionado cuidadosamente, debido al hecho 
de que los dispositivos son mecanismos 
altamente no-lineales. Para alcanzar tal objetivo 
se empleará el algoritmo de selección de voltaje 
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representada por 
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Figura 1. Modelo fenomenológico para 
amortiguadores MR. 
 
Para obten r las ecuaciones gober antes del 
sistema, l model  será dividido en dos partes. 
Consi rando solamente la sección superior del 
modelo se tiene: 
   ̇      (  )    ( ̇  ̇) (1) 
Donde la variable evolutiva  está governada 
por: 
 ̇    | ̇   ̇| | |   ( ̇  ̇)| | 
  ( ̇   ̇) (2) 
Resolviendo la ecuación (1) en términos de  ̇  se 
tiene: 
̇  (    )
(      ̇    (  )) (3)
Ya la fuerza total generada por el sistema será la 
suma de la sección superior e inferior del 
sistema, así: 
       ( ̇  ̇)   (  )
   (    ) 
(4) 
Susti uyendo la ecuación 1) en la ecuación (4) 
se tiene: 
     ̇  (   ) (5) 
En est  modelo, la rigidez del acu ulador está 
repres ntada por    y el amortiguamiento 
viscoso observado a grandes velocidades está 
repres ntado  . Un amortiguador 
representado por   , está incluido en el modelo 
con el objetivo de reprodu r el comportamiento 
observado a bajas velocidades,    controla la 
rigidez  grandes velocidades y   representa el
desplaz miento i icia  del resorte co  rig dez    
asociado con la fuerz  no inal de 
amortiguamiento debida al acumulador del 
amortiguador. 
 
3. CONTRO SEMI-ACTIV  
MEDIANTE EL USO DEL REGULADOR 
LINEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALGORITMO DE SELECCIÓN DE 
SEÑAL DE COMANDO DEL 
CONTROLADOR CLIPPED OPTIMAL 
 
El algoritmo de control que será utilizado en este 
trabajo será realizado empleando el método del 
regulador lineal cuadrático en conjunto con la 
estrategia e selección de señal de comando del 
con rol or clipped optimal desarrollada y 
utilizada por Dyke (1996). 
 
El método del LQR surgió en los años 1960 
co o uno de los enfoques del control moderno 
que se centra en operar sistema  dinami os al 
me or costo. Este método con iste bási amente 
en ptimizar un índice de desempeño cuadrático 
donde el c ntrol e  una función lineal del vector 
de stado del si t ma. Dentro de las princi al s 
ventajas de este método d  control se pueden 
citar los al os niveles de estabilidad, la robustez 
y la rel tiva facilidad de computo cuando se le 
compara con otros métodos (Lublin e Athans, 
1999). 
 
El controlador LQR será utiliza o en este trabajo 
para deter inar las fuerzas de c ntrol óptimas 
del si tema, aunque en los amortiguadores MR 
no se tenga control directo  estas fuerzas. Para 
ind cir los dispositivos de control  desarrollar 
fuerzas próximas de las fuerzas de control 
obten d s en el problema LQR, el voltaje 
aplicado en los am rtiguadores deberá ser 
seleccionado cuidadosamente, debido al hecho 
de que los dispositivos son mecanismos 
altam nte no-line es. Para alcanzar tal objetivo 
se emplea á el algoritmo de selección de voltaje 
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Figura 1. Modelo fenomenológico para 
amortiguad res MR. 
 
Para obtener las ecuaciones gob rn ntes del 
sistema, el modelo será dividi o en dos partes. 
Considerando sola ente la sección superior del 
modelo se tiene: 
   ̇       ( )   ( ̇  ̇) (1) 
Donde la variable evoluti    está governada 
por: 
 ̇    | ̇   ̇| | |     ( ̇  ̇)| | 
  ( ̇   ̇) (2) 
Resolviendo la ecuación (1) en términos de ̇   se 
tiene: 
 ̇   (     )
(    ̇    ( )) (3) 
Ya la fuerza total generada por el sist ma será la 
suma de la sección superior e i ferior del 
sistema, así: 
       ( ̇  ̇)    ( )
   (    ) 
(4) 
Sustituyendo la ecuación (1) en la e uación (4) 
se tiene: 
     ̇    (    ) (5) 
En este modelo, la rigid z l acumul dor stá 
representada por    y el amortiguami nto 
viscoso observad  a gr nd s velocidad s stá 
representado por  . Un amortiguador 
representado por   , está incluido en el modelo 
con el objetivo de repr ducir el com ortamiento 
observado a bajas velocid des,    controla la 
rigidez a grandes vel cidades y    representa el 
desplazamiento inicial del resorte con rigi ez    
asociado con la fuerza nominal de 
amortiguamiento debida al acumulador del 
amortiguador. 
 
3. CONTRO  S MI-ACTIVO 
MEDIANTE EL USO D L REGULADOR 
LINEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALGORITMO DE SELECCIÓN DE 
SEÑAL DE COMANDO D L 
CONTROLADOR CLIPPED OPTIMAL 
 
El algoritmo de control que será utilizado en st  
tr bajo será realizado empleando el méto o del 
egulador lineal cuadrático en onjunto con l  
estrategia de sel cción de s ñal de comando del 
c ntrolador clipped optimal desarr llada y 
tilizada por Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como uno de los enfoques del control m ern  
que se centra en operar sistemas dinamicos al 
menor costo. Este método consiste básic mente 
en optimizar un í ice de desempeño cuadrátic  
donde el control es u a función lineal del vector 
de estado del sist ma. Dentro de las principales 
ventajas de este método de control se pueden 
citar los altos niveles de estabilidad, la robustez 
y la relativa facilidad de computo cuando se le 
compara con otr s métod s (Lublin e Athans, 
1999). 
 
El controlador LQR será utilizado en st  trabajo 
para determinar las fu rzas de control óptimas 
del sistema, aunque en los amortiguadores MR 
no se tenga contr l directo de estas fuerzas. Para 
inducir los dispositivos e control a desarroll r 
fuerzas próximas de las fuerzas de control 
obtenidas en el problema LQR, el voltaj  
aplicado en los amortiguadores deberá er 
seleccionado cuidadosamente, debido al hecho 
de que los ispositivos son mecanismo  
altamente no-lineales. Para alcanzar tal objetivo 
se emplea á el algoritmo de selección de voltaj  
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Figura 1. Mod lo fenomenológico pa a 
amortiguadores MR. 
Para t ner las ecuaciones gobernantes d l
istema, el modelo erá dividido en dos partes. 
Considerando s lamente la sección superior del 
modelo se tiene: 
   ̇     (  )    ( ̇   ̇) (1)
Donde la variable ev lutiva   está g ver ada 
por: 
 ̇   | ̇   ̇| | |    ( ̇   ̇)| |
( ̇   ̇) (2) 
R solviend  l  cuación (1) en términos de  ̇  se 
tiene:
 ̇  (     )
(      ̇    (   )) (3) 
Ya la fuerza total generada por el  será la 
suma d  la sección superior e inferior del 
sistema, así: 
    ( ̇   ̇)    (  )
   (    ) 
(4) 
Sustituyendo la ecuación (1) en la ecuación (4) 
s  tiene: 
    ̇   (    ) (5) 
En este odel , la rigidez del a umulador está 
r presentada por   y el amortiguamiento 
viscoso observado a grandes velocidades está 
repr sentad  por   . Un amortiguador 
re r s t  r   , está incluido en el modelo 
on el bjetiv  de reproducir el comportamiento 
observad   bajas velocidades,    controla la 
rigidez a grand s velocidades y    representa el 
desplazami nto inicial del resorte con rigidez    
asociado con la fuerza nominal de 
amortiguamiento bida al acumulador del 
amortig ador. 
 
3. CONTROL SEMI-ACTIVO 
MEDIANTE EL USO DEL REGULADOR 
INEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALGORITMO DE SELECCIÓN DE 
ÑAL DE COMANDO DEL 
CONTROL OR CLIPPED OPTIMAL 
 
El algoritmo de control que será utilizado en este 
t abaj será realizado empleando el método del 
regulador lineal cuadrático en conjunto con la 
strategia de selección de señal de comando del 
controlado  clipped optimal desarrollada y 
utilizad  p r Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como u o de l s e foques del control moderno 
qu  se centra n perar sistemas dinamicos al 
me or costo. E te método consiste básicamente 
e  optimizar un índice de desempeño cuadrático 
dond  el ontrol s una función lineal del vector 
de estado del sis ema. Dentro de las principales 
v ntaj  de este método de control se pueden 
citar l s altos nivel s de estabilidad, la robustez 
y a relativ  facilidad de computo cuando se le 
compara con otros métodos (Lublin e Athans, 
1999). 
 
El controlador LQR será utilizado en este trabajo 
p ra det rmin r las fuerzas de control óptimas 
l sis em , aunque en los amortiguadores MR 
no se tenga control directo de estas fuerzas. Para 
inducir los di positivos de control a desarrollar 
fue zas próximas de las fuerzas de control 
obtenidas n el problema LQR, el voltaje 
aplicado en los amortiguadores deberá ser 
seleccionado cuidad samente, debido al hecho 
de que los dispositivos son mecanismos 
altamente no-lineales. Para alcanzar tal objetivo 
se mple rá el alg ritmo de selección de voltaje 
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Figu a 1. Modelo fenomenológico para 
amortigu dores MR. 
 
Para obtener las ecuaciones gobernantes d l 
sistema, el mo elo será divi ido en dos p rtes
Consider n  solamente la sección sup rior del 
odelo se tiene: 
   ̇      ( )   ( ̇  ̇) (1) 
Donde la ariable evolutiva   está gover a a 
por: 
̇ | ̇ ̇ | | |  ( ̇   ̇)| | 
  ( ̇   ̇) (2) 
Resolviendo la ecuación (1) en térmi os d  ̇   s  
tie e: 
̇   (    )
(      ̇   ( )) (3) 
Ya la fuerza tot l g nerada por el sistema será la 
uma e la sección superior e inferior del 
sistema, así: 
    ( ̇   ̇)  (   )
  (    ) 
(4) 
Sustituyendo la ecuación (1) en la ecuación (4) 
se tiene: 
  ̇    (  ) (5) 
En este modelo, la rigidez del acumulador está 
representa a por    y el amortiguamiento 
viscoso observado  gran es vel ci ades está 
representado p r  . U  amortiguador 
representado por   , está incluido en el modelo 
co bjetiv  d  re roducir el c mportamiento 
observ do a bajas vel cidades,    controla la 
rigidez a grandes velocidades y   representa el 
d s laz mient  inicial d l resorte con rigid z    
asociado c n la fuerza nomin l de 
amortig amiento debida al acumul dor del 
a ortiguador. 
 
3. CONTROL SEMI-ACTIVO 
EDIANT  L U  DEL REGULADOR 
LINEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALG RITMO DE S ECCIÓN DE 
SEÑA  DE COMANDO DEL 
C NTROL D  C IPP D OPTIMAL 
 
El algoritmo de c ntrol que será utilizado en este 
trabaj será re lizado empleando el méto  del 
regulador li eal cuadrático n conjunto con la 
estra egia de sel cción de s ñal de comando del 
controla r clipped ptimal desarrollada y 
utilizad  por Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como uno d  l s enf ques d l control moderno 
que se centra e  perar sistemas dinamicos al 
me or co to. Este métod  co siste básicamente 
n optimizar un índice e des mpeño cuadrátic  
donde l control es un  función lineal del vector 
d  estado del sistema. Dentr  de las principales 
ventajas de este método de contr l se pueden 
citar l s altos ivele  de estabilidad, la robustez 
y la r lativa f cilidad de omputo cuando se le 
c mpara c n otros métodos (Lublin e Athans, 
1999). 
 
El controlador LQR será utilizado en este trabajo 
para de ermin r las fuerzas de control óptimas 
del sistema, aunque en los mortiguadores MR 
n  se teng  c ntrol directo de estas fuerzas. Para 
in ucir los dispositivos de control a desarr ll r 
fuerza  próxim s  las fuerzas de control 
bt nidas en el problema LQR, el voltaje 
a licad  en l s amortiguadores deberá ser 
eleccionado cuida osament , debido al h cho 
de que los dispositivos s n mecanismos 
altamente no-lin al s. Para alcanzar tal objetivo 
s empleará el algoritmo de selección de voltaje 





contr la la rigidez a gra des v ocidades y (modelo de Bouc-Wen) y un resort  colocado en 




Figura 1. Modelo fenomenológico para 
amortiguadores MR. 
 
Para obtener las ecuaciones gobernantes del 
sistema, el modelo será dividido en dos partes. 
Considerando solamente la sección superior del 
modelo se tiene: 
   ̇       (   )    ( ̇   ̇) (1) 
Donde la variable evolutiva   está governada 
por: 
 ̇    | ̇   ̇| | |     ( ̇   ̇)| | 
  ( ̇   ̇) (2) 
Resolviendo la ecuación (1) en términos de  ̇  se 
tiene: 
 ̇   (     )
(      ̇    (   )) (3) 
Ya la fuerza total generada por el sistema será la 
suma de la sección superior e inferior del 
sistema, así: 
       ( ̇   ̇)    (   )
   (    ) 
(4) 
Sustituyendo la ecuación (1) en la ecuación (4) 
se tiene: 
     ̇    (    ) (5) 
En este modelo, la rigidez del acumulador está 
representada por    y el amortiguamiento 
viscoso observado a grandes velocidades está 
representado por   . Un amortiguador 
representado por   , está incluido en el modelo 
con el objetivo de reproducir el comportamiento 
observado a bajas velocidades,    controla la 
rigi z  grandes velocidades     representa el 
desplazamiento inicial del resorte con rigidez    
asociado con la fuerza nominal de 
amortiguamiento debida al acumulador del 
amortiguador. 
 
3. CONTROL SEMI-ACTIVO 
MEDIANTE EL USO DEL REGULADOR 
LINEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALGORITMO DE SELECCIÓN DE 
SEÑAL DE COMANDO DEL 
CONTROLADOR CLIPPED OPTIMAL 
 
El algoritmo de control que será utilizado en este 
trabajo será realizado empleando el método del 
regulador lineal cuadrático en conjunto con la 
estrategia de selección de señal de comando del 
controlador clipped optimal desarrollada y 
utilizada por Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como uno de los enfoques del control moderno 
que se centra en operar sistemas dinamicos al 
menor costo. Este método consiste básicamente 
en optimizar un índice de desempeño cuadrático 
donde el control es una función lineal del vector 
de estado del sistema. Dentro de las principales 
ventajas de este método de control se pueden 
citar los altos niveles de estabilidad, la robustez 
y la relativa facilidad de computo cuando se le 
compara con otros métodos (Lublin e Athans, 
1999). 
 
El controlador LQR será utilizado en este trabajo 
para determinar las fuerzas de control óptimas 
del sistema, aunque en los amortiguadores MR 
no se tenga control directo de estas fuerzas. Para 
inducir los dispositivos de control a desarrollar 
fuerzas próximas de las fuerzas de control 
obtenidas en el problema LQR, el voltaje 
aplicado en los amortiguadores deberá ser 
seleccionado cuidadosamente, debido al hecho 
de que los dispositivos son mecanismos 
altamente no-lineales. Para alcanzar tal objetivo 
se empleará el algoritmo de selección de voltaje 
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Figura 1. M delo fenomenológi  para 
amortiguadores MR. 
 
Para obt er las ecuaciones goberna tes del 
sistema, el mod o será ivi ido e  os partes. 
Considerando solamente la sección superior del 
modelo se tiene: 
   ̇       (   )    ( ̇   ̇) (1) 
Donde la variable evolutiva   está governada 
por: 
 ̇   | ̇ ̇ | | |     ( ̇   ̇)| | 
( ̇   ̇) (2) 
Resolviendo la ecuación (1) n tér inos de  ̇  s  
tiene: 
̇   (    )
      ̇    (   )) (3) 
Ya la fuerza total generada por el sistema será la 
suma de la sección superior e inferior del 
sistema, así: 
       ( ̇  ̇)    (   )
   (   ) 
(4) 
Sustituyendo la cuación (1) en la ecuación (4) 
se tien : 
     ̇    (    ) (5) 
En est modelo, la rigid z del acumulador está 
presentada por    y el amortiguamiento 
viscoso observado a grandes velocidades está 
representado por   . Un amortiguador 
representado por   , está incluido en el modelo 
con el objetivo de reproducir el comportamiento 
observado a bajas velocidades,    controla la 
rigidez a grandes velocidades y    representa el 
desplazamiento inicial del resorte con rigidez    
asociado con la fuerza nominal de 
amortiguamiento debida al acumulador del 
amortiguador. 
 
3. CONTROL SEMI-ACTIVO 
MEDIANTE EL USO DEL REGULADOR 
LINEAL CUADRÁTICO (LQR) ASOCIADO 
AL ALGORITMO DE SELECCIÓN DE 
SEÑAL DE COMANDO DEL 
CONTROLADOR CLIPPED OPTIMAL 
 
E  algoritmo de co tr l que será utilizado en este 
rab jo será realiz do empleando el étodo del 
regulador l neal cuadrático en conjunto con la 
estrat gia de selección de señal de comando del 
co trolador clipped ptimal desarrollada y 
uti izada or Dyke (1996). 
 
El método del LQR surgió en los años 1960 
como uno d  los enfoques del control moderno 
que se centra en operar sistemas dinamicos al 
en r cos . Este método consiste básicamente 
en optimizar un índice de desempeño cuadrático 
donde el control es una función lineal del vector 
de estado del s stema. Dentro de las principales 
ventajas de e te método de control se pueden 
citar los altos niveles de estabilidad, la robustez 
y la rel tiva faci id d de computo cuando se le 
comp ra con tros métodos (Lublin e Athans, 
1999). 
 
E  controlador LQR será utilizado en este trabajo 
para deter i ar la  fuerzas de c ntrol óptimas 
del sistema, aunque en los amortiguadores MR 
no se tenga control directo de stas fuerzas. Para 
induci  los dispositivos de control a desarrollar 
fuerzas próx s de las fuerzas de control 
obtenidas en el problema LQR, el voltaje 
aplicado en los amortiguadores deberá ser 
seleccionado cuidadosamente, debido al hecho 
de que los dispositivos son mecanismos 
altamente no-lineales. Para alcanzar tal objetivo 
se empleará el algoritmo de selección de voltaje 






asociado con la fuerza nominal de amortigu miento 
debida al acumulador del amo tiguador.
3.  CONTROL SEMI-ACTIVO MEDIANTE 
EL USO DEL REGULADOR LINEAL 
CUADRÁTICO (LQR) ASOCIADO AL 
ALGORITMO DE SELECCIÓN DE SEÑAL 
DE COMANDO DEL CONTROLADOR 
CLIPPED OPTIMAL
El algoritmo de control que será utilizado en este trabajo 
será realizado empleando el método del regulador lineal 
cuadrático en conjunto con la estrategia de selección 
de señal de comando del controlador clipped optimal 
desarrollada y utilizada por Dyke (1996).
El método del LQR surgió en los años 1960 como uno 
de los enfoques del control moderno que se centra 
en operar sistemas dinamic s al menor costo. Est  
método con iste básicament  en optimizar u  índice 
de desempeño cuadrático don e el control es una 
función lineal del vector de esta o l sistema. Dentro 
de las principales ventajas de este método de control se 
pueden citar los altos niveles de estabilidad, la robustez 
y la relativa facili ad de co puto cuando se le com ara 
con otros mét dos (Lublin  Athans, 1999).
El co trolador LQR s rá utiliz  e  este trabajo para 
terminar las fuerz s de control óptimas del sistema, 
aunque en los amortiguador s MR no se te ga control
direc o de estas fuerzas. Para inducir los dispositivos 
de cont ol a desarroll r fu rzas próximas de las 
fuerzas de co trol obtenid s en el problema LQR, 
el voltaje aplicad  en los amortiguadore  deberá s r 
selecciona o cuidad amente, debido al he ho de que 
los dispositivos son mec nismos altam nte no-lineales. 
Par  alcanzar tal objetivo se empleará el algoritmo de 
s lección de volt je del controlador clipped optimal.
3.1  El problema del egul dor lineal cuadrático 
(LQR)
Co sidérese un sistema estructural de n grados de 
libertad cuyo comportamiento dinámico está regido 
por la siguiente ecuación matricial de movimiento:
3.1 El proble a el regulador lin al 
cuadrático (LQR) 
 
Considér s  un sistema st uctural e n grados 
de libert d cuyo c mportamiento dinámico está 
regido por la siguiente ecua ión matricial de 
movimiento: 
  ̈( )    ̇( )    ( )    ( )    ( ) (6) 
El siguiente conjunto de ecuaciones diferenciales 
simultáneas de primer orden, comúnment  
conocido como ecuación de estado, facilita el 
manejo de la ecuación (6): 
 ̇( )    ( )    ( )    ( ) 
 ( )     
(7) 
Donde: 
 ( )  [ ( ) ̇( )] (8) 
Es el vector de estado de dimensión (2n) y  ( ) 
es el vector de desplazamientos de orden (n). 
  [             ] (9) 
Es la matriz de estado del sistema de orden (2n x 
2n), siendo   una matriz nula de orden (n x n) y 
  una matriz identidad de orden (n x n). 
  [      ]           [
 
    ] (10) 
Son matrices de localización de orden (2n x m) y 
(2n x r), respectivamente, que establecen la 
posición de los dispositivos de control y de la 
excitación externa en la ecuación de estado 
mediante las matrices  y  . 
 
Finalmente, ,   y   son, respectivamente, las 
matrices de masa, amortiguamiento y rigidez de 
orden (n x n),  ( ) es el vector de 
desplazamiento de dimensión (n),  ( ) es el 
vector de dimensión (r) que representa la carga 
aplicada en el sistema y  ( ) es el vector (m) 
dimensional que representa la fuerza de control. 
Las matrices   y   son matrices de orden (n x 
m) y (n x r) que definen la localización de las 
fuerzas de control (posición de los m 
controladores) y de las excitaciones externas 
(posición de las r fuerzas externas), 
respectivamente. 
 
El problema del regulador lineal cuadrático 
(LQR) consiste en seleccionar un vector de 
control  ( ) d  tal forma que un índice de 
desempeño   sea minimizado restringido a la 
ecuación de est do del sistema. La forma del 
índice  desempeño   es cuadrática en  ( ) y 
 ( ) par  el caso específico del control 
estructural. A í, seleccionando     , se puede 
representar el índice de desempeño   como: 




Donde   es una matriz positiva semi-definida de 
orden (2n x 2n) y   es una matriz positiva 
definida de orden (m x m). Estos arreglos son 
comúnmente llamados de matrices de 
ponderación, debido a que sus magnitudes son 
definidas de acuerdo con la importancia relativa 
dada, respectivamente, a las variables de estado 
y a las fuerzas de control en el proceso de 
minimización. 
 
Para resolver el problema del LQR con   
definido por la ecuación (11) sometido a la 
restricción impuesta por el sistema descrito en la 
ecuación (7), se forma el Lagrangiano   
agrupando estas dos ecuaciones con un 
multiplicador de Lagrange variable a lo largo del 
tiempo  ( ). Por tanto: 
  ∫ *  ( )  ( )    ( )  ( )     
  ( ),  ( )    ( )    ( )   ̇( )-+     
(12) 
El multiplicador de Lagrange  ( ) también es 
conocido como el vector de co-estado y asegura 
que la ecuación de estado sea considerada en el 
proceso de minimización. 
 
Las condiciones necesarias que definen el 
control optimo pueden ser encontradas por 
medio de la primera derivada del Lagrangiano en 
relación al estado y a las variables de control e 
igualando esta expresión a cero. La primera 
variación del Lagrangiano es: 
      (  )  (  )    ( )  ( )  
∫ [( ̇  H
  
)    H
  
  ]        
(13) 
Donde H  es el Hamiltoniano definido como el 
integrando de la ecuación (12). 
 
(6)
El siguiente conjunto de ecuaciones diferenciales 
simultáneas de primer orden, comúnmente conocido 
como ecuación de estado, facilita el manejo de la 
ecuación (6):
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Considérese un sist ma estru tural de n grados 
de l bertad cuyo comportamiento dinámico está 
regido por la siguiente ecuación matricial de 
movimiento: 
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conocido como ecuación de estado, facilita el 
manejo de la ecuación (6): 
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Donde: 
( )  [ ( ) ̇( )] (8) 
Es el vector de estado de dimensión (2n) y  ( ) 
es el vector de desplazamientos de orden (n). 
  [             ] (9) 
Es l de estado l sistema de orden (2n x 
2n), siendo   una matriz nula de orden (n x n) y 
  una matriz identidad de orden (n x n). 
  [      ]           [
 
    ] (10) 
Son matrices de localización  orden (2n x m) y 
(2n x r), respectivamente, que establecen la 
posición de los dispositivos de control y de la 
excitación externa en la ecuación de estado 
mediante las matrices  y  . 
 
Finalmente, ,   y   son, respectivamente, las 
matrices d  masa, amortiguamie to y rigid z de 
orden (n x n),  ( ) es l vector de 
desplazamiento de dimensión (n),  ( ) es el 
vector de dimensión (r) que representa la carga 
aplicada en el sistema y  ( ) es el vector (m) 
dimensional que repres ta la fuer  de control. 
Las matric s   y   son matr ces de orden (n x 
m) y (n x r) que finen la localización de l s 
fuerzas de control (posición de los m 
controlador s) y de las excitaciones externas 
(posición de las r fuerzas externas), 
respectivamente. 
 
El probl ma del regulador lineal cuadrático 
(LQR) c nsiste en selecciona  un vector de 
control ( ) de tal forma que un índice de 
esempeño   sea minimizado restringido a la 
ecuación de stado del sistema. La forma del 
índice d  dese peño   es cuadrática en  ( ) y 
 ( ) para l aso pecífic del control 
estructural. Así, seleccionando     , se puede 
representar el índice de desempeño   como: 




Donde  es una matriz positiva semi-d finida de 
orden (2  x 2n) y   es una matriz positiva 
definida de orden (m x m). Estos arreglo  s  
comúnmente llamados de matrices de 
ponde ación, debido a que sus magnitud  son 
definidas d  acuerdo  la importancia relativa 
dada, respectivamente, a las variables de estado 
y a las fuerzas de control en el proceso de 
minimización. 
 
Para resolver l pr blema del LQR co   
defin do por la ecuación (11) sometido a la 
restricción impuesta por el sistema descrito en la 
ecuación (7), se forma el Lagrangiano   
agru ando estas dos ecuaciones con un 
multiplicador de Lagrange variable a lo largo del 
tiempo  ( ). Por tanto: 
  ∫ *  ( )  ( )    ( )  ( )     
  ( ),  ( )    ( )    ( )   ̇( )-+     
(12) 
El multipli ador de Lagrange  ( ) tambié  s 
conocido como el vector de co-estado y asegura 
que la ecuación de estado sea considerada en el 
proces  de mi imización. 
 
Las condiciones neces ri s que definen el 
control optimo pueden ser encontradas por 
medio e la primera derivada del Lagr ngiano en 
relación al est do y a las variables de control e 
igualando esta expresión a cero. La primera 
variación del Lagrangiano es: 
      (  )  (  )    ( )  ( )
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3.1 El r ble a del regulador ineal 
cuadrático (LQR) 
 
Considérese un sist ma estru tural de n grad  
de l bertad cuyo comport miento di ámico está 
regido por la siguiente ecuación matricial de 
movimi o: 
  ̈( )    ̇( )    ( )    ( )    ( ) (6) 
El siguiente conjunto de ecuaciones diferencial s 
simultán as de primer orden, comúnmente 
conocido como ecuación de estado, facilita el 
manejo de la ecuación (6): 
 ̇( )    ( )    ( )    ( ) 
 ( )     
(7) 
Donde: 
 ( )  [ ( ) ̇( )] (8) 
Es el vector de estado de dimensión (2n) y  ( ) 
es el vector de desplazamientos de orden (n). 
  [             ] (9) 
Es l de estado l sistema de orden (2n x 
2n), siendo   una matriz nula de orden (n x n) y 
  una matriz identidad de orden (n x n). 
  [      ]           [
 
    ] (10) 
Son matrices de localización  orden (2n x m) y 
(2n x r), respectivamente, que establecen la 
posició  de los dispositivos de ontrol y de la 
excitación extern  en la ecuación de stado 
mediante las matrices  y  . 
 
Finalmente, ,   y   son, resp ctivamente, l s 
matrices d  masa, amortiguami to y rigid z de 
ord (n x n),  ( ) es l vect r de 
desplazamiento de dimensión (n),  ( ) es el 
vector de dimensión (r) que representa la carga 
aplicada en el sistema y  ( ) es el vector ( ) 
dimensional que repres ta la fuer  de control. 
La  matric s  y  son matr ces de ord n (n x 
m) y (n x r) que finen la localización de las 
fuerzas de control (posición de los m 
controlador s) y de las excitaciones externas 
(posición de las r fuerzas externas), 
respectivamente. 
 
El problema del regulador lineal cuadrático 
(LQR) c n ist  en selec iona  un vector de 
control ( ) de tal forma que un índice de 
desemp ño   sea minimizado restringido a la 
cuación de estado del istema. La forma del 
índice de desempeño   es cuadrática en  ( ) y 
 ( ) para el aso pecífic del control 
estructural. Así, seleccionando     , se puede 
representar el índice de desempeño   como: 




Donde  s una matriz positiva semi-d finida de 
orden (2  x 2n) y   es una matriz positiva 
definida de orden (m x m). Estos arreglos son 
comúnmente llamados de matri  de 
ponde ación, debido a que sus magnitud  son 
definidas d  acuerdo  la importancia relativa 
dada, respectivamente, a las variables de estado 
y a las fuerz s de ontrol en el proceso de 
min m zac ón. 
 
Para resolv r l pr blema del LQR co   
defin do por la ecuación (11) sometido a la 
r stricción impuesta por el sistema descrito en la 
ecuación (7), se forma el Lagrangiano   
agru ando estas dos ecuaciones con un 
multiplicador de Lagrange variable a lo largo del 
tie po  ( ). Por tanto: 
  ∫ *  ( )  ( )    ( )  ( )     
  ( ),  ( )    ( )    ( )   ̇( )-+     
(12) 
El multipli ador de Lagrange  ( ) tambié  s 
cono ido como el v tor de co-estado y asegura 
que la ecuación de stado sea considerada en el 
proces  de mi imización. 
 
Las condiciones neces ri s que definen el 
control optimo pueden er encontradas por 
medio e la primera derivada d l Lagr ngiano en 
relación al est do y a las variables de control e 
igualando esta expresión a cero. La primera 
variación del Lagrangiano es:
     (  )  (  )    ( )  ( )  
∫ [( ̇  H
  
)    H
  
  ]        
(13) 
Donde H  es el Hamiltoniano definido como el 
integrando de la ecuación (12). 
 
( )
Es el vector de estado de dimensión (2n) y 
3.1 El problema del reg l dor lineal 
cuadrático (LQR) 
 
Considérese un sistema estructural de n grados 
de libertad cuyo comportamiento diná ico está 
regido por la siguiente ecuación matricial de 
movimiento: 
  ̈( )  ̇ ( )  ( )   ( )   ( ) (6) 
El sig iente conjunto de ecuaciones diferenciales 
simultáneas de primer orden, comúnmente 
con cido como ecuación de estado, facilita el 
manejo de la ecuación (6): 




 ( )  [ ( ) ̇( )] (8) 
Es el vector de estado de i i   ( ) 
es el vector de desplazamientos de orden (n). 
  [             ] (9  
Es la matriz de estado del sistema de orden (2n x 
2n), siendo   una matriz nula de orden (n x n) y 
  una matriz identidad de orden (n x n). 
  [    ]           [    ] (10) 
Son m tr ces de loc lización d  orden (2n x m) y 
(2n x r), re pectivamente, que establecen la 
posición de los dispositivos de control y  la 
excitación xterna en la ecuación de stado 
mediant  las matrices  y  . 
 
Finalmente, ,  y  s n, respectivamente, las 
matrices  masa, amortiguamiento y rigidez de 
orden (n x n), ( ) es el vector de 
desplazamiento d  dimensión (n),  ( ) es el 
vector de dimensión (r) que repr enta la carga 
aplicada en l sistema y ( ) es el vector (m) 
dim nsional qu  representa la fuerza  control. 
Las matrices   y  son matri es de orde  (n x 
m) y (n x r) que definen la localización d  las 
fuerzas de control (posición de los m 
controladores) y de las excitaciones externas 
(posición de las r fuerzas externas), 
respectivamente. 
 
El probl ma del regulador lineal cuadrático 
(LQR) consiste en sel ccionar un vector de 
co trol ( ) d  tal forma que un índice de 
desempeño   sea minimizado restringido a la 
ecuación de estado del sistema. La forma d l 
índice d  des mpeño   es cuadrática en  ( ) y 
 ( ) para el caso específico del control 
estructural. Así, seleccionando  , se puede 
representar el índice de desempeño   como: 




Donde   es un  matriz p itiva semi-definida de 
or e  (2n x 2n) y   es una m triz positiva 
defin da de orden (m x m). Estos arreglos son 
común nte lla ados de atrices de 
ponderación, debido a que sus magnitudes son 
definidas de acuerdo con la importancia relativa 
dada, respectivamente, a las variables de estado 
y a las fuerzas de control en l pro es  de 
minimización. 
 
Para resolver el proble  del LQR co    
definid  p r la ecuación (11) s metido a la 
restricción impuesta por el sistema descrito en la 
ecuación 7 , se forma el Lagrangiano   
agrupando estas dos ecuaciones con un 
multiplicador de Lagrange variable a lo largo del 
tiempo  ( ). Por tanto: 
  ∫ *  ( )  ( )    ( )  ( )     
  ( ),  ( )    ( )    ( )   ̇( )-+     
(12) 
El multiplicad r de Lagrange  ( ) también es 
conocido c mo el vector de co-estad  y asegura 
que la ecuación de estado se  conside da e  el 
proceso de minimización. 
 
Las ondiciones necesarias que define  e
contro  optimo pued n ser enc ntradas p r 
medio de la primera der vada del Lagrangiano en 
relación al estado y a las variables de control e 
igualando esta expresión a cero. La primera 
variación del Lagrangiano es: 
      ( )  (  )    ( )  ( )  
∫ [( ̇  H
  
)    H
  
 ]        
(13) 
Donde H  es el Hamiltoniano definido como el 
integrando de la ecuación (12). 
 
 es el 
v ctor de desplazamientos de orden (n).
3.1 El problema del regulad r lineal 
cuadrático (LQR) 
 
Considéres un istema stru tural e n gr dos 
de libertad cuy comportamiento diná ico stá 
regido por la sigui nt ecua ión matri al d  
ovimiento: 
  ̈( )   ̇( ) ( ) ( )    ( ) (6) 
El siguiente conjunto de ecuaciones diferenciales 
si ultáneas de primer orden, comúnmente 
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manejo de la ecuación (6): 
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 ( )     
(7) 
Donde: 
 ( ) [ ( ) ̇( )] (8) 
Es el vector de estado de dimensión (2n) y  ( ) 
es el vector de desplazamientos de orden (n). 
 [             ] (9) 
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  [      ]           [    ] (10) 
So  matrices de localización de orde  (2n x m) y 
(2n x r), resp ctivamente, q e establ cen la 
posició  de los dispositivos de control y de la 
excitación xterna en la ecuación de estado 
m diant  las atrices  y  . 
 
Finalmente, ,   y  son, respectivam nte, las 
m trices de masa, amortigu miento y rigidez de 
orden (n x ), ( ) s el vector de 
desplazamiento de dimensión ( ), ( ) es el 
vector de dimensión (r) que representa la carga 
aplicada en el sistema y  ( ) es el vector (m) 
dimensional que representa l  fuerza de control. 
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(posición de las r fuerzas externas), 
respectivamente. 
 
El p blema del regulador lin al cua rátic  
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Donde   es una atriz positiva se i-definida de 
orden (2n x 2n) y  es una matriz positiva 
defi ida de or n (m x m). Estos arreglos son 
comúnmente llamados de m trices de 
pon eración, debido a que us m gnitudes son 
definid  de acuerdo con la importancia relativa 
dada, respectivamente, a las variables de estado 
y a las fuerzas de control en el proceso de 
minimización. 
 
Para resolver el pr blema d l LQR c n   
d finido por la ecuación (11) sometido a la 
rest icción impuesta por el sistema d crit  en la 
ecuación (7), se forma el Lagrangi no   
agrupando estas d s ecuaciones con un 
multiplicad r de Lagrange variable a lo largo del 
tiempo  ( ). Por tanto: 
  ∫ *  ( )  ( )   ( )  ( )     
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(12) 
El multiplicador  Lagrange  ( ) también es 
con ido co o el vector de co-estado y asegura 
que la ecuación de estado sea considerada en el 
proceso de mini ización. 
 
Las condiciones nec sarias que definen el 
control optimo pueden ser encontradas por 
medio de la primera derivada del Lagrangiano en 
rel ción al estado y a l s variables de control e 
igualando esta expresión a cero. La primera 
variación del Lagrangiano es: 
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Donde H  es el Hamiltoniano definido como el 
integrando de la ecuación (12). 
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sie do 
3.1 El problema del reg lador lineal 
cuadrático (LQR) 
 
Considérese un sist ma estructural de n grad s 
de libertad cuyo mportami nto d námico está 
regido p r la gui nte ecuación matricial d  
movimiento: 
  ̈( )    ̇( )   ( ( )    ( ) (6) 
El siguiente conjunto de ecuaciones diferenciales 
simultáneas de primer orden, comúnmente 
conocido como i  de estado, facilita el 
manejo de la ecuación (6): 
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Donde: 
 ( ) [ ( ) ̇( )] (8) 
Es el v ctor de estado de dim sión (2n) y ( )
es el vector de desplazamientos de orden (n). 
  [         ] (9) 
Es la matriz e estado del s stem  e orden (2 x 
2n), i    una ma riz nula de orden (  x n) y 
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   ] (10) 
Son atrices e localizació  de orden (2n x m) y 
(2n x r), respectiv mente, que stablecen la 
posición de los dispositivos de ontrol y de la 
excitación externa e la ecuación de estado 
medi nte l s atrice   y  . 
 
Finalmente, ,  y  son, respectivam nte, las 
matric s de masa, amortiguamiento y rigid z de 
orden (n x ),  ( ) s el vector d  
desplazamient  d  di ensió  (n),  ( ) es el 
vector de imensión (r) que representa a carga 
aplicada en el sistema y ( ) es el vector (m) 
dimension l que representa la fuerza de c ntrol. 
Las atrices  y   son matric s de orden (n x 
m) y (n x r) que definen la l cal zación de la  
fuerzas de control (posición de los m 
controladores) y de excitaciones ext rnas 
(posición de las r fuerzas externas), 
respectivamente. 
 
El pr ble a l regulador l ne l cuadrátic
(LQR) c nsiste e  seleccionar un vect r de 
control  ( ) de tal forma que un índic  de 
desempeño   s a minimiza o restringido a l
ecuación de estado d l sist ma. La forma del
índice de d semp ño  s cuadrática en ( ) y 
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estructural. Así, selec ionand     , se puede
representar el í dice de desempeño   co o: 
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Donde   es una matriz positiva se i-definida de 
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definidas d  acuerdo con la importancia relativa 
dada, respectivamente, a las variables de estad  
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mini ización. 
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Donde H  es el H miltonia o definido como el 
integrando de la ecuación (12). 
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desempeño   sea minimizado restringido a la 
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término de control óptimo expresado como 
función de co-esta o. Resta, por tanto, 
determinar na relación entre el co-estado y el 
estado. Para tal fin, se asume que el vector de 
control sea regulad  por el vector de estado, es 
decir, se realiza un control de malla cerrada que 
significa que la respuesta estructural del sistema 
rá continu m nte monitoreada, utilizando esta 
información para realizar correcciones 
p rmanentes en las fuerzas de control aplicadas. 
Así, asumiendo que la relación entre co-estado y 
stado es lineal, se tiene: 
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 H
  
                           (14) 
 ̇  H
  
                    (15) 
Con condición de frontera: 
  (  )    (16) 
Derivando parcialmente H  con relación a   y   
se obtiene: 
 ̇                     (  )     (17) 
    
    (18) 
El conju to de ecuaciones (7), (17) y (18) 
proporcionan la solución óptima para  ( ),  ( ) 
y   ). Particularm nte, l  ecu ción (18) es el 
término d  control óptimo expr sado como 
función de co-estado. Resta, por tanto, 
determin r una relación entre l c -estado y el 
est do. Para tal fin, se asume que el vector de 
contr l sea regulado por el vector e estado, es 
decir, se realiza un control de malla cerrada que 
significa que la respuesta estructural del sistema 
será continuamente monitoreada, utilizando esta 
información para realizar correcciones 
perman ntes n las fuerzas de control aplicadas. 
Así, asumiendo que la r lación entr  co-estado y 
est do es lineal, se tiene: 
 ( )   ( ) ( ) (19) 
La matriz  ( ) se determina derivando la 
ecuación 19) en función del tiempo, obteniendo: 
 ̇( ) ̇ ( ) ( ) ( ) ̇ ( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇ ( )  ( )     ( ) 
     ( )  
   ( )    ]  ( )   ( )  ( )     
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )  ( )   ( ) 
     ( )  
  ( )               (  )    
(22) 
En la teoría de control óptimo, la ecuación (21) 
es llamada de ecuación de la matriz de Riccati, 
donde  ( ) es l matriz de Riccati. Dad  que 
 ( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo.
 
La sustitución de la ecuación (19) en la ecuación 
(18) muestra que el vector de control  ( ) es 
line l e   ( ). Así, la ley de control óptima es: 
( )   ( ) ( )     
   ( ) ( )   (23) 
Donde  ( ) es la ganancia del control. 
 
Estrictamente hablando, la atriz de Riccati 
 ( ) obtenida de la ecuación (22) no 
proporciona una solución óptima a menos que el 
términ  de la excitación  ( ) desaparezca dentro 
del intervalo de ontrol [    ]  ésta sea un 
proceso estocástico de tipo ruido blanco. En 
aplicaciones estructurales, cálculos numéricos 
demostraron que la matriz de Riccati permanece 
generalmente constante en el intervalo de 
control, cayendo rápid mente para cero cuando 
se aproxim  a  . Así, ( ) puede s r, en la 
mayor p rte de los cas s, proximada a una 
matriz constante   h i ndo c n que la ecuación 
d  Riccati se reduzca a: 
     
             (24) 
Con esto, la ganan ia del co trol p sa a ser 
también u a constan  caracterizada por la 
siguiente xp esión: 
            (25) 
Por último, sustituyendo la ecuación (23) en la 
ecuación (7) se consigue determinar el 
comportamiento de la estructura controlada. El 
resultado es: 
 ̇( )  (    ) ( )    ( )    
 ( )      
(26) 
3.2 Algoritmo de selección de voltaje del 
controlador clipped optimal 
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El conjunto de e uaci nes (7), (17) y (18) pr porcion n 
la solución óptima para 
Partiendo de la condición inicial de la ecuación
(6) se puede concluir que   ( )   . Como se 
necesita de que   , se debe cumplir que: 
  H
  
                             (14) 
 ̇  H
  
                  (15) 
Con condición de frontera: 
  (  )    (16) 
Der vando parcialmente H  con relación a   y   
se obtiene: 
 ̇                   (  )    (17) 
    
      (18) 
El conjunt  de ecuaciones (7), (17) y (18) 
proporcionan la solución óptima para  ( ),  ( ) 
y  ( ). Particularmente, la ecuación (18) es el 
término de control óptimo expresado como 
función de co-estado. Resta, por tanto, 
determinar una relación e tre el co- stado y l 
estado. Para tal fin, se asume que el vector  
control sea regulado por el vector d  estado, es 
decir, se realiza un control de mall  cerrada que 
significa que la respu sta estructural del sistem  
será continua ente monitoreada, utilizando esta 
info c ón para r al zar correcciones
permanentes en las fu rzas de control aplicadas.
Así, asumiendo que la relación entre co-estado y 
estado es lineal, se tiene: 
 ( )   ( ) ( ) (19) 
La matriz  ( ) se determina derivando la 
ecuación (19) en función del tiempo, obteniendo: 
 ̇( )   ̇( ) ( )   ( ) ̇( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇( )   ( )     ( )  
   ( )  
   ( )    ]  ( )   ( )  ( )     
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )    ( )  
    ( )  
   ( )                 (  )     
(22) 
En la teoría de control óptim , la ecuación (21) 
es llamada de ecuación de la matriz de Riccati, 
donde  ( ) es la matriz de Riccati. Dado que 
 ( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo. 
 
La sustitución de la ecuación (19) en la ecuación 
(18) mu str  que el vector de control  ( ) es
lineal en  ( ). Así, l ley de ontrol óptima es: 
 ( )  ( ) ( )      
     ( ) ( )   (23) 
Donde  ( ) es la ga ancia l control. 
 
Estrictamente hablando, l  matriz de Riccati 
 ( ) obtenida de la ecuación (22) no 
proporciona una solución óptima a menos que el 
término de la excitación  ( ) desaparezca dentro 
del intervalo de control [    ] o ésta sea un 
proceso estocástico de tipo ruido blanco. En 
aplicaciones estructurales, cálculos numéricos 
demostraron que la matriz de Riccati permanece 
generalmente constante en el intervalo de 
control, cayendo rápidamente para cero cuando 
se aproxima a   . Así,  ( ) puede ser, en la 
mayor parte de los casos, proximada a un  
matriz constante   haciendo con que la ecuación 
de Riccati se reduzca a: 
        
            (24) 
Con esto, la ganancia del control pasa a s r 
ta bién una constant  caracterizada por la 
sig iente xpresión: 
     
     (25) 
Por último, sustituyendo la ecuación (23) en la 
ecuación (7) se consigue determinar el 
comportamiento de la estructura controla a. E  
resultado es: 
 ̇( )  (    ) ( )  ( )    
 ( )      
(26) 
3.2 Algoritmo de selección de voltaje del 
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,
Partiendo de la condición inicial de la ecuación 
(6) se puede concluir que  ( )   . Co o se 
necesita de que     , se debe cumplir que: 
  H
  
                           (14) 
 ̇  H
  
                 (15) 
Con condición de frontera: 
  ( )  (16) 
Deriv do parcialment H  con r lación a  y  
se obtiene: 
 ̇                (  )    (17) 
        (18) 
El conjunto de cuaciones (7), (17) y (18)
proporcio an la solución óp im  para  ( ),  ( ) 
y   ). Particul mente, l  ecuación (18) es el 
término de cont ol óptimo expresado como 
función de co-estado. Resta, por tanto, 
determinar una lación entre el co-est do y el 
estado. Para tal fin, se a ume que el vector de 
control sea regulado por l vector de estado, es 
decir, se realiza u  control de malla cerrada qu  
significa que la respuest  estructural del sistema 
será continu ment  monitoreada, ut liza do esta 
información para r lizar corre ciones 
perma entes en las fuerzas d  control aplicadas. 
Así, asumiendo que la relación entre co-estado y 
estado es lineal, se tiene: 
 ( ) ( ) ( ) (19) 
La matriz ( ) se determina derivando la 
ecuación (19) en función del tiempo, obteniendo: 
 ̇( )  ̇( ) ( )   ( ) ̇( ) (20) 
Sus ituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obti ne: 
[ ̇( )   ( )     ( )
  ( )  
   ( )   ]  ( )   ( )  ( )    
 (  )   
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )     ( )  
   ( )  
   ( )               (  )    
( 2) 
En la teoría de control óptimo, la ecuación (21) 
es llamada de ecuación de la matriz de Ri cati, 
donde  ( ) es la matriz de Ri cati. Dado que 
( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo. 
 
La sus itución de la ecuación (19) en la ecuación 
(18) mu s ra que el vector de control ( ) es 
lineal en  ( ). Así, la l y d  co trol óptima es: 
 ( )   ( ) ( )         ( ) ( )   (23) 
Donde es la ganancia del control. 
 
Estrictamente hab ndo, la matriz de Ri cati 
( ) obtenida de la ecuación ( 2) no 
proporciona una solución óptima a menos que el 
término de la excitación  ( ) desaparezca dentro 
del interval  de control [    ] o ésta sea un 
proceso estocástico de tipo ruido blanco. En 
aplicaciones estructurales, cálculos numéric s 
demostraron que la matriz de Ri cati permanece 
general ente constante en el intervalo e 
control, cayendo rápidamente para cero cuando 
se aproxima a  . Así,  ( ) puede ser, en la 
ayor parte de los casos, aproximada a una 
matriz constante  haciendo con que la ecuación 
de Ri cati se reduzca a: 
      
        (24) 
Con esto, la ganan ia del control pas  a ser 
también una constante caracterizada por la 
siguiente expresión: 
     
     (25) 
Por último, sus ituyendo la ecuación (23) en la 
ecuación (7) se consigue determinar el 
comportamiento de la estructura ontrolada. El 
resultad  es: 
 ̇( ) (   ) ( )    ( )    
 ( )      
(26) 
3.2 Algoritmo de sele ción de voltaje del 
controlador cli ped optimal 
 
 y 
Partiendo de la condición inicial de la ecuación 
(6) se puede concluir que   ( )  . Como se 
necesita de que     , se d be umplir que: 
  H
  
                           (14) 
 ̇ H
  
                (15) 
Con condición de frontera: 
 (  )    (16) 
Derivando parcialmente H  con relación a   y   
se obtiene: 
 ̇                    (  )     (17) 
          (18) 
El onjunto de ecuaci n s (7), (17) y (18)
propor i an la solución óptima para  ( ),  ( ) 
y  ( ). Particularm nte, l  cua ión (18) s el 
término de control óptimo xpr sado com  
función de co-esta o. Rest , por tanto, 
d termina  un relación entre el co-estado y el 
estado. Para tal fin, se asume que el vector de 
control sea regulado por el vector de estado, es 
decir, se realiza un control de malla cerrada que 
significa que la respuesta estructural del sistema 
será continuamente monitoreada, utilizando esta 
información para realizar correcciones 
permanentes en las fue zas de c ntrol plic das. 
Así, asumiend  que l  r l ció  entre co-estado y 
estado es lineal, se tiene: 
 ( ) ( ) ( ) (19) 
La matriz  ( ) e d termi a derivand  la 
ecuació  (19) en funció  del ti mp , obteniendo:
 ̇( )   ̇( ) ( )   ( ) ̇( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇( )  ( )    ( )  
   ( )  
   ( )    ]  ( )  )  ( )   
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )     ( )  
     ( )  
   ( )                 (  )     
(22) 
En la teoría de control óptimo, la ecuación (21) 
es llamada de ecuación de la matriz de Riccati, 
donde  ( ) es la matriz de Riccati. Dado que 
 ( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo. 
 
La sustitución de la ecuación (19) en la ecuación 
(18) muestra que el vector de control  ( ) es 
lineal en  ( ). Así, la ley de control óptima es: 
 ( )   ( ) ( )      
     ( ) ( )   (23) 
Donde  ( ) es la ganancia del control. 
 
Estrictamente hablando, la matriz de Riccati 
 ( ) obtenida de la ecuación (22) no 
proporciona una solución óptima a menos que el 
término de la excitación  ( ) desaparezca dentro 
del intervalo de control [    ] o ésta sea un 
proceso estocástico de tipo ruido blanco. En 
aplicaciones estructurales, cálculos numéricos 
demostraron que la matriz de Riccati permanece 
generalmente constante en el intervalo de 
control, cayendo rápidamente para cero cuando 
se aproxima a   . Así,  ( ) puede ser, en la 
mayor parte de los casos, aproximada a una 
matriz constante   haciendo con que la ecuación 
de Riccati se reduzca a: 
       
               (24) 
Con esto, la ganancia del control pasa a ser 
también una constante caracterizada por la 
siguiente expresión: 
      
       (25) 
Por último, sustituyendo la ecuación (23) en la 
ecuación (7) se consigue determinar el 
comportamiento de la estructura controlada. El 
resultado es: 
 ̇( )  (    ) ( )    ( )    
 ( )      
(26) 
3.2 Algoritmo de selección de voltaje del 
controlador clipped optimal 
 
. 
Par icularmente, la e uación (18) es l término de 
control óp imo ex resado como función de o-estado. 
Resta, por t nto, determinar una relación entre el co-
est do y l stado. Pa a tal fin, s  sum  que el vector 
de control sea l  por el vector de estado, es d cir, 
se realiza u  c ntrol de malla c rr da que significa que 
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la respuesta estructural del sistema será continuamente 
monitoreada, utilizando esta información para realizar 
correcciones permanentes en las fuerzas de control 
aplicadas. Así, asumiendo que la relación entre co-
estado y estado es lineal, se tiene:
Partiendo de la condición inicial de la ecuación 
(6) se puede concluir que   ( )   . Como se 
necesita de que     , se debe cumplir que: 
  H
  
                             (14) 
 ̇  H
  
                    (15) 
Con condición de frontera: 
  (  )    (16) 
Derivando parcialmente H  con relación a   y   
se obtiene: 
 ̇                      (  )     (17) 
      
      (18) 
El conjunto de ecuaciones (7), (17) y (18) 
proporcionan la solución óptima para  ( ),  ( ) 
y  ( ). Particularmente, la ecuación (18) es el 
término de control óptimo expresado como 
función de co-estado. Resta, por tanto, 
determinar una relación entre el co-estado y el 
estado. Para tal fin, se asume que el vector de 
control sea regulado por el vector de estado, es 
decir, se realiza un control de malla cerrada que 
significa que la respu sta estructu al del sistema 
será continuamente monitoreada, utilizando esta 
información para r alizar correcciones 
perm nentes en las fuerzas de control aplicadas. 
Así, asumiendo que la r lación entre co-estado y 
estado es lineal, se tiene: 
 ( )   ( ) ( ) (19) 
La matriz  ( ) se determina derivando la 
ecuación (19) en función del tiempo, obteniendo: 
 ̇( )   ̇( ) ( )   ( ) ̇( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇( )   ( )     ( )  
     ( )  
   ( )    ]  ( )   ( )  ( )     
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )     ( )  
     ( )  
   ( )                 (  )     
(22) 
En la teoría de control óptimo, la ecuación (21) 
es llamada de ecuación de la matriz de Riccati, 
donde  ( ) es la matriz de Riccati. Dado que 
 ( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo. 
 
La sustitución de la ecuación (19) en la ecuación 
(18) muestra que el vector de control  ( ) es 
lineal en  ( ). Así, la ley de control óptima es: 
 ( )   ( ) ( )      
     ( ) ( )   (23) 
Donde  ( ) es la ganancia del control. 
 
Estrictamente hablando, la matriz de Riccati 
 ( ) obtenida de la ecuación (22) no 
proporciona una solución óptima a menos que el 
término de la excitación  ( ) desaparezca dentro 
del intervalo de control [    ] o ésta sea un 
proceso estocástico de tipo ruido blanco. En 
aplicaciones estructurales, cálculos numéricos 
demostraron que la matriz de Riccati permanece 
generalmente constante en el intervalo de 
control, cayendo rápidamente para cero cuando 
se aproxima a   . Así,  ( ) puede ser, en la 
mayor parte de los casos, aproximada a una 
matriz constante   haciendo con que la ecuación 
de Riccati se reduzca a: 
        
               (24) 
Con esto, la ganancia del control pasa a ser 
también una constante caracterizada por la 
siguiente expresión: 
      
       (25) 
Por último, sustituyendo la ecuación (23) en la 
ecuación (7) se consigue determinar el 
comportamiento de la estructura controlada. El 
resultado es: 
 ̇( )  (    ) ( )    ( )    
 ( )      
(26) 
3.2 Algoritmo de selección de voltaje del 
controlador clipped optimal 
 
)
La matriz p(t) se determina derivando la ecuación (19) 
en función del tiempo, obteniendo:
Partiendo de la condición inicial de la ec ación 
(6) se puede concluir que   ( )   . Como se 
necesita de que     , se debe cumplir que: 
  H

                             (14) 
 ̇  H
  
                   (15) 
Con condición de frontera: 
  (  )    (16) 
Derivando parcialmente H  con relación a   y   
se obtiene: 
 ̇                      (  )     (17) 
      
       
El conjunto de ecuaciones (7), (17) y (18) 
proporcionan la solución óptima para  ( ),  ( ) 
y  ( ). Particularmente, la ecuación (18) es el 
término de control ptimo xpresado como 
función de co-estado. R sta, por tanto, 
determinar una relación entre el co- stado y l 
estado. Par  tal fi , se asum  que el vector d  
control sea regulado por el vector de stado, es 
d cir, se realiza u  control de alla cerra a que 
signif ca que la respuesta estructural del sistema 
será continuamente monitor ada, utiliz do esta 
información para realizar correcciones 
perman ntes en las fuerzas de control aplicadas. 
Así, asumiendo que la relación entre co-estado y 
estado es lineal, se tiene: 
 ( )   ( ) ( ) (19) 
La matriz ( ) se determina derivando la 
ecuación (19) en función del tiempo, obteniendo: 
 ̇( )   ̇( ) ( )   ( ) ̇( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇( )   ( )     ( )  
     ( )  
   ( )    ]  ( )   ( )  ( )     
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )     ( )  
     ( )  
   ( )                 (  )     
(22) 
En la teoría de control óptimo, la ecuación (21) 
es llamada d  ecu ción de la ma riz de Riccati, 
donde  ( ) es la matriz de Riccati. Dado que 
 ( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo. 
 
La sustitución de la ecuación (19) en la ecuación 
(18) muestra que el vector de control  ( ) es 
lineal en  ( ). Así, la ley de control óptima es: 
 ( ) ( ) ( )      
     ( ) ( )   (23) 
Donde  ( ) s la ganancia del control. 
 
Estrictamente hablando, la triz de Riccati 
 ( ) obtenida de la ecuación (22) n  
proporciona una solución óptima a menos que el 
término de la excitación  ( ) desaparezca dentro 
del intervalo de control [    ] o ésta sea un 
proce o estocástico de tipo ruido blanco. En 
aplicaciones estructural s, cálculos numéricos 
demostraron que la matriz de Ricc ti permanece 
g neralmente constante en el intervalo de 
control, cay n o rápidamente ara cero cuando 
se aproxima a  . Así,  ( ) pued  ser, en la 
mayor part  de los casos, aproximada a una 
matriz constante   haciendo con que la ecuación 
de Riccati se reduzca a:
        
               (24) 
Con es o, la ganancia del control pasa a ser 
también una constante caracterizada por la 
siguiente expresión: 
      
     (25) 
P r último, sustituyendo la ecu ción (23) en la 
ecuación (7) se consigue determinar el 
comportamiento de la estructura controlada. El 
resultado es: 
 ̇( )  (    ) ( )    ( )    
 ( )      
(26) 
3.2 Algoritmo de selección de voltaje del 
controlador clipped optimal 
 
(20)
Sustituyendo las ecuaciones (7), (18), (19) y (20) en la 
ecuación (17) se obtiene:
 
Partiendo de la condición inicial de la ecuación 
(6) se puede concluir que   ( )   . Como se 
necesita de que     , se debe cumplir que: 
  H
  
                             (14) 
 ̇  H
  
                   (15) 
Con condición de frontera: 
 (  ) ( 6) 
Derivando parcialmente H  con relación a   y  
se obtiene: 
 ̇                      (  )     (17) 
      
     ( ) 
El onjunto de ecu ciones (7), (17) y (18)
proporcionan l so u  óp ima para  ( ), ( )
y  ( ) ticu armente, la ecuación (18) es el
término de control óptimo xpresado c mo
función de co-estado. Resta, po  t nto,
d te min r una r l ción entre el co-estado y l
estado. Par  al fi , s  asume que el vect r d
cont ol s a regul do por l ve tor de stado, 
d ir, se realiza n control de malla errada que
significa que la respuesta estructural del sistema
s rá continuamente monitoreada, utiliz ndo esta
información para realizar corr cciones
permanentes en las fuerzas de control aplicadas. 
Así, asumiendo que la relación entre co-estado y 
estado es lineal, se tiene: 
 ( ) ( ) ( ) (19) 
La matriz ( ) se det rmina derivando la 
cuación (19) en función d l tiempo, obteniendo: 
 ̇( )   ̇( ) ( )   ( ) ̇( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇( )   ( )     ( )  
     ( )  
   ( )    ]  ( )   ( )  ( )     
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )     ( )  
     ( )  
   ( )                 (  )     
(22) 
En la teoría de control óptimo, la ecuación (21)
es llamada d  ecu ción de la matriz de Riccati,
donde  ( ) es l  matriz de Riccati. Dado que 
 ( ) es especific do en   , esta ecuación se 
resuelve de forma retroa tiva n el d minio d l 
tiempo. 
 
La sustitución de la ecuación (19) en la ecuación 
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determinar una relación entre el co-estado y el 
estado. Para tal fin, se asume que el vector de 
control sea regulado por el vector de estado, es 
decir, se realiza un control de malla cerrada que 
significa que la respuesta estructural del sistema 
será continuamente monitoreada, utilizando esta 
información para realizar correcciones 
permanentes en las fuerzas de control aplicadas. 
Así, asumiendo que la relación entre co-estado y 
estado es lineal, se tiene: 
 ( )   ( ) ( ) 19) 
La matriz ( ) se determina deriva do la 
ecuación (19) en función del tiempo, obteniendo: 
 ̇( )   ̇( ) ( )   ( ) ̇ ( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇( )   ( )     ( )  
   ( )  
  ( )   ]  ( )   ( )  ( )     
 (  )    
(21) 
Asumiendo que ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )     ( )  
   ( )  
  ( )                (  )     
(22) 
En la teoría de control óptim , la ecuación (21) 
es llamada de ecuación de la matriz de Riccati, 
donde ( ) es la matriz de Riccati. Dado que 
 ( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo. 
 
La sustitución de la ecuación (19) en la ecuación 
(18) muestra que el vector de control ( ) es 
lineal en  ( ). Así, la ley de control óptima es: 
  )  ( ) ( )     
  ( ) ( )   (23) 
Donde  ( ) es la ganancia del control. 
 
Estrictamente hablando, la matriz de Riccati 
 obtenida de la ecuac ón (22) no 
proporciona una so ución óptima a menos que el 
término de la excita ión  ( ) desaparezca dent o 
del intervalo de control [   ] o ésta sea un 
proceso estocástico de tipo ruido blanco. En 
aplicaciones estructura es, cálculo  numéricos
demostraron que la atriz de Riccati permanece 
generalmente constante  el intervalo de 
control, cayendo rápidamente para c ro cuando 
se aproxima a   . Así, ( ) puede ser, en la 
mayor parte de los casos, aproximada a una 
matriz constante   haciendo con que la ecuación 
de Riccati se reduzca a: 
    
          (24) 
Con esto, la ganancia del control pasa a ser 
también una constante caracterizada por la 
siguiente expresión: 
      
     (25) 
Por último, sustituyendo la ecuación (23) en la 
ecuación (7) se consigue determinar el 
comportamiento de la estructura controlada. El 
resultado es: 
 ̇( )  (    ) ( )    ( )    
 ( )     
(26) 
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pued  s r, n la mayor part  de los casos, 
aproximada a una atriz constante 
Partiendo de la condición inicial de la ecuación 
(6) s  pue  con luir que ( )  . Como se 
necesita de que     , se debe cumplir que: 
  H
  
                             (14) 
 ̇  H

                 (15) 
Con condición de frontera: 
  (  )    (16) 
Derivando parcialmente H  con elación a   y   
se obtie e: 
 ̇                   (  )     (17) 
      
      (18) 
El conjunto de ecuaciones (7), (17) y (18) 
proporcionan la solución ópti a par   ( ),  ( ) 
y ( ). Particularmente, la ecuación (18) es el 
término de control ó tim  expre ado c mo 
función de c -estad . R sta, p r ant , 
determin r una relación entre el co-estado y l
estado. Para tal fin, se asume que el vect r de
control sea r gulad  por el vector de est d , 
decir, se realiza un control de malla cerrada que
significa que la respuesta estructural del siste a 
será continu m nte monitoreada, utilizando esta 
inf rmación para realizar correcciones 
permanentes en las fuerzas de control aplicadas. 
Así, asumiendo que la relación entre co-estado y 
estado es lin al, se tiene: 
 ( )   ( ) ( ) (19) 
La matriz  ( ) se determina derivando la 
ecuació  (19) en función del tiemp , obteniendo: 
 ̇( )   ̇( ) ( )   ( ) ̇( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
e la ecuación ( 7) se obtiene: 
[ ̇  ( )    ( )  
     ( )  
   ( )    ]  ( )   ( )  ( )     
 ( )   
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )  ( )     ( )  
     ( )  
  ( )                 (  )     
(22) 
En la teoría de control óptimo, la ecuación (21) 
s llamad  de e uación de la matriz de Riccati, 
donde  ( ) es la matriz de Riccati. Dado que 
 ( ) es especificado en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tie po. 
 
La sustitución de la ecuación (19) en la ecuación 
(18) m estra qu  el vector de control  ( ) es 
lineal en  ( ). Así, la ley de control óptima es: 
( )   ( ) ( )      
     ( ) ( )   (23) 
Donde  ( ) es la ganancia del control. 
 
Estrictamente hablando, la matriz de Riccati 
( ) obten da de la ecuación (22) no 
proporciona una solución óptima a menos que el 
término d  la xcitación ( ) desaparezca dentro 
del intervalo de control [    ] o ésta sea un 
proceso estocástico de tipo ruido blanco. En 
aplicaci nes estructurales, cálculos numéricos 
demostra on que la matriz de Riccati permanece 
generalment  constant  en el intervalo de 
co t ol, caye do rápidamente para cero cuando 
s  proxima a  . Así, ( ) puede ser, en la 
mayor arte de los casos, aproximada a una 
atriz c st te   haciendo con que la ecuación 
de Ri cati se reduzc  a: 
                      (24) 
Con esto, la ganancia del control pasa a ser 
también una constante caracterizada por la 
siguiente expresión: 
      
       (25) 
Por último, sustituyendo la ecuación (23) en la 
ecuación (7) se consigue determinar el 
co portami nto de la structura controlada. El 
resultado es: 
̇ ( )  (    ) ( )    ( )    
 ( )      
(26) 
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 haciendo con 
que l  ecuación de Riccati se reduzca a:
Partiendo de la condición in cial de la ecuación 
(6) se puede concluir que ( )  . Como se 
necesita  qu , s  debe cumplir que: 
  H
  
                           (14) 
̇ H

                 (15) 
Co  condición de frontera: 
  ( )    (16) 
D rivando parcialm nte H  con relación a   y  
se obtiene: 
̇                   (17) 
         (18) 
El conju to de ecuaciones (7), (17) y (18) 
proporcionan l solución óptima p ra  ( ),  ( ) 
y  ( ). P rti larmente, la cuación (18) es el 
término de control óptimo expresado como 
función d  co-estado. Rest , por ta o, 
determinar una relación entr  el co-estado y el 
estado. Para tal fin, s  asum  que el vector de 
c ntr l s a r gula o por l vector de estado, es 
decir, se realiz  un control de m lla cerrad  que 
ignific  que la espuesta str ctural del sis em  
será c tinu mente mo it r ada, utilizando esta 
información para realizar correcciones 
permanentes en las fuerzas  control aplicadas. 
Así, sumie do qu  l  r l ció  entr  co-estado y 
estado es lineal, se tiene: 
 ( ) ( ) ( ) (19) 
La matriz ( ) se determina derivando la 
ecuación (19) en funció  d l tiempo, obteniendo: 
̇   ̇( ) ( )  ( ) ̇( ) (20) 
S stituy ndo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇  ( )    ( ) 
     ( )  
  ]  ( )  ( ) ( )     
 ( )    
(21) 
Asumiendo qu   ( )  , la ecuación (21) es 
reducida a: 
 ̇ ( )    ( ) 
     ( )  
 ( )              ( )     
(22) 
E  la teoría de contro  óptimo, la ecuación (21) 
es llama a de ecuación de la matriz de Riccati, 
donde ( ) es la matriz de Ri cati. Dado que 
( ) es esp cificado en  , sta ecuación se 
resuelve de forma r troactiva n el dominio del 
tiempo. 
 
L  s stitución de la ecua ión (19) en la ecuación 
(18) muestra que el vector d  control  ( ) es 
line l n  ( ). Así, la ley d  control óptima es: 
( )  ( ) ( )  
    ( ) ( )   (23) 
Do de ( ) es la ganancia del control. 
 
Estrictamente hablando, la matriz de Riccati 
(  obtenid  de la ecuación (22) no 
proporciona un solució ópti a a menos que el 
término de la excit ción  ( ) desaparezca dentro 
del intervalo de control [   ] o ésta sea un 
pr c so estocástic  de tipo ruido blanc . E  
aplic ciones truct rales, ál los numéricos 
de os e l  mat iz de Ric ati perman ce 
general e t  co stante en el interv lo d  
control, cay ndo rápidame te p ra cero cuando 
se aproxima a   . A í, ( ) puede ser, en la 
mayor parte de los c sos, proximad  a una 
matriz onsta te   ha i ndo co  que la ecuación 
de Riccati se reduzca a: 
   
            (24) 
Co  esto, la gananci  del control pasa a ser 
también una const nt  car ct rizada por la 
siguiente expresión: 
   
       (25) 
Por último, sustituyendo la ecuación (23) en la 
cuació  (7) s  co sigue determinar el 
comportamiento de la estructura controlada. El 
resultado es: 
̇ ( ) ( ) ( )    ( )    
 ( )     
(26) 
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Con esto, la ganancia del control pas   ser también 
una co stante caracterizada por la siguiente expresión:
Pa tiendo de la condición inicial de la ecuación 
(6) se pu d  oncluir que  ( )  . Como se 
necesita de que     , se debe cumplir que: 
  H
  
                             (14) 
 ̇ H
  
                  (15) 
Con condición de frontera: 
  (  )  (16) 
Derivando parcialmente H  con relación a   y   
se obtiene: 
 ̇                    (  )     (17) 
     
     (18) 
El conjunto de ecuaciones (7), (17) y (18) 
proporcionan la solución óptima para  ( ),  ( ) 
y ( ). Particularmente, la ecuación (18) es el 
término de control óp im  expresado como 
función de c -estado. Resta, por tanto, 
determinar una relación entr el co-estado y el 
estado. Para al fin, e asume que el vect r de 
control sea regul do por el vector de estado, es 
ecir, se realiza un control de malla cerrada que 
significa q e la respuesta tructural del sistema 
será continuamente monit r ada, utilizando esta 
in orm ción para realizar correcciones 
permanentes  las fu rz s de control aplicadas. 
Así, asumiendo que la relación entre co-estado y 
estado es lineal, se tiene: 
 ( )   ( ) ( ) (19) 
La matriz (  se d t rmina deriv ndo la 
ecuació  (19) en función del tiempo, obteniendo:
 ̇( )   ̇( ) ( )   ( ) ̇( ) (20) 
Sustituyendo las ecuaciones (7), (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇ ( )   ( )   ( )  
   ( )  
   ( )   ] ( )   ( )  ( )   
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
̇ ( ) ( )   ( )  
    ( )  
   ( )                 (  )    
(22) 
En la teoría de control óptimo, la ecuación (21) 
es llama a de ecuación de la matriz de Riccati, 
dond  ( )  l  matr z de Riccati. Dado que 
( ) es especificad  en   , esta ecuación se 
resuelve de forma retroactiva en el dominio del 
tiempo. 
 
La sustitución de la ecuación (19) en la ecuación 
(18) mu stra que el vector de control ( ) es 
lineal en  ( ). Así, la ley de control óptima es: 
 ( )  ( ) ( )    
    ( ) ( )   (23) 
Donde  ( ) es la ganancia del control. 
Estrictam nte hablando, la matriz de Riccati 
 ( ) obtenida de la ecuación (22) no 
p op rci a n  solu ión óptima a m os que el 
término de la x i ción ( ) desaparezca dentro 
del int rvalo de control [   ] o ésta sea u  
proceso esto ástico de tip  ruido blanco. En 
plicacion s structur les, cálculos nu éricos 
demostraron que la matriz de Riccati permanece 
ge er l ent  c nstante en el intervalo de 
control, cayendo rápidamente para cero cuando 
se aproxima a   . Así, ( ) puede ser, e  la 
ayor parte de los casos, aproximada a una 
matriz constante   haciendo con que la ecuación 
de Riccati se reduzca a: 
       
            (24) 
Con sto, la ga ncia del c ntrol pa a a ser 
también una constante caracterizada por la 
siguiente expresión: 
    
       (25) 
Por último, sustituyendo la cuación (23) en la 
cuación (7) se consigue determinar el 
comportamiento de la estructura controlada. El 
resultado es: 
 ̇( )  (    ) ( )    ( )    
 ( )      
(26) 
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Por último, sustituyendo la ecuación (23) en l  ecuación 
(7) se consigue determinar el comportamiento de la 
estructura controlada. El resultado es:
Par iendo de la condición inicial de la cuación 
(6) se puede concluir que  ( )   . Como se 
necesita de que     , se debe cumplir que: 
  H
  
                          (14) 
̇   H
  
                    (15) 
Con condición de frontera: 
 (  )  (16) 
Derivando parcialmente H  con relación a   y   
se obtiene: 
 ̇                (  )     (17) 
    
     (18) 
El conjun o d  ecu cion  (7), ( 7) y (18) 
p porcio n l  solució óptima p ra ( ),  ( ) 
y  ( ). Partic larmente, la ecu ción (18) es el 
término de control ópti o expr ado como 
función de co-es d . Resta, por tanto, 
determinar n  relación ent e l co- tad  y el 
est do. P r  t l fi , se asu e que el vector de 
control s a regulado por el vector de e ado, es 
decir, s  r aliza un cont ol de ma a cerr  que 
signif ca que l  respuesta estructural del sistema 
será continuamente monitoreada, utilizan  est  
infor ación para realizar correcciones 
permanentes en las fuerzas de control apli ad s.
Así, asumiendo que la relación entre co-estado y 
estado es lineal, se tiene: 
 ( )  ( ) ( ) (19) 
La matriz ( ) se determina der vando la 
ecuación (19) en función del tiempo, obteniendo: 
̇ ( ̇ ( ) ( ) ( ) ̇ ( ) (20) 
Sustituyendo las ecuaciones (7 , (18), (19) y (20) 
en la ecuación (17) se obtiene: 
[ ̇ ( )   ( )  
  ( )  
  ( )   ] ( )  ( )  ( )     
 (  )    
(21) 
Asumiendo que  ( )   , la ecuación (21) es 
reducida a: 
 ̇( )   ( )     ( )  
   ( )  
( )             (  )     
(22) 
En la teoría de control óptimo, la ecuación (21) 
es llamada de ecuación de la matriz de Riccati, 
donde  ( ) es la matriz de Riccati. Dado que 
( ) es esp cificado e    , sta ecuación se 
resuelve de forma r tr activa e  el dominio del 
tiempo. 
 
La sustitución de la ecuació  (19) en l  cuación 
(18) muestra que el vector de control  ( ) es 
lineal en ( ). Así, la ley de control óptima es: 
( )  ( ) ( )       ( ) ( )   (23) 
D nde  ( ) e  la ganancia del control. 
 
Estrictame te hablando, la matriz de Riccati 
 ( ) obt nida de la cuación (22) no 
proporciona una solución óptima a menos que el 
término de la excitación  ( ) desaparezca dentro 
del int rvalo de control [   ] o ésta sea un 
p ces  stocástico d  ipo uido blanco. En 
licaciones estruc urales, cálculo  n méricos 
demostr ron que la matriz de Ricc ti permanece 
generalme te con ta te e  el intervalo de 
control, cayendo rápidamente para cero cuando 
s  proxima a   . Así, ( ) puede ser, en la 
mayor pa te de los casos, aproximada a una 
matriz constante   haciendo con que la ecuación 
de Riccati se reduzca a: 
 
    
         (24) 
Co  esto, la ganancia del control pasa a ser 
también una constante caracterizada por la 
siguiente expresión: 
    
      (25) 
Por último, sustituy ndo la ecuación (23) en la 
ecua ión (7) se consigue de er inar l 
comportamiento de la tructura controlada. El 
resultado es: 
 ̇( )  (  ) ( )    ( )    
 ( )     
(26) 
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3.2    Algoritmo de selección de voltaje del 
controlador clipped optimal
Debido al hecho de que el incremento o la reducción de las 
fuerzas producidas por el amortiguador MR son controladas 
indirectamente mediante el voltaje aplicado al dispositivo, 
este será el foco principal para generar fuerzas de control 
próximas de las fuerzas de control deseadas. Para eso será 
utilizado el selector de señal de comando del algoritmo 
clipped optimal desarrollado por Dyke (1996).
El algoritmo para la selección de voltaje que debe ser 
aplicado a los amortiguadores MR es presentado a 
continuación:
Debido al hecho de que el incremento o la 
reducción de las fuerzas producidas por el 
amortiguador MR son controladas 
indirectamente mediante el voltaje aplicado al 
dispositivo, este será el foco principal para 
generar fuerzas de control próximas de las 
fuerzas de control deseadas. Para eso será 
utilizado el selector de señal de comando del 
algoritmo clipped optimal desarrollado por Dyke 
(1996). 
 
El algoritmo para la selección de voltaje que 
debe ser aplicado a los amortiguadores MR es 
presentado a continuación: 
        ((    ) )  (27) 
Donde      es el voltaje asociado a la saturación 
del campo magnético del dispositivo de control, 
  es la función escalón unitario,    es la fuerza 
de control deseada y   la fuerza producida por el 
amortiguador MR.  
 
4. MODELO UTILIZADO 
 
El modelo utilizado consiste de un pórtico 
espacial de dos pisos con 2m de altura cada uno 
y tres grados de libertad por piso 
(desplazamientos horizontales en los ejes X y Y y 
rotación en torno del eje Z). En planta, el edificio 
es un rectángulo con distancia entre columnas de 
3m en la dirección Y y de 4m en la dirección del 
eje X. Los elementos estructurales del pórtico 
son hechos en acero, utilizando perfiles 
comerciales tipo HE 140B para las columnas e 
IPE 180 para las vigas. Otros elementos que 
componen el pórtico son las losas de los pisos, 
las cuales fueron formadas por placas de acero 
revestidas en concreto. Además, el modelo 
considera el uso de un par de amortiguadores 
MR de referencia RD-1005-3 instalados en el 
primer piso del edificio, los cuales serán los 
mecanismos encargados de controlar el sistema. 
La Figura 2 presenta un esquema del modelo 
estructural utilizado. 
 
Este modelo es un prototipo experimental en 
escala 2:3 construido en el Laboratorio del 
Departamento de Estructuras, Geotecnia y 
Geología Aplicada de la Universidad de 
Basilicata, en Italia, el cual fue empleado en un 
proyecto de investigación conjunto entre la Red 
de Laboratorios Universitarios Italianos de 
Ingeniería Sísmica (ReLUIS) y el Departamento 
de Protección Civil Italiano (DPC), denominado 
proyecto ReLUIS-DPC 2005-2008. 
 
 
Figura 2. Modelo estructural utilizado. 
 
4.1 Parámetros y propiedades del edificio 
 
La matriz de masa de la estructura fue definida 
como una matriz diagonal que representa la 
idealización de que la masa del sistema se 
concentra en el centro de masa de las losas. Así, 
la matriz de masa del edificio es: 
 
(28) 
Donde los elementos asociados al 
desplazamiento tienen unidades de kg y los 
elementos asociados a la rotación tienen 
unidades de kg∙m2. 
 
La matriz de rigidez del edificio analizado, 
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Debido al hecho de que el increment  o la 
reducción de las fuerzas producidas por el 
amortiguador MR son controladas 
indirectamente mediante el voltaje aplicado al 
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de Estructuras, Geotecnia y Geología Aplicada de la 
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Figura 2. Modelo estructural utilizado.
4.1  Parámetros y propiedades del edificio
La matriz de masa de la estructura fue definida como 
una matriz diagonal que representa la idealización de 
que la masa del sistema se concentra en el centro de 
masa de las losas. Así, la matriz de masa del edificio es:
(28)
Donde los elementos asociados al desplazamiento 
tienen unidades de kg y los elementos asociados a la 
rotación tienen unidades de kg∙m2.
La matriz de rigidez del edificio analizado, determinada 
con base en la hipótesis del diafragma, es:
(29)
Donde los elementos asociados al desplazamiento 
tienen unidades de kN/m y los elementos asociados a 
la rotación tienen unidades de kN∙m.
Finalmente,  fue asumido que la matriz de 
amortiguamiento del edificio será equivalente a 10% 
del valor de la matriz de masa (valor comúnmente 
encontrado en la práctica para este tipo de estructura), 
lo que corresponde a una razón de amortiguamiento de 
0,2% con relación a la primera frecuencia del modelo.
4.2  Parámetros y propiedades de los amortiguadores 
MR
Basili (2006) identificó los parámetros que caracterizan 
el comportamiento del amortiguador MR RD-1005-3. 
El autor encontró que algunos de estos parámetros 
permanecían constantes bajo diversas condiciones de 
operación, así, por ejemplo, fueron definidos, con base 
en ensayos que buscaban determinar las características 
mecanicas del disipador, valores fijos de k0, n y k1(x-x0), 
mientras que otros, como los valores de A, β y γ, son 
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valores constantes sugeridos en la literatura (Spencer Jr. 
et al., 1997). Los parámetros del amortiguador que se 
asumieron como constantes son listados en la Tabla 1.
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Por otra parte, Basili (2006) identificó los parámetros 
α, c0 y c1 del amortiguador MR RD-1005-3 como 
parámetros dependientes del voltaje. Las ecuaciones 
que describen estas relaciones son:
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Tabla 1. Parámetros constantes del amortiguador MR 
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Por otra parte, Basili (2006) identificó los 
parámetros α, c0 y c1 del amortiguador MR RD-
1005-3 como parámetros dependientes del 
voltaje. Las ecuaciones que describen estas 
relaciones son: 
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5. RESULTADOS OBTENIDOS 
Con el objetivo de determinar la eficiencia del 
proyecto de control desarrollado, el modelo 
utilizado fue sometido a la acción de una 
aceleración en la base con duración de 40s y una 
amplitud máxima absoluta de 1,47m/s2, registro 
de aceleración procedente del proyecto de 
investigación ReLUIS-DPC 2005-2008 
desarrollado en Italia. Este registro de 
aceleración es de origen natural y globalmente 
reproduce el espectro de suelo tipo B de acuerdo 
con la norma Italiana OPCM3431, además, este 
acelerograma pasó por una preparación inicial 
consistente en escalonarle en el tiempo y en la 
magnitud para hacerle compatible con las 
dimensiones de la estructura. El registro de 





Figura 3. Registro de aceleración utilizado. 
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en presentar un selector de señal binario, es 
decir, el controlador solo permitirá que el voltaje 
que es aplicado al dispositivo de control tenga 
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El algoritmo de selección de señal de comando 
del control clipped optimal comparará las fuerzas 
producidas por los amortiguadores con las fuerzas de 
control deseadas, determinando así el voltaje requerido 
para aproximar estas fuerzas. Parte de la desventaja de 
este tipo de control está en presentar un selector de señal 
binario, es decir, el controlador solo permitirá que el 
voltaje que es aplicado al dispositivo de control tenga 
dos valores, un valor mínimo donde el amortiguador 
permanece apagado (voltaje=0V) o un valor máximo 
que para el caso especifico de este trabajo es de 2.5V.
Uno de los mayores desafíos al utilizar este tipo de 
control consiste en determinar de manera adecuada 
los valores de las matrices de ponderación 
amortiguador permanece apagado (voltaje=0V) o 
un valor áximo que para el caso especifico de 
este trabajo es de 2.5V. 
 
Uno de los mayores desafíos al utilizar este tipo 
de cont ol consiste en determinar de manera 
adecu da los v lores de las matrices de 
  y   incluidas en el índice de 
desempeño a minimizar en el problema LQR. 
Debido a la falta de criterios establecidos en la 
literatura, el proceso de selección de estas 
matrices es bastante artesanal convirtiéndose en 
un procedimiento de tentativa y error. En su 
trabajo, Carneiro (2009) utilizó este 
procedimiento para evaluar el desempeño de 
distintas matrices de ponderación que 
consiguieron equilibrar la eficiencia del control y 
el consumo de energía en el sistema analizado. 
La conclusión del estudio de la autora evidenció 
que la matriz de ponderación   demostró mayor 
eficiencia cuando se emplea en ella la matriz de 
rigidez estructural del sistema, mientras que la 
matriz de ponderación   es mucho más eficiente 
y equilibrada cuando se utiliza la matriz 
identidad multiplicada por un factor establecido. 
Con base en este criterio fueron seleccionadas 
las siguientes matrices de ponderación: 
  [    ]  (33) 
          (34) 
Donde   y   son matrices de orden 12x12 y 
2x2, respectivamente. 
 
Las Figuras 4 y 5 presentan las respuestas para el 
primero y segundo piso, respectivamente, del 
modelo sometido a la acción de la aceleración 
mostrada en la Figura 4, cuando el sistema es 
administrado con el controlador LQR asociado al 
algoritmo de selección de señal del control 






Figura 4. Respuestas en el primer piso del modelo 
para los casos sin control y controlado mediante el 
LQR: a) Desplazamiento, b) Velocidad y c) 
Aceleración. 
 
La Tabla 2 presenta un resumen con los valores 
de respuesta cuando el sistema es administrado 
por el control semi-activo LQR asociado al 
algoritmo de selección de señal de comando 
clipped optimal. Esta Tabla ofrece también los 
porcentajes de reducción de cada respuesta 
cuando se les compara con los valores obtenidos 




























































Aceleración 1er piso 
Sin Control
Control LQR











































incluidas en el índice de desempeño a minimizar 
en el problema LQR. Debido a la falt  de criterios 
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siguientes matrices de ponderación:
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amortiguador permanece apagado (voltaje=0V) o 
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matriz de ponderación   es mucho más eficiente 
y equilibrada cuando se utiliza la matriz 
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 son matric s de orden 12x12 y 2x2, 
respectivamente.
Las Figuras 4 y 5 presentan las respuestas para el 
primero y segundo piso, respectiva ente, del modelo 
sometido a la acción de la aceleración mostrada en 
la Figura 4, cuando el sistema es administrado con el 
controlador LQR asociado al algoritmo de sele ción de 
señal del control clipped optimal y cuando el sistema 
no es controlado.
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figura 4. Respuestas en el primer piso del modelo para 
los casos sin control y controlado mediante el LQR: a) 
Desplazamiento, b) Velocidad y c) Aceleración.
La Tabla 2 presenta un resumen con los valores de 
respuesta cuando el sistema es administrado por el 
control semi-activo LQR asociado al algoritmo de 
selección de señal de comando clipped optimal. Esta 
Tabla ofrece también los porcentajes de reducción de 
cada respuesta cuando se les compara con los valores 
obtenidos cuando el sistema no es controlado.
Otros factores importantes a tener en cuenta en el 
control semi-activo son el comportamiento y la 
variación del voltaje y de las fuerzas introducidas por 
los dispositivos de control en el sistema. Cabe recordar 
que las variaciones bruscas de la fuerza son causadas 
principalmente por las variaciones repentinas en el 
voltaje como consecuencia de las decisiones tomadas 
por el algoritmo de selección de señal
Figura 5. Respuestas en el segundo piso del modelo para 
los casos sin control y controlado mediante el LQR: a) 
Desplazamiento, b) Velocidad y c) Aceleración.
. Para entender mejor estas variaciones son presentadas 
las Figuras 6 y 7, las cuales muestran, respectivamente, 
la variación del voltaje y la fuerza en función del 
tiempo. Buscando obtener una mejor visualización de 
la variación del voltaje a lo largo del tiempo, el tiempo 
de análisis utilizado en la Figura 6 fue reducido a solo 
10 segundos.
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Tabla 2. Valores de respuesta obtenidos en el sistema 
administrado por el control semi-activo LQR.










o Pico máximo (m) 0,0021 0,0046
Reducciones pico (%) 57,14 58,18
Valor RMS (m) 0,0002 0,0005
Reducciones valor 






Pico máximo (m/s) 0,0564 0,1191
Reducciones pico (%) 61,53 64,52
Valor RMS (m/s) 0,0066 0,0142
Reducciones valor 







Pico máximo (m/s2) 2,4590 3,4608
Reducciones pico (%) 49,36 65,98
Valor RMS (m/s2) 0,3184 0,4416
Reducciones valor 
RMS (%) 76,39 85,48
Figura 6. Variación del voltaje en el sistema controlado
Figura 7. Comportamiento de la fuerza de los 
amortiguadores MR.
6.  CONCLUSIONES
La estrategia de control desarrollada indicó ser una 
herramienta eficiente, robusta y confiable para ser 
utilizada como administradora de amortiguadores 
magnetoreológicos. El conjunto “algoritmo-dispositivo 
de control” analizado se mostró suficientemente apto 
para realizar a cabo la tarea de reducción de la respuesta 
del pórtico tridimensional estudiado, confirmando así 
el potencial de uso que presenta este sistema de control 
semi-activo en edificaciones.
El controlador mostró resultados bastante satisfactorios 
en la reducción de valores de respuesta, especialmente 
desplazamiento y velocidad. Esta estrategia de control 
es particularmente rápida, lo que se convierte en su 
principal ventaja frente a otras estrategias de control 
existentes. Por otra parte, su principal desventaja es su 
sensibilidad a algunos parámetros específicos como es 
el caso de las matrices de ponderación 
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