Abstract: Particle swarm optimization (PSO) algorithm is generally improved by adaptively adjusting the inertia weight or combining with other evolution algorithms. However, in most modified PSO algorithms, the random values are always generated by uniform distribution in the range of [0, 1] . In this study, the random values, which are generated by uniform distribution in the ranges of [0, 1] and [−1, 1], and Gauss distribution with mean 0 and variance 1 (U[0, 1], U[−1, 1] and G(0, 1)), are respectively used in the standard PSO and linear decreasing inertia weight (LDIW) PSO algorithms. For comparison, the deterministic PSO algorithm, in which the random values are set as 0.5, is also investigated in this study. Some benchmark functions and the pressure vessel design problem are selected to test these algorithms with different types of random values in three space dimensions (10, 30, and 100). The experimental results show that the standard PSO and LDIW-PSO algorithms with random values generated by U[−1, 1] or G(0, 1) are more likely to avoid falling into local optima and quickly obtain the global optima. This is because the large-scale random values can expand the range of particle velocity to make the particle more likely to escape from local optima and obtain the global optima. Although the random values generated by U[−1, 1] or G(0, 1) are beneficial to improve the global searching ability, the local searching ability for a low dimensional practical optimization problem may be decreased due to the finite particles.
Introduction
Based on the intelligent collective behaviors of some animals such as fish schooling and bird flocking, particle swarm optimization (PSO) algorithm was first introduced by Kennedy and Eberhart [1] . This algorithm is a stochastic population based heuristic global optimization technology, and it has advantages of simple implementation and rapid convergence capability [2] [3] [4] . Therefore, PSO algorithm has been widely utilized in function optimization [5] , neural network training [6] [7] [8] [9] , parameters optimization of fuzzy system [10] [11] [12] , and control system [13] [14] [15] [16] [17] , etc.
However, the PSO algorithm is easily trapped in local optima when it is used to solve complex problems [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . This disadvantage seriously limits the application of the PSO algorithm. In order to deal with this issue, many modifications or improvements are proposed to improve the performance of the PSO algorithm. Generally, the improved methods include changing the parameter values [19] [20] [21] , tuning the inertia weight or population size [22] [23] [24] [25] , and combining with other evolution algorithms [26] [27] [28] [29] [30] [31] , etc. In recent years, the PSO algorithms for dynamic optimization problems are developed. The multi-swarm PSO algorithms, such as, multi-swarm charged/quantum PSO [32] , species-based PSO [33] , clustering-based PSO [34] , child and parent swarms PSO [35] , multi-strategy ensemble PSO [36] , chaos mutation-based PSO [37] , distributed adaptive PSO [38] , and stochastic diffusion search-aided PSO [39] , are developed to improve their performances. Furthermore, some dynamic neighborhood topology-based PSO algorithms are developed to deal with dynamic optimization problems [40, 41] . These improvements or modifications have improved the global optimization ability of the PSO algorithm to some extent. However, these methods cannot effectively prevent the stagnation of optimization and premature convergence. This is because the velocity of particle becomes very small in the position of the local optima, which renders the particle unable to escape from the local optimum. Therefore, it is necessary to propose an effective way to make the particle jump out of the local optimum.
In the PSO algorithm, the velocity of particle is updated according to its previous velocity and the distances of its current position from its own best position and the group's best position [20] . The coefficients of previous velocity and two distances are inertia weight and random values, respectively. In previous research, a variety of inertia weight strategies were proposed and developed to improve the performance of the PSO algorithm. However, the random values for most modified PSO algorithms are always generated by uniform distribution in the range of [0, 1] . Obviously, the random values represent the weights of two distances for updating the particle velocity. If the range of random values is small, these two distances have little influence on the new particle velocity, which means that the velocity cannot be effectively increased or changed to escape from local optima. In order to improve the global optimization ability of the PSO algorithm, it is necessary to expand the range of random values.
In this paper, the random values generated by different probability distributions are utilized to investigate their effects on the PSO algorithms. In addition, the deterministic PSO algorithm, in which the random values are set as 0.5, is investigated for comparison. The performances of PSO algorithms with different types of random values are tested and compared by the experiments of benchmark functions in three space dimensions. The rest of the paper is organized as follow. Section 2 presents the standard PSO algorithm and its modification strategies. The different types of random values are provided in Section 3. Section 4 provides the performances of PSO algorithms with different types of random values, and the effects of random values on PSO algorithms are also analyzed in this section. Finally, Section 5 concludes this paper.
Standard and Modified Particle Swarm Optimization Algorithms

Standard Particle Swarm Optimization Algorithm
In standard PSO algorithm, each particle represents a potential solution to the task within the search space. In the D-dimensional space, the position vector and velocity vector of the ith particle can be expressed as x i = (x i1 , x i2 , · · · , x iD ) and v i = (v i1 , v i2 , · · · , v iD ), respectively. After the random initialization of particles, the velocity and position of the ith particle are updated as follow, v i (t + 1) = wv i (t) + c 1 r 1 (p i − x i (t)) + c 2 r 2 p g − x i (t) (1) x i (t + 1) = x i (t) + v i (t + 1)
where, w is the inertia weight and can be used to control the influence of previous velocity on the new one; the parameters c 1 and c 2 are two constants which determine the weights of p i and p g ; p i represents the best previous position of the ith individual and p g denotes the best previous position of all particles in current generation; r 1 and r 2 represent two separately generated random values which uniformly distribute in the range of [0, 1] . The pseudocode of standard particle swarm optimization is shown in Figure 1 . 
Modifications for Particle Swarm Optimization Algorithm
In the original studies of the PSO algorithm, the range of inertia weight ( w ) attracted researchers' attention, and they suggested that the PSO algorithm with an inertia weight within the range of [0.9, 1.2] can take the least average number of iterations to find the global optimum [42] . In later research, the inertia weight adaptation mechanism is established to improve the global optimization ability of the PSO algorithm. Generally, the various inertia weighting strategies can be classified into three categories: (1) constant or random inertia weight strategies; (2) time varying inertia weight strategies; (3) adaptive inertia weight strategies.
Constant or Random Inertia Weight Strategies
The value of inertia weight is constant during the search or is determined randomly [20, 43] . The impact of the inertia weight on the performance of the PSO algorithm is analyzed by Shi and Eberhart [20] , and then they proposed a random inertia weight strategy for the PSO algorithm to track the optima in a dynamic environment, which can be expressed as,
where r is a random value in [0, 1]. Then w is a uniform random variable in the range of [0.5, 1].
Time Varying Inertia Weight Strategies
The inertia weight is defined as a function of time or iteration number [44] [45] [46] . In these strategies, the inertia weight can be updated in many ways. For example, the linear decreasing inertia weight can be expressed as [35, 36] 
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where iter is the current iteration of algorithm and iter max represents the maximum number of iterations; w max and w min are the upper and lower bounds of inertia weight, and they are 0.9 and 0.4, respectively. Based on the linear decreasing inertia weight strategy, the nonlinear decreasing strategy for inertia weight is proposed for the PSO algorithm [47] , and it can be expressed as,
where n is the nonlinear modulation index. Obviously, with n = 1, this strategy becomes the linearly decreasing inertia weight strategy. In addition, some similar methods [48] [49] [50] [51] , which use linear or nonlinear decreasing inertia weight, haven been proposed to improve the performance of the PSO algorithm.
Adaptive Inertia Weight Strategies
The inertia weight is adjusted by using one or more feedback parameters to balance the global and local searching abilities of the PSO algorithm [52] [53] [54] [55] . These feedback parameters include the global best fitness, the local best fitness, the particle rank, and the distance to the global best position, etc.
In each iteration, the inertia weight determined by the ratio of the global best fitness and the average of particles' local best fitness can be expressed as [17] ,
where p i (iter) and p g (iter) represent the best previous positions of the i-th individual and all particles, respectively; N is the number of particles. The inertia weight updated by the particle rank can be expressed as [53] ,
where w i (iter) is the inertia weight of the i-th particle in current iteration; rank i represents the position of the i-th particle when the particles are ordered based on their best fitness. The inertia weight adjusted by the distance to the global best position can be expressed as [54] ,
where the inertia weight w 0 = rand(0.5, 1); dist i is the current Euclidean distance of the i-th particle from the global best, and it can be expressed as,
and max_dist is the maximum distance of a particle from the global best in the previous generation. In recent research, the PSO algorithm with inertia weight adjusted by the average absolute value of velocity or the situation of swarm is proposed to keep the balance between local search and global search [56] [57] [58] . In addition, the adaptive population size strategy is an effective way to improve the accuracy and efficiency of the PSO algorithm [59] [60] [61] [62] .
It is obvious that the improvements of the PSO algorithm are generally implemented by adaptively adjusting inertia weight or population size. These methods can avoid falling into local optima by adaptively updating the velocity of particle to some extent. However, the effect of random values on the particle velocity has never been discussed. Therefore, the PSO algorithm with different types of random values will be studied in Section 3 in detail. In the traditional PSO algorithm, the random values r 1 and r 2 are generated by uniform distribution in the range of [0, 1] (U[0, 1]). As shown in Figure 2 , the probability of each random value is similar in the range. values on the particle velocity has never been discussed. Therefore, the PSO algorithm with different types of random values will be studied in Section 3 in detail. Figure 2 , the probability of each random value is similar in the range. 
Particle Swarm Optimization Algorithm with Different Types of Random Values
Random Values with Uniform Distribution in the Range of [−1, 1]
In order to expand the range of random values, the random values 1 r and 2 r are generated by
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Random Values with Gauss Distribution
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In order to expand the range of random values and change their probability, the random values 1 r and 2 r are generated by Gauss distribution with mean 0, and variance 1 ( (0,1) G ) for the PSO algorithm. As shown in Figure 4 , the probability of each random value is different and symmetrically distributes about 0 r = . Furthermore, its probability is increased with decreasing the absolute value of random number. 
In order to expand the range of random values and change their probability, the random values r 1 and r 2 are generated by Gauss distribution with mean 0, and variance 1 (G(0, 1)) for the PSO algorithm. As shown in Figure 4 , the probability of each random value is different and symmetrically distributes about r = 0. Furthermore, its probability is increased with decreasing the absolute value of random number. 
Experiments and Analysis
Experimental Setup
In order to investigate the performances of PSO algorithms with different types of random values, some commonly used benchmark functions are adopted and shown in Table 1 . The dimensions of search space are 10, 30 and 100 in this study. The standard PSO algorithm is selected to investigate the effects of random values. In addition, because the linear decreasing inertia weight (LDIW) PSO algorithm has a better global search ability in starting phase to help the algorithm converge to an area quickly and a stronger local search ability in the latter phase to obtain high precision value, so the LDIW PSO algorithm is also utilized to study the effects of random values. Moreover, although the effects of setting parameters on deterministic PSO algorithm have been studied [63] , the deterministic PSO algorithm (r = 0.5) is adopted to compare with standard PSO and LDIW-PSO algorithms.
To have a fair comparison, the parameter settings of all algorithms are same. In this study, the population size is 100, and the maximum number of function evaluations is 10,000. The parameters 
Experimental Results and Comparisons
For some benchmark functions, the comparisons of standard PSO algorithm with different types of random values are shown in Table 2 . The bold numbers indicate the best solutions for each test function in the certain space dimension. Obviously, the performances of deterministic PSO algorithm (r = 0.5) are the worst for all the benchmark functions. This is because the random values are deterministic which decreases the diversity of particles. For the random values generated by [ ] 0,1 U ,the standard PSO algorithm can only obtain the optimal solutions of Sphere1, Sphere2, Alpine and Moved axis parallel hyper-ellipsoid when the space dimension is 10, but this algorithm is useless for other test functions or higher space dimensions. However, for the random values generated by 
Experiments and Analysis
Experimental Setup
To have a fair comparison, the parameter settings of all algorithms are same. In this study, the population size is 100, and the maximum number of function evaluations is 10,000. The parameters c 1 and c 2 are all 2. For standard PSO algorithm, the inertia weight w is 0.7. For LDIW-PSO algorithm, w max and w min are 0.9 and 0.4, respectively. In order to eliminate random discrepancy, the results of all experiments are averaged over 30 independent runs.
Experimental Results and Comparisons
For some benchmark functions, the comparisons of standard PSO algorithm with different types of random values are shown in Table 2 . The bold numbers indicate the best solutions for each test function in the certain space dimension. Obviously, the performances of deterministic PSO algorithm (r = 0.5) are the worst for all the benchmark functions. This is because the random values are deterministic which decreases the diversity of particles. For the random values generated by U[0, 1],the standard PSO algorithm can only obtain the optimal solutions of Sphere1, Sphere2, Alpine and Moved axis parallel hyper-ellipsoid when the space dimension is 10, but this algorithm is useless for other test functions or higher space dimensions. However, for the random values generated by U[−1, 1] or G(0, 1), the standard PSO algorithm can obtain the optimal solutions of all test functions in every space dimension except Rosenbrock. In the low space dimension (10), the best solution of Rosenbrock is obtained by the standard PSO algorithm with random values distributed in U[0, 1]. However, in the high space dimension (30 or 100), its best solution is obtained by the standard PSO algorithm with random values generated by U[−1, 1] or G(0, 1). In addition, the best solutions of Levy and Montalvo 2 (30 dimensions) and Sinusoidal (100 dimensions) are also obtained by the standard PSO algorithm with random values distributed in U[0, 1]. Obviously, the random values make an important effect on the performance of standard PSO algorithm, and its performance is highly improved when the range of random value is expanded. This implies that the standard PSO algorithm with large-scale random values can avoid falling into local optima and obtain the global optima.
The comparisons of LDIW-PSO algorithm with different types of random values for benchmark functions are shown in Table 3 . In addition, the bold numbers indicate the best solutions for each test function in the certain space dimension. For all the benchmark functions, the performances of deterministic LDIW-PSO algorithm (r = 0.5) are also the worst. For the U[−1, 1] and G(0, 1), the performance of LDIW-PSO algorithm is similar with that of standard PSO algorithm. However, for the random values distributed in U[0, 1], the performance of LDIW-PSO algorithm is improved compared to the standard PSO algorithm, which is also reported in some references [5, 20, 45, 46] . It should be noted that the LDIW-PSO algorithm with random values generated by U[0, 1] can obtain the optimal solutions of all test function in low space dimension (10 and 30) 1, 1] or G(0, 1) . However, in the high space dimension (100), the LDIW-PSO algorithm with random values generated by U[0, 1] cannot obtain the optimal solutions of these test functions, which implies that this algorithm is useless for the problems in high dimension space. Therefore, the performance of improved PSO (LDIW-PSO) algorithm is also influenced by the random values, especially for solving the problems in high dimension space. Furthermore, the LDIW-PSO algorithm with a wide range of random values is more beneficial to escape from local optima and obtain the global optima. Figure 5 shows the mean best fitness of the standard PSO algorithm with different types of random values for benchmark functions. For the same type of random values, the performance of the standard PSO algorithm improves with decreasing the space dimension, and the convergence velocity also improves with decreasing the space dimension. For the same space dimension of each test function, the performances of deterministic PSO algorithm (r = 0. 
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Application and Analysis
Application in Engineering Problem
The pressure vessel design, which was initially introduced by Sandgren [64] , is a real world engineering problem. There are four involved variables, including the thickness (x1), thickness of the head (x2), the inner radius (x3), and the length of the cylindrical section of the vessel (x4). The highly constrained problem of pressure vessel design can be expressed as, 
where x1 and x2 are integer multipliers of 0.0625. x3 and x4 are continuous variables in the ranges of 40 ≤ x3 ≤ 80 and 20 ≤ x4 ≤ 60. In this study, the standard PSO and LDIW-PSO algorithms with different types of random values are utilized to solve this engineering problem. The parameters of standard PSO and LDIW-PSO algorithms for the engineering problem are the same as those for benchmark functions. In order to eliminate random discrepancy, the results are averaged over 30 independent runs. The optimization results are shown in Table 4 . Obviously, the results of all algorithms are similar. However, the performances of LDIW-PSO algorithm random values generated by [ ] 
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Application in Engineering Problem
The pressure vessel design, which was initially introduced by Sandgren [64] , is a real world engineering problem. There are four involved variables, including the thickness (x 1 ), thickness of the head (x 2 ), the inner radius (x 3 ), and the length of the cylindrical section of the vessel (x 4 ). The highly constrained problem of pressure vessel design can be expressed as, Min : f (x) = 0.6224x 1 x 3 x 4 + 1.7781x 2 x 
Subject to : The parameters of standard PSO and LDIW-PSO algorithms for the engineering problem are the same as those for benchmark functions. In order to eliminate random discrepancy, the results are averaged over 30 independent runs. The optimization results are shown in Table 4 . Obviously, the results of all algorithms are similar. However, the performances of LDIW-PSO algorithm random values generated by U[−1, 1] and G(0, 1) are slightly poorer than those of other algorithms. This is because the pressure vessel design is a low dimensional optimization problem. Although the random values generated by U[−1, 1] or G(0, 1) are beneficial to improve the diversity of particles, the local searching ability may be decreased due to the finite particles. According to the experimental results and comparisons, it can be concluded that the performances of standard PSO and LDIW-PSO algorithms are all highly improved by expanding the range of random values. This is because that the large-scale random values are helpful in increasing the velocity of particles, and then the particles avoid falling into the local optima. As shown in Figure 7 , in the local optima areas (A or C), if the velocity cannot be increased or its direction cannot be changed, the particle will gradually fall into the local optima and cannot jump out. However, if the velocity of particle can be increased or changed according to a certain probability, the global optima will be obtained more easily and quickly. According to the experimental results and comparisons, it can be concluded that the performances of standard PSO and LDIW-PSO algorithms are all highly improved by expanding the range of random values. This is because that the large-scale random values are helpful in increasing the velocity of particles, and then the particles avoid falling into the local optima. As shown in Figure  7 , in the local optima areas (A or C), if the velocity cannot be increased or its direction cannot be changed, the particle will gradually fall into the local optima and cannot jump out. However, if the velocity of particle can be increased or changed according to a certain probability, the global optima will be obtained more easily and quickly. For the standard PSO and LDIW-PSO algorithms, if the random values are set as 0.5 or generated
by [ ] 0,1 U , the diversity of particle is decreased, and the variation range of particle velocity is limited in a narrow band. Therefore, the probability of escaping local optima is very small. This is because the particle velocity gradually tends to 0 when the particle falls into local optima. In addition, the random value is a positive/negative number, which may lead to the monotonous variation of particle velocity. This also decreases the possibility of escaping local optima. However, the PSO algorithms with large-scale random values (distributed in [ ] For the standard PSO and LDIW-PSO algorithms, if the random values are set as 0.5 or generated by U[0, 1], the diversity of particle is decreased, and the variation range of particle velocity is limited in a narrow band. Therefore, the probability of escaping local optima is very small. This is because the particle velocity gradually tends to 0 when the particle falls into local optima. In addition, the random value is a positive/negative number, which may lead to the monotonous variation of particle velocity. This also decreases the possibility of escaping local optima. However, the PSO algorithms with large-scale random values (distributed in U[−1, 1] or G(0, 1)) can overcome these problems to some extent. Furthermore, for a low dimensional practical optimization problem, the random values generated by U[−1, 1] or G(0, 1) can improve the diversity of particles, but the local searching ability may be decreased due to the finite particles. However, keeping the balance between local search and global search is very important for the performances of these PSO algorithms. So, the PSO algorithm with random values distributed in U[0, 1] and deterministic PSO algorithm (r = 0.5) have better local searching ability for some low dimensional optimization problems.
Conclusions
In this paper, the standard PSO algorithm and one of its modifications (LDIW-PSO algorithm) are adopted to study and analyze the influences of random values generated by uniform distribution in the ranges of [ G(0, 1) ). In addition, the deterministic PSO algorithm, in which the random values are set as 0.5, is also investigated in this study. Some benchmark functions and the pressure vessel design problem are utilized to test and compare the performances of two PSO algorithms with different types of random values in three space dimensions (10, 30 , and 100). The experimental results show that the performances of deterministic PSO algorithms are the worst. Moreover, the performances of two PSO algorithms with random values generated by U[−1, 1] or G(0, 1) are much better than that of the algorithms with random values generated by U[0, 1] for most benchmark functions. In addition, the convergence velocities of the algorithms with random values distributed in U[−1, 1] or G(0, 1) are much faster than that of the algorithms with random values distributed in U[0, 1]. It is concluded that the PSO algorithms with large-scale random values can effectively avoid falling into the local optima and quickly obtain the global optima. However, for a low dimensional practical optimization problem, the random values generated by U[−1, 1] or G(0, 1) are beneficial to improve the global searching ability, but the local searching ability may be decreased due to the finite particles.
