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El objetivo principal de este trabajo es, en el caso en que pro-
bar la estabilidad global del sistema no lineal no sea factible, ob-
tener la región local más grande de una forma predefinida que esté 
probado que pertenezca al dominio de atracción. 
Este trabajo se basa, entre otras, en la idea de que, una vez se 
ha obtenido un modelo borroso polinomial local de un sistema no 
lineal en una región de interés “amplia”, ȍ0, se pueden obtener 
resultados locales en una región más pequeña ȍd, sin necesidad de 
remodelar, basándose en los valores extremos de las funciones de 
pertenencia. En (Sala y Ariño 2006) se propone una expresión de 
las funciones de pertenencia como combinación de los vértices de 
otras que permite reasignar el modelo original. El trabajo  (Pi-
tarch, Ariño, y Sala 2011) la extiende al caso polinomial. Una vez 
se acota el modelo en una región más pequeña ȍd, se obtiene la 
región de atracción que contiene a una zona de forma prefijada del 
mayor tamaño posible dentro de ȍd. Un procedimiento iterativo 
sobre el tamaño de ȍd  intentará obtener el mayor estimado posi-
ble del dominio de atracción del sistema no lineal original. 
La estructura del artículo es la siguiente: la sección 2 presenta 
la notación y resultados preliminares bien conocidos en estabili-
dad de sistemas TS y polinomiales; asimismo, se concreta el pro-
blema a resolver. La sección 3 discute la transformación de un 
modelo borroso cuando el máximo y mínimo de las funciones de 
pertenencia en una región son conocidos. La sección 4 realiza un 
análisis de estabilidad para encontrar la región de atracción más 
grande con forma prefijada y propone un algoritmo iterativo para 
resolver el problema. La sección 5 propone un refinamiento para 
aumentar algo más el tamaño de dicha región estable hallada. Fi-
nalmente, la sección 6 muestra ejemplos para clarificar la metodo-
logía propuesta y una sección de conclusiones resume las ideas 
principales del trabajo. 
 
2. Preliminares 
Los sistemas borrosos Takagi-Sugeno (Takagi y Sugeno 1985) 
son modelos de sistemas no lineales en la forma 




donde ߤ௜ son las funciones de pertenencia, x los estados del siste-
ma, u la acción de control, n el número de reglas y w son funcio-
nes dependientes del tiempo (variables “premisa”) que se suponen 
conocidas. Las funciones de pertenencia μi verifican: 




Si w incluye al propio estado del sistema, x, se trata de un mo-
delo de un sistema no lineal (que es precisamente la suposición 
usual en literatura de control borroso), si no lo incluye sería un 
sistema lineal variante en el tiempo (LTV en literatura en lengua 
inglesa (Neerhoff y van der Kloet 2001)). 
Existe una metodología sistemática de transformar (localmen-
te, en una región de modelado 0) sistemas no lineales autónomos 
ݔሶ ൌ ݂ሺݔሻ a modelos Takagi-Sugeno si las no-linealidades cum-
plen condiciones de sector (Tanaka y Wang 2001, cap 1). El mo-
delo linealizado clásico siempre está incluido en la envoltura con-
vexa de los modelos vértice. 
Recientemente (Sala y Ariño 2009), el modelado de sistemas 
borrosos con consecuente lineal han sido generalizados al caso 
polinomial. A los polinomios definidos sobre unas variables ߥ 
se les denotará con ࣬ఔ. 
En efecto, un sistema borroso polinomial es un sistema cuya 
dinámica puede expresarse como 
ݔሶ ൌ ݌ሺݔǡ ݑǡ ݓǡ ߤሻ         (2) 
donde ݌ሺݔǡ ݑǡ ݓǡ ߤሻ es un vector cuyos elementos son polinomios 
en dichas cuatro variables, definidas anteriormente, tal que 
݌ሺͲǡͲǡͲǡ ߤሻ ൌ Ͳ׊ߤ, de modo que el origen es siempre un punto de 
equilibrio. Si el origen no es siempre un punto de equilibrio, de-
pendiendo de algunas variables externas, estas deben ser conside-
radas como entradas tipo perturbación. Sistemas no lineales sufi-
cientemente diferenciables pueden ser modelados localmente co-
mo sistemas borrosos polinomiales en una  región de modelado 
0, de forma análoga a los modelos TS. 
Por ejemplo en (Sala y Ariño 2009) se demuestra que, en la re-
gión ȳ଴ ൌ ሼെͳ ൑ ݔ ൑ ͳሽǡ la nolinealidad ሺݔሻ se puede expre-
sar exactamente como una interpolación entre dos modelos poli-
nomiales de 3er orden 
ሺݔሻ ൌ ߤଵሺݔ െ ͲǤͳͷͺͷݔଷሻ ൅ ߤଶሺݔ െ ͲǤͳ͸͸͹ݔଷሻ 
o, por ejemplo, de 5º orden 
ሺݔሻ ൌ ݔ െ
ݔଷ
͸
൅ ሺߤଵͲǤͲͲͺ͵͵͵͸ݔହ ൅ ߤଶͲǤͲͲͺͳ͵͹͸ݔହሻ 
dependiendo del término en el que se desee truncar el desarrollo 
en serie de Taylor de ሺݔሻ. Así, ݔሶ ൌ ሺݔሻ podría ser represen-
tado como (2). Se omiten los detalles por brevedad y se remite al 
lector a la citada referencia para detalles del proceso de modelado 
borroso polinomial de sistemas no lineales basado en serie de 
Taylor. 
En muchas referencias en literatura se consideran modelos bo-




ሺ݌௜ሺݔሻ ൅ ܤ௜ሺݔሻݑሻ (3) 
Dado que el objetivo de este artículo es el análisis de estabili-
dad local, se supondrá u=0 en los desarrollos a continuación. No 
obstante, los resultados presentados en este trabajo permitirían 
estimar el dominio de atracción a posteriori de sistemas borrosos 
polinomiales en bucle cerrado, cuyos controles hayan sido diseña-
dos con las técnicas citadas en la introducción. En efecto, si u en 
(3) se sustituye por una ley de control ݑ ൌ ݇ሺݔሻ, pudiendo ݇ሺݔሻ 
contener términos polinomiales o constantes siempre que se cum-
pla que el origen siga siendo punto de equilibrio ݂ሺͲǡ ݇ሺͲሻሻ ൌ Ͳ, 
entonces la metodología de análisis de estabilidad local propuesta 
en este trabajo es aplicable. 
2.1 Estabilidad de sistemas borrosos polinomiales 
Considérese un sistema borroso polinomial que está expresado 
como (2), que modela un sistema no lineal sin perturbaciones 
ݔሶ ൌ ݂ሺݔሻ en una zona ȳௗ del que se quiere analizar estabilidad 
(local). Entonces, siguiendo las técnicas de modelado anteriores, 
las funciones de pertenencia ߤ son únicamente funciones de x, y el 
modelo queda: 
ݔሶ ൌ ݌ሺݔǡ ߤሺݓሻሻ (4) 
A la trayectoria del sistema no lineal  ݔሶ ൌ ݂ሺݔሻque en el ins-
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tante t0 pasa por x0 se denotará como ߶ሺݐǡ ݔ଴ǡ ݐ଴ሻ. 
Definición 1: Se entiende por dominio de atracción local en la 
región d, denotado con ߆௟, al conjunto de puntos del espacio de 
estados  cuya trayectoria ߶ሺݐǡ ݔǡ ݐ଴ሻ para cualquier t0 no escapa 
de la región de estudio d (donde el modelo borroso es válido 
únicamente) y acaba en el punto de equilibrio asintóticamente 
estable x=0. 





La teoría de estabilidad de Lyapunov prueba que  el sistema (1) 
con entrada nula u=0 es estable si existe una función V(x) tal que 




൏ Ͳǡ׊ݔ ך ሼݔ ൌ Ͳሽ 
(6) 
Las funciones de Lyapunov más populares propuestas en la li-
teratura son formas cuadráticas: ܸሺݔሻ ൌ ݔ்ܲݔǤ En sistemas borro-
sos TS lineales se pueden encontrar planteando un problema de 
desigualdades matriciales lineales (Boyd 1994), (se usará el acró-
nimo LMI, ampliamente establecido en la literatura en lengua in-
glesa) de modo que con el software disponible para resolver estos 
problemas de optimización se puede tratar de encontrar una matriz 
P que cumpla las condiciones (6) o determinar si el problema LMI 
no es factible. Se emplaza al lector a consultar (Tanaka y Wang 
2001) para una amplia discusión. 
Considerando ahora el sistema (4), con propósitos operaciona-
les (Sala 2007), las funciones de pertenencia μ(w), que son positi-
vas, serán descritas por el cambio de variable 
ߤ௜ ൌ ߪ௜ଶ 
que da como resultado un modelo:   
ݔሶ ൌ ݌෤ሺݔǡ ߪሻ (7) 
Teorema 1 (K. Tanaka, Yoshida, Ohtake, y H. O Wang 2007a): 
El sistema (4) es globalmente estable si se es capaz de encontrar 
un polinomio función de Lyapunov V(x) que verifique 
ܸሺݔሻ െ ߝሺݔሻ א ߑ௫ (8) 
ܴሺݔǡ ߪሻ ؔ െ
ܸ݀
݀ݔ
݌෤ሺݔǡ ߪሻ א ߑ௫ǡఙ (9) 
donde İ es un polinomio positivo radialmente no acotado, que 
normalmente es σݔ௜ଶ(pero no necesariamente), y Ȉv denota la 
clase de polinomios en las variables v que pueden ser expresados 
como suma de cuadrados (SOS, usando el acrónimo ampliamente 
establecido en la literatura inglesa (Papachristodoulou y Prajna 
2002)). 
Ƒ 
En efecto, siendo ܸሺݔሻ  un polinomio de grado arbitrario en las 
variables de estado, ሶܸ  es también un vector de polinomios en las 
variables x y ı, que se denota como ܴሺߪǡ ݔሻ en (9).  Si ܸሺݔሻ es 
lineal en algunas variables de decisión, entonces ሶܸ  y las expresio-
nes (8) y (9) también lo son y pueden ser directamente  introduci-
das en paquetes de programación SOS (Prajna, Papachristodoulou, 
Seiler, y Parrilo 2004b; Toh, Todd, y Tutuncu 1999) para obtener 
los valores de las variables de decisión que cumplen con las 
restricciones anteriores. Se pueden encontrar ejemplos de análisis 
de estabilidad de este tipo de sistemas polinomiales borrosos en 
(Sala 2007; Tanaka, Yoshida, Ohtake y Wang 2007) y (Sala y 
Ariño 2009). 
Un polinomio p(a) es SOS si y solo si existe un vector de mo-
nomios m(a) y una matriz constante semidefinida positiva H tal 
que ݌ሺܽሻ ൌ ݉ሺܽሻ்ܪ݉ሺܽሻ; de esta forma los problemas SOS 
pueden resolverse mediante herramientas de programación semi-
definida, que se encargan de buscar H (Prajna, Papachristodoulou, 
y Parrilo 2002). Todos los polinomios SOS son positivos, pero el 
recíproco no es cierto (Reznick 2000; Chesi 2007), lo cual consti-
tuye una fuente de conservadurismo. 
Nota: En el caso de que la búsqueda de la función de Lyapunov 
por el Teorema 1 sea insatisfactoria pero el sistema linealizado en 
x=0 sea exponencialmente estable (por lo que el sistema no lineal 
es localmente estable, 1er teorema de Lyapunov), existen algunas 
opciones a explorar: 
 Probar con una función de Lyapunov global de mayor grado 
(puede rápidamente agotar los recursos de computación). 
 Añadir información de forma, si se puede, mediante restric-
ciones polinomiales: particionar el espacio de estados en re-
giones d donde se sabe que se cumplen un conjunto de res-
tricciones polinomiales ݎௗሺݔǡ ߪሻ. Se pueden incorporar a las 
condiciones de Lyapunov como se explica en (Sala 2008), 
ver Sección 2.2. en este trabajo.  
 Intentar probar estabilidad local en una región definida por 
ȳௗ ൌ ሼݔǣ ݄௜ሺݔሻ ൒ Ͳሽ, siendo ݄௜ሺݔሻ “r” polinomios conocidos, 
como se discute a continuación. 
2.2 Estabilidad local de sistemas borrosos polinomiales 
El problema de estabilidad local se basa en modificar las con-
diciones (8) y (9) para que se cumplan únicamente de forma local 
en determinada zona de interés. Para ello, se usarán las siguientes 
definiciones y resultados de (Jarvis-Wloszek et al. 2005, Pag 4-6).  
Definición 2: Dados unos polinomios ሼ ଵ݂ǡ ǥ ǡ ௥݂ሽ א ࣬௫, el Monoi-
de Multiplicativo ԭሺ ଵ݂ǡ ǥ ǡ ௥݂ሻ es el conjunto generado por todos 
los productos finitos de ௜݂, incluyendo el producto vacío. 
El Cono Եሺ ଵ݂ǡ ǥ ǡ ௥݂ሻgenerado por los ௜݂ es el conjunto de poli-
nomios: 




อ݈ א Ժାǡ ݏ௜ א ȭ௡ǡ ܾ௜ א ԭሺ ଵ݂ǡ ǥ ǡ ௥݂ሻൡ 
(10) 
y el Ideal Աሺ ଵ݂ǡ ǥ ǡ ௥݂ሻgenerado por los ௜݂ es el conjunto de poli-
nomios: 
Աሺ ଵ݂ǡ ǥ ǡ ௥݂ሻ ؔ ൝෍݌௞ ௞݂
௟
௞ୀଵ
อ݈ א Ժାǡ ݌௞ א ࣬௡ൡ (11) 
Ƒ 
Estos conceptos son usados en el Teorema de “Positivstellen-
satz” (Jarvis-Wloszek et al. 2005, Pag 4–6). Una expresión del 
mismo que resulta clave para el problema en estudio en secciones 
posteriores se presenta a continuación: 
Corolario 1: El polinomio ܲሺݔሻ es positivo en una región 
ȳ ൌ ൜ݔǣ ݄௜ሺݔሻ ൐ Ͳǡ ݃௝ሺݔሻ ൌ Ͳǡ
݅ǣ ͳǡ ǥ ǡ ݎ
݆ǣ ͳǡ ǥ ǡ ݐൠ, si existen polinomios 
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entonces, para modelos borrosos polinomiales (4) el sistema pue-










Demostración: Los detalles se han omitido por brevedad pero se 
pueden consultar en (Pitarch, Ariño, y Sala 2011).         
 Ƒ 
Se pueden usar  métodos basados en la teoría de programación 
lineal (Luenberger 2008) para enumerar los vértices ݒ௞௜ del citado 
politopo (relacionado con la obtención de soluciones factibles en 
un problema LP).  
 
4. Análisis de estabilidad local 
Usando los modelos transformados (16), se pueden obtener re-
sultados de estabilidad local con las propuestas de la sección 2. 
Lema 2: La región ȣ ؿ ȳௗ definida como 
ȣ ൌ ሼݔǣ ܸሺݔሻ ൑ ெܸǡ ܸሺݔሻ ൐ Ͳሽ  (18) 
pertenece al dominio de atracción local en la región de interés d 
del sistema (4) en el punto de equilibrio x=0 si 
        ெܸ ൑ ݉݅݊ሼܸሺݔሻȁݔ א ߲ȳௗሽ                      (19) 
donde ߲ȳௗ denota la frontera de ȍd, y ܸሺݔሻ verifica: 
ܸሺݔሻ ൐ Ͳ׊ݔ א ȳௗ ך ሼݔ ൌ Ͳሽ (20) 
ܸ݀
݀ݔ
݌௞ሺݔሻכ ൏ Ͳ׊ݔ א ȳௗ ך ሼݔ ൌ Ͳሽ݇ǣ ͳǡ ǥ ǡ ݊௩ (21) 
Demostración: Como, por Lema 1, el sistema puede expresarse 
en ȍd como (16), si las condiciones (20) y (21) son factibles para 
una cierta función ܸሺݔሻ, entonces, se ha encontrado una función 
de Lyapunov que prueba estabilidad asintótica global (Khalil 
2002, cap 6.4) del sistema borroso (16), idénticamente igual a (4) 
en la zona ȳௗ,  y que Ĭ es un conjunto invariante (Khalil 2002, 
cap 4.2) para cualquier valor de ெܸ en (18), pero sólo para aqué-
llos que verifican (21) en (4), dado que la expresión (16) no es 
válida fuera de ȍd. En efecto, solo se puede probar estabilidad 
local en la región más grande contenida en ȍd, la cual vendrá 




El siguiente lema permitirá determinar cuándo un conjunto limita-
do por una curva polinomial (por ejemplo, una curva de nivel de 
una función de Lyapunov) contiene una región ĭ de forma prefi-
jada. 
Lema 3: Sea ĭ una región definida por la intersección de nr 
polinomios fijados a priori ݇௜ሺݔሻ, tales que el interior de ĭ con-
tiene al punto de equilibrio x=0 
Ȱ ൌ ሼݔǣ ݇௜ሺݔሻ ൒ Ͳ݅ǣ ͳǡ ǥ ǡ ݊௥ሽ (22) 
y cuya frontera es la unión de los conjuntos  definidos por: 
ܤ௜ ൌ ൛݇௜ሺݔሻ ൌ Ͳǡ  ௝݇ሺݔሻ ൒ Ͳ݆ ് ݅ൟ݅ǣ ͳǡ ǥ ǡ ݊௥ 
Sea ԭሺ݇ଵǡ ǥ ǡ ݇௡ೝሻ el monoide multiplicativo generado por las 
restricciones Bi, sea Աሺ݇௜ሻ el ideal generado por ݇௜ሺݔሻ asociado a 
Bi, y sea Ե൫݇ଵǡ ǥ ǡ ݇௡ೝ൯el cono generado por el conjunto de poli-
nomios que definen la región ĭ. Entonces la región ߆ ൌ
ሼݔǣ ݍሺݔሻ ൑ ͳሽ contiene a la frontera de la región ĭ si las siguien-
tes nr condiciones SOS 
െሺݍሺݔሻ െ ͳሻ െ ܨ௜ሺݔሻ െ ܩ௜ሺݔሻ א ȭ௫݅ǣ ͳǡ ǥ ǡ ݊௥ (23) 
son factibles. Donde  ܨ௜ሺݔሻ א Եሺ݇ଵǡǥ ǡ ݇௡ೝሻ y ܩ௜ሺݔሻ א Աሺ݇௜ሻ. 
Demostración: Tomando ሺݍሺݔሻ െ ͳሻ ൒ Ͳ, si existen polinomios 
ܨ௜ሺݔሻ א Ե൫݇ଵǡ ǥ ǡ ݇௡ೝ൯, ܩ௜ሺݔሻ א Աሺ݇௜ሻ y ݃ א ࣬௫ que verifiquen 
ሺݍሺݔሻ െ ͳሻ ൅ ܨ௜ሺݔሻ ൅ ܩ௜ሺݔሻ ൅ ݃ଶ ൌ Ͳ 
entonces el conjunto de valores ሼݔǣ ݍሺݔሻ െ ͳ ൐ Ͳሽځܤ௜ es vacío 
por el Teorema 2. Esto se prueba, realizando un cambio de signo, 
si (23) es factible.  
Ƒ 
Definición 3: Dada una región de forma prefijada ߔଵ definida 
como (22), se llamará conjunto escalado al conjunto 
Ȱଶ ൌ ሼݔǣ ݇௜ሺߣିଵݔሻ ൒ Ͳ݅ǣ ͳǡ ǥ ǡ ݊௥ሽ ؿ ȳௗ y a Ȝ se le denotará 
como  factor de escala. En ocasiones, se usará la notación  
Ȱଶ ൌ ߣȰଵǤ Por simplicidad, se denotará con ത݇௜ሺݔሻ a ݇௜ሺߣିଵݔሻ 
para un ߣ fijo, conocido. 
 
Supóngase ahora la región de modelado ȍd  definida por una 
serie de restricciones polinomiales  
ȳௗ ൌ ሼݔǣ ݄௜ሺݔሻ ൒ Ͳ݅ǣ ͳǡ ǥ ǡ ݊௛ሽ (24) 
Una expresión similar a las consideradas en el Lema 3 servirá para 
determinar que una curva de nivel de la función de Lyapunov está 
contenida en ȳௗ. Con ello, se puede probar el siguiente resultado: 
Teorema 2: Considérese el sistema (4) y sea ܸሺݔሻ una función 
polinomial de grado prefijado. La región con forma prefijada (22) 
y factor de escala Ȝ, Ȱଶ ൌ ሼݔǣ ത݇௜ሺݔሻ ൒ Ͳሽ, supuesto Ȝ conocido, 
pertenece al dominio de atracción local de x=0 en una región de 
interés ȳௗ ؿ ȳ଴, definida en (24), si el siguiente problema SOS es 
factible 
െሺܸሺݔሻ െ ͳሻ െ ܨଵ௠ሺݔሻ ൅ ܩଵ௠ሺݔሻ א ȭ௫݉ǣ ͳǡ ǥ ǡ ݊௥ (25) 
ሺܸሺݔሻ െ ͳሻ െ ܨଶ௜ሺݔሻ ൅ ܩଶ௜ሺݔሻ א ȭ௫݅ǣ ͳǡ ǥ ǡ ݊௛ (26) 




݌௞ሺݔሻכ െ ߝሺݔሻ െ ௞ܶሺݔሻ א ȭ௫݇ǣ ͳǡ ǥ ǡ ݊௩ (28) 
donde ܨଵ௠ሺݔሻ א Ե൫ത݇ଵǡ ǥ ǡ ത݇௡ೝ൯, ܩଵ௠ሺݔሻ א Ա൫ത݇௠൯, ሼܨଶ௜ሺݔሻǡ
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଴ܶሺݔሻǡ ௞ܶሺݔሻሽ א Ե൫݄ଵǡ ǥ ǡ ݄௡೓൯, ܩଶ௜ሺݔሻ א Աሺ݄௜ሻ.  
Además, la región ߆ ൌ ሼݔǣ ܸሺݔሻ ൑ ͳሽ esta también contenida 
en el dominio de atracción local de x=0. 
 
Demostración: Por “Positivstellensatz” se demuestra que las 
condiciones (27) y (28) implican  (20) y (21). Por Lema 2 enton-
ces ܸሺݔሻ es función de Lyapunov y junto con (26), la región 
߆ ൌ ሼݔǣ ܸሺݔሻ ൑ ͳሽ ؿ ȣ௟. Con la condición (25) se garantiza que 
la región Ȱଶ de tamaño Ȝ está contenida en la región  ȣ ൌ
ሼݔǣ ܸሺݔሻ ൑ ͳሽ por Lema 3. A su vez, por condición (26) y ser 
ܸሺݔሻ función de Lyapunov, se mantiene ȣ y por consecuente Ȱଶ, 
dentro de la región de interés d Ǥ 
   Ƒ 
4.1 Algoritmo Iterativo.   
Los resultados de las secciones anteriores se pueden combinar 
para obtener un algoritmo que calcule, por ejemplo, una estima-
ción de la región esférica Ȱ ൌ ሼݔǣ ݔ்ߣିଶݔ ൑ ͳሽ, centrada en el 
origen, de radio Ȝ, con el Ȝ más grande para la cual la estabilidad 
exponencial esté asegurada, usando una zona de modelado que es 
un politopo simétrico que contiene a x=0: 
ȳ଴ ൌ ሼݔǣ ሺܽ௜்ݔሻଶ ൑ ͳ݅ǣ ͳǡ ǥ ǡ ݊௛ሽ            (29) 
Y una serie de zonas de interés menores con factor de escala ȡ: 





൑ ͳ݅ǣ ͳǡ ǥ ǡ ݊௛ൡ (30)
dado que son un caso particular del Teorema 2. No obstante, el 
Teorema 2 puede aplicarse a otro tipo de geometrías de d y ȰǤ 
La esfera más grande a encontrar siempre debe estar contenida 
en la región 0.  Entonces, el radio máximo de la esfera ߣெ௔௫ 
puede ser calculado a priori como un problema LMI en el caso 
más general (Boyd 1994). 
Básicamente, el procedimiento primero comprobará los casos 
extremos; [1] comprobar factibilidad en los problemas SOS pre-
sentados en la sección 2 en toda la región de modelado 0 me-
diante el Teorema 1 o el Corolario 1, [2] comprobar estabilidad 
del modelo linealizado alrededor de x=0. 
En el caso en el que [1] no sea factible o se obtengan pobres 
resultados y [2] sí sea estable o bien sea marginalmente estable, 
con lo cual el modelo no lineal sí podría ser localmente estable  
(Khalil 2002, cap 8), se propone el siguiente algoritmo para tratar 
de encontrar mejores resultados. 
Algoritmo 1: Considérese el sistema (3) modelado en una región 
amplia 0. 
1. Definir una nueva región ȳௗ ؿ ȳ଴ȁȳௗ ൌ ߩȳ଴ tomando un 
ߩ ൌ ߩ଴ ؄ Ͳy expresar el sistema (3) en ȳௗ como en (16) uti-
lizando Lema 1. 
2. Fijar un grado máximo para el polinomio función de Lya-
punov ܸሺݔሻ. 
3. Resolver el siguiente problema: 
   Maximizar Ȝ sujeto a 
Ͳ ൑ ߣ ൑ ߩߣெ௔௫ (31)








א ȭ௫  (32)















െ ͳ൱ א ȭ௫݅ǣ ͳǡ ǥ ǡ ݊௛ 
(33)













א ȭ௫݇ǣ ͳǡ ǥ ǡ ݊௩  
(35)
con multiplicadores ሼߴ௜߮௜௝߯௜௞ሽ א ȭ௫ y ሼ߮௜௜߰଴ሽ א ࣬௫.  
4. Incrementar el factor de escala ߩ ൌ ߩ ൅ ȟߩ si ߩ ൏ ͳ y vol-
ver al paso 2. En el caso que ߩ ൌ ͳ o el problema no sea 
factible, se acaba el algoritmo. 
Ƒ 
El algoritmo proporciona una aproximación a la región esférica 
más grande de x=0 perteneciente al dominio de atracción local en 
0, utilizando una función de Lyapunov polinomial de grado pre-
fijado, las técnicas LMI/SOS presentadas en el Teorema 2 y reali-
zando un barrido de la región de modelado, en este caso mediante 
el factor de escala ȡ, minimizando Ȝ por bisección en cada itera-
ción. 
Se obtendrían esferas mayores subiendo los grados de la fun-
ción de Lyapunov o de los multiplicadores, incorporando produc-
tos cruzados de restricciones,, o realizando una exploración con 
regiones d  0 que no tienen por qué ser un escalado simétrico 
de 0. 
Como se observará en los ejemplos, el valor mínimo de Ȝ en 
función del factor de escala de la región de interés ȡ puede tener 
varios máximos locales, siendo ésta la razón por la cual se propo-
ne realizar una exploración. 
 
5. Expansión del dominio de atracción 
Las técnicas presentadas tanto en este trabajo como las comen-
tadas de la bibliografía (véase secciones 1 y 2) obtienen como re-
sultado un subconjunto del dominio de atracción local definido 
por la equipotencial ܸሺݔሻ ൏ ͳ contenida en la región de interés 
ȍd. Es un resultado conservador: el dominio de atracción local en 
ȍd podría ser mayor que el encontrado, debido a la limitación im-
puesta de que el dominio de atracción esté formado por la equipo-
tencial de ܸሺݔሻ ൌ ͳ que tiene que estar contenida en la región de 
validez del modelo borroso. 
Mediante el siguiente resultado, se puede ampliar el dominio 
de atracción probado en la misma región de interés ȍd, utilizando 
la función de Lyapunov ܸሺݔሻ antes obtenida, sin necesidad de in-
crementar la complejidad computacional de los problemas 
LMI/SOS anteriores. 
Lema 4: Dada una región de modelado borroso ȍd definida como 
(24), conocidos los conjuntos ܤ௜  que definen la frontera de dicha 
158 J.L. Pitarch et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 152–161 
f ( )
     
 
región (߲ȳ),  
ܤ௜ ൌ ൛݄௜ሺݔሻ ൌ Ͳǡ  ௝݄ሺݔሻ ൒ Ͳ݆ ് ݅ൟ݅ǣ ͳǡ ǥ ǡ ݊௥ 
y dada una función de Lyapunov polinomial ܸሺݔሻ obtenida por 
Teorema 2, o cualquier otro procedimiento, la región más grande 
probada mediantes técnicas SOS perteneciente al dominio de 
atracción local se obtiene resolviendo el siguiente problema: 
 Maximizar Ȗ sujeto a 
ሺܸሺݔሻ െ ߛሻ െ ܨ௜ሺݔሻ െ ܩ௜ሺݔሻ א ȭ௫݅ǣ ͳǡ ǥ ǡ ݊௛ (36) 
para polinomios ܨ௜ሺݔሻ א Եሺെ݄పሶሶ ǡ ݄ଵǡ ǥ ǡ ݄௡೓ሻ y ܩ௜ሺݔሻ א Աሺ݄௜ሻ.  
El mayor dominio de atracción ȣ probado es: 
ȣ ൌ ሼݔǣ ܸሺݔሻ ൑ ߛǡ ݔ א ȳௗሽ ൌ
ሼݔǣ݉݅݊൫ߛ െ ܸሺݔሻǡ ݄௜ሺݔሻ൯ ൐ Ͳ} (37) 
Demostración: La idea básica es que en la frontera de ȍd ሺ߲ȳௗሻ, 
puede haber zonas definidas por 
ܴ௜ ൌ ൛ݔ א ߲ߗௗห݄పሶ ሺݔሻ ൐ Ͳǡ ݄௜ ൌ Ͳǡ ௝݄ ൒ Ͳൟ
݅ǣ ͳǡ ǥ ǡ ݊௛
݆ ് ݅  (38) 
es decir, donde las trayectorias del sistema en ߲ȳௗ apuntan hacia 
dentro de dicha región. Entonces, no es necesario que ܸሺݔሻ ൑ ߛ 
esté contenido en ȍd si ܸሺݔሻ ൑ ߛ no intersecta con las zonas de la 
frontera que no pertenecen a algún ܴ௜. Así, el objetivo es probar 
el máximo Ȗ para el que: 
ሼݔǣܸሺݔሻ ൑ ߛǡ ݔ א ܤ௜ሽ ֜  ሶ݄ ௜ሺݔሻ ൐ Ͳ݅ǣ ͳǡ ǥ ǡ ݊௛ (39) 
Con dicho Ȗ, (37) define un conjunto invariante. En efecto, 
partes de la frontera de ȣ están en la frontera de ȍd  y otras están 
en ܸሺݔሻ ൌ ߛ. Por (39) si un punto x de la frontera de ȣ está in-
cluida en la de ȍd, entonces no abandona ȍd  porque ሶ݄ ௜ሺݔሻ ൐ Ͳ, y 
si el punto x de la frontera de ȣ está en el interior de ȍd, la con-
dición de que ܸሺݔሻ es decreciente en el interior ȍd (secciones an-
teriores) nos asegura que continúa estando en ȣ en el futuro. 
Entonces, como (37) es un conjunto invariante y solo el origen 
pertenece al conjunto ሼݔǣ ሶܸ ሺݔሻ ൌ Ͳሽ, por el Teorema de invarian-
za de LaSalle (Khalil 2002, sec 4.2) el conjunto ȣ forma parte del 
dominio de atracción local de d.  
Para probar (39), teniendo una función de Lyapunov ܸሺݔሻ en 
d, se debe probar que todos los conjuntos 
ܿ௜ ൌ ሼܸሺݔሻ ൑ ߛǡ ሶ݄ ௜ሺݔሻ ൑ Ͳǡ ݄௜ሺݔሻ ൌ Ͳǡ 
 ௝݄ሺݔሻ ൒ Ͳ׊݆ ് ݅ሽ݅ǣ ͳǥ݊௛ 
son vacíos. Por el Teorema de “Positivstellensatz”(Jarvis-
Wloszek et al. 2005, pag. 5), ܿ௜ es vacío si la siguiente afirmación  
݃ଶ ൅ ൫ߛ െ ܸሺݔሻ൯ ൅ ܨ௜ሺݔሻ ൅ ܩ௜ሺݔሻ ൌ Ͳ 
es cierta para  polinomios ݃ א ࣬௫ǡ ܨ௜ሺݔሻ א Եሺെ݄పሶሶ ǡ ݄ଵǡ ǥ ǡ ݄௡೓ሻ  y 
ܩ௜ሺݔሻ א Աሺ݄௜ሻ, pudiéndose probar mediante un cambio de signo, 
que es la condición (36).  
         Ƒ 
La nueva estimación del dominio de atracción encontrada 
siempre será mayor que la determinada en secciones anteriores. 
Nota: Si con la ejecución del Lema 4 se obtienen resultados 
ߛ ՜ λ, significa que el dominio de atracción probado Ĭ es toda la 
región d, lo que da a entender que podemos modelar el sis-
tema no lineal en una región de interés más grande obteniendo, 
muy probablemente, un dominio de atracción más grande. 
 
6. Ejemplos 
En esta sección se presentan dos ejemplos que ilustran el pro-
cedimiento propuesto. Se muestra la evolución del radio de la es-
fera máxima estable garantizada cuando se incrementa la región 
de modelado y además se muestra la forma del dominio de atrac-
ción local estimado por el método. 
Ejemplo 1: Sea un modelo borroso polinomial de dos reglas, con 







మሻߤଶሺݔሻ ൌ ͳ െ ߤଵሺݔሻ 
݌ଵሺݔሻ ൌ ൬
െͲǤͳͳ͸ݔଵ ൅ ͲǤͲͳͷݔଶସ ൅ ͲǤͲ͸Ͳ͵ݔଶ
ͲǤʹݔଵଶݔଶ െ ͲǤͲ͸Ͳ͵ݔଵ െ ͲǤͶ͹ͳͳݔଶ
൰ 
݌ଶሺݔሻ ൌ ൬
െͲǤͳͳͲ͸ݔଵ ൅ ͲǤͲ͵ݔଶସ െ ͲǤʹ͹ͻ͸ݔଶ
െͲǤͳݔଵଶ ൅ ͷǤͺ͹ͳͶݔଵ െ ͲǤͶ͹͸͵ݔଶ
൰ 
Se define ȍd,k como una región cuadrada en el plano (x1, x2) 
dada por: 
ȳௗǡ௞ ൌ ሼݔǣ ቚቀͲ
ଵ
ఘೖ
ቁ ݔቚ ൑ ͳǡ ቚቀ ଵ
ఘೖ
Ͳቁ ݔቚ ൑ ͳሽ          (41) 
donde k es el número de iteración y ȡk es el factor de escala que 
cambia en cada iteración. 
En este caso, la monotonía de las funciones de pertenencia con 
la distancia al origen implica que su máximo y mínimo son fácil-
mente calculables: los valores máximo y mínimo de μi en ȍd,k se 
obtienen fácilmente en el centro (máximo de ߤଵ, mínimo de ߤଶ) y 
el vértice extremo del cuadrado (mínimo de ߤଵ, máximo de ߤଶ) 
que denotaremos por ߦ. Por lo tanto los vértices ݒ௞௜ son  
ݒଵଵ ൌ ߤଵெ ൌ ߤଵሺͲሻǡݒଶଵ ൌ ߤଵ௠ ൌ ߤଵሺߦሻ 
ݒଵଶ ൌ ߤଶ௠ ൌ ߤଶሺͲሻǡݒଶଶ ൌ ߤଶெ ൌ ߤଶሺߦሻ 
Los procedimientos en las secciones anteriores permiten de-
terminar la esfera más grande alrededor de x=0 para la cual se 
cumplen las condiciones de estabilidad local. En este primer 
ejemplo se ha elegido estabilidad cuadrática por simplicidad. 
Considérese en la primera iteración ߩଵ ൌ ͲǤͲͳ y las siguientes 
iteraciones en incrementos de 0.01 hasta alcanzar la no factibili-
dad del problema SOS. La esfera más grande se obtiene resol-
viendo las condiciones de estabilidad local SOS del Algoritmo 1 
para cada región ȍk, reemplazando (35)  por 
 
 
െʹሾݔଵݔଶሿܲሺߤଵெ݌ଵ ൅ ߤଶ௠݌ଶሻ െ ߝሺݔሻ ൅
߰ଵሺݔଵଶ െ ߩଶሻ ൅ ߰ଶሺݔଶଶ െ ߩଶሻ ൌ ȭ௫ (42) 
െʹሾݔଵݔଶሿܲሺߤଵ௠݌ଵ ൅ ߤଵெ݌ଶሻ െ ߝሺݔሻ ൅
߰ଵሺݔଵଶ െ ߩଶሻ ൅ ߰ଶሺݔଶଶ െ ߩଶሻ ൌ ȭ௫ (43) 
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Los elipsoides y la esfera más grande contenida en cada uno de 
ellos se muestran en la Figura 2 (izquierda) para algunos valores 
de la exploración. Obsérvese como los elipsoides mal condiciona-
dos dan lugar a un área muy pequeña, en comparación con el cua-
drado de interés en el cual la función de Lyapunov decrece, y este 
hecho se acentúa más cuando se observa la región esférica: Por 
ejemplo, con cuadrado de lado 0.6, la máxima esfera estable posee 
un radio de 0.18, i.e., esta área es solo el 7% de la de la región 










Figura 2. Izq: Dominios de atracción para diferentes tamaños de regiones de 
operación (cuadrados). Der: Evolución del radio con diferentes tasas de decre-
cimiento y función de Lyapunov cuadrática (modelo polinomial). 
Ahora, si se prueba una determinada tasa de decrecimiento Į 
para este sistema, solo se necesita añadir 
െʹߙሾݔଵݔଶሿܲሾݔଵݔଶሿ் 
a las condiciones (41) y (42). Entonces, empezando con un Į=0, 
incrementando Į las condiciones SOS se hacen más restrictivas 
así que el radio máximo probable será menor. La Figura 2 (dere-
cha) muestra la evolución del radio de la esfera más grande pro-
bable con ȍd,k para diferentes tasas de decrecimiento. La línea de 
arriba corresponde a estabilidad simple (Į=0). 
Como se puede observar las curvas no siguen una evolución 
creciente debido a que al aumentar la zona de estudio los modelos 
vértice también expanden la distancia entre ellos introduciendo 
más incertidumbre, lo que se refleja en un claro condicionamiento 
progresivamente peor. No obstante, después de un “empeoramien-
to” ocurre que al ampliar la zona de modelado no se introduce 
ninguna nueva no linealidad y el radio crece de forma monótona 
hasta alcanzar la no factibilidad. En resumen, no se puede probar 
ninguna característica de monotonía en la evolución del radio por-
que depende de las características particulares del sistema no li-
neal subyacente en la región de modelado elegida. 
Ejemplo 2: Considérese el sistema no lineal siguiente: 
ݔሶ ൌ ൜
െ͵ݔଵ ൅ ͲǤͷݔଶ
ሺെʹ ൅ ͵ ሺݔଵሻሻݔଶ
 (44) 
El objetivo es encontrar una función de Lyapunov en la región: 
 ȳ଴ ൌ ሼሺݔଵǡ ݔଶሻȁͶଶ െ ݔଵଶ ൒ Ͳǡ Ͷଶ െ ݔଶଶ ൒ Ͳሽ         (45) 
de la no linealidad ሺݔଵሻ en ȍ0 siguiendo la propuesta basada 
en series de Taylor (Sala y Ariño 2009). El modelo borroso poli-
nomial resultante, utilizando la descomposición de Taylor hasta 
grado 3, es: 
ݔሶ ൌ ෍݌௜ሺݔǡ ߤሻ
ଶ
௜ୀଵ
  (46) 
ߤଵሺݔሻ ൌ
ݏ݅݊ሺݔଵሻ െ ݔଵ ൅ ͲǤͲ͹Ͷ͵ʹͷݔଵଷ
െͲǤͲͻʹ͵Ͷͳ͹ݔଵଷ
ߤଶሺݔሻ ൌ ͳ െ ߤଵሺݔሻ 
݌ଵሺݔǡ ߤሻ ൌ ൜
െ͵ݔଵ ൅ ͲǤͷݔଶ
െʹݔଶ ൅ ͵ݔଶሺݔଵ െ ͲǤͳ͸͸͸͸͹ݔଵଷሻߤଵሺݔሻ
 
݌ଶሺݔǡ ߤሻ ൌ ൜
െ͵ݔଵ ൅ ͲǤͷݔଶ
െʹݔଶ ൅ ͵ݔଶሺݔଵ െ ͲǤͲ͹Ͷ͵ʹͷݔଵଷሻߤଶሺݔሻ
 
Utilizando la metodología descrita en la sección 3 y expresan-
do la región de exploración como en (40), la esfera más grande se 
obtiene iterando con ȡk como en el ejemplo anterior y resolviendo 
las condiciones de estabilidad local SOS del Algoritmo 1 para ca-






൨ ሾ݌ଵሺݔǡ ߤଵெሻ ൅ ݌ଶሺݔǡ ߤଶ௠ሻሿ െ ߝሺݔሻ ൅






൨ ሾ݌ଵሺݔǡ ߤଵ௠ሻ ൅ ݌ଶሺݔǡ ߤଶெሻሿ െ ߝሺݔሻ ൅
     ߰ଵሺݔଵଶ െ ߩଶሻ ൅ ߰ଶሺݔଶଶ െ ߩଶሻ ൌ ȭ௫ (48) 
donde ߤଵ௠ǡ ߤଶ௠, ߤଵெ y ߤଶெ se calculan de forma similar al caso ante-
rior ya que ߤଵ, en la zona de estudio 0 crece a medida que nos 
alejamos del origen. 
Si estudiamos primero estabilidad cuadrática, se obtienen re-
sultados similares al Ejemplo 1 añadiendo que en este caso ade-
más varía la orientación de los elipsoides encontrados a medida 
que aumenta la región de estudio. Posteriormente se ha estudiado 
utilizar grados superiores de la función de Lyapunov para com-
probar la mejora en estimación del dominio de atracción real. En 
la Figura 3 (derecha) se puede observar cómo tomando ܸሺݔሻ de 
cuarto y quinto grado se logran encontrar esferas, pertenecientes 
al dominio de atracción en πௗ௞, mayores que con estabilidad cua-
drática. En efecto, a partir de ߩ ൌ ʹǤͳ las funciones de Lyapunov 
cuadráticas disminuyen rápidamente su condicionamiento y dan 














Figura 3. Izq: Dominio de atracción convencional (Algoritmo 1) y expandido 
(Lema 4) utilizando función de Lyapunov de cuarto grado. En rojo zonas 
prohibidas de ߲ȳ଴ donde ሶ݄ ሺݔሻ ൏ Ͳ. Der: Mejores dominios de atracción 
encontrados para funciones de Lyapunov de diferentes grados. 
Una vez obtenida la función de Lyapunov y teniendo en cuenta 
los resultados anteriores, se puede aplicar a posteriori el procedi-
miento explicado en la sección 5. Para ello, definiendo las restric-
ciones de (24) como ݄ଵ ൌ ߩ௞ െ ݔଶ, ݄ଶ ൌ ߩ௞െݔଵ, ݄ଷ ൌ െߩ௞െݔଵ y 
݄ସ ൌ െߩ௞െݔସ, los bordes del cuadrado de estudio son: 
ܤଵሺݔሻ ൌ ሼݔଵȁെߩ௞ ൑ ݔଵ ൑ ߩ௞ǡ ݔଶ ൌ ߩ௞ሽ 





































































DA de orden 2
Max. esferas encontradas
DA de orden 5

















































































DA de orden 2
Max. esferas encontradas
DA de orden 5
DA de orden 4
160 J.L. Pitarch et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 152–161 
f ( )
     
 
ܤଶሺݔሻ ൌ ሼݔଶȁെߩ௞ ൑ ݔଶ ൑ ߩ௞ǡ ݔଵ ൌ ߩ௞ሽ 
 
ܤଷሺݔሻ ൌ ሼݔଵȁ െ ߩ௞ ൑ ݔଵ ൑ ߩ௞ǡ ݔଶ ൌ െߩ௞ሽ
ܤସሺݔሻ ൌ ሼݔଶȁ െ ߩ௞ ൑ ݔଶ ൑ ߩ௞ǡ ݔଵ ൌ െߩ௞ሽ
Con las zonas del borde donde las trayectorias del sistema 
apuntan hacia dentro de la región ߗௗ௞ el Lema 4 puede calcular 
una equipotencial de ܸሺݔሻ más grande hasta que se interponga  
alguna zona del borde donde ሶ݄ ሺݔሻ ൏ Ͳ.  
Como resultado de este procedimiento en la Figura 3 (izquier-
da) se muestran  las regiones prohibidas del borde (en rojo), cal-
culadas numéricamente, donde las trayectorias del sistema aban-
donan el cuadrado de modelado y la expansión de la región de es-
tabilidad probada  por Lema 4 hasta que la equipotencial de la 
función de Lyapunov toca una de estas regiones prohibidas. Como 
se puede observar, en este caso, mediante este procedimiento de 
expansión se consigue ampliar la máxima región esférica estable 
alrededor del origen sin ampliar el orden de la función de Lya-
punov.   
Para tener una idea de cuán conservadores estamos siendo con 
esta técnica, en la Figura 4 se han trazado las trayectorias del sis-
tema desde varias condiciones iniciales de forma que se estime el 
dominio de atracción real del sistema no lineal. A estas trayecto-
rias se le superpone el mejor dominio de atracción probado por la 
metodología propuesta  (Algoritmo 1 + Lema 4), utilizando una 
función de Lyapunov de grado 7. Se puede observar que se ha es-
timado bastante bien la esfera de radio máximo dado que, en efec-
to, la curva de la función de Lyapunov (que rebasa el borde de la 
región 0 debido a la expansión en Lema 4) se ajusta bastante al 
límite del dominio de atracción en el cuadrante superior derecho, 
y la esfera es tangente a ella. 
 
Figura 4. Plano de fase del sistema no lineal junto con la región de atracción 
estimada con función de Lyapunov de orden 7. 
Finalmente en la Figura 5 se muestra la evolución del radio de 
la esfera más grande contenida utilizando funciones de Lyapunov 
de varios órdenes, comparando antes y después de aplicar la ex-
pansión presentada en la sección 5. El nivel de mejora es menor 
cuanto más alto es el grado de la función de Lyapunov buscada 
dado que ésta tiene más flexibilidad para adaptarse al verda-
dero dominio de atracción local. De hecho, en la Figura 4 apenas 
se aprecia que la equipotencial máxima rebasa el borde del cua-
drado 0, como se ve en las curvas verdes de la Figura 7.  
 
Figura 5. Evolución del radio de la esfera estable centrada en el origen, con 
varios grados de la función de Lyapunov en función del factor de escala de la 
región de estudio. 
Coste computacional. Para dar una idea del coste computacio-
nal de las propuestas de este trabajo, la resolución de una iteración 
del Algorítmo 1 en un Intel Core 2 Duo P86000 y 4Gb RAM 
DDR3 en este ejemplo cuesta 94 seg. para una función de Lya-
punov cuadrática y 100 seg. para grado 4 y 118 seg. para grado 6. 
Se ha utilizado MATLAB 2008a con YALMIP, SDPT3 4.0 y 
SOSTOOLS 2.03 para la implementación. 
 
7. Conclusiones 
En este artículo se han abordado algunos problemas de mode-
lado y estabilidad local de sistemas no lineales, en un marco poli-
nomial borroso. El objetivo era encontrar la mayor región de for-
ma prefijada garantizando que ésta pertenece al dominio de atrac-
ción. Las herramientas computacionales utilizadas son la progra-
mación semidefinida para búsqueda de expresiones suma de cua-
drados (SOS). 
La idea básica es expresar las funciones de pertenencia me-
diante una expresión politópica para tener en cuenta la informa-
ción local de ellas en una región de estudio reducida. El mayor 
factor de escala probable de la región de forma prefijada es una 
función no monotónica del tamaño de la región de interés que re-
quiere de una exploración iterativa para ser encontrado. 
Un segundo problema SOS permite expandir la región de 
atracción más grande probada por el método, y por tanto aumentar 
el factor de escala de la región de forma prefijada centrada en el 
origen. 
Los cambios de variable necesarios para expresar condiciones 
de síntesis de controladores como LMI en sistemas polinomiales 
afines en la entrada, no posibilitan aplicar de forma directa los re-
sultados de este trabajo a la síntesis. El problema de síntesis local 
sin BMI es un problema abierto, tanto en esta como en muchas 
otras referencias de la literatura. 
English Summary 
Domain of attraction estimation for nonlinear systems with 
fuzzy polynomial models.  
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Many approaches in fuzzy systems literature express LMI con-
ditions for a Takagi-Sugeno model and finish the problem once 
those conditions are feasible. However, studying the obtained re-
gion of attraction and its relationship with the original nonlinear 
problem is forgotten. This paper proposes to obtain a predefined-
shape zone, as large as possible, belonging to the local domain of 
attraction of the origin of a nonlinear system. In order to do this, 
local fuzzy polynomial models are used whose analysis can be 
carried out by convex optimization (sum of squares). Moreover 
membership information is used in order to do iterations with the 
fuzzy modeling region, maximizing the size of the proven domain 
of attraction, which reduces conservatism over existing results. 
 
Keywords: 
Lyapunov function, domain of attracion, fuzzy systems, Tak-
agi-Sugeno, polinomial systems, local stabilty, sum of squares, 
conservatism. 
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