Abstract-Probabilistic real time automata (PRTAs) are a representation of dynamic processes arising in the sciences and industry. Currently, the induction of automata is divided into two steps: the creation of the prefix tree acceptor (PTA) and the merge procedure based on clustering of the states. These two steps can be very time intensive when a PRTA is to be induced for massive or even unbounded data sets. The latter one can be efficiently processed, as there exist scalable online clustering algorithms. However, the creation of the PTA still can be very time consuming. To overcome this problem, we propose a genuine online PRTA induction approach that incorporates new instances by first collapsing them and then using a maximum frequent pattern based clustering. The approach is tested against a predefined synthetic automaton and real-world data sets, for which the approach is scalable and stable. Moreover, we present a broad evaluation on a real world disease group data set that shows the applicability of such a model to the analysis of medical processes.
I. INTRODUCTION
The recent creation of massive time labeled data sets in all areas of sciences and industry increases the need for scalable methods that induce models for any kind of underlying processes. Especially models that automatically induce the main elements of such processes (e.g., events) are very interesting for time-cause analyses. Important application areas include, amongst others, the analysis of disease progressions and disease patterns [1] . Probabilistic real time automata are a new graphical model to represent such processes. They automatically induce states and transitions based only on the data set. Moreover, they enable insights into the temporal relationships and probabilities of change from one state to the next. The induction of PRTAs is currently based on the state merging method, which is considered state of the art in automata induction. However, this also includes the creation of a prefix tree acceptor (PTA) and a subsequent clustering step. For massive data sets both of these steps can become very time and memory consuming. Using an online approach is a straightforward solution for this problem and can be solved easily for the clustering step. However, how to achieve the PTA creation is still unknown. We tackle this problem by transforming both steps into online versions. Each instance of the data set is first converted into a PRTA, which is then merged with a pre-existing one. The merge step is based on a clustering that uses maximum frequent patterns as representatives. We chose this clustering strategy to identify homogeneous states, i.e., states that combine events having the same co-occurring characteristics. We show that this method produces stable and informative automata that can be computed in reasonable time. Besides, we discuss an approach to deal with data sets with concept drift and examine its behavior. In summary, our contribution is threefold: 1) We propose an online method for PRTA induction that can be used for massive data sets. 2) We present adaptations of the method for data sets with concept drift, and 3) We show three real world applications of the method along with the insights that can be gained from the resulting model. The paper is organized as follows. Section II shortly discusses related work. Then, Section III defines the problem setting, the model and explains the online approach, which is extensively evaluated in Section IV. The paper closes with a discussion.
II. RELATED WORK The use of real-time automata (RTAs) and grammars for modeling event sequences was introduced only recently [2] , [3] , [4] , where RTAs model processes or time series [5] by a graphical representation, which should, in principle, be relatively easy to interpret by domain experts. Currently, the induction of automata is based on a state merging procedure. Adopted from RTAs, probabilistic real time automata (PRTAs) [6] a new type of automata that additionally includes profiles and transition labels as well as transition probabilities, was introduced. Using these profiles and transition labels, PRTAs are able to handle multiattribute event logs, contrary to RTAs. This enables the modeling of biological processes or population dynamics instead of only the relation between, e.g., genes or organisms. The induction of PRTAs is still based on a state merging procedure, which includes on a preceding clustering step. Using a symbolic description (e.g., frequent patterns) for this clustering is beneficial for this kind of problem, as the final states are described by a profile, which is equivalent to the symbolic description [7] , [8] . Thus homogeneous and informative clusters (and thus states) can be induced [9] . Besides, frequent patterns have proven to be successful in time series analyses [10] , [6] . Such a frequent pattern based clustering was also adapted for the online setting [11] , which allows for much larger data sets to be processed. However, for incremental data sets the creation of a PTA and the subsequent clustering still may be too time and memory consuming. Therefore, we propose a method for the induction of PRTAs that is completely online, i.e., no PTA will be created to induce the final automaton and there will be no verification step as proposed in previous work [6] . Therefore, the remaining bottleneck, the PTA creation, which was time-consuming, is skipped. Moreover, this enables the incremental creation of PRTAs for data streams, which may arise, e.g., in sensor networks. The method is also able to deal with concept drift in such data streams, i.e., the PRTA is able to detect and to model a shift in the underlying process by the creation (or deletion) of states and transitions. Similar to existing work [12] this is done if a new event type is detected or when a state becomes out of date.
III. ONLINE INDUCTION OF PRTAS BASED ON MFP CLUSTERING
This section first introduces the problem, which is followed by an informal description of the solution. This is then formalized in Section III-C. Last, Section III-D explains how the proposed method can be used when concept drift is present.
A. Problem Setting
The task is to model a timed language model of data set D. Let D be a database of histories
A history h i is a sequence of timed events h i = ( e 1 , t 1 ) ( e 2 , t 2 ) . . . ( e l , t l ). The event sequence is ordered corresponding to the time label (t j ) of the events. Note that the time labels need not necessarily form equal intervals, thus a varying amount of time can pass between successive events. An event e i is a binary vector e i = (a i1 , a i2 , . . . , a ij ) consisting of j attributes, where a ij is equal to one if the attribute was observed in this event.
1 Data set D is to be modeled by a probabilistic real time automaton (PRTA). A PRTA is a directed graph and defined as follows.
• Q is a finite set of states • Σ is a finite set of events • T is a finite set of transitions • S = Q is the set of start states • F = Q is the set of final states A state q i ∈ Q is a pair E i , f i where E i is its set of events (E i = { e k : e k ∈ C i }) and f i is an attribute vector called its profile. Σ are all events e that are observed in the input data. A transition t ∈ T is a tuple q, q , T L , φ, p where q, q ∈ Q are the source and target states, T L = Δ(E i , E j ) and φ is a delay guard defined by an interval [t 1 , t 2 ] with t 1 , t 2 ∈ N. p defines a probability p ∈ [0, 1] that this transition occurs. A PRTA that is also able to model concept drift (denoted by P RT A C ) is defined as tuple Γ = (Q, , T, S, F, Z), where Z gives for each state and transition the number of timesteps that have elapsed since their last observation:
B. Overview of the Approach
In this section, the general procedure of how to induce PRTAs online is given. The main idea of the online induction is that each new history is added incrementally to the existing PRTA. The histories h i ∈ H are observed one by one. First, each history h i is transformed into a 'path'-PRTA, where there is only one predecessor and one successor for each node (exactly the events that occurred in the history). This PRTA is then collapsed into a PRTA Γ, i.e., all nodes n l ∈ Q sharing the same profile are merged into one state. Then, each state n l of Γ is compared to the states Q of a pre-existing PRTA Γ that is built from all previous histories h l (l < i). If node n l belongs to state q j ∈ Q , then node n l is merged with state q j . The function fNN that identifies such a state q j is described in Section III-C1. Such a merge also induces that all incoming transitions from state q j are incorporated into Γ . If the sucessor node n l+1 of n l of the PRTA Γ is also merged with a state q j+1 of the PRTA, then the transition t n is linked between q j and q j+1 . If there is already a transition t s , then it is updated with the information of t n . However, if there is no state q j of Γ that state n l belongs to, n l is only added to Q . This also induces that there may be no transition from n l to the remaining states of Q . To clarify this procedure, consider the following example. Figure 1 shows a set of histories consisting of events {α, β, γ, δ, , λ, ν, ξ, o}. As the histories are observed one by one, history h 1 is considered first. Figure 2 illustrates this process. First, the history h 1 is transformed into a PRTA Γ 1 (the figure does not illustrate the transformation of the history in the path automaton), which is followed by the collapse step: all nodes of h 1 having the same profile f are merged, which results in Γ 1 . The last step is to find similar nodes in the pre-existing PRTA. As there is no existing automaton for the first instance, Γ 1 is equal to Γ 1 . Then, the processing of h 1 is finished and history h 2 can be incorporated into the PRTA. Again, the compression is the first step, but cannot be conducted as there are no identical nodes in the history. Thus, Γ 2 remains a sequence of states. Then, each state of Γ 2 is compared to Γ 1 whether there is a state q j it belongs to. This is true for the states that correspond to the events λ, γ and α: α ∈ Γ 2 belongs to state α ∈ Γ 1 , because they have the same profile, which is also true for γ ∈ Γ 2 and γ ∈ Γ 1 ; λ ∈ Γ 2 belongs to state β ∈ Γ 1 because they have a similar profile. (In Figure 2 , the corresponding states of Γ 2 and Γ 1 are shaded equally.) The last step is then to merge the states of Γ 2 with the states of Γ 1 , resulting in an updated PRTA Γ 2 : all states in Γ 2 that do not have a corresponding state in Γ 1 are added to Γ 1 , including all their transitions. The others are merged including their transitions.
The state β then contains two events β and λ, but is still labeled with β, because we assume that λ ≺ β. Moreover, the delay guard φ and the probability p of the transitions are adjusted accordingly. Then the third and fourth history is processed in the same manner. The final automaton is given on the lower right side of the figure. It consists of seven states and 12 transitions. Note that the initial nine events are collapsed into seven states because β and λ as well as α and o are merged into one state due to their similarity. In the next section, we will explain formally how the transformation of the history in a PRTA is done and how states of Γ and Γ are compared.
C. Creating the PRTA Online
The PRTA is created online by first converting the history into a PRTA Γ (compression step) and then merging the states of Γ with a PRTA Γ that models all previous histories. Let dataset D comprise a set of histories H: D = {h 1 , . . . , h n } as described in Section III-A. Each history h i is converted into a PRTA Γ in two steps: first, for each event e j a state q ij = { e j }, e j is created Q Γ = q ij . Then, each state q ij is connected to its successor via a transition:
which creates the set of transitions in Γ: T Γ = t j . In a next step, this PRTA Γ is collapsed, i.e., all states sharing the same event are merged into one state. For simplicity, let the new state q be described by the set of states it consists of q = {q i , . . . , q j }. Then, each state of the compressed PRTA can be described as follows:
Including the compressed PRTA Γ into the PRTA that models all previous histories Γ = (Q , Σ , T , S , F ) gives the resulting PRTA Γ . First, all observed events are added to the alphabet of Γ and second, all states and transitions are merged if appropriate Γ :
Function fNN identifies which two states q i and q j may be merged and is explained in more detail in Section III-C1. Function merge(Q , Q) that defines how a merged state is created, is defined in Equ. 3:
where the method merge(q i , q j ) combines all profiles f i , f j of the states q i , q j into one single profile f k by their weighted mean:
The merge of the states also induces the merge of transitions, if appropriate. Last, the automaton can also be applied to data sets with concept drift. Here, elements of the automaton may become out of date. Therefore, each z of the list Z is updated (z * ) for each event in the history h i : let z ∈ Z be (k, q), where k is a timepoint and q is a set of states:
Thus, the most recent timepoint is kept for each event and the corresponding states. Last, all states that exceed the minimum time constraint are deleted from the PRTA Γ .
Algorithm 1 summarizes this procedure: For each history, a PRTA is created and compressed. Then, each state of this PRTA may be merged with a state of the pre-existing PRTA. Last, if concept drift is taken into account, the timelist is updated and outdated states and transitions are deleted from the PRTA.
PRTA Γ = createPRTA(h i ) // cf. Equation 1 4:
for all q ij ∈ h i do 6:
if q = {} then 8: 4 13:
end if 15: end for
The time complexity of this approach is a sum of the collapse step and the clustering step. In the worst case O(n 2 ) comparisons must be performed to check whether a state of history h i can be merged with another state of history h i . Next, for each state of Γ, the most similar state in Γ is retrieved, which costs O(n * m). Therefore, the total complexity of the algorithm is O(n 2 + n * m). 1) Function fNN: Function fNN identifies whether there is a state q that is similar to a state q ij in history h i . This is the case if q ij covers a large fraction of the frequent patterns of state q. The identification of frequent shared properties (corresponding to the minimum support threshold ms) is achieved by comparing q to the set of maximal frequent patterns (MFPs) of all nodes in q ij . This set is updated incrementally via the AIST data structure [6] . Function fNN computes the fraction of shared properties between q and q ij of history h i . If the maximal fraction exceeds a minimum overlap threshold, q ij is merged with state q.
D. Adaptation For Unbounded Data Sets With Concept Drift
The presented algorithm can be adapted for unbounded data streams with concept drift. Concept drift means that the underlying true concept (here assumed as an automaton) changes as time goes by and thus, elements (states or transitions) of the automaton become out of date. However, this also includes that new states/events emerge that have not yet been observed before. Such new elements then also have to be included in the automaton. In the following section the characteristics of such a data stream setting are described. Moreover, the definition of when an element of an automaton is out of date will be introduced.
1) The Repeated World Data Stream Setting: The basic question is how a change of a concept can be observed and essentially how time is monitored. Often, processes are recorded in successive time intervals. Then, a data bag is created with these measurements. In the current problem setting, such a bag is a set of histories which is additionally labeled with a time stamp. Such measurements are repeated in equal intervals, which explains the term repeated world setting. As an example, consider the monitoring of a multivariate process of a company within one week, where at the end of the week the set of histories is collected and transferred. Then, an updated model can be learned with this data bag. In the repeated world setting, concept drift is observed, when elements of the automaton do no longer occur in recent bags, but only in older ones. Of course, there may also be new elements of an automaton. This may be the case, e.g., if a process changed within the company (maybe due to a change in the personnel). Then some states or transitions may disappear, while others arise. Thus, the change of the automaton reflects how whole processes change over time. In the repeated world, the updates of the automaton are based on new bags of histories (left part of Figure 3 ). The first important property is that each history in each bag may begin at timepoint t 0 , i.e., the first event was observed at timepoint t 0 . This also suggests that there exist two timelines. One is the ordering of the events (horizontal timeline) within one history, the second timeline shows in which order the bags arrive (vertical timeline). This also defines the time threshold o when an element is out of date: when it was not observed in the most recent o bags. As an example consider state 7, that occurs in bag one but not in bag two. Thus, it is out of date when bag three is processed (o = 1) and is therefore deleted. This shows that the time to evaluate whether one state is out of date is dependent on the time of the bag and not the timestamp in the history. There is another interesting setting, where histories continuously arrive in parallel, like, e.g., the monitoring of patients in a hospital. Then, the timepoint when an element of the automaton becomes out of date is dependent on the absolute time that has elapsed since it was last observed. Due to space constraints, only the first variant will be described here, but we think that an adaption to this setting is straightforward.
2) Algorithmic Adjustments: To adapt the presented algorithm for concept drift, each element (state or transition) of the automaton must be annotated with a label that shows when this element was observed the last time. If such an element then becomes out of date, it must be deleted from the automaton. This is achieved as follows. Beginning with the automaton that is (also incrementally) created with a first bag of histories, the algorithm receives updates of histories (bags) as input. Thus, each update comes along with a label that defines the current time stamp. In the repeated world, histories are loaded in bags and processed like in the standard incremental setting. Additionally, each element of the automaton is assigned a timestamp that defines when it was observed the last time: A PRTA that is also able to model concept drift is defined as tuple Γ = (Q, , T, S, F, Z) (cf. Section III-A), where Z is a mapping that gives for each state and transition the number of timesteps that have elapsed since their last observation:
The timepoint is the timestamp of the bag and not the timestamp of the history, because the change of the whole process shall be explored. Each history update is integrated as described above into the existing automaton. Additionally, the last observation timepoint of the elements (states or transitions) which are covered during the integration process is updated to the current bag timepoint. This is achieved by a simple hash structure. After all histories of the bag are processed, outdated elements are deleted from the automaton. This is the case if the element's time stamp is too old compared to the current bag's time stamp. Note that the threshold o, when an element is out of date, is specified by the user. The timeliness of this approach is dependent on the data stream speed v ds and the computer processing speed v C . This works as long as v ds is slower than v C * n, wheren is the number of events in a bag. If the Figure 4 : Schema of the synthetic automaton. The true profile of each state is given in brackets and each transition is labeled with its probability. For simplicity, the delay guard (not illustrated) on each transition is φ = [1, 1] .
stream is too fast, strategies to select instances have to be developed. However, this is beyond the scope of the paper.
IV. EXPERIMENTS
This section first introduces the data sets and quality measures used in the experiments and second, presents stability results, the performance on real world data sets and finally shows how the algorithms works on a data set with concept drift.
A. Data
The proposed approach can be used for data sets that record several multivariate processes. One example is the development of diseases within a population. There, the disease status (whether a disease is present or not) of each patient is measured each time she visits a physician. The recording of this data results in a multivariate history (sequence) for each patient. Another important application is the recording of gene expression values within a cell population. There, the gene expression for each gene is monitored for each gene and timepoint. As these two examples are very prominent in current research, we will present the results of experiments using such kind of data.
1) Synthetic Data Set:
For a proof of concept and further stability analyses, a synthetic automaton was created (cf. Figure 4 ). It consists of ten states described by ten attributes. Based on this automaton, a data set containing 100 histories of average length 10 was produced by traversing the automaton corresponding to the transition probabilities. Each visited state refers to one event and its event is output accordingly. To account for the variability in the states, each attribute of each event had a chance of 0.1% of being inverted (we refer to that as error ratio). If it is one, it will be changed to zero, and vice versa. Thus, heterogeneous, but similar events are output. For the stability analysis, ten more synthetic data sets were created in the same manner. They serve as a starting point for a bootstrap analysis. From each of these ten data sets, 100 derived data sets are created by bootstrap sampling. Thus, 1000 data sets are used in the stability analysis. To examine the algorithm's scalability, even larger data sets were created. They range from 50 to 40,000 histories for each data set. Again, to account for data set variability, for each number of histories 10 data sets are created.
2) Yeast Data Set: The yeast metabolism data set 2 holds the expression values of 9,335 genes during the cell cycle [13] . They were recorded using Affymetrix chips (GPL90) for 36 time points with a delay of 25 minutes each. To show the changes during the cell cycle, seven well examined genes were selected for the final data set. The expression values of each timepoint were discretized via a sliding window approach into over-(1) and underexpressed (0). Overexpression is considered as a raise of the expression level compared to the surrounding time points. Following this intuition, a gene's expression level was set to one at a time point t i if the expression level L(t i ) is higher than the average in the surrounding window. As the genes show a periodic behavior of about 12 time steps, the window size was set to 12.
3) Hepatitis Data Set: This data set is the 2004 ECML/PKDD Hepatitis challenge data set 3 . It contains blood test results for 1236 patients suffering from either Hepatitis B or C between 1982 and 2001. Next to some demographic information like age and sex, the results of up to 36 tests are given for each individual examination. Some patients are only recorded once while others have a history of 401 records. However, 95.7% of the patients provide a history of at least two events, where one event is considered as the examination result of one day. The fillgrade of the attributes in this data set varies strongly. To obtain meaningful results, only the attributes that are present in at least 80% of the events were included in the histories. Moreover, each attribute was discretized in three subtypes: blood test result below normal, normal and above normal. For missing test results none of the attribute's values was set. Thus, the final events consist of 33 attributes. To evaluate the algorithm's scalability, several data sets of different sizes (50, 100, 150, 200, 300, . . ., 900, 1000, 1236 histories) were created.
4) Disease Group Data Set:
The last (non-public) data set covers historic diagnoses of 147,656 patients within four years on a quarterly basis 4 . Thus, this data set shows the progression of diseases within a population. As there are about 15,000 diagnoses (ICD codes), each provided diagnosis was grouped into one of 111 clinically homogeneous diagnosis groups that combine several diagnoses corresponding to their similarity and expected outcome. Using this compressed medical representation enables the user to manually inspect and judge the resulting states of the automaton. Therefore, a history is a feature vector for a patient and timepoint t describing the set of disease groups at timepoint t. We used two derived data sets to build the automaton. The first data set only contains disease groups (DGs) that occur in at least 10% of all patients (22 attributes) in order to obtain the most frequent and important disease patterns (P 10). The second data set includes all disease groups that occur in at least 1% of all patients to allow for a more extended analysis (76 attributes, P 01). The final PRTA then shows which diseases an specific population suffers from and which transitions between such disease states occur and how often. This may enable physicians to better foresee future impairments.
B. Quality Measures
The quality of automata can be measured on several levels. First, the underlying clustering must be evaluated, which is done by using the Adjusted Rand Index (ARI) [14] . Besides, the accuracy of the induced states and transitions must be evaluated. If the underlying structure of the automaton is known, it can be compared to the induced structure. First, the number of induced states is compared to the number of states in the original automaton (Δ States ). Then, the distance of each induced state to one original state having the most similar profile is calculated. The average Euclidian distance is then expressed by the term L States . Third, the accuracy of the transitions is captured by the F -measure. Last, the runtime of the proposed method is monitored to evaluate its performance.
C. Performance On Stream Setting Without Concept Drift
This section addresses the algorithm's stability, which will be tested on the synthetic data set and then shown on real world data sets. For the stability experiments, first, a bootstrap analysis presents how often the true underlying structure of the automaton is rediscovered. Second, we show how the size of the histories influences these results. Last, we present how the runtime of the algorithm and the final number of states depends on the three standard parameters input data size, history length and minimum support. To show the usability of such a model, we applied the algorithm on several real world data sets. Note that we will not address the quality of the clustering (function fNN), as this was already done elsewhere [6] . There, the influence of the examples' ordering, minimum support and pattern density has been described.
1) Stability Analysis:
This section shows the results of the experiment in a bootstrap evaluation. The task is to extract the correct structure of a predefined automaton (cf. Section IV-A). To compare the final automaton to the predefined one, the measures Δ States , L States and the F -Measure, introduced in Section IV-B, are reported. Figure 5 : Accuracy of the induced PRTA compared to an approach using a PTA [6] . Figures 5a -5c show the results when including a previous PTA construction, Figures 5d -5f show the results for the proposed approach. Rediscovery of a Known Automaton: The results of the bootstrap analysis for the synthetic data set indicate that the proposed solution is able to find the correct number of states and transitions although it tends to create too many states (cf. Figure 5d) . Additionally, the distance from the induced states to their closest original is also very small (cf. Figure  5e ). Comparing these results to the PRTA induction with a previous PTA-creation [6] (Figures 5a to 5c ), a minimal performance decrease can be observed, which is owed to the fact that not all events are observable right at the beginning and thus the online approach is introducing errors at the beginning. Overall, the mean accuracy loss compared to an approach that uses a PTA creation is not greater than 0.1 for the synthetic data set. In contrast, the online approach is able to include more events than the batch approach and can detect concept drift. Looking at the RR of states shows that all of them are learned well except state 7 (not illustrated). This may be due to the small transition probability from state 6 to state 7 and its high similarity to state 2, so that the events of this state are only rarely observed, or often misplaced in a wrong cluster.
Influence of the History Length: We repeated the bootstrap analysis to evaluate the influence of the history length (hl) on the number of final states and their profiles' accuracy. Therefore, data sets having different history lengths (100,1000,10000) have been used. Figure 6b illustrates that the longer the histories, the better the induced profiles match those of the original automaton. However, this comes along with many more states (cf. Figure 6a ). This can be explained by more exceptions that are present in the data for longer histories.
Number of States and Runtime Depending on History Length, Minimum Support and Data Set Size:
The next evaluation addresses the algorithm's dependency on its main parameters: data set size ds, minimum support ms and history length (hl). We calculate the runtime and final number of states for 10 different data sets of the synthetic automaton for each value of hl, ds and ms. The standard parameter values are ms = 0.5, hl = 100 an ds = 10000. Table I gives the final average number of states and runtime (in sec) for different values of hl and ds, while Figure 7 illustrates the behavior for various minimum supports over all data sets. Table I shows that the actual runtime is linearly dependent on hl and also nearly linear with increasing ds. For both parameters, the number of final states increases, which is to be expected as the more data is present, the more exceptions (and thus new patterns) occur. For such exceptions new states are created. However, the final number of states is quite small compared to the number of events in the data set (10,000,000), which shows that the algorithm can compress the patterns in the data. Figure 7 illustrates that the runtime is quite stable with different numbers of ms, while the number of final states decreases. This can be explained by the fact that if the minimum support increases, more and more instances in a cluster must cover the representative pattern. This can only be achieved if the representative pattern is small. Then, more instances cover this pattern and are added to the cluster. Consequently, fewer clusters are found. 
Runtime Comparison of the Approach:
To illustrate the advantages of the genuine online approach, we compared its runtime dependency on increasing data set sizes (cf. Table  I , right part) to the approach that first creates a PTA and subsequently runs the proposed online clustering [6] . Such an approach needs 2,6s on average for 100 instances (ds = 100), 333s for ds = 1000 and already 9h for ds = 5000. This extreme difference is mainly due to the merging procedure, which takes very long. However, even the creation of the histories, the PTA and the subsequent clustering lasts approximately 17 s, which is still above the runtime of the online approach.
2) Performance on the Real World Data Sets: This section presents results of the proposed method for real world medical and biological data sets. For this purpose, the Hepatitis, disease group and yeast data set have been used, and their results are now discussed consecutively. First, the runtime of the approach is tested on the Hepatitis data set. Table II gives the results and shows that even for such a 'hard' (because it has a lot of attributes and long histories) data set, the runtime is reasonably low. Note that although the number of instances is only 1236, this Hepatitis data set includes 52,520 single events, due to the long histories. The main time consuming step here is the clustering and not the collapsing method. The resulting automaton can be used to predict how the blood values will develop based on the current blood values. The same evaluation was run for the first disease group data set (P10), for which the runtime is also shown in Table II (lower part) . Here, the algorithm is faster as there are less attributes and shorter histories given. Again, the runtime is reasonable for the given application. Interestingly, the algorithm identifies a stable number of states (52) for data sets with more than 5000 histories. When applying our approach to the second disease group data set (P01), the resulting automaton identifies 181 states within a total runtime of about 2 minutes. This shows that even with a larger number of attributes, the approach is still fast. Moreover, the number of states does also not increase for data sets larger than 5000 histories. The stable number of states for both data sets suggests that all important patterns in the data have been found. Although the final number of transitions increases for larger data sets, the ratio of new transitions decreases. We thus can expect that even the number of transitions will be fixed at a certain data set size. PRTA learning based on DIANA clustering [6] is not included in this comparison as even for the smallest data set it runs out of memory and needs longer than the online approach on the largest data set. Regarding the structural properties of the resulting automaton for data set P 10, we observe that most states have short representatives (MFPs): mostly, they consist of one to three DGs. The full profile then comprises the representative DGs and may additionally have exceptional DGs. 20% of the states cover more than 50 events, while about the same amount captures less than 5 events. There are no states with no in/outgoing transitions except two states, which shows that different disease phases of different persons have been well combined in the automaton. Thus, the automaton is a generalization of the individual patient histories. There are also several hubs, which combine events that share very frequent DGs. Moreover, plenty of exceptional DGs are found in the profiles of the hubs. Such a state reflects very frequent disease phases along with all possible comorbidities. However, the additional diseases may be regarded as random side effects as their do not occur as often as the main disease. Overall, many states focus on the DGs hypertension, diabetes or heart problems, i.e., these DGs have a frequency of more than 90% in the resulting profile. This makes sense in a way as these are also the most common diseases, which are then represented along with their accompanying diseases. The transitions in this automaton reflect the probability of a change in the disease status, i.e., whether new diseases arise or others are cured or not coded anymore. For the most hubs there is no one main transition, but several having a moderate probability. Non-hub states, in contrast, are associated with such a main transition but this can still be regarded as a random effect, because there are not so many patient histories included. Overall, the automaton shows which disease patterns exist in this specific population and how probable transitions from one to another disease status can be. The last experiment checks whether biological knowledge that can be inferred from such an automaton. Figure 8 is the final automaton for the yeast data set. The states' profiles show which gene is active at which timepoint and therefore, the current tasks of the cell. The overall structure of the automaton shows that the cell in this experiment undergoes a cycle in the gene expression. This is known to be the cell cycle. A known resting phase is modeled by the delay guard (ϕ = [1, 2]) on transition 1 to 2 that shows that the cell can either step forward to the very next cell stage or wait. All these experiments show that a PRTA can correctly identify the stages of life in a population or of individuals, annotate them with important properties and can thus reflect the dynamics in such systems.
D. Performance on Stream Setting With Concept Drift
Finally, the approach is tested in a setting with concept drift. Therefore, we created a data set that is based on three different underlying automata that are derived from the one shown in Figure 4 . This illustrates the repeated world (cf. Section III-D1) setting, where after a certain time span the underlying process changes, i.e. different automata should be found. The first automaton is the standard automaton. For the second one (the second concept), state 7 was deleted as well as transitions 1 → 1 and 3 → 4. The second derived automaton (concept three) includes a state 7 * with profile [4, 8] and additional transitions. Using these concepts, the first bag of the data set is created by using the original automaton, the second and the third bag with the first and second derived automaton (cf. Figure 3, right) . Then the algorithm was applied with o = 1 (cf. Section III-D1). The concept changes are well identified for small error ratios (not illustrated). As for larger error ratios the clustering is also harder, the quality of the inferred automata decreases. Table III shows how the search for concept drift affects the runtime. The runtime is only slightly longer than for the approach that does not account for concept drift. We thus can conclude that the approach may also be valuable for problems with concept drift.
V. CONCLUSION
In this paper, we introduced a method to induce PRTAs online. We leave out the PTA construction step and instead collapse the histories before merging them with a preexisting PRTA. This merging procedure is based on an online clustering method. Besides, we discuss how this approach can handle data streams with concept drift. The experiments on synthetic and real world data sets show that the method is stable, scalable and can capture patterns from the application domain. Most importantly, we discussed the application of this method for the induction of PRTAs on health care data. The resulting automaton reflects the progression of diseases within a whole population along with the probabilities of health status changes. For future work, we first want to improve the accuracy of transitions, for which up to now the false positive rate is still too high. Therefore, we consider a hypothesis test that defines whether a transition having a very small probability is more likely noise or an exception in the data. Then, we would like to provide accuracy bounds or guarantees so that the quality of the resulting automaton can be assured. Finally, we want to apply the automaton to large gene expression data sets.
