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Available online 17 January 2015AbstractBackground. – In an epidemiologist’s toolbox, three main types of statistical tools can be found: means and proportions comparisons, linear or
logistic regression models and Cox-type regression models. All these techniques have their own multivariate formulations, so that biases can be
accounted for. Nonetheless, there is an entire set of natively massive multivariate techniques, which are based on weaker assumptions than classical
statistical techniques are, and which seem to be underestimated or remain unknown to most epidemiologists. These techniques are used for pattern
recognition or clustering – that is, for retrieving homogeneous groups in data without any a priori about these groups. They are widely used in
connex domains such as genetics or biomolecular studies.
Methods. – Most clustering techniques require tuning specific parameters so that groups can be identified in data. A critical parameter to set is
the number of groups the technique needs to discover. Different approaches to find the optimal number of groups are available, such as the
silhouette approach and the robustness approach. This article presents the key aspects of clustering techniques (how proximity between
observations is defined and how to find the number of groups), two archetypal techniques (namely the k-means and PAM algorithms) and how they
relate to more classical statistical approaches.
Results. – Through a theoretical, simple example and a real data application, we provide a complete framework within which classical
epidemiological concerns can be reconsidered. We show how to (i) identify whether distinct groups exist in data, (ii) identify the optimal number of
groups in data, (iii) label each observation according to its own group and (iv) analyze the groups identified according to separate and explicative
data. In addition, how to achieve consistent results while removing sensitivity to initial conditions is explained.
Conclusions. – Clustering techniques, in conjunction with methods for parameter tuning, provide the epidemiologist with substantial
additional tools. They differ from the usual approaches based on hypothesis-testing because no assumptions are made on the data and these
clustering techniques are natively multivariate.
# 2014 Elsevier Masson SAS. All rights reserved.
Keywords: Cluster; Epidemiologic methods; Epidemiology; Hypothesis test; Multivariate analysisRe´sume´Position du proble`me. – Les e´pide´miologistes disposent essentiellement de trois grandes sortes d’outils pour traiter leurs donne´es : les tests de
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T. Lefe`vre, P. Chauvin / Revue d’E´pide´miologie et de Sante´ Publique 63 (2015) 9–1910ces outils posse`dent leur formulation multivarie´e, ce qui permet de controˆler un minimum les biais. Il existe cependant tout un ensemble de
techniques nativement multivarie´es reposant sur des hypothe`ses moins fortes que les techniques statistiques classiques, et qui semblent demeurer
sous-estime´es ou mal connues. Ces techniques, dites de clustering ou de classification, sont utilise´es pour l’identification de groupes homoge`nes a`
partir de donne´es, et ce sans a priori sur ces groupes. Elles sont largement utilise´es dans des domaines connexes a` l’e´pide´miologie, comme la
ge´ne´tique.
Me´thodes. – La majorite´ des techniques de clustering ne´cessitent l’ajustement de parame`tres qui leur sont spe´cifiques. Un parame`tre
particulie`rement critique est le nombre de groupes a` de´couvrir dans les donne´es. Diffe´rentes approches existent qui permettent de de´terminer le
nombre optimal de groupes a` de´couvrir, comme l’approche par la silhouette ou par la robustesse. Les auteurs pre´sentent ici les aspects principaux
lie´s aux techniques de clustering (de quelle fac¸on l’on de´finit la proximite´ entre deux observations, comment de´terminer le nombre de groupes a`
de´couvrir), deux techniques arche´typiques (les algorithmes des k moyennes et PAM) et comment les articuler aux me´thodes statistiques plus
classiques.
Re´sultats. – Nous proposons un cadre ge´ne´ral de traitement des donne´es a` l’aide des techniques de clustering au travers d’un exemple
the´orique simple puis d’une application sur donne´es re´elles. Nous montrons comment (i) de´terminer s’il existe des groupes distincts dans les
donne´es, (ii) de´terminer le nombre optimal de groupes, (iii) labelliser chaque observation selon le groupe auquel elle appartient, (iv) analyser les
groupes selon des donne´es se´pare´es, explicatives. Enfin, nous expliquons comment obtenir des groupes consistants en s’affranchissant des
proble`mes de sensibilite´ aux conditions initiales.
Conclusions. – L’utilisation conjointe de techniques de clustering et de me´thodes d’ajustement des parame`tres de ces techniques permet
d’enrichir les outils classiques de l’e´pide´miologiste. Ces techniques sont nativement multivarie´es et diffe`rent des approches statistiques base´es sur
les tests d’hypothe`ses en ce sens qu’elles ne ne´cessitent aucun a priori sur les donne´es a` e´tudier.
# 2014 Elsevier Masson SAS. Tous droits re´serve´s.Mots cle´s : Analyse multivarie´e ; Cluster ; E´pide´miologie ; Me´thodes e´pide´miologiques ; Test d’hypothe`se1. Background
Epidemiologists, and more generally speaking researchers
working in clinical medical fields, make extensive use of
statistical tools, which have basically become the technical core
of their activity. The classical testing approach is intended for
experimental or quasi-experimental settings, and consists in
more or less sophisticated hypothesis tests. To approach
causality, multiple and relevant covariates have to be added to
statistical models to control for biases and spread the overall
variability over different factors. The trend for massive
multivariate statistical testing peaked as genetics and variant
studies or even genome-wide studies appeared, as well as the
use of large data sets extracted from health information systems
or cohort surveys, for which there can be no unique or even
clear hypothesis, but which still have to be analyzed, reduced
and made comprehensive.
Artificial intelligence as well as sensing [1], computer vision
and imaging [2–5], have for several years contributed to the
development of pattern recognition in data sets, also known as
clustering techniques. For the last few years, such techniques
have been increasingly used to process data in the biomolecular
and genetics fields [6–11], in ecology [12] and biochemistry
[13], but more rarely in medicine [14] and public health [15–
17]. Another remarkable example is provided by the
international ENCODE project, which used pattern recognition
techniques massively in the systematic search for the
functionality of ‘‘junk’’ DNA [18].
Pattern recognition asks a general question: are there, in a
given data set, any shared specificities, which make people
belong to the same homogeneous group? This key question
addresses a wide category of problems (e.g., classification
and stratification of populations). Most of the currentliterature covers new techniques, or variants of existing
ones, and their applications to genetics. More recently, a
number of authors have provided general statistical,
mathematical grounds for clustering [19,20]. Nonetheless,
to the best of our knowledge, no general framework has been
suggested, allowing epidemiologists to easily make use of
these powerful tools. We intend here to provide a few easy-
to-use solutions, with a clear explanation, so that pattern
recognition can enrich the epidemiologist’s statistical
toolbox.
Our purpose is not to provide an exhaustive review – several
useful books have already accomplished this task (e.g., [21–
23]) – but a possible, reliable method to get started with pattern
recognition. We first present key aspects of classical techniques
in pattern recognition, then we discuss data preparation and
how to estimate optimal settings in a general fashion, and
finally how to return to determinant analysis. The general
diagram is provided in Fig. 1. A complete simple example is
given for illustrative purposes.
Note that the literature discusses two different uses of
pattern recognition techniques. One consists in ‘‘machine
learning’’ [24]: a specific technique is trained on previously
labeled data sets, so that it can be used as an automated
classifier on fresh, newly acquired data sets. An example of
their possible application is disease diagnosis, e.g., in
pathological anatomy. In this case, there is a gold standard
(e.g., the skills and knowledge of the pathologist) that is used to
train and correct the technique. This application is not covered
in this paper. The other use of pattern recognition techniques is
presented herein: when no gold standard is available, when
there is no ‘‘external truth’’ about the data set to explore, these
techniques can be used to discover homogenous groups in data
(if any exist).
[(Fig._1)TD$FIG]
Fig. 1. A general framework for the multivariate search for patterns and their analysis. Initial data set may be split into two subsets, one consisting of the variables of
interest (feature space) and the other ‘‘explicative’’ variables. The latter is used in classical analysis for association measure retrieval. MCA: multiple correspondence
analysis.
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2.1. General considerations
2.1.1. Assumptions
With the oldest dating from the late 1960s within a
constantly evolving field, many different techniques share the
common goal of separating people into groups, ideally
homogeneous groups, on the basis of a given set of information.
We will not expound on the technical mathematical details,
easily found elsewhere if needed [21–23], but will emphasize
some practical keys and issues, and the main specificities,
limitations and advantages of a few carefully selected methods.
A more detailed and complementary review of clustering can be
found in [25]. All the techniques presented in this paper are
based on only two assumptions: such groups do exist in data and
these groups can be separated into a ‘‘flat’’ space. By ‘‘flat’’ wemean that no specific intrinsic geometry of the data set is taken
into account: any point of the data sets can be reached in the
same way, with isotropy.
2.1.2. Algorithm parameters
In the absence of fully automatic methods (which would
seem dubious to many people, given the great diversity in
clustering problems), different kinds of parameters have to be
tuned depending on which method is chosen, answering the two
following questions.
2.1.2.1. How many groups need to be found?. Some
techniques are conceived so that the number of groups
(clusters) in data is ‘‘automatically’’ determined, as provided
by neural network-based techniques (e.g., self-organizing maps
[SOM] or self-organizing tree algorithms [SOTA]) [26,27]. In
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retrieve in data has to be specified as a parameter.
2.1.2.2. How close are two individuals?. There is no magic in
data mining: the best that can be done is to constrain the fewest
possible data and make the fewest possible assumptions. Since
this is a question of proximity, clustering techniques require the
use of different distances or, sometimes, of (dis)similarity
measures. The most frequently used distances are the Euclidean
and the Manhattan distances (also called L2 and L1 distances).
The Euclidean distance corresponds to the classical, everyday
and ‘‘real life’’distance, and involves square values according to
the Pythagoras theorem. The Manhattan distance is named after
how distance is computed in a grid-patterned city such as
Manhattan, by adding segments of streets, rather than distances
as the crow flies, from one point to another. Manhattan distances
usually lead to crisper results than Euclidean distances, but the
two are normally not inconsistent with one another. The use of
one rather than the other essentially stems from the kind of data
to explore. If data resemble data traffic, with strong geographical
constraints such as roads, the Manhattan distance seems to fit
reality better. If data resemble birds’ migration, the Euclidean
distance may be more appropriate. More generally speaking,
continuous variables are likely to be treated with the Euclidean
distance. Indeed, the most delicate problem concerning the way
to assess proximity between two persons or observations rises
when it comes to categorical data, or even worse, mixed data
(categorical and continuous data). In these cases, using a
(dis)similarity-based method can be an elegant solution. Several
(dis)similarity measures for categorical data have been
suggested and reviewed in the literature [28,29].
Here, for a relatively simple and straightforward introduc-
tion, we will present and use geometry-based or similarity-
based techniques (i.e., based on the use of a distance or
similarity measure) only. One should be aware that other
techniques are available, which do not exactly rely on similarity
assumptions. We discuss two of them: self-organizing maps
(SOM, a version of neural networks) [23,26] and support vector
clustering (SVC, a version based on SVM, support vector
machines) [30,31]. These techniques are useful and powerful
and can circumvent some of the limitations of the algorithms
presented, but they also have drawbacks that prevent us from
presenting them here. For example, in SVC, the complexity of
the SVM usually combines with the complexity of network
algorithms: when applying SVM techniques to a classification
problem, SVC requires the choice of a ‘‘kernel’’ adapted to the
type of data to process, which needs fine parameter tuning.
2.1.3. Sensitivity to initial conditions
Given a run of the method on our data set and given a set of
parameters, will we obtain the same (qualitative) results if we
run it again? Are the groups stable, reproducible from one run to
another? A single run of a given technique can lead to a
marginal result, i.e., a result that is not representative of the
data’s underlying structure. Techniques may be more or less
sensitive to initial conditions, but two facts are worth
remembering here: it is rare, perhaps even impossible, to analyze data sets that
are strange enough for their analysis to deliver very peculiar
results that cannot be trusted; similarly, it seems unreasonable to rely on a single test in
classical studies, and it remains irrelevant to conclude after a
single run: in other words, sensitivity analyses have to be
conducted just as in the usual methods.
2.1.4. Shapes of the groups identified
In classical hypothesis-testing methods, a very typical
assumption is the Gaussian characteristic of the samples studied.
Here, groups may have different shapes depending on which
method is used. The most common is the ‘‘shell’’, a compact
shape, an ellipsoid shape in the feature space [25,32,33]. This is
particularly true for first-generation methods and their des-
cendants, such as k-means with Euclidean distance. Generally,
these methods ensure relatively robust results and run efficiently.
2.1.5. Categorical, continuous or mixed data
Dedicated algorithms exist for categorical or mixed data,
such as the PAM algorithm, which are specific enough to justify
a particular treatment (since their geometry differs from a
continuous data space) [22]. Most available methods apply to
continuous data, and it is always possible to use a multiple
correspondence analysis (MCA) [34] to transform categorical
data into continuous data, and then apply a continuous data
algorithm.
2.1.6. Outliers
In most cases, outliers should be removed before multi-
variate analysis (see Fig. 1) whatever their relative weight
against the rest of the data, even if some techniques are less or
even not sensitive to outliers. We also recommend treating
outliers before any further consideration.
2.2. Algorithm example 1: the k-means algorithm
The k-means algorithm is one of the most well-known and
oldest clustering algorithms [21,23,35]. Many variants have
been suggested based on its principle, mainly to overcome its
main flaws. It is designed to operate on continuous data and
requires three types of parameter: the number k of clusters to be
retrieved, the distance to be used (usually, Euclidean), and the k
initial observations to initialize it. The principle of k-means is
based on physical assumptions that natural groups are compact
and well-structured enough to present the lowest global inertia.
Then this algorithm consists of minimizing the inertia of each k
group, by consecutively adding or releasing elements from one
cluster to another, until the moment when moving an element
does not change anything significantly in the k inertia. If S
denotes the set of the k clusters Sk to be found, the algorithm
consists in retrieving S such as:
arg min
S
Xk
i¼1
X
x j 2 Si
x j  mi
 2 (1)
where mi is the barycenter of the cluster Si.
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sensitive to initial conditions, which means that the choice of
the k initial elements may be of some importance. It is also
sensitive to outliers.
2.3. Algorithm example 2: the PAM algorithm
The PAM (an acronym for partitioning around medoids)
algorithm [22,23] can handle either categorical or continuous
variables, or even mixed variables. It is reputed to be less
sensitive to outliers and initial conditions than k-means, which
it extends. It can take either a dissimilarity matrix or a classical
observation matrix as arguments, and Euclidean or Manhattan
distances. When the k-means algorithm is based on ‘‘virtual’’
data points (since it computes barycenters that are not likely to
be ‘‘real’’ individuals) and on minimizing a quadratic error (the
k inertia), the PAM algorithm uses ‘‘medoids’’ (‘‘real’’ data
points) and tends to minimize a sum of dissimilarities. Indeed, a
medoid is a point of a cluster whose average dissimilarity to all
the objects in the same cluster is minimal; in other words, it is
the most centrally located point in the cluster. Then the PAM
algorithm runs in the same way as the k-means algorithm: it
selects k medoids and tries iteratively all points against them.
Points are attributed to the nearest medoid in terms of
dissimilarity. The algorithm stops when no significant changes
are to be found in data point attribution to the k clusters.
2.4. Finding the ‘‘best’’ fitting results: testing for group
validity
Several indices or measures have been suggested to assess
group validity, what is usually referred to as internal validity.
Two classical indices for internal validity are the Dunn index
and the silhouette, even if several others have been suggested.
The Dunn index compares the size of the clusters with the
distances between clusters. The greater the distance relative to
the size of a given cluster, the larger the index is, suggesting
better clustering. The index is denoted V(S) and is computed as:
Dunn ¼ V Sð Þ ¼ min min
j 6¼ i
ds Si; S j
 
maxD Skð Þ
  
(2)
where ds stands for the distance between cluster Si and Sj, and
D(Si) for the size of the cluster Si.
The silhouette may be one of the oldest indices [22], but it
remains quite reliable whatever technique is used to cluster data.
The silhouette width of a cluster is the sum of each observation
silhouette that contributes to this cluster. The observation
silhouette ranges between 1 and 1. A silhouette of 1 means a
correct cluster attribution, while 1 indicates an erroneous
cluster attribution, and 0 stands for an observation that could
either have been attributed to its present cluster or another one.
The silhouette of a given data point x is given by the formula:
S xð Þ ¼ b xð Þ  a xð Þ
maxx b xð Þ; a xð Þ½  (3)
where a(x) is the average distance between x and the other data
points of the same cluster, and b(x) is the minimum of theaverage distances between x and data points from the other
clusters.
Empirically, the same authors who proposed the silhouette
width approach also provided cut-off values for cluster intrinsic
validity: less than 0.25 = no substantial structure was found;
0.26–0.50 = a weak, potentially artificial structure, to be
validated by other techniques; 0.51–0.70 = a reasonable
structure; 0.71–1.00 = strong confidence in the structure found.
2.5. Finding the ‘‘best’’ fitting results: group stability
Another key issue is to assess whether the clusters obtained
with a given set of parameters and a given technique are stable.
In other words, when re-running the same algorithm on the
same data, with the same set of parameters, how sure can we be
of obtaining similar results? Here again, different measures of
stability can be found in the literature [36–38]. A useful
approach consists in evaluating the stability of groups while
iterating the same method with the same parameter set, on
randomly chosen and reshuffled subsamples of the data. This
index is called cluster robustness, and is presented in
[39,40]. Its main parameters are the proportion of observations
from the original data set to be used and the number of
iterations needed.
For example, for between two and six clusters, the PAM
algorithm can be challenged on 100 subsamples made of 80%
of the original data set, reshuffled for each iteration. Robustness
will then be computed as the propensity for two observations to
be assigned to the same cluster throughout the 100 iterations. If
all the couples of observations are assigned to the same clusters
at each iteration, then the result is likely to be robust and
reliable. Such resampling-based methods are also used to
address the sensitivity to initial conditions.
2.6. Further group analysis: testing for differences, looking
for association measurements
Given a clustering result, data are enriched with one more
categorical variable, which is the cluster identifier to which
every patient or individual belongs. Obviously, at that point,
any classical tests can then be used for group comparisons.
When a further objective is to search for the factors associated
with belonging to a specific cluster rather than another one, the
usual logistic or multinomial regression models can then be
used as usual, with every observation now labeled with a cluster
identifier as an outcome (see [41] for a recent example).
3. Results
We present here a simple, theoretical example and then a real
data application to illustrate our general framework.
3.1. A simple, theoretical example
We created a data set of 200 patients, originating from four
different groups in terms of height and weight. For the purpose
of this example, let us postulate that we have a group of young
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female adults and a group of relatively large male adults. We
assume that heights and weights within a group follow a
Gaussian distribution, centered on their respective mean. Data
have been generated with the R software version 2.14.2
(64 bits), running on Windows 7, and the clusterCons package.
The R code we used for data generation as well as for the
following analysis is provided in the supplementary data. Our
training objective is to distinguish between four qualitative
groups to be discovered in these data using clustering
algorithms.
We used four different techniques, namely PAM, k-means
algorithms, hierarchical clustering (hclust) [23,42] and Divisive
Analysis (DIANA) algorithms [22]. We used the cluster
robustness approach to guide our search for optimal parameters.
Since four groups were generated, we expected the optimal
number of clusters to be retrieved to be four. We tested several
algorithms with assumed numbers of clusters ranging from two
to six. We ran the comparison algorithm on the complete data,
with 100 repetitions and an 80% reshuffle proportion. We also
provided results on the so-called internal validity of the
clusters, through the silhouette criterion, for the four techniques
mentioned above, plus two additional nonlinear techniques: the
SOM algorithm and its tree variation, the SOTA algorithm. We
give graphical results of data labeling according to the number
of assumed clusters, as well as quantitative results on the
clusters’ robustness and silhouettes, according to the number of
assumed clusters.
The graphical results are displayed in Figs. 2 and 3. First of
all, the silhouette approach gave us valuable and clear
information on the optimal clustering of the data for both
algorithms used. There was no doubt that (i) four was the best
choice and (ii) it led to strong, confident structures with stable
silhouette values of about 0.75.
The silhouette and robustness results are given in Fig. 4. The
robustness approach, based on extensive resampling, shuffling
and iterative runs of the same algorithm, taught us that four
clusters were the most likely to be the best choice as well,
except for the k-means algorithm, for which five clusters
seemed to be the best option. Indeed, mean robustness is higher
for four clusters, with the narrowest range of values.
[(Fig._2)TD$FIG]
Fig. 2. Distribution of a study population by weight and height: graphical
representation of a simple, theoretical example, with its four ‘‘real’’ clusters as
they have been built.3.2. A real data application: searching for specific profiles
in healthcare resource utilization data
The data presented here were extracted from the French
SIRS cohort study, with the latest data collected in 2010 in a
representative sample of 3000 French-speaking adults in the
Paris metropolitan area (Paris and its suburbs, a region with a
population of 6.5 million). The SIRS methodology and further
detailed characteristics have been previously described
elsewhere, for example in [43].
For a more comprehensible view of how the French
healthcare system is solicited – or not – by its users, one may
want to identify specific and homogeneous profiles of
healthcare resource utilization. The SIRS cohort study provides
us with numerous variables that account for various aspects of
the healthcare system utilization. Here, we chose 17 of them,
which we grouped with respect to specific aspects of the French
healthcare system [44]: primary care (six variables), the
indirect access to a specialist (IAS, one variable), paramedical
or alternative care (two variables), places for healthcare (six
variables) and emergency care (including emergency units as
well as unplanned care, two variables). We then applied our
method to these variables, identically as for the previous simple
example. Groups were primarily sought using the PAM
algorithm. The detailed results are given in Fig. 5 and Table 1.
Starting with 17 characteristics of healthcare resource
utilization, we ended with four clearly separated and
meaningful utilization profiles, as provided by our group
robustness analysis. Type 1 intensively uses all types of
healthcare services, presents particularly high rates of
consultation with general practitioners (GPs), IAS, home visits
and consultations in emergency units. Type 2 presents the
lowest level of utilization of healthcare services, whereas type
3 mainly consults GPs or uses emergency healthcare services
and type 4 is the most likely to frequently consult specialists in
ambulatory settings and to make use of nonconventional care.
Noticeably, these four groups are statistically well differentia-
ted, according to most variables.
In the second step, factors associated with these profiles,
such as sociodemographic factors, could be analyzed, using
multivariate models, for example. Also, healthcare system
variables and other factors of interest can be jointly analyzed
with specific clustering techniques called co-clustering
techniques [10], which will not be addressed here.
4. Discussion
We presented here a number of powerful techniques for
naturally massive multivariate analysis based on minimalist
(mainly geometrical) assumptions. Pattern recognition or
clustering techniques provide us with a vast choice of
techniques, even if many of them are variations of the same
one. It is still a relatively young and very active field of research
with considerable experience in various domains. It broadens
the usual scope of hypothesis-testing, without excluding it, and
requires new habits, particularly rethinking the way we
conceive of homogenous groups, since the results provided
[(Fig._3)TD$FIG]
Fig. 3. Graphical representation of the results of two clustering algorithms applied to the theoretical example, searching for two to five clusters, respectively.
T. Lefe`vre, P. Chauvin / Revue d’E´pide´miologie et de Sante´ Publique 63 (2015) 9–19 15by these techniques are not attached to a significance cut-off,
separating the ‘‘true’’ from the ‘‘false’’ as is usually done.
Several indices and approaches can help the researcher find a
path through data analyses and provide evidence for reliable
results. We have suggested the use of the silhouette width
technique and the robustness technique, as well as a general
framework for data exploration, and showed how such
algorithms and indices operate through a simple example.
In this simple, theoretical example, since we knew the
correct classification of people among the four possible groups,
we could have computed the ratio of people misclassified using
this or that technique, according to the number of clustersassumed. In the real world, as in our real data example, we are
often faced with the absence of any ‘‘gold standard’’ or
‘‘oracle’’ information about the potential ‘‘true’’ nature of the
clusters to be found. In this simple, theoretical example as well
as in the real data application, one could argue that for the PAM
or DIANA algorithms, two clusters may have appeared to be the
choice to retain. Would it have been a mistake? Not necessarily:
a look at the graphical display of the data shows that separating
data into two groups was possibly a good choice (if not the only
one) since it did not misclassify people. Actually, it looks as if
the data had been examined from a higher scale: distinguishing
two clearly separated groups does not prevent these two groups
[(Fig._4)TD$FIG]
Fig. 4. Silhouette and robustness for different clustering algorithms applied to the theoretical example. PAM: partitioning around medoids; Hclust: hierarchical
clustering; DIANA: divisive analysis; SOM: self-organizing map; SOTA: self-organizing tree algorithm.
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lower scale. Robustness values showed us that two, three or four
might have been a more or less acceptable choice. It is worth
noting that robustness values decreased after k = 4.[(Fig._5)TD$FIG]Fig. 5. Group robustness for the PAM algorithm applied to the SIRS cohort
data.The danger of searching for very precise or high numbers of
clusters deserves emphasis here. Indeed, in the (numerous)
situations where data are diffuse and overlapping, the best
number of clusters may be much higher and, ultimately, it may
even reach the total number of individuals (each person
becoming his or her own personal group). Conversely, looking
for a small number of patterns when data are not high-
dimensional (namely two, maybe three) may lead to erroneous
statements or, at the least, to poorly informative results.
Moreover, one must remember that if two is the expected
number of groups, then the usual statistical techniques may be
used with equal success as those proposed here.
More generally speaking, pattern recognition – and
especially the few techniques presented herein – suffers from
several shortcomings. The first-generation algorithms (such as
k-means, hierarchical clustering, PAM and their variants) all
operate natively on a flat space, which means that they do not
take into consideration that the actual intrinsic dimensionality
of the data sets is almost surely not the dimensionality given by
Table 1
Proportions of the different types of resource utilization according to the four types of healthcare utilization, Paris metropolitan area, 2010.
Type 1 (30.0%) Type 2 (21.0%) Type 3 (25.7%) Type 4 (23.3%) All types P
Primary care
Date of the last dentist consultation < 0.001
< 2 years 84.3 68.1 72.9 87 78.2
2–3 years 4 9.8 9.2 4.3 6.8
> 3 years 7.8 16.8 13.1 6.2 10.9
Never 3.9 5.3 4.8 2.5 4.1
Having a referring GP 96 71.5 93.2 90.6 88.1 < 0.001
Frequency of consultation with a GPa < 0.001
0 2.4 60.4 – 6.7 16.9
1 9 39.6 – 23.7 17.7
2 17 – 31.8 23.9 18.1
3–5 38.6 – 47.9 34.6 30.5
6+ 33 – 20.3 11.1 16.8
Frequency of consultation with a DASa < 0.001
0 49.3 87.7 93.6 – 57.8
1 22.3 12.2 6.4 40.2 20.2
2 11.4 0.1 – 25.1 9.1
3–5 9.4 – – 16.3 6.5
6+ 7.6 – – 18.3 6.4
Has had a medical check-up in a
dedicated centera
7 5.1 5.7 3.6 5.4 0.127
Frequency of requesting medical advice
from relativesa
0.0057
0 78.1 85.3 84.4 78.3 81.4
1–2 14.2 10.7 12.3 14.7 13
3–10 6.1 3.8 3.4 6.3 4.9
11+ 1.6 0.2 – 0.7 0.6
Paramedical and alternative carea
Has consulted an acupuncturist/osteopath 22.7 6.4 9.4 17.1 17.1 < 0.001
Has consulted for nonconventional/
alternative healthcare
7.2 2.1 3.3 6.9 4.9 < 0.001
Indirect access specialistsa
Frequency of consultation with an IAS < 0.001
0 – 81.1 78.4 68 54.8
1 1.3 12.2 21.6 28.6 15.3
2 29.3 1.8 – 3.3 9.4
3–5 40.8 4.9 – 0.1 12.6
6+ 28.7 – – – 0.8
Places for healthcarea
Public hospital or clinic-GP 12.3 3.1 14.1 7.6 9.4 < 0.001
Public hospital or clinic-specialist 42.5 5.5 7.2 19.9 19.6 < 0.001
Private hospital or clinic-GP 14.2 1.8 10.5 6.3 8.4 < 0.001
Private hospital or clinic-specialist 21.1 1.5 3.5 9.3 9.3 < 0.001
Ambulatory settings-GP 91 34.9 90.9 88.6 76.8 < 0.001
Ambulatory settings-specialist 83 22.3 16.3 88.8 53.4 < 0.001
Emergency carea
Frequency of home visits 0.002
0 87.1 96.5 92.8 91.7 91.8
1 9.2 3.5 5.4 6.6 6.3
2 2.5 – 1.2 1.6 1.4
3–5 1.2 – 0.6 – 0.5
6+ – – – – –
Frequency of consultations in
emergency units
< 0.001
0 77.5 89.8 80.7 83 82.6
1 15.9 9.7 15.7 13 13.7
2 4 0.1 2.2 2.1 2.3
3–5 2.2 – 1.2 1.6 1.3
6+ 0.4 – 0.2 0.3 0.2
GP: general practitioner; DAS: direct access specialist; IAS: indirect access specialist. All results are expressed in percentages.
a All reference periods were the last 12 months.
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variables). It implies that some distances between data points
are not correct, because those points are not real neighbors.
They also operate in high-dimensional spaces, which are
prone to being difficult, if not impossible, to handle correctly
when dimensionality increases: this is known as the ‘‘curse of
dimensionality’’: the higher the dimensionality, the less two
data points must be distinguished from one another, implying
that they cannot accurately separate two points belonging to
distinct clusters.
Most of the techniques presented herein are linear methods
(with the exception of the SOM and SVC techniques
mentioned). This implies that if there are indeed two groups
to be discovered, but that they are not separated by a line or a
plane (respectively, a hyperplane), then the algorithms will fail
to retrieve the correct structures. Lastly, we have already
mentioned that these first-generation algorithms can only
produce compact, shape-constrained clusters.
There are several ways to address these shortcomings – such
as nonlinear dimensionality reduction to circumvent the curse
of dimensionality, nonlinear clustering or kernel-based
techniques (such as SOM or SVC) – and, whatever their
limitations are, we believe that these methods are worth
epidemiologists, confronted with large data sets and/or the need
for cluster research, getting to know.
5. Available software and packages
Either free or commercial suites, the main statistical packages
available provide at leastpartial solutions for pattern recognition –
clustering: SAS (proc fastclust), SPSS (SPSS TwoStep Cluster
Component), STATA (linkage, k-means), R, and Matlab. In some
cases, proprietary solutions can even be found (e.g., SPSS).
For R, several packages can be used, such as cluster [45],
clusterCons [40], and clv [46], clValid [47]. The R software runs on
Linux or Windows machines, is freely downloadable, and all
packagesare fullydocumentedandoftencomewithcodeexamples.
Dissimilarity matrices can be computed using a dedicated
algorithm, called DAISY [22], also available in the R Cluster
package.
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