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Naslov: Postavitev mikrostoritvene platforme in uvajanje DevOps delov-
nega procesa v podjetju
Avtor: Jan Harej
V zadnjih letih je večina pomembneǰsih podjetij v računalnǐskem svetu vklju-
čno z oblačno tehnologijo prešla tudi na nove načine/procese dela. Imple-
mentacija novih CI/CD postopkov in DevOps delovnega toka je za podjetja
tako skoraj obvezna. Z novimi načini se je tudi začela prenova delovnih tokov
v ciljnem podjetju, ki je predstavljeno v diplomskem delu. V njem sledimo
sprotnemu uvajanju DevOps delovnega toka vključno s predstavitvijo vseh
potrebnih orodij, kot sta na primer Kubernetes in Istio ter postavitev za-
danih konceptov, kot je na primer CI/CD cevovod. Na koncu se posvetimo
analizi izbolǰsav ter pomanjkljivosti izvedenega. Opisali bomo posledice, ki
jih lahko ima uvedba omenjenih tehnologij in konceptov ter kako te vplivajo
na delo v podjetju.




Title: Integrating a microservice platform and introducing DevOps workflow
into a company
Author: Jan Harej
In the recent years the vast majority of bigger and influential IT companies
in the world have, undergone a transformation to a cloud infrastructure, that
allowed them to utilize new workflows and bussines models. The implementa-
tions of such new CI/CD and DevOps workflows is almost a must nowadays.
With this in mind, the transformation of the targeted company began. This
thesis follows the makeover and development of the microservices platform
including all the necessary tools and support services, needed for it to run
effectively. The results are evaluated and represented at the end. They are
a valuable lessons to be learned, when some company undergoes this kind of
a transformation.




Diplomsko delo se spopada z izzivom implementacije mikrostoritvene plat-
forme v podjetje. Ta platforma naj bi podjetju olaǰsala delo, da bo mogoče
nekatere manǰse dele aplikacij (mikrostoritve) ponovno uporabiti brez sicer
nujnih podvojitev (npr. v dveh različnih aplikacijah). To vodi v uporabo
skupnih delov kode (angl. codebase). To drastično zmanǰsa in poenoti kodo,
obenem pa prinese tudi veliko logističnih in vodstvenih težav, ki jih je po-
trebno rešiti.
Nova platforma je zato zelo obsežno in zahtevno orodje, na katerega se je
potrebno privaditi in ga redno uporabljati, da dosežemo njegovo učinkovito
uporabo. Zato bo poleg same implementacije potrebno poskrbeti za uvajanje
novega znanja med tehnično ekipo. Za to je potrebno definirati stabilen
delovni tok, okoli katerega se lahko organizira vse preostalo delo. Tu pride v
poštev uvajanje in izobraževanje tehnične (ter vodstvene) ekipe o posameznih
delih platforme, da bo pravilno sledila novemu delovnemu toku.
V začetnih poglavjih bomo podrobneje pregledali izhodǐsčni problem, nje-
govo ozadje ter uporabljene tehnologije. Uvodnemu delu bo sledil opis po-
stavitve omenjene platforme (poglavje 4). Tu bodo opisani glavni gradniki,
podporne storitve pa sledijo v podpoglavju 4.2. Poglavje 5 sledi opisu uva-
janja DevOps [54] delovnega toka. Zadnja poglavja bodo posvečena analizi
rezultatov, pregledu nadaljnjega dela ter predstavitvi ugotovitev.
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1.1 Motivacija diplomske naloge
Z mikrostoritvami in distribuiranimi sistemi smo se v podjetju Arctur d.o.o.
začeli ukvarjati v začetku leta 2019, ker smo želeli stopiti v korak s časom in
novimi tehnologijami. Odprl se je nov raziskovalni projekt, kjer smo prvič do-
bili priložnost resnično raziskati, implementirati in uporabljati mikrostoritve,
porazdeljene sisteme, CI/CD cevovode [43] in vse preostale nove tehnologije.
Povod za diplomsko nalogo je zavedanje, kako pomembno je izbolǰsanje
razvojne prakse podjetja. Pomemben vzrok so bile težave z neenotno codebase
kodo, kar je posledično privedlo do tega, da se je za nov projekt s podobnimi
funkcionalnostmi, vsakič znova pisalo zelo podobno kodo. V primeru napak
stare kode se je vsakič znova odpravljalo te napake. Če to združimo še z
rastočo tehnično ekipo, dobimo nezdravo oz. neoptimalno razvojno okolje.
To delo tako ne bo v korist samo sebi, ampak lahko služi tudi hitremu
pregledu nad postavitvijo mikrostoritvene platforme in uvedbo DevOps de-
lovnega toka. Predstavljene so potrebne komponente in pristop, ki ga je
potrebno ubrati za postavitev delujočega in učinkovitega modela mikrosto-
ritvene platforme s CI/CD cevovodom za razvojne in produkcijske storitve
znotraj podjetja. Naloga tako obsega dva dela: tehnični vidik ter vidik
vključevanja/izobraževanja programerjev v takšen način dela. V opisu je
tudi nekaj navodil o tem, kako naj se vodstvo spoprime s tovrstnimi težavami
novega delovnega toka.
1.2 Uporabljen pristop
Ocenili smo, da bomo za izvedbo projekta potrebovali ustrezne strežnike.
Na srečo ima podjetje HPC gručo. Na teh strežnikih so (lahko) postavljeni
virtualni računalniki (oz. operacijski sistemi z vsemi potrebnimi vmesniki),
na katerih bo moč poganjati docker engine [22], ki bo omogočal uporabo
docker vsebnikov [41].
Poleg tega bo strežnik potreboval Kubernetes [17] instanco, ki bo posta-
vljena na vsaj šest različnih virtualnih strežnikih – 3 kontrolna vozlǐsča in
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3 delovna vozlǐsča. To nam omogoča ustrezno odvečnost - redundanco, saj
bo platforma delujoča tudi v primeru, ko dve vozlǐsči iste skupine ne bosta
dosegljivi. Kubernetes bo moral vsebovati nek način beleženja dnevnǐskih
zapisov aplikacij, sledenje napakam (angl. error tracing) in zahtevkom. V
gručo naj bi bilo brez večjih težav mogoče postaviti katerokoli aplikacijo,
kar bi nam lahko omogočalo orodje helm [45] (opisano v podpoglavju 3.5).
Poleg gruče bo moral delovati še CI/CD cevovod od točke programerjeve po-
stavitve izvorne kode v git [24] do točke produkcijske postavitve aplikacije.
Za upravljanje z Kubernetes omrežjem in storitveno mrežo, bo v uporabljen
Istio [15].
Uporabljeno bo okolje podjetjine HPC gruče, znotraj katere bomo opra-
vljali delo na projektu izdelave mikrostoritvene platforme.
Uvajanje novega delovnega toka bo potekalo v okolju kolegijev IT ekipe,
manǰsih sestankih ciljnih projektov ter z individualnim uvajanjem posame-
znikov.
V sklopu diplomske naloge bomo uporabili več pristopov. Izhodǐsče bo
pilotna študija, saj že veliko podjetij uporablja podoben pristop, kot si ga
želimo sami implementirati v internem okolju našega podjetja. Potrebna bo
raziskava obstoječih tehnologij ter pregled implementacij le-teh.
Testni podatki bodo v našem primeru kar realne komponente in aplikacije,
ki jih bomo izdelali med postavitvijo platforme. Te bomo lahko primerjali z
obstoječimi rešitvami na podjetju.
1.3 Pregled sorodnih del
Več tematik iz področja porazdeljenih sistemov in (nekaj manj) iz Kuberne-
tes in DevOps področja je pomembnih za to delo. O teh je veliko literature
na spletu, kot primer [32], [33] in [50]. Omenimo lahko vsaj dve diplomi. V
[55] avtor opisuje implementacijo agilnega razvoja z stalno dostavo aplikacij
(angl. continuous delivery), medtem ko avtor v [53] razčleni novo metodo-




Dodelano okolje bi vsebovalo Kubernetes z že integriranimi aplikacijami ter
dodanimi podpornimi orodji, kot so:
• CI/CD cevovod, ki ga upravlja Jenkins X [48] - predstavitev CI/CD
cevovoda v IaC obliki,
• zapisovanje/beleženje aplikacijskih dnevnǐskih datotek z ELK [18] skup-
kom orodij,
• sledenje zahtevam do aplikacij/storitev v postavljeni gruči (angl. clu-
ster) z orodjem Jaeger [19] in grafični prikaz teh z Kiali orodjem [20],
• upravljanje omrežja oz. storitvene mreže znotraj Kubernetes gruče z
Istio orodjem,
• upravljanje z ponudnikom identitete (angl. identity provider) ter po-
dobne podporne storitve.
Primer dobro izdelanega okolja vključuje tudi avtomatizirano upravljanje
z več Kubernetes gručami ter objektni pomnilnik v oblaku (angl. S3 object




Diplomska naloga vsebuje veliko različnih tehnologij in problemov, ki jih je
potrebno raziskati ter na koncu tudi predstaviti kot delujočo rešitev.
2.1 Mikrostoritvena arhitektura
Mikrostoritve so v podobni obliki prisotne že nekaj časa in sicer v SOA
[49] arhitekturi. Mikrostoritveno arhitekturo bi tako lahko opisali kot neko
podmnožico SOA arhitekture, oziroma kot podrobneje razdrobljeno SOA ar-
hitekturo
V zadnjih letih so mikrostoritve postale popularne, saj ta arhitektura
obljublja modularnost, skalabilnost, porazdeljeni razvoj in heterogenost sis-
tema [54], kar je še posebej zaželeno. Predvsem je tako v večjih podjetjih
ali ekipah s širokim naborom aplikacij, ki jih morajo načrtovati, razvijati
in vzdrževati. Takšna arhitektura naj bi zmanǰsala zahtevnost posamezne
aplikacije in to porazdelila na več manǰsih.
Glede mikrostoritev lahko izpostavimo naslednje točke:
• V primerjavi z monolitno aplikacijo so te manǰse in obsegajo manǰsi
kontekst oz. upravljajo z ožjim obsegom dela. Na primer, ena mikro-
storitev bi v hotelski aplikaciji skrbela za rezervacijo sob.
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• Delujejo na principu homogene arhitekture, kar pomeni, da so lahko
mikrostoritve iste (monolitne) aplikacije spisane v različnih program-
skih jezikih in bazirajo na različnih podpornih sistemih.
• Zaradi ožjega konteksta dela je njihov razvoj lažji in tega lahko opravlja
ločena ekipa.
• Ker so mikrostoritve po naravi majhne in performančno lahke, se te
lahko po potrebi zlahka horizontalno skalira, saj ponavadi ne vključujejo
preveč odvisnih komponent.
2.2 Storitvena mreža
Storitvena mreža (angl. Service mesh) [56] implementira konfigurabilno in-
frastrukturno plast z nizko latenco, ki lahko prek programskih vmesnikov
(angl. API) skrbi za visoko število medomrežnih komunikacij med mikrosto-
ritvami na platformi [56]. Poskrbi za (relativno) hitro, zanesljivo in varno
povezavo med storitvami, zato omogoča odkrivanje storitev (angl. service
discovery), porazdeljevanje obremenitve, šifriranje povezave, pregled nad po-
vezavami (angl. observability), sledljivost povezavam, identifikacijo in avto-
rizacijo ter poskrbi za razvojni vzorec odklopnik (angl. circuit breaker), ki
skrbi za preprečevanje sprotnih napak komunikacije [51].
Po večini je storitvena mreža izvedena s pomočjo sosednjega Kubernetes
vsebnika (ta vsebnik je prisoten v isti Kubernetes pod komponenti - glej
razdelek 3.1.2), ki deluje kot nekakšen posrednǐski servis (angl. proxy) za vse
povezave v in iz Kubernetes poda. Ta opravlja različne funkcionalnosti, kar
je vidno iz slike 2.1, kjer je predstavljena agregacija zapisnikov sosednjega
Kubernetes vsebnika.
Diplomska naloga 7
Slika 2.1: Predstavitev vzorca sosednjega vsebnika (angl. sidecar pattern) v
primeru agregacije zapisnikov vsebnika.
2.3 Porazdeljeno sledenje zahtevam
Porazdeljeno sledenje zahtevam laǰsa razhroščevanje napak v storitveni mreži.
Težava mikrostoritvenega vzorca je visoka porazdelitev storitev. To samo po
sebi ni problem, vendar je težava sledenje točki (mikrostoritvi) aplikacije,
kjer se napaka pojavi.
Na primer, če uporabnik pošlje REST zahtevek na neko končno točko
(angl. endpoint) na neka API vrata, lahko v odgovoru prebere le HTTP
status napake (če do te pride). Iskanje napake je težava, saj za temi API
vrati stoji 10 mikrostoritev, skozi katere naš zahtevek poteka. Katerakoli od
teh je lahko izvor napake, zato nam iskanje vzame veliko časa.
Tukaj priskoči na pomoč koncept porazdeljenega sledenja zahtevam. V
sklopu tega za vsak korak (ko zahtevek doseže mikrostoritev in ta nadaljuje
svojo pot do naslednje) zabeležimo mikrostoritev. Poleg tega se ob vsakem
koraku zabeleži tudi kontekst zahtevka, ki je sprožil to pot, ter status zah-
tevka (ponavadi je to HTTP status).
Identifikatorji zahtevka in skoka so vedno podani v HTTP glavah zahtev-
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kov, kar znatno olaǰsa posredovanje stanja zahtevka med mikrostoritvami.
Posledica tega je vpogled v pot zahteve. Če je na njej prǐslo do napake,
lahko to zaradi zabeleženih korakov zlahka opazimo in izsledimo vzrok težave.
Ta koncept se lahko razširi tudi globlje v aplikacijo, na nivo statusa po-
samezne metode ali funkcije. To se doseže tako, da aplikacija prebere HTTP
glave zahtevka in iz tega izlušči kontekst. Ta se nato propagira znotraj
različnih nivojev aplikacije, pri katerih je klic do vsake sledeče funkcije štet
kot posamezen korak.
Slika 2.2: Predstavitev prepletenosti DevOps delovnega toka in CI/CD ce-
vovoda [3].
2.4 Implementacija CI/CD cevovoda
CI/CD cevovod ()v nadaljevanju CI/CD ali pa samo cevovod), je kot skupek
konfiguracij in orodij, ki poskrbijo za dostavo (lahko bi rekli tudi sledljivost)
kode od točke, kjer programer naredi spremembo v svoji kodi, do točke, ko je
aplikacija dostopna na produkcijskem okolju in izpostavljena širšemu svetu.
Poleg tega je cevovod tesno vezan tudi z DevOps delovnim tokom, saj
lahko s CI/CD cevovodom nekako vsiljujemo pravilni delovni tok progra-
merjem. Po drugi strani pa nam ta odstrani odvečne človeške napake, ki se
lahko pripetijo med procesom izdelave in objave neke aplikacije v produkcij-
sko okolje.
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Iz slike 2.2 je razviden preplet obeh pojmov, saj bi se z zamenjavo Dev
s CI in Ops s CD, še vedno ohranimo isti pomen. Če te korake podrobneje
definiramo, so to:
1. načrtovanje (angl. plan) je pisanje in analiza specifikacij ter pregled
področja tehnologij
2. programiranje (angl. code) predstavlja kodiranje
3. graditev (angl. build) se nanaša na prevajanje spisane kode ter (v
našem primeru) grajenje vsebnikov
4. testiranje vključuje testiranje enot (angl. unit testing) ter izvajanje
integracijskih testov
5. izdajanje (angl. release) označuje izdajo aplikacije (recimo zvǐsanje
verzije aplikacije). Za ta korak je potreben tudi uspešen pregled PR-ja.
Za vsako dodano funkcionalnost ali popravek je potrebno izdati nov
PR, da se lahko preverja berljivost in pravilnost objavljene kode.
6. postavitev (angl. deploy) zajema postavitev aplikacije v želeno okolje,
bodisi produkcijsko ali razvojno
7. delovanje (angl. operate) je čas, ki ga aplikacija preživi v delovanju v
svojem okolju
8. opazovanje (angl. monitor) je spremljanje in opazovanje aplikacije, ki
pokaže, kako se odziva v določenih situacijah
Zgornji postopek je tako zastavljen, da podaja povratne informacije, ki
so koristne v nadaljevanju.
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Poglavje 3
Pregled in izbor obstoječih
rešitev ter tehnologij
V tem poglavju bomo obravnavali obstoječe tehnologije, ki so pomembne za
izdelavo diplome. Ta pregled služi tako predstavitvi tehnologij kot lažjemu
razumevanju le-teh.
3.1 Komponenta Kubernetes
Kubernetes [17] je ključna komponenta platforme oz. eden izmed temeljev
platforme, ki jo postavljamo. Omogoča nam uporabo okolja prilagojenega
mikrostoritvam (podpoglavje 2.1), torej postavitev in skaliranje homogenih
mikrostoritev.
K8 oz. Kubernetes je razvijal Google kot svoj interni projekt in tega
izdal pod odprtokodno licenco leta 2014. Od takrat so se pojavile mnoge
različne izvedbe tega, vendar so samo nekatere od teh široko uporabljene.
Večina je razvitih z nekim specifičnim namenom uporabe. Na primer, lah-
kotna distribucija MicroK8s [26] ali K3 [31] je razvita za namene interneta
stvari in edge computing-a. Nekaj preostalih izvedb je razvitih z namenom
izbolǰsanja uporabnǐske izkušnje (npr. GKE [25], AKS [42], ...). To pomeni
podobno delovanje kot je pri osnovni distribuciji, ampak lažja uporaba z upo-
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rabnikovega vidika, običajno z manj nadzora in težavami z ekskluzivnostjo
implementacije (angl. proprietary software). Omenjene izvedbe štejejo med
najpopularneǰse.
3.1.1 Pregled komponente
Kubernetes omogoča poganjanje vsebovalnǐskih aplikacij (aplikacij vključenih
v docker vsebnike), upravljanje z njihovim življenjskim krogom (angl. life-
cycle) ter uporabo storitev drugim. To dosega s pomočjo zahtevne, a lahko
razumljive infrastrukture.
Slika 3.1: Nizkonivojske komponente Kubernetes infrastrukture. Vir [9]
Na zgornji sliki 3.1 lahko vidimo glavno delitev med nadzornim delom
(angl. control plane) in komponentami vozlǐsč. Slednja služi samo za omo-
gočanje Kubernetes okolja na ločenih vozlǐsčih ter povezavo z nadzornim
delom. Ta del vsebuje vse potrebno za upravljanje in delovanje Kubernetesa.
Glavni dve komponenti sta:
• kube-api-server je REST API, ki služi kot spletni uporabnǐski vme-
snik za upravljanje z gručo. Preko tega komunicirajo vse preostale
nizkonivojske komponente, ki želijo spreminjati notranje deljeno stanje
gruče [7].
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• etcd je porazdeljena podatkovna baza (z uporabniku prijaznim API-
jem), ki služi za shranjevanje ključnih podatkov za gručo v obliki para
ključ in vrednost [44].
Preostale komponente so tudi pomembne, vendar je njihova naloga po
večini samoumevna. Večinoma vse komponente temeljijo na interakciji z
kube-api-server.
3.1.2 Doseganje rezultatov z Kubernetes okoljem
Kubernetes svoje delovno okolje razdeli na več različnih vrst komponent.
Nekaj ključnih je predstavljenih v nadaljevanju.
Kubernetes upravljamo preko kubectl vmesnika v ukazni vrstici. Ku-
bernetes deluje na principu pošiljanja konfiguracije na kube-api-server
komponento. Teh konfiguracij je več vrst, vendar po večini sledijo nekemu
splošnemu vzorcu. To so YAML (podmnožica JSON zapisa [38]) datoteke,
ki navajajo tip konfiguracije, ter vsebino konfiguracije. Nekaj primerov je
predstavljenih v nadaljnjem besedilu.
Ko imamo takšno orodje, ki omogoča modularno konfiguracijo vseh njenih
gradnikov, se rešimo težav združevanju vseh teh komponent med seboj.
Nekaj najpomembneǰsih in najpogosteje uporabljenih K8 komponent je
opisanih v naslednjih razdelkih. Tukaj gre za najpogosteje uporabljene kom-
ponente uporabnikov. Če bi podrobneje spoznali Kubernetes okolje, bi od-
krili, da so pogosto uporabljene tudi nekatere druge komponente, ki za nas
niso ključne in zato ne bodo zajete v obsegu tega dela.
Kubernetes vsebnik - pod
Začnemo lahko pri najmanǰsi enoti, ki jo K8 lahko upravlja. Pod si lahko
predstavljamo kot strok fižola, ki v sebi ovija več manǰsih fižolčkov. Ti fižolčki
so v našem primeru Kubernetes vsebniki (angl. containers), ki pa si jih lahko
predstavljamo kot nekakšne docker vsebnike z dodatnimi funkcionalnostmi.
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Pod na splošno definira, skupina določenih docker vsebnikov, ki si deli skupne
dostope do datotek na datotečnem sistemu [11].
Ko se odločimo izbran docker vsebnik zagnati kot mikrostoritev na plat-
formi, spǐsemo konfiguracijo za njen zagon. To je vedno v okviru nekega
širšega konteksta (združevanje več komponent skupaj), saj pod-a samega ne
moramo postaviti v gručo. Tega moramo oviti v nek kontroler, ki bo skrbel
za njegov življenjski cikel.
Kubernetes storitev - service
To je komponenta, ki v K8 implementira izenačevanje obremenitve (angl.
load-balancing) med pod-i, jih nadzira, poleg tega pa še odkriva storitve (angl.
service discovery) oz. pod-e. Slednje je potrebno, saj je sama komponenta
pod-a zelo dinamična (pogosto se pod ponovno zažene), kar pripelje do težav,
ko je treba promet usmeriti na ciljni pod (IP naslovi se znova dodeljujejo vsem
na novo postavljenim pod-om). Tako ta komponenta predstavlja nek enoten
DNS naslov (znotraj Kubernetes omrežja), preko katerega lahko dosegamo
izbrane pod-e.
Ta komponenta je ponavadi podana poleg konfiguracije nekega podpr-
tega kontrolerja oz. kontrolerja namenjenega postavitvi aplikacij v gručo (tej
kontrolerji so komponente z imeni: deployment, daemonset, statefulset).
V vsakem primeru mora kontroler določiti Kubernetes oznako (angl. label),
ki jo navedemo tudi v service komponenti. Tako lahko ti dve komponenti
povežemo skupaj, pri čemer service komponento usmerimo na kontroler
komponento, ki je zadolžena za vzdrževanje neke aplikacije (skupka pod-ov).
Kubernetes kontroler
Kontrolerji sodijo med več različnih tipov. Izberemo jih glede na zahteve in
naravo aplikacije. Najpomembneǰsi iz te kategorije so:
• Deployment je eden izmed naǰsirše uporabljenih kontrolerjev, predvsem
iz razloga, ker se ga lahko uporabi za splošno postavitev aplikacij [2].
Vključuje in uporablja funkcionalnosti replicaset komponente.
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• Replicaset je najosnovneǰsi kontroler, ki skrbi za vzdrževanje kon-
stantnega števila instanc določene definicije pod-a.
• Statefulset, podobno kot deployment, skrbi za postavljanje in skali-
ranje ciljne aplikacije. Za razliko od deployment-a, statefulset vodi
evidenco instanc in drži enoličnost replik, kar pomeni, da kljub temu,
da gre za enako konfiguracijo med instancami, so te deležne različnega
ravnanja. Kot primer, statefulset uporabimo, ko želimo, da ima
neka aplikacija obstojni pomnilnik (angl. persistent storage), saj bo v
takšnih primerih vsaka instanca zapisovala svoje podatke ločeno. S tem
kontrolerjem postavljeni pod-i pridobijo pripono, ki ustreza zaporedni
identifikacijski številki instance.
• Daemonset je kot nekakšna nadgradnja preǰsnje komponente, le da ta
poskrbi, da so ločene instance postavljene vsaka na svojem vozlǐsču.
• Job in cronjob omogočata zaganjanje posameznih enkratnih (oz. v
primeru cronjoba, večkratnih) opravil v gruči s pomočjo pod-ov. To je
lahko bodisi izvedba nekega preprostega ukaza, ali pa redno izvajanje
integracijskih testov. Cronjob je komponenta namenjena podobni rabi
kot na linux distribucijah, torej planiranemu zagonu job komponente.
Spodnja konfiguracija predstavlja enega izmed najbolj uporabljenih kon-























Zgornja konfiguracija je preprosto zastavljena. Ob zagonu na K8 gruči
bo postavila 3 instance mikrostoritve z docker vsebnikom za nginx:latest,
poleg tega pa bodo na pod-u izpostavljena vrata 80.
3.1.3 Alternativne komponente
Čeprav v tem delu omenjam Kubernetes, kot edino uporabljeno distribu-
cijo, je teh več. Seveda vse svoje korenine poganjajo iz enega in edinega
Googlovega Kubernetesa, vendar je odprtokodnost pripomogla k razcvetu
ekosistema Kubernetesa.
Med pomembneǰse sodijo GKE (Google Kubernetes Engine) [25], RedHat
OpenShift [37] (s svojo manipulacijo nižjenivojskih linux vsebnikov), Rancher
[36] (z močjo nadziranja/postavljanja linux distribucij, docker vsebnikov in
Kubernetes vozlǐsč), SUSE [39] (baziran na CoreOS z K8 za orkestracijo vseb-
nikov in docker repozitorijem) in HKS [27] (Heptio Kubernetes Subscription,
ki obljublja visoko konfigurabilnost in prilagodljivost gruč).
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3.2 Orodje Istio
Istio [15] je orodje, ki večinoma temelji na implementaciji storitvene mreže
(opisane v podpoglavju 2.2) za porazdeljene platforme kot je Kubernetes. Za
lažjo predstavo je na sliki 3.2 okrnjeno predstavljen koncept Istio orodja.
Istio naši Kubernetes gruči (in celotni platformi) omogoči celostno uporabo
različnih funkcionalnosti storitvene mreže (tj. porazdeljeno beleženje zapisni-
kov mikrostoritev, sledenje zahtevkom, itd.), kar je bil tudi en izmed glavnih
razlogov za izbor te tehnologije.
Slika 3.2: Skica storitvene mreže orodja Istio [16].
Istio je obsežna platforma, ki uvede veliko novih funkcionalnosti, olaǰsa
nekaj težav in uvede nekaj več komponent potrebnih za pravilno konfiguracijo
v gruči. Prav zato so razvijalci omogočili lahko integracijo s Kubernetes
okoljem prek pripravljenih YAML konfiguracij Istio komponent. Pred časom
je bilo možno to upravljati prek helm inštalacije (opisane v podpoglavju 3.5),
v zadnjem času pa so to ovrgli in dodali možnost namestitve orodja Istio na
K8 gručo kar preko njihovega CLI orodja (Istio-ctl [6]).
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Istio omogoča integracijo sledenja zahtevkom in zbiranje porazdeljenih
zapisnikov mikrostoritev. Ti dve funkcionalnosti nista v celoti implemen-
tirani, vendar sta tako abstraktno zastavljeni, da to omogočata preostalim
orodjem (recimo orodjema Jaeger in ELK ).
3.3 Skupek orodij ELK
ELK služi zbiranju in prikazovanju dnevnǐskih zapisov aplikacij [18]. Za-
radi svoje agilne narave je idealno orodje za integracijo v mikrostoritveno
platformo. ELK ni le eno orodje, temveč skupek treh različnih (včasih tudi
štirih) komponent. Ko vse te komponente delujejo skupaj, jim rečemo ELK
sklad (angl. stack).
Poleg ELK sklada obstaja tudi Elastic sklad, ki je le ELK sklad z dodat-
kom komponente beats [30] in vǐsjo stopnjo integracije med komponentami
na skladuZa lažje razumevanje se bomo v nadaljevanju sklicevali na skupek
ELK orodij z ELK ali ELK sklad.
Tri glavna orodja ELK-a in njihove funkcionalnosti so:
• Logstash - zbiranje dnevnǐskih zapisov.
• Elasticsearch - shranjevanje in iskanje po zapisih.
• Kibana - prikaz zapisov.
V kontekstu naše platforme služi ELK zbiranju dnevnǐskih datotek iz
Kubernetes podov oz. natančneje neposredno iz aplikacije, ki teče znotraj
Kubernetes podov. To naredi Logstash komponenta, ki prebere dnevnǐski
zapis in ga nato objavi oziroma pošlje Elasticsearch komponenti. Na tej
točki je vredno omeniti dodatno četrto komponento beats. Ta lahko na-
mesto dnevnǐskih zapisov zbira metrike Kubernetes podov, ki jih (tako kot
Logstash) pošlje na Elasticsearch.
Elasticsearch prejeti zahtevek, ki lahko vsebuje dnevnǐski zapis ali me-
trike, shrani znotraj določenega indeksa. Indeks si lahko predstavljamo kot
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nekakšno logično podatkovno zbirko. Definira zapis odobno kot standardna
relacijska podatkovna baza, ki temelji na več instancah oz. replikah (v ELK
arhitekturi se te imenuje shard) [14]. V bistvu je nekakšna distribuirana po-
datkovna baza, optimizirana za hitro poizvedovanje in iskanje po celotnem
ključu besedila (angl. full-text search) [4] shranjenega v njej.
V zadnjem koraku pride v poštev še tretja glavna komponenta, Kibana.
V tej arhitekturi služi kot prikazna aplikacija, ki poskrbi za vizualizacijo na
Elasticsearch-u shranjenih podatkov. Omogoča nam opravljanje zahtevnih
poizvedb in konfiguracijo prek uporabnǐskega vmesnika, kar je v primeru
ELK -a zelo priročno.
3.3.1 Integracija z Istiom
Čeprav je ELK samostojno orodje (oz. skupek orodij), Istio omogoča njegovo
integracijo v svojo infrastrukturo storitvene mreže. Temu je tako, saj Istio
nadzoruje ves spletni promet, ki poteka čez to storitveno mrežo, torej ima
nadzor tudi nad samo vsebino prometa.
Ta način integracije ELK sklada v Kubernetes vključuje novo kompo-
nento, fluentd [23]. Pobiranje dnevnǐskih datotek v tem primeru poteka
tako, da Istio prek svojih sosednjih vsebnikov (prikazano na sliki 2.1) pošilja
dnevnǐske datoteke iz ciljnega Kubernetes vsebnika v fluentd komponento.
Ta sprejete zapise nato preusmeri (pošilja) neposredno na Elasticsearch kom-
ponento ELK -a.
Fluentd se zlahka intregrira v obstoječo arhitekturo, čeprav ni kompo-
nenta iz sklopa ELK sklada ali pa izdelek elastic družine.
3.3.2 Integracija brez Istio-a
Kljub temu lažji integracija z že obstoječo komponento na K8 (prek Is-
tio komponente), se nismo odločili za takšen način integracije. Alternativo
omogoča dodatna komponenta iz elastic družine Filebeat.
Za takšen način smo se odločili, saj je v preǰsnjem primeru v integracijo
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vključenih veliko komponent, kar lahko pomeni več težav in predstavlja več
možnosti odpovedi (oz. začasne nedosegljivosti storitev).
Filebeat deluje na način, ki je bolj domač Kubernetes-u in ELK-u. Dnevnǐske
zapise zbira kar neposredno prek Kubernetes API-ja (kube-api-server kom-
ponenta), te pa potem pošilja direktno na Logstash.
V nadaljevanju upoštevamo, da je ELK ali ELK sklad, vključena tudi
komponenta Filebeat.
3.4 Orodje Jaeger
Jaeger pride v poštev, ko želimo v našo gručo integrirati E2E (angl. end-to-
end) porazdeljeno sledenje zahtevam [19]. Jaeger združi porazdeljene zapise
(lahko jim rečemo tudi sledi), ki jih zahtevek na svoji poti pušča za seboj.
Pomembno je vedeti, da Jaeger ne skrbi za to, da se zapisi pravilno zapǐsejo
tudi na strani aplikacije, te zapise le združuje in predstavi v smiselni obliki,
ki ji lahko na koncu rečemo pot zahtevka.
Slika 3.3: Predstavitev širjenja konteksta in koncepta trace ter span
Zanaša se na to, da aplikacije (skozi katere zahtevek potuje) že nekako
omogočajo zapisovanje teh skokov - Jaeger jih imenuje razponi (angl. spans).
Za to namesto Jaeger komponente poskrbijo protokoli, ki so integrirani v
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aplikacije. Primer knjižnice z njihovimi opisi je Opentracing [34].
Njegova terminologija imenovanja razpon in pot definira glavni del tega
orodja. Kot lahko vidimo na sliki 3.3, razpon predstavlja čas, ki ga zahtevek
porabi za prehod čez nek logični del kode - naj bo to celotna mikrostori-
tev, funkcija, ali pa samo ena vrstica kode (npr. klic na podatkovno bazo).
Celotna pot je predstavljena z množico kraǰsih razponov.
Razponi se sami po sebi ne prenašajo, temveč samo merijo čas od začetka
operacije do konca operacije. Te porazdeljene razpone Jaeger združuje s
pomočjo propagiranja konteksta (b3-propagation [1]). Pri vstopni storitvi
(na sliki 3.3 označena kot edge service) se ustvari nek kontekst s svojim
enoličnim ključem in ta se prenaša naprej ob vsaki zahtevi na poti. Glede na
ta kontekst (enolični ključ) Jaeger na koncu združi vse razpone v eno pot.
3.4.1 Integracija z Istiom
Kot že omenjeno je Istio kot nekakšen nadzornik storitvene mreže, saj lahko
upravlja vse v zvezi z omrežjem med mikrostoritvami. To nam pride prav pri
prenašanju Jaeger konteksta po storitveni mreži. Podatki se tako prenašajo
prek glav v zahtevkih, ki potujejo od mikrostoritve do mikrostoritve. Vsi
ključi poti so v Kubernetes okolju 128-bitni, ključi razponov pa 64-bitni.
Nekaj najpomembneǰsih sledi:
• x-request-id hrani glavno oznako celotnega zahtevka. Ta pod sabo
združuje vse poti ter njihove razpone,
• x-b3-traceid služi kot glavni identifikator poti za vse razpone in poti
otrok (oz. ugnezdenih zahtevkov). Vsak razpon na tej poti, hrani refe-
renco nanj,
• x-b3-spanid določa enolični ključ specifičnega razpona,
• x-b3-parentspanid, hrani referenco na razpon, iz katerega je bil ustvarjen
Te glave se pred vsako mikrostoritvijo v sosednjem Istio vsebniku prebe-
rejo in pošljejo na instanco Jaeger zbiralne storitve. Ta si jih shrani in tako
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omogoči Jaeger storitvi izpeljavo podatkov, iz katerih lahko sestavi smiselno
celotno pot zahtevka čez storitveno mrežo.
3.5 Orodje Helm
Helm je kot nekakšen upravljavec odvisnosti (angl. dependency manager) za
aplikacije oz. konfiguracijo, ki jo želimo postaviti na K8 gručo [45]. Deluje
na principu šablon (angl. templates). Pri tem konfiguracijo razdeli na dva
dela: na šablono ter vrednosti, ki se vanjo vstavijo. Na kratko bi lahko
rekli, da nam omogoča parametrizacijo konfiguracije, saj lahko v eno šablono
postavimo dve instanci, ki vsebujeta različni konfiguraciji (tj. dve različni
datoteki z vrednostmi).
Helm operira z YAML ali JSON 1 datotekami, saj je tudi vsa Kuberne-
tes konfiguracija zapisana v tej obliki. Skupku teh dveh delov in celotnega
imenika konfiguracije rečemo helm chart.
Kot primer si lahko vzamemo košček kode, ki predstavlja konfiguracijo
kontrolerja, oziroma deployment komponente. Če jo predelamo v helm chart,





name: {{ include "common.fullname" . }}
labels:
{{ include "common.labels" . }}
spec:
replicas: {{ .Values.replicas }}
selector:
matchLabels:
{{ include "common.selectorLabels" . }}





{{ include "common.labels" . }}
spec:
containers:
- name: {{ include "common.name" }}
image: {{ .Values.proxy.image.name }}:{{ .Values.proxy.image.tag }}
ports:
- containerPort: {{ .Values.service.http.containerPort }}









Funkcije pomoči chart/templates/ helpers.tpl pa izgledajo takole:
{{- define "common.fullname" -}}
super-nginx-proxy
{{- end -}}
{{- define "common.selectorLabels" -}}
app.Kubernetes.io/instance: {{ .Release.Name | quote }}
{{- end -}}
{{- define "common.labels" -}}
app.Kubernetes.io/instance: {{ .Release.Name | quote }}
{{- end -}}
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Ker je že začetni primer okrnjen, smo tudi tu prikazal le najnujneǰse ter
omejili konfiguracijo na najmanǰso možno. V zgornjih primerih lahko poleg
šablone in vrednostne datoteke opazimo tudi tretjo datoteko s pomožnimi
funkcijami. Ta pride prav, ko želimo namesto preprostega prostornika upo-
rabiti zahtevneǰso logiko za vstavljanje vrednosti na neko specifično mesto.
Poleg zgoraj navedenih kofiguracij ponavadi v helm chart-u srečamo še
preostale parametrizirane K8 komponente, ki so potrebne za pravilno delo-
vanje mikrostoritev. Vsa konfiguracija se združi šele kasneje ob postavitvi v
K8 gručo oz. ob namestitvi helm chart-a.
Poglavje 4
Opis platforme
Po pregledu področja in definiciji tehnologij smo izvedli zadano nalogo in
platformo vzpostavili v podjetju. Postopek je predstavljen v nadaljevanju,
pri čemer se ne bomo spuščali v prevelike podrobnosti.
4.1 Implementacija jedra
V tem delu se bomo ukvarjali z implementacijo osnovnih funkcionalnosti oz.
komponent platforme, ki bodo postale temelj za vse sledeče gradnike.
4.1.1 Postavitev Kubernetes gruče
Kubernetes je temeljna komponenta za delovanje platforme. Zato bo tudi
prva implementirana, vse preostale komponente pa bodo integrirane vanjo
in tako tudi prilagojene njej. Na sliki 3.1 so predstavljeni vsi nizkonivojski
gradniki Kubernetes okolja, ki jih bomo tukaj omenili. Vse se začne z čistim
virtualnim strojem, na katerem teče linux OS poljubne verzije. V našem
primeru so virtualke postavljene s pomočjo oVirt virtualizacijskega orodja
[40], na samem sistemu pa je prisoten CentOS. Nanj namestimo orodje za
orkestracijo vsebnikov (v našem primeru je to docker), sledi namestitev nizko-
nivojskih gradnikov kubelet in kubectl ter linux paketa kubeadm, s katerim
lahko postavljamo in konfiguriramo Kubernetes vozlǐsča.
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Gručo nato s pomočjo kubeadm postavimo in nastavimo po želji, delov-
nim vozlǐsčem pa moramo omogočiti omrežni dostop do nadzornih vozlǐsč.
Zaradi potreb nenehne dostopnosti (angl. high-availability) smo postavili 3
nadzorna in 3 delovna vozlǐsča. Pozneje se je na razvojni gruči pojavila po-
treba po vsaj še enem delovnem vozlǐsču, saj je tamkaǰsnja poraba virov zelo
visoka.
4.1.2 Postavitev Istio storitvene mreže
Po postavitvi K8 gruče imamo preprosto okolje brez posebnega nadzora nad
storitveno mrežo. Ker si tega želimo, moramo v obstoječo gručo integrirati
tudi Istio orodje.
Ta korak je za izdelavo naše platforme nujen, saj se na Istio zanaša veliko
podpornih storitev. Te se v gručo vključi s pomočjo nekaterih obstoječih
Kubernetes komponent, ki služijo predvsem določitvi specifikacij za svoje
komponente in uporabo le-teh. Kot primer bi tukaj lahko omenili Istiov
ingressgateway [5] ter virtualservice [12], ki nam omogočata, da so sto-
ritve dostopne tudi zunanjemu svetu ne le znotraj K8 gruče (prek service
komponente omenjene v razdelku 3.1.2).
Ker je to orodje namensko ustvarjeno za delo z distribucijami K8, je korak
namestitve dokaj enostaven. V nadaljevanju bodo podrobneje pojasnjeni
glavni koraki namestitve.
Splošna namestitev
Obstaja več načinov namestitve Istio storitvene mreže na Kubernetes :
a) Namestitveni korak z helm orodjem (podpoglavje 3.5) je zelo enosta-
ven. Pognati moramo ukaz helm install Istio Istio helm chart/
in Istio je nameščen v gručo, s privzetimi nastavitvami, ki niso na-
stavljene za produkcijsko okolje. Takšen postopek nam omogoča hitro
in sorazmerno lahko inštalacijo Istio orodja, vendar oteži kakršnokoli
podrobneǰso konfiguracijo posameznih Istio komponent.
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b) Drugi način je z uporabo skupine ukazov istioctl [6]. Prvi korak
postopka (pri posodabljanju ali namestitvi) je, da si konfiguracijo oz.
posodobljene komponente (angl. manifest) ustvarimo v lokalnem ime-
niku ter najprej preverimo, če se vse sklada. Ta (in naslednji) korak je
potreben, ker Istio pogosto tvori napačno oz. okvarjeno konfiguracijo
ob izdaji posodobitev. Nato zgenerirano konfiguracijo primerjamo z
obstoječo namestitvijo v gruči. Šele ko se prepričamo, da je namestitev
v zadovoljivem stanju, lahko to namestimo v gručo.
Dodatna konfiguracija
Istio vsebuje že predefinirane skupke konfiguracije, ki jih imenuje profili. Ti
so nastavljeni tako, da določajo več uporabnih konfiguracij:
• privzeti – navkljub imenu je ta način dober za produkcijska okolja,
• predstavitveni – za zgled,
• prazni – ne vključuje nobene konfiguracije,
• minimalističen – vključuje le pomembne komponente za delo z omrežjem
• remote – način za konfiguracijo več gruč,
Ko začenjamo ali predelujemo konfiguracijo Istio orodja, nam ti profili
pridejo zelo prav, saj prikazujejo pravilno uporabo teh. Služijo nam lahko
kot primeri, čeprav so redkokdaj zares uporabljeni v praksi. Tudi mi smo te
konfiguracije prikrojili našim lastnim potrebam.
Primer specifične konfiguracije v profilu bi bilo šifriranje povezave med
mikrostoritvami v storitveni mreži, ali pa velikost vzorčenja (sledenja zahte-
vam), ki se razlikujeta od gruče do gruče.
4.1.3 Implementacija CI/CD cevovoda
CI/CD cevovod je dejansko avtomatizacija objavljanja aplikacij kot je opi-
sano v podpoglavju 2.4. Orodja Jenkins [47] za izvedbo tega nismo posebej
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opisovali, ker za našo nalogo ni pomembno.
Sam cevovod ni nujno del gradnika Kubernetes, saj ga uporablja samo
kot okolje, kjer izvaja določene korake (3., 4. in 6. korak iz podpoglavja 2.4).
Jenkins je zato postavljen ločeno od naše gruče. Za izvajanje koraka 3 na K8
se uporablja vtičnik Kubernetes [8] ter kaniko orodje [29], ki nam omogoča
grajenje docker vsebnikov neposredno na K8 gruči. Za preostala dva koraka
uporabimo orodje helm, ki je opisano v podpoglavju 3.5.
Jenkins dejansko izvaja le branje korakov iz konfiguracije, ki je shranjena
v datoteki na git repozitoriju. Ko programer sproži ukaz git push in po-
stavi spremembe kode na git, se na Jenkins pošlje zahtevek tipa webhook (tj.
zahtevek, ki se sproži ob določenem dogodku [13]). Ta sproži kloniranje git
repozitorija in eventualno branje korakov iz konfiguracije.
4.2 Dodajanje podpornih storitev
S tem so temelji platforme postavljeni, zato nanjo lahko postavimo poljubno
aplikacijo in jo preko avtomatizacije CI/CD cevovoda prikažemo. Za uspešno
realizacijo ciljev platforme pa je potrebna izdelava in integracija še nekaj
dodatnih podpornih storitev, ki so predstavljene v nadaljevanju.
4.2.1 Integracija beleženja zapisnikov mikrostoritev
Beleženje dnevnǐskih datotek storitev je pomemben del razvoja platforme,
ki ga še posebej programerji nujno potrebujemo, ko je potrebno kaj raz-
hroščevati. Ko razvijamo monolitno aplikacijo, takšna integracija ni pretežka.
Vendar pa se mikrostoritve tu zelo razlikujejo, ker nam zapisniki ene same
instance mikrostoritve ne bodo preveč koristili. Potrebujemo namreč distri-
buirano beleženje takšnih zapisov.
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Splošno beleženje zapiskov
Takšnega beleženja smo se sprva lotili na način, ki je opisan v podpoglavju
3.3.
V gruči imamo postavljene instance Filebeat mikrostoritev, ki prebirajo
dnevnǐske datoteke aplikacij iz privzetih lokacij na Kubernetes vsebnikih. Te
se pošiljajo na Logstash, in kasneje na Elasticsearch, ki služi kot nekakšna
shramba in iskalno orodje. Zapise lahko nato pregledujemo v Kibani.
Takšen način beleženja zapisov je zelo osnoven, vendar nam je ustrezal,
dokler nismo opazili, da za nekatere aplikacije ne dobimo optimalnega izpisa
in dovolj uporabnih informacij.
Ločeno beleženje zapiskov java aplikacij
Spoznali smo, da nam takšen način ne zadostuje, zato smo se čez nekaj časa
odločili ločiti beleženje zapisnikov lastnih aplikacij (po večini spisanih v Javi)
ter splošnih aplikacij. To se nanaša na vse preostale aplikacije, ki tečejo na
platformi - bodisi ali gre pri tem za podporne ali specifične storitve, kot je
na primer Pastebin [35].
Java aplikacije sedaj svoje dnevnǐske zapise beležijo in pošiljajo neposre-
dno na Logstash komponento ELK sklada. Tako lahko same o sebi povedo
več, kot bi lahko razbrali neposredno iz lokalnih datotek (kar počne Filebeat).
Poleg tega smo tako našim aplikacijam omogočili tudi pošiljanje podrobneǰsih
metrik na centralni sistem, ki te beleži v influxdb [46].
S tem nismo pridobili samo na natančnosti zapiskov java aplikacij, temveč
tudi na lepši kategorizaciji naših (nujnih) in preostalih manj pomembnih
storitev.
4.2.2 Integracija sledenja zahtevam - Jaeger
Zadnji večji korak pri implementaciji je bilo dodajanje porazdeljenega slede-
nja zahtevam (opisanega tudi v podpoglavjih 2.3 in 3.4). Vključevanje takšne
komponente na obstoječo infrastrukturo ni bilo tako zahtevno. Bolj je bilo
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zahtevno raziskovanje vseh možnosti, ki smo ga vložili v ta del.
Težave so se pojavile pri vključevanju odjemalčeve (angl. client) strani
sledenja v svoje aplikacije. S tem žal še nismo zaključili in bo tu potrebno
še nekaj dodatnega dela.
Jaeger orodje v sodelovanju z Istio orodjem beleži pot zahtevka od nje-
govega vstopa skozi glavna vrata (angl. API gateway) platforme do vseh
storitev, ki jih obǐsče. To dosega s pomočjo prenašanja ter beleženja konte-
ksta zahtevka v glavi vseh podzahtevkov.
Na tej točki je sledenje zahtevam operativno delujoče znotraj platforme
v našem podjetju. Občasno se sicer pojavijo še manǰse težave, ker se šele
učimo kako to najlepše integrirati v aplikacije. Navkljub napredku bo do
točke popolne integracije potrebno vložiti še nekaj trdega dela.
Poglavje 5
Uvajanje delovnega toka
Vzporedno z razvojem tehničnega dela izdelave platforme je potekalo tudi
snovanje delovnega toka v podjetju. Za to je bilo potrebno vložiti veliko več
truda, odločnosti in zbranosti kot v razvoj tehničnega dela. Struktura pod-
jetja je namreč veliko bolj rigidna kot je integriranje raznoraznih programov.
V nadaljnjih razdelkih bodo opisani postopki uvajanja delovnega toka brez




DevOps je širok pojem. V najožjem pomenu je to delovni tok, ki delno
temelji na agilnem razvoju, v naǰsiršem pa gibanje in kultura dela [21]. Naj-
pomembneǰsi del koncepta je neprestani razvoj in objava/integracija aplikacij
- CI/CD (prikazano na sliki 2.2). Takšen cikel poskrbi, da se razvoj obogati
z novimi povratnimi informacijami po vsaki izvedeni iteraciji razvoja.
Ta koncept glede na svojo definicijo močno vpliva na veliko delov IT
organizacij:




• uporabljene tehnologije – razvoj aplikacij v mikrostoritveni arhitekturi
zahteva popolnoma drugačne tehnologije in znanja kot razvoj monoli-
tnih aplikacij
• filozofija sodelovanja in razmǐsljanja – uporaba čim več obstoječih znanj
in rešitev za dano težavo v sodelovanju z preostalimi člani ekipe.
• samozadostnost/homogenost ekip – vsaka ekipa lahko vzdržuje oz. raz-
vija določeno aplikacijo, brez potrebe po pretirani pomoči izven ekipe,
ker so sestavljene iz članov z različnimi izkušnjami in predznanji (pro-
gramerji, sistemski upravljavci, DevOps, ...)
• organizacija ekip in oddelkov – vsaka ekipa je sestavljena iz 6 razvi-
jalcev (ali sistemskih operatorjev) z različnim znanjem, ki skrbijo za
točno določene mikrostoritve (ali podporne storitve)
5.1.2 Koncept v kontekstu podjetja
Do uvajanja novega delovnega toka smo v našem podjetju sprva pristopili z
odporom, saj sprva nismo videli prednosti v zamenjavi trenutnega delovnega
toka in predelavi strukture podjetja v povezavi z uvedbo novega Kuberne-
tes okolja. Potreba po tem se je pojavila šele kasneje, ko smo že začeli z
raziskovanjem tehničnega področja.
Spoznali smo, da moramo za uporabo noveǰsih tehnologij spremeniti tudi
svoje mǐsljenje o delu nasploh, kajti te zahtevajo drugačen pogled na razvoj.
Za delo z mikrostoritvami je optimalno imeti več homogenih skupin pro-
gramerjev in operativcev, zato tudi potrebujemo DevOps. Vsaka skupina
ima nekje do šest članov (v našem primeru je to tudi manj – tri ali štiri),
ki skrbijo za nekaj določenih mikrostoritev (tj. jih načrtujejo, razvijajo in
podpirajo). Tako zmanǰsamo zahtevnost razvoja aplikacij, kar naj bi ta vzo-
rec tudi obljubljal. Predvsem s tem naredimo dodaten korak (oz. odmik) od
razvijanja monolitov in težav, ki se pri tem pojavijo.
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Takšen delovni tok od uporabnikov zahteva tudi agilnost, vendar ne samo
v razvoju, temveč tudi v strukturi ekip in znanju (še posebej v manǰsih pod-
jetjih). Pripravljeni moramo biti, da v kratkem času zamenjamo tehnologijo,
ki jo trenutno uporabljamo, ali pa da opuščeno ponovno zlahka vzpostavimo,
če se pojavi potreba. To vpliva tako na programerja, ki se mora vseh znanj
(ponovno) naučiti, kot pa na infrastrukturo, ki mora prenesti takšne hitre
prehode.
5.2 Pristopi uvajanja
Uvajanje novega delovnega toka ni bilo preprosto. Sprva smo naleteli na
kar nekaj odpora s strani ekipe, saj z vsako novo spremembo dela pride do
nesoglasij. Na srečo ima DevOps zanimivih principov, saj svoje korenine
vleče iz agilnega razvoja, katerega so nekateri v tehnični ekipi že sprejeli.
Za premostitev težav smo uvajali znanja v različnih oblikah:
• z rednimi mesečnimi kolegiji, kjer je bil zbran celoten tehnični kader,
• s kolegiji samih programerjev,
• z rednimi sestanki ter
• z mentoriranjem posameznikov
Poleg tega se je v kar nekaj ljudeh prebudila želja po dodatnem prido-
bivanju in deljenju znanja. To je še najbolj pripomoglo k uvajanju novega
delovnega toka in preobrazbi tehnične ekipe z novimi pristopi k delu.
5.2.1 Pomen mentorstva
Mentorstvo je pomemben del učenja, ki znatno skraǰsa čas učenja, ker lahko
nekdo ponudi odgovor in razlago v zelo kratkem času. Predvsem uspešno
nadomesti mučno samoizobraževanje in dolgotrajno iskanje gradiv. Vendar
pa moramo paziti, da ne izvajamo preveč permisivnega mentorstva, saj se to
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lahko hitro prelevi v nenehno nadlegovanje mentorja z vprašanji kot so ,,kako
se že to naredi?”.
V začetku je bilo mentorstvo namenjeno vsem, kasneje pa le tistim, ki
so potrebovali dodatno pomoč. Sprva je kazalo, da ostala izobraževanja
(mesečni tehnični kolegiji in kolegiji programerjev) ne bodo zadostovala. Ven-
dar se je tehnična ekipa kljub kakšnim zapletom, hitro privadila na nov de-
lovni potek in nove tehnologije.
5.2.2 Mesečni kolegiji tehnične ekipe
Eden izmed pomembneǰsih pristopov k uvajanju so predstavljali redni ko-
legiji celotne tehnične ekipe, ki bo imela opravka z novim delovnim tokom.
Večinoma so se ti izvajali mesečno, vendar so bile tukaj tudi izjeme, ko se je
pojavila potreba po znanju oz. uvajanju tega v obstoječi tehnični kader.
Kolegiji so bili kot nekakšne manǰse konference. Ponavadi so trajali od ene
ure do ure in pol, izjemoma tudi dlje. Pri tem je bilo vsako dodatno minuto
opazno manj koncentracije in motivacije za spremljanje in sprejemanje novih
znanj.
Teme kolegijev so po večini vključevale različne nove tehnologije, ki smo
jih na platformi uvedli, ter opisovanje pristopov, ki se jih lahko ubere z njimi.
Redkokdaj se je v okviru glavne teme namenilo čas DevOps delovnemu toku
ter njegovemu uvajanje. To je bilo ponavadi že vključeno v kontekst teme
predavanja. Recimo ob predavanju o novem CI/CD orodju se je omenilo
tudi kako naj bi celoten postopek potekal; od akcij, ki jih mora razvijalec
upoštevati, do avtomatiziranih postopkov testiranja in postavljanja aplikacij
v produkcijo.
Kolegij ni bil samo kraj, kjer je predavatelj predstavljal svoje znanje ekipi,
temveč tudi obratno - bili so slǐsani tudi poslušalci. Pogosto so bili kolegiji
kraj, kjer je lahko ekipa platforme pridobila povratne informacije o novem
delovnem toku in o novih implementiranih tehnologijah, predvsem pa o mo-
rebitnih težavah, ki so se pojavile. Dogodilo se je tudi, da smo na kolegiju
izvedli tudi viharjenje idej (angl. brainstorming) vseh uporabnikov plat-
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forme, torej tehničnega kadra. Pokazalo se je, da smo (predvsem) tehnični
sodelavci, drzneǰsi (oz. glasneǰsi) ko smo zbrani vsi skupaj.
Za vse udeležence je bil pomemben tudi termin kolegija. Kolegije smo,
izvajali sredi delovnega dne, ne pa zjutraj ali pa tik pred koncem delovnih
ur, saj so bili v tem primeru udeleženci bolj zbrani in odzivni.
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Poglavje 6
Rezultati in nadaljnje delo
6.1 Pregled končnih rezultatov
Rezultate lahko razbijemo na dva dela: na analizo rezultatov nove tehnične
infrastrukture ter na pregled napredka z vidika ne tehničnega področja. Re-
zultata obeh delov sta enakovredno ovrednotena, saj brez enega tudi drugega
ne bi bilo.
6.1.1 Posledice uvedbe novega delovnega toka
Glavne posledice uvedbe, lahko združimo v sledeče točke:
a) Izbolǰsana je komunikacija med vsemi akterji znotraj ekip. Zaradi novih
ekipnih ureditev so bili člani doslej ne sodelujočih ekip prisiljeni vzpo-
staviti vsaj minimalno komunikacijo, da so lahko normalno nadaljevali
svoje delo. Poleg tega imajo sedaj različne ekipe enako razvojno oko-
lje, kar poleg rednega komuniciranja spodbudi tudi visoko združljivost
novih aplikacij med seboj.
b) Deljenje idej in rešitev se je drastično povǐsalo, deloma zaradi nuje upo-
rabe novih tehnologij/rešitev. Tehnologije, ki so se pred uvedbo delov-
nega toka zdele nedosegljive, so sedaj postale del vsakodnevne debate
in uporabe. Enako lahko rečemo tudi za različne pristope k reševanju
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določenih težav. To bi lahko pripisali tudi fleksibilni naravi DevOps
pristopa, saj je ta v svojem bistvu agilni pristop k opravljanju dela.
Posledično se je izbolǰsala kakovost razvoja naših rešitev in aplikacij.
c) Izbolǰsanje medoddelčnega sodelovanja je še en dobrodošel pojav. Od
takšnega načina sodelovanja je na bolǰsem razvoj aplikacij na nivoju
celotnega podjetja, saj se sedaj ideje ne širijo le med programerji in
tehnično ekipo, temveč tudi med vodstveno ekipo. Tona koncu pripo-
more k vǐsji stopnji produktivnosti na nivoju celotnega podjetja.
6.1.2 Analiza tehničnega dela
S tehničnega vidika je pričakovano ključni napredek zaznati na področju ra-
zvoja aplikacij. Zaradi bolǰsega širjenja idej, komunikacije in bolǰse razvojne
platforme je razvoj aplikacij veliko učinkoviteǰsi.
K temu veliko pripomore deljenje večjih težav na manǰse dele ter uporaba
že obstoječih internih rešitev (mikrostoritev). Kot primer si lahko izberemo
modul za avtorizacijo, ki skrbi za prijavo in registracijo v aplikacije. Ta
modul sedaj uporabljajo vse aplikacije razvojne platforme, kar zelo skraǰsa
čas razvoja aplikacij.
Seveda pa niso vse spremembe pozitivno vplivale na delo. Zvǐsal se je
strošek razvoja s stalǐsča časa, znanja ter energije, ki so potrebni za razvoj
novih aplikacij. To je dejanska pričakovana posledica , ki jo je potrebno
upoštevati pri razvoju tovrstnih aplikacij (na novi platformi). Moramo pa
se zavedati, da se kljub večjemu začetnemu vložku bolǰsi izkupiček pokaže v
dalǰsem obdobju. Mikrostoritve so med seboj neodvisne, kar omogoča ločen
razvoj ter vzdrževanje. Posledično se tehnični dolg ne vǐsa, ker programerjem
ni potrebno več vzdrževati enake funkcionalnosti več različnih produktov.
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6.2 Nadaljnje delo
V nadaljevanju predstavimo še načrte za prihodnost, od katerih so nekateri
trenutno zgolj želje, drugi pa konkretni cilji, ki jih nameravamo v podjetju v
bližnji prihodnosti doseči.
6.2.1 Izbolǰsave na področju avtentikacije in avtoriza-
cije
Čeprav avtorizacija in avtentikacija v tem delu ni veliko omenjena, se je
vzporedno z vsemi koraki odvijal tudi razvoj splošnih rešitev na področju
informacijske varnosti platforme. Čeprav ta cilj ni sodil med začetne cilje
mikrostoritvene platforme, je to dejansko eden izmed njenih pomembneǰsih
delov, ki mora imeti zagotovljeno podporo na platformi.
Na tem področju smo zastavili aplikacijo, ki skupaj z orodjem Keycloak
[10] skrbi za avtentikacijo zahtev do aplikacij na platformi. Poleg tega se
trenutno načrtuje dodatna storitev, ki bo postavljena en logični nivo vǐsje in
bo skrbela za avtorizacijo nad določenimi viri.
6.2.2 Izbolǰsave delovnega toka
Trenutna definicija delovnega toka je dokaj stabilno zastavljena, lahko pa
bi dodatno izbolǰsali njeno izvedbo. Trenutno se mikrostoritveni vzorec po-
veličuje in hvali, kot najbolǰsa rešitev, ki bo odpravila vse težave od neop-
timalno zastavljenih organizacijskih struktur nekaterih podjetij do zahtevne
izvedbe starih monolitov. Vendar je uspešnost uporabe mikrostoritvenega
vzorca zelo odvisna, od posameznega primera. Predvsem pa ta prinese ve-
liko več balastnega planiranja, dela in znanja, kar ponavadi ni izpostavljeno.
V članku [52] Shaun Gehring omenja prav takšno zagato.
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6.2.3 Izbolǰsave CI/CD cevovoda
Konceptualno je cevovod definiran ustrezno glede na trenutne potrebe pod-
jetja, vendar pa njegova implementacija stoji na šibkih temeljih. Jenkins za
takšno izvedbo ni sanjsko orodje. Alternativa Jenkins X je predviden za delo
s CI/CD cevovodi brez potrebe po iskanju raznoraznih dodatnih odprtoko-
dnih vtičnikov. Zanj se v začetku nismo odločili, ker naj bi za delo z njim in
za učenje porabili preveč časa in virov. To se je izkazalo kot slaba odločitev,
saj smo za vzdrževanje tega dela infrastrukture porabili veliko več časa kot
bi ga z ustrezneǰso rešitvijo. V bližnji prihodnosti nas tako čaka študij in
namestitev novega orodja CI/CD.
Poglavje 7
Zaključek
V diplomski nalogi smo spoznali načrtovanje in tehnično implementacijo mi-
krostoritvene platforme. Ob tem smo izvedeli kako uvajati DevOps delovni
tok, ki tak način dela podpira. V sklopu tega dela smo se naučili veliko novih
tehnologij in prijemov, ki so na prvi pogled jasni, vendar imajo za podjetje
v praksi pomembne posledice.
Pokazalo se je, da omenjeni delovni tok lahko vsiljujemo in strmimo k
njegovi uporabi, vendar pa to ni preprosto. Organizacija, ki bo stopila v
takšen prehod, bo morala ponovno določiti svoje cilje in ambicije. Za uspešno
uvedbo delovnega toka ni potrebna samo potrpežljivost in odločnost, temveč
tudi zavezanost organizacije temu cilju ter pripravljenost udeležencev k so-
delovanju. Zavedati se moramo tudi to, da je za popolne prenove delovnih
tokov organizacij potreben predvsem čas.
V diplomskem delu smo pokazali, da je tovrstna preobrazba mogoča.
Pravo vprašanje je le, ali je organizacija pripravljena na takšno zamenjavo
in spremembo svojega mǐsljenja glede trenutne strukture zaposlenih in uve-
ljavljenega načina dela.
Tako kot vsi preostali vzorci in delovni tokovi organizacije dela ima tudi
ta nekatere pomanjkljivosti, ki jih je potrebno razumeti in upoštevati, sicer
lahko hitro pride do zlorabe in slabših rezultatov, kot prvotno načrtovano.
Predvsem pa ne smemo po zaključku uvedbe takšnega delovnega toka
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in preostalih sprememb odnehati. Strmeti moramo k novim tehnološkim
rešitvam in optimizaciji obstoječih procesov. Samo tako lahko organizacija
ostane uspešna v današnjem poslovnem okolju, ki ga v veliki meri krojijo
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