Decentralized smart grid control (DSGC) aims to implement smart control strategies through the demand response without significant reinforcements in the grid infrastructure. This strategy aims to balance the demand and supply considering the dynamic and economic price structure of the grid. Demand response strategy is implemented based on the heterogeneous nature of response of the consumers to the electricity price. In this paper, feature selection and regression analysis have been performed to study the dependence of the stability condition and system parameters on the parameters of decentralized control like the reaction time of the consumer, power produced or consumed and the price elasticity. The analysis is performed based on the data generated considering 10,000 Monte Carlo simulations of the initial conditions, which incorporates different characteristics of the heterogeneous consumers.
I. INTRODUCTION
The stability of the power grid depends on the balance between the power generation and demand. With the influx of uncontrollable renewable energy in the grid, demand response strategy is a promising solution [1] . With the increase in decentralized production of power, the flow of power is no longer unidirectional from the power producing companies to the consumers, instead it has become bidirectional. These changes in the power flow pattern make the consumers an attractive control center for maintaining the balance between energy demand and production.
There are many ways, which involve the consumers in smart grid control, aided by information technology and communication standards as defined in [2] . Decentralized control is preferable strategy as compared to centralized control as the former provides more robustness against cybersecurity and privacy [3] , [4] . The indicator for the balance between demand and supply is reflected on the grid frequency fluctuations [5] . There have been studies about DSGC strategy as given in [6] , [7] which involves response of the consumers based on the price fluctuation, hence playing an important role in grid stability. But as described in [8] , the works done in [6] , [7] have shortcomings in the form of fixed inputs issue and equality issue, where the former deals with changing only single parameter, hence limiting the input space of the remaining parameters. It also assumes no
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interaction among the inputs parameters in determining the grid stability. While, the latter deals with equal input values which signifies equal willingness of the consumers to respond to the change in price signal. This violates the realistic nature of the operations in a major way. Data mining techniques are followed to classify the stability conditions based on the response of the heterogeneous consumers in [8] , to delve deeper in the relationship between the parameters of the input space and the grid stability.
Several works have been done in the field of data mining for predicting the voltage [9] , [10] , angular stability [11] - [15] and blackouts [16] . Online transient stability prediction has been performed based on stream computing paradigm [11] , which predicts the stability based on the rotor angle trajectories obtained from live synchro phasor data. Two class classification and data mining algorithm based on core vector machine (CVM) has been performed on the phasor measurement unit (PMU) big data in [12] for online transient stability assessment which makes it attractive to be used in real time. The stability problem of a high-dimensional power system has been solved using feature selection and support vector machine techniques in [13] . Transient stability boundary using the nonlinear transformation of the voltage magnitude and phase angles has been performed in [14] for the angular stability. Decision tree based out of step prediction of the generators has been performed in [15] for a series of operational and topological disturbances for the detection of the transient stability conditions and the algorithm was successfully tested on unseen samples. The voltage stability predictions using samples from the synchro-phasors are obtained using support vector machine (SVM) in [9] and active learning techniques has been used in [10] , thus improving the system performance with lesser measurement samples. Improvement of the online learning speed and parameter tuning using extreme machine learning (ELM) has been performed in [16] for the detection of the blackouts. However, statistical relations of the stability index of the system has not been described in relation to demand response and price fluctuating index which is described in this paper with the help of regression and feature selection technique. Ordinary regression technique fits the parameters based on minimum least square technique while the Ridge regression penalizes the complexity of the model used for fitting the model. Bayesian regression aims to find the probabilistic model of the weights used in the regression problem to map the input parameters to the output space. Bayesian techniques for power grids has been applied in [17] , [18] for load modelling and predicting the electricity demand, but these techniques are used in this paper to study the relationship of the input variables with the grid stability parameters.
The paper has been divided into sections where section II deals with the modelling used for decentralized control along with the assumptions with it. Section III describes the machine learning techniques involved with the modelling while Section IV and V discuss the simulation results, conclusion and scope of future work.
II. SYSTEM MODELING

A. Physical Model of the Synchronous Generator
The synchronous generator model is derived from the energy conservation model of the generators and loads with its mathematical form similar to the Kuramoto oscillator model [19] and can be represented as:
where, j is the participant's index, M is the moment of inertia, κ is the friction coefficient and max jk P is the capacity of the line connecting the participant j and k. As from the generator angle equation given in [6] , we see that it can be represented as follows:
where ω is the grid frequency and ( ) j t θ is the rotor angle relative to it. Hence, substituting the value of ( ) j t δ from (2) in the above equation yields:
where,
As per [19] , the model in equation (3) is correct based on the following assumptions:
B. Price Structure Model
The strategy for DGSC aims at encouraging the consumers to lower and increase their power consumption during high and lighter load respectively, and this is done with the help of a linear-price frequency fluctuation coefficient
which can be represented as follows:
where p Ω is the price when there is no fluctuation in frequency, the linearized price relations can be described as follows:
Hence plugging (7) into (6) we get:
As given in [7] that the adaptation is not instantaneous as the response is generally delayed by a time τ due to measurement and reaction time. Hence, incorporating the economic aspects derived in (8) in (3), the overall equation for the power system dynamics becomes:
As given in [6] that instantaneous value of ( ) i t θ can cause grid instabilities even for smaller values of τ . Hence, frequency measurements averaged over an intervals of length T is preferred which can stabilize the performance of the grid for wider τ values. Hence such averaging yields:
Several assumptions have been used in framing the models in Section A and B for the analysis which is described in [8] but the analysis is done considering the heterogeneous response of the consumers. The definition of the stability index for the grid is derived in the following section.
C. Stability Parameters
The stability of the dynamical system is found out based on the nature of the eigen values, which is calculated with the help of polynomial calculated from the Jacobian of the system, which is defined in [7] and given as:
The characteristic equation of the system for the Jacobian considering the two delays τ and T T τ = +  is given by:
The data set used for analysis is formed with 10,000 randomly chosen initial values for the system defined in (10) and the eigenvalues calculated based on the solutions obtained after solving the polynomial, given in (12) . The numerical values of the parameters used in the system is same as the one given in [8] . The stability analysis of the system with decentralized generation is considered for consumers in [7] having similar characteristics which makes the scheme unattractive for heterogeneous consumers as discussed before. Thus, the analysis in this paper has been done based on heterogeneous response of the consumers connected to the producer shown in Figure 1 which is based on the scheme given in [8] . However, the dependence of the input parameters on the grid stability is discussed in this paper using feature selection techniques and Bayesian regression technique. Brief description of the statistical techniques used is given in the following section.
III. STATISTICAL AND MACHINE LEARNING METHODS
A. Feature Selection
Feature selection is a commonly used technique used for model construction as it helps in simplification of models, which can be easily interpreted [20] . It is also helpful in avoiding the curse of dimensionality and it enhances generalization by reducing overfitting [21] . The most commonly used index for feature selection is Fisher score which is based on the selection of features where the distance of the data points, belonging in similar and different classes should be as small and large as possible respectively.
The Fisher score can be computed as follows and given in [22] :
where,  b S is the between class scatter matrix and  S t is the total scatter matrix of the dataset.
Considering the input data matrix as 
Hence based on the value of ( ) j F x computed from (14) we can rank the feature influencing the stability of the grid.
B. Regression Analysis
Regression is a method to model a mathematical relationship between the dependant variables and the response variables. If the relationship is linear in nature, they are called linear models [23] , which can be expressed as:
An equivalent representation of (16) is
where X is n by k matrix with th i row i X .
Using the multivariate notations, the response variable can be written as:
Fitting the model using (18) In order to measure the explained variance in the data from the linear model quantities such as residual standard deviation σ and explained variation 2 R is used which can be represented as follows and given in [24] : 
where, n and k represents the number of data points and coefficients to be estimated respectively. y s is the standard deviation of the whole data and i r is the residuals of the data which the difference between the data and the fitted values given as follows:
Adjusted 2 adj R for the regression problem takes into account the value of explained variation which manages the number of explanatory terms relative to the number of data points [25] which can be described as:
Above expression can also be written as:
The F-statistic used for the linear regression checks the null hypothesis that whether the test statistic has F-distribution under null hypothesis. For regression problem, it checks whether a model which has 1 p parameters fits the data better than another model having 2 p parameters. The parameter can be calculated with the help of the mathematical relation given by: (24) where, RSS i is the residual sum of squares for the model i .
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Quantile plots can be used to check the nature of the residuals obtained after regression [26] . It is generally used to check the distributions of the residuals comparing it with the standard normal distribution. If they are similar then they will fall along the straight line in the plot. They are generally plotted against the quantiles obtained after plotting against the indexes following the normal distribution.
The initial step in the Q-Q-plot is to sort the residuals with increasing size thus ( ) i r is the i th smallest residual and hence known as order statistic. Thus in order to compare it with the standard normal distribution, order statistics for the i th sample is created for the sample size n with the help of the formula expression as described in [27] :
where, 1 − Φ is the inverse of the standard normal distribution function.
IV. RESULTS AND DISCUSSIONS
The data for the analysis is taken from the UCI Machine Learning Repository database -Electrical Grid Stability Simulated Data [28] where the information regarding the grid stability nature and eigenvalues along with the test parameters are provided. Feature selection is performed on the test parameters namely, response time τ , price response index γ and the power produced and consumed P . Since the data is based on the configuration given in Figure 1 , the power produced is equal to the total consumption. 
Subscript 1 in equation (26) in the given data belongs to the attribute of the producer while the remaining subscripts belong to the heterogeneous consumers. The features are summarized in TABLE 1. , , , P P P P 8-11   1  2  3  4 , , , γ γ γ γ
Thus it is important to identify the features which play an important role in the determining the grid stability. It is done with the help of feature selection described in the previous section where the feature score is determined with the help of (14) . The scores for the individual features have been shown in Figure 2 . Figure 2 that the power consumption or production by the producer and heterogeneous consumers do not influence the stability of the grid. The time response of the consumers and producer to the price fluctuation play a more important role in the grid stability, as compared to the price elasticity index. The time response and price elasticity of the producer influences the grid stability the least as compared to the parameters of the consumers. This analysis can be confirmed by checking the parameters of the grid during stable and unstable conditions. We see in Figure 3 that unstable grid conditions generally prevail for higher values of τ and γ . However, the power consumption pattern does not show any difference under stable and unstable grid conditions thus conforming with the analysis of feature selection obtained. Similar plots can be obtained for the producers given in Figure 4 , where expected results are found except the power production section when the variability is lower, as compared to the former case. Now, regression analysis is performed based on the price response index γ and response time τ for the consumers and the producers relating the eigenvalues of the given system as per the solution of the characteristic equation given in (12) . The results of the regression analysis have been shown in Table 2 . 
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Degrees of Freedom 9991 Figure 5 Quantile plot from the regression.
The 2 R value relates to the fact that linear regression model fitted as per (17) shows decent results in predicting the eigenvalue of the system based on the input parameters. High value of F-statistic suggests that intercept only model will fail to describe the data analysed here. The proximity in the values of 2 R and 2 R suggests that the number of data points are good enough for the predicting the target value.
The quantile plot as shown in the Figure 5 indicate that the plot close to the straight line and hence revealing the distribution of the residuals being close to normal. The coefficients of regression β and the standard error σ obtained based on the estimate are shown in Figure 6 . The coefficients suggests that the eigenvalues are more sensitive to the change in the price response index γ (X8-X11) as compared to the response time τ (X0-X3). We see from Figure 6 that the estimation error in the coefficients for γ is higher as compared to the error in coefficients of τ which is quite similar for all the consumers and producers. Hence, the regression analysis suggests that the eigenvalues of the system are more sensitive to the change in price response index as compared to the response time of consumers and producer. In addition, the analysis suggests that power production and consumption (X4-X7) do not have any significant influence on the stability of the grid. Table 2 shows that the R 2 values are not high enough since the primary goal here is to identify the important variables using linear regression analysis after feature selection. However, owing to the complexity of the power system modelling involved, using higher order kernelized regression models may yield a better fitted model which will be pursued in a future research. Also, effect of other dimensionality reduction and shrinkage methods are also worth exploring in the current context. Cross-validation methods are also known to be very useful to prevent overfitting of complex regression models. We did not explore resampling and cross-validation methods in this paper, since after feature selection, we applied a simple liner regression method as a feasibility study on this synthetic dataset which is less prone to overfitting.
The present regression analysis is shown on a simple grid model as shown in Figure 1 with 1 producer and 3 consumers. The modelling technique described above is generic and can be used to create a more complex synthetic dataset for such regression analysis and validate the findings on variable importance using larger power networks. Analysing this particular dataset can also be viewed as a classification problem, since one might not be interested in predicting the eigenvalues, rather intends to know the stability condition only. Also, some areas in the feature space may not be uniformly filled with the random selection of the initial conditions and are sparse in nature. Specific machine learning methods like the Gaussian processes may be useful for such problems that can produce the uncertainties in the regression modelling as a function of the covariates or selected features which will be explored in depth, in our future research.
V. CONCLUSION
Decentralized smart grid control has been shown here as a method for demand response. The control strategy has been formulated considering the assumptions, thus finding a deeper insight about the dependence of the parameters of the grid to its stability. The data used for the analysis consists of the response of heterogeneous consumers for different price fluctuations based on the power balance of the grid. The statistical and machine learning methods such as feature selection and regression analysis are performed to find relationship between the input parameters with the eigenvalue and system stability conditions. Future work will dwell up on investigating more complex statistical models for predicting the stability of the grid under more realistic scenarios and complex physical models with decentralized power production systems.
