Abstract
Introduction
Software and hardware suppliers typically differentiate their offer in order to increase their market share and profits, with the most demanding "high-end" applications and systems topping prices and profit margins. On the other hand, lean organizations are increasingly wary of investments into software and systems with large total cost of ownership (TOC) and unpredictable returns. This is why low-cost reliable solutions are an important and useful challenge generically and, in particular, in the highly-demanding data warehousing environment. Data warehouses are specialized databases that pose relevant challenges in what concerns performance. A system may store many hundreds of gigabytes of data, and still the user requires a fast answer to any analysis that he may be interested in from that data. Several performance optimizing structures exist, such as specialized indexing and materialized views, and they are increasingly implemented in database systems to speed up computations. Some computations may be very fast, using a specific index or materialized view, but may take minutes or even hours otherwise. Parallel architectures and parallel processing are another very relevant choice that can be used in conjunction with those structures to deliver very good performance for any operation. The choice of parallel architecture has implications on data partitioning, placement, and parallel query processing algorithms (DeWitt & Gray, 1992) . The system is only as fast as the slowest components dictate, so they must be designed to avoid bottlenecks and there are specific data and control overheads that must be taken into account. A shared-disk system is a good example of architecture in which storage devices, interconnections, network cards, and I/O buses should all be dimensioned to avoid bottlenecks, which is typically expensive.
Today, virtually all organizations already possess a shared-nothing parallel system composed of their desktop computers in a local area network (LAN) or, if necessary, can buy low-cost computers, link them together in a LAN and, this way, build a low-cost parallel system. Therefore, the challenge is to run a large data warehouse in such an environment, while still guaranteeing efficiency. This is an environment where the performance of data interchange between nodes may vary widely, which means that data placement is a very relevant issue in such a context. In this chapter, we are concerned with the basic system architecture to allow data processing in such an environment, and the specific issues of how data can be efficiently divided into the nodes (data placement) and processed in a system that can run heterogeneous database servers. The fact that the system runs heterogeneous servers means that there is no database server-embedded query processor and optimizer, but rather a simpler global query processor. We consider as basic data placement primitives, horizontal partitioning and replication of data sets and analyze a simple replication-oriented approach, its advantages and shortcomings and, then also, analyze our proposal of an improved simple, but efficient placement strategy. The results we discuss in this chapter provide valuable insight into the major issues in node-partitioned data
Background
Data warehouses are based on a large central repository of historical data that may have several hundreds of gigabytes and specific analysis-oriented data marts stored and analyzed using some non-relational multidimensional engine (Kimball, Reeves, Ross, & Thornthwaite, 1998) . Our emphasis is on the central repository, organized as a relational schema. Such schemas are typically read-only, with multidimensional characteristics: large central fact relations containing several measurements (e.g., the amount of sales) and a size of up to hundreds or thousands of gigabytes are related to dimensions (e.g., shop, client, product, supplier). The measurements of the central facts are related to specific combinations of dimension values (e.g., sales of a product from a supplier, in one shop and for an individual client). Online analytical processing (OLAP) refers to analysis queries that are posed to the data warehouse by business analyzers to extract the information they need. These queries may be quite complex, with joins involving multiple relations and aggregations, while the user typically sits waiting for the results and posing additional queries to analyze various details in an interactive experience that must be efficient. To speedup query response times, some research in recent years has focused on ad-hoc star join processing in data warehouses. Specialized structures, such as materialized views (Rousopoulos, 1998) and specialized indexes (O'Neil & Graefe, 1995; Chan & Ioannidis, 1998) , have been proposed to improve response time. Although these structures are useful in a context in which queries are known in advance, this is not the case when ad-hoc queries are posed. Therefore, parallel approaches are important, as they can be used alone or in conjunction with specialized structures to provide efficient processing for any query pattern at any time.
The choice of a shared-nothing architecture to hold and process such data, while justified by the low-cost, ubiquitous characteristics of such architecture, poses a relevant issue, as nodes may need to exchange massive quantities of data during the processing of the queries.
In the past, there has been significant research activity around the main data placement and processing issues that arise over a shared-nothing architecture. One such problem concerns the cost of processing joins over partitioned data. The most promising solutions to this issue involve hash-partitioning large relations into nodes in order to minimize data exchange requirements (Kitsuregawa, Tanaka, & Motooka, 1983; DeWitt & Gerber, 1985) and applying parallel hash-join algorithms, also reviewed in Yu and Meng (1998) . These strategies typically allocate a hash range to each processor, which builds a hash table and hashes relation fragments accordingly. In a shared-nothing environment, it often becomes necessary to exchange data between nodes in order to send tuples into the node that has been allocated the corresponding hash-value range for the join attribute. This process is called partitioning, if the relation is not partitioned yet, or repartitioning, if the relation is already partitioned, but must be reorganized. Both operations can be costly because they may require heavy data exchange over the network connecting the nodes.
Data Placement (we also use the term "data partitioning" in this context) refers to organizing the data into the nodes in a manner that favors efficient processing. The data placement strategy is applied initially and also periodically to reorganize the data according to query patterns so that the most efficient system results. Williams and Zhou (1998) review five major data placement strategies (size-based, access frequency-based, and network traffic based) and conclude experimentally that the way data is placed in a shared-nothing environment can have considerable effect on performance. Hua and Lee (1990) use variable partitioning (size and access frequency-based) and conclude that partitioning increases throughput for short transactions, but complex transactions involving several large joins result in reduced throughput with increased partitioning.
Some of the most promising partitioning and placement approaches focus on query Workload-based Partitioning choice (Zilio, Jhingram, & Padmanabhan, 1994; Rao, Zhang, Megiddo, & Lohman, 2002) . These strategies use the query workload to determine the most appropriate partitioning attributes, which should be related to typical query access patterns. While they are targeted at generic parallel databases and may require tight integration with a specific cost predictor and optimizer (Rao et al., 2002) , our proposals envision data placement and query processing in nodepartitioned data warehouses with independent, possibly heterogeneous database servers, nodes, and systems (Furtado, 2004a; Furtado, 2004b; Furtado, 2004c) .
Considering that the major bottleneck in many non-dedicated systems may be the interconnection between computer nodes and that data warehouses are mostly readonly, it is important to consider different degrees of replication that might decrease significantly the amount of data that needs to be exchanged between nodes (Furtado, 2006) , as well as early-selection bitmap-based strategies that may minimize the amount of data that needs to be exchanged (Furtado, 2007; O'Neil & Graefe, 1995; Saborit, Mulero, & Pey, 2003) .
Architecture, Partitioning, and Processing
In this section, we introduce the rudiments of the architecture, partitioning and processing in the data warehouse parallel architecture (DWPA, 2005) . Figure 1 illustrates the basic DWPA architecture for the shared-nothing, node partitioned data warehouse, which can run in any number of computers interconnected by a LAN. It includes three major entities implemented as services: Submitter, Executor, and the DWPA Manager. Submitters are simple services that may reside in any computer, do not require an underlying database server, and submit queries to the system. The query may be submitted from a submitter console application or from other applications through an API. Once submitted, the query is parsed and transformed into high-level actions by a query planner. These actions are then transformed into command lists for each executor service. Executors are services that maintain local database sessions and control the execution of commands locally and the data exchange with other nodes. Finally, the DWPA manager is a node which controls the whole system (it can be replicated for fault tolerance reasons), maintaining registries with necessary information for the whole system. When nodes enter the system, they contact the DWPA manager to register themselves and to obtain all the necessary information. In DWPA, any computer can assume any role as long as it runs the corresponding service. We will now describe basic query processing functionality. For simplicity, we start with the simplest possible example. Consider a single very large relation R partitioned into n nodes and a sum query over some attribute x of the relation. Formula (1) states that the sum of attribute x over all nodes is simply the sum of the sums of x in each node:
The implementation of this very basic operation in DWPA involves the submitter parsing the initial query sum(x) from R and producing command lists for every node with the following operations:
A local query: sum(x) as sumx from R local
2. Data transfer commands for every executor node: send sumx to merger node 3. A merge query for the merger node: sum(sumx) from partial_results
Signal the submitter to pull the results
The Merger node is an Executor that is chosen for merging the partial results, if necessary. The query processing steps depend heavily on the placement layout of the data on the nodes. For instance, if relation R is replicated into all nodes or placed in a single node, the commands will be (executed in a single node):
A local query: sum(x) as sumx from R local

Signal the submitter to pull the results
More generically, Figure 2 shows a set of query processing steps that may be necessary in the processing of each query using DWPA (some queries may not require all these steps). Steps S1 to S4 represent the parsing and planning of queries, the generation of lists of commands for the executor nodes, and the sending of those commands to executors. Steps E1 to E4 represent the processing of the local queries within executor nodes, data exchanges between them, and either sending the results to a merger node or signalling to the submitter that he can get the results. The merger node steps include a redistribution step, EM3, which may be necessary for processing nested queries (for some queries containing sub-queries, in which case more than one processing cycle may be required).
In this section, we introduced the DWPA architecture and query processor. The The objective of the next section is to show the design of a basic partitioning and processing strategy for the data warehouse that minimizes data transfer costs and uses the query processing blocks illustrated in Figure 2 .
Basic Star Partitioning
We use the terms partitioning and placement interchangeably and simplify the and simplify the discussion by considering only one group of nodes (all nodes) and homogeneity between nodes, in order to concentrate on the core partitioning and processing issues (assuming heterogeneous nodes, the system would have to balance the amount of data into nodes according to performance metrics). In a partitioning scheme, each
. In a partitioning scheme, each In a partitioning scheme, each relation can be partitioned (divided into partitions or fragments), replicated (copied in its entirety into all nodes), or placed into a single node of a group of nodes. When partitioned, relations are horizontally-divided into fragments using round-robin, using round-robin, random, range, or hash-based schemes.
Next, we analyze the partitioning issue, considering the data warehouse organization. The star schema (Kimball, 1996) is part of the typical data organization in a data star schema (Kimball, 1996) is part of the typical data organization in a data warehouse, representing a multidimensional logic with a large central fact table and smaller dimension tables. Facts are typically very large relations with hundreds of In that context, a basic placement strategy for the simple star schema replicates dimensions and fully-partitions the large central fact horizontally and randomly. Figure 3 illustrates this simple strategy, which we name "star partitioning," in which the large fact F is partitioned into node fragments F i and dimensions D are replicated into all nodes. Very small dimensions can even be cached into memory for faster access and join processing.
Heavy replication of dimensions is feasible because the data is not constantly changed and the only refresh is based on periodically loading new data. Under this scheme, facts can be partitioned using a random or round-robin partitioning strategy.
The main reason for this placement is to be able to simultaneously parallelize the processing of the largest relation and, at the same time, process time consuming operations (e.g., joins and aggregations) locally at each node, therefore minimizing inter-node communication. In this way, query processing does not become a large burden to the network and it is less dependent on network bandwidth and data exchange handling issues. Next, we show why this strategy minimizes inter-node communication, using a simple query example. Each node processes its part of the query independently, so that the system may achieve a speedup that is expected to be near to linear with the number of nodes. Consider a simple OLAP query formulated as: where OP is an aggregation operator such as SUM, COUNT. Each node needs to apply exactly the same initial query on its partial data and the results are merged by applying the same query again at the merging node with the partial results coming from the processing nodes. The independent execution of partial joins by nodes is supported by the fact that all but one of the relations in the star (that is, all dimensions) are replicated into all nodes, which is similar to the rationale of the Partition and Replicate Strategy (PRS) (Yu, Guh, Brill, & Chen, 1989) , although, in that case, the initial placement of relations was different. Considering a single fully-partitioned relation R i (with partitions R ij ) and all the remaining ones (R l , l=1 to n: l ≠ i) replicated into all nodes, the relevant join property that allows joins to be processed by nodes independently from each other is:
Additionally, even though expression (2) includes a union operator, many other operators denoted here as OP() can be applied before the partial results are collected by some node to process the union of the partial results, due to the property in (3):
In this expression, OP x is an operator applied locally at each node and OP y is a global merge operator. The set OP x and OP y replace OP. Expressions (2) and (3) allow each node to compute part of joins and aggregations over the data it holds, independently from the other nodes. Then the partial results from all nodes are merged in a final step. Figure 4 shows an SQL example of the processing strategy.
As shown in the example of Figure 4 , aggregations over a fact A(F,Dx,…,Dy) can be processed independently in each node, followed by merging (union_all) of the partial result sets and re-applying of the aggregation query over the merged result set. Aggregation primitives are computed at each node. The most common primitives are: LINEAR SUM (LS=SUM(X)); SUM_OF_SQUARES (SS=SUM(X2)); number of elements (N), and extremes MAX and MIN. For the most common aggregation operators, the final aggregation function is shown in Figure 5 .
This basic placement and query processing strategy is very simple and returns good results for the basic star schema with small dimensions. In the next section, we analyze its performance and show why a more flexible alternative is required. 
Experimental Evidence on Star Partitioning
Consider the schema and query set of the decision support performance benchmark TPC-H (TPC) in Figure 6 as an example. TPC-H is a multidimensional schema and a plausible historical record of a company business activity, therefore a plausible data warehouse. However, its "dimensions" are not very small and it contains several large relations, which are frequently involved in joins. The schema represents ordering and selling activity (LI-lineitem, O-orders, PS-partsupp, P-part, S-supplier, C-customer), where relations such as LI, O, PS, and even P are quite large. There are also two very small relations, NATION and REGION, not depicted in the figure, as they are very small and can be readily replicated into all nodes. Figure 7 shows the result of applying the basic Star Partitioning over TPC-H. In this and following figures, filled objects represent replicated relations and (partially) unfilled ones represent partitioned relations. Fact relations LI and PS would be partitioned (randomly or round-robin) and the remaining relations would be replicated into all nodes, together with relation sizes considering TPC-H with 50GB.
Experiments were run on the TPC-H schema (50GB) and query set over 25 nodes.
For these experiments, we measured processing and data exchange time on a node with a 32-bit 866 MHz CPU, three IDE hard disks (2x40 GB, 1x80GB), 512 MB of RAM, and a modern DBMS in a 100Mbps switched network. We have analyzed
Figure 6. TPC-H schema and relation sizes (Qualitative judgement)
the results obtained by the runs. For the sake of our discussion, we organized the results into groups that provide evidence of a relationship between the placement and sizes of the relations that are accessed and the speedup that can be obtained. For details on the structure of individual queries of TPC-H, please refer to the specification of TPC-H in (TPC).
The following results compare the speedup of a single node, 50GB system, with a 25 node 50GB system, using the Star Partitioning of Figure 7 . The speedup is measured as: Figure 8a shows the speedup obtained for a set of queries accessing only relation LI or LI and S, as depicted in bold in Figure 8b .
This kind of results obtained for queries Q1, Q6, and Q15 are the most desirable ones because, considering that there are 25 nodes, a speedup in the vicinity of 25 is more or less linear. In practice, the speedup can be much more than linear in some cases because, when a single node is used to hold the 50GB data set, operations such as joins and sorts are very slow, as they require a lot of temporary disk storage, with the corresponding writes and reads. Figure 9 shows queries whose speedup was between 6 and 15, and the corresponding typical access pattern. These queries have in common the fact that, besides the partitioned LI relation, they also access a full P relation, whose size is comparable to the LI fragment size. Instead of taking full advantage of the partitioning of relations, the fact that P is replicated means that the speedup decreases to levels that are significantly lower than 25 times (the linear speedup for a system with 25 nodes).
Figure 7. Star partitioning over TPC-H
The remaining queries all obtained a very low speedup. Figure 10 shows queries that achieved speedups in the interval from 2 to 6. Their common and most relevant access pattern is that, besides LI, they also access the O relation, which is quite large and totally replicated into all nodes under this scheme. Some of these queries also access relations P and C, which are also replicated, further downgrading the performance of the system. 
Figure 9. Medium speedup queries and corresponding access pattern: (a) speedup results, (b) query pattern
These results suggest that a more flexible partitioning strategy should be sought after. In the next section, we analyze the theoretical issues underlying a possible solution to this problem and then present a solution.
Model and Costs
From these experimental results, we conclude that the basic placement strategy is not adequate to store these complex schemas and query workloads because, although the facts are partitioned, reasonably large relations such as O and P are replicated into all nodes. We did not take sufficient advantage of the 25 nodes because we had to deal with full dimensions.
This discussion can also be represented using a mathematical model. Consider relations R 1 and R 2 , N nodes, and a simplified linear cost model accounting for processing and joining costs (the only variable considered is the size of the relations). With this model, the cost of processing relation R i is αR i (α is a constant factor); the cost of processing a fragment is αR i /N; and the cost of joining R 1 to R 2 is α(R 1 + R 2 ). With N nodes, we would like to process only 1/N of the data in each node, resulting in about N times speedup:
(a) (b)
Figure 10. Low speedup queries and corresponding access pattern: (a) speedup results, (b) query pattern
The amount of speedup degradation depends on the size of R 2 relative to R 1 /N. If replicated relations included in the expression are very large in comparison to fragments, the speedup will be very small.
Our next objective is to analyze alternative solutions to the problem, considering that our aim is to increase the degree of partitioning. Consider relations or more generically data sets R 1 and R 2 that must be joined by an equi-join key as part of the execution plan: R 1 ⋈ A R 2 . Also, consider that R 1 is fully horizontally partitioned into all nodes or into a node group. Each node out of N should process only 1/N of the total work in order to take full advantage of parallel execution. If both relations are partitioned by the same equi-join key and (hash) ranges (equi-partitioned), the join can be processed as a "Local or Co-located Join" (LocalJ) and this is the fastest alternative. The expression R 1 ⋈ A R 2 is processed as (R 11 ⋈ A R 21 ) U … U (R 1n ⋈ A R 2n ); each part of this expression is in a different node because as the two relations are partitioned by the equi-join key, the join between two fragments in different nodes is an empty set (e.g. R 11 ⋈ A R 22 = φ ). Otherwise, at least one of the relations must be moved. If only one of the relations or neither is partitioned on the join key, we can dynamically repartition on the same join key and proceed with the parallel equi-join-this is the "Repartitioned Join" (RpartJ). The repartitioning is accounted as an extra overhead, which increases total work and response time and is dependent on data buffering and communication-related overheads. On the other hand, if one of the relations is replicated by placement, the join can proceed independently at all nodes, regardless of the partitioning key for the other relation. This is the "Replicated Join" (ReplicaJ). In a replicated join, the expression R 1 ⋈ A R 2 is processed as (R 11 ⋈ A R 2 ) U … U (R 1n ⋈ A R 2 ). LocalJ requires the data sets involved in the join to be co-located. When trying to co-locate partitions from multiple relations, the partitioning issue that arises is that it is often necessary to choose which join will be co-located. For example, consider the join: R 1 ⋈ A R 2 ⋈ B R 3 . In this case, R 2 will either be partitioned on A, in which case it will be co-located with R 1 , or on B, in which case it will be co-located with R 3 (we can also partition R 2 by both attributes, but this does not result in co-location).
In multidimensional schemas of data warehouses, the partitioning issue is raised as some relations (e.g., facts) typically hold several foreign keys to other relations (e.g., dimensions). In order to choose the most appropriate partitioning alternative, we must use a strategy such as Workload-based Partitioning we discussed in Furtado (2004c) . The idea is to choose partitioning keys that "maximize" the amount of LocalJ as opposed to RpartJ by looking at the query workload. But the discus-sion is not limited to determining which partitioning key should be used for each relation because, in some cases, it may be preferable not to partition at all. If the interconnections are slow or the available bandwidth is small, a replication strategy requiring no or little data exchange between nodes may be preferable, as ReplicaJ requires no data repartitioning. This is also the case for relations that are small in comparison to the data set that would need to be repartitioned to join with them, as it avoids potentially large partitioning overheads (Furtado, 2005b) .
A basic knowledge of the costs that are involved in processing a query over DWPA is also useful for the formulation of an effective partitioning strategy. Next, we discuss briefly the most relevant costs incurred in this context. Given that most relations become partitioned, the main processing costs, listed next, are partitioning, repartitioning, data communication, and local processing costs.
• Partitioning cost (PC): Partitioning a relation consists of retrieving the relation from secondary memory, dividing it into fragments by applying a hash function to a join attribute, and assigning buffers for the data to send to other nodes. This involves scanning the relation only once. The partitioning cost is monotonically increasing on the relation size. Since there can be two or more relations to be partitioned and they can be processed in parallel in two or more nodes, the partition cost for a given query is the largest partition cost among the nodes participating simultaneously.
•
Repartitioning cost (RC):
Repartitioning is similar to partitioning, but involves a fragment in each node instead of the whole relation. It is used to re-organize the partitioned relation, hashing on a different equi-join attribute. The fragments resulting from this repartitioning need to be redistributed to other nodes to process a hash-join.
Data communication cost (DC):
The data communication cost is monotonically increasing with the size of the data transferred and equal between any number of nodes. We assume a switched network, as this allows different pairs of nodes to send data simultaneously (with no collisions). This, in turn, allows the repartitioning algorithm to be implemented more efficiently.
Local processing cost (LC):
The local processing cost for the join operation typically depends on whether the join is supported by fast access paths, such as indexes and the size of the relations participating in the join. The local processing cost should also account for other operations performed locally. For simplicity, we assume that these costs also increase monotonically on the relation sizes, although in practice this depends on several parameters, including memory buffer limitations.
Merging cost (MC):
The merging cost is related to applying a final query to the collected partial results at the merging node.
We define weighting parameters (Sasha & Wang, 1991) : a partitioning cost weight, β, and a local processing weight, α, so that β/α denotes the ratio of partitioning costs to local processing costs (e.g., ~2 (Sasha & Wang, 1991) ). Considering large relations with size R i , N nodes and the linear cost model described above, we can obtain a simple expression for the cost of processing joins, when repartitioning is required versus the cost when the relations are already equi-partitioned. For simplicity, the following expressions consider only two large relations. The fragment size is R i /N. The join-processing cost for queries requiring the join between equi-partitioned large relations and replicated small relations r i is:
Join Cost with Equi-partitioned Relations =
The cost when large relations are not equi-partitioned on a switched network includes repartitioning and local processing cost factors with corresponding weights as shown in (13). The IR symbol in the repartitioning cost factor is an intermediate result from doing independently a locally-processable part of the joins (those involving replicated and equi-partitioned relations) at all nodes. The IR must then be repartitioned. The value IR/N is the fraction of the IR that is at each node. About 1/N of that fraction (1/N x IR/N) has the correct hash-value for the node, therefore requiring no repartitioning.
join cost with repartitioning
The increase in cost of (13) over (12) is therefore:
This overhead depends on the size of IR and is avoided whenever the relations to be joined are equi-partitioned by the appropriate join attribute.
The discussion of this section clarified the costs involved in processing the query and in particular joins. In the next section, we propose modifications to Star Partitioning and processing that reduce the performance limitations by considering the workload and relation sizes and taking full advantage of partitioning options.
Workload-Based Star Partitioning
An improved partitioning scheme should take into consideration relation sizes, joins between relations, and the query workload characteristics to improve query processing performance. From the discussion of the previous sections, it is clear that large relations should be partitioned. In this sense, a small relation is one whose average contribution to join processing time costs, considering the workload, is less than a configurable threshold value (e.g., 5%). As discussed in the previous section, when more than one relation is partitioned, it is important to promote local joins over repartitioned joins for the most frequent and costly joins, in order to reduce query processing costs. This implies a determination of the most advantageous partitioning attributes and the use of hash or range partitioning, instead of roundrobin or random strategy, to enable equi-partitioning of relations. The algorithm should be simple and independent of specific database servers because DWPA can run on completely heterogeneous systems. The placement strategy described next can easily be automated:
• Dimensions: Non-small dimensions are hash-partitioned by their primary key. This is because the primary key of dimensions is expected to be used in every equi-join with facts. The references from fact to dimensions correspond to foreign keys on the fact referencing those equi-join primary keys of the dimensions.
Facts:
The objective is to find the hash-partitioning attribute that minimizes repartitioning costs. A reasonable approximation to this objective is to determine the most frequent equi-join attribute used by the relation. To do this, the placement strategy looks at the frequency of access to other partitioned relations and chooses the most frequent equi-join attribute with those relations as the partitioning attribute.
By co-locating relation fragments that are frequent equi-join targets, this simple strategy minimizes repartitioning requirements.
Next, we apply this placement strategy to the TPC-H schema. We arbitrated small as less than 1GB for TPC-H 50GB, so that dimensions C and S are considered small and replicated. This assumption is enough for us to show the advantages of the strategy, but we point out that smaller thresholds allow further speedup in systems with many nodes. Figure 11 shows that in what concerns dimensions, relations S and C are replicated, and P is partitioned by P_key. The O relation, if considered a dimension, is immediately partitioned by the O_key attribute. This relation could also be considered a fact because it links to dimension C, but the resulting partitioning would be the same if it were considered a fact. Finally, facts should be partitioned according to the most frequent join. Considering the TPC-H workload, fact LI is most frequently joined to O and, therefore, should be partitioned by O_key. Fact PS is partitioned by P_key, as shown in Figure 11 . This partitioning resulted in two sets of equi-partitioned relations (LI, O), (PS, P) and a set of replicated dimensions (S, C). Joins between relations, within each of these sets, can be done without repartitioning and joins with any of the (small) replicated relations can also be done without any repartitioning. Repartitioning becomes necessary when elements from the first and second sets above are joined.
This partitioning algorithm requires modifications to the basic query processing strategy. Recall that the Submitter determines command lists for the Executors and sends them to all nodes participating in the processing of the query. Executors submit the local query and send partial results into the merger node if necessary, which applies a merge query and signals the Submitter to pull the results. These QPA steps are summarized next:
1. Submitter generates and sends commands to executors.
2. Executors apply a local query.
3. Executors send results to merger.
Merger applies merge query.
Under the workload-based star partitioning and processing approach, queries involving only replicated and/or equi-partitioned joins are processed as described above. However, queries that access partitioned relations that are not all equi-partitioned Figure 11 . Workload-based star partitioning results require some extra steps. In this case, the query is divided into a set of partial queries that each involves only a "locally-processable part of the query," that is, queries that reference only datasets that are either replicated or equi-partitioned. These datasets include both relations and repartitioned intermediate results from previous partial queries. Repartitioning commands are added to re-hash those intermediate results.
Steps E2, E3, and E3b of Figure 12 illustrate the processing of these partial steps. The precise execution plan is determined in step S1 by evaluating all the alternative execution plans with the simple cost model described in section 6. The major improvements in Figure 13 have to do with the fact that the O relation is no longer fully replicated, being instead, partitioned by the equi-join key to LI. Other queries benefited from PS being equi-partitioned with P. At the same time, queries that were the fastest under the basic placement strategy (Figure 13a ) are still as fast because they access partitioned relations in both cases.
While the most important performance issue in the initial replicated placement scheme was the need to process large full relations at each node, repartitioning requirements could be an important overhead in the improved partitioning and placement scheme. However, not only is it possible that many queries do not require repartitioning, but also, repartitioning is, in fact, much less expensive than having (possibly very) large relations completely replicated. Figure 14 shows the repartitioning overhead of the improved, workload-based partitioning and its comparison to the overhead of using the basic star-partitioning approach instead. In Figure 14 , the ratio RT/TC concerns workload-based partitioning and shows the repartitioning overhead (repartitioning cost RC) as a percentage of the total query runtime (Total Cost TC) for queries that required repartitioning. The comparison with the basic star-partitioning is made through the value RT/TC (Replicated), which is the ratio of repartitioning overhead (repartitioning cost RC) in the workload-based approach to the total query runtime for the basic star-partitioning approach, where all except one relation are replicated (total cost TC(replicated)).
The conclusion is that the repartitioning cost was a reasonably small fraction of the total runtime cost for all these queries, except Q9 where it was about 30% of the total runtime cost. But even in that case, this repartitioning overhead represented only a small fraction when compared with the total cost of the basic star-partitioning approach.
In summary, after applying the simple improved partitioning strategy, the performance results improved significantly. Most queries required no repartitioning at all with the improved placement and those which did require repartitioning still obtained a speedup that was orders of magnitude faster than the initial replicated placement scheme. 
Future Work and Trends
The placement and processing issues discussed in this chapter are part of the basic design for the Data Warehouse Parallel Architecture Project (DWPA, 2005) . They are also part of the query processor of DWPA. DWPA focuses on architectural characteristics, automatic reorganization, load balancing, response time prediction, and automatic adaptability for the low-cost Node Partitioned Data Warehouse. These are in line with current and future trends on database research in related issues, which include database self-tuning and auto-configuration (Chaudhuri & Weikum, 2002; Weikum, Moenkeberg, Hasse, & Zabback, 2002; Schiefer & Valentin, 1999) . DWPA has also produced results concerning highly-efficient replication and the use of specialized join bitmap indexes to avoid repartitioning overheads (Furtado, 2006) . Further research is necessary in adaptability issues in the DWPA context.
There is also a market trend towards more and more open-source software, including open-source database engines being deployed in organizations. Organizations also become increasingly cost-conscious-in both hardware and software platforms. In this context, the DWPA concept of an architecture that can run anywhere efficiently and adaptively also seems to be in line with current trends. Besides, many of the issues discussed in this chapter can also be applied to other parallel architectures that are increasingly deployed, in particular symmetric multiprocessors (SMP) and clusters of SMPs.
Conclusion
We have discussed placement and processing design issues for low-cost alternatives to specialized, fast and fully-dedicated, parallel hardware to handle large data warehouses. The idea is to design the system with special care, concerning partitioning for placement and reorganization. We have analyzed a basic and simple partitioning scheme-star partitioning-and related processing issues, and gained insight into the problems that such a simple strategy runs into. Our objective was to design a system that would be independent of database servers or, indeed, any other piece of software and that could run efficiently in any environment, including slow interconnections. We have proposed a workload-based partitioning approach, which proved experimentally to be very efficient and to overcome the issues raised with the basic star-partitioned approach. The whole discussion and results given are important building block elements for the construction of low-cost, highly scalable and efficient data warehouse systems.
