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The concept of topological phases is a powerful framework to characterize ground states of quan-
tum many-body systems that goes beyond the paradigm of symmetry breaking. While a few topo-
logical phases appear in condensed matter systems, a current challenge is the implementation and
study of such quantum many-body ground states in artificial matter. Here, we report the experimen-
tal realization of a symmetry protected topological phase of interacting bosons in a one-dimensional
lattice, and demonstrate a robust ground state degeneracy attributed to protected edge states. The
setup is based on atoms trapped in an array of optical tweezers and excited into Rydberg levels,
which gives rise to hard-core bosons with an effective hopping by dipolar exchange interaction.
INTRODUCTION
The paradigm of symmetry breaking has proven very
successful for characterizing quantum phases. However,
not all of them follow this paradigm, and some of these
phases are nowadays characterized in the framework of
topological phases. The most prominent example of a
topological phase is the integer quantum Hall state with
its remarkably robust edge states giving rise to a quan-
tized Hall conductance [1]. For a long time, it was be-
lieved that such phases occurred only in the presence of
a magnetic field, until the prediction of topological insu-
lators [2] revealed a novel class of topological states of
matter, nowadays denoted as symmetry protected topo-
logical phases (SPT). They occur in systems displaying
an excitation gap in the bulk, i.e., bulk insulators, and an
invariance under a global symmetry. Their defining prop-
erty is that the ground state at zero-temperature cannot
be transformed into a conventional insulating state upon
deformations of the system that do not close the excita-
tion gap or violate the symmetry. In particular, the edge
states are robust to any perturbation commuting with
the symmetry operators.
SPT phases were first predicted and observed in ma-
terials where the interaction between electrons can be
effectively neglected [3, 4]. In this specific case of non-
interacting fermions, SPT phases can be classified based
on the action of the Hamiltonian on a single parti-
cle [5, 6]. Thus, the appearance of robust edge states
is fully understood from the single-particle eigenstates.
This remarkable simplification motivated experimental
studies of topological phenomena at the single-particle
level with artificial quantum matter realized on ultra-
cold atoms platforms [7–13], and in classical systems of
∗ The four authors contributed equally to this work.
coupled mechanical oscillators [14, 15], as well as opti-
cal [16–19] or radio-frequency circuits [20], and plasmonic
systems [21, 22].
In contrast, the situation is different for bosonic SPT
phases as the ground state of non-interacting bosons is
a Bose-Einstein condensate. Therefore, it is well estab-
lished that strong interactions between the particles are
required for the appearance of topological phases. Their
classification is not derived from single-particle proper-
ties, but requires the analysis of the quantum many-
body ground state; a classification of bosonic interact-
ing SPT phases based in terms of group cohomology has
been achieved [23]. A notable example is the Haldane
phase of the anti-ferromagnetic spin-1 chain [24], which
has been experimentally observed in some solid-state ma-
terials [25, 26]. However, the realization of topological
phases in artificial matter, where one has full microscopic
control on the particles, would allow to gain a deeper un-
derstanding on the nature of such topological states of
matter. A first step has recently been achieved by intro-
ducing interactions between bosonic particles in a system
with a topological band structure [13, 27], but studies
were restricted to the two-body limit, still far from the
many-body regime.
Here, we report the first realization of a many-body
SPT phase of interacting bosonic particles in an arti-
ficial system. Our setup is based on a staggered one-
dimensional chain of Rydberg atoms, each restricted to
a two-level system, resonantly coupled together by the
dipolar interaction [28]. We use this to encode hard-core
bosons, i.e., bosonic particles with infinite on-site interac-
tion energy, coherently hopping along the chain. The sys-
tem then realizes a bosonic version of the Su-Schrieffer-
Heeger (SSH) model [29]; the latter originally described
fermionic particles hopping on a dimerized lattice, giving
rise to a SPT phase of non-interacting fermions. Simi-
larly, our bosonic setup gives rise to two distinct phases
of an half-filled chain: a trivial one with a single ground
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Figure 1. Bosonic SSH model. (A) Dimerized one-dimensional lattice and the two sub-lattices A and B. The staggered
nearest neighbor hopping energies are denoted as J and J ′ with |J | > |J ′|. (B) Each lattice site hosts a Rydberg atom with
two relevant levels: 60S1/2 being the vacuum state |0〉 and 60P1/2 describing a bosonic particle b†i |0〉. The dipolar exchange
interaction provides a hopping of the particles. (Inset in A) Angular dependence of the hopping amplitude measured between
two sites; filled (empty) disk: positive (negative) amplitude. It vanishes and changes sign at the angle θm ' 54.7◦. The solid
line is the theoretical prediction. Error bars, denoting the standard error of the mean (s.e.m.), are smaller than the symbol
size. (C-D) Single-shot fluorescence images of the atoms assembled in the artificial structure for the topological (C) and the
trivial (D) configuration. The chain is tilted by the angle θm to cancel couplings between sites in the same sub-lattice.
state and an excitation gap, and a SPT phase, with a
four-fold ground state degeneracy due to edge states, and
a bulk excitation gap. Following an adiabatic preparation
of a half-filled chain, we detect the ground state degen-
eracy in the topological phase and probe the zero-energy
edge states. Furthermore, we experimentally demon-
strate the robustness of the SPT phase under a perturba-
tion respecting the protecting symmetry, and show that
this robustness cannot be explained at the single-particle
level, a feature that distinguishes our system from non-
interacting SPT phases.
SSH MODEL FOR HARD-CORE BOSONS
The SSH model is formulated on a one-dimensional
lattice with an even number of sites N and staggered
hopping of particles, see Fig. 1A. It is convenient to divide
the lattice into two sub-lattices: A = {1, 3, . . . , N − 1},
involving odd lattice sites, and B = {2, 4, . . . , N}, with
even sites. Then, a particle on site i of one sub-lattice
can hop to a site j of the other sub-lattice with a hopping
amplitude Jij (we do not restrict the system to nearest
neighbor hopping). The many-body Hamiltonian is
H = −
∑
i∈A,j∈B
Jij
[
b†i bj + b
†
jbi
]
, (1)
with b†i (bi) the creation (annihilation) operator of a
particle on site i. In the original formulation of the
SSH model, the particles are non-interacting fermions.
Here we consider hard-core bosons and the operators b†i
(bi) satisfy bosonic commutation relations on different
sites i 6= j, and additionally the hard-core constraint
(b†i )
2 = 0, as two bosons cannot occupy the same site i. In
our realization, the nearest neighbor hoppings are dom-
inant with their energies denoted as J2i,2i+1 = J and
J2i−1,2i = J ′ with |J ′| < |J |, and are sufficient to de-
scribe the qualitative behavior of the model.
At the single particle level, the spectrum of the Hamil-
tonian in Eq. (1), shown in Fig. 2A, is obtained by diag-
onalizing the coupling matrix Jij . It displays two bands
separated by a spectral gap 2(|J | − |J ′|) and, depending
on the boundaries of the chain, localized zero-energy edge
modes. There are two such modes for a chain ending with
weak links J ′ (topological configuration, Fig. 1C) and
none if the chain ends with strong links J (trivial config-
uration, Fig. 1D). The topology of the bands emerges
from the sub-lattice (or chiral) symmetry of the SSH
Hamiltonian [5, 6], which notably constrains the hopping
matrix Jij to connect only sites of different sub-lattices,
e.g., next nearest neighbor hoppings Ji,i+2 = J
′′ are for-
bidden. The existence and degeneracy of edge modes
are topologically protected from any perturbation that
does not break the sub-lattice symmetry. These single-
particle properties of the coupling matrix Jij defining the
SSH model have been observed in many platforms such
as, e.g., ultracold atoms [30, 31], polaritons in array of
micropillars [21] or mechanical granular chains [32].
We now turn to the properties of the quantum many-
3body ground state corresponding to an half-filled chain.
For non-interacting fermions, the properties of the SSH
chain follows from the Fermi sea picture based on the
single-particle eigenstates: in the trivial configuration
one obtains a single insulating ground state, while, in
the topological configuration, (i) an excitation gap ap-
pears in the bulk, and (ii) the ground state is four-fold
degenerate as the two zero-energy edge modes can be
either empty or occupied. For interacting bosons, the
description of the many-body ground state is much more
challenging. In the special case with only nearest neigh-
bor hoppings J and J ′, the bosonic many-body ground
states for hard-core bosons can be derived via a Jordan-
Wigner transformation from the fermionic ones, and in-
herits the properties of a bulk excitations gap and a four-
fold ground state degeneracy in the topological configu-
ration [33]. Based on the general classification of bosonic
SPT phases [23], these properties are robust by adding
longer-range hoppings as well as additional interactions
between the bosons as long as the bulk gap remains finite
and the protecting symmetry is respected. Here, the pro-
tecting symmetries are the particle number conservation
and the anti-unitary operator
SB =
N∏
i=1
[
bi + b
†
i
]
K, (2)
where bi + b
†
i is a particle-hole transformation and K de-
notes the complex conjugation. In contrast to the chiral
symmetry (protecting the single-particle properties and
the fermionic SPT phase), next nearest neighbor hop-
pings J ′′ = Ji,i+2 are symmetry allowed, i.e., [H,SB] = 0
even when including J ′′. We will demonstrate this fun-
damental difference by engineering a perturbation which
shifts the edge modes away from zero-energy at the single
particle level, but preserves the ground state degeneracy
in the bosonic many-body system.
EXPERIMENTAL REALIZATION WITH
RYDBERG ATOMS
Our realization of the bosonic SSH model is performed
on an artificial structure with N = 14 sites of individu-
ally trapped 87Rb atoms [34–36] (Fig. 1C-D). The mo-
tion of the atoms is frozen during our experiment, oc-
curring in a few microseconds. Coupling between the
atoms is achieved, despite the large inter-atomic distance
(∼ 10µm), by considering Rydberg states for which the
dipole-dipole coupling is enhanced to a few MHz [28, 37].
We first prepare each atom in a Rydberg s-level,
|60S1/2,mJ = 1/2〉, using a two-photon stimulated Ra-
man adiabatic passage (STIRAP) with an efficiency of
95% [33]. From there, the atom can be coherently trans-
ferred to a Rydberg p-level, |60P1/2,mJ = −1/2〉, using
a microwave field tuned to the transition between the
two Rydberg levels (E0/h ∼ 16.7 GHz). The detuning
from the transition is ∆µw, and the Rabi frequency is
Ωµw/(2pi) ∼ 0.1− 20 MHz. We denote the state with all
Rydberg atoms in the s-level as the ‘vacuum’ |0〉 of the
many-body system, while a Rydberg atom at site i ex-
cited in a p-level is described as a bosonic particle b†i |0〉.
Since each Rydberg atom can only be excited once to
the p-level, we obtain naturally the hard-core constraint.
The resonant dipolar interaction occuring between the s-
and p-levels of two Rydberg atoms at site i and j gives
rise to hopping of these particles [28], as illustrated in
Fig. 1B. We use this to engineer the hopping matrix Jij .
At the end of the experiment, we de-excite atoms in the
Rydberg s-level to the electronic ground state and detect
them by fluorescence imaging, while an atom in the Ry-
dberg p-level is lost from the structure. The detection
errors are at the few percent level [33]. For each exper-
imental run, we thus obtain the occupancy of each site,
which is then averaged by repeating the experiment every
∼ 0.3 s.
In order to implement the sub-lattice symmetry, we
use the angular dependence of the dipolar coupling Jij =
d2(3 cos2 θij − 1)/R3ij with d the transition dipole mo-
ment between the two Rydberg levels. The hopping de-
pends on the separation Rij , as well as the angle θij
with respect to the quantization axis defined by the mag-
netic field Bz ' 50 G. In Fig. 1A, we show the mea-
sured angular dependence, vanishing at the ‘magic an-
gle’ θm = arccos(1/
√
3) ≈ 54.7◦, which allows us to sup-
press the hopping along this direction. By arranging the
atoms in two sub-chains aligned along the magic angle,
we thus satisfy the sub-lattice symmetry. The measured
nearest neighbor couplings are J/h = 2.42(2) MHz and
J ′/h = −0.92(2) MHz, in full agreement with numerical
determination of the pair potential [38]. The dipolar in-
teraction also gives rise to longer range hopping on the
order of ∼ 0.2 MHz to third neighbors, which do not
qualitatively change the properties of our system but are
fully taken into account for quantitative comparison be-
tween theory and experiment.
SINGLE-PARTICLE SPECTRUM
As a benchmark of our system, we first study the
properties of a single particle in the chain. The single-
particle spectrum is probed by microwave spectroscopy
(Fig. 2A). Initializing the vacuum state |0〉 with all Ryd-
berg atoms in the s-level, a weak microwave probe with a
Rabi frequency Ωµw/(2pi) = 0.2 MHz applied for a time
t = 0.75µs can lead to the coherent creation of a parti-
cle only if an eigenstate energy matches the microwave
detuning ∆µw and if this state is coupled to |0〉 by the
microwave field. We show in Fig. 2B the site-resolved
probability to find a particle on a given site for the two
different chain configurations. In both cases, we observe
a clear signal for ~∆µw < |J ′| − |J | from lower band
modes delocalized along the chain. States in the upper
band are not observed as the microwave coupling from
|0〉 to these states is very small. Only in the topological
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Figure 2. Single particle properties. (A) Single-particle spectrum for the trivial and the topological configuration probed
by microwave spectroscopy. Right: selection of single-particle wavefunctions. (B) Experimental site-resolved spectra showing
the averaged occupancy of each site as a function of ∆µw. The lower band bulk states are always observed, whereas the
upper band is not visible due to a suppressed coupling to the microwave probe. Edge states at zero energy appear only for
the topological configuration. The white dashed lines indicate the calculated gap. (C) Spatial distribution of the edge states,
observed (red bars) and calculated (black crosses), showing an exponential localization on the edges. The dashed line indicates
the 2 % noise level caused by preparation and detection errors. (D) Particle transfer between the two edges: a particle on the
left edge is essentially a superposition of the symmetric and anti-symmetric zero-energy modes, split in energy by Ehyb due to
the hybridization for finite chains. (E) Observation of the transfer for chains of N = 4, 6 and 8 sites after injecting a particle
on the leftmost site. (F) From the transfer frequency, we obtain the hybridization energy Ehyb (red disks) and compare it to
calculations keeping only nearest neighbor hoppings (dashed line) and including the full dipolar interaction (solid line).
configuration do we observe an additional signal localized
at the boundaries around zero energy, corresponding to
the two edge modes. The finite width of the signal is
due to microwave power broadening [33]. In Fig. 2C, we
quantitatively show the localization of edge modes at the
boundary by post-selecting experimental runs where at
most one particle was created. We observe that the par-
ticle populates significantly only the leftmost and right-
most sites, and their second neighbors, as expected from
the sub-lattice symmetry (edge states have support on
one of the two sub-chains only) and in a good agreement
with a parameter-free calculation (black crosses).
For any finite chain, the left and right edge modes hy-
bridize to form symmetric and anti-symmetric states with
an energy difference Ehyb ∝ J ′|J ′/J |N , which breaks the
degeneracy of the edge modes but decreases exponen-
tially with the chain length N . While this remains negli-
gible compared to our experimental time scale for a long
chain of 14 sites (Ehyb ' h× 20 kHz), the hybridization
is observable for smaller chains. Notably, it gives rise to
a coherent transfer of a particle between the two bound-
aries without involving the bulk modes, as sketched in
Fig. 2D. To observe this, we prepare a particle on the left-
most site using a combination of an addressing beam and
microwaves sweeps [39], and then let the system evolve
freely. We show in Fig. 2E the experimental results for
three chains of 4, 6 and 8 sites. The energy Ehyb is
determined from the frequency of transfer and exhibits
the expected exponential scaling, see Fig. 2F, in excellent
agreement with theoretical calculations including the full
hopping matrix Jij .
MANY-BODY GROUND STATE
We now turn to the study of the many-body system. In
Fig. 3B-C, we show the full energy spectrum in the trivial
and topological configurations, calculated using exact di-
agonalization, and ordered by increasing number of par-
ticles. In the trivial case, there is a single ground state
at half-filling. In contrast, the topological configuration
exhibits four degenerate ground states corresponding to
the bulk half-filled, and which are characterized by addi-
tional or missing particles mainly residing at the edges.
In order to prepare the ground state, we perform a mi-
crowave adiabatic sweep, shown in Fig. 3A, where the
final detuning ∆f plays the role of a chemical potential
tuning the number of particles loaded in the chain. From
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Figure 3. Preparing the many-body phase at half-filling. (A) Microwave sweep with time-varying Rabi frequency
Ωµw and detuning ∆µw; the latter ends at ∆f . (B,C) Energy spectrum of the many-body system in the trivial (top) and
the topological (bottom) configuration for different particle numbers. The trivial chain exhibits a single gapped ground state
with 7 particles, while the topological configuration exhibits a four-fold degeneracy involving 6, 7 (two-fold degenerate), and
8 particles. Starting from the empty chain, the microwave adiabatic sweep loads hard-core bosons in the lattice and prepares
the lowest energy states. (D,E) We measure the occupancy of bulk (blue) and edge sites (green and brown) as a function of
the final detuning ∆f . For a sweep ending in the single-particle gap (dashed lines), the bulk of the chain is half-filled. Bosons
are loaded in the edge sites of the topological configuration when ∆f > 0. The error bars represent the standard errors of the
mean (s.e.m).
a theoretical analysis simulating the full time-evolution,
we expect that our ramping procedure ending at a final
detuning |~∆f | < |J | − |J ′| prepares the ground state
with high fidelity [33].
We present in Fig. 3D-E the dependence of the local
density of particles on ∆f : the bulk sites occupancy (blue
curves) exhibits a characteristic plateau at half-filling
within the single particle gap. Especially, the fluctua-
tions of the number of particles in the bulk are strongly
reduced with a probability of 48 % to find exactly 6 parti-
cles on the 12 bulk sites (mainly decreased from 100 % by
detection errors [33]). While the local bulk properties are
independent of the topology of the setup, the situation is
drastically different for the edge occupancy: in the triv-
ial configuration, the edge sites behave as the bulk sites,
whereas for the topological chain the boundaries remain
depleted for ∆f < 0 and exhibit a sharp transition to full
occupancy for ∆f > 0. This behavior is consistent with
the expected ground state degeneracy.
We gain more insight about the many-body state by
analyzing the correlations between particles, that we can
measure as our detection scheme provides the full site-
resolved particle distribution. In the strongly dimer-
ized regime |J |  |J ′|, we expect the ∼ N/2 particles
in the bulk to be highly correlated as they can mini-
mize their energy by each delocalizing on a dimer (two
sites connected by a strong link J). The picture re-
mains valid even in our regime where |J | ' 2.6|J ′|.
We measure a large and negative density-density cor-
relation Cz(2i, 2i + 1) = 〈Z2iZ2i+1〉 ' −0.67(1) with
Zi = 1 − 2b†i bi, corresponding to a suppressed probabil-
ity to find two particles on the same dimer. We also
access the off-diagonal correlations, Cx(i, j) = 〈XiXj〉
with Xi = bi + b
†
i measuring the coherence between two
sites i and j, by applying a strong microwave pulse be-
fore the detection which rotates the local measurement
basis around the Bloch sphere. We obtain Cx(2i, 2i+1) '
+0.48(2) indicating that a particle is coherently and sym-
metrically delocalized on two sites forming a dimer. Fur-
thermore, our detection scheme allows us to determine
string order parameters, which have emerged as an indi-
cator of topological states [40, 41]:
Czstring = −
〈
Z2 e
ipi2
∑N−2
k=3 Zk ZN−1
〉
(3)
and in analogy for Cxstring. Indeed, we measure a fi-
nite string order in the topological phase with Czstring =
0.11(2) and Cxstring = 0.05(2), while in the trivial phase
they are consistent with zero, e.g., Czstring = −0.02(3). All
measured correlators are in good agreement with simu-
lations [33].
We now demonstrate the degeneracy of the many-body
ground state in the topological phase and the bulk exci-
tation gap. We first prepare the many-body ground state
with the bulk at half-filling but empty edge states by an
adiabatic sweep ending at ∆f/(2pi) = −1 MHz. We then
apply a weak microwave probe at various detunings ∆µw
(see Fig. 4A) and observe when particles are created or
annihilated in order to probe the excitation spectrum of
the many-body ground state. Figure 4B-C shows the
three expected and measured transitions: (i) a particle
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Figure 4. Probing the SPT phase degeneracy and bulk excitation gap. (A) A microwave sweep ending at ∆f/(2pi) =
−1 MHz first prepares the many-body ground state with 6 particles, and we then apply for 2µs a microwave probe with a Rabi
frequency Ωµw/(2pi) = 0.3 MHz and a variable detuning ∆µw. (B) Zoom on the bottom of the energy spectrum of a chain in
the topological configuration. Starting from the ground state with 6 particles (solid disk), we can (i) reach one of the other
degenerate ground states by adding a particle at the edge for zero energy cost. In addition, we can probe the bulk excitation
gap by (ii) adding a particle to, or (iii) removing a particle from, the bulk. (C) Measured occupancy of bulk (blue) and edge
sites (green and brown) showing the three expected transitions. Error bars are s.e.m.
is added at zero energy at the edge, and we reach an-
other of the four degenerate ground states, (ii) particles
are added to the bulk, which requires at least the bulk
gap in energy, while (iii) particles are removed from the
bulk, which appears as a dip at negative detuning.
PROBING THE PROTECTING SYMMETRY
We finally probe the robustness of the four-fold ground
state degeneracy to small perturbations, which respect
the protecting symmetry SB. To do so, we distort the
chain on one side by moving the rightmost site out of
the sub-lattice B, see Fig. 5A. As the edge site and its
second neighbor are not at the ‘magic angle’ anymore,
this creates a coupling J ′′/h ' 0.26 MHz between them.
This perturbation breaks the chiral symmetry protect-
ing the fermionic SSH model, and correspondingly leads
to a splitting of the single-particle edge modes. How-
ever, such a perturbation commutes with the symme-
try SB and therefore should not break the many-body
ground state degeneracy. To check these expectations, we
first repeat the spectroscopic measurement in the single-
particle regime (applying the microwave probe on an
empty chain, as shown in Fig.2A), and observe a splitting
of the edge modes, see Fig. 5B. In contrast, the spectro-
scopic measurement for the bosonic many-body ground
state (applying the probe after the adiabatic prepara-
tion reaching half-filling of the bulk, as done in Fig. 4)
indeed reveals a degenerate ground state, see Fig. 5C.
In [33], we checked that when we prepare the ground
state with a half-filled bulk, i.e., when ∆f lies in the re-
gion |~∆f | < |J | − |J ′|, the spectroscopic measurement
reveals a symmetry protected ground state degeneracy.
The above experiment illustrates that, in contrast to a
non-interacting SPT phase, the robustness of the bosonic
many-body ground state at half-filling cannot be under-
stood at the single-particle level. To gain an intuition for
the differences between the SPT phase of non-interacting
fermions and of hard-core bosons, we use the following
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Figure 5. Perturbation and robustness of the bosonic
topological phase. (A) The rightmost site is shifted up-
wards to give a finite hopping amplitude J ′′ to the second
neighbor. (B,C) Probability to find a particle in the left
(green) and right (brown) edge sites when scanning the de-
tuning ∆µw of the microwave probe. The experiment is per-
formed either on (B) an initially empty chain to observe the
energy difference between the two single-particle edge modes
caused by the perturbation J ′′ or (C) on the many-body
ground state with a half-filled bulk (6 particles in a 14-site
chain) to observe the protection of the ground state degener-
acy. Solid lines are Gaussian fits from which we extract an
energy difference of 0.21(1) MHz in (B) and 0.03(2) MHz in
(C).
simple picture. Considering only the three rightmost
sites (the edge and a dimer), and taking the perturba-
tive limit (J  J ′, J ′′), we first obtain the energy of
having no particle on the edge site and one delocalized
on the dimer: −J − (J ′ + J ′′)2/ (2J) (the second term is
an energy correction due to virtual hopping of the par-
ticle from the bulk to the edge). On the contrary, when
there is one particle on the dimer and one on the edge, we
obtain −J − (J ′ ± J ′′)2/ (2J) with an energy correction
now depending on the particle quantum statistics (+ sign
for bosons, − for fermions, due to commutation rules).
More details can be found in S3.3 of [33]. This simplified
model captures why the fermionic degeneracy is broken
7by the J ′′ term, while this is not the case for hard-core
bosons.
DISCUSSION AND OUTLOOK
In this work, we prepared quantum many-body states
in two topologically different phases, and observed four
characteristic signatures of a SPT phase for interacting
bosons in one-dimension: (i) a ground state degeneracy
characterized by zero-energy edge states, (ii) an excita-
tion gap in the bulk, (iii) a non-vanishing string order,
and (iv) a robustness of these properties against pertur-
bations respecting the protecting symmetry SB.
Furthermore, we point out that the symmetry protect-
ing our SPT phase defines the symmetry group U(1)×ZT2 ,
which can also protect the Haldane phase of an anti-
ferromagnetic spin-1 chain [24]. We show numerically
in [33] that our quantum many-body ground state is in
the same SPT phase as the celebrated Haldane state, as
they can be smoothly connected by adding hopping terms
with complex amplitudes as well as additional Ising type
interactions Vij ∝ ZiZj , both terms respecting SB.
Our work demonstrates that Rydberg platforms, which
combine flexible geometries and a natural access to the
strongly correlated regime via the hard-core constraint,
are capable to explore unconventional quantum many-
body states of matter. Combining ideas for obtaining
topological band structures in higher dimensions [42], it
opens the prospect for the realization of long-range en-
tangled states such as fractional Chern insulators with
anyonic excitations.
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In this supplement, we first describe our experimen-
tal methods and compare the measurements with sim-
ulations (S1). We then give a more complete theoret-
ical analysis of the SSH model, comparing the case of
fermions (S2) to hard-core bosons (S3), and finally con-
necting the topological phase of the bosonic SSH chain
to the Haldane phase (S4).
S1. EXPERIMENTAL METHODS AND
COMPARISON TO SIMULATIONS
We compare the experimental results discussed in the
main text with simulations with no adjustable param-
eters. For better comparison between experiment and
theory, the simulations take into account experimentally
estimated preparation and detection errors.
S1.1. Preparation and detection errors
Our experimental sequence, sketched in Fig. S1,
starts with the preparation of an array of 87Rb
atoms, each trapped in an individual tweezers, us-
ing the atom-by-atom assembly technique [1]. The
atoms are then transferred from the electronic ground-
state level |5S1/2, F = 2,mF = 2〉 to the Rydberg s-level
|60S1/2,mJ = 1/2〉 using a two-photon STIRAP (STIm-
ulated Raman Adiabatic Passage) pulse [2–5], detailed
in Ref. [6], pp. 140–147. There is a finite preparation
error, measured to be η = 5 − 7 %, that an atom is not
transferred to the Rydberg level. This gives rise to lat-
tice defects, that are taken into account in the numerical
simulations by averaging over typically ∼ 1000 lattice
realizations.
For read-out, we de-excite the atoms in the 60S1/2
level to the electronic ground state by shining during
0.3µs a 475 nm beam resonant with the short-lived 5P1/2
state. Atoms in the 60P1/2 state are not affected by this
pulse. Then, the de-excited atoms are recaptured in the
tweezers with a probability 1− ε, while atoms left in the
Rydberg manifold are lost with a probability 1 − ε′ [7].
We estimate experimentally that the detection errors are
ε = 0.05(1) and ε′ = 0.05(1). In the simulations, they
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Figure S1. Typical experimental sequence. After assembling
atom-by-atom a chain of ground state atoms, we transfer
them to the Rydberg 60S1/2 level with a two-photon STIRAP
pulse lasting 2µs. We then perform an experiment in the
Rydberg manifold (e.g., microwave spectroscopy, sweep...),
which is ended by a 0.3µs read-out pulse depumping atoms in
the 60S1/2 state back to the electronic ground states. These
atoms are recaptured by the tweezers and detected in the flu-
orescence image, while atoms in the 60P1/2 state are lost.
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Figure S2. Comparison of the measured single-particle spec-
tra (disks), taken from Fig. 2B of the main text, with theory
(lines). The spectra show the probability to find a particle
on the left or right site of the SSH chain, as well as the site-
averaged probability to find a particle in the bulk as a function
of the microwave detuning ∆µw. The dashed lines symbolize
the band gap. The measured and calculated spectra match
for the trivial configuration (A) as well as for the topologi-
cal configuration (B). Error bars (s.e.m) are smaller than the
symbol size.
are taken into account by a Monte Carlo sampling of the
numerical results.
S1.2. Single-particle spectra
We first reproduce numerically the microwave spec-
troscopy experiment starting from an empty chain, prob-
ing the single-particle spectrum of a trivial and topo-
logical chain. For the simulation, the Hamiltonian con-
sists of the bosonic SSH model [see Eq. (1) of the main
text] and the interaction with the microwave probe with
Rabi frequency Ωµw/2pi = 0.2 MHz, which we treat in
the rotating wave approximation. We use a Krylov sub-
space method to compute the time evolution of the sys-
tem. After an evolution time of 0.75µs, we calculate the
probability to find a particle on a given lattice site, see
Fig. S2. The simulation, without any adjustable param-
eters, reproduces very well the experimental data shown
in Fig. 2B of the main text, including the positions and
widths (due to microwave power broadening) of the spec-
troscopic features.
S1.3. Hybridization of edge modes
As discussed in the main text, the energy of the sym-
metric and antisymmetric edge modes differs by the hy-
bridization energy Ehyb. Here, we give details on Fig.
2F of the main text, which illustrates the scaling of the
hybridization energy with the system size, and compare
Fig. 2E of the main text with theory.
We obtain the hybridization energy by diagonalizing
the coupling matrix Jij for different chain lengths up to
N = 100 sites, see Fig. S3A. After initially decreasing
exponentially, Ehyb scales algebraically with the chain
length, as the direct coupling J1,N ∝ 1/N4 between the
edges dominates over the higher-order coupling via near-
est neighbor interactions Ji,i+1. The 1/N4 scaling is a
combination of the 1/R3-dependence of the dipolar in-
teraction and the pair of edge sites getting closer to the
‘magic angle’. Note that the transition to the algebraic
regime happens for significantly longer chains than stud-
ied experimentally.
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Figure S3. (A) Theoretical scaling of the hybridization energy
Ehyb. The red curve is an exponential fit for short chain
lengths. For longer chains, the hybridization energy scales
algebraically as 1/N4 (blue curve). The region surrounded
by gray lines corresponds to the range of chain lengths shown
in Fig. 2F of the main text. (B) Measured and (C) simulated
time evolution of the probability to find a particle on the left
or right edge or in the bulk after creating a localized particle
on the left edge of a topological chain of 6 sites.
As discussed in the main text, the hybridization energy
is determined experimentally by measuring the frequency
of the particle transfer between the two edges. For this, a
localized particle is created on the left edge using a com-
bination of an addressing beam and microwave sweeps
(see Ref. [6], p.155), with an efficiency of ∼ 94 %. We
then observe the dynamics of this particle. Figure S3B,C
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Figure S4. Number of particles in the ground state of the triv-
ial (A) and topological (B) SSH chain of 10 sites in presence
of a microwave drive of Rabi frequency Ωµw and detuning
∆µw [see Eq. (S1)]. The colormap indicates the gap between
the ground state and the first excited state. (C,D) Measured
(disks) and simulated (lines) occupancy of the bulk and edge
sites after a microwave sweep, represented as a gray dashed
line in (A,B), ending at a varying detuning ∆f .
compares measurements, taken from Fig. 2E of the main
text, with a simulation for a chain of 6 atoms. The dom-
inant oscillation frequency, which gives the hybridization
energy, agrees well between theory and experiment. The
high-frequency oscillations which are visible in the simu-
lation average out in the experiment due to shot-to shot
fluctuations of atomic positions as well as motions of
atoms, causing varying hopping strengths. The transfer
probability is smaller than one because of lattice defects,
coming from the imperfect preparation in the Rydberg
state.
S1.4. Preparation of the many-body ground state
The experiments conducted in the many-body regime
rely on the preparation of the ground state of the bosonic
SSH model with a microwave sweep. In presence of a mi-
crowave drive of Rabi frequency Ωµw and detuning ∆µw,
the Hamiltonian reads:
H = HSSH +
~Ωµw
2
∑
i
[
b†i + bi
]
− ~∆µw
∑
i
b†i bi , (S1)
where HSSH is given by Eq. (1) of the main text.
Figure S4A-B shows the results of a numerical calcu-
lation of the number of particles in the ground state of
Eq. (S1) as a function of the microwave parameters, for
a chain of N = 10 sites in the trivial and topological
configurations. The detuning ∆µw acts as a chemical po-
tential: for large negative (positive) values, the chain is
completely empty (filled), while there is a finite region
for a detuning around 0 where the bulk of the chain is
half-filled. The SPT ground state degeneracy of the topo-
logical chain is seen as a jump of the number of particles
from N/2−1 to N/2+1 at ∆µw = 0 and Ωµw = 0, corre-
sponding to the loading of particles in the two edge states.
At ∆µw/(2pi) Ä ±2 MHz the number of particles also
exhibits a step-like behavior. These latter two regions
would correspond to a metallic phase in the fermionic
SSH model, when the chemical potential lies in the lower
or upper band of single-particle eigenstates.
In Fig. 3 of the main text, we used a microwave sweep
ending at varying detuning ∆f to observe the features
described above. Figure S4C-D compares the experimen-
tal results to numerical simulations taking into account
preparation and detection errors, showing an excellent
agreement. The small jump of the bulk density around
∆f = 0, even in the trivial configuration, is caused by
preparation errors creating lattice defects: such a defect
gives rise to two chains, one of which starts with a weak
link, and thus supports a zero-energy edge-state which
gets populated when ∆f becomes positive. The step-like
behavior of the number of particles seen in the calcula-
tions at Ωµw = 0 around ∆f/(2pi) Ä ±2 MHz is not ob-
served experimentally, due to the vanishing gap between
the final ground state and the first excited state.
In contrast, in the half-filled region, we observe a finite
gap and the system corresponds to an insulator. In the
topological configuration, the gap closing at ∆µw = 0
is due to the ground state degeneracy caused by zero-
energy edge states. Additionally, we remark the existence
of a path in the parameter space (Ωµw,∆µw) connecting
the empty chain to the half-filled state, where the gap
never closes (even in the limit of an infinite number of
particles), see the dashed line in Fig. S4B. This enables
the adiabatic preparation of the many-body ground state
at half-filling with empty edges (using a sweep ending at
∆f/(2pi) Ä −1 MHz) or filled edges (∆f/(2pi) Ä 1 MHz),
which we demonstrate.
To do so, we calculate the fidelity of the ground state
preparation by simulating the time evolution of the sys-
tem under the adiabatic sweep ending at ∆f/(2pi) =
1 MHz, shown in Fig. S5A. Panel B shows how the over-
lap with the targeted many-body ground state develops
during the sweep, reaching its final value 0.963 (neglect-
ing preparation and detection errors). In addition, the
figure reveals how the number of particles in the system
evolves. When including the experimental errors, the
simulation is in very good agreement with the data, see
Fig.S5C.
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Figure S5. (A) Microwave sweep ending at ∆f/2pi = +1 MHz,
used to prepare the ground state of the topological setup with
filled edge states (here, for a chain of 10 sites). (B) Numeri-
cally calculated evolution of the number of excitations during
the sweep, neglecting preparation and detection errors. The
probability Pn for finding n excitations within the system is
depicted. As expected, there is mainly 6 particles at the end
of the sweep. The dashed curve shows the overlap with the
target state with a final value of 0.965. (C) Evolution of the
number of excitations, measured experimentally (disks) and
calculated (lines) including preparation and detection errors
ε = 0.06 and ε′ = 0.07, slightly higher for this dataset.
S1.5. Correlations and string orders
In the main text, we measured the correlations Cz,x
and string order parameters Cz,xstring of the many-body
ground state. They were obtained for two observables
Zi = 1 − 2b†i bi and Xi = bi + b†i . Here, we first explain
how we measured them and then compare the measured
Cz,x and Cz,xstring to numerical simulations.
Figure S6A shows how we perform the experiments.
After a microwave sweep preparing the half-filled ground
state, we apply a strong microwave pulse that rotates the
measurement basis along the X−Z plane, as represented
in the Bloch sphere picture in Fig. S6B. We choose a large
Rabi frequency Ωµw/(2pi) = 14 MHz, much larger than
the interaction energies, to minimize their effects dur-
ing the rotation. The measured correlations between two
sites forming a dimer (connected by a strong link J) is
shown in Fig. S6C as a function of the pulse area. A
pulse lasting τ Ä 17 ns rotates the measurement basis
from Z to X. For completeness, we show the full correla-
tion maps in Fig. S6D-E. As expected (see the discussion
in the main text), we recognize strong correlations for
two sites connected by a strong link, both for the Z and
X observables. Let us note that we observe inter-dimer
correlations that are stronger when measuring along the
X axis, which is also predicted in numerical calculations.
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Figure S6. (A) A microwave sweep first prepares the half-
filled ground state of a topological chain of 14 sites. Before
shining the read-out pulse, we apply a strong microwave field
Ωµw/(2pi) Ä 14 MHz during a time τ to rotate the measure-
ment basis, as shown in the Bloch sphere representation (B).
(C) Measured intra-dimer correlator as a function of the pulse
area Ωµwτ . (D,E) Full correlation maps for two sites i and j
in the chain obtained when measuring the Z (D, Ωµwτ = 0)
and X (E, Ωµwτ = pi/2) observables.
Cz Cx Czstring C
x
string
Th. (no errors) -0.96 0.98 0.78 0.88
Full simulation -0.69(1) 0.68(2) 0.11(2) 0.10(2)
Experiments -0.67(1) 0.48(2) 0.11(2) 0.05(2)
Table S1. Theoretical predictions (with and without experi-
mental imperfections) and experimental measurements of the
intra-dimer correlators Cz and Cx, as well as of the string
order parameters Czstring and Cxstring.
Table S1 compares the measured correlators to numer-
ical simulations. The agreement is excellent for measure-
ments along the Z axis, whereas Cx and Cxstring are below
the predicted values, suggesting that the rotation of the
measurement basis suffers from experimental imperfec-
tions.
5S1.6. Probing the robustness against perturbations
We present experimental data and numerical simula-
tions completing the study shown in Fig. 5 of the main
text, where we break the chiral symmetry by engineering
a perturbation introducing a coupling J ′′ between the
rightmost site and its second neighbor. Following a mi-
crowave sweep ending at a given detuning ∆f , we perform
a spectroscopy of the many-body state corresponding to
this final detuning. We extract an energy difference |∆E|
by fitting with Gaussian functions the measured occu-
pancies of the left and right edge sites. Fig. S7A shows
|∆E| as a function of ∆f for two datasets. The blue
dashed line (single particle spectroscopy) and the point
at ∆f/(2pi) = −1 MHz corresponds to the two measure-
ments presented in Fig. 5 of the main text. The red
points correspond to a second dataset for which we var-
ied ∆f . For ∆f largely negative (positive), we prepare
an empty (filled) chain and the spectroscopy experiment
probes the single-particle eigenmodes, whose degeneracy
is broken by the J ′′ perturbation. In turn, for ∆f in
the half-filled region (see Fig. S4D), the energy differ-
ence is much smaller as the ground state degeneracy is
protected by the unbroken symmetry SB. For intermedi-
ate values of ∆f (gray regions), the many-body state is
gapless, which precludes an adiabatic preparation, and
we observe a smooth transition between the two regions
(empty/full or half-filled chains).
The larger energy difference observed in the red dataset
is most likely caused by an electric field gradient creat-
ing an energy difference of ∼ 30 − 40 kHz between the
leftmost and righmost site due to the Stark effect. This
gradient was carefully compensated for the other dataset
(blue point), however, even in this case, there is a slight
measured energy offset |∆E|/h = 0.03(2) MHz. We ex-
plain it by a different van der Waals (vdW) interaction
of the leftmost and rightmost Rydberg atoms with their
neighbors when displacing the rightmost site to engineer
the J ′′ term. Including vdW terms in the simulation, we
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Figure S7. Energy difference ∆E between the left and right
edge states extracted from a spectroscopy experiment per-
formed after a microwave sweep ending at a detuning ∆f . (A)
Experimental values for two datasets. Blue: data presented
in the main text, the dashed line corresponding to the single-
particle spectroscopy performed on an empty chain. Red: ad-
ditional data where we vary ∆f . (B) Numerical simulations
including (yellow) or excluding (blue) van der Waals terms.
indeed obtain an energy difference larger by ∼ 0.02 MHz
as shown in Fig. S7B.
S2. SSH CHAIN WITH FERMIONS
S2.1. Many-body Hamiltonian
The SSH model is a paradigmatic example for a
symmetry-protected topological phase (SPT) of non-
interacting fermions. It is conveniently described in a
setup with open boundary conditions and an even num-
ber of lattice sites N ; the Hamiltonian reads
HF = −J ′
L∑
i=1
c†2i−1c2i − J
L−1∑
i=1
c†2ic2i+1 + h.c. (S2)
with L = N/2 the number of unit cells and the fermionic
creation and annihilation operators c†i and ci. The Hamil-
tonian exhibits two important symmetries which are rel-
evant for the existence of an SPT: particle number con-
servation and the chiral (sublattice) symmetry. Parti-
cle number conservation—an intrinsic symmetry for non-
interacting fermionic systems—is described by a unitary
representation of U(1): Rφ = eiφ
∑
i
c†
i
ci with [Rφ, HF] =
0 for all φ ∈ [0, 2pi). The chiral symmetry is an an-
tiunitary representation of the group Z2 = {1, S} with
[S, HF] = 0 and S2 = 1 given by
S =
L∏
i=1
(c†2i−1 − c2i−1)(c†2i + c2i) ◦K (S3)
where K denotes complex conjugation. It is the latter
symmetry that protects the topological phase for non-
interacting fermions.
S2.2. Single-particle picture
The Hamiltonian in Eq. (S2) is quadratic in fermion
modes and therefore can be conveniently expressed as
HF = Ψ†HˆΨ (S4)
with pseudo-spinor Ψ = (c1, c2, . . . , cN )T and the N ×N
matrix Hˆ. The matrix Hˆ can be diagonalized by a uni-
tary transformation U so that Ψ˜ = UΨ defines new
fermionic modes which describe the single-particle eigen-
modes of the Hamiltonian HF. The ground state(s) |Ω〉
of the many-body theory are then given by the state(s)
where all eigenmodes in Ψ˜ with negative eigenenergy
are occupied, i.e., |Ω〉 describes the Fermi sea of the
filled lower band. In particular, all properties of the
many-body ground state(s)—such as the existence of
edge modes and the stability of ground state degen-
eracies against non-interacting perturbations—derive di-
rectly from the single-particle spectrum.
6The next task is to derive the constraints on the ma-
trix Hˆ imposed by the symmetries S and Rφ. First,
particle number conservation Rφ does not restrict Hˆ in
any way as the parametrization (S4) satisfies this sym-
metry per construction. Second, the chiral symmetry S
and the condition SHFS−1 != HF imposes the non-trivial
constraint
SHˆS−1 = USHˆU†S = −Hˆ (S5)
on the single-particle Hamiltonian Hˆ, with S = US and
the unitary
US = 1L×L ⊗
(
1 0
0 −1
)
. (S6)
Note that S is an antiunitary operator on the Fock space
but S is realized as unitary operation on the single-
particle Hamiltonian Hˆ. However, S is not an ordinary
symmetry of Hˆ as it anticommutes with the matrix Hˆ.
This matrix constraint is one of the three “generic
symmetries” that give rise to the classification of free
fermion theories known as the 10-fold way [8]. (We re-
fer the reader to Ref. [9] for a pedagogical introduction.)
According to this classification, HF belongs to the class
AIII which features a Z topological index in one dimen-
sion. In the topological phase (|J ′| < |J |), this index is
non-zero so that the 10-fold way establishes the former
as SPT protected against non-interacting perturbations
that respect the chiral symmetry S.
S2.3. Many-body ground states
In the trivial phase with |J ′| > |J |, the ground state
describes an insulator at half filling (i.e., the lowest band
is completely filled) with single-particle excitation gap
|J ′| − |J |. The unique ground state takes a particularly
simple form at the special point J = 0 and J ′ > 0:
|Ω〉 =
L∏
i=1
(
c†2i−1 + c
†
2i√
2
)
|0〉 . (S7)
In the topological phase with |J ′| < |J |, the ground
state is still insulating with a single-particle gap |J | −
|J ′| in the bulk, but exhibits a four-fold ground state
degeneracy (up to exponentially small corrections) due
to the appearance of edge states at the boundary. This
can be easily understood at the special point J ′ = 0 and
J > 0 where the four ground states take the form
|Ωm,m¯〉 =
(
c†1
)m (
c†N
)m¯ L−1∏
i=1
(
c†2i + c
†
2i+1√
2
)
|0〉 ; (S8)
here, m, m¯ ∈ {0, 1} label the four ground states and de-
scribe the occupancy of the zero-energy edge modes c1
and cN . The two phases are separated by a gapless crit-
ical point at |J | = |J ′|.
S3. SSH CHAIN WITH HARD-CORE BOSONS
S3.1. Jordan-Wigner transformation of the SSH
chain
We are now interested in the bosonic counterpart of
the SSH Hamiltonian (S2). To this end, we apply the
Jordan-Wigner transformation ρJW which allows for an
exact mapping between fermions and hard-core bosons.
This mapping is based on the observation that on each
lattice site for both fermions and hard-core bosons only
two states are allowed: empty and occupied. Therefore
hard-core bosons can also be interpreted as spin- 12 de-
grees of freedom σ±i . However, the operators on different
sites anticommute for fermions and commute for bosons;
this difference is accounted for by a non-local mapping,
the Jordan-Wigner transformation
ρJW(cj) =
j−1∏
k=1
σzk ·σ+j , ρJW(c†j) =
j−1∏
k=1
σzk ·σ−j , (S9)
which implements anticommutation relations on different
sites, {ρJW(cj), ρJW(c†i )} = 0 for i Ó= j.
S3.1.1. Transformation of the SSH Hamiltonian
If we apply ρJW to the SSH Hamiltonian (S2), we find
the corresponding Hamiltonian HB ≡ ρJW(HF) for hard-
core bosons,
HB = −J ′
L∑
i=1
σ−2i−1σ
+
2i − J
L−1∑
i=1
σ−2iσ
+
2i+1 + h.c. (S10a)
= −
∑
i∈A,j∈B
Jij
[
b†i bj + b
†
jbi
]
, (S10b)
which is an alternating spin-exchange model (XY -
model). How this connects to isotropic spin chains (in
particular, the Haldane chain) is explained in Section S4.
Note that here open boundary conditions are crucial be-
cause the non-local Jordan-Wigner string makes ρJW(Hf )
a non-local bosonic Hamiltonian for periodic boundaries.
The Hamiltonian (S10) is the idealization of what is re-
alized in the experiment if the two Rydberg levels are
identified as the two spin states (and if long-range hop-
ping is ignored).
S3.1.2. Transformation of the symmetries
Just as the Hamiltonian, also its (many-body) sym-
metries can be translated with ρJW into symmetries of
the bosonic version. Since ρJW is an algebra isomor-
phism, commutation relations survive and the Jordan-
Wigner transformed operators are again symmetries of
7the Hamiltonian HB. Indeed, for particle number conser-
vation we find the representation of U(1)
ρJW(Rφ) = exp
[
iφ
∑
i
1− σzi
2
]
, (S11)
with [ρJW(Rφ), HB] = 0 for all φ ∈ [0, 2pi). Furthermore,
the chiral symmetry yields the antiunitary operator
SB ≡ ρJW(S) =
N∏
i
(bi + b†i )K (S12)
with [SB, HB] = 0. In the picture of hard-core bosons, the
operator SB converts particles into holes and vice versa.
Note that the Jordan-Wigner transformation removes the
signs in (S3) to end up with (S12).
S3.1.3. Transformation of the many-body ground states
If one identifies the fermionic Fock state vacuum |0〉
with |⇑〉 = ∏i |↑〉i, the Jordan-Wigner transformation
(S9) can be used to translate the eigenstates of HF into
the eigenstates of HB. In particular, the stable four-fold
ground state degeneracy of HF in the topological phase
(guaranteed by the 10-fold way, see Subsection S2.2) car-
ries over toHB as long as only nearest-neighbor hopping is
involved (c.f. Subsubsection S3.1.4). In this special case,
the Fermi sea picture describes the full spectrum of HB.
Especially, we find the ground states of HB at the two
perfectly dimerized points: In the topological phase with
J ′ = 0 and J > 0, the four ground states (S8) translate
to
|Ωσ,σ¯〉 = |σ〉1|σ¯〉N
L−1∏
i=1
(
σ−2i + σ−2i+1√
2
)
| ↑〉2i| ↑〉2i+1
(S13)
with σ, σ¯ ∈ {↑, ↓}. Similarly, in the trivial phase with
J ′ > 0 and J = 0 we obtain from (S7)
|Ω〉 =
L∏
i=1
(
σ−2i−1 + σ−2i√
2
)
| ↑〉2i−1| ↑〉2i . (S14)
S3.1.4. Transformation of perturbations
In the following, we use the simplest perturbation—
next-nearest neighbor single-particle hopping—to illus-
trate the consequences of the non-local Jordan-Wigner
transformation. In particular, we demonstrate the insuf-
ficiency of the 10-fold way for our application (c.f. Sub-
section S2.2) which, in turn, motivates the classification
of interacting SPT phases described in Subsection S3.2.
The hopping of a fermion between sites c1 and c3 of the
same sublattice is described as OF = c†1c3 +c†3c1, whereas
the hopping of a hard-core boson is described by OB =
b†1b3 +b
†
3b1. Using the Jordan-Wigner transformation, we
immediately find the corresponding perturbations in the
bosonic and fermionic model, respectively:
ρJW(OF) = (1− 2b†2b2) (b†1b3 + b†3b1) Ó= OB , (S15a)
ρ−1JW(OB) = (1− 2c†2c2) (c†1c3 + c†3c1) Ó= OF . (S15b)
In particular, ρ−1JW(OB) and ρJW(OF) describe a correlated
hopping of particles that can no longer be described by
a non-interacting theory.
Let us compare these two perturbations with respect
to the chiral symmetry S and its bosonic counterpart
SB. It is straightforward to verify that the perturba-
tion OB is symmetry-allowed in the bosonic model, i.e.,
[OB,SB] = 0. Since ρJW is an isomorphism, we can imme-
diately conclude that
[
ρ−1JW(OB),S
]
= 0 in the fermionic
model. However, ρ−1JW(OB) is an interaction term which
is not covered by the classification of non-interacting
fermions (the 10-fold way, see Subsection S2.2). In con-
trast, the fermionic next-nearest neighbor hopping OF
is symmetry-forbidden in the fermionic SSH chain, and
consequently we find [ρJW(OF), ρJW(S)] Ó= 0.
From this simple example, we can draw two important
conclusions: First, the fermionic perturbation OF vio-
lates the many-body chiral (sublattice) symmetry S as it
couples sites of the same sublattice. But it is quadratic
and can therefore be studied in the single-particle pic-
ture discussed in Subsection S2.2. If we add this per-
turbation to the Hamiltonian, HF + J ′′OF, the latter is
still described by a single-particle matrix Hˆ. This ma-
trix violates the sublattice symmetry (USHˆU†S Ó= −Hˆ)
and shifts the energy of the left edge mode away from
zero.
Second, the bosonic perturbation OB satisfies the sym-
metry SB. But at this point we cannot conclude that
this symmetry protects our topological phase. Notably,
we cannot rely on the classification of the 10-fold way
since OB corresponds to a non-quadratic perturbation of
the fermionic SSH chain. It is therefore a non-trivial but
important question whether the combination of particle
number conservation and the symmetry SB gives rise to
two distinct phases. This question is answered by the
classifications of bosonic interacting SPT phases in one
dimension [10–12]. We proceed with this analysis in Sub-
section S3.2.
S3.2. Bosonic interacting SPT phases in one
dimension
S3.2.1. General concept (Review)
Here we provide a brief review of the approach for
the classification of one-dimensional bosonic SPT phases.
For an in-depth discussion, we refer the reader to
Refs. [10–12].
Consider a one-dimensional, periodic system described
by a HamiltonianH built from local interactions that has
8a unique ground state |Ω〉 and a spectral gap ∆ > 0 above
the ground state energy E0. Then it can be shown [13–
16] that |Ω〉 is short-range entangled and can be written
as (or at least approximated by) a matrix-product state
(MPS),
|Ω〉 =
∑
{ik}
Tr
[
Ai1Ai2 . . . AiL
] |i1, i2, . . . , iL〉 . (S16)
Here, ik enumerates the local basis states in unit cell
k. For each i, Ai is a matrix of dimension D (called
bond dimension) so that the coefficient of the basis state
|i1, i2, . . . , iL〉 in |Ω〉 can be encoded as the trace of the
matrix product Ai1Ai2 . . . AiL . The important and non-
trivial point is that for ground states |Ω〉 of gapped one-
dimensional systems this is possible with constant bond
dimension D, i.e., D does not grow with the system size.
Since MPS are completely determined by their matrices
Ai, we will write |A〉 in the following.
Next, we focus on the Hamiltonian H which, in addi-
tion, has a symmetry group G with linear representation
ρ. Since [H, ρ(g)] = 0 for g ∈ G, and due to the unique-
ness of the ground state |Ω〉, it follows that the latter
is invariant under the action of the symmetry up to a
phase,
ρ(g) |Ω〉 = α(g) |Ω〉 with |α(g)| = 1 . (S17)
Then one can show the following [12, 17]: For a sym-
metry ρ(g) = pi(g) ⊗ pi(g) · · · ⊗ pi(g) that acts locally on
each physical site via unitary representations pi(g), and
an MPS |A〉 that is invariant under the action of ρ(g) up
to a phase, ρ(g) |A〉 = α(g) |A〉, the matrices Ai trans-
form as∑
i
[pi(g)]i′iAi = γ(g)V −1(g) ·Ai′ ·V (g) (S18)
where the · denote matrix products and γ(g) is a phase
(one-dimensional linear representation of G). Note that
this necessarily requires the invariance of the state under
ρ(g). If we recall that pi satisfies
pi(g1)pi(g2) = pi(g1g2) for g1, g2 ∈ G (S19)
as a linear representation of G, one can show that the
matrices V in (S18) satisfy almost the same relation
V (g1)V (g2) = χ(g1, g2)V (g1g2) for g1, g2 ∈ G (S20)
with |χ(g1, g2)| = 1. The function χ(g1, g2) is called (2-
)cocycle or factor system of the (projective) representa-
tion V (g); it is not arbitrary: Application of associativity,
(g1g2)g3 = g1(g2g3), yields the cocycle condition
χ(g1, g2)χ(g1g2, g3) = χ(g2, g3)χ(g1, g2g3) (S21)
which has to be satisfied in order to make (S20) well-
defined on the entire group G.
The reason for the “relaxed” multiplication law (S20)
is that in (S18) all phases χ(g1, g2) that violate the multi-
plication rules of the abstract group G drop out because
V (g) and V −1(g) always pair up. Matrices that satisfy
the relation (S20) realize a so called projective represen-
tation of the group G on the bond vector space CD; linear
representations are then special cases of projective rep-
resentations with χ(g1, g2) ≡ 1.
To proceed, recall the transformation law of MPS ma-
trices (S18):∑
i
[pi(g)]i′iAi = γ(g)V −1(g) ·Ai′ ·V (g) (S22a)
= γ(g) [f(g)V (g)]−1 ·Ai′ · [f(g)V (g)]
= γ(g) V˜ (g)−1 ·Ai′ · V˜ (g) . (S22b)
Here, we defined V˜ (g) ≡ f(g)V (g) with an arbitrary g-
dependent phase f(g), i.e., |f(g)| = 1 and f(g) ∈ C.
We can conclude that projective representations V and
V˜ that are related by a g-dependent phase f(g) are
completely equivalent on the level of an MPS. Now let
χ(g1, g2) be the cocycle of the representation V ; then we
find for the equivalent representation V˜
V˜ (g1)V˜ (g2) = χ˜(g1, g2) V˜ (g1g2) (S23)
with the new cocycle
χ˜(g1, g2) =
f(g1)f(g2)
f(g1g2)
χ(g1, g2) . (S24)
This defines an equivalence relation on the set of all co-
cycles [i.e., phase-valued functions of two group elements
that satisfy the cocycle condition (S21)]: Two cocycles
belong to the same equivalence class, write χ ∼ χ˜ or
[χ] = [χ˜], if and only if there exists a function f such
that (S24) holds. The set of all these equivalence classes
features an abelian group structure and is called second
cohomology group of G in U(1), writeH2(G,U(1)). Here,
the U(1) encodes the fact that the functions f are phases:
f(g) = eiω(g). The arguments above show that the ac-
tion of a linear representation ρ(g) on a symmetric MPS
is characterized not by a particular projective represen-
tation V (g) on its (virtual) bond space but by the coho-
mology class [χ] ∈ H2(G,U(1)) that its cocycle belongs
to.
It is important to realize that this concept of equiv-
alence allows for the comparison of projective represen-
tations V and V˜ even when they do not have the same
dimension D because the equivalence relation (S24) only
relies on their cocycles χ and χ˜. Then, the equivalence
χ ∼ χ˜ clearly does not imply that V (g) = f(g)V˜ (g). If we
keep this in mind, we can state a crucial (and non-trivial)
fact about matrix product states [10, 11]: Let HA and
HB be two one-dimensional, gapped Hamiltonians on a
common Hilbert space H with symmetry ρ(g) for g ∈ G
and unique ground states |A〉 and |B〉, respectively. The
latter are invariant under the action of ρ and can be writ-
ten as MPS with matrices Ai and Bi of bond dimensions
DA and DB . The action of the linear representation ρ(g)
on these states induces projective representations VA(g)
9and VB(g) on their bond spaces with cocycles χA and
χB .
Then there exists a path H(λ) of gapped, ρ-symmetric
Hamiltonians on H with H(0) = HA and H(1) = HB if
and only if χA ∼ χB, i.e., iff VA and VB are projective
representations that belong to the same cohomology class
[χA] = [χB ] ∈ H2(G,U(1)).
This implies that two symmetric states |A〉 and |B〉
belong to the same quantum phase if and only if their
corresponding cocycles (defined via their MPS repre-
sentation) are representatives of the same cohomology
class. This fact leads to the statement that the one-
dimensional symmetry-protected topological phases of
interacting spin systems with symmetry group G are in
one-to-one correspondence with elements of the second
cohomology group H2(G,U(1)) [10–12, 18, 19].
S3.2.2. Application to the bosonic SSH chain with
symmetry group U(1)× ZT2
Here we apply the abstract concepts of Subsubsec-
tion S3.2.1 to our bosonic SSH chain with the relevant
symmetry group U(1) × ZT2 . For simplicity, we work in
the spin language. Each unit cell k contains two sites
with spin σ2k−1 and σ2k so that there are 4 basis states
per unit cell. Then it is straightforward to represent the
ground states (S13) and (S14) at the two special points
(J ′ = 0 or J = 0) in terms of MPS (here for periodic
boundary conditions):
For the trivial state |B〉, we obtain the 1× 1 matrices
Bijαβ = σxij . Note that we introduced a double index ij
with i, j ∈ {↑, ↓} to describe the four basis states within
a unit cell. The bond dimension in the trivial state is
D = 1.
If we denote the topological state as |A〉, we obtain the
matrices
Aijαβ ≡
(
Aij
)
αβ
= δiασxjβ . (S25)
Here, the indices α, β ∈ {0, 1} label the components of
the matrix Aij and the bond dimension is D = 2.
The representation of the symmetry group U(1)× ZT2
is given by particle number conservation and the antiu-
nitary symmetry,
R(φ) = exp
[
iφ
∑
i
1− σzi
2
]
, SB =
∏
i
σxi ◦K . (S26)
Note: In the following we label with SB the representation
of the symmetry but write S ∈ ZT2 for the abstract group
element, i.e., ρ(S) = SB. Similarly, we write R(φ) for the
(global) representation of U(1) and Rφ ∈ U(1) for the
abstract group element.
On each unit cell k, the representations are
rk(φ) = eiφ e−i
φ
2 (σ
z
2k−1+σ
z
2k) , sk = σx2k−1σx2k ◦K .
(S27)
This is a projective representation as elements of U(1)
and ZT2 commute (this is implied by the direct product
“×” of groups) whereas skrk(φ) = e−2iφrk(φ)sk. How-
ever, this representation is equivalent to the linear (an-
tiunitary) representation of the group U(1)× ZT2
r˜k(φ) = f(Rφ) rk(φ) = e−i
φ
2 (σ
z
2k−1+σ
z
2k) , (S28a)
s˜k = f(S) sk = σx2k−1σx2k ◦K , (S28b)
with f(Rφ) = e−iφ and f(S) = 1.
Now we can calculate the action of r˜k(φ) and s˜k on
the matrices Aij and Bij of the MPS |A〉 and |B〉.
Note that both |A〉 and |B〉 are invariant under the
action of R˜(φ) =
∏
k r˜k(φ) and S˜B = SB so that we
can derive their projective representations on the vir-
tual bond indices. The question is whether the corre-
sponding cocycles belong to different cohomology classes
of H2(U(1)× ZT2 ,U(1)).
For the matrices of the topological state |A〉, the action
of r˜k(φ) yields
A˜i
′j′
αβ =
∑
ij
[
e−
φ
2 σ
z
]
i′,i
[
e−
φ
2 σ
z
]
j′,j
Aijαβ (S29a)
=
[
e
φ
2 (1−σˆz)Ai
′j′e−
φ
2 (1−σˆz)
]
αβ
. (S29b)
Hence we find the projective representation VA(Rφ) =
e−
φ
2 (1−σˆz) for Rφ ∈ U(1).
An analogous calculation yields the action of s˜k,
A˜i
′j′
αβ =
∑
ij
σxi′,iσ
x
j′,j
(
Aijαβ
)∗
(S30a)
=
[
σˆxAi
′j′ σˆx
]
αβ
. (S30b)
Thus we have VA(S) = σˆxK (the complex conjugation
K must be added for the correct evaluation of the pro-
jective representation [12]). It is now straightforward to
evaluate the corresponding cocycles χA(Rφ, Rθ) = 1 and
χA(S, S) = 1. However, χA(S,Rφ) and χA(Rφ, S) are
non-trivial. We are allowed to set χA(Rφ, S) = 1 and
obtain
VA(Rφ)VA(S) = e−i
φ
2 (1−σˆz)σˆxK = VA(RφS) (S31a)
VA(S)VA(Rφ) = σˆxK e−i
φ
2 (1−σˆz)
= χA(S,Rφ) ·VA(SRφ) (S31b)
with χA(S,Rφ) = eiφ as the only non-trivial value of the
cocycle.
If we follow the same procedure for the trivial state
|B〉 with matrices Bijαβ = σxij , it is clear that we end up
with the trivial representation,
VB(Rφ) = VB(S) = VB(SRφ) = VB(RφS) = 1 , (S32)
with the trivial cocycle χB(g1, g2) = 1 for all g1, g2 ∈
U(1)× ZT2 . Clearly |B〉 deserves the label “trivial”: it is
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a product state and its cohomology class is [χB ] = [1] ∈
H2(U(1)× ZT2 ,U(1)).
The crucial question is now whether [χA] Ó= [χB ]. Since
χB is trivial, the question is whether χA can be trivialized
with a phase factor f(g), i.e., whether
χA(g1, g2)
?= f(g1)f
σ(g1)(g2)
f(g1g2)
(S33)
for all g1, g2 ∈ U(1) × ZT2 . Here, σ(g) = +1(−1) if g
is represented by a unitary (antiunitary) operator (this
is a consequence of antiunitary representations and cap-
tured by twisted group cohomology [20, 21]); in particu-
lar, σ(Rφ) = +1 and σ(S) = −1.
One can show that this is impossible: First, note that
χA(Rφ, Rθ) = 1 = f(Rφ)f(Rθ)/f(Rφ+θ) implies that
f(Rφ) is a linear, one-dimensional representation of U(1),
i.e., it takes the form f(Rφ) = eikφ for k ∈ Z. If
we combine χA(Rφ, S) = 1 = f(Rφ)f(S)/f(RφS) and
χA(S,Rφ) = eiφ = f(S)f−1(Rφ)/f(SRφ) and use that
RφS = SRφ, we find eiφ = 1/f2(Rφ) = e−2ikφ; but this
cannot be satisfied for all φ ∈ [0, 2pi) with k ∈ Z.
We conclude that [1] Ó= [χA] ∈ H2(U(1) ×
ZT2 ,U(1)) and therefore |A〉 indeed is a topological phase,
symmetry-protected by U(1)×ZT2 ; in particular, |A〉 and
|B〉 cannot be connected by a smoothly varying Hamilto-
nian H(λ) that commutes with the symmetry operators
and remains gapped in the thermodynamic limit.
As a final remark, we stress that there are in total four
distinct cohomology classes of U(1)× ZT2 [19] and
H2(U(1)× ZT2 ,U(1)) = Z2 × Z2 . (S34)
That is, the symmetry group U(1)×ZT2 can protect two
additional topological phases that smoothly connect nei-
ther to |A〉 nor to |B〉 (these are related to antiunitary
representations that square to −1, i.e., V (S)2 = −1).
S3.3. Perturbative argument
Here we provide an intuitive argument based on per-
turbation theory that contrasts the fragility of the non-
interacting fermionic phase of HF with the robustness of
the interacting bosonic phase of HB in the presence of
next-nearest neighbor hopping (see also OF and OB in
Subsubsection S3.1.4).
We start from a perfectly dimerized system with J ′ = 0
and J > 0 and consider only the leftmost edge site and its
adjacent dimer. The Hamiltonian reads Hx = H0x+Hpertx
with H0x = −J(x†2x3 + x†3x2) and perturbation
Hpertx = −J ′(x†1x2 + x†2x1)− J ′′(x†1x3 + x†3x1) . (S35)
Here, x ∈ {c, b} where c denotes fermions and b hard-core
bosons. Note that the term proportional to J ′′ violates
the chiral symmetry S for x = c but respects the bosonic
symmetry SB for x = b. In both cases, the degenerate
ground states of H0x have energy −J and read
|Ωm〉 =
(
x†1
)m x†2 + x†3√
2
|0〉 (S36)
with m ∈ {0, 1}. If we consider |J ′|, |J ′′| ¹ J as small,
up to second-order degenerate perturbation theory yields
the following energy shift for m = 0
E
(2)
0 =
|〈0|x1Hpertx |Ω0〉|2
−J − 0 = −
1
2J (−J
′ − J ′′)2 . (S37)
This result is independent of the statistics. In contrast,
for the ground state with occupied edge mode (m = 1),
we find
E
(2)
1 =
|〈0|x3x2Hpertx |Ω1〉|2
−J − 0 = −
1
2J (−J
′± J ′′)2 (S38)
where the + (−) holds for x = c (x = b). The different
signs are a consequence of the different statistics of the
operators: for bosonic operators we find that both states
are shifted by the same energy, in agreement with the ro-
bust ground state degeneracy. In contrast, for fermionic
operators the two states acquire different energies, which
leads to a lifting of the ground state degeneracy. Note
that the result for fermions can alternatively be derived
from a perturbation of the single-particle Hamiltonian,
which then also implies a splitting of the edge modes in
the single-particle spectrum for bosons.
S4. CONNECTION TO THE HALDANE PHASE
Here we demonstrate that the topological phase of the
bosonic SSH chain is smoothly connected to the antifer-
romagnetic spin-1 Heisenberg model (AFHM) which is
known to be in the famous Haldane phase [22–24]. The
latter is an iconic, symmetry-protected topological phase,
protected by either the dihedral group D2 = Z2 × Z2 of
spin rotations or time-reversal symmetry ZT2 (which ex-
plains why our system is also protected by these symme-
tries).
The relation between alternating spin- 12 chains [such
as ours, see Eq. (S10)] and the Haldane phase has been
studied before [25–29]. To relate our model (S10) to an
alternating spin- 12 Heisenberg chain (which, in turn, con-
nects to an effective AFHM for J ′ > 0 and J < 0 [26]),
we introduce the family of Hamiltonians
Hδ = −J
′
2
L∑
i=1
(σx2i−1σx2i + σ
y
2i−1σ
y
2i + δ σz2i−1σz2i)
−J2
L−1∑
i=1
(σx2iσx2i+1 + σ
y
2iσ
y
2i+1 + δ σz2iσz2i+1)
(S39)
with arbitrary couplings J, J ′ ∈ R and isotropy δ ≥ 0;
then, δ = 0 describes Hamiltonian (S10) and δ = 1 its
isotropic counterpart.
11
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
0 0.5 1 1.5 2
L=10
L=20
0 0.2 0.4 0.6 0.8 1
L=10
L=20
Isotropy Coupling
En
er
gy
En
er
gy
A B
"SSH"
Haldane
Figure S8. Path with J ′ > 0 and J < 0 from |J ′| < |J | and δ = 0 to |J ′| > |J | and δ = 1 (DMRG). DMRG results for the
five lowest eigenenergies of Hamiltonian (S39) as function of the isotropy δ in (A) and the coupling parameter K in (B) for two
chain lengths L = 10, 20; the ground state energy is normalized to zero and does not show up in the logarithmic plots. For the
DMRG calculations (implemented with ALPS [30, 31]) we used a bond dimension of D = 300 and S = 10 sweeps. A four-fold
ground state degeneracy is indicated by three energies close to zero for L = 10 which vanish altogether for L = 20 as their
energy is essentially zero. The insets sketch the path in the J ′-J-δ-parameter space. (A) For δ = 0 the system is equivalent
to the SSH model. For δ = 1 (solid vertical line), the system becomes an isotropic Heisenberg model with alternating bonds.
The couplings are |J ′| = 0.25 < 1.0 = |J | so that the phase is topological with a four-fold ground state degeneracy for L→∞
(shaded yellow in the inset). The results suggest that the bulk gap stays open for δ = 0→ 1 so that the system remains in the
same phase. (B) A path with couplings J ′ = K and J = K − 1 (0 ≤ K ≤ 1) for the isotropic chain (δ = 1). Apparently there
is no phase transition for K = −J = J ′ = 0.5 (dashed line). This suggests that the phases for |J ′| > |J | and |J ′| < |J | are the
same if J ′ > 0 and J < 0. The limit J ′ → ∞ leads to an effective antiferromagnetic spin-1 Heisenberg chain in the gapped
Haldane phase [26] (inset). Note that for K = 1 the ground state is a chain of decoupled triplets with extensive ground state
degeneracy (solid line).
S4.1. Sign-independence for δ = 0
Here we show that without interactions (δ = 0) all
four sign-combinations J ′ ≷ 0 and J ≷ 0 with |J ′| < |J |
belong to the same SPT phase. Without Ising-type in-
teractions σzi σzj , the Hamiltonian (S39) maps onto free
fermions under Jordan-Wigner transformation. Fermions
permit for gauge transformations ck → c˜k = eiϕkck
with arbitrary phases ϕk; i.e., the mapping preserves the
fermion algebra {c˜k, c˜†l } = δkl. It is now straightforward
to check that this transformation translates into a uni-
tary mapping between equivalent representations of the
Pauli algebra
σxϕ ≡ cos(ϕ)σx− sin(ϕ)σy, σyϕ ≡ sin(ϕ)σx + cos(ϕ)σy
and σzϕ ≡ σz for ϕ ∈ [0, 2pi) (in particular, we still have
σaϕσ
b
ϕ = δab1 + iεabcσcϕ). It follows that the commuta-
tion relations between the symmetry SB and the unitarily
transformed spins σaϕ are independent of ϕ; in particu-
lar, terms which commute with SB for ϕ = 0 do not
violate this symmetry for ϕ > 0 (this is also true for par-
ticle number conservation). We now make in (S39) every
other spin ϕ-dependent,
Hδ(ϕ) = −J
′
2
L∑
i=1
(σxϕ,2i−1σx2i + σ
y
ϕ,2i−1σ
y
2i + δ σzϕ,2i−1σz2i)
−J2
L−1∑
i=1
(σx2iσxϕ,2i+1 + σ
y
2iσ
y
ϕ,2i+1 + δ σz2iσzϕ,2i+1) .
(S40)
This defines a path of smoothly connected Hamiltonians
that (i) satisfy both symmetries and (ii) do not close
the gap for ϕ ∈ [0, 2pi) (the spectrum of Hδ(ϕ) is ϕ-
independent due to unitary equivalence). For δ = 0 and
ϕ = 0 this yields the Hamiltonian (S10), H0(0) = HB.
But for ϕ = pi we find H0(pi) = −HB; we conclude that
the phases for J, J ′ and −J,−J ′ are the same. A similar
argument can be used to show that the phase diagram
is mirror symmetric about the two axes: Replacing both
spins σa → σaϕ on every other dimer (either on-site or
between sites) implements the selective sign change of
either J → −J or J ′ → −J ′.
S4.2. Gapped path from the bosonic SSH chain to
the spin-1 AFHM
We start with Hamiltonian (S39) for δ = 0 and cou-
plings J ′ > 0 and J < 0 in the topological phase
|J ′| < |J | (i.e., the ideal bosonic SSH chain HB). For
δ = 0, there is a four-fold ground state degeneracy and a
12
bulk gap that derives from the fermionic SSH chain. In
Fig. S8 (A) we demonstrate numerically [using density
matrix renormalization group methods (DMRG)] that
the gap does not close and the four-fold ground state
degeneracy remains stable if Ising-type interactions σzi σzj
are switched on, i.e., δ = 0 → 1. We conclude that the
bosonic SSH chain HB = H0 and the alternating spin- 12
Heisenberg chain H1 belong to the same phase for J ′ > 0
and J < 0 if |J ′| < |J |.
Next, we calculate the spectrum of the alternating
spin- 12 Heisenberg chain along a path with J ′ = K and
J = K − 1 for 0 ≤ K ≤ 1, see Fig. S8 (B). Again, we
find a stable bulk gap and a four-fold ground state de-
generacy (up to exponential corrections in L). In partic-
ular, for |J | = |J ′| the gap does not close (recall that
J = −J ′). This verifies that the alternating spin- 12
Heisenberg model undergoes no phase transition between
|J ′| < |J | and |J ′| > |J | if J ′ > 0 and J < 0 (this is con-
sistent with the literature [26, 29]). Note that without
interactions (δ = 0) there is a phase transition from the
topological to the trivial phase (shaded gray in the insets
of Fig. S8).
From |J ′| > |J | one can now take the limit J ′ → ∞.
Then, the low-energy physics is described by effective
spin-1 degrees of freedom (triplets) formed by pairs of
spins σ2k−1 +σ2k in each unit cell (there are no dangling
edge spins!). These interact antiferromagnetically (J <
0) and give rise to an effective spin-1 AFHM with finite
Haldane gap [26].
In conclusion, we showed by numerical means that the
topological phase of HB and the Haldane phase of the
AFHM are smoothly connected via deformations of the
Hamiltonian (S40) that do not close the gap or violate
the protecting symmetries. The upshot is that the SPT
phase in the main text is essentially the Haldane phase.
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