Most edge detection algorithms deal only with grayscale images, and the way of adapting them to use with RGB images is an open problem. In this work, we explore different ways of aggregating the color information of a RGB image for edges extraction, and this is made by means of well-known edge detection algorithms. In this research, it is been used the set of images from Berkeley. In order to evaluate the algorithm's performance, F measure is computed. The way that color information -the different channels-is aggregated is proved to be relevant for the edge detection task. Moreover, post-aggregation of channels performed significatively better than the classic approach (pre-aggregation of channels).
Introduction
RGB images for image processing have not been employed so often compared with grayscale images. This is specially true in the case of the edge detection problem, where dealing with color images introduces some complications.
The RGB images are built in the RGB space color. This space color it is based in human perception as human vision has three different cone cells, one captures the red luminosity, meanwhile the other two do the same with green and blue luminosity respectively. Human vision employes rods, a second kind of cell, but this one only can process intensity not color [1] . Due to this, "Three numerical components are necessary and sufficient to describe a color..." as it is said by Bogumil [1] . In this sense, the RGB color space should be ideal for retaining all the color information, as it is using three components for it (Red, Green and Blue).
Marr [16] pointed out that color could be relevant due that it "carries information that often has important biological significance". This information could help to distinguish "wheter a fruit is ripe, wheter a leaf is green and supple, wheter an insect is likely to be poisonous, and many other things".
As we will see in the comparatives, the edge detection using RGB channels performs better than just using grayscale edges (see Section 4) .
The remaining of this paper is organized as follows: The next section 2 is dedicated to some preliminaries in edge detection problems, including the case of color edge detection. The different approaches for aggregating the color channels are presented in section 3. Finally, in the section 4 and section 5 we present some comparative results and conclusions respectively.
Preliminaries
In this section are introduced some needed concepts of image processing and edge extraction problem. Let us denote by I a digital image, and by (i, j) the pixel coordinates of the spatial domain. For simplification purposes the coordinates are integers, where each point (i, j) represents a pixel with i = . . . . , n and j = . . . . , m. Therefore, the size of an image, n × m, is the number of its horizontal pixels multiplied by its number of verticals. As we are dealing with color images, then a k = 1, . . . ,k index is needed for expressing the number of channels in the image. Thus, let us denote by I=P k i,j the spectral information associated with each pixel (i,j) at channel k. As well, I = P k i,j is equivalent tok images of one single channel (grayscale images) I = {I 1 , . . . , Ik}. The values range of this information depends on the type of image considered.
• binary map: I bin = P i,j ∈ {.255} (as well it is usually expressed as {.1}).
• grayscale image: I gray = P i,j ∈ {.1, . . . , 255}.
• RGB image: I RGB = P i,j ∈ {.1, . . . , 255} 3 . (R=Red ; G=Green and B=Blue).
• soft image:
As well it is referred as a normalized grayscale image.
Edge detection technique has not a single acepted definition [13] . The most common is to consider it as a technique that identifies the significant luminosity changes in the image.
The concept of edge detection in color images is more advanced than in grayscale edge detection, and this makes it much more complex to deal with. Now, the concept of color similarity becomes crucial. Different approaches to deal with color edge detection have been proposed:
(I) Individual channel : The edge detection is computed for each single channel. This is the approach employed in this paper.
(II) Vector-based approach: An aggregation function is applied, such a median filter [20] , a range operator [22] , or other statistical aggregation methods [6] .
Other authors ( [18, 5] ) have considered as a third important approach the one of working with gradients that result of combining from different colors, but we consider that this approach can be included in the vector-based approach and this simplifies the taxonomy of color edge detection. The interesting approach developed in [18] which is based on computing distributions of colors of two hypothesized regions could be considered as a different one, but we did not find many other authors in the literature following this aproach. As well, in this paper we have focused in the specific case of RGB images instead of dealing with multispectral or hyperspectral imagery as it is more common in remote sensing field [15] . From a mathematical point of view an edge detection algorithm is a function that converts a digital image into a binary image. We would like to emphasize that most of edge detection algorithms only deal with grayscale images, meanwhile there are a high number of segmentation algorithms dealing with color images [12, 11] . From this idea, it is clear that an edge detection algorithm transforms an image into a binary image or I bin . In this binary image, the white pixels (the pixels where P i,j =1) are those that have been identify by the edge detection algorithm as edge pixels. In the case of I bin being the output of an edge detection algorithm we call it I solut , as this image is the solution of the algorithm.
Aggregating channels in color edge detection
Although there exist some approaches (vector-based approaches) that detect edges in color images based on dissimilarity/distance measures between colors, in this work, we have focused on individual channel approach. We have chosen this approach instead of vector-based since it is easy to find situations in which any distance measure tends to compesate significant differences in specific channels. Contrarely, with the individual channel aproach this limitation related to these compesations can be easily avoid. All the aggregation methodologies are applied after the operator's gradient is computed -as well known as blending-aggregation phase [9]-for different directions. We are aware of the possibilities of starting our study considering the different directions -horizontal and vertical-of change in the spectral information prior to their gradient aggregation, but we decided to start this research after the blending-aggregation phase for simplification purposes.
(a) Crispy pre-aggregation (Methodology A): Aggregating the intensity components in one single gray channel. This means that first we aggregate with simple addition the different color channels into one single gray channel and then an edge detection algorithm is applied over the resulted grayscale image. This can be seen as the classic method, as it is the most common procedure employed in the literature. When dealing with RGB images we have three channels (k=3) I 1 RGB , I 2 RGB and I 3 RGB corresponding to red, green and blue channels respectively.
As we could be dealing with more channels, a more general formula can be written:
As well, it has been used the weighted addition with interesting results [6] . This approach allows giving different importance to each color channel.
Once we have a single grayscale channel, an algorithm's operator is applied following standard procedures: I sof t = edge(I gray ) as a general formula, and the specific cases employed in this paper being I sof t = Sobel(I gray ) and I sof t = Canny(I gray ). After the operator the thinning -non maximum suppression-is applied. As the final step, over the thinned version of the soft image the binarized image I solut is produced. It results from the soft image after a threshold value is applied (for a detailed explanation of the different steps in edge detection techniques see [9, 8, 7] ):
where threshold() means that a threshold function is applied over the thinned version of the soft image. An scheme of the three methodologies is summarized in Figure 1 .
(b) Crispy post-aggregation (Methodology B): Applying an edge detection operator over each channel separately, which producesK different edges maps. Then, all theK resulted binarized images will be aggregated into a single one. We can see in Algorithm 1 this methodology:
Algorithm 1 Crispy post-aggregation 1: procedure (Crispy post-aggregation of channels) 2:
for k = 1, . . . ,k do 3:
In this case the aggregation function is applied not over the already binarized image but over the soft image corresponding to each color channel. This soft image is made of what we consider as candidates to be edge pixels. The binarized image is produced at the last step of the algorithm, following a soft approach that we have called "fuzzy" approach:
Algorithm 2 Fuzzy post-aggregation 1: procedure (Fuzzy aggregation of channels) 2:
4:
. . , Ik sof t ) 5:
We have used different aggregation functions Θ(): 
Comparatives and results
The well-known algorithms of Sobel [19] and Canny [2] have been employed. In the case of Sobel's we have used the standard version of it. By contrast, for simplification purposes the Canny's version employed has a Gaussian filter size of 5x5 pixels and σ = 2, which is enough for a good quality in the edge extraction process. Both algorithms have been tested in the three different methodologies -A, B and C-explained in Section 3. C method has been applied with two different aggregation function, mean (C1) and maximum (C2), meanwhile B method employed only the maximum.
In Table 1 we see the maximum F results (corresponding to the human with the highest F-measure values for each image) after applying the different versions of Sobel algorithm -for each methodology-for the first 50 images of the training dataset of Berkeley [17] . The automated threshold value is written next to each F value. The same is showed for Canny's in Table 2 where we used the low threshold value as a 40% of the high threshold value as we have often employed often this percentage after testing with the whole Berkeley set of images and verified that performs well enough.
Statistical analysis
This section is aimed to assess the improvements and differences achieved by the methods proposed in this paper. To do so, we use some hypothesis validation techniques in order to give statistical support to the analysis of the results.
Specifically, the Wilcoxon rank test [21] is employed as a non-parametric statistical procedure for making pairwise comparisons between two algorithms. For multiple comparisons, we use the Friedman aligned ranks test, which is recommended in the literature [4, 10] to detect statistical differences among a group of results by considering different levels of confidence for each method. Finally, the Holm post-hoc test [14] is performed to find which algorithms reject the equality hypothesis with respect to a selected control method.
The Wilcoxon test for the Sobel's case, which is showed in Table 3 , can be interpreted in different ways. Firstly, it is possible to asses whether the postaggregation approach outperforms the pre-aggregation approach by comparing methods B, C1 and C2 with respect to A. And effectively they do it (with a low p-value).
Going beyond, we contrasted the hypothesis of equality between the results reached by each fuzzy based method (C1 and C2) and each crispy one (A and B) and rejected it for each possible combination with a p-value of exactly 0. In the Canny's case, which is showed in Table 4 , both Method A and B outperformed "fuzzy" methods (C1 and C2). This results are commented in Section 5. Finally, inside the soft ("fuzzy") frame, there is a significant improvement (p − value = 0.0467) between the results reached by the maximum aggregation and those obtained by using the mean operator.
The Friedman aligned rank test (see Figure 2) obtains a low p-value (< 0.0001) when comparing the four methods at the same time, which implies that there are significant differences between the results provided by each method. In the case of Canny (see Figure 3 ) we After the Sobel's results we can apply a Holm test by using the best approach (the one with lower ranking) as control method and computing the adjusted p-value (APV) for the remaining three methods. Table 5 clearly reflects the statistically significant differences between the control method (Method C2) and each one crispy based methods A or B. This is not enough evidence to reject the hypothesis of equivalence of both fuzzy approaches when considering a multiple comparison scheme.
Conclusions
As a remarkable novelty of this paper, we have clarified different methodologies for aggregating the color information of RGB images in the edge detection problem. Moreover, we have found differences in the quality of the comparatives depending of which methodology is applied. In the case of Canny's we could not find improvements for the soft approach as we did with Sobel's. This is due to the fact that the hysteresis is affected in a complex way by the aggregation function employed. We believe that this aspect deserves a deeper research, and this will show a connection between global evaluation approach (see [9] ) and color edge detection.
Future research could point out the use of different thresholds for each channel. This seems a natural way to continue with this research. This is not been explored here as the number of possibilities and casuistics grows significatively, which leads towards a much longer paper. As well, more research is needed for working with new aggregations, i.e the weighted sum of the color channels. We think that this aggregation function could result in better comparatives against humans due to the slightly different weight of each color in human vision. As well, different aggregation functions could be applied depending of the edge detection algorithm employed. Finally, a more complex line for aggregating colors could be based on the use of other color space different from the RGB's.
