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Abstract
This paper is concerned with the design of control policies from example data. The case considered is when only a probabilistic
characterization of the system to be controlled is available and the system is affected by actuation constraints. These constraints
are unknown to the demonstrators and hence might not be satisfied in the possibly noisy example data. In this context, we
introduce a number of theoretical results to compute a control policy from the examples that: (i) makes the behavior of the
closed-loop system similar to the one illustrated in the dataset; (ii) guarantees compliance with the constraints. The theoretical
results give an explicit expression for the control policy and this allows to turn our findings into an algorithmic procedure.
The procedure gives a systematic tool to compute the policy. The effectiveness of our approach is illustrated via a numerical
example, where we use real data collected from test drives to synthesize a control policy for the merging of a car on a highway.
1 Introduction
Model-based control is a key paradigm to design con-
trol systems: the design of platoons (Stdli et al., 2017),
fault tolerant (LeBlanc et al., 2013) and biochemical sys-
tems (DelVecchio et al., 2018) are just few of the fron-
tier applications where this approach has been success-
fully used. Unfortunately, detailed mathematical mod-
els in the form of e.g. differential/difference equations,
are not always available and, when available, can be
hard to identify. Hence, a paradigm that is becoming
increasingly popular is to synthesize control policies di-
rectly from data, see e.g. (Van Waarde et al., 2020; Hou
and Wang, 2013) and references therein. This approach,
which aims at designing policies while bypassing the
need to devise/identify a mathematical model, can be
useful in applications where first-principle models can-
not be obtained and where system identification is too
computationally expensive (Van Waarde et al., 2020).
An appealing framework to design controllers from data
is that of using demonstrations. This learning from
demonstrations approach involves learning a sequence
of actions by observing an expert (Hanawal et al., 2019;
Wabersich and Zeilinger, 2018; Zhu et al., 2020). In this
context, a key challenge is the design of policies from
noisy datasets for systems affected by actuation con-
straints. These constraints might be unknown to (and
hence not fulfilled by) the demonstrators. Motivated by
this, we present 1 a set of technical results to synthesize
policies from noisy examples for systems for which only
a probabilistic characterization is known. The policies
found with our results make the controlled system sim-
ilar to the behavior illustrated in the examples while,
at the same time, guarantee the fulfillment of the con-
straints. We now briefly survey some related works on
data-driven control and learning from demonstrations.
Data-driven control. As noted in e.g. (Van Waarde
et al., 2020), work on data-driven control can be traced
back to (Ziegler and Nichols, 1942) and their results on
the tuning of PID controllers. Recently, driven by the ex-
plosion in the amount of available data, the problem of
finding control policies from datasets has gained increas-
ing attention, see e.g. (Hou and Xu, 2009). For exam-
ple, in (Tanaskovic et al., 2017) a direct data-driven de-
sign approach is introduced for discrete-time stabilizable
systems with Lipschitz nonlinearities, while works such
as (Markovsky and Rapisarda, 2007; Gonalves da Silva
et al., 2019; Baggio et al., 2019) consider the problem
of designing optimal controllers for systems that have
an underlying linear dynamics. Besides works on e.g.
self-tuning controllers (Keel and Bhattacharyya, 2008)
other remarkable results have been obtained by taking
1 An early version of a special case of the results introduced
here presented, without proofs, as an extended abstract at
the 21st IFAC World Congress (Gagliardi and Russo, 2020).
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inspiration from the rich literature on Model Predictive
Control (MPC). These include (Rosolia and Borrelli,
2018), where an MPC learning algorithm is introduced
for iterative tasks when the system dynamics is par-
tially known, (Salvador et al., 2018) where a data-based
predictive control algorithm is presented for unknown
time-invariant systems and (Coulson et al., 2019; Coul-
son et al., 2019) that, by taking a behavioral systems
perspective, introduce a data-enabled predictive control
algorithm for data generated by LTI systems.
Learning from demonstrations. At their roots,
learning from demonstration techniques largely rely
on inverse optimal control (Bryson, 1996). Nowadays,
these techniques are recognized as a convenient frame-
work to learn parametrized policies from success stories
(Argall et al., 2009) and potential applications include
planning (Englert et al., 2017) and medical prescrip-
tions learning (Xu and Paschalidis, 2019; Hanawal
et al., 2019). There is then no surprise that, over the
years, a number of techniques have been developed to
tackle the problem of learning parametrized control
policies from demonstrations, mainly in the context of
Markov Decision Processes (Sutton and Barto, 1998).
Results include (Ratliff et al., 2009), which leverages
a linear programming approach, (Ratliff et al., 2006)
which relies on a maximum margin approach, (Ziebart
et al., 2008) that makes use of the maximum entropy
principle and (Ramachandran and Amir, 2007) that
formalizes the problem via Bayesian statistics. Finally,
a Bayesian approach (Peterka, 1981) to dynamical sys-
tems is also at the basis of works such as (Ka´rny´, 1996;
Ka´rny´ and Guy, 2006; Herzallah, 2015; Pegueroles and
Russo, 2019; Krn and Kroupa, 2012), which formalize
the control problem as the problem of minimizing a cost
function that captures the discrepancy between an ideal
probability density function and the actual probability
density function of the system under control.
Contributions of this paper
We introduce a framework to design policies from ex-
ample data for systems having actuation constraints un-
known to the demonstrators and for which only a proba-
bilistic description is known. Our contributions are sum-
marized as follows:
• inspired by a probabilistic approach to dynamical sys-
tems, we formalize the problem of computing control
policies from noisy example data as the problem of re-
shaping certain probability density functions obtained
directly from the available dataset. We explicitly em-
bed actuation constraints in our probabilistic formu-
lation and this leads to a constrained control problem;
• to tackle this problem, we introduce a number of the-
oretical results to compute the policy so that the con-
trolled system has a behavior similar to the one illus-
trated in the examples and, at the same time, satisfies
its constraints. The results, which give an explicit ex-
pression for the control policy, leverage a probabilis-
tic description of the system and hence its underlying
dynamics can be unknown, nonlinear and stochastic;
• the results are turned into an algorithmic procedure
and this gives a systematic tool to effectively compute
the control policy;
• finally, we illustrate the effectiveness of the results via
a numerical example that involves the use of real data.
2 Mathematical Preliminaries
2.1 Notation
Sets, as well as operators, are denoted by calligraphic
characters, while vector quantities are denoted in bold.
Let dz be a positive integer and consider the measurable
space (Z,Fz), with Z ⊆ Rdz and with Fz being a σ-
algebra on Z. Then, the random (row) vector (i.e. a mul-
tidimensional random variable) on (Z,Fz) is denoted by
Z and its realization is denoted by z. The probability den-
sity function (or simply pdf in what follows) of a contin-
uous Z is denoted by fZ(z). For notational convenience,
whenever it is clear from the context, we omit the argu-
ment and/or the subscript of the pdf. Hence, the sup-
port of f := fZ(z) is denoted by S (f) and, analogously,
the expectation of a function h(·) of Z is indicated with
Ef [h(Z)] ad defined as Ef [h(Z)] :=
∫
S(f)
h(z)f(z)dz.
We also remark here that: (i) whenever we apply the av-
eraging operator to a given function, we use an upper-
case letter for the function argument as this is a random
vector; (ii) to stress the linearity of certain functionals or
operators with respect to a specific argument, we include
that argument in square brackets. The joint pdf of two
random vectors, say Z and Y, is denoted by f[Z,Y](z,y)
and abbreviated with f(z,y). The conditional probabil-
ity density function (or cpdf in what follows) of Z with re-
spect to the random vector Y is denoted by f (z|y) and,
whenever the context is clear, we use the shorthand no-
tation f˜Z. Finally, given Z ⊆ Rdz , its indicator function
is denoted by 1Z(z). That is, 1Z(z) = 1, ∀z ∈ Z and 0
otherwise. We also make use of the internal product be-
tween tensors, which is denoted by 〈·, ·〉, whileA\B is the
set difference between A and B. We indicate countable
sets as {wk}knk=k1 , wherewk is the generic element belong-
ing to the set and k1, kn are the indices of the first and
last element respectively. We denote by K := {k}knk=k1
(or simply {k}knk1 ) the set of consecutive integers between
k1 and kn. Hence, the set {wk}knk=k1 := {wk}k∈K can be
compactly written as {wk}K.
2.2 The Kullback-Leibler divergence
The control problem considered in this paper will be
stated (see Section 3.1) in terms of the Kullback-Leibler
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(KL, (Kullback and Leibler, 1951)) divergence, formal-
ized with the following:
Definition 1 (Kullback-Leibler(KL) divergence)
Consider two pdfs, φ := φZ(z) and g := gZ(z), with φ
being absolutely continuous with respect to g. Then, the
KL-divergence of φ with respect to g is
DKL (φ||g) :=
∫
S(φ)
φ ln
(
φ
g
)
dz. (1)
Intuitively, DKL (φ||g) is a measure of how well φ ap-
proximates g. We now give give a property of the KL-
divergence, the KL-divergence splitting property, which
is used in the proof of Theorem 1.
Property 1 Let φ and g be two pdfs of the random vector
[Z,Y], with Z and Y being random vectors of dimensions
nZ and nY , respectively. Then, the following splitting
rule holds:
DKL (φ(y, z)|| g(y, z)) =
= DKL (φ(y)|| g(y)) + Eφ(Y) [DKL (φ(z|Y)|| g(z|Y))]
(2)
Proof:The proof follows from the definition of DKL, the
conditioning and independence rules for pdfs. The com-
plete proof is given in the appendix. 2
3 Formulation of the Control Problem
Let: (i) K := {k}nk=1, K0 := K ∪ {0} and T := {tk :
k ∈ K0} be the time horizon over which the system is
observed; (ii) xk ∈ Rdx and uk ∈ Rdu be, respectively,
the system state and input at time tk ∈ T ; (ii) dk :=
(xk,uk) be the data collected from the system at time
tk ∈ T and dk the data collected from t0 ∈ T up to time
tk ∈ T (tk > t0). As shown in e.g. (Peterka, 1981), the
system behavior can be described via the joint pdf of the
observed data, say f(dn). Moreover, the chain rule for
pdfs leads to the following factorization for f(dn):
f (dn) =
∏
k∈K
f (xk|uk,xk−1) f (uk|xk−1) f (x0) . (3)
Throughout this work we refer to (3) as the probabilistic
description of the closed loop system, or we simply say
that (3) is our closed loop system.
Remark 1 The cpdf f (xk|uk,xk−1) describes the sys-
tem behavior at time tk, given the previous state and
the input at time tk. The input is generated by the cdpf
f (uk|xk−1). This is a randomized control policy return-
ing the input given the previous state. Note that the ini-
tial conditions are embedded in the probabilistic system
description through the prior f (x0).
In the rest of the paper we use the following shorthand
notations: f˜kX := f (xk|uk,xk−1), f˜kU := f (uk|xk−1),
f˜k := f˜kXf˜
k
U, f0 := f (x0) and f
n := f (dn). Hence, (3)
can be compactly written as
fn =
∏
k∈K
f˜kXf˜
k
Uf0 = f˜
n
1 f0, f˜
n
1 :=
∏
k∈K
f˜kXf˜
k
U. (4)
3.1 The control problem
Our goal is to synthesize, from an example dataset, say
dne , the control pdf/policy, f (uk|xk−1), that: (i) makes
the closed loop system similar to the behavior illus-
trated in the data; (ii) satisfies the system actuation
constraints even if these are not fulfilled by the exam-
ples. We specify the behavior illustrated in the exam-
ples through the reference pdf g (dne ) extracted from the
example dataset. Note that g (dne ) can always be com-
puted as e.g. the empirical distribution of the available
data. Following the chain rule for pdfs we have g (dne ) :=∏
k∈K g (xk|uk,xk−1) g (uk|xk−1) g (x0). Again, by set-
ting g˜kX := g (xk|uk,xk−1), g˜kU := g (uk|xk−1), g˜k :=
g˜kXg˜
k
U, g0 := g (x0) and g
n := g (dne ) we get:
gn =
∏
k∈K
g˜kXg˜
k
Ug0 = g˜
n
1 g0, g˜
n
1 :=
∏
k∈K
g˜kXg˜
k
U. (5)
The control problem, formalized next, can then be re-
cast as the problem of designing f (uk|xk−1) so that fn
approximates gn. This is formally stated as follows:
Problem 1 Let, ∀k ∈ K:
(i) nke and n
k
l be positive integers;
(ii) u 7→ hku,j (u), j = 1, . . . , nke + nkl , be measurable
mappings from Uk ⊆ Rdu into R;
(iii) Hku,j ∈ R, j = 1, . . . , nke + nkl , be constants;
(iv) hku,0(u) := 1Uk(u) and H
k
u,0 := 1.
Find the sequence of cpdfs,
{(
f˜kU
)∗}
K
:= {f∗ (uk|xk−1)}K,
such that:{(
f˜kU
)∗}
K
∈ arg min
{f˜kU}K
DKL (fn||gn)
s.t.: cku,j
[
f˜kU
]
= 0, ∀j ∈ Ek0 , k ∈ K
cku,j
[
f˜kU
]
≤ 0, ∀j ∈ Ik, k ∈ K
(6)
where
cku,j
[
f˜kU
]
:= Ef˜k
U
[
hku,j (Uk)
]−Hku,j , (7)
and where Ek0 := Ek ∪ {0} (with Ek := {j}n
k
e
1 ), Ik :=
3
{j}nke+nkl
nke+1
are the equality and inequality constraints index
sets at time tk respectively.
As noted in (Pegueroles and Russo, 2019), in the special
case when in Problem 1 there are no constraints and the
pdfs fn, gn are normal distributions with zero mean,
then the control policy solving the problem has the same
update rules as the Linear Quadratic Regulator. The
introduction of the constraints formalized in Problem 1
can be useful in situations of practical interest where the
actuation capabilities of the system are different from
the actuation capabilities of the demonstrators. Also,
by embedding actuation constraints into the problem
formulation and by solving the resulting problem, one
can export the policy that has been synthesized on a
given system to other systems having different actuation
capabilities. We close this section with the following:
Remark 2 In Problem 1, the constraints are formal-
ized as expectations and can be equivalently written as∫
S(f˜k
U
)
f˜kU h
k
u,j (u) du = H
k
u,j. The equality and inequal-
ity constraints, and their number, can change over time.
Finally, the first equality constraint is a normalization
constraint on the solution of the problem.
4 Technical Results
We now introduce our main technical results. The key
result behind the algorithm of Section 5 is Theorem 1.
The proof of this theorem, given in this section, makes
use of two technical results (i.e. Lemma 1 and Lemma 2).
With our first result, i.e. Lemma 1, we tackle an auxiliary
problem that is iteratively solved within the proof of
Theorem 1. This auxiliary problem is formalized next.
Problem 2 Let:
(i) Z ⊆ Rdz , Fz be a σ-algebra on Z and ne, nl be two
positive integers;
(ii) Z be a random vector on the measurable space
(Z,Fz);
(iii) g := gZ(z) be a pdf over (Z,Fz);
(iv) α : Z 7→ R be a mapping from Z into R, which is
integrable under the measure given by fZ(z);
(v) z 7→ hj (z), j = 1, . . . , ne + nl, be measurable map-
pings from Z into R;
(vi) Hj ∈ R, j = 1, . . . , ne + nl, be a constant;
(vii) h0(z) := 1S(Z)(z) and H0 := 1.
Find the pdf f∗ := f∗Z(z) over (Z,Fz) such that:
f∗ ∈ arg min
f
L(f)
s.t.: cj [f ] = 0, ∀j ∈ E0,
cj [f ] ≤ 0, ∀j ∈ I,
(8)
where:
L(f) := DKL (f ||g) +
∫
fZ(z) α (z) dz, (9)
with
cj [f ] :=
∫
fZ (z) hj (z) dz−Hj , (10)
and E0 := E ∪ {0}, E := {j}ne1 , I := {j}ne+nlne+1 .
We consider feasible sets of constraints that satisfy the
following constraint qualification condition (CQC):
Definition 2 Consider the set of linear constraints{
ci[f ] = 0, i = 1, . . . , ne
cj [f ] ≤ 0, j = 1, . . . , nl.
The Slater’s CQC (or simply Slater’s condition in what
follows) is said to hold for such a set if there exists a
pdf, say f¯(·), such that ci[f¯ ] = 0, ∀i ∈ {1, . . . , ne} and
cj [f¯ ] < 0, ∀j ∈ {1, . . . , nl}.
Remark 3 Slater’s condition is also known in the lit-
erature on infinite-dimensional optimization problems
as a regularity condition on the constraint set (Rock-
afeller, 1976; Ben-Tal et al., 1988). For a convex infinite-
dimensional optimization problem, the fulfillment of such
a condition guarantees strong duality (Ben-Tal et al.,
1988; Nishiyama, 2020).
We make the following:
Assumption 1 The constraints sets in (6) and in (8)
are feasible and satisfy Slater’s condition.
Remark 4 Assumption 1 is widely used in the literature
on e.g. infinite-dimensional optimization (Ben-Tal et al.,
1988; Fan, 1968), divergences optimization (Nishiyama,
2020) and cross-entropy problems (Singh and Vishnoi,
2014; Bot et al., 2005). If the problems involve discrete
distributions, then checking feasibility and the Slater’s
condition implies solving (finite dimensional) systems of
equalities and inequalities, see e.g. (Duffin et al., 1956;
Fan, 1975; Hiebert, 1980; Censor and Elfving, 1982).
We are now ready to introduce the next result, which
gives a solution to Problem 2.
Lemma 1 Consider Problem 2. Then:
(R1) the problem has a unique solution and this is given
by the pdf
f∗ = g
e
−
{
α(z)+
∑
j∈A(f∗)r{0} λ
∗
jhj(z)
}
e1+λ
∗
0
. (11)
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In (11), λ∗j is the LM associated to the constraint
cj [f ] and A (f∗) is the active index set defined as
A (f) := E0 ∪ {j ∈ I : cj [f ] = 0}. (12)
In (11) the LMs λ∗ := [λ∗0, λ
∗
1, . . . , λ
∗
ne+nl
]T can be
computed by solving the optimization problem
λ∗ ∈ arg max
λ
LD (λ)
s.t.: λj free, ∀j ∈ E0
λj ≥ 0, ∀j ∈ I
(13)
where
LD (λ) :=
= −〈λ,H〉 − ∫ gZ (z) e−{1+α(z)+〈λ,h(z)〉}dz.
(14)
(R2) Moreover, the corresponding minimum is
L∗ := L (f∗) = −
1 + ∑
j∈A(f∗)
λ∗j Hj
 . (15)
Proof: See the appendix. 
Before introducing the next technical result, we make
the following remarks on Lemma 1.
Remark 5 The equality constraints in (10) can be used
to impose parametric prescriptions on the solution. For
example, one could impose that f∗Z(z) has the central mo-
ment of order i equal to some miZ. This is equivalent to
impose that the solution satisfies Ef
[
Zi
]
= miZ, which in
turn can be formalized as ci[f ] :=
∫
fZ (z) z
i dz−miZ.
Remark 6 The inequality constraints in (10) can also be
used to assign properties to the solution: with these con-
straints, one could express bounds on the expected value
of any function of Z, say h(Z). For instance, the rectan-
gular bound m2Z ≤ Ef
[
Z2
] ≤ m2Z can be formalized with
the pair of inequality constraints:
{
ca[f ] :=
∫
fZ (z) z
2 dz− m2Z
cb[f ] :=
∫
fZ (z)
(−z2) dz + m2Z.
Remark 7 The LM λ0 in (11) can be expressed as a
function of all the other LMs. This can be done by im-
posing the normalization constraint, i.e. c0 [f
∗] = 0, on
the pdf solving the problem, i.e. (11). This yields:
1 + λ0 =
= ln
(∫
gZ (z) e
−
{
α(z)+
∑
j∈A(f∗)r{0} λjhj(z)
}
dz
)
.
(16)
Condition (16) can also be obtained by imposing the sta-
tionarity condition of the Lagrange dual function with
respect to λ0. The expression for λ0 in (16) could be di-
rectly embedded in the dual cost function (14), yielding
LD (λ) =
= −∑j∈E∪I λjHj +
− ln
(∫
gZ (z) e
−
{
α(z)+
∑
j∈E∪I λjhj(z)
}
dz
)
,
and thus reducing by one the dimension of the search
space of the dual problem.
We now introduce the following technical result that is
also used in the proof of Theorem 1.
Lemma 2 Let fn and gn be the pdfs defined in (3) and
(5), respectively. Then:
DKL (fn||gn) =
= DKL
(
fn−1||gn−1)+ Efn−1 [DKL (f˜n||g˜n)] .
(17)
Proof: The result is obtained from Property 1 (see the
appendix for a proof of this property) by setting Y :=
[X0,U1,X1, . . . ,Un−1,Xn−1] and Z := [Un,Xn]. 
The main result behind the algorithm of Section 5, the
proof of which makes use of the above technical results,
is presented next.
Theorem 1 Consider Problem 1. Then:
(R1) The control policy at time instant tk, say
(
f˜kU
)∗
:=
f∗ (uk|xk−1), composing the sequence of cpdfs
{(
f˜kU
)∗}
K
solving the problem is given by
(
f˜kU
)∗
= g˜kU
e
−{ωˆ(uk,xk−1)+
∑
j∈Akr{0}(λ
k
u,j)
∗
hku,j(uk)}
e1+(λ
k
u,0)
∗ ,
(18)
where:
• ωˆ(·, ·) is generated via the backward recursion
ωˆ (uk, xk−1) = αˆ (uk, xk−1) + βˆ (uk, xk−1) , (19)
5
with
αˆ (uk, xk−1) := DKL
(
f˜kX||g˜kX
)
βˆ (uk, xk−1) := −Ef˜k
X
[ln γˆ (Xk)] ,
(20)
and terminal conditions βˆ (un, xn−1) = 0, αˆ (un, xn−1) =
DKL
(
f˜nX||g˜nX
)
;
• γˆ (·) in (20) is defined as
ln γˆ (xk−1) :=
∑
j∈Ak
ln
(
γˆku,j (xk−1)
) , (21)
with
γˆku,0 (xk−1) = exp {
(
λku,0
)∗
+ 1}, γˆn+1u,0 (xn) = 1,
(22)
and
γˆku,j (xk−1) := exp {
(
λku,j
)∗
Hku,j}, γˆn+1u,j (xn) = 1,
(23)
∀j ∈ Ek ∪ Ik;
• (λku,j)∗ in (18) is the Lagrange multiplier associated
to the constraint cku,j, while Ak is the active index set
associated to
(
f˜kU
)∗
. In particular, the vector of LMs(
λku
)∗
:=
[(
λku,0
)∗
,
(
λku,1
)∗
, . . . ,
(
λk
u,nke+n
k
l
)∗]T
can
be computed solving:(
λku
)∗
∈ arg max
λku
LD
(
λku
)
s.t.: λku,j free, ∀j ∈ Ek
λku,j ≥ 0, ∀j ∈ Ik
(24)
where
LD
(
λku
)
= −∑j∈Ek∪Ik λku,jHku,j +
− ln (∫ g˜kU e−ωˆ(uk,xk−1)
e
−
{∑
j∈Ek∪Ik λ
k
u,j h
k
u,j(uk)
}
duk
)
,
with
(
λku,0
)∗
given by
(
λku,0
)∗
=
= ln
(∫
g˜kUe
−ωˆ(uk,xk−1)
e
−
{∑
j∈Akr{0}(λ
k
u,j)
∗
hku,j(uk)
}
duk
)
− 1.
(25)
(R2) Moreover, the corresponding minimum at time tk
is given by:
B∗k := −Epk−1
X
[ln γˆ (Xk−1)] . (26)
where pkX denotes the pdf of the state at time tk (i.e.
pkX := f (xk)).
Before introducing the proof we make the following:
Remark 8 The policy solving Problem 1, i.e.
(
fkU
)∗
, di-
rectly depends on gkU. This is the policy extracted from the
examples and a natural choice is to estimate it from the
data (see also the example in Section 5). In principle, one
could use an arbitrary gkU that, while not being extracted
from the examples, embeds design preferences that might
be known a-priori. Another choice, for pdfs having com-
pact supports, is to set gkU equal to the uniform distribu-
tion. In this case, it can be shown that solving Problem 1
is equivalent to maximizing Shannon’s entropy.
Proof: We prove the result by induction and the proof is
organized in steps. First, in Step 1, we leverage Lemma
2 to show that Problem 1 can be split into sub-problems,
where the optimization sub-problem for the last itera-
tion, i.e. k = n, can be solved independently on the oth-
ers. We then (Step 2) make use of Lemma 1 to find an
explicit solution for the sub-problem at k = n. Once this
is done, we update the cost function of Problem 1 with
the minimum found by solving the sub-problem at k = n
and show, in Step 3, that the original problem can be
again broken down into sub-problems. This time, the
sub-problem at iteration k = n− 1 can be solved inde-
pendently on the others. We then solve this sub-problem
and note, in Step 4, how ∀k = 1, . . . , n − 2 the struc-
ture of the optimization remains the same. From this,
the desired conclusions are drawn.
Before proceeding with the proof note that, for nota-
tional convenience, we use the shorthand notation
{
Cku
}
to denote the set of constraints of Problem 1 at iteration
k. We also denote by
{
Cku
}
K the set of constraints over
the whole time horizon K and {Cku}n−1k=1 to denote the
constraints from t1 up to iteration n− 1.
Step 1. Note that, following Lemma 2, Problem 1 can
be re-written as
min
{f˜kU}K
DKL (fn||gn) =
s.t.:
{
Cku
}
K
= min
{f˜kU}n−1k=1
{DKL (fn−1||gn−1)+B∗n}
s.t.:
{
Cku
}n−1
k=1
.
(27)
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where:
B∗n := min
f˜n
U
Bn
s.t.: Cnu,
(28a)
and
Bn := Efn−1
[
DKL
(
f˜n||g˜n
)]
. (28b)
That is, Problem 1 can be approached by solving first
the optimization of the last iteration of the horizon K
(the term Bn in (27)) and then by taking into account
the result from this optimization problem in the opti-
mization up to iteration n− 1.
Step 2. We first observe that, for Bn defined in (28a):
Bn = Efn−1
[
DKL
(
f˜n||g˜n
)]
= Epn−1
X
[
DKL
(
f˜n||g˜n
)]
.
The above expression was obtained by noticing
that DKL
(
f˜n||g˜n
)
is only a function of the previ-
ous state and, to stress this in the notation, we let
Aˆ (·) := DKL
(
f˜n||g˜n
)
. Hence, Bn can be written as
Bn = Epn−1
X
[
DKL
(
f˜n||g˜n
)]
= Epn−1
X
[
Aˆ (Xn−1)
]
,
(29)
and the sub-problem in (28a) becomes:
B∗n = min
f˜n
U
Epn−1
X
[
Aˆ (Xn−1)
]
s.t.: Cnu.
(30)
Now, note that
min
f˜n
U
Epn−1
X
[
Aˆ (Xn−1)
]
= Epn−1
X
[A∗n] ,
s.t.: Cnu
(31)
where
A∗n := min
f˜nu
Aˆ(xn−1)
s.t.: Cnu.
(32)
Also, the equality in (31) was obtained by using the fact
that the expectation operator is linear and the fact that
the decision variable (i.e. f˜nU) is independent on the pdf
over which the expectation is performed (i.e. pn−1X ).
Following (31), we can obtain B∗n by solving (32) and
then by averagingA∗n over p
n−1
X . We now focus on solving
problem (32). From (29), we get:
Aˆ (xn−1) =
∫
f˜nU
[
ln
(
f˜nU
g˜nU
)
+ αˆ (un,xn−1)
]
dun,
(33a)
αˆ (un,xn−1) := DKL
(
f˜nX||g˜nX
)
. (33b)
In turn, (33a) can be compactly written as:
Aˆ(xn−1) = DKL
(
f˜nU||g˜nU
)
+
∫
f˜nU αˆ (un,xn−1) dun,
where we used the definition of KL-divergence.
Hence, Lemma 1 can be used to solve the optimization
problem in (32). Indeed by applying Lemma 1 with: Z =
Un, f = f˜
n
U, g = g˜
n
U, α(·) = αˆ(·,xn−1), hj = hnu,j ,
Hj = H
n
u,j , cj = c
n
u,j , λj = λ
n
u,j , E = En, I = In, we
get the following solution to (32):
(
f˜nU
)∗
= g˜nU
e
−{αˆ(un,xn−1)+
∑
j∈Anr{0}(λ
n
u,j)
∗
hnu,j(un)}
e1+(λ
n
u,0)
∗ ,
(34)
where An is the active set index associated to
(
f˜nU
)∗
.
In the above pdf,
(
λnu,j
)∗
, j ∈ En0 ∪ In are the
LMs at the last iteration k = n. Now, follow-
ing Lemma 1 and Remark 7, the LMs (λnu)
∗
=[(
λnu,0
)∗
,
(
λnu,1
)∗
, . . . ,
(
λnu,nne+nnl
)∗]T
are computed by
solving
(λnu)
∗ ∈ arg max LD (λnu)
s.t.: λnu,j free, ∀j ∈ En,
λnu,j ≥ 0, ∀j ∈ In,
choosing
[(
λnu,1
)∗
, . . . ,
(
λnu,nne+nnl
)∗]T
so that
(
f˜nU
)∗
is
feasible. In the above expression
LD (λnu) = −
∑
j∈En∪In λ
n
u,jH
n
u,j +
− ln (∫ g˜nU e−αˆ(un,xn−1)
e
−
{∑
j∈En∪In λ
n
u,j h
n
u,j(z)
}
dun
)
,
and
(
λnu,0
)∗
can be obtained from all the other LMs by
normalizing (34), i.e.:
(
λnu,0
)∗
+ 1 = ln
(∫
g˜nUe
−αˆ(un,xn−1)
e
−
{∑
j∈Anr{0}(λ
n
u,j)
∗
hnu,j(un)
}
dun
)
= ln
(
γˆnu,0 (xn−1)
)
.
Moreover, from Lemma 1, the minimum of the problem
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in (32) is given by:
Aˆ∗n = −
1 + ∑
j∈An
(
λnu,j
)∗
Hnu,j
 ,
which, using the definitions in (22) and (23), can be
equivalently written as
Aˆ∗n = −
∑
j∈An
ln
(
γˆnu,j (xn−1)
) = − ln γˆ (xn−1) .
Thus, we get:
B∗n = −Epn−1
X
[ln γˆ (Xn−1)] . (35)
Step 3. Note now that the B∗n in (35) only depends on
Xn−1 and therefore the original problem (27) can be
split, following Lemma 2, as
min
{f˜kU}n−1k=1
{DKL (fn−1||gn−1)+B∗n} =
s.t.:
{
Cku
}n−1
k=1
= min
{f˜kU}n−2k=1
{DKL (fn−2||gn−2)+B∗n−1}
s.t.:
{
Cku
}n−2
k=1
,
(36)
where:
B∗n−1 := min
f˜n−1
U
Bn−1
s.t.: Cn−1u ,
(37a)
Bn−1 := Efn−2
[
DKL
(
f˜n−1||g˜n−1
)]
+B∗n. (37b)
We approach the above problem in the same way we used
to solve the problem in (30). We do this by finding a func-
tion, Aˆ (xn−2), such that Bn−1 = Epn−2
X
[
Aˆ (Xn−2)
]
.
Once this is done, we then get
A∗n−1 := min
f˜n−1
U
Aˆ(xn−2)
s.t.: Cn−1u ,
(38)
and obtain B∗n−1 as B
∗
n−1 := Epn−2
X
[
A∗n−1
]
. To this end
we first note that the following identities
Epn−1
X
[ϕ (Xn−1)] = Epn−2
X
[
Ef˜n−1 [ϕ (Xn−1)]
]
(39a)
Ef˜n−1
X
[ϕ (Xn−1)] = Ef˜n−2
X
[
Ef˜n−1 [ϕ (Xn−1)]
]
(39b)
hold for any function ϕ of Xn−1. Therefore, by means of
(35) and (39a) we obtain, from (37b):
Bn−1 =
= Efn−2
[
DKL
(
f˜n−1||g˜n−1
)]
+B∗n
= Epn−2
X
[
DKL
(
f˜n−1||g˜n−1
)]
+B∗n
= Epn−2
X
[
DKL
(
f˜n−1||g˜n−1
)]
+
−Epn−2
X
[
Ef˜n−1 [ln γˆ (Xn−1)]
]
= Epn−2x
DKL (f˜n−1||g˜n−1)+ Ef˜n−1 [− ln γˆ (Xn−1)]︸ ︷︷ ︸
=:Aˆ(Xn−2)
 ,
and the term Aˆ (xn−2) can hence be recognized. Now,
following the same reasoning we used to obtain Aˆ(xn−1),
we explicitly write Aˆ(xn−2) in compact form as
Aˆ (xn−2)
= DKL
(
f˜n−1||g˜n−1
)
+ Ef˜n−1
U
[
Ef˜n−1
X
[− ln γˆ (Xn−1)]
]
=
=
∫
f˜n−1U
{
ln
(
f˜n−1
U
g˜n−1
U
)
+ ωˆ (un−1, xn−2)
}
dun−1 ,
(40)
where ωˆ (un−1, xn−2) = αˆ (un−1, xn−2)+βˆ (un−1, xn−2)
and
αˆ (un−1, xn−2) := DKL
(
f˜n−1X ||g˜n−1X
)
βˆ (un−1, xn−2) := −Ef˜n−1
X
[ln γˆ (Xn−1)] .
The last expression we found for Aˆ(xn−2) in (40) enables
us to use Lemma 1 in order to solve the optimization
problem in (38). This time, by applying Lemma 1 with
Z = Un−1, f = f˜n−1U , g = g˜
n−1
U , α(·) = ωˆ(·,xn−2), hj =
hn−1u,j , Hj = H
n−1
u,j , cj = c
n−1
u,j , λj = λ
n−1
u,j , E = En−1,
I = In−1, we get the following solution to (38):
(
f˜n−1U
)∗
=
g˜n−1U
e
−{ωˆ(un−1,xn−2)+
∑
j∈An−1r{0}(λ
n−1
u,j )
∗
hn−1
u,j
(un−1)}
e1+(λ
n−1
u,0 )
∗ ,
whereAn−1 is the active set index associated to
(
f˜n−1U
)∗
and the LMs can again be obtained from Lemma 1.
Namely:
• (λn−1u )∗ = [(λn−1u,0 )∗ , (λn−1u,1 )∗ , . . . ,(λn−1u,nne+nnl )∗]T
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are the solution to(
λn−1u
)∗ ∈ arg max LD (λn−1u )
s.t.: λn−1u,j free, ∀j ∈ En−1,
λn−1u,j ≥ 0, ∀j ∈ In−1,
where
LD (λn−1u ) = −∑j∈En−1∪In−1 λn−1u,j Hn−1u,j
− ln (∫ g˜n−1U e−ωˆ(un−1,xn−2)+
e
−
{∑
j∈En−1∪In−1 λ
n−1
u,j
hn−1
u,j
(un−1)
}
dun−1
)
;
• (λn−1u,0 )∗ is given by(
λn−1u,0
)∗
+ 1 = ln
{∫
g˜n−1U e
−{ωˆ(un−1,xn−2)}
e
−
{∑
j∈An−1r{0}(λ
n−1
u,j )
∗
hn−1
u,j
(un−1)
}
dun−1
}
= ln
{
γˆn−1u,0 (xn−2)
}
.
Moreover, from Lemma 1 we also obtain:
B∗n−1 = −Ef˜n−2
X
[∑
j∈An−1 ln γˆ
n−1
u,j (Xn−2)
]
= −Ef˜n−2
X
[ln γˆ (Xn−2)] .
Step 4. The proof can then be concluded by observing
that, using B∗n−1 in (36), the optimization can again be
split in sub-problems, with the last sub-problem (i.e. the
sub-problem corresponding to k = n− 2) being inde-
pendent from the others and having the same structure
as the problem we solved at k = n− 1. Hence, the solu-
tion at the generic iteration k, i.e.
(
f˜kU
)∗
, will have the
same structure as
(
f˜n−1U
)∗
, with the functions αˆ(·, ·),
βˆ(·, ·), ωˆ(·) given by (19) - (20) and the LMs given by
(24) - (25). This leads to the expression in (18) with
the minimum given in (26). Finally, for the last itera-
tion (k = n) we note from (33b) that βˆ (un, xn−1) = 0
which, by means of (21), implies that γˆn+1u,j (xn) = 1, ∀j.
This gives the terminal conditions in (22) and (23). The
proof is then completed. 
5 An algorithm from Theorem 1
Theorem 1 gives an explicit expression for synthesizing
the control policy and we leverage this to turn the result
into an algorithmic procedure. The algorithm introduced
here takes as input g (dne ), f˜
k
X := f(xk|uk,xk−1) and
the constraints of Problem 1 (if any). The pdfs, as fur-
ther illustrated in the next section, can be obtained from
the data. Given this input, the algorithm outputs the se-
quence
{(
f˜kU
)∗}
k∈K
solving Problem 1. The key steps
of the proposed algorithm are summarized as pseudo-
code in Algorithm 1.
Algorithm 1 Pseudo-code
Inputs:
g (dne ), f˜
k
X and constraints of Problem 1
Output:{(
f˜kU
)∗}
k∈K
solving Problem 1
Initialize
γˆn+1u,j (xn) = 1, ∀j;
γˆ (xn)← exp
[∑
j ln
(
γˆn+1u,j (xn)
)]
;
for k = n to 1 do
αˆ (uk,xk−1)←
∫
f (xk|uk,xk−1) ln f(xk|uk,xk−1)g(xk|uk,xk−1) dxk;
βˆ (uk,xk−1)←
∫
f (xk|uk,xk−1) {− ln (γˆ (xk))};
ωˆ (uk,xk−1)← αˆ (uk,xk−1) + βˆ (uk,xk−1);
Compute
[(
λku,1
)∗
, . . . ,
(
λk
u,nke+n
k
l
)∗]T
by solving
(24) and
(
λku,0
)∗
using (25);
Compute the control policy:
(
f˜kU
)∗
← g˜kU e
−{ωˆ(uk, xk−1)+
∑
j∈Akr{0}(λ
k
u,j)
∗
hk
u,j(uk)}
e
1+(λku,0)
∗ ;
(41)
Prepare variables for the next iteration, k − 1:
γˆku,0 (xk−1)← exp {
(
λku,0
)∗
+ 1}
γˆku,j (xk−1)← exp {
(
λku,j
)∗
Hku,j} j ∈ Ek ∪ Ik
γˆ (xk−1)← exp
[∑
j∈Ak ln
(
γˆku,j (xk−1)
)]
end for
Algorithm 1 is used to compute the control policy for
the example of the next section.
6 Numerical example
We now illustrate the effectiveness of the results via a nu-
merical example where the algorithm of Section 5 is used
to synthesize, from data measured during test drives, a
policy for the merging of a car on a highway. We first
describe the scenario considered and the experimental
set-up. Then, we describe the data we collected from the
test drives and the process we used to compute the pdfs
for Algorithm 1. Finally, we discuss the results.
Scenario description and experimental set-up.
The scenario we considered is schematically illustrated
in Figure 1, where a car is merging onto a highway.
The stretch of road where our experiments took place
is outside University College Dublin (UCD) and the
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Fig. 1. The scenario considered in Section 6: the light-blue
vehicle is trying to merge on a highway.
highway is Stillorgan Road in Dublin 4 (see Figure
2). Data were collected from a Toyota Prius using an
OBD2 2 connection with a smartphone running the
Android apps Hybrid Assistant and its reporting tool
Hybrid Reporter 3 . We collected the car GPS position
and its longitudinal speed using the hardware-in-the-
loop architecture of (Griggs et al., 2019). The apps
on the smartphone provided raw data in a .txt file
with each line reporting the quantities measured at a
given time instant (the sampling period was of approx-
imately 0.25s). Data were imported in Matlab and the
car position was localized by cross-referencing these
data with the road information from OpenStreetMap
(OpenStreetMap contributors, 2017).
Fig. 2. Area for the experiments: map view (from Google
maps) and OpenStreetMap representation.
Collecting the data and building the datasets. We
performed 100 test drives. In each of the tests, data
were collected within a 300 meters observation window
starting 200m before the junction (i.e. after the UCD
entrance). The raw data were processed to obtain the
speed, acceleration and jerk profiles of the car as a func-
tion of the distance traveled within the observation win-
dow (see left panels in Figure 3). The dataset corre-
2 See e.g. www.csselectronics.com/screen/page/simple-
intro-obd2-explained/language/en
3 See http://hybridassistant.blogspot.com/
sponding to these profiles is termed as complete dataset
in what follows. The vertical line in each panel highlights
the physical location of the junction of Figure 2. From
the complete dataset we extracted a subset of profiles
that would serve as example dataset. In particular, we
selected the profiles with the lowest root mean square
(RMS) value for the jerk, which is typically associated
to a comfortable driving style, see e.g. (Bae et al., 2019).
We used as example driving profiles, those having a RMS
value for the jerk of at most 0.16. This gave the subset of
20 driving profiles shown in the right panels of Figure 3.
Fig. 3. Left panels: driving profiles from the complete dataset
of 100 trips. Right panels: the subset of 20 profiles used as
examples. Acceleration and jerk computed from the data.
Computing the pdfs. We let xk be the position of
the car at the k-th time-step (i.e. xk = dk) and uk be
its longitudinal speed (i.e. uk = vk). We first computed
the joint probability density functions f(xk−1,uk) and
g(xk−1,uk) as the empirical distributions from the com-
plete and the example dataset respectively (see Figure
4). We also estimated from the data f(xk,xk−1,uk)
and g(xk,xk−1,uk) and conditioned these joint pdfs
to get f(xk|xk−1,uk) = f(xk,xk−1,uk)/f(xk−1,uk)
and g(xk|xk−1,uk) = g(xk,xk−1,uk)/g(xk−1,uk). We
then assumed f˜kX and g˜
k
X, two inputs to Algorithm 1,
to be normal distributions and fitted the parameters
of these distributions with conditional pdfs obtained
from the data, i.e. f(xk|xk−1,uk) and g(xk|xk−1,uk)
respectively. This yielded f˜kX ∼ N
(
acxk−1 + bcuk, σ2c
)
,
g˜kX ∼ N
(
aexk−1 + beuk, σ2e
)
with ac = 0.9820,
bc = 0.2591 s, σ
2
c = 2.6118m
2 and ae = 0.9811,
be = 0.2723 s, σ
2
e = 1.7622m
2. Finally, g˜kU was also com-
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puted by conditioning, i.e. g˜kU = g (xk−1,uk) /g (xk−1).
Fig. 4. Heat-maps for f(xk−1,uk) (top panel) and
g(xk−1,uk) (bottom panel).
Synthesis of the control policy. Given this set-up,
we used Algorithm 1 to solve Problem 1 and hence to
synthesize from the examples a control policy allowing
the car to merge on the highway. When synthesizing the
control policy, we imposed a constraint on the variance
of the control variable (see also Remark 5). In particular,
we imposed the variance of
(
f˜kU
)∗
, i.e. the pdf solving
Problem 1 at time-step k, to be larger than the variance
of g˜kU. Physically, by imposing this constraint, we allowed
the closed-loop system to have variations of the control
variable larger than these observed in the examples, thus
leading to a potentially more aggressive driving profile.
We used Algorithm 1 to compute the sequence of pdfs
solving Problem 1 and approximated these pdfs via the
Maximum Entropy Principle. This resulted into the se-
quence of truncated Gaussians of Figure 5. In such a fig-
ure, it is clearly shown how these pdfs have higher vari-
ance than the corresponding g˜kU extracted from the ex-
amples. At each time-step, the control input, uk, applied
to the car was obtained by sampling the pdfs of Figure
5. In particular, by taking the uk’s as the mean value
of the random variable generated by these pdfs, we ob-
tained the speed profile for the controlled car illustrated
in Figure 6.
Fig. 5. The pdfs g˜kU from the examples (in red) together with
the sequence of pdfs obtained from Algorithm 1 (green).
For the sake of clarity in the figure, the pdfs are not shown
for each iteration (the policies shown here are representa-
tive for all the other time-steps). The continuous line on
the speed/distance plane denotes the expectation of the
pdfs/policies, while the dashed lines represent the variance
of the policies from the examples (red) and from Algorithm
1 (green). These are shown for each time-step.
Fig. 6. Speed profile of the car across multiple simulations
when uk is the expectation of the random value generated
by
(
f˜kU
)∗
. The bold line denotes the average of the profile
and the shaded area represents the confidence interval cor-
responding to the standard deviation.
7 Conclusions
We considered the problem of synthesizing control poli-
cies from noisy example datasets for systems affected by
actuation constraints. To tackle this problem, we intro-
duced a number of technical results to explicitly com-
pute the policy directly from certain pdfs obtained from
the data and in compliance with the constraints. The
results were also turned into an algorithmic procedure
and their effectiveness was illustrated via a use-case. The
use-case involved the synthesis, from measured data col-
lected during test drives, of a control policy allowing a
car to merge on a highway. Future work will be aimed at
extending the results presented in this paper by consid-
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ering: (i) the introduction of chance constraints on the
state variable; (ii) resilience to data falsification attacks.
A Appendix: proofs of the technical results
Here we give the proofs for Property 1 and Lemma 1.
A.1 Proof of Property 1
To prove this result we start from the definition of KL-
divergence. In particular:
DKL (φ (y, z) ||g (y, z)) :=
=
∫ ∫
φ (y, z)
[
ln φ(y,z)g(y,z)
]
dy dz =
=
∫ ∫
φ (z|y) φ (y)
[
ln φ(z|y)φ(y)g(z|y) g(y)
]
dy dz =
=
∫ ∫
φ (z|y)
[
φ (y) ln
φ (y)
g (y)
]
dy dz︸ ︷︷ ︸
(1)
+
+
∫ ∫
φ (y)
[
φ (z|y) ln φ (z|y)
g (z|y)
]
dz dy︸ ︷︷ ︸
(2)
.
For the term (1) in the above expression we may continue
as follows:∫ ∫
φ (z|y)
[
φ (y) ln φ(y)g(y)
]
dy dz =
=
∫
φ (z|y) dz ∗
[∫
φ (y) ln φ(y)g(y)dy
]
=
= DKL (φ (y) ||g (y))
where we used Fubini’s theorem, the fact that the term
on the first line in square brackets is indepedent on Z and
the fact that
∫
φ (z|y) dz = 1. By using again Fubini’s
theorem, for the term (2) in the above expression instead
we have:∫ ∫
φ (y)
[
φ (z|y) ln φ(z|y)g(z|y)
]
dz dy =
=
∫
φ (y)
[∫
φ (z|y) ln φ(z|y)g(z|y) dz
]
dy =
=
∫
φ (y) [DKL (φ (z|y) ||g (z|y))] dy =
= Eφ(Y) [DKL (φ(z|Y)|| g(z|Y))] ,
thus proving the result. 2
A.2 Proof of Lemma 1
The proof is organized in 3 steps. In Step 1 we show
that the optimization problem in (8) is a convex opti-
mization problem (COP) and we then devise its aug-
mented Lagrangian (this terminology is in accordance
with (Kirk, 2004)). In Step 2 we explicit the Karush-
Kuhn-Tucker (KKT) conditions and verify that these
are satisfied by the solution in (11). Recall that for a
COP KKT conditions are necessay and sufficient(Boyd
and Vandenberghe, 2004, Chapter 5). Finally, in Step
3, we compute the minimum of the cost function corre-
sponding to the optimal solution. We also recall that, in
order to favour clarity in the expressions below, we omit
the dependencies on the random vector Z whenever this
is clear from the context.
Step 1. We start with observing that the cost function
L(f) in (8) can be conveniently rewritten as:
L(f) =
∫
l(f) dz,
with
l(f) := f
[
ln
(
f
g
)
+ α
]
.
Clearly, L(·) is twice differentiable and we now prove
that it is also a strictly convex functional in f . We do this
by showing that its second variation is positive definite
on the space of integrable functions and we explicit the
first and the second variation of L (i.e. δL(f, δf) and
δ2L(f, δf)) in terms of the first and second derivative of
l(f) with respect to f (i.e. ∂l(f)∂f and
∂2l(f)
∂f2 , respectively).
By computing δL we get:
δL (f, δf) =
∫
δl (f, δf) dz =
∫
∂l(f)
∂f
[δf ] dz,
with
∂l(f)
∂f
= ln f + (α+ 1− ln g) .
This leads to the following expression for the second
variation of L
δ2L (f, δf) =
∫
δ2l (f, δf) dz =
∫
δf
(
∂2l
∂f2
)
δf dz
(A.1)
To show convexity of L it then suffices to observe that,
since f is positive on its support, then ∂
2l(f)
∂f2 =
1
f in (A.1)
is non-negative. In turn, this implies that δ2L (f, δf) is
strictly positive for any measurable, non-zero variation
δf (see also (Kirk, 2004, Chapter 4) and (Giaquinta and
Hildebrandt, 2004) for a detailed discussion). Hence, in
order to conclude that the problem in (8) is a COP, it
suffices to observe that the constraints in (10) are linear
in f . The augmented Lagrangian of the COP in (8) is:
Laug (f,λ) :=L (f) +
∑
j∈E0∪I
λj cj [f ], (A.2)
where λ := [λ0, λ1, . . . , λne+nl ]
T is the column vector
stacking all the LMs.
Step 2. We showed that the problem in (8) is a COP and
hence the KKT conditions are necessary and sufficient
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Primal feasibility : cj [f ] = 0, ∀j ∈ E0
cj [f ] ≤ 0, ∀j ∈ I
Dual feasibility : λj ≥ 0, ∀j ∈ I
Complementary slackness: λj cj [f ] = 0, ∀j ∈ I
Stationarity : δLaug (f, δf,λ) = 0, ∀ δf
Table A.1
KKT conditions for the problem (8) - Laug(f, δf,λ) is the
augmented Lagrangian.
optimality conditions. That is, in order to be a unique
minimizer of the problem (8), the candidate function f
must satisfy the conditions made explicit in Table A.1.
We now impose the stationarity condition (see Table
A.1) and first note that the augmented Lagrangian (A.2)
can be written as follows:
Laug (f,λ) :=∫
f
[
ln
(
f
g
)
+ α
]
dz + 〈λ,
∫
f h (z) dz−H〉.
Hence, the above expression can be compactly rewritten
as
Laug (f,λ) =
∫
l˜ (f,λ) dz− 〈λ,H〉, (A.3)
where the quantity under the integral is given by
l˜ (f,λ) := f
[
ln
(
f
g
)
+ α˜ (λ)
]
,
with
α˜ (λ) = α+ 〈λ,h〉.
By computing the first variation of (A.3) with respect
to δf we obtain
δLaug (f, δf,λ) =
∫
∂l˜(f,λ)
∂f
[δf ] dz,
and thus, by imposing the stationarity (Nocedal and
Wright, 2006) condition (i.e. δLaug (f, δf,λ) = 0, ∀δf),
we get ∂l˜(f,λ)∂f = 0. That is,
∂l˜(f,λ)
∂f
= ln
(
f
g
)
+ α˜ (λ) + 1 = 0,
from which it immediately follows that all the optimal so-
lution candidates must be of the form f = g e−{1+α˜(λ)},
which, by definition of α˜, becomes
f = ge−{1+α(z)+〈λ,h(z)〉} := fˆ∗ (z,λ) . (A.4)
In the above expression, fˆ∗ (z,λ) was defined to stress
that the optimal solution candidate is a function of the
LMs. These can be found by solving the following dual
problem
λ∗ ∈ arg max
λ
LD (λ)
s.t.: λj free , ∀j ∈ E0,
λj ≥ 0, ∀j ∈ I,
(A.5)
choosing λ∗ so that fˆ∗ (z,λ∗) is primal feasible (see
(Ben-Tal et al., 1988)). In the problem, LD (λ) is the
Lagrange dual function
LD (λ) := inf
f≥0
Laug (f,λ) .
Note that the vector λ∗ must satisfy the dual feasibil-
ity condition. Now, Assumption 1 implies strong dual-
ity (see Remark 3) and hence the complementary slack-
ness condition (see Table A.1) is also fulfilled. Addi-
tionally, Laug (f,λ) is strictly convex in f (indeed, its
second variation with respect to δf is the same as the
second variation of L (f)), and hence inf
f≥0
Laug (f,λ) =
Laug
(
fˆ∗ (z,λ) ,λ
)
. Thus:
LD (λ) = Laug
(
fˆ∗ (z,λ) ,λ
)
=
∫
fˆ∗ (z,λ)
[
ln
(
ge−{1+α˜}
g
)
+ α˜
]
dz− 〈λ,H〉
= − ∫ fˆ∗ (z,λ) dz− 〈λ,H〉
= − ∫ gZ (z) e−{1+α(z)+〈λ,h(z)〉}dz− 〈λ,H〉.
(A.6)
Note now that the last equivalence gives (14) in the
statement of the lemma and hence the problem in (13).
Moreover, the complementary slackness condition (CS)
on the pair of optimizers f∗,λ∗ implies, for a COP, that
there is no duality gap. That is, LD (λ∗) = L (f∗). In
turn, this means that the LMs associated to inactive in-
equality constraints must be equal to 0, while all the LMs
associated to active inequality constraints must be non-
negative. Therefore, the optimal solution of the COP in
(8) is given by
fˆ∗ (z,λ∗) = f∗ = g e
−
{
1+α(z)+
∑
j∈A(f∗) λ
∗
jhj(z)
}
,
which was obtained by taking into account that only
the LMs associated to the active constraints are non-
zero. The above expression is equal to (11) where we
highlighted the role of λ0 as a normalization constant.
This concludes the proof of (R1).
Step 3. Finally, since there is no duality gap, the mini-
mum value of the primal problem (i.e. the COP in (8))
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can be obtained from (A.6). This leads to
L∗ := L (f∗) = −
1 + ∑
j∈A(f∗)
λ∗j Hj
 ,
and thus completes the proof. 2
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