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Abstract
When testing genotype-phenotype associations using linear regression, departure of the trait distribution from normality can impact both Type I error rate control and statistical power, with worse consequences for rarer variants. While it has been shown that applying a rank-normalization transformation to trait values before testing may improve these statistical properties, the factor driving them is not the trait distribution itself, but its residual distribution after regression on both covariates and genotype. Because genotype is expected to have a small effect (if any) investigators now routinely use a two-stage method, in which they first regress the trait on covariates, obtain residuals, rank-normalize them, and then secondly use the rank-normalized residuals in association analysis with the genotypes. Potential confounding signals are assumed to be removed at the first stage, so in practice no further adjustment is done in the second stage. Here, we show that this widely-used approach can lead to tests with undesirable statistical properties, due to both a combination of a mis-specified mean-variance relationship, and remaining covariate associations between the rank-normalized residuals and genotypes. We demonstrate these properties theoretically, and also in applications to genome-wide and whole-genome sequencing association studies. We
Introduction
Linear regression-based tests of associations of genetic variants with a quantitative trait can be sensitive to departure of the trait distribution from normality, particularly when testing rare variants. To address this problem, an approach that is widely used in genetic association studies (within the regression framework) is to apply a rank-normalization of trait values, followed by subsequent analysis of the rank-normalized trait as the Wide Association Studies (GWASs) have instead used a different approach, applying the rank-normalization to the residuals that were generated by regressing the trait on covariates (ref.5, 6-9) in stage 1, and then using these transformed residuals as the outcomes in subsequent analyses, without further adjustment for covariates (stage 2).
For GWASs, which primarily address the analysis of common genetic variants, this partly-adjusted two-stage approach has been criticized (ref. 10, 11) due to potential loss of power, and biased estimates when covariates are correlated with genotypes.
However, some researchers (ref. 12 ) still suggest that this approach is appropriate for analysis of rare variants. As rare variant analysis is the focus of most Whole Genome Sequencing (WGS) studies, which are currently underway, there is now a strong motivation to better understand why these problems occur and how transformations and covariate associations interplay to affect them, and to provide a comprehensive framework for genetic association analyses for quantitative traits that is appropriate under a wide range of settings.
In this investigation, we propose a fully-adjusted two-stage approach that both provides the protection of rank-normal transformations, and also mitigates the potential for miscalibrated inference. In Stage 1 we regress the trait on covariates and obtain residuals, which we rank-normalize. In Stage 2 we use these rank-normalized residuals in association analysis with the genotypes, but adjusting for the same covariates used in Stage 1. The covariate adjustment at Stage 2 differentiates the proposed method from the commonly-used partly-adjusted two-stage approach. Here, we show that using the partly-adjusted method can lead to (1) invalid estimates of regression coefficients' standard errors, and invalid Wald and Score tests; and (2) residual confounding, because rank-normalization interferes with the adjustment for covariate effects. Adjustment for covariates in stage 2 alleviates both of these issues. Surprisingly our approach may increase statistical power compared to the partly-adjusted approach even if the residuals are perfectly Normally distributed. We investigate our approach from two perspectives.
First, we separate the issues of covariate adjustment and rank normalization and study, via linear regression theory, the effects of covariate adjustment alone (or lack thereof) on testing associations with the residuals in the absence of rank normalization. Second, we perform simulations mimicking the settings used in (ref. 
Materials and Methods

Linear regression and residuals
For person According to the linear regression model: which tests the association of a set of rare variants with the outcome.
Two-stage approaches for genetic association analysis
In the first stage of a two-stage approach, the null model is fit, the residual vector ࣕ calculated, and a rank-normalizing transformation is applied to
This means that entries of ࣕ are matched with quantiles of the normal distribution, so that the transformed values maintain the same order (or rank) as the original residuals, but follow the normal
In the second stage the transformed residuals, which we denote
are tested for association with the genotypes. It is common in practice to leave this second stage unadjusted for covariates, but in our fully adjusted approach we do adjust for them. This means that the design matrix used when testing a genotype in the second stage differs between the partly-and fully-adjusted approaches. In the partly adjusted approach, the design matrix consists of only an intercept (in addition to the tested genotype), while in the fully adjusted approach, the design matrix is the same as in the first null model. This is crucial, because, as we show in the Supplementary Material, computation of projection matrices used for calculating standard errors rely on this design matrix. The two different design matrices encapsulate different assumptions made on the distributions of the residuals. In the Supplementary Material, we show that in the absence of rank-normalization, a two-stage procedure in which (raw) residuals are used without covariate adjustment can lead to a loss of power. This is true when using rank-normalized residuals as well: to see this, assume that the residuals from the first stage regression are in fact normally distributed. Then ranknormalization has no effect, and our mathematical derivation demonstrates this.
GWASs in the Hispanic Community Health Study/Study of Latinos
To study the effect of using residuals with and without adjusting for covariates, and with and without applying rank-normalization on the residuals, we performed multiple Covariates were age, sex, and study. Additionally, to account for heteroscedasticity, we used a study-specific variance model, where we estimated a separate residual variance for each study (Amish, JHS, FHS Offspring, and FHS generation 3). The SKAT test was applied on sets of genotypes formed by taking all genetic variants with alternate allele frequency in the range (0,0.01), and dividing them into non-overlapping sets, defined by running windows across the genome, of length 5, 10, and 50 kilo bases (kb). For comparison, we also report results from analysis of a single permutation phenotype. Specifically, we randomly permuted HGB across participants once, and performed the same association testing as for the unpermuted trait.
GWAS and WGS association studies -model comparisons
For genetic analyses in both the HCHS/SOL and TOPMed, we consider the approaches described in Table 1 and Figure S1 in the Supplementary Material. Table 1 describes the steps taken in each of the two stages (or in a single stage, for one of the approaches).
For a given dataset, the covariates (when used) were always the same, as well as the GRM and variance component structure. 
Simulation studies
We performed a simulation study mimicking the settings in (ref. 12 
Results
Simulation studies
Comprehensive simulation results are provided in the Supplementary Material. We here provide a summary of the results, together with selected figures that demonstrate the main results for Type I error rate control and power. was inflated under some conditions, with, for a given analysis approach, inflation generally higher as a variant becomes rarer and for smaller sample sizes ( Supplementary Material Figures S9a and S10a) , and with inflation being better controlled with rank-normalization, and power being higher for fully adjusted methods under confounding effect ( Supplementary Materials Figures S9b and S10b) .
GWASs in the HCHS/SOL
We report results from HCHS/SOL GWASs of 19 traits in the Supplementary Material, Figure 3 compares the p-values from the GWASs of height in using RN-Resid-Adj and RN-Resid-Unadj, and the patterns is essentially the same as that seen in the analyses without rank-normalization, Resid-Adj and Resid-Unadj (see Figure S13 in the Supplementary Material for distribution of height residuals). When traits are further from normalilty (SBP, ferritin, N-teeth), this pattern changes, and we see some genetic variants with lower p-value in RN-Resid-Unadj compared to RN-Resid-Adj (Figure 3 ). The most extreme example is N-teeth, for which ߣ was 1.02 and 1.77 with and without secondstage adjustment for covariates, respectively, i.e. RN-Resid-Unadj was highly inflated.
These results are in line with the simulations provided in Figure 2 , where in the 'non-normal' setting, even a relatively small degree of confounding caused a large inflation of RN-Resid-Unadj. 
Hemoglobin WGS study in TOPMed
Discussion
The validity of linear regression-based tests of the genetic association with a trait can be sensitive to the trait's distribution. Some analysis approaches that have been used to counteract this problem include rank-normalization of both trait values and of residuals, which are then used in a partly-adjusted two-stage procedure. Both approaches are known to suffer from drawbacks, albeit some investigators have argued that they are appropriate in the context of rare variants analysis (ref. 4 ). Here we have proposed a fully-adjusted two-stage approach, which uses the rank-normalized residuals as the outcome in the genetic association testing stage -a stage in which we again adjust for the same covariates used in the first stage. This approach ameliorates the problems of previous methods, for analysis of both common and rare variants. However, as we show in simulations, under non-normality of the trait and confounding by covariates, all the tests of low-count variants we considered may be biased. We separated the roles of adjustment for covariates and rank-normalization and showed theoretically (in the Supplementary Material) that, without rank-normalization, an unadjusted two-stage procedure may result in loss of power, when using either Wald or Score tests. We demonstrated the shortcomings of the partly-adjusted two-stage procedure in both a GWAS, interrogating common variants, and in a WGS study, testing rare variants.
For common variants, previous criticism of the partly-adjusted two-stage approach showed that it results in biased effect size estimates when covariates confound the genotype-trait associations, (ref.10) and that it loses power (ref. 10, 11) compared to a one-stage approach testing the trait directly. The fully-adjusted two-stage approach alleviates both of these concerns: including covariates in the second stage alleviates the confounding problem, because these confounders are accounted for. This is demonstrated in the data analysis example from the GWASs in the HCHS/SOL. We first saw, for all GWASs, that a two-stage procedure of the form Resid-Unadj loses power compared to Resid-Adj, which recovers the same results from the untransformed trait-based analysis. When we applied rank-normalization to the residuals (RN-Resid),
we saw that under non-normality, the confounding effects reported by (ref. 10) in action, so that some of the unadjusted two-stage procedure RN-Resid-Unadj GWASs had many highly significant findings, which are likely false positives, compared to the fully adjusted procedure RN-Resid-Adj, with N-teeth GWASs being the most extreme example.
For rare variants, previous work by Tang and Lin (ref.4) showed in the context of meta-analysis that rank-normalizing the trait in one-stage analysis is useful.
However, when pooling multiple heterogeneous studies together in a joint analysis, as in TOPMed, there are strong confounders (e.g., study), so the problems raised by In summary, in this investigation we provide a thorough assessment of the controversial uses of the rank-normalizing transformation which is often used in practice despite several published manuscripts criticizing their use. We demonstrate a proper and beneficial use of such transformations when coupled with a fully adjusted two-stage procedure. In addition to the main investigation, in the Supplementary Material (Figures S12-S30) we provide comparisons of the approaches investigated in this manuscript for GWASs of 19 anthropometric, blood pressure, blood markers, and electrocardiogram traits in the HCHS/SOL, alongside the distribution of their residuals from the 'null model'. These comparisons suggest that future large consortia meta-analyses may reduce Type I errors and gain power from using the fully-adjusted twostage approach, compared to the partly-adjusted approach often used.
Supplementary information is available at European Journal of Human Genetics' website. . In the displayed results, sample size was n=10,000, p-value threshold for determining significance was set at 10 -4 . . Type 1 errors are scaled by the expected type 1 error rate (ideal value is 1, higher values indicate high rate of false positives, or inflation, lower values indicate deflation, or conservatism). In the displayed results, sample size was n=10,000, p-value threshold for determining significance was set at 10 -4 . 
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