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SUMMARY
The prediction of an atomistic system’s macroscopic observables from microscopic
physical characteristics is often intractable, either by theory or computation, due to the
intrinsic complexity of the underlying dynamical rules. This complexity can be simplified
by identifying key mechanisms that drive behavior and considering the system in a reduced
representation that captures these mechanisms. Through theory, this thesis examines com-
plex relationships in structured assembly and reaction mechanisms that occur when effective
interactions are applied to mesoscale structures. In the first part of this thesis, the structure
and assembly of soft matter systems are characterized while varying the interpenetrability
of the constituent particles. The nature of the underlying softness allows these systems to
be packed at ever higher density, albeit with an increasing penalty in energy. Stochastic
equations of motion are developed in which mesoscopic structures are mapped to single
degrees of freedom through a coarse-graining procedure. The effective interactions between
these coarse-grained sites are modeled using stochastic potentials that capture the spatial
behavior observed in systems governed by deterministic bounded potentials. The second
part of this thesis presents advancements in time-dependent transition state theory, focusing
on chemical reactions that are induced by oscillatory external forces. The optimal dividing
surface for a model driven reaction is constructed over a transition state trajectory. The
stability of the transition state trajectory is found to directly dictate the reaction rate,
and it is thus the fundamental and singular object needed to predict barrier-crossing rates
in periodically driven chemical reactions. This thesis demonstrates that using minimalist
models to examine these complex systems can provide valuable insight into the dynamical




1.1 Motivation & Objectives
The phase and spatial behavior observed in the assembly of a monomeric species into
oligomeric clusters [174, 38, 165, 57, 91, 153, 1] drives the design of materials with unique
functions [58, 59, 66, 65]. At atomistic length scales, the structural complexity arising from
assembly is often difficult to describe using analytical theory or to simulate on relevant
time scales due to the large numbers of degrees of freedom that constitute such systems.
To reduce this complexity, the atomistic degrees of freedom can be reduced to a coarse-
grained (CG) description in which a group of atomic degrees of freedom is mapped onto a
single CG site [125, 116, 34, 169, 142]. At mesoscopic length scales, CG macromolecules
can be modeled using repulsive potentials that are finite valued at the origin, i.e., bounded
potentials [111, 136]. As shown in Fig. 1, the finite nature of bounded interactions allows
for multiple macromolecules to overlap and occupy the same volume in configuration space
[173, 110], giving rise to structural configurations that differ from those of all-atom repre-
sentations. Studies of mesoscopic systems with interactions dictated by bounded potentials
include colloid suspensions [61], polymer-colloid mixtures [170], star polymers [145], and
block copolymers [201, 202]. The goal of the first part of this thesis is to elucidate the
structural properties of soft, mesoscopic structures in order to understand and control as-
sembly processes.
The second part of this thesis examines invariant phase space structures in driven reac-
tion mechanisms in order to understand stimuli-responsive reactions. Materials that change
shape and functionality in response to an external trigger form the constituent components
of molecular machines [18, 88, 6, 130, 128]. Stimuli such as thermal variations, pH changes,
electric fields, and photoinduction have been used as triggers for the conversion of chemical
energy into mechanical work [49, 106, 52]. In these responsive materials, controlling the rate
1
Figure 1: Selected spatial configurations of systems of particles whose dynamics are gov-
erned by soft bounded potentials. The purple structures are coarse-grained macromolecules
and the surrounding solvent environment is colored in cyan. In the top panels, bonds
connect the centers of mass of neighboring macromolecules.
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Figure 2: A molecular structure (red) undergoing a configurational change in a microscopic
solvent (left) and a mesoscopic solvent (right).
at which reactants transform to products, either to accelerate a process or to bias a reaction
toward a certain pathway, is fundamental to harness mechanical actions for use in nanotech-
nology. Such kinetic control can be achieved through forcing from an external field, leading
to emergent behavior in molecular structure assembly [42, 80, 156, 117, 163, 130]. Because
soft interactions allow macromolecules to overlap, the geometric properties of microscopic
reaction environments differ from mesoscopic environments, as shown in Fig. 2.
Assemblies that convert chemical energy into rotational motion are perhaps the simplest
conceptual examples of such devices. Unidirectional motion achieved through isomerization
reactions can be induced from either light or applied electric fields [75, 93, 163, 209]. These
devices encompass a class of responsive materials called molecular rotors. Thermal fluctu-
ations are inherent in microscopic machinery [6], differentiating the atomistic length scale
from the effectiveness of macroscopic machines. Immobilization of molecular rotors on sur-
faces [75], both in the solid state [55, 89] and through extension to mesoscale devices, have
advanced molecular machines toward deterministically directed regimes [75, 197, 18, 26].
In these directed processes, reaction rates can be obtained through transition state
theory (TST) [133, 191, 72]. There are two major obstacles to the implementation of
TST. First, reactive trajectories must be identified, and, second, the flux of these reactive
3
trajectories though a dividing surface (DS) must be calculated. If this DS is recrossed
by reactive trajectories, TST overestimates the rate. Only in cases in which this DS is
recrossing-free is TST formally exact. However, cases in which a recrossing-free DS can
be constructed are rare, and thus approximation techniques, such as variational transition
state theory [188, 76, 148, 190, 152, 138], must be employed.
The development of rate theories is of particular interest to chemical physics in which
the determination of rates is a central concern, and it is increasingly necessary for rates to
be determined in systems that are driven far from equilibrium. Specifically, the response
of a chemical constituent to the external forcing by oscillating fields can strongly influence
the mechanism and rate in which a reactant is transformed to product.
In an autonomous system with two degrees of freedom, Pechukas and Pollak have shown
that the optimal dividing surface is an unstable periodic orbit (PO) [150, 151, 146, 149].
Its projection into configuration space provides a dividing surface that is locally recrossing
free. In systems with three or more degrees of freedom, this periodic orbit is generalized
to a normally hyperbolic invariant manifold (NHIM) [35, 73, 71, 193, 72, 2, 107, 199, 78].
Attached to the NHIM are stable and unstable manifolds. These manifolds form phase
space separatrices that distinguish between reactive and nonreactive trajectories and also
constitute the pathways by which reactive trajectories are funneled from reactant to product
through the TS [193, 2, 78]. The principal motivation for the second part of this thesis is
the construction of a structure that persists even when a chemical reaction is driven by an
external oscillating field, such as an electric field [86, 87].
1.2 Thesis Structure
In Chapters 2 through 4, the structural and dynamical properties of a system of isotropic
penetrable particles are discussed. In Chapter 2, which is adapted from published work
in Refs. [30] and [31] co-authored with Dr. Alex Popov and Dr. Rigoberto Hernandez, a
method is developed to simulate soft matter systems by treating interparticle interactions
as stochastic events. The treatment of such systems is of broad interest because it concerns
any problem in which the nature of soft matter interactions between particles drives the
4
structure and dynamics of the assembly. The simplicity of our model allows us to vary
the soft potential across the limits of a hard nonpenetrable potential and a noninteracting
(ideal) potential. Using analytic theory and dynamical simulations, we study the spatial
properties and phase behavior of stochastically penetrable spheres over varying dimensions.
By treating interparticle interactions as stochastic events, we mimic the interactions of
deterministic potentials used to model coarse-grained macromolecules at mesoscopic length
scales. When the spheres are allowed to interpenetrate due to the stochastic nature of the
governing potentials, we observe emergent structural transitions that are varied through the
softness of the underlying stochastic interactions. A method is developed for determining
the occupied volume fraction of penetrable soft matter systems that improves on earlier
methods by several groups. Specifically, we find that the occupied volume fraction and
anomalous clustering can all be accessed by a hard-particle model augmented only with a
single pairwise parameter that is characteristic of the overlap probability.
A further investigation of the spatial properties of cluster-forming soft particles is pre-
sented in Chapter 3. We study the sequential adsorption of coarse-grained macromolecules
binding to a solid substrate where the softness of the underlying intermolecular potential
allows multiple occupancy of binding sites. Chapter 3 is adapted from published work in
Ref. [32], co-authored with Dr. Alex Popov and Dr. Rigoberto Hernandez. Complex spa-
tial arrangements are generated as the incident macromolecules adsorb on the substrate and
overlap. We derive two isotherms to predict the fraction of the substrate that is covered and
compare these analytical results with results generated through computer simulation. The
results presented in this chapter elucidate properties of crystallization phenomena observed
in macromolecular structures at mesoscopic length scales.
The dynamical properties of the stochastic soft matter system developed in Chapter 2
are described in Chapter 4. By varying density and interparticle softness, the dynamical
properties of a system of penetrable rods are elucidated by theory and computer simulation.
Various dynamical observables are measured from simulation, and these results are com-
pared to developed theoretical predictions. We find that, in liquid density regimes, Enskog
corrections to the predictions of Boltzmann kinetic theory for transport properties suffice
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to describe observables, implying that uncorrelated collision processes dominate the decay
of temporal correlation functions.
Chapter 5 contains a study of the dynamics of a model chemical reaction wherein a
reactant species is induced to surmount an energy barrier that is moving under the influ-
ence of an oscillatory external field. This chapter is largely adapted from published work
in Refs. [28] and [29], co-authored with Dr. Thomas Bartsch and Dr. Rigoberto Hernandez.
We show that the reaction rates can be determined through stability analysis of a non-
autonomous transition state (TS). This finding elucidates the geometry of a fundamental
phase space structure whose stability directly dictates the rate of conversion from reactant
to product. It also allows for the prediction of rates without knowledge of the dynamics or
energetic distributions of the reactive population. We have identified a connection between
the rates of a reaction and the relative stability of a global non-recrossing TS. The exact
TS trajectories for reactions driven by waveforms consisting of sinusoidal convolutions in
the frequency ratios of 1, 1:2, 1:2:3 at the harmonic limit are derived using Fourier series
expansion. We calculate the reaction rate numerically and compare the results to those
predicted by stability analysis of the TS. These results are in excellent agreement over all
functional forms of the driving external field we have studied. Finally, in Chapter 6, con-
cluding remarks are presented and the significant findings of Chapters 2-5 are summarized.
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CHAPTER II
STRUCTURE OF A STOCHASTIC MIMIC OF SOFT PARTICLES
2.1 Introduction
The aggregation of small molecular motifs into macromolecular structures gives rise to
assemblies and materials with distinct emergent behavior. For processes in which inter-
molecular forces drive self-assembly, such as polymerization and colloidal flocculation, a
theoretical formulation is often intractable from microscopic statistical mechanics due to
the complex spatial arrangements of the resulting compositions. The study of such systems
is often relegated to purely computational methods, but because of the large number of
atoms of which they are composed, macromolecules are difficult to simulate on relevant
biological and chemical length scales. The computationally taxing procedure of simulating
large systems can be accelerated by reducing the atomic degrees of freedom to a coarse-
grained description [34, 169, 142]. In the coarse-grained picture, macromolecules can be
treated as overlapping particles when soft interaction potentials allow them to interpene-
trate relative to their radius of gyration. The complex nature of soft matter interactions is
manifested in systems with rheological and structural properties that are absent in simple
fluids [112, 94, 132]. Previous modeling of soft matter systems using a class of potentials
that are finite valued at the origin, bounded potentials, has elucidated the phase behavior
and structure of colloid suspensions [61], polymer-colloid mixtures [170], star polymers and
globular micelles [145], and dendrimers [110].
The generalized exponential model of index n (GEM-n), [137, 135]







is a prototypical bounded potential. The softness of the potential is specified by the pa-
rameter n. For the exponential parameter value n = 2, the GEM-2 becomes the Gaussian
core (GC) model [173]. The potential (1) is finite valued at r = 0 and this gives rise to
complex phase and thermodynamic behavior [208, 95, 79]. In modeling solutions of micelles,
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0, r > σ ,
ǫ, r ≤ σ .
(2)
The PS model is the limiting form of the GEM as n → ∞, where σ is the diameter of
the particle and ǫ is a finite energy. Only as ǫ → ∞ does the PS model take the form of
the ubiquitous hard-core (HC) potential [20, 154, 192, 167], otherwise the particles have a
non-zero probability to overlap due to the finite nature of the energy barrier. For ǫ = 0 the
PS model represents the ideal gas. The PS model is perhaps the most well-studied bounded
potential. Its simplicity allows for the prediction of observables of the system that in most
cases are derivable using modified HC arguments [166, 122, 123, 175, 22, 198, 113]. As is
common with the completely repulsive HC potential, the PS model has been extended to
include attractive regions [168, 46, 47, 121] for the purpose of modeling complex fluids.
When particles are allowed to interpenetrate due to the bounded nature of the potentials
that govern their interactions, the effective volume occupied by the particles in the system
is reduced from the non-overlapping value. The spatial properties of such systems are
of interest not only in macromolecular assembly, but also in modeling the structure of
porous media [21, 158, 184, 157]. While the volume occupied by soft-edge potentials, like
the GC model, is ill-defined due to the lack of a distinct spatial boundary, the geometric
properties of systems with hard-edge boundaries are amenable to both analytic [204, 183,
60, 186] and computer studies.[176, 102, 50, 90] In order to bridge the dynamics of a system
between completely hard and completely ideal behavior, Blum and Stell [15] introduced
an abstraction of a bounded potential, called the permeable-sphere model (PSM). Within
this model the radial distribution function g2(r) is constant in the penetrative region (PR)
0 ≤ r < σ and equal to a penetration parameter δ,
g2(r) = δ. (3)
Thus, the PSM uses one parameter to bridge the limiting behaviors.
In this Chapter, a stochastic penetration algorithm (SPA)[31] is used to model pen-
etrative particles. In the SPA, the outcome of collisions between particles are governed
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by stochastic rules. Stochastic collision rules have been used previously in, for example,
Lorentz gas systems [7, 8, 36, 43]. Therein, the collision with a fixed scatterer can lead
either to the reflection of the colliding particle or the transmission of the particle through
the scatterer, subject to the outcome of a stochastic variable. These stochastic models have
provided analytic insight that was previously unavailable from purely deterministic models.
Within the framework of the SPA, a random process—consistent with a given probability—
assigns each event between a pair of particles as being entirely penetrable or hard sphere.
The nature of the interaction remains the same as long as the pair remains within some
distance of each other, and this continuous time interval defines a given event. Through
a penetration parameter δ, a mixture of completely hard and completely soft interactions
are constructed. The PSM model can be equated to the SPA model only in the limit of
infinite dilution. For finite densities, the mixing of stochastic collision events in the SPA
generates complex spatial configurations and non-linear behavior for g2(r) in the PR and
thus Eq. (3) does not hold. The dynamics of single-particle trajectories evolved through
the SPA are non-Newtonian as particles are allowed to enter classically prohibited regions
subject to the outcome of a stochastic variable. However, by combining these hard and soft
collision outcomes, the SPA generates ensemble averages that retain the pertinent features
of analogous deterministic systems, such as the PS model.
In coarse-grained systems that are governed by imposed Hamiltonian dynamical rules,
the probability of entering a repulsive potential region is dependent on the relative velocity
of the two colliding particles [175]. If the relative velocity between a colliding pair is below
the respective energy threshold for that region, the result is a turning point for soft-edge
potentials like the GC model, or an impulsive elastic collision in hard-edge potentials such
as the PS model.
In the SPA model, the kinetic energy of a colliding pair plays no role in the penetra-
tion process. A set of particles with a relative velocity of small magnitude will sometimes
overlap, traversing the now penetrable core. Moreover, a set of particles with large kinetic
energy can be repelled by the stochastic collision outcome. The probability of penetration
is thus uniformly distributed over the entire energy distribution. The ensemble average
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of these outcomes generates spatial configurations that are analogous to those found by
deterministic bounded potentials such as the PS model. The effective pairwise potential is
determined by δ. It replaces the detailed forces in the interaction (or collision) region when
moving from the all-atom to CG representations. Thus the SPA is a HC model augmented
only by a single pairwise parameter, characteristic of a particles softness, connecting de-
terministic systems governed by Newtonian mechanics to a stochastic system governed by
non-Newtonian mechanics.
When the particles are allowed to overlap, a fundamental observable is the volume
fraction φ occupied by the particles in the system. We find that φ can be predicted using
probabilistic arguments and that the system’s structural behavior is approximately that
of deterministic soft potentials. Thus, when a system’s degrees of freedom are coarse-
grained, the representative equations of motion can be considered probabilistically as well as
deterministically. This result has direct applications in modeling macromolecular assemblies
where, previously, deterministic bounded potentials have been utilized to probe the spatial
structure at the coarse-grained level.
This Chapter is outlined as follows: The numerical methods used to simulate and mea-
sure the volume occupied by a system of particles governed by a stochastic collision rule are
described in Sec. 2.2. Their structure can be characterized by the radial distribution func-
tion g2(r). A mapping of g2(r) between the SPA and soft-particle systems is used in Sec. 2.3
to obtain a correspondence between an SPA model with N -body penetration parameter ζ to
a soft-particle system with pairwise softness δ . Analytic theories capable of predicting the
occupied volume in dimension d ≤ 3 for SPA particles are presented in Sec. 2.4 and tested
by comparison between the results measured from molecular dynamics (MD) in Sec. 2.5.
Finally, in Sec. 2.6, we conclude by summarizing the extent to which the SPA model can
be used to obtain structure and dynamics of corresponding soft-particle systems, and the
extent to which coarse-grained models can be enhanced through the use of the SPA.
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Figure 3: Selected spatial configurations of N = 1000 spheres at φ0 = 0.4 for δ = 0.025
(left), δ = 0.25 (middle), and δ = 1 (right). The particles are colored according to cluster
size Nc.
2.2 Numerical Methods
2.2.1 Model and Simulation Details
Dynamical simulations have been performed on a system of N = 1000 spheres with each
sphere having a mass m and diameter σ. These simulations were performed in a d-
dimensional periodic hypercube with sides of length L. The volume of a single sphere








The HC volume fraction φ0 is the occupied volume fraction of the system when no spheres







If the spheres are allowed to overlap due to softness in the governing potentials, φ0 is an
upper bound to the actual volume fraction φ, i.e., φ ≤ φ0. In simulation, the box volume Ld
is changed to reach the target φ0 value while keeping N constant. In the SPA, penetrability
is realized by using a single parameter 0 ≤ δ ≤ 1. The limiting values of this parameter,
δ = 0 and δ = 1, correspond to the HC and the ideal behavior limits, respectively.
The SPA algorithm is implemented as follows:
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1. For every MD trajectory a value of the penetration probability δ ∈ [0, 1] is preassigned
and maintained throughout the trajectory.
2. When a pair of spheres i and j collide at time tcol, a random number aij (tcol) ∈ [0, 1]
is generated from a uniform distribution. This random number determines, upon its
comparison to δ, whether or not the pair of particles will interact. If aij (tcol) > δ,
they interact via a hard potential; otherwise the particles penetrate each other without
interacting.
3. For the overlapping particles which do not interact, this relationship between aij (tcol)
and δ is maintained until rij > σ, i.e. the zero interaction potential is kept until the
pair breaks apart.
4. If the same pair of particles (i, j) undergoes a new collision at time tcol+τ , then a new
random number aij (tcol + τ) is generated and the acceptance algorithm is repeated.
The SPA procedure generates the following stochastic potential between spheres i and j:












0, r > σ ,
0, r ≤ σ and aij (tcol) < δ ,
∞, r ≤ σ and aij (tcol) > δ ,
(6)
with the random number aij giving rise to the stochastic nature of the interactions. The
potential (6) is used to construct all pairwise interactions in the SPA simulations.
When the stochastic interaction variable aij (tcol) < δ the particles penetrate each other
without interacting leading to pairwise ideal behavior. For trajectories with δ = 1, all
pairwise interactions are ideal. In this limit, the structure and dynamics are completely
ideal with no spatial correlation between particles.
For trajectories with δ = 0, all pairwise interactions are governed by a HC potential
and the dynamics observed are that of a d-dimensional hard sphere system. For δ > 0,
the particles can take on overlapping configurations. When the particles overlap, clusters
are formed. The size Nc(i) of a cluster is defined by the number of spheres connected by
overlaps to i other particles, self-inclusive [198]. As illustrated in Fig. 3, the distribution
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of cluster sizes is strongly influenced by the value of δ. At small δ the system consists of
mostly monomers and dimers. For intermediate δ, higher order oligomers are formed. For
δ = 1 the particles have no spatial correlation and are Poisson distributed. In this state,
the structure of the system is dominated by transient high order clusters.
The interaction between all particle pairs can be represented by undirected network
graphs with each node corresponding to a specific particle. For a system of N particles there
areN(N−1)/2 possible connections associated with the pairwise interactions — HC at δ = 0
or penetrative at δ = 1. Fig. 4 shows representative graphs of different configurations that
can be observed using the SPA. As the system evolves in time, connections can be made and
broken due to the stochastic nature of the SPA allowing for a sampling of different network
configurations. For both a Tonks and an ideal gas, the spatial boundaries for every particle
can be calculated from knowledge of the connection network. These boundaries define the
configuration integral and lead to closed form solutions of the partition functions. The
equilibrium thermodynamic properties for these systems are consequently also contained
in these types of connection networks. They can be extracted directly from the graphs in
Fig. 4 and the corresponding adjacency matrices used to construct them.
In the SPA, the positions and velocities of each particle are updated through a time-
driven hard-sphere algorithm [3]. When collisions occur (aij (tcol) > δ), they are elastic
and thus the total kinetic energy of the system is conserved. The potential energy of the
system V is also constant, V = 0, as given by (6). For deterministic dynamical systems
governed by soft potentials, such as the GEM, the kinetic energy is not conserved and the
total energy of the system is varyingly partitioned into the potential and kinetic terms.
The initial positions of the particles are chosen by placing their centers at distinct points
on a uniform lattice. The initial velocities are sampled from a Maxwellian distribution cor-
responding to T = 300 K, although for the athermal potential (6) the choice of temperature
is arbitrary.
The simulations are partitioned into two stages: an initial spatial relaxation stage and a
second sampling stage. The first stage is implemented to achieve a spatially relaxed state.
After the initial velocities are assigned, these velocities are rescaled such that the total
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Figure 4: Representative graphs for a system consisting of N = 20 particles, showing differ-
ent configurations of the connection network. Each graph node located on the circumference
of the circle corresponds to a different particle. The lines represent the complete graph KN
— all the N(N − 1)/2 theoretically possible connections available for a system. Lines are
colored in red or blue depending on if they correspond to an activated HC connection or
a non-activated connection, respectively. The network with j activated connections is de-
noted as KN : j. The configuration ck is an element of the possible set of permutations for
a KN : j network.
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Figure 5: Several snapshots of overlapping configurations for a system of 8 particles in one
dimension. The connection network of this 8 particle system can be represented by the
complete graph K8. The network evolves through different connection networks c1 → c2 →
c3 → c4, respectively, illustrating how the observed volume fraction φ(t) starts with φ0 and
then changes with time due to particle overlaps.
energy of the system, for every trajectory becomes dNkBT/2. The system is then aged for
5 × 105 collisions to achieve a spatially relaxed state (both hard and soft interactions are
counted as collisions in this phase). As observed previously,[31] φ relaxes to an equilibrium
value quickly during this equilibration phase. During a second sampling stage, all statistical
data is generated by sampling the system at constant time intervals.
Figure 5 shows different spatial configurations of overlapping particles that can be ob-
served for a penetrable system in one dimension. Note that the connection network KN : j,
presented in Fig. 4, does not specify the spatial arrangement of a set of overlapping particles
as a given spatial configuration can be generated by many such networks. As illustrated in
Fig. 5, the volume fraction φ is reduced from its initial value φ0 as the rods interpenetrate.
The geometry of the system, as well as the distribution of free volume cavities, can be
significantly altered by this penetration. The details for the exact methods used to sample
the studied observables are discussed in Sections 2.2.2 and 2.3.
The HC volume fractions chosen for the study in one dimension were in the range
φ0 ∈ [0.125, 0.968]. A one-dimensional gas does not exhibit a phase transition [194] and
therefore the system remains in the isotropic phase within this range of volume fractions.
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An isotropic-solid phase transition occurs for HC systems only in dimensions greater than
one.
A system of hard disks in two dimensions undergoes an isotropic-hexatic phase transition
at φ0 ≈ 0.7 and a hexatic-solid phase transition at φ0 ≈ 0.73 [81, 120]. The HC volume
fractions chosen for the study in two dimensions are ranged φ0 ∈ [0.125, 0.75]. In three
dimensions, freezing occurs at φ0 ≈ 0.491 and melting at φ0 ≈ 0.543 with isotropic-solid
coexistence occurring between these two volume fractions [74, 196, 143]. In three dimensions
we have studied volume fractions φ0 ∈ [0.1, 0.5].
In general, when δ 6= 0, the observed volume fraction φ is much less than the HC volume
fraction φ0. When the particles are allowed to overlap, the phase boundaries present in HC
systems cease to exist and complex phase behavior can occur as the particles form clusters
[113, 135, 134, 210, 27].
2.2.2 Measurement of the Occupied Volume Fraction
For systems consisting of particles with well-defined spatial boundaries, a fundamental ob-








1, if r ∈ particle phase ,
0, otherwise ,
(7)
a spatial coordinate r can be classified as belonging to the particle phase or the void phase.
The occupied volume fraction is the expectation value of the indicator function,
φ = 〈I(r)〉 , (8)
over the domain of all points r in the simulation subspace V .
Determination of this volume fraction for a system of overlapping particles is non-trivial
and often computationally taxing to measure in simulation. Two of the most used methods
to measure φ are Monte Carlo (MC) integration [102, 41] and the GRID method [102, 176,
175].
The MC approach involves generating a large number of random coordinates in V , and
checking if those coordinates are overlapped by any particle from the system. The ratio of
16
the number of sampling points that are overlapped to the total number of points generated
is φ, as given by Eq. (8). The GRID method involves discretizing the sampling space V into
uniform bins. These bins are then probed individually to see if any particle overlaps with
the chosen bin. The ratio of the number of occupied bins to that of total bins is φ.
The accuracy of both the MC and GRID methods increases with an increasing number
of sampling points or bins used. However, the trade-off to this increase in accuracy is an
increase in computational time. Thus, the number of sampling points or bins is often chosen
such that there is an acceptable balance between statistical accuracy and computational
efficiency.
To overcome this computational problem, a cluster measure approach can be applied
for calculating the volume fraction in one dimension. A cluster is defined as a formation
consisting of N ≥ 1 particles (thus, a single particle can be termed a cluster). For a set of N
particles, there exist a maximum of N clusters, corresponding to a configuration where no
particles are overlapped, and a minimum of one cluster, corresponding to the configuration
where all of the particles are overlapped into a single cluster. In one dimension, it is simple
to determine the beginning and end points, xbegin and xend, of these clusters along the line








(xendi − xbegini ) . (9)
This method gives no measurement error and is accurate to floating point precision. If
comparably efficient algorithms can be applied in higher dimension, large increases in com-
putational efficiency could be observed for other models where there is overlap in one phase
of the media and a measure of occupied volume is computationally taxing. The simulation
cost of HC systems far from the thermodynamic limit is negligible compared to the compu-
tation time of post-processing the trajectories and, thus, using the cluster measure method
greatly accelerates the rate of data acquisition and analysis.
Although algorithms that give an exact measure of the occupied volume are known in one
and two dimensions [17, 31], we have used the MC sampling method to maintain a uniform
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methodology for all dimensions studied. We have found that MC gives an acceptable mix
between ease of implementation, computational efficiency, and statistical accuracy. To
measure φ, for each parameter set {δ, φ0}, 104 frames were integrated using 106 sampling
points per frame. A single trajectory was evolved to generate the configurations used for
integration. Previous studies using 8000 trajectories yielded the same results, up to finite
size effects [31], thus confirming the ergodicity of systems evolving through Eq. (6).
2.3 Radial Distribution Function
When a macromolecule’s atomistic degrees of freedom are reduced to a coarse grained
description, the effective potential between the coarse-grained structures can be modeled
using bounded potentials. The bounded, i.e., finite, nature of these potentials allows for the
centers of mass of the coarse-grained macromolecules to overlap relative to their radius of
gyration σ. This leads a characteristic feature in g2(r) where there is a non-zero probability
to find the interacting macromolecules directly on top of each other, i.e., g2(0) 6= 0. This is
in contrast with simple fluid interactions in which the excluded volume of the nuclei give zero
probability to find the interacting molecules in a completely overlapped state. The softness
of the governing coarse-grained potentials leads to cluster formation [113, 135, 134, 210, 27]
and complex functional forms for g2(r) in the penetrative region (PR) defined by r such
that 0 ≤ r < σ. For systems that evolve through the potential (6), the functional form of
g2(r) depends on the pairwise penetration probability δ and therefore it must be included
as a parameter, g2 = g2(r; δ).
In the dilute limit, when three and higher order interactions can be neglected, g2(r; δ) is
constant in the PR and equal to δ. As the density of the gas is increased multi-body effects
dominate the potential of mean force. In the language of the Ornstein-Zernike formalism,
indirect contributions dominate the structural assembly whereas the direct contributions
leading to g2(r) = δ are small. When these indirect contributions are strong, as is the case
in dense N -body systems, g2(r; δ) 6= δ due the multi-body effects. The potential of mean
force (PMF) w2(r; δ) between a pair of particles can be extracted from g2(r; δ) through the
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relationship
g2(r; δ) = e
−βw2(r;δ), (10)
where β = 1/kBT .
To account for multi-body terms, the pairwise softness δ must be be mapped to an
N -body softness parameter ζ. The heuristic parameter ζ accounts for multi-body induced
effects in the pairwise potential through a weighted distribution of energy states in the PR.
In dimension d, we define this parameter as the probability to find a particle in the PR,












For δ = 0, ζV = 0 as particles are not allowed in the PR and for δ = 1, ζV = 1. Thus, the
limiting values of ζV are in agreement the limiting values of δ.
The results given by Eq. (11) in one, two, and three dimensions are shown in Fig. 7(a),
(b), and (c), respectively. The trend in ζ
(d)
V is the same across all dimensions d. As we will
show, φ has distinct trends that depend highly on the dimensionality of the system. To
account for these dimensionally-variant spatial effects, we conjecture, and show in Sec. 2.5,
that that a line (contour) integral of the Boltzmann-weighted states over the PR along the









will more effectively follow the trends observed in spatial properties, specifically φ, as the
system dimensionality is increased.
Figure 6 shows g2(r; δ) for a one-dimensional system at φ0 ∈ {0.25, 0.5, 0.75} over various
values of δ. For φ0 = 0.25, the radial distribution function approaches constant behavior for
r < σ. At higher φ0 values, in the PR, g2(r; δ) 6= δ and particles have a propensity to be in
overlapped states which is evident by observing that g2(0; δ) ≥ g2(σ−; δ), with the equality
holding as φ0 → 0. (Note that σ− and σ+ correspond to the approach of r to σ from the left
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Figure 6: The radial distribution function g2(r; δ) for one-dimensional rods (d = 1) mea-
sured from simulations at various φ0 and δ values using a histogram bin width of σ/300.
The integration was performed for each set of parameters {φ0, δ} over a varying number







V as a function of δ, at various φ0 values, for systems in (a) d = 1, (b) d = 2,





Figure 8: ζL as a function of δ, at various φ0 values, for systems in (a) d = 1, (b) d = 2,
and (c) d = 3 dimensions. The black dashed line corresponds to the infinite dilution limit.
The black solid line in (c) is the ζL = 1 upper bound.
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or the right, respectively.) The reduced volume state arises from the overlap of effectively-
ideal particles into clusters (Nc ≥ 2). The particles in the cluster are free to overlap at
no energy cost as the interaction between them is ideal. If the cluster has HC interactions
with a shell of particles surrounding them, the HC interactions push the clustering particles
into a completely overlapped state forcing the cluster to minimize the occupied volume.
This confinement effect gives rise to the g2(0; δ) ≥ g2(σ−; δ) behavior. It is interesting
to note that while particles belonging to the cluster have no intracluster interactions, the
characteristic concavity in g2(r) is also observed in deterministic models in which clustering
is brought on by intermolecular and intramolecular interactions.[123, 122, 166, 27]
Figure 8(a) shows ζL as a function of δ for a one-dimensional system. The ζL values
are calculated by numerical integration of Eq. (12) for g2(r; δ) values obtained from MD
simulations. At the dilute density φ0 = 0.125, ζL weakly deviates from the ideal δ value. As
φ0 is increased toward the maximum HC packing fraction, φ0 = 1, a characteristic shape
occurs. For small δ, the ζL values deviate strongly from ideal behavior. As δ is increased
toward the ideal limit, δ = 1, ζL deviates less strongly. This effect is induced by the SPA,
as the particles in the system are not strongly correlated when the probability of collision
is small.
In two dimensions, as shown in Fig. 9, the trends of g2(r; δ) are generally the same as
those seen in one dimension. The HC volume fraction φ0 = 0.75 is above the solid phase
transition and g2(r; 0) begins to take on the characteristic shape of a solid. For φ0 = 0.75
and δ = 0.01, g2(0; δ) > g2(σ
+; δ) showing that the density of the system is greatest inside
the the PR. This affects ζL strongly, as shown in Fig. 8(b) where the ζL/δ ratios are larger
than those in one dimension for small δ.
In Fig. 10, the measured g2(r; δ) functions are shown for a system of three-dimensional
spheres at various φ0 and δ values. For small δ and large φ0, highly overlapped states are
heavily favored and g2(0; δ) ≫ g2(σ+; δ) with respect to one and two dimensional systems.
In this large-φ0, small-δ regime, overlapping configurations dominate in the distribution of
particles. This clustering state is analogous to the so-called “cluster anomaly” found in the
deterministic (GEM-n) model [27]. In the SPA it leads to a turnover in the ζL function
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Figure 9: The radial distribution function g2(r; δ) for two-dimensional disks (d = 2) mea-
sured from simulations at various φ0 and δ values using a histogram bin width of σ/300.
The integration was performed for each set of parameters {φ0, δ} over a varying number
(5× 105 − 3× 106) of configurations.
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for larger packing fractions φ0 as shown in Fig. 8(c), whereas in one and two dimensional
systems ζL is a monotonically increasing function of δ at φ0.
The trends observed in g2(r; δ) suggest that as the dimensionality is increased, pairs
of overlapping particles become more confined by the first solvation shell. For d = 1, the
number of neighboring sites is 2. For a particle to be allowed to leave a cluster, there
must either be a cavity available to accommodate the particle, or a neighboring site must
switch interaction from HC to ideal, i.e., a random number a (tcol) generated at the time
of collision must be less than δ. With increasing φ0, the probability to find a cavity with
enough free volume decreases. Thus, for a particle to leave a cluster it must do so through
a stochastic switching of interactions. As the dimensionality is increased, the number of
neighboring sites also increases due to the respective packing geometries. With increasing
d, the particles in a cluster interact repulsively with more neighbors. This increase in the
number of neighbors forces the cluster into a heavily overlapped state. This phenomenon
is manifested in the trends of g2(r; δ) discussed above.
2.4 Theory
In this section, we derive two expressions for predicting the occupied volume fraction φ of
a system of SPA particle with hard core volume fraction φ0. The first one is an analog of
an expression derived by Rikvold and Stell (RS) [160, 161] for the PSM using the Kirk-
wood superposition approximation [92], but now obtained for a system of particles evolving
through the SPA. The second expression relies on mean field arguments for the conditional
probabilities of finding a pair of particles in an overlapped state as particles are sequentially
added to the system.
2.4.1 Kirkwood Superposition Approximation for SPA particles
In the PSM [15], the pair correlation function g2(r) is taken to be a constant in the PR. In
this limit, we can define δ, as used in the SPA model, as that constant, i.e., g2(r; δ) = δ.
Thus, in analogy with Eqs. 11 and 12, both ζ
(d)
V and ζL, for any dimension, are equal to δ,
i.e.,
ζL,V(δ) = δ. (13)
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Figure 10: The radial distribution function g2(r; δ) for three-dimensional spheres (d = 3)
measured from simulations at various φ0 and δ values using a histogram bin width of σ/300.
The integration was performed for each set of parameters {φ0, δ} over a varying number
(5× 105 − 3× 106) of configurations.
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This is the limiting case of the SPA model at infinite dilution. To predict φ in the PSM,
RS also used the Kirkwood superposition approximation [92] for higher-order correlation
functions,





g3(r1, . . . , r3) = δ
3, (15)
g4(r1, . . . , r4) = δ
6, (16)
and in the thermodynamic limit (N → ∞, Ld → ∞, N/Ld = const) derived a dimensionally
invariant expression for the occupied volume fraction through a power series in φ0 [160, 161,
21, 184],









where φ0 is the volume fraction for a HC system. From Eq. (17), the limiting values of δ
give,
φRS-SPA(φ0, 0) = φ0, (18)
φRS-SPA(φ0, 1) = 1− e−φ0 . (19)
Equation (18) is the HC volume fraction, given by Eq. (5). Equation (19) is the Poisson
distributed result [157, 182] for the volume fraction of particles with no spatial correlation
at the thermodynamic limit.
Far from the thermodynamic limit (small N), Eq. (17) must be replaced by its finite
variant [31],


















is the binomial coefficient, and the last term in the summand is the k-th order
correlation function gk. The difference between Eq. (17) and Eq. (20) lies in the series
expansions over φ0:



































is the binomial coefficient. As N → ∞, C ′k → Ck.
The limiting values of δ in Eq. (20) give
φN -SPA(N,φ0, 0) = φ0, (25)






As the thermodynamic limit is approached, φN -SPA
N→∞−−−−→ φRS-SPA.
Multi-body interactions leading to clustered states, can drastically affect φ in the SPA
model. To account for the indirect, multi-body induced effects, ζ must be used in place of







The analog to the finite N -SPA expression, Eq. (20), for φ in ζ-space can thus be written
as













with the replacement from Eq. (27) serving to account for the overlaps between the particles.
In application, the values of ζ can be calculated using either Eq. (11) or Eq. (12). We will
refer to these as the ζV-SPA and the ζL-SPA, respectively.
2.4.2 Sequential Iteration Method
A more accurate expression for estimating φ was constructed in Ref. [31] through the se-
quential addition of particles to a hypercube with volume Ld. Although it was derived
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for the one-dimensional case, all the arguments of this sequential iteration method (SIM)
remain valid for systems of d-dimensional penetrable spheres with arbitrary dimension d.
Within the SIM approximation, the occupied volume fraction
φSIM(N,φ0, ζ(δ)) = φ
(N), (29)
remains a function of N , φ0 and the penetration parameter δ (see Eq. (12) above). The
RHS of Eq. 29 is the N -particle limit of the series of occupied volume fractions φ(n) for n






where Q(i) is the conditional probability that a random point A not in the covering of the










where qk is the probability that A remains a point in the void phase of an i − 1 particle
system after the i-th particle is added under the condition that the i-th particle has no
overlap with at least k other particles.
For example, The probability that the first particle added to the system does not cover
A is q0. When a second particle is added, then there is a chance it “does not see” the first
particle because the hard interaction is not activated. If there are only two particles in
the system, then their pairwise penetration probability is δ. However, for the N -particle
system, the overlapping probability must obey the many-body condition and, therefore,
cannot simply be equated to δ. As discussed in Sec. 2.3, the actual penetration coefficient
ζ from Eq. (12) must be used in place of δ to account for multi-body effects. Thus, the
probability that the second particle can overlap the first one, and does not cover point A
is (ζq0). Alternatively, when the particles do see each other, as realized with probability
(1 − ζ), then these particles behave as hard particles. The probability that the point A is
not covered by the second particle is denoted as q1. The latter differs from q0 because the
hard interaction must be taken into account in the last case. Combining these two outcomes
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gives the probability of A not being covered by the second particle,
Q(2) = ζq0 + (1− ζ)q1 . (32)
Analogously, the probability that the third particle added to the system does not cover
point A consists of three terms:
Q(3) = ζ2q0 + 2ζ(1− ζ)q1 + (1− ζ)2q2 , (33)
where the first term is the probability that the hard interaction is not activated between
the new and two previously placed particles, and the third particle does not cover point A;
the second term is the probability that the hard interaction is activated between the third
and one of two other particles, and the third particle does not cover point A; and the last
term is the probability that the hard interaction is activated between the third and two
other particles, and the third particle does not cover point A. As illustrated in Fig. 11,
the general probability of A not being covered by the i-th particle is Qi where qk is the
probability point A is not covered by a new added particle given k particles have already
been placed in the system. This probability must be defined before the expression can be
evaluated.
To determine the coefficients qk, we note that at ζ(0) = 0 the hard interactions are
activated throughout the particles network, and the corresponding occupied volume fraction
is
φ(k) = kv(d)/Ld = k(1− q0) . (34)
where v(d) is the volume of a single sphere in dimension d, given by Eq. (4). On the other
hand, for ζ(0) = 0, Q(i) = qi−1, and
φ(k) = 1− q0q1 · · · qk−1 . (35)
Combining these results, one obtains
q0q1 · · · qk−1 = 1− k(1− q0) . (36)
This relation allows one to express qk via q0:
qk =
q0q1 · · · qk
q0q1 · · · qk−1
=




Figure 11: A graphical representation of how the first 3 terms in the SIM are constructed.
The solid circles correspond to sets of particles that have an activated hard connection such
as those represented by the red lines in Fig. 4. The dashed circles represent particle pairs
that are not connected (allowed to penetrate through each other). For Q(3), the two middle
configurations have 3 permutations that are each isomorphic.
Taking φ(k) from Eq. (34), one can find that the recurrence relation reads
qk =
q0 − φ(k)
1− φ(k) . (38)








Through Eqs. (13), (29), (30), (31), and (38) the expression for φSIM(N,φ0, ζ(δ)) can be
evaluated giving















It gives the correct result in several limiting cases. For example, in the case of hard spheres,
where δ = 0, one obtains
φSIM(N,φ0, ζ(0)) = 1− q0q1 · · · qN−1 = φ0, (41)
as one expects for the HC limit from Eq. (25). For fully transparent particles in the δ = 1
limit, the occupied volume fraction is
φSIM(N,φ0, ζ(1)) = 1− qN0 , (42)
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which is equal to the exact result given by Eq. (26). Thus, at limiting values of δ, the SIM
expression is exact. We will refer to Eq. (40) as both the ζV-SIM and the ζL-SIM expression,
depending on which ζ parameter is used in calculation.
2.5 Discussion
2.5.1 One Dimension
In one dimension, the dynamics are those of a system of rods moving on a line. Shown
in Fig. 12 are the results for φ given by the N -SPA (20), ζL-SPA (28) and ζL-SIM (40)
expressions. Note that for d = 1, ζL = ζV.
For dilute systems, φ is an approximately linear function of δ and all three analytic
predictors give satisfactory results, interpolating approximately linearly between the com-
pletely hard (δ = 0) limit and the completely soft Poisson distributed (δ = 1) limit. As φ0 is
increased and the system becomes denser, a characteristic feature of φ in systems governed
by bounded potentials can be seen. As can be seen in Fig. 12, when δ is reduced slightly
from the ideal limit (δ = 1) the response of φ is small and apparently linear. Contrast this
to the case where δ is increased slightly from the HC limit (δ = 0) and φ responds with a
large decrease. The non-linear regime close to δ = 0 is caused by the propensity for clusters























These findings reveal another feature of the penetrable particles: at high density, even a
subtle chance to overlap will unavoidably be realized. In higher-dimensional systems, we
conjecture that it may even give rise to phase transitions. As δ is moved slightly from the
δ = 0 limit, φ decreases drastically due to pressure pushing the particles into overlapped
states. In this regime, both the N -SPA and ζL-SPA expressions fail to agree with simulation
results while the ζL-SIM expression shows excellent agreement. The error between the
results measured from MD and ζL-SIM expression is < 1.5% over all values of φ0 and δ. In
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Figure 12: The occupied volume fraction φ as a function of the penetration probability
parameter δ in one dimension (d = 1). The blue filled circles are the results of MD simula-
tions. The result of the N -SPA expression, given by Eq. (20), is shown as a dashed black
curve. The ζL-SPA expression, given by Eq. (28), is shown as a solid orange curve. The
ζL-SIM result, given by Eq. (40), is shown as a dashed red curve.
comparison, the N -SPA expression gives error > 20% at large φ0 and small δ.
2.5.2 Two Dimensions
The results for φ generated from simulation and analytic theory for a two-dimensional
system of disks are shown in Fig. 13. The general trends are the same as in one dimension.
When δ 6= 0 the observed volume fraction is decreased from φ0. This decrease is pronounced
at high densities and small δ where overlapped states are favored as observed in the PR of
g2(r; δ) in Fig. 9. The N -SPA expression, which is shown only for φ0 = 0.75, fails in the
large-φ0, small-δ regime while both the ζL-SIM and the ζL-SPA expressions show agreement
with the results measured from MD simulations across all ranges of φ0 and δ studied. The
ζL-SIM expression gives error in φ, with respect to values obtained from MD simulation, of
≈ 5% at large φ0 and small δ, with typical error < 1% outside of this regime. Interestingly,
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Figure 13: The occupied volume fraction φ as a function of the penetration probability
parameter δ in two dimensions (d = 2). The labeling and symbols correspond to those in
Fig. 12, with addition of the ζV-SIM result which is shown as a solid black curve. The result
of the N -SPA expression (dashed black) is shown only for φ0 = 0.75.
the dimensionally-scaled ζV-SIM expression gives error ≈ 10% at large φ0 and small δ values.
This error decreases significantly as δ is increased, but it is always greater than that given
by the ζL-SIM expression, up to large δ values where the error in both expressions becomes
negligible, typically < 0.1%.
2.5.3 Three Dimensions
Figure 14 shows the results for φ measured from simulation and predicted by the analytic
approaches of Sec. 2.4 for a system of three-dimensional spheres. At low to moderate
densities φ0 ∈ {0.1, 0.2, 0.3} the results from MD simulations agree with the ζV-SIM, ζL-
SIM, and the ζL-SPA expressions across all ranges of δ. In this density regime, the error
for all three expressions is < 2% at small δ values and is typically < 1% for δ ≥ 0.25.
At higher densities φ0 ∈ {0.4, 0.5}, close and above the HC freezing transition density
(φ0 ≈ 0.491), the theoretical predictions are in agreement with the MD results for large δ,
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Figure 14: The occupied volume fraction φ as a function of the penetration probability
parameter δ in three dimensions (d = 3). The labeling and symbols correspond to those in
Fig. 13. The result of the N -SPA expression (dashed black) is shown only for φ0 = 0.5.
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contrary to the case of small δ. The latter divergence is caused by a change in structure
from an isotropic state to a crystal or clustered state. Note that when ζL > 1, which is
shown in Fig. 8(c), the weighting of states in Eqs. (28) and (40) fails catastrophically. In
this case we make the ad hoc correction that is ζL bound above by ζL = 1. When clustering
behavior dominates the structure of the system, it has been shown that for the deterministic
PS potential (2) other analytic theories breakdown [198, 175]. In this regime, completely
overlapped states are highly favored and theory based on assumptions of spatial uniformity
would be expected to fail. At high densities we observe in systems governed by the stochastic
potential (6) the same “cluster anomaly” found in the deterministic (GEM-n) model [27].
To characterize the anomalous clustered state, the dependence of the clustering prob-
ability on φ0 was measured from MD simulations. Let Pc(i) denote the probability of a
randomly chosen particle being connected by overlaps to i other particles, self-inclusive
[198]. If the particle does not overlap with any other particles (i = 1) it is a monomer; two
penetrating particles form a dimer (i = 2) given there is no other particle overlapping the
former ones, etc.
The results are shown in Fig. 15. At δ = 0, no particles overlap and the system consists
entirely of monomers. At small δ and large φ0 the most probable configuration is a dimer.
The turnover from a state in which monomers are favored to a state in which the particles
cluster and dimers are favored is the exact trend of clustering observed in the (GEM-n)
model (c.f. Fig. 4 in Ref. [27]). For intermediate δ, higher order oligomers are formed
and the distribution of clusters is Poisson-like as observed by comparing the middle and
bottom panels of Fig. 15. For δ = 1 the particles have no spatial correlation and are Poisson
distributed.
The internal dimer radial distribution function gdi2 (r; δ) gives the probability to find the
second particle in a dimer at a distance r from the first particle. For r > σ, gdi2 (r; δ) =




−; δ) is shown for various δ values for φ0 = 0.25 and φ0 = 0.5. For r ≈ σ, this
ratio decreases because the cluster is more likely to be in a higher order oligomer due to
the available volume for other particles to occupy. As r approaches 0, the particles become
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Figure 15: The clustering probabilities Pc(i) of three-dimensional spheres as a function of
φ0 for δ = 0.01 (top), δ = 0.5 (middle), and δ = 1 (bottom). Different values of i run
from “monomer” (i = 1) to “hexamer” (i = 6) as indicated in the top panel. For each set
of parameters {φ0, δ} the probabilities were calculated by integrating over 5 × 105 spatial
configurations.
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Figure 16: Semi-log plots of the scaled internal dimer gdi2 (r; δ)/g
di
2 (σ
−; δ) radial distribution
functions for three-dimensional spheres at φ0 = 0.25 (top) and φ0 = 0.5 (bottom).





−; δ) ≈ 15 while
at φ0 = 0.5 and δ = 0.01 it jumps up to ∼ 2500 indicating a large increase in propensity
for the dimer to be in a highly overlapped state.
2.6 Conclusions
We have studied the static structures of a system of stochastically penetrable spheres
through MD simulations and analytic theory in dimensions one, two, and three. In sim-
ulation, the interactions between particles are governed by a stochastic potential. This
stochastic potential bridges hard-core and ideal behavior through a penetration parameter
δ. The value of δ governs whether the particles are allowed to interpenetrate (overlap)
or are completely hard. When the particles take on overlapping states, the volume occu-
pied by the system is reduced. To predict the particle volume fraction, analytic theories
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have been developed based on conditional probabilities derived from the sequential addi-
tion of particles to configuration space. The particle volume fraction has been measured
from simulation and the results have been compared to the theoretical predictions. These
results were found to be in excellent agreement apart from an observed clustered regime at
high densities and small δ in three dimensions. We have characterized this regime through
analysis of clustering probabilities and intracluster spatial distributions.
In one and two dimensions, over the densities studied, we see no conclusive evidence
of a transition from an isotropic stable state to a cluster-forming regime where particles
exist, and persist, in completely overlapped states. Trends in the effective occupied volume
fraction φ suggest that these transitions could be observed as the density is increased toward
the maximum hard-core packing fraction.
A qualitative comparison between the simulation results generated from deterministic
bounded models and the presented stochastic bounded model has shown that the stochas-
tic models capture the general behavior of their deterministic analogs. In particular, the
collective effect of pairwise soft interactions appear to be characterizable through a single
reduced parameter that captures their overlap probability. We further conjecture that the
structural properties of deterministic bounded potentials can be exactly reproduced using
stochastic models based on this one characteristic. The derivation of stochastically realized,
non-Newtonian equations of motion for coarse-grained macromolecular dynamics is a focus
of our current research.
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CHAPTER III
EFFECTIVE SURFACE COVERAGE OF COARSE-GRAINED SOFT
MATTER
3.1 Introduction
In the previous Chapter, a stochastic penetration algorithm (SPA) was introduced to model
the structural behavior of systems of soft particles. Here, we present a lattice generalization
of the SPA model and apply this model to a sequential adsorption process on a solid sub-
strate. As represented in Fig. 17, the occupied volume fraction of the lattice model can be
smoothly mapped to occupied volume fraction of an equilibrium system of particles moving
on a continuum configuration space. The structures that emerge from overlapping spatial
configurations, such as those generated by the SPA algorithm, render non-trivial geometries
of the system’s particle phase. This is in contrast to the atomistic scale in which nuclear
repulsion does not allow for pairs of atoms to overlap, and thus mutually exclusive proba-
bilistic arguments suffice to describe the resulting bulk phase structure. This overlapping
phenomenon has been observed experimentally in the structure factor of dendrimers, mea-
sured with small-angle neutron scattering [155] in agreement with the theoretical predictions
of Likos and co-workers [110, 5].
diffeomorphic
cluster size
Figure 17: The lattice occupied volume fraction φδ and the continuum occupied volume
fraction φζ are connected through the invertible mapping δ 7→ ζ.
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The determination of the occupied volume fraction of a system’s particle phase φ is of
specific interest for the design of materials with properties driven by bulk phase connectivity,
such as conductivity and permeability [184, 102, 176, 41, 175, 31, 30]. The attainable
particle phase volume fraction in systems consisting of soft macromolecular structures is
much larger than that of systems governed by hard core (HC) potentials [127]. In simple
HC models, such as the well known hard sphere system [181], the infinite value of the
governing potentials prohibits a set of particles from overlapping. When coarse-grained
intermolecular interactions are modeled using bounded potentials, an increase in attainable
volume fractions gives rise to complex clustering behavior [110, 135, 134, 210, 27], as the
particles are allowed to overlap relative to their characteristic radius of gyration.
The assembly of particles on a substrate that are prohibited from overlapping because
of steric repulsion is often modeled using random sequential adsorption (RSA) [48]. In the
RSA procedure, particles are deposited sequentially, with the position of the incident particle
chosen at random. If the placement of an incident particle on the chosen position leads to
overlap with any previously added particle, the particle does not bind to the substrate.
The insertion of non-overlapping objects to a volume generates non-equilibrium structures
that differ from the configurations generated by HC systems in thermodynamic equilibrium
[203, 185]. By forming geometrical objects through combinations of identical spheres, RSA
can be extended to polymeric structures [23, 24].
The RSA can be further generalized through the random site model (RSM) by subdi-
viding the substrate into a random distribution of discretized binding sites [83, 178]. The
occupied fraction of independent discrete sites, when only monolayers are allowed, can then
be obtained from the standard Langmuir isotherm [98]. Multi-layer coverage and distri-
butions in reversible equilibrium adsorption processes can be addressed through the BET
(Brunauer, Emmett, and Teller) isotherm [19] as long as adsorbate-adsorbate interactions
are ignorable [126].
In the deposition of coarse-grained macromolecules on a surface, there is a possibility
for them to occupy the same binding site at a finite energy cost, and this can be addressed
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even within interaction models that involve bounded potentials. The single occupancy cri-
terion of the RSM and the Langmuir isotherm does not sufficiently describe the complexity
of the generated structures with such multiple occupancy. Multilayer isotherms built on
assumptions involving bulk-phase interactions and the independence of each monolayer also
fail. Finken et al. [51] and Likos et al. [113] have developed multiple occupancy lattice
models to study the phase behavior of coarse-grained macromolecules through evaluation
of approximated partition functions. These studies have elucidated both phase separations
and the transition to clustering regimes in equilibrium CG systems, but they are not directly
applicable to the prediction of structures generated from sequential addition processes.
The self-organization of cells on microstructured surfaces is another example of an ob-
served multiple occupancy phenomenon. Binding sites are created by coating a substrate
with protein. A cell line is introduced to the substrate and the cells self-organize on the
binding sites. After organization, a fraction of lattice sites will be occupied by multiple cells
[162]. Multiple occupancy is advantageous for processes in which cell-to-cell communication
drives survival and function [114] but also a hindrance to the creation of single cell assays.
In this Chapter, we use an avoidance-modified soft sequential adsorption (SSA) algo-
rithm to model coarse-grained macromolecules binding to a substrate. It takes advantage of
our recent model [31, 30] treating soft (penetrable) interactions using stochastic hard-sphere
potentials. In the SSA process, purely repulsive pairwise interactions drive the assembly,
and the bounded nature of the underlying potential allows multiple molecular structures to
occupy the same binding site. Simulations and a new theoretical framework of the SSA pro-
cess provide the fraction of occupied binding sites φ and the distribution of occupied sites.
For systems at the thermodynamic limit, we derive φ using mean field (MF) arguments
and compare both the exact and MF results with measurements taken from Monte Carlo
(MC) simulations, with excellent agreement observed. These expressions are applied to a
system governed by a stochastic bounded potential that includes multi-body interactions.
We find that using the exact SSA derivation of φ, we can predict the occupied volume
fraction of equilibrium configurations of coarse-grained, penetrable systems. The occupied
volume fraction also differs from what is observed in the case of relaxed surface coverage
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Figure 18: Several configurations generated as k = 900 macromolecules are sequentially
added to solid substrate with n = 900 binding sites. The softness parameter is δ = 1.
Each binding site is colored according to the number of particles that occupy that site.
The configurations shown are progressive; each configuration c is built from the one before
c50 → c200 → c500 → c900.
(RSC), that is, when the particles are allowed to move between binding sites upon SSA.
3.2 Soft Sequential Adsorption (SSA)
We consider a substrate with n discrete binding sites and k incident macromolecules, which
arrive sequentially, and bind irreversibly to the substrate. The potential between a pair of







ǫ, rij = 0 ,
0, otherwise ,
(45)
which is ǫ if the pair of macromolecules occupies the same site on the substrate and 0 oth-
erwise. A potential of this form is a lattice generalization of the the well-known penetrable
sphere (PS) potential [166, 122, 123, 22, 198] introduced by Marquest and Whitten [124],
in order to model solutions of micelles.




with ǫ⋆ = ǫ/kBT , the softness of the underlying potential can be reduced to one parameter.
The limiting values of this parameter classify the adsorbant as completely hard (δ = 0),
when no multiple occupancy is allowed, and completely soft (δ = 1) when macromolecules
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are allowed to occupy the same binding site. For a particular system, the actual value of δ
would depend on, for example, the critical adsorption point, internal structure, orientation,
and chain-length of the incident species [108, 131]. At intermediate values, 0 < δ < 1,
complex structures are generated through the non-Markovian, avoidance-modified SSA al-
gorithm, which is implemented as follows:
1. A substrate with n binding sites is created and a value of the softness parameter
δ ∈ [0, 1] is preassigned to the incident binding macromolecules.
2. A macromolecule is created and a binding site on the substrate is selected randomly
from a uniform distribution.
3. If the binding site is unoccupied, the macromolecule irreversibly adsorbs to the selected
site. Bound macromolecules do not diffuse on the surface or desorb from the surface.
4. If the binding site is already occupied by i > 0 macromolecules, the macromolecule
irreversibly adsorbs to the selected site with probability δi and is rejected from the site
with probability (1− δi).
5. If the macromolecule is rejected from the binding site, a new binding site on the sub-
strate is selected randomly, with all sites having equal probability of being selected, and
the acceptance loop (Steps 3-4) is repeated
The sequential creation-acceptance process is repeated until k macromolecules are added
to the substrate. After the sequential addition of macromolecules, the substrate will have
some number of occupied and unoccupied sites. The occupied volume fraction φ is the
average number of occupied binding sites, i.e., the surface coverage concentration.
The number of possible microstates for a lattice system that allows multiple occupancy,










is characterized entirely by the intermolecular interactions. It is notable that the distribu-
tion of energy states generated by sequential addition methods cannot be equated to the
probabilistic distribution of the canonical Boltzmann partition function [203].
In this article, we will derive methods to predict the weighting of microstates that arise
from the SSA procedure. Through calculation of the microstate weighting, either exactly
or through approximate methods, spatial properties of a system undergoing SSA, such as
φ, can be elucidated analytically.





where the number of binding macromolecule is bounded above by k = n, as at this limit
there are no available binding sites for a k + 1 incident macromolecule. For soft (δ > 0)
interactions, multiple macromolecules can occupy the same binding site and φ0 is an upper
bound to the actual volume fraction φ, i.e., φ ≤ φ0. Note that when k > n the surface
coverage concentration φ, which is the expectation value of ratio of occupied binding sites






















which is bounded above by φ = 1. In the limit (k → ∞, n→ ∞), Eq. (49) can be replaced
with well-known Poisson distributed result [157, 182],
φ = 1− e−φ0 , (50)
which is the volume fraction occupied by macromolecules that overlap with no energy
cost at the thermodynamic limit. Figure 18 shows selected configurations generated as
macromolecules are sequentially added to binding sites with δ = 1. The softness of the
macromolecules allows multiple occupancy of a binding site and causes a decrease in the
occupied volume fraction with respect to φ0.
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At intermediate softness, 0 < δ < 1, the pairwise interactions generate complex behavior
in φ. In the following two sections of this article, we will derive two expressions to predict
the volume of a substrate occupied by an incident molecular species undergoing SSA.
3.3 Exact Occupied Volume Fraction
Consider the sequential addition of k macromolecules added to a substrate with n binding
sites. As the particles arrive to the substrate, the probability of selection for a specific site
is 1/n. In the non-trivial δ > 0 regime, after the sequential addition of k macromolecules,
the configurations of occupied sites that can be generated are given by the integer partitions
{νk} of k. Kindt has developed theory to predict the equilibrium cluster size distribution
of aggregating monomers using compositions of integers and separable partition functions
[91], and we modify his notation for our study. The partitions {νk} define a distinct set
of occupied configurations (OC) that can be generated. For example, after the addition of
3 macromolecules the allowed OC are {ν3}1 = {1, 1, 1}, {ν3}2 = {2, 1}, and {ν3}3 = {3}
(note that {2, 1} = {1, 2}). In general, the occupied binding sites take on configurations
{νk}i where i ∈ {1, 2, . . . , p(k)} and p(k) is the number of partitions for the integer k. An








Figure 19 shows the event graph G, encompassing all possible OC that can be generated,
for the sequential addition of k = 4 macromolecules. The first macromolecule k0 added to
the system must axiomatically bind to an unoccupied site and thus generate {ν1}1 = {1}.
This event is marked by letter “U” in Fig. 19. The second macromolecule k1 can either
bind to an unoccupied site (U) generating {ν2}1 = {1, 1}, bind to the site occupied by
the first macromolecule (event “O1”) generating {ν2}2 = {2}, or be rejected by the site
occupied by the first macromolecule (event “O1”). If macromolecule k1 is rejected from
the substrate, a new round of acceptance-rejection is begun, thus the only possible final
states for k1 are O1 and U . Excluding the intermediate rejection outcomes, the third
macromolecule k2 has three possible final states. If the substrate is in configuration {ν2}1,
the macromolecule can bind to an unoccupied site (U) generating {ν3}1 = {1, 1, 1} or
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Figure 19: The avoidance-modified event graph G for the sequential addition
k0 → k1 → k2 → k3 of four macromolecules added to a solid substrate. The sym-
bol Oi (red) represents that the macromolecule is accepted onto a binding site occupied
by i macromolecules and Oi (blue) represents that the macromolecule is rejected from a
site occupied by i macromolecules. In the event of rejection, a new site is selected, with-
out memory, and the acceptance-avoidance site selection is repeated. Rejection events are
shown as a directed dashed lines. An acceptance of the macromolecule by an unoccupied
site is represented by U (gray).
be accepted by either of the two occupied sites (O1) generating {ν3}2 = {2, 1}. If the
substrate is in configuration {ν2}2, the macromolecule can bind to an unoccupied site (U)
generating {ν3}2 = {2, 1} or be accepted by the site doubly occupied by the previously
added macromolecules (O2) generating {ν3}3 = {3}. As illustrated in Fig. 19, the fourth
macromolecule k3 has an increased complexity of available final states, which have a non-
Markovian property, depending on all the previous states and on the possible intermediate
rejection outcomes.
Let {ωk}i represent the occupancy vector of the partition {νk}i,
{ωk}i = {o1, o2, o3, . . . , ok} , (52)
where ol is the number of sites with l bound macromolecules. For k = 3, the occupancy
vectors are {ω3}1 = {3, 0, 0}, {ω3}2 = {1, 1, 0}, and {ω3}3 = {0, 0, 1}. Coupled with the
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softness parameter δ, the occupancy vector defines a state polynomial,
















S({ωk}i , δ), (54)
is the probability for the incident macromolecule to be accepted into any occupied state







denote the conditional probability that the incident macromolecule
is rejected by the substrate on the first round of acceptance-rejection, given that the OC of














The probability of acceptance or rejection is the same for every round, but the prob-
ability to reach that round depends on the outcome of all previous rounds, e.g., the in-
cident macromolecule can be accepted on the first round, rejected on the first round and
accepted on the second, rejected on the first and second and accepted on the third. This se-
quence continues ad infinitum, with each term in the sum representing a successive round of




















The conditional probability for an incident macromolecule to bind to any occupied
site given that the substrate is in configuration {νk}i can be expressed through the state


























n− k + S({ωk}i , δ)
.
(57)















The probability given by Eq. (57) is a sum of the probabilities to bind to each occupied


















and thus the conditional probability for the k+1 macromolecule to bind to a site occupied










n− k + S({ωk}i , δ)
. (60)
The transition {νk}i → Oj or {νk}i → U generates a distinct partition {νk+1}l of the
k + 1 integer and thus the index l depends on j and must be included as an argument,
l = l(j). The index set {i, l} defines a distinct node-to-node transition and we arrive at
the expression for the conditional probability that the k + 1 macromolecule added to the
system generates the {νk+1}l(j) partition, given that the previous k macromolecules are in










n− k + S({ωk}i , δ)
, (61)







= 1− S({ωk}i , δ)
n− k + S({ωk}i , δ)
, (62)
if the k + 1 macromolecule binds to an unoccupied site.
Let P denote all the possible transition paths on the graph G. A subset of P is Pi which
is all the paths terminating at the configuration defined by the {νk}i-th integer partition of
k. The index set α = {α1, α2, . . . , αk} is a subset of Pi and defines a specific path leading
from the {ν1}1 node to the {νk}i-th node. The transition probability along a specific path α












The probability Pα(δ) is a function of δ the softness parameter. A change in δ will alter the
probability of a node-to-node transition in accordance with Eq. (57).
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There are many such paths α ∈ Pi and thus the probability to reach the {νk}i-th state














Equation (64) gives the probability to observe any configuration {νk}i.
The fraction of substrate binding sites occupied by {νk}i depends on its size. Let
λ({νk}i) be a function that takes a partition as its argument and returns the size of that



































which is the exact probability for a binding site to be occupied after the sequential addition
of k macromolecules to n binding sites.
Shown in Fig. 20 are the results for φ, given by Eq. (66), as a function of δ for various
values of φ0. For large φ0 and small δ, φ is observed to rapidly decrease due to propensity for
macromolecules to multiply occupy a site. The results from Monte Carlo (MC) simulations
are shown as blue circular markers in Fig. 20. The MC results for φ agree with those given
by Eq. (66).
The site occupation distribution PX(x) can also be constructed from Eq. (64), where
x = 0 corresponds to an unoccupied site, x = 1 is a site with one binding macromolecule,







P ({νk}i) ox (67)
where ox is the x-th element of the occupancy vector for the partition {νk}i, defined by









Figure 20: The fraction of occupied sites φ for different lattice sizes n ∈ {10, 50, 500} from
left to right, respectively, as a function of the softness parameter δ. The results for each
lattice size are shown for various φ0 = k/n values. Each circular marker (blue) is the the
result calculated from 106 Monte Carlo (MC) simulations. The exact solution given by
Eq. (66), for each value of φ0, is shown as a dashed curve (black). The results predicted
by the continuum mean field (MF) approximation, given by Eq. (72) and presented in the
next section, Section 3.4, are shown as solid curves (red).
which is the remaining outcome after the probability for all occupied states has been
counted.
Figure 21 shows the results for the distributions given by PX(x) as a function of φ0 for
various δ values. For δ = 0 the system is completely hard and consists only of unoccupied
and singly occupied sites. At δ = 0.025 multiply occupied sites are allowed and the distri-
bution is highly peaked as system enters clustering regimes at large φ0. As δ is increased,
sites that are multiply occupied become more probable and the distribution moves from a
Poisson-like distribution at δ = 0.5 to the exactly Poisson distribution at δ = 1. Thus, the
occupancy distributions can be separated into four regimes: The singly-occupied HC limit
at δ = 0, the clustering regime at small δ, the Poisson-like regime at intermediate δ, and
the exactly Poissonian limit at δ = 1.
The scaling of p(k) can be estimated by Eq. (51). As (k → ∞, n → ∞) the exact
expression for φ, given by Eq. (66), becomes intractable due to the large number of partitions
that must accounted for in the calculation. Although, as shown in Fig. 20, the values of φ
at the thermodynamic limit are approached asymptotically, and the exact expression for φ
gives a method to estimate φ for large k.
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Figure 21: The distribution of site occupation PX(x) for k = 20 macromolecules as function
of φ0. The exact results, given by Eqs. (67) and (68), for δ = 0.025 (top), δ = 0.5 (middle),
and δ = 1 (bottom) are shown as solid curves. Each circular markers is the result of 106
MC simulations.
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3.4 Mean Field Occupancy
In this Section, we derive an expression built on MF arguments for the conditional probabili-
ties to find multiply occupied sites. Herein, we refer to this approximation simply as the MF
method. We have previously shown that expressions built on MF arguments can be used
to accurately predict φ in off-lattice models where the dynamics are governed by stochastic
bounded potentials. We will generalize the MF expression for a system undergoing SSA as
follows:
Let Q(i) denote the conditional probability that the i-th macromolecule added to system,
does not bind to a random site nR given that i−1 macromolecules have already been added.






The general probability of site nR not being covered by the i-th particle accounting for all
















counts the possible permutations of the j-th configuration.
The connection permutation probability qj is the probability site nR is not occupied by
a newly added macromolecule given j macromolecules have already been placed in the
system and that the the newly added macromolecule interacts with the previously added




1− φ(j) , (71)
with q0 = 1 − 1/n. The conditional probability qj accounts for each sequentially added
macromolecule having a reduced number of binding sites available, with respect to those
previously added. Only in the δ = 1 limit is the available volume not reduced as every
macromolecule is completely independent. Through Eqs. (70) and (71), φ can be expressed
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Equation (72) connects φ with the softness parameter δ. In the limiting values cases, δ = 0
and δ = 1, it leads to the exact results given by Eqs (48) and (49), respectively.
The results of the MF approximation are shown in Fig. 20. For small n, the MF method
slightly overestimates φ. As the thermodynamic limit is approached (k → ∞, n → ∞) the
MF method agrees with the exact result, given by Eq. (66), and with results obtained from
MC simulations across all ranges of δ and φ0.
3.5 Relaxed Surface Coverage (RSC) vs. SSA
The creation-rejection-acceptance algorithm used to model sequential adsorption of macro-
molecules in the SSA procedure generates a distribution of energetic states, and hence
spatial configurations, that are constrained to remain in place once trapped. This distribu-
tion will necessarily differ from the canonical Boltzmann distribution of states that results
when the macromolecules are allowed to relax between sites after adsorption resulting in
relaxed surface coverage. In this Section, we will derive the equilibrium RSC distribution,
use this distribution to calculate the equilibrium value of φ on a lattice, and compare this
result with that generated from SSA. In a straightforward manner, we will first calculate the
canonical partition function Z(k, n, β) and use this to calculate the probability of observing
a given state. The resulting equilibrium occupied volume fraction can be obtained through
the assignment of the Boltzmann-weighted probability to the occupied volume fraction of
each corresponding state.
We extend the notation of Section 3.3 through the introduction of extended integer
partitions, wherein the {νk}i-th partition is appended with zeros such that the length of
each extended partition {µk}i is equal to n, i.e., λ ({µk}i) = n. For example, for k = 3
macromolecules binding to n = 5 sites, the allowed OC in the extended partition space
are {µ3}1 = {1, 1, 1, 0, 0}, {µ3}2 = {2, 1, 0, 0, 0}, and {µ3}3 = {3, 0, 0, 0, 0} (c.f. the OC
described in Section 3.3). We denote the j-th element of the i-th extended partition for the
integer k as {µk}ji .
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The total number of overlapping contacts for each allowed OC, irrespective of the dis-












As the energy is pairwise additive, it is proportional to this quantity, i.e., Ei is given by
ǫEi ({µk}i) for the i-th level. For k ≤ n the canonical partition function is





where gi is the degeneracy of the i-th extended partition. Note that the sum in Eq. (74) is
over the integer partitions, not the energy levels themselves. In lattice-based systems, the
calculation of the energy of each state is often trivial and consequently the determination
of the degeneracy is often the principal hurdle in the evaluation of Z [195, 207]. For k > n,
there are no partitions of length greater than n available to contribute to the partition
function because the length of such partitions would exceed the number of binding sites.
Let p(k, j) denote the number of integer partitions of k with exactly j parts. The sum of






Let K denote the set of all integer partitions of k, and Kj denote the set of integer partitions
with exactly j parts: Kj ⊆ K. By restricting the sum in Eq. (74) over partitions with less
than or equal to n parts, we arrive at the canonical partition function for all φ0 values,
including cases with k > n,


















We have substituted the exponential Boltzmann factors in Eq. (76) with the parameter δ,
given by Eq. (46).
As noted previously, the total number of microstates for k distinguishable macro-
molecules binding to n distinguishable sites is nk. For each set of partitions of length
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is a permutation operator and S2 is a Stirling number of the second kind. In Eq. (77), each
term in the sum is the number of microstates contributed to the total number of microstates
by partitions of length i. We now need the number of permutations of each extended
partition. Consider the number for ways of ordering k distinguishable macromolecules
taken {µk}1i , {µk}2i , {µk}3i , . . . , {µk}
λ({νk}i)



















The product in the denominator can be truncated at the index value j = λ ({νk}i) as the
remaining terms in the product are equal to unity. Let {Ωk}i represent the occupancy
vector of the extended partition {µk}i,
{Ωk}i = {o0, o1, o2, o3, . . . , ok} , (80)
where ol is the number of sites with l bound macromolecules. Note that while the index
of {ωk} varies from 1 to k, the index of {Ωk} varies from 0 to k. For k = 3 and n = 5,
the occupancy vectors are {Ω3}1 = {2, 3, 0, 0}, {Ω3}2 = {3, 1, 1, 0}, and {Ω3}3 = {4, 0, 0, 1}.
We define a permutation operator
Q{p}({Ωk}i) =
n!
o0!o1!o3! · · · ok!
, (81)
which counts the permutations with repeated elements of {Ωk}i. The degeneracy of the i-th
allowed partition belonging to Kj and its corresponding extended partition can therefore
be expressed as
gi({µk}i) = M ({µk}i)Q{p}({Ωk}i) . (82)
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Combining Eqs. (76) and (82), the equilibrium occupied volume fraction φE can be expressed
as




















where jmax = k if k ≤ n and jmax = n otherwise. At the limiting values of δ, the well-known
values for φ are recovered:
lim
δ→0






φ0, k ≤ n
1, otherwise






To validate the analytical expression for φE, MC simulations were performed on systems
with various values of δ, φ0, and number of binding sites n. In these simulations, which
were implemented using the Metropolis algorithm [129, 54], an initial random configuration
was first relaxed to an equilibrium state by generating 106 configurations before a sampling
phase was initiated. During the sampling phase, 106 configurations were generated. The
ensemble average of these spatial states is the measured numerical result for φE. As shown
in Fig. 22, the results of these simulations are in excellent agreement with the result given
by Eq. (85). For systems with n = 2 binding sites, the partition function is trivially solved
and we employ this case to illustrate the variation of φE with n.
A comparison between the equilibrium results for φE, given by Eq. (85), and the non-
equilibrium results for φ generated by SSA procedure, and given by Eq. (66), are shown in
Fig. 22 for various system parameter values. At low densities (φ0 ≤ 0.5) the equilibrium
and SSA results are in close agreement, but show increasing deviation as n is increased. In
this density regime, a linear interpolation between φ values at the δ = 0 and δ = 1 limits
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Figure 22: The fraction of occupied sites φ for φ0 = 0.5 (top), φ0 = 1.0 (middle), and
φ0 = 1.5 (bottom) as a function of δ. For each value of φ0, results are shown for n = 2
(blue), n = 10 (green), and n = 30 (red) binding sites. For n ∈ {10, 30}, all results are shift
vertically by ∆φ ∈ {−0.05,−0.1} for visual clarity. The dashed curves are the analytical
results, given by Eq. (66), for a system undergoing SSA. Each circular marker is the result
of 106 MC simulations for a system undergoing SSA. The analytical RSC distribution, given
by Eq. (85), is shown as a solid curve. Each square marker is the result measured from 106
configurations generated using the Metropolis MC algorithm for the RSC distribution.
58
was seen earlier to yield satisfactory results for systems governed by stochastic bounded
potentials [31], and this trend persists in the present lattice-based systems.
As the the density of the system is increased, large deviations between the equilibrium
and non-equilibrium SSA results are observed. At φ0 = 1.0, φ shows a convex functional
shape as for small values of δ, macromolecules are increasingly jammed into occupied sites.
The result for the equilibrium RSC distribution is decreased with respect to the φ values
generated by SSA. This decrease is caused by the propensity of macromolecules to move
onto sites that are already occupied, increasing the number of multiple-occupation sites. In
the SSA procedure this effect is absent as incident macromolecules bind irreversibly. For
φ0 = 1.5, the system is over-packed as k > n. In this regime, macromolecules increasingly
bind to already occupied sites, and φ shows a concave functional shape, differing sharply
from cases with φ0 ≤ 1. Interestingly, at large n, φE is an approximately linear function of
δ while φ values generated by SSA continue to show strong non-linear behavior.
3.6 Off-Lattice Interactions
On continuum state spaces, systems whose dynamics are governed by deterministic bounded
potentials form metastable crystalline phases at high densities (large φ0) [113, 198, 175, 27].
Bounded potentials have also been realized stochastically [31], where the pairwise interaction
between a set of particles i and j is described by the following equation:












0, r > σ ,
0, r ≤ σ and aij (tcol) < δ ,
∞, r ≤ σ and aij (tcol) > δ .
(87)
In dynamical simulations, Eq. (87) is implemented by generating a random number aij ∈
[0, 1] at the time of collision tcol between particles i and j. If aij (tcol) > δ, the particles
interact via a hard (HC) potential and collide elastically; otherwise the particles interpene-
trate without interacting. As aij is generated each time the particles collide, the interaction
(hard or ideal) between a set of particles can change many times throughout the simulation.
In the potential given by Eq. (87), as in the SSA algorithm, δ is softness parameter, bridg-
ing completely hard (δ = 0) and completely soft (δ = 1) behavior. At intermediate values,
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(0 < δ < 1), the mixing of hard collisions and soft ideal interactions generates complex
spatial arrangements, including clustering regimes at large densities [30].
To study the applicability of Eq. (66) to systems that include off-lattice interactions,
molecular dynamics (MD) simulations [70] were performed on a system of k = 20 particles
(rods in one dimension and disks in two dimensions) constrained to move on a periodic
surface A, with each particle having a diameter σ and mass m. The potential between each
pair of particles in these simulations is given by Eq. (87). To assign the initial position of
each particle, a uniform lattice was constructed in A and the center of each particle was
placed on a distinct lattice site. The initial velocities were sampled from a Boltzmann dis-
tribution and the system was then evolved through a time-driven hard-sphere algorithm [3]
wherein the particles are treated as semi-hard rods and disks moving on A. The underlying
softness of the particle-particle interactions are adjusted through the parameter δ.
The MD simulations were performed in two phases. First, the system was spatially
relaxed for 104 collisions. The relaxation phase was implemented to achieve an equilibrium
structure. In the second phase, φ is measured using MC integration [102, 41, 31, 30]. The
MC integration approach involves generating a large number of random coordinates in A,
and checking if those coordinates are overlapped by any particle from the system. The ratio
of sampling points that are overlapped to the total number of points generated is φ. For
each parameter set {δ, φ0}, 104 frames were integrated by generating 106 sampling points
per frame. To confirm that the system is in an equilibrium state during this sampling phase,
simulations were also performed with the initial positions of the particles chosen randomly.
The results measured using random initial positions were in agreement with those measured
using a uniform lattice as the initial configuration. The volume fraction φ0 is the occupied
volume fraction of the system when no particles overlap. On a continuum state space this
volume fraction is φ0 = kv/A where v is the volume of a single rod or disk. When the
particles are allowed to overlap (δ > 0) the observed volume fraction φ is less than φ0.
The inclusion of off-lattice interactions generates a different distribution of states than
those derived in Eqs. (66) and (72) due to the propensity for particles to be pushed into
overlapping configurations by neighboring particles. To account for multi-body effects in the
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distribution of spatial configurations, the pairwise softness parameter δ must be replaced
with a multi-body induced softness parameter ζ, which can be derived from the effective
pairwise potential between two particles. We have previously shown that in these systems
the softness parameter δ has a significant influence on the form of the radial distribution
function g(r) [31, 30] and therefore this distribution is parameterized by δ: g(r) = g(r; δ).
The potential of mean force (PMF), denoted as w(r; δ), between a pair of particles acts along
the line connecting their centers and can expressed through g(r; δ) from the relationship
g(r; δ) = e−βw(r;δ), (88)
where β = 1/kBT . An integral of e
−βw(r;δ) over the diameter of a single particle (the region
where overlaps occur) is a sum of Boltzmann-weighted pairwise configurations, induced by
interactions with all other particles in the system. The ratio of this multi-body induced









defines ζ. The mapping δ 7→ ζ must be used in Eqs (66) and (72) to account for off-lattice
interactions.
As shown in Fig. 23, for a system of one-dimensional rods, the results for φ predicted by
the lattice model and the MF model, both with ζ mapping, are in excellent agreement with
the results measured from MD simulations over all ranges of δ and φ0 studied. Figure 24
shows the results for φ given by the lattice model and the MF model, both with ζ mapping,
and the results measured from MD simulations for a system of two-dimensional disks. The
results are in excellent agreement apart from the small-δ(< 0.05), large-φ0(= 0.769) regime.
The compared theoretical expressions account only for acceptance and rejection outcomes,
and in this regime the PMF has attractive sections and forms metastable wells in the
overlapping region (0 ≤ r < σ), causing deviation. The well depth of the PMF in the
overlapping region, ∆V = w(σ−; δ) − w(0; δ), increases at higher densities and lower δ
values. For φ0 = 0.25 and δ = 0.75, ∆V ≈ 0.03 kBT , while for δ = 0.01, ∆V ≈ 0.9 kBT .
At the highest density studied, φ0 = 0.769, for δ = 0.75, ∆V ≈ 0.1 kBT and for δ = 0.01,
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Figure 23: Occupied volume fraction φ one-dimensional rods as a function of the softness
parameter δ for a system with included off-lattice interactions. The filled circles (blue) are
the results measured from MD simulations. The dashed curves (black) are the results of
the lattice model, obtained by combining Eqs. (66) and (89), The solid curves (red) are the
results from the continuum MF method given by Eqs. (72) and (89).
∆V ≈ 5 kBT . Thus at large densities and small interparticle softness, a distinct transition to
a cluster-forming regime is observed. The deviations between the MF results and the results
measured from MD simulations, as shown in Fig. 24, are caused by this phase transition
which is not included in the derivation of Eq. (72). This clustering phenomenon is in
agreement with that previously observed in systems governed by deterministic [134] and
stochastic [30] bounded potentials. As δ is moved slightly from the δ = 0 limit, φ decreases
drastically due to pressure pushing the particles into overlapped states. As higher densities
are approached, the lattice model gives a slightly better prediction of φ with respect to the
MF model. This is expected, as configurations on the continuum become more lattice-like
when the available free volume for each particle decreases.
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Figure 24: Occupied volume fraction φ of two-dimensional disks as a function of the softness
parameter δ for a system with included off-lattice interactions. The filled circles (blue) are
the results measured from MD simulations. The dashed curves (black) are the results of
the lattice model, obtained by combining Eqs. (66) and (89), The solid curves (red) are the
results from the continuum MF method given by Eqs. (72) and (89).
3.7 Conclusions
Motivated by the design of mesoscale devices with unique functionalities, we have obtained
analytic and numerical relationships for the characteristic surface coverage in the sequential
adsorption of soft macromolecules to a solid substrate with discrete binding sites. The exact
fraction of occupied binding sites φ and the site occupancy distributions have been solved
exactly for a developed avoidance-modified multiple occupancy model. The results of this
derivation have been confirmed by comparison with Monte Carlo (MC) simulations. Due
to the complexity of the exact expression at the thermodynamic limit, a mean field (MF)
derivation for φ was presented and compared with the exact result and results measured
from MC simulations. We have found that as the thermodynamic limit is approached,
the MF expression converges to the exact result. Moreover, we conjecture that the MF
expression is exact at the thermodynamic limit for a system consisting of discrete binding
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sites.
The inclusion of off-lattice interactions was realized using a stochastic bounded po-
tential which allows multiple macromolecules to occupy the same volume in a continuum
configuration space. Molecular dynamics (MD) simulations were performed on system of
macromolecules confined to move on a surface under the influence of a stochastic bounded
potential. The fraction of configuration space occupied by the particle phase of the system
was measured and compared with the results given the exact and MF expressions derived
for the on-lattice sequential adsorption procedure. We find excellent agreement between
these results, which provides evidence that, at the mesoscale, spatial configurations gen-
erated through avoidance-modified sequential addition processes can be smoothly mapped
to the spatial configurations of a system in thermodynamic equilibrium. The relaxed sur-
face coverage mechanism following the SSA has also been obtained directly from theory,
confirmed by simulation, and seen to lead to reduced occupied volume fractions.
The results presented in this Chapter elucidate the range of clustering behavior and
accessible structural configurations due to the soft and complex fluid interactions. Such
interactions can arise at the mesoscopic length scales of computational models when the
forces acting on atomistic degrees of freedom are coarse-grained. Fabrication processes
involving the absorption of particles on a surface can generally be modeled through the
stacking of non-overlapping building blocks. The present work includes the possibility that
the inter-particle interactions are soft enough to allow overlaps. Fabrication utilizing such
particles could thus lead to very different kinds of assemblies (with larger effective densities)
and may be useful in creating new devices.
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CHAPTER IV
TRANSPORT PROPERTIES OF PENETRABLE RODS
4.1 Introduction
In this Chapter we consider a system of of rods in one dimension, evolving through the
stochastic penetration algorithm (SPA) presented in Chapter 2. Our aim is to derive dy-
namical properties across all ranges of softness δ, ranging from the δ = 0 hard rod (HR)
limit to the δ = 1 ideal limit. One-dimensional systems are studied mainly because they
are often analytically tractable. These analytic results give insight into more realistic sys-
tems in higher dimensions. The equation of state for the a HR (δ = 0) system was solved
exactly by Tonks [181] and thus this system is colloquially known as a Tonks gas. Further
theoretical studies of the nonequilibrium properties of the HR system have also been per-
formed, notably by Jepsen [82], Lebowitz et al. [99, 100, 101], and also Kasperkovitz and
Reisenberger [85]. Bishop and Berne [14] as well as Haus and Raveché [69] have confirmed
the predictions of previous theoretical work using molecular dynamics simulations.
Here, we develop theory to predict the dynamical properties of a one-dimensional SPA
system. We find that while the spatial properties derived in Chapter 2 are complex, the dy-
namical properties can predicted adequately using simple Enskog corrections to Boltzmann
kinetic theory. As shown in Fig 25, the value of the softness parameter δ has a significant
influence on the dynamical behavior. Shown in Fig 25(a) are trajectories for a system of
HRs. At the HR limit (δ = 0) the system is well-ordered having only nearest-neighbor
interactions. As shown in Fig 25(d), at the ideal limit (δ = 1) the particles never interact
and each particle moves ballistically. For intermediate values of δ, as shown Fig 25(b) and
(c), complex interaction networks are generated. The aim of this Chapter is to understand
the effect that these interaction networks have on the system’s dynamical observables.
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(a) (b) (c)
Figure 25: Representative SPA trajectories of 15 initially neighboring particles evolving
through Eq. (93) for (a) δ = 0.0, (b) δ = 0.05, (c) δ = 0.5, and (d) δ = 1.0 at φ0 = 0.75.
The trajectory of each particle is shown in a different color. The x-axis shows the particles
position in reduced units r/σ and the y-axis shows time in reduced units t/τ .
4.2 Simulation Details
Molecular dynamics (MD) simulations have been performed on a system of N = 200 rods
with each rod having a length σ and mass m. These particles are constrained to move
under periodic boundary conditions on a line of length Lx. The initial positions of each
particle are chosen by placing each particles center of mass on a uniform lattice. The initial













The average speed for a one-dimensional Maxwellian system is 〈v〉 =
√
2kBT/πm. Through-
out this Chapter, values of the reported observables are reduced using σ and τ = σ/
√
kBT/m.
The dynamics of the system of rods are evolved through the SPA introduced in Chapter 2.
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where each sij takes values 0 or 1, depending on if the pairwise connection is HC or ideal.







0, r > σ ,
∞, r ≤ σ .
(92)





sij(δ, t)∇V HS(rij). (93)
The effective potential can be expressed as








 ln δ, (94)
which is identical to the potential energy of the penetrable sphere (PS) model, given by
Eq. 2.
In simulation, before a sampling phase was initiated, the system was aged for N > 105
total (hard and soft) collisions. Formally, the potential energy of the system is always zero
and a system of particle evolving through Eq. (93) samples the NV E ensemble with the
temperature T being a conserved quantity. The HC volume fraction φ0 = Nσ/Lx is the
occupied volume fraction of the system when no spheres overlap (δ = 0). Throughout this
Chapter we will express the dynamical properties as function of effective density φ0 and
interparticle softness δ.
4.3 Structural Properties
The dynamical properties presented in this Chapter can be derived from knowledge of the
radial distribution function (RDF) g2(r). Specifically, the value of the RDF at positive con-
tact g2(σ
+) and the ζ parameter, presented in Chapter 2, play a key role in the investigated
dynamical processes. Salsburg, Zwanzig, and Kirkwood [164] have derived an exact analytic
expression for the RDF of the HR model. This structural prediction has been shown to
agree with results obtained through MD simulations [14, 69]. In this Section, we will extend
a derivation by Malijevský and Santos [123] for the RDF of a system of deterministic pene-
trable rods to obtain theoretical expressions for ζ and other pair-wise structural parameters
of the SPA model.
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As presented in Chapter 2, the softness parameter δ has a large influence on the func-
tional form of the RDF, and therefore we must include it as a parameter g2(r; δ). The






+; 1) = 1, (95)
for a Tonks gas and an ideal gas, respectively. These expressions are valid at the thermo-








−; δ) as the RDF value at negative contact.
Malijevský and Santos [123] have derived an expression for the penetrable sphere (PS)
model in one dimension. Adapting this derivation for the SPA model gives









ǫ1(ǫ0 − ǫ1), (98)
and





(n+ (ǫ0 − ǫ1)r)ǫn1 . (99)




(ǫ0 − ǫ1) exp [−ǫ1] , (100)





Equation (97) gives an excellent approximation to the RDF across all values of δ, as shown
in Fig. 26. Although not shown, the agreement between Eq. (97) and the results measured






Figure 26: The radial distribution function for (a) φ0 = 0.5, (b) φ0 = 0.75, and (c) φ0 = 0.85
and various values of δ. The solid line is the result of MD simulations. The dashed line is




Figure 27: ζ as a function of δ for (a) φ0 = 0.25, (b) φ0 = 0.5, (c) φ0 = 0.75, and (d)
φ0 = 0.95. In each panel, the solid curve is the result measured from MD simulations and
the dotted curve is the result obtained from a quadrature of Eq. (97) over the penetrative
region. The thick solid line is the infinite dilution limit where ζ = δ.
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Combining Eqs. (10), (12), and (97), the multi-body softness paramter ζ can be obtained
non-empirically. Shown in Fig. 27 are the results of the theoretical prediction for ζ, and the
empirical results. These results are in excellent agreement.







g2(r; δ) ln g2(r; δ)− [g2(r; δ)− 1] dr , (102)
was computed from simulation results. For a perfectly crystalline system, −s2(0) = ∞,
and for an ideal gas at any density, −s2(1) = 0. As illustrated in Fig. 28(a), −s2 is a
monotonically increasing function of φ0, which is the same trend expected for simple fluids.
Moreover, we observe no anomalous clustering behavior, characterized by a turnover in −s2,
in a one-dimensional SPA system. Anomalous clustering has been previously observed in a
Gaussian-core fluid in three dimensions [95], and also for the SPA model in three dimensions
[30].














to measure the contribution that each coordination shell has on the total pair-wise order.
Note that in the limit r → ∞, Is2 → −s2. For densities close to and greater than close-
packing (φ0 > 0.95), there is less correlation inside the core region than that observed
at lower densities. Thus, overlapping rods become decorrelated with increasing density at
small values of δ. This trend can be observed in Fig. 28(b).
4.4 Mean Free Path and Collision Frequency
The mean free path λ, defined as the average distance a single particle travels between
collisions, is the characteristic length scale of ballistic motion. In systems evolving through
continuous potentials, particles constantly interact and the notion of discrete and impulsive
events, i.e, collisions, is ill-defined. In one dimension, Boltzmann kinetic theory predicts








Figure 28: (a) The pairwise structural order parameter −s2 as a function of φ0 for various
values of δ. The results have been extrapolated to the φ0 = 0 limit. (b) The cumulative





Figure 29: (a) The reduced mean free path λ
{r}
h = λh/σ as a function of δ, for various
values of φ0. (b) The reduced mean free path scaled by the HC volume fraction φ0×λ{r}h as
a function of δ. In both panels the circles are the results measured from MD simulations.
The curves given by Eq. (106) are shown using empirical values for g2(σ
+; δ) (dashed) and
parametrized values (solid).
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which is valid at infinite dilution where g2(σ
+) = 1. As the density of the system is moved
away from infinite dilution limit toward a structured state, Eq. (104) must be modified by





where χ = g2(σ
+) is the radial distribution function at positive contact. For finite densities
(φ0 > 0), g2(σ
+) 6= 1, and λh < λB, as the system has intrinsic structure.
In systems evolving through stochastic rules the effect of δ has a large significance on the
static structure and also on g2(σ
+; δ). Due to the the local density of surrounding particles,









which is the Enskog-modified mean free path for a system evolving under the SPA model.
A comparison between the results given by Eq. (106) and results measured from simula-
tion is shown in Fig. 29(a). The results measured from simulation are in excellent agreement
with those predicted by Eq. (106) over all values of δ and φ0 studied. For small δ, λh is
non-linear in φ0. For larger values of δ, the free path scales linearly in density, which can
be observed in Fig. 29(b).











−; δ) . (108)
Note that a soft mean free path is ill-defined as a particle can exchange velocities many
times between soft collision events. The total collision frequency
ωtot = ωh + ωs . (109)














Figure 30: (a) The reduced hard collision frequency ω
{r}
h = ωhτ as a function of δ. (b) The
reduced soft collision frequency ω
{r}
s = ωsτ as a function of δ. For both (a) and (b), the
curves given by Eq. (107), are shown using empirical values (solid) and theoretical values
(dashed) for g2(σ
+; δ). The circles are the results measured from MD simulations. (c) The
the reduced hard collision frequency scaled by φ0 as a fucntion of δ with g2(σ
+; δ) values
given by Eq. (theoretical). Inset is the reduced total collision frequency ω
{r}
tot given by
Eq. (107) with g2(σ
+; δ) taken from empirical values. The solid horizontal line (δ = 0.5)




s . In all panels, the colors correspond to respective φ0 values
shown in the legend of (a).
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Shown in Fig. 30 is a comparison between the theoretical collision frequencies and the
results measured from simulation. While ωs is an approximately linear function of δ, ωh is
highly non-linear in the small-δ regime at large densities. The results for the scaled hard
collision frequency ωh/φ0, shown in Fig 30(c), illustrate the hard collision frequency that
does not scales linearly in density. Inset in Fig 30(c) are the measured results for total
collision frequency ωtot and as expected, for δ = 0.5, ωh = ωs.
4.5 Velocity Autocorrelation Function
The velocity autocorrelation function (VACF) 〈vx(0)vx(t)〉 defines the relaxation rate of
a single particle’s velocity to the average value, i.e., it defines the time-scale over which a
particle’s velocity decorrelates with its intial value. In one dimension, the normalized VACF





Enskog theory predicts that for uncorrelated (binary) collision processes the VACF is
ψE(δ; t) = e
−2ωh(δ)t (112)
where ωh (δ) is the hard collision frequency, given by Eq. (107). This exponential decay is
observed in other systems such as a Markovian Langevin system with an uncorrelated noise
term. For an infinite system of HRs, Jepsen [82] presented an exact solution for the VACF.
Interestingly, he predicted an asymptotic decay with a negative tail scaling as t−3, which
was later confirmed in simulation [14, 69].
Figure 31 shows the short-time results for the VACF, given by Eq. (112) and the results
measured from MD simulations. In the liquid-like density regimes, these results are in
agreement. Moreover, the short-time decay of the VACF is approximately exponential for
all values of δ, while the long-time decay shows exponential behavior only in the large-δ
regime, as illustrated in Figure 32.










Figure 31: The short-time decay of the velocity autocorrelation ψ(t; δ) for various values
of δ at (a) φ0 = 0.25, (b) φ0 = 0.5, and (c) φ0 = 0.75. The circular markers are the results
measured from MD simulations. The solid curves are the Enskog result given by Eq. 112.




Figure 32: Semi-log plot showing the long-time decay of the velocity autocorrelation ψ(t; δ)
for various values of δ at (a) φ0 = 0.25 and (b) φ0 = 0.75. The dashed lines are the results
measured from MD simulations. The solid curves are the Enskog result. Each curve is




Figure 33: (a) The reduced diffusion constant D{r} = D/σ
√
kBT/m as a function of δ for





kBT/m as a function of δ. The solid curves with circular markers are
the results measured from the velocity autocorrelation function (VACF), calculated from
MD simulations. The square markers are the results given by the mean square displace-
ment (MSD), calculated from MD simulations. The dashed curves are the results given by
Eq. (114) in (a) and Eq. (116) in (b).
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e−(βw2(r;δ)+2ωh(δ)t) dr dt, (114)
which we will refer to as the ζ-scaled VACF. Figure 33(a) illustrates the agreement observed
between the theoretical ζ-scaled diffusion coefficient and diffusion coefficient measured from
simulation using Eq. (113), and also with the result obtained from the mean-square dis-
placement (MSD). To quantify the effect the negative tail has on the measured diffusion
coefficient, the measured VACF was integrated up to the first time that the sign of the
VACF changes from positive to negative tc. The positive contribution to the total integral





Based on the results presented in Fig. 31 for the short-time decay of the VACF, it is expected







As can be observed Fig. 33(b), Eq. (116) is in agreement with values obtained by integrating
Eq. (115), over all parameter values studied. Comparing the true values for D with those
for D+, it can be seen that the negative tail has a significant effect on these values. This
effect persists for small-δ regimes but is less severe for large values of δ as the collisions
become less correlated.
4.6 Conclusions
The dynamical properties of a system of penetrable rods constrained to move on a line in one
dimension have been probed through theory and simulation. We have shown that through a
single softness parameter, the limiting dynamical regimes can be bridged. In contradiction
to unbounded deterministic models in which information flow between neighboring particles
is continuous, stochastic interactions allow particles to overlap and resulting connection
networks allow the derivation equations of motion representative of mesoscale dynamics.
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Extending the current single-length-scale system to a system with multiple length scales
[64, 205, 141, 97, 37] provides for possible future directions of the present work. Barkan
et. al have shown that the controlled assembly of particles interacting through bounded
potentials with multiple length scales allows the generation of structures with periodic and
aperiodic lattice geometries, including quasi-crystalline phases [9] and Archer et. al have
shown that in a system of two-length-scale, soft-core (bounded) particles, there exists a
crystal-liquid state as characterized by a set of mobile particles inside a lattice structure
[4]. Extending the SPA to have multiple regions of stochastic penetration, could give rise
to similar structural behavior and allow for probing such systems at finite temperatures.
81
CHAPTER V
CHEMICAL REACTIONS INDUCED BY OSCILLATING EXTERNAL
FIELDS
5.1 Introduction
Optimal control of reaction pathways in systems undergoing configurational changes can
be achieved through forcing from tailored external fields. These fields can be tuned to
induce specific deformations on a potential energy surface, providing control of state-to-
state transitions [206, 177, 87]. In these processes, a formally exact rate calculation can be
obtained through transition state theory (TST) and it is thus is a pillar of classical reaction
dynamics and kinetics [189, 188, 133, 191, 200, 72]. The principle assumption of TST is
that there exists a hypersurface between reactant and product confirmations that is crossed
only once by reactive trajectories during the ascent of an energy barrier separating these
basins. The TST reaction rate is calculated from the flux through this dividing surface
(DS). If the DS is recrossed by reactive trajectories, TST will give an overestimate to the
rate. If a recrossing-free surface can be constructed, the TST rate is classically exact. With
this criterion defined, a fundamental focus of reaction dynamics is the construction of a
recrossing-free DS.
A phase space DS that is free of recrossings can be constructed in conservative systems
at energies close to the reaction threshold. In systems with two degrees of freedom, the
optimal DS is the configuration space projection of an unstable periodic orbit (PO) [150,
151, 146, 149]. In systems with higher dimensionality, the generalization of this PO is a
normally hyperbolic invariant manifold (NHIM) [73, 71, 193, 35, 107, 199, 44, 45, 180]. The
NHIM bounds the TS, being one less in dimension [193]. It defines a recrossing-free surface
at energies below bifurcation thresholds [77, 2, 118]. Reactive trajectories are mediated by
stable and unstable manifolds (reaction pathways) attached to the NHIM. These pathways
persist even in reactions where state transitions are not dictated by purely configurational
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changes [78].
In systems subjected to time-varying external forcing, the formulation of the NHIM
as a hypersphere of constant energy breaks down. For example, field-matter interactions
constitute processes where energy is exchanged with a reacting system. These interactions
lead to emergent and controllable behavior in assembly phenomena [42, 80, 156, 117], organic
synthesis [109], protein folding [147], the detection of DNA [115], and photodissociation [25].
Knowledge of the mechanism by which these interactions mediate reactive flow provides a
methodological tool in the design of molecular devices with unique functionality [163, 130,
209].
The development of materials that undergo conformational changes in response to an
external trigger offer examples of such emergent technology [18, 88, 6, 130, 128]. Stimuli
such as thermal variations, electric fields, and photoinduction have been used as triggers
for the conversion of chemical energy into mechanical work [49, 106, 52, 209]. Assemblies
that convert chemical energy into directional motion can achieved through isomerization
reactions which are induced either from light or applied electric fields [75, 93, 163]. In
these responsive materials, controlling the rate and pathway at which reactants transform
to products is fundamental to harness mechanical actions for applicative purposes.
The goal of this Chapter is to develop a rate theory for reactions that are driven by
periodic external fields in weak thermal environments. We have shown in Ref. [29] that
in systems driven periodically, there persists an optimal DS that is time-dependent. This
structure differs from the canonical view of the TS as a structure that is fixed in time at
a saddle point on the potential energy surface. Here, we develop a rate theory based on
reactive flux through this recrossing-free DS and the stability of the corresponding TS. In
Ref. [28] we have shown that for single-mode sinusoidal driving, the stability of the moving
TS directly determines the reaction rate. In conservative systems, stability analysis is known
to characterize molecular motions as well as determine the rate of configurational transitions
[84, 171, 56, 63, 2]. Building on our previous work, we test the viability of stability analysis
to determine reaction rates in systems driven by multi-mode waveforms with no thermal
driving. To what extent the developed theory persists in systems that are coupled to a
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Figure 34: Functional forms of the periodic driving E(t) for the frequency sets Ω1 (left), Ω2
(middle), and Ω3 (right) with fundamental driving frequency Ωf = 4 are shown in the top
row. The corresponding TS trajectory for each frequency set and anharmonic parameter
values ǫ ∈ {0, 4, 8} are shown in the bottom row. Various extrema of E(t) are denoted by
circles with arguments shown as dashed vertical lines. The corresponding extrema of x‡(t)
are denoted by circles and colored according to the respective ǫ value. Parameters for all
panels are σ = 0, γ = 1, and ϕ = 0 in dimensionless units.
thermal bath is also tested through inclusion and variation of the thermal driving strength.
This outline of this Chapter is as follows: In Sec. 5.2 a dynamical system is introduced to
model barrier crossings in chemical reactions forced by periodic external fields. In Sec. 5.3
a dividing surface that is recrossing-free is constructed for this model in the absence of
thermal driving. Section 5.4 contains analytical theories to predict the reaction rates of
driven reactions by calculation of the reactive flux through this dividing surface for both
globally non-linear and locally linear dynamics. A comparison between the the developed
theories and the rates calculated from numerical integration of large ensembles of trajectories
is presented in Sec. 5.5. Section 5.6 contains a comparison of reaction rates with included
thermal driving to the rates of corresponding systems that are purely deterministically
driven. Finally, in Sec. 5.7 we concluded with future directions of the presented work.
5.2 Model Details
The interaction of an external field with a reactant species can strongly influence the mech-
anism and rate of a reaction [144, 86, 87]. As a paradigmatic example of a chemical reaction
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driven under kinetic control, we consider a particle of unit mass moving along a reaction
coordinate x. The trajectory of the particle begins at a position x0 on the reactant side of
an energy barrier that is moving in space under the influence of a time-dependent external
field E(t). The chosen potential surface is the quartic form
U(x) = −12ω2b(x− E(t))2 − 14ǫ(x− E(t))4. (117)
The time dependent, instantaneous position of the moving barrier top (BT) is specified by
E(t).
With the inclusion of additional non-conservative dissipation as well as stochastic driving
forces, a particle moving in the potential (117) can be described by the Langevin equations
of motion
ẋ = v,




where γ ≥ 0 is a dissipation parameter, ωb is the barrier frequency, and ǫ is an anharmonic
coefficient. Thus, for ǫ 6= 0 the coordinate of the particle is non-linearly coupled to the
moving barrier. By restricting the anharmonic coefficient to values ǫ ≥ 0, there is a single
maximum in the potential located at the BT. The random fluctuating force ξ(t) is Gaussian
white noise obeying the statistical properties




= δ(t− t′). (119)
The strength of the noise is varied through the parameter σ ≥ 0.
Depending on the geometry of U(x), initial conditions, as well as the specific realization
of the thermal environment and the external field, a trajectory will either surmount the
energy barrier and form product or remain on the reactant side. The reaction rate for a
system evolving through (118) can be obtained by calculating the normalized flux of reactive
trajectories through the the TS [133].




sin(ω t+ ϕ). (120)
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where Ωs ⊂ R is a finite set of frequencies. The waveforms consist of a fundamental
frequency Ω, and convolutions of this fundamental with higher order partial frequencies.
Three frequency sets Ωs are considered: the single fundamental frequency Ω1 = {Ω}, the
fundamental and the second partial Ω2 = {Ω, 2Ω}, and the fundamental, second, and third
partials Ω3 = {Ω, 2Ω, 3Ω}. The fundamental driving frequency Ωf is Ω for the Ω1 and Ω2
sets, and 2Ω for the Ω3 set. The products in Eq. (120) can be written as finite sums








(sin(2Ωt+ ϕ) + sin(4Ωt+ ϕ)
+ sin(6Ωt+ 3ϕ) + sin(ϕ)),
(121)
where the leading order terms show the characteristic fundamental frequency. The ampli-
tude of each waveform is set to unity by changing the value of the parameter a. For the
Ω1, Ω2, and Ω3 sets, a = 1, a ≈ 1.299, and a ≈ 1.822, respectively. The functional forms
of (121) are shown in Fig. 34.
5.3 The Transition State Trajectory
The construction and existence of a structure whose configuration space projection is free of
recrossings is dependent on the mechanism and geometry of a given reaction. For example,
Mullen et al. have proposed that for ion-pair dissociation a no-recrossings DS does not exist
[139, 138]. We have previously shown that for a periodically driven system with no thermal
driving, an optimal DS can be readily obtained as an unstable PO in the region of the BT
[29]. Moreover, a DS that is free of recrossings is known to exist in thermally driven systems
for the case of a harmonic barrier [10, 13]. The time evolution of the configuration space
projection of this DS has been termed the transition state trajectory [10, 13, 12, 159, 11,
29, 28]. While not necessarily unique with respect to the no recrossings criterion over finite
time intervals, i.e., there may be other objects that are free of recrossings over an arbitrary
time interval where the population dynamics are sampled, the configuration projection of
the TS trajectory defines a DS that is recrossing-free.
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(a) (b) (c)
Figure 35: Phase space plots for a swarm of trajectories following the equations of mo-
tion (118) with various driving frequency sets and parameter values: Ω1 with Ωf = 5 and
ǫ = 1 for (a) σ = 0 (noiseless) and (b) σ = 0.025 (thermal) driving, Ω3 with Ωf = 4 and
ǫ = 3 for (c) σ = 0 and (d) σ = 0.025. The initial position for every trajectory, x0 = −0.1,
is shown as a vertical solid white line. Reactive trajectories are colored in cyan and non-
reactive trajectories are colored in orange. The TS trajectory Γ‡ is shown as a solid white
curve. The critical velocity V ‡ is indicated by a circle at the intersection of the dashed
horizontal line and the line of initial conditions. The solid red curve is the critical curve V ‡c
and the solid blue curve is the harmonic critical curve V ‡c |ǫ=0. Parameters for all panels are
γ = 1 and ϕ = 0 in dimensionless units.
The TS trajectory is a specific trajectory that never descends into either the product
or reactant regions, remaining bounded to BT for all time. For the the system (118) it is
a moving saddle point and thus has attached stable and unstable manifolds. As illustrated
in Fig. 36, the TS trajectory does not follow the time evolution of the energetic maximum
given by the BT. All trajectories that exponentially approach the TS trajectory as t → ∞
are contained on the stable manifold. These trajectories will never descend from the BT
region and therefore separate reactive from nonreactive trajectories in phase space. The
unstable manifold is formed of trajectories that approach the TS trajectory as t → −∞.
The role of the unstable manifold is less important for the purposes considered here.
For an arbitrary driving E(t) of a harmonic (ǫ = 0) potential the equations of motion can












Figure 36: The time evolution of x(t) for a swarm of 75 trajectories following the equations
of motion (118) with E(t) = a sin(Ωt + ϕ) are shown in black (below). The trajectories
are superimposed on a contour plot of the potential energy surface created by the time
evolution of Eq. (117). A three dimensional image of the potential surface is shown above.
The trajectory of the instantaneous barrier top is shown in dashed white. The transition
state trajectory is shown in solid white. Time is shown in units of τ = Ωt/2π + 3/4. All
trajectories start at an initial position x0 = −0.1 to the left of the instantaneous barrier top.
The initial velocity v0 is sampled from a Boltzmann distribution. Parameters are ωb = 1,
kBT = 1, ǫ = 1, Ω = 3, γ = 4, a = 1, and ϕ = 0 in dimensionless units.
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correspond to the stable and unstable manifolds. The S functionals [13, 86]





















g(τ) exp(µ(t− τ)) dτ : Reµ < 0,
(123)
obtained as a Green’s function solution, suppress the transient exponential factor in the
solution and return only the equilibrium portion. In the absence of thermal driving (σ = 0),








(λsS[λs, E; t]− λuS[λu, E; t]) .
(124)
For the case of T -periodic motion of a harmonic barrier, the TS trajectory can be
identified more easily by looking for a bounded solution to the equations of motion. For
the single frequency Ω1 case, the ansatz
x‡1(t) = A sin(Ωt+ ϕ) +B cos(Ωt+ ϕ), (125)
yields the solution




















, B1 = 0. (128)
In this case the TS trajectory will oscillate in phase with the barrier, but with smaller
amplitude A1 < a.
For the Ω2 and Ω3 cases, ansätze can be constructed through Fourier series expansion




−A3 cos(3Ωt+ 2ϕ) +B3 sin(3Ωt+ 2ϕ)),
(129)
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in the Ω2 case and
x‡3(t) =
1
4(A2 sin(2Ωt+ ϕ) +B2 cos(2Ωt+ ϕ)
+A4 sin(4Ωt+ ϕ) +B4 cos(4Ωt+ ϕ)
−A6 sin(6Ωt+ 3ϕ)−B6 cos(6Ωt+ 3ϕ)
+ a sin(ϕ)),
(130)
in the Ω3 case.
For periodically driven anharmonic barriers (ǫ 6= 0), as in the harmonic case, the TS tra-
jectory is an unstable PO [29], however in this case the system of equations (118) cannot be
solved exactly. Let Γ = (x, v) represent a point in phase space. The phase space vector of
the TS trajectory Γ‡ = (x‡(t), v‡(t)) is a bounded solution to the equations of motion. To
find this bounded solution, numerical Newton-Raphson root finding methods were applied
although perturbation theories have been previously employed [159, 11].
The dynamics of x‡(t) are illustrated in Fig. 34, showing that the TS trajectory does
not correspond to the energetic maximum of the potential surface. For dissipative systems
(γ 6= 0), x‡(t) will either lag behind in phase, as is the case for both the Ω1 and Ω3 sets,
or advance in phase as is the case for the Ω2 set, with respect to motion defined by E(t).
Also note that x‡(t) oscillates with a smaller amplitude than E(t). Thus, even for in-phase
oscillations, e.g., when γ = 0, it will not correspond to the location of an energetic saddle
point. Figure 34 also shows the dependence of x‡(t) on the anharmonic parameter ǫ. As ǫ is
increased, the curvature of the energy barrier also increases. Non-intuitively, this results in
a larger amplitude of oscillation for x‡(t) to remain bounded to the BT. This trend persists
for all Ωs.
Shown in Fig. 37 and Fig. 38 is the time evolution of x(t) and v(t) for a set of trajectories
starting at some point x0 to the left of the barrier. Specifically, the potential (117) describes
an inverted (an)harmonic oscillator. Most trajectories quickly move away from the DS in
accordance with the unstable nature of the PO.
For dynamical analysis it is advantageous to introduce a coordinate system which has
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Figure 37: Time evolution of x(t) (left) and v(t) (right) for a swarm of 2000 trajectories
following the equations of motion (118). The transition state trajectory (TS) is shown in
dashed white. The trajectories are colored according to the difference in initial velocity,
∣
∣V ‡ − v0
∣
∣, with respect to the critical velocity V ‡ as marked. The colors range from dark
blue to dark red (or black to gray in grayscale) and are scaled, increasingly, by this difference.
Parameters are ǫ = 2, Ω = 5, γ = 3, a = 1, and ϕ = 0.
a fixed point at the origin. In relative coordinates
∆x = x− x‡(t), ∆v = v − v‡(t), (131)
the equations of motion read
∆ẋ = ∆v,
∆v̇ = −γ∆v − U ′(∆x+ x‡(t)) + U ′(x‡(t)).
(132)
The relative equations of motion have a fixed point ∆Γ⋆ at ∆x = ∆v = 0, i.e., on the
TS trajectory, and the surrounding vector field itself will now oscillate with period T , the
same period as the driving. The TS trajectory has both a stable and an unstable manifold
attached. In relative coordinates, the directions of these manifolds will depend on time.
5.4 Reaction Rate Theory
In the TST formalism, the rate of a chemical reaction is given by the time-dependence of
the conversion process from reactant to product (R → P) where a DS in either configuration
space or phase space separates the reactive constituents. The reaction rate can be obtained
91
Figure 38: The time evolution of x(t) (left) and v(t) (right) for a swarm of 2000 trajectories
following the equations of motion (118) with the frequency set Ω2. All trajectories start at
an initial position x0 = −0.1 to the left of the instantaneous barrier top. The transition state
trajectory (TS) is shown in white. The trajectories are colored according to the difference
in initial velocity,
∣
∣V ‡ − v0
∣
∣, with respect to the critical velocity V ‡. The colors range from
dark blue to dark red and are scaled, increasingly, by this difference. The coordinate x(t)
and velocity v(t) for every individual trajectory are shown in matching colors. The initial
velocity v0 is sampled from a Boltzmann distribution. Parameters are ωb = 1, kBT = 1,
ǫ = 6, Ω = 5, γ = 3, a = 1, and ϕ = 0 in dimensionless units.
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from the dynamics of the normalized reactive population (PR → PP) either through analyt-
ical propagation of the phase space density of initial conditions or by treating large numbers
of trajectories as discrete sets, and integrating the equations of motion.
Consider a set of trajectories evolving through (118) that all have initial positions x0 <
x‡(0) on the reactant side of the moving surface. The initial position distribution at time
t = 0 is δ(x− x0) and the initial phase space density is
p0(x, v) = δ(x− x0) q(v) (133)
where q(v) is a Boltzmann distribution. The initial velocity v0 of each trajectory is sampled
from q(v), although at later times due to dissipation and driving this distribution will not
be conserved. A fraction of this initial density contains reactive trajectories. From the
survival probability of PR the reaction rate can be expressed as the instantaneous flux-
over-population, where the flux calculation is formally exact due to DS attached to the
TS trajectory being recrossing-free.
5.4.1 Harmonic Barriers











The crossing time is a monotonically decreasing function of the initial velocity ∆v0: fast
trajectories cross earlier. It diverges as ∆v0 → λs∆x0 approaches the stable manifold, and
it tends to zero as ∆v0 → ∞.
At any time t > 0, the product region ∆x > 0, to the right of the moving surface,
will contain all those trajectories that cross the surface at a time t‡ < t. These are the
trajectories that have an initial velocity of at least vmin = v
‡(0)+∆vmin, where t
‡(∆vmin) =




e−λut − e−λst ∆x0. (135)
















= −q(vmin(t))∆x0 (λu − λs)2
e(λu+λs)t
(eλut − eλst)2 .
(137)
This result is positive because ∆x0 < 0.




d∆v∆v pt(∆x = 0,∆v), (138)
where pt(∆x,∆v) is the density of trajectories in phase space at time t. Initially, this density
is
p0(∆x,∆v) = δ(∆x−∆x0) q(v‡(0) + ∆v). (139)
At later times, it can be obtained from
pt(∆x,∆v) = e
γt p0(∆x(−t),∆v(−t)). (140)
Here ∆x(−t) and ∆v(−t) denote the phase space point reached from ∆x,∆v by propa-
gating backwards to −t, i.e., it is the initial condition that has reached ∆x,∆v at time t.
The exponential prefactor accounts for the shrinkage of phase space volume: The relative
dynamics stretches distances at a rate λu in the u direction and by a rate λs < 0 in the
s direction. Volumes therefore are “stretched” at a constant rate λu + λs = −γ < 0, and
densities must increase accordingly.
Because the relative dynamics is linear, the equations of motion can be solved explicitly.
The result is
∆x(−t) = ax∆x+ av ∆v,

















−λut − λs e−λst
λu − λs
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δ (∆v − x0/av)
|av|












which can be shown to agree with Eq. (137).
In the limit t→ ∞, the minimum velocity (135) is approximately






As expected, it tends to λs∆x0, which is the location of the stable manifold. Therefore,
vmin(∞) = v‡(0) + λs∆x0 = V ‡. (143)
The critical velocity V ‡ is determined by the point of intersection between the stable man-
ifold and the line x = x0 of initial conditions [159, 11]. The identification of V
‡ allows
the separation of reactive (v0 > V
‡) and nonreactive trajectories (v0 < V
‡) from initial
conditions. The stable manifold at t = 0 can be calculated through extension of this point
to all values of x0 and defines a critical curve V
‡
c . As illustrated in Figs. 35(a) and 35(c), V
‡
c
is a time-invariant phase space object which separates the reactive and nonreactive basins.
Fig. 39 illustrates trajectories for various strengths of the anharmonicity. The critical
velocity, shown as a red circle, marks the boundary between reactive and nonreactive tra-
jectories. The reactive trajectories trace the forward branch of the unstable manifold while
the nonreactive trajectories trace the backward branch. The location of a trajectory’s initial
velocity with respect to V ‡ decides which branch the trajectory follows as it moves toward
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Figure 39: A swarm of 100 trajectories starting at x0 (dashed black line) propagated by
Eq. (118) at ǫ = 0, 5 and 10. Reactive and nonreactive trajectories are identified by labeled
arrows. The TS trajectory is a periodic orbit in solid black. The critical velocity V ‡ lies at
the vertex of x0 and the grey (red) line. Parameters are Ω = 5, γ = 1, a = 1, and ϕ = 0.
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Figure 40: The asymptotic product population PP(∞) of the harmonic potential (ǫ = 0)
as a function of driving frequency Ω for the Ω1 frequency set. The curves are colored with
respect to the the value of the initial phase shift: ϕ = 0 (blue), ϕ = π/2 (cyan), and ϕ = π
(red). For each value of ϕ, the dependency of the asymptotic population on the friction
parameter γ is shown by varying the linestyle: γ = 0 (solid), γ = 1 (dashed), and γ = 2
(dotted).
its final state. It can also be seen in Fig. 39 that V ‡ increases with increasing ǫ, and thus in-
creasing the anharmonicity decreases the amount of product formed. This increase in V ‡ is
due to the curvature in the stable and unstable manifolds that is induced by anharmonicity.





As shown in Fig. 40, the asymptotic population of the product region depends strongly
on the frequency of the barrier motion Ω, the initial phase ϕ, and the friction γ. The











The rate of approach, i.e., the barrier crossing rate is
λu − λs =
√
γ2 + 4ω2b. (146)
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(a) (b)
Figure 41: (a) Product population shown as a function of time for frequency set Ω1 with
varying anharmonicity ǫ (top). Flux through the moving DS as given by Eq. 150 (bottom).
Inset are phase space plots of the transition state trajectories (TS). (b) Product population
shown as a function of time for frequency set Ω2 with varying anharmonicity ǫ (top). Flux
through the moving DS with inset plots of TS trajectories (bottom). Coloring is the same
as (a). Parameters for all panels are ωb = 1, kBT = 1, Ω = 2, γ = 1, a = 1, and ϕ = 0 in
dimensionless units.
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Figure 42: Time dependence of the reactant PR and product PP populations for harmonic
and anharmonic barriers obtained relative to the instantaneous barrier top (dashed lines)
and the TS trajectory (solid lines). All other parameters as in Fig. 39.
It depends only on the damping and the shape of the barrier, but not on the details of
the barrier motion or the distribution of initial conditions (unless q(vmin(∞)) happens to
vanish).
To test that the DS is recrossing-free, we simulated ensembles of 106 trajectories with an
initial position x0 = −0.1 to the left of the instantaneous barrier top and initial velocities
sampled from a Boltzmann distribution. For every time t we compute the normalized
reactant population PR(t) and the normalized product population PP(t). The time evolution
of PR(t) for varying parameters values is shown in Fig. 41. The harmonic case is shown
in Fig. 41(a) and the anharmonic case is shown in Fig. 41(b). In all cases, the DS is free
of recrossings, as is evident from the observation that the reactant populations decrease
monotonically.
This is in stark contrast to the reactant and product populations that are obtained
from a DS attached to the instantaneous barrier top. That surface can be recrossed many
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times. As a consequence, reactant and product populations determined from this surface
are not monotonic, but show pronounced oscillations as a function of time, as shown in
Fig. 42. Using the instantaneous barrier top as a DS, in accordance with the canonical view
of the transition state, an observer would alternatingly overestimate and underestimate
the reactive portion of the ensemble of initial conditions. Populations obtained from the
recrossing-free DS not only converge faster to their long-time asymptotic values, they also
approach these values monotonically and thereby provide rigorous upper or lower bounds
for the limiting values.
5.4.2 Anharmonic Barriers
Analogous to the harmonic case, for an anharmonic barrier we assume that there is a
unstable PO with the period of the driving. This is similar to the POs used by Lehmann et
al [104, 105, 103]. for the case thermal activation with included additive periodic driving.
Note that this TS trajectory Γ‡ is an exact solution to the equations of motion. As Γ‡ is
an unstable PO, it has stable and unstable manifolds attached. The manifolds are uniquely
defined and can be calculated perturbatively [159, 11] or with a numerical scheme. The
dependence of these manifolds on ǫ and the corresponding phase space reaction dynamics
are shown in Figs. 35(a) and 35(c). With increasing anharmonicity, V ‡ also increases due
to curvature in the stable manifold. This results in a decrease in fraction of trajectories
that that surmount the barrier and form product.
The nonlinear equations of motion (132) cannot, in general, be solved exactly. Let










represent the phase space point that is reached at time t by a trajectory that starts at Γ0
at time t0. Because of the external driving, it depends on t and t0 separately, not only
on the difference t − t0. The Jacobian matrix of this trajectory with respect to the initial
conditions is























All derivatives on the right hand side of (148) are to be evaluated at (Γ0, t0; t).
Reactive trajectories are those that have an initial velocity vi > V
‡, where the critical
velocity V ‡ is measured at x0. Each reactive trajectory will cross the moving DS at a
time tc(∆vi) and with a velocity vc. If the the crossing time decays monotonically from
tc(∆V
‡) = ∞ to tc(∞) = 0 the inverse function ∆vi(tc) or vi(tc) = v‡(0) + δvi(tc) can be
obtained. For any crossing time tc > 0, there is a unique initial velocity vi that will lead to
a crossing at the given time.
















This result is positive because the initial velocity is a decreasing function of the crossing
time.




d∆v∆v ptc(∆x = 0,∆v), (151)
where pt(∆x,∆v) is the density of trajectories in phase space at time t. Initially, this density
is (Eq. (139))
p0(∆x,∆v) = δ(∆x−∆x0) q(v‡(0) + ∆v). (152)
At later times, it can be obtained from Eq. (140)
pt(∆x,∆v) = e
γt p0(ϕx(∆x,∆v, t; 0), ϕv(∆x,∆v, t; 0)). (153)
Here we have used the general notation for the flow of the equation of motion. The expo-
nential accounts for the shrinkage of phase space volume and the corresponding increase in
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density. It is the same as in the harmonic case: In general, the flow of a differential equation
u̇ = f(u) leads to a stretching of volume whose rate is the divergence of the vector field
f . For Eq. (132), this rate is constant −γ, so that over time t all volumes will shrink by a
factor e−γt.





d∆v∆v δ(ϕx(0,∆v, tc; 0)−∆x0) q(v‡(0) + ϕv(0,∆v, tc; 0)). (154)
The δ function requires that the trajectory that reaches ∆x = 0,∆v at time tc must have
started at ∆x0 at time 0. It produces a single contribution to the integral at velocity
∆vc(tc), so that
FM(tc) = e

















where ϕv(0,∆v, tc; 0) = ∆vi(tc) and the subscript tc indicates that the derivative is to be
evaluated at (0,∆vc(tc), tc; 0). Similarly, a subscript 0 will be used to require evaluation
at (∆x0,∆vi(tc), 0; tc). These subscripts indicate derivatives of the flow taken along the
trajectory from (∆x0,∆vi(tc)) at t = 0 forward in time to (0,∆vc(tc)) at t = tc (subscript
0) and along the same trajectory backward in time (subscript tc).
To verify that the flux integral (155) gives the same result as (150) that was obtained




















To this end, first note that ∆vi(tc) is defined by the condition
ϕx(∆x0,∆vi(tc), 0; tc) = 0.



















Now ∂ϕx/∂t is the velocity of the trajectory at the end point. The second term in Eq. (157)


















Under the given assumptions on the geometry, the derivative on the left hand side is neg-
ative: A trajectory that arrives at the DS with larger velocity must have started further
away, i.e., at smaller ∆x(0).
The derivatives occurring in Eq. (158) are elements of the Jacobian matrices



















































































respectively. Because these matrices describe variations around the same trajectory, taken
forwards and backwards in time, they are inverse to each other. Formally, this can be shown
by taking derivatives of the flow property
Φ(Φ(Γ0, 0; tc), tc; 0) = Γ0 for all Γ0,
which says that propagating an arbitrary phase space point Γ0 forward in time by tc and
back again will return the original point.
By the well known formula for the inverse of a 2× 2 matrix, it follows that
































































detJ |0 = e−γtc
is the factor by which phase space volumes shrink during time tc. This proves the condi-
tion (158) and therefore the equality of the two flux formulas.
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5.4.3 Dynamics near the TS
The TS trajectory is a moving saddle point and thus trajectories in the neighborhood of Γ‡
can be described by a linearization of the equations of motion. In the phase space vector
relative coordinate ∆Γ = (∆x,∆v) this linearization is given by













is the Jacobian of Eq. (132) about Γ‡. The asymptotic decay rate of PR(t) is determined
by the behavior of trajectories with initial conditions close to the stable manifold. For
an ensemble of trajectories constituting an initial phase space density p0, trajectories that
emanate close to V ‡c (the stable manifold at t = 0) will persist in the neighborhood where
(159) is valid for long times. The decay of these trajectories determines the the reaction
rate.
The stretching and compression of phase space about a PO is known to dictate escape
rates in conservative [84, 171, 56] and dissipative systems [28]. For systems of form (159)
where J(t) is periodic, the rate of deformation of in the linearized phase space can be
quantified through calculation of the Floquet exponents [172].
To classify the stability of ∆Γ‡ we consider the dynamics of a perturbation vector ∆σ(t).
The equation of motion (159) is linear in ∆σ(t) and thus it satisfies
∆σ̇ = J(t)∆σ, ∆σ(0) = I, (161)
where I is the 2 × 2 identity matrix. The principal fundamental matrix solution over one





∆σ(1)(T ) ∆σ(2)(T )





A fundamental matrix solution ∆σ(t) of (159) at some later time t+ kT , for k = 1, 2, 3 . . .,
can be obtained as
∆σ(t+ kT ) = Mk∆σ(t), (163)
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through repeated operation by the monodromy matrix.





quantify the stability of ∆Γ‡ and give the rate of expansion or contraction of the pertur-
bation of per unit time [33, 16, 187]. The TS trajectory has both an unstable µu > 0
and a stable µs < 0 exponent which correspond to stretching and contraction of the initial
perturbation in the directions of the unstable and stable manifolds, respectively.
Let vu,s(0) be the eigenvectors of M . By Floquet’s theorem and the positivity of the
Floquet multipliers, the vectors
vu,s(t) = e
−µu,st∆σ(t)vu,s(0) (165)
are periodic in time with period T . In the coordinate system defined by these vectors,
∆Γ(t) = zu(t)vu(t) + zs(t)vs(t), (166)
the linearized equations of motion (159) read
żu,s = µu,s zu,s, (167)
with the solution
zu,s(t) = Cu,s e
µu,st. (168)
Therefore, the vectors vu,s(t) determine the instantaneous directions of the stable and un-
stable manifolds in the linear approximation. The actual stable and unstable manifolds are
tangent to these directions at the TS trajectory.
According to Eq. (166), the dynamics of Eq. (159) is therefore given by
∆x(t) = Cu αu(t) e
µut + Cs αs(t) e
µst, (169)
where αu,s are the first components of the vectors vu,s. They are periodic with period T .
A trajectory with given initial conditions Cu and Cs will cross the moving dividing surface







If the initial condition Cs is fixed and a trajectory with a certain value of Cu crosses the
moving DS at time t, Eq. (170) shows that a trajectory with initial value Cue
(µu−µs)T will
cross at time t+ T . Iteration then leads to the existence of trajectiories with initial values
Cue
(µu−µs)nT that cross at time t+ nT .
For an arbitrary time interval of length T , trajectories that cross the DS in this interval
form a strip in the phase plane. Trajectories that cross the DS in the next following time
interval T form a similar strip that that is closer to the stable manifold. In the region where
the linearized system is valid, the phase space density is constant. The flux of trajectories
through the DS in a given time interval is proportional to the width of the strip that contains
these trajectories. During sequential periods this width decreases by a factor e−(µu−µs)t.
From this it follows that, up to periodic modulation, the flux must decay as e−(µu−µs)t and
the barrier crossing rate is
kf = µu − µs, (171)
which expresses the reaction rate in terms of the characteristic Floquet exponents of the
TS trajectory. Equation (171) generalizes Eq. (146) for the case of an anharmonic barrier.
5.5 Numerical Results and Comparison with Theory
The reaction rate of (118) was calculated by simulating ensembles of n = 108 − 109 tra-
jectories for every set of parameters {Ω, γ, ǫ, σ} and following the survival probability of
PR as a function of time. A Runge-Kutta-Maruyama scheme [140] was implemented to
perform the integration. In the absence of noise (σ = 0), this algorithm is the well-known
fourth-order Runga-Kutta method. For all numerical simulations non-dimensional parame-
ters were used by choosing units such that the barrier frequency ωb and driving amplitude
are unity. Each trajectory was given an initial position x0 = −0.1 (in the reactant region)
and v0 was sampled from a Boltzmann distribution with kBT = 1. The choice of initial
conditions is arbitrary as the asymptotic decay rate of PR(t) is independent of the choice
of initial distribution, suffice that there is enough density about the stable manifold such
that a rate exists [28].
The ensemble of n trajectories was evolved through the equations of motion (118). The
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Figure 43: Time dependence of the scaled logarithm of the reactant population,
− ln [PR(t)− PR(∞)], for Ω = 2 (top), Ω = 5 (middle), and Ω = 10 (bottom) using the Ω(1)s
frequency set. Values of the anharmonic parameter are ǫ ∈ {1, 2, 4, 6, 8, 10} with the reac-
tive population PR(t) calculated from integration of 10
9 trajectories for each value. Least
squares fits to the non-transient section of the logarithmic curve are shown as dashed lines
with colors corresponding to the respective ǫ values. The slope of the dashed line is barrier
crossing rate kf . Parameters are ωb = 1, kBT = 1, γ = 1, a = 1, and ϕ = 0 in dimensionless
units.
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Figure 44: Time dependence of the scaled logarithm of the reactant population,
− ln [PR(t)− PR(∞)], for Ω1 (top), Ω2 (middle), and Ω3 (bottom) with Ωf = 5 for all
panels. Values of the anharmonic parameter are ǫ ∈ {1, 2, 4, 6, 8, 10}. The slope of each
dashed line is the barrier crossing rate kf . The color of each line corresponds to the respec-
tive ǫ value. In all panels, parameters are γ = 1 and ϕ = 0.
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normalized reactant population was calculated at each time step in the integration scheme.







0, x(t) > x‡(t) ,
1, x(t) < x‡(t) ,
(172)
where x‡(t) is the configuration space projection of the TS trajectory. If for a specific
trajectory i, xi(t) > x
‡(t) that trajectory is in the product state and is not counted in the
reactant population at time t. The instantaneous normalized population of the reactant









Trajectories can only exist in one of two states, reactant or product, and so the normalized
product population PP = 1− PR.
As shown in Figs. 43 and 44, for all frequency sets, the scaled logarithm of the normalized
reactant population is approximately linear in time after an initial transient section implying
a first-order rate process. The asymptotic reaction rate kf can thus be found as the slope
of the scaled logarithmic curve in the long-time limit. Periodic modulation in the decay of
PR(t) was found to become more prominent for low frequency driving (Ωf / 2). In these
cases the global exponential rate was calculated as an average over these modulations.
A comparison between the rates calculated from numerical simulation and rates pre-
dicted by Eq. (171) is shown in Fig. 45. For all frequency sets Ωs and parameter values,
agreement is observed. Underdamped (γ < 2), overdamped (γ > 2), and critically damped
(γ = 2) regimes of a corresponding harmonic well were considered. Agreement between the
rates persists over all ranges of damping. For high frequency driving (Ωf > ωb), the expo-
nential rate can be averaged over several periods of driving and modulations in the decay are
minimal, as illustrated in Fig. 44. Periodic modulations in the decay of PR(t) are prominent
for low driving frequencies (Ωf ≈ ωb) and the integration of n = 108 trajectories resulted
in reaching the numerical asymptote PR(∞) at times less than the period of the external




Figure 45: The barrier crossing rates of systems following the equations of motion (118) as
a function the anharmonic parameter ǫ for various frequency sets Ωs, driving frequencies Ω,
and values of friction γ, as denoted in each panel. The circles denote the rates kf calculated
from the time evolution of PR(t) through numerically simulation and correspond to the
dashed lines in Fig. 44. The solid curves are the rates predicted by the difference in the





Figure 46: The percentage of trajectories that recross the moving dividing surface attached
to the DTS trajectory as a function of noise strength σ with (a) γ = 0.01, (b) γ = 0.1,
(c) γ = 1, and (d) γ = 3 for single-frequency (Ω1) driving and various values of ǫ and Ω.
The black vertical line (solid) denotes the noise strength where the fluctuation-dissipation
theorem is obeyed.
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of trajectories (n = 109) were integrated to extend this region to longer times. Increasing
the number of trajectories by an order of magnitude resulted in a longer time window for
sampling and as shown in Fig. 45(e), for Ω = 1, marginally better agreement between the
compared methodologies. In Fig. 45(d), the results for Ω2 with a smaller, non-unity, driving
amplitude are shown. The agreement between the two methods persists and, as expected,
the decreased driving amplitude leads to a decrease in the reaction rate.
5.6 Characterizing Noisy Reactions with the Noise-Free Geometry
In systems in which the strength of an external driving force dominates over that of the
thermal driving, statistical quantities can be approximated by those of a corresponding
purely deterministically driven system. For thermally induced reactions, Lehmann, Hängii,
and Reimann [104, 105, 103] have shown that in the overdamped (large-γ) regime, when
a chemical reaction is forced by a periodic field the reaction rate is determined in part by
the geometry of periodic trajectories in the purely deterministic phase space. This work
was later extended to cases with different scaling behaviors between the strength of thermal
activation and the strength of the external field.[119, 39, 40]
Our goal here is to develop a minimalist theory, applicable at the limit where the mag-
nitude
√
2σ of a noise sequence ξα(t) is a small enough perturbation to the periodic driving
E(t) that the TS trajectory of the noiseless system (the periodic orbit) gives rise to a DS
with minimal recrossings. This deterministic TS trajectory (DTS trajectory) does not solve
the equations of motion (118) with a non-zero value of σ. We therefore distinguish the
DTS trajectory from the true TS trajectory of the noisy system (that we do not compute
in this work).
A principal assumption for the use of the noise-free geometry is that the phase space
density of the thermal system, and its time-dependence, is approximately that of the deter-
ministic system, i.e., pt(∆xα,∆vα) ≈ pt(∆x,∆v). As shown in Fig. 35, for small values of σ
the geometry of the thermal system is similar to that of its deterministic counterpart. The
rate theory developed in Sec. 5.4.3 for the deterministic system can therefore be applied.
This is advantageous in applications such as in comparisons with experiments in which the
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Figure 47: Time dependence of the scaled logarithm of the reactant population for systems
with single-frequency (Ω1) periodic and thermal driving for γ = 0.01 (top), γ = 0.1 (middle),
and γ = 1 (bottom). The color of each line corresponds to a specific σ value. The decay for
systems with various anharmonicites ǫ ∈ {1, 3, 10} are shown and denoted in each panel.
The fundamental driving frequency is Ωf = 5 for all panels. For visual clarity, each curve




Figure 48: The barrier crossing rates of systems following the equations of motion (118)
as a function noise strength σ. The rates calculated using the DS attached to the DTS
trajectory for single-frequency (Ω1) driving and various values of ǫ, γ, and Ω are shown as
circles. The horizontal lines (solid) denote the the rates given by the the Floquet exponents
of the corresponding DTS trajectory and are colored according to a respective ǫ value.
The black vertical lines (solid) denote the noise strength where the fluctuation-dissipation
theorem is obeyed.
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exact noise sequence is not known.
Thermal systems in which the fluctuation-dissipation theorem (FDR) is not obeyed due
to energy dissipation constitute non-equilibrium processes. Formal treatments of fluctuation-
response in periodically forced systems by Teramoto, Harada, and Sasa [67, 179] provide
insight into the rate of energy dissipation in such systems. Green et al.[62] have shown that
the rate of energy dissipation is directly related to the dynamical entropy of the system. To
realize non-equilibrium conditions in the present model reaction, the damping constant γ
is held constant and the strength of the thermal fluctuations σ is increased up to the point
where the FDR is satisfied. If the initial velocities are drawn from a Boltzmann ensemble
with kBT = 1 (in dimensionless units), this is the case at σ = γ. If σ < γ the thermal bath
is at a lower temperature than that of the distribution of initial velocities.
The percentage of thermal trajectories that recross the DS attached to the DTS trajec-
tory is shown in Fig. 46 for varying noise strengths σ and constant dissipation rates. As
shown in Figs. 46(a) and 46(b), a minimal number of recrossings occur below and up to
the FDR threshold for small values of γ. For the γ = 1 case, shown in Fig. 46(c), tra-
jectories persist around the BT for long times, leading to a larger number of recrossings
than observed for smaller dissipation rates. For the overdamped dynamics (γ = 3), shown
in Fig. 46(d), the deterministic DS identifies reactive trajectories adequately only for weak
thermal driving (small σ) and strong anharmonicity. As the harmonic limit is approached
or in equilibrium systems the superimposed DS becomes very poor.
The decay of the scaled logarithm of the normalized reactant population, as calculated
with the superimposed deterministic DS, is shown in Fig. 47 for various parameter values.
Over all friction regimes, the population decay of the systems with additional thermal
driving follows that of its deterministic counterpart if the noise strength σ is sufficiently
low. For γ = 1, when the strength of the thermal driving approaches that of the FDR, a
decrease in the reaction rate is observed. The data presented in Fig. 47 becomes highly
oscillatory at long times due to recrossings of the DS. For visual clarity each data series has
been truncated to remove this noisy tail.
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The thermal rates calculated using the DTS trajectory are shown in Fig. 48. As ex-
pected by the minimal number of recrossings shown in Fig. 46, stability analysis of the DTS
can produce an excellent approximation to the rate in thermal environments. Through
calculation of the error between the numerically calculated rate with included noise and the
rate given by the Floquet exponents of the DTS trajectory, the extent of applicability of the
noise-free geometry can be quantified. This error is < 3% at γ = 0.01 over all parameter
values. It is < 1% for ǫ ∈ {5, 10}. Increasing the dissipation by an order of magnitude
(γ = 0.1) results in the same general trends, with all errors generally less than 5%. The
exceptions occur at the noise strength where the FDR is obeyed (σ = 0.1) at ǫ ∈ {1, 3} and
Ω = 5 for which the error ≈ 20%. For γ = 1.0 and Ω = 10, all calculated errors are less
than or on the order of 20%, increasing monotonically as a function of σ. As illustrated in
Fig. 48(e), at lower-frequency driving (Ω = 5) and large noise (σ = 1), the error is between
30% − 50%. This suggests a practical upper bound to the applicability of the noise-free
geometry in estimating the reaction rates in the presence of noise. Although not shown,
for overdamped dynamics, stability analysis of the DTS gives an accurate approximation
to the rate only in non-equilibrium small noise regimes.
The calculated errors are on the order of the error expected from application of vari-
ational transition state theory (VTST).[188] The presented methodology is advantageous
over VTST as it does not require the integration of large numbers of trajectories or a flux
minimization procedure. Thus, stability analysis of the DTS trajectory offers a simple rate
calculation methodology that can be readily applied, in weak thermal environments, to
driven chemical reactions with only prerequisite knowledge of the geometry of the energy
surface and the functional shape of the driving waveform.
5.7 Conclusions
We have shown that in a model chemical reaction subjected to the influence of forcing from
a temporally periodic external field, a recrossing-free dividing surface can be constructed
over an unstable periodic orbit in the region of a moving energetic barrier top. This no-
recrossings surface has been shown to persist for strongly anharmonic barriers subjected to
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single-mode, and multi-mode, driving waveforms. A formally exact rate theory has been
developed based on the flux of reactive trajectories through this recrossing-free surface,
rectifying the principal criterion of transition state theory for periodically driven chemical
reactions.
To circumvent computationally taxing numerical calculations of the reactive flux through
this surface, a rate theory has been developed based on the stability of the dividing surface.
Strong agreement was observed between the rate predicted by the Floquet exponents of
a trajectory defining the phase space evolution the dividing surface and rate calculated
from simulation of a large ensemble of trajectories. Thus, in a periodically driven chemical
reaction the asymptotic decay rate of an initial distribution of reactants can be extracted
directly from the stability of the time-varying dividing surface irrespective of the dynamics
of the reactive population.
Use of the noise-free geometry to approximate the corresponding structure of a driven
thermal system has been shown to give an excellent approximation to the optimal dividing
surface if the magnitude of the oscillating force is large compared with that from the ther-
mal environment. For thermally activated processes, the stability exponents of the purely
periodically driven system can thus be used to predict the reaction rates without an explicit
treatment of the thermal dynamics. The extension of the this work to include an explicit
treatment of the noise, including systems with structured solvents environments [31, 30]





6.1 Structure of a Stochastic Mimic of Soft Particles
In this thesis, we have developed a new model to simulate the dynamics of soft penetrable
systems through the use of a stochastic penetration algorithm (SPA). This stochastic algo-
rithm allows the simulation of pseudo-soft matter where particles can overlap despite being
governed by potentials that are unbounded at the origin. Molecular dynamics simulations
of several SPA systems have been performed using stochastic collision rules. The results of
these simulations have been used to measure the occupied volume of systems of overlapping
soft particles. While a theoretical prediction of the occupied volume is a fundamental ques-
tion, the application of theories previously developed for analogous permeable systems fails
to give agreement with the simulation results. This has necessitated the derivation of new
analytical expressions for the occupied volume fraction for permeable particles satisfying
the SPA. We found these to be in excellent agreement with results obtained from dynamical
simulations of penetrable homogeneous systems.
A quadrature of the penetrative region of the pair correlation function is found to be
of principal importance in predicting the overlapped particle ratios and thus structural
knowledge of overlap probabilities is necessary to predict the occupied volume due to the
non-negligible contribution of multi-body effects at high densities. In some cases closed
form solutions for the structural properties of stochastically penetrable models are known.
As such, stochastic potentials could provide a methodological framework to acquire analytic
solutions to problems that are otherwise intractable when framed deterministically.
The models developed in this Chapter are analogous to event-driven hard-body algo-
rithms and present a significant computational acceleration when compared to determinis-
tic (time-driven) algorithms. While this acceleration is enticing for computational studies,
the advantage of the presented models is not purely of concern for computational science.
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Through simplification of the underlying dynamical rules, the stochastic collision models
allow probing of the interactions that govern soft matter and provide a route to better
understanding of these fundamental properties. The use of stochastic collision models in
simulation could be extended to include multiple repulsive regions. Cluster forming crys-
tals have been shown to exhibit exotic phase behavior, including quasi-crystalline struc-
tures, when the underlying interactions are governed by potentials with two length scales.
Additionally, the presented methods allow probing of soft matter structures at non-zero
temperatures and a possible extension of this work would be to study the persistence of
structural distributions in the liquid state.
6.2 Effective Surface Coverage of Coarse-Grained Soft Matter
The surface coverage of coarse-grained macromolecules bound to a solid substrate is not
simply proportional to the two-dimensional number density because macromolecules can
overlap. As a function of the overlap probability δ, we have developed analytical formu-
las and computational models capable of characterizing this non-linear relationship. The
interactions between macromolecules have been modeled using a finite bounded potential
which allows multiple macromolecules to occupy the same binding site. The softness of the
bounded potential is thereby reduced to the single parameter δ. Through variation of this
parameter, completely hard (δ = 0) and completely soft (δ = 1) behavior can be bridged.
For soft macromolecular interactions (δ > 0), multiple occupancy reduces the fraction of
sites φ occupied on the substrate. We have derived the exact transition probability be-
tween sequential configurations and use this probability to predict φ and the distribution
of occupied sites. Due to the complexity of the exact φ expressions and their analytical
intractability at the thermodynamic limit, we have applied a simplified mean-field (MF)
expression for φ. The MF model has been shown to be in excellent agreement with the
exact result. Both the exact and MF models were applied to an example dynamical system
with multi-body interactions governed by a stochastic bounded potential. Both models
show agreement with results measured from simulation.
Kinetic analysis and the inclusion of nearest neighbor interactions are possible next
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steps of the presented work. The rate of adsorption of soft structures is of importance for
applicative purposes, such as the coating of colloidal structures with polymeric motifs. Our
current research focuses on these areas through the development of modified Becker-Döring
nucleation equations. Additionally, the inclusion of site-site interactions in the presented
model could further elucidate the anomalous phase behaviors that are observed in cluster-
forming soft matter.
6.3 Transport Properties of Penetrable Rods
The dynamical properties of a system of soft particles governed by stochastic intermolecular
interactions have been studied over varying ranges of penetrability and softness. We have
measured various dynamical observables from simulation and compared these results to
developed theoretical values. We find that while the spatial structures of stochastic soft-
matter systems are highly complex, the dynamical properties can adequately approximated
using modified hard-core arguments with Enskog corrections. The results presented in this
chapter elucidate the transport properties of soft matter with varying stochastic porosity
and show that the underlying softness of the governing interactions is directly dictated by
the degree of correlation in the particle collision process.
Open questions remain as to the best methodology for mapping the kinetic distributions
of coarse-grained structures to the dynamics of the decimated all-atom systems. While it
is well-known that coarse-graining can indeed reproduce the spatial distributions of all-
atom systems, understanding the dynamical mapping of coarse-graining has been elusive.
A derivation of the mapping operator that reproduces the all-atom Hamiltonian dynamics
in the coarse-grained space would almost certainly be celebrated, having large implications
for computational science as well as for our understanding of the hierarchy of length scales
when moving from the microscopic to the macroscopic. Extending the model developed
in this Chapter to higher dimensionalities (disks, spheres) provides another possible path
forward. Our preliminary results show that the expressions derived in this Chapter can
easily be scaled with dimensionality. A rigorous comparison with simulation results could
provide insight into the dynamical properties of coarse-grained systems in dimensionalities
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of more realistic interest.
6.4 Chemical Reactions Induced by Oscillating External Fields
We have studied the dynamics of a reactant particle surmounting an oscillating energy
barrier. A dividing surface attached to a bounded transition state (TS) trajectory has been
constructed that is rigorously free from recrossing, even when the dynamics is strongly
anharmonic, strongly dissipative, or strongly driven. In addition, whether a trajectory
is reactive or not is determined by its location relative to the stable manifold of the TS
trajectory. The knowledge of the stable manifold therefore allows prediction of the fate
(reactive or nonreactive) of any trajectory, without having to carry out a simulation. The
validity of these results has been confirmed by a numerical simulation of ensembles of
trajectories. The construction of this dividing surface allows for a formally exact transition
state theory rate calculations in periodically driven chemical reactions. Additionally, the
rates calculated from numerical simulation and rates predicted by the Floquet exponents of
the TS trajectory are in excellent agreement. This result opens the possibility that when
chemical reactions are forced by periodic external fields in weak thermal environments
the reaction rates can be extracted from knowledge of the stability of governing invariant
objects.
The question of how to control selectivity and reactivity in chemical reactions is of
principal importance in a myriad of applicative areas. This Chapter provides qualitative
evidence that optimal control can be achieved through forcing from tailored external fields.
Biasing reaction pathways toward targeted structures can be achieved through field-induced
deformation of the manifolds that dictate the rate of a reaction and also the reaction mech-
anism. Further work with optimization procedures, such as genetic algorithms, could be
performed to elucidate the functional driving forms that lead to predefined reaction prod-
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[78] Çiftçi, U. and Waalkens, H., “Reaction dynamics through kinetic transition
states,” Phys. Rev. Lett., vol. 110, p. 233201, 2013.
[79] Ikeda, A. and Miyazaki, K., “Glass transition of the monodisperse Gaussian core
model,” Phys. Rev. Lett., vol. 106, no. 1, p. 015701, 2011.
126
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