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Electronic correlations stemming from nearly flat bands in van der Waals materials have demon-
strated to be a powerful playground to engineer artificial quantum matter, including superconductors,
correlated insulators and topological matter. This phenomenology has been experimentally observed
in a variety of twisted van der Waals materials, such as graphene and dichalcogenide multilayers.
Here we show that a hybrid graphene/dichalcogenide multilayer can yield a correlated state, emerging
from an elastic pseudo Landau level. Our results build on top of recent experimental findings
reporting that, when placed on top of a NbSe2 substrate, graphene sheets relax forming a periodic,
long-range buckling pattern caused by the lattice mismatch. The low-energy physics can be accurately
described by electrons in the presence of a pseudo-axial gauge field, leading to the formation of
sublattice-polarized Landau levels. Moreover, we verify that the high density of states at the zeroth
Landau level leads to the formation of a periodically modulated ferrimagnetic groundstate, which
can be controlled by the application of external electric fields. Our results indicate that van der
Waals heterostructures combining graphene and dichalcogenides are a versatile platform to explore
emergent electronic states arising from correlated elastic Landau levels.
I. INTRODUCTION
One of the key features of graphene’s electronic struc-
ture is that low-energy electrons behave as massless Dirac
fermions.1,2 Among the successful applications of this
model, we can highlight the prediction of the so-called
zeroth Landau level (ZLL) formed exactly at the Fermi
energy,2–5 in contrast to the well-known behaviour for
systems with parabolic low-energy dispersion.6–8 The high
density of states resulting from the flat band dispersion
leads to electronic instabilities at half-filling, e.g. the
formation of canted antiferromagnetic ordering in the
quantum Hall edge modes.9–14
Interestingly, the emergence of Landau levels is not
a unique consequence of orbital magnetic fields. They
can also appear when the system is subjected to pseudo
magnetic fields (PMF) and their corresponding pseudo-
axial gauge fields, for example, due to the presence of
strain,15–20 modulated interlayer hopping,21 or interlayer
bias.22 In these artificial Landau levels, which also ap-
pear in twisted bilayer graphene systems displaying the
so-called magic angle flat bands bands,21,23–25 electronic
instabilities are also present.26–33 The emergence of cor-
relations in van der Waals superlattices has also been
reported in a variety of Moiré graphene multilayers34,35
and Moiré dichalcogenide multilayers,36,37 suggesting that
van der Waals systems combining both graphene and
dichalcogenides can provide an additional new platform
for correlated physics.
Here we put forward a minimal van der Waals
graphene/dichalcogenide multilayer showing a correlated
state, stemming from the emergence of localized modes
associated to an elastic gauge field. Our results build on
top of recent experimental reports regarding the forma-
tion of buckled graphene superlattices when the material
is placed on top of a NbSe2 substrate.38 Indeed, the ex-
perimental data shows the formation of Landau subbands
with sublattice polarization – a distinctive signature of
PMF, suggesting a low energy description realizing a
periodically-modulated pseudo-axial gauge field.38,39
In this paper, we investigate the effects of electronic in-
teractions in the pseudo Landau level of graphene/NbSe2,
showing the emergence of localized correlated states. In
particular, we show the emergence of a periodically-
modulated ferrimagnetic groundstate, realizing a mag-
netic honeycomb superlattice. We also consider the effects
from the substrate, namely, charge doping and spin-orbit
coupling (SOC). The first shows optimal magnetization
for half-filling, while the second leads to a non-collinear
ferrimagnetic ordering. Finally, we show that the pres-
ence of an external perpendicular electric field breaks
the global sublattice symmetry as an effective mass in
the superlattice scale, suppressing the magnetic ordering
when this effective mass is comparable with the gap size.
The manuscript is organized as follows. Sec. II is
devoted to introducing the non-interacting model. In
Sec. III, we present key results regarding the magnetic
ordering and the effects of the underlying NbSe2 substrate
on both the band structure and the magnetic groundstate.
Finally, in Sec. IV, we summarize our results.
II. THE SYSTEM
In this section, we consider a model for interacting
electrons in graphene with a buckled superlattice, as de-
scribed in Fig. 1 (a). The source code and data used to
produce the figures in this work are available.40 Our start-
ing point is the nearest neighbour tight-binding model for
ar
X
iv
:2
00
3.
05
16
3v
3 
 [c
on
d-
ma
t.m
es
-h
all
]  
15
 M
ay
 20
20
2Figure 1: (a) Representation of the buckled graphene superlat-
tice. The colors represent the magnitude of the PMF, Eq. 5
(red is for positive and blue for negative). (b) In the presence
of strain, the three hopping energies of an arbitrary atom have
their degeneracy broken and we distinguish them by indexing
them as ti, i ∈ {1, 2, 3}. (c) Representation (out-of-scale) of
the reduced Brillouin zone for the supercell considered in this
work (small hexagon) in comparison with the larger Brillouin
zone obtained with graphene’s crystal vectors (large hexagon).
This reduced Brillouin zone is a consequence of the long-
wavelength PMF. The high-symmetry points are represented
with lowercase letters to distinguish them from graphene’s
original Brilluin zone high-symmetry points. (d) Valley flux
for a system with a 25× 25 supercell.
a free-standing graphene sheet:
H = −t
∑
s
∑
〈i,j〉
c†iscjs + U
∑
i
c†i↑ci↑c
†
i↓ci↓, (1)
where c(†)is annihilates (creates) electrons in the position i
with spin s. For the sake of lower computational costs, we
rescaled the system according to the procedure described
in28,29,41. Namely, we guarantee that the linear dispersion
is preserved by fixing the Fermi velocity as vF ∝ ta, where
t is the hopping energy and a is the lattice constant.
Hence, we can change the lattice constant as a→ βa as
long as we compensate the hopping energy by making
t→ t/β. We consider the effects of interactions by setting
a finite value for the Hubbard constant U , which we rescale
as U → U/β to fix the ratio U/t. Unless explicitly written,
all the results presented in this paper were obtained for a
supercell with 25×25 unit cells, corresponding to β ∼ 2−3,
considering the supercell lattice constant LM ∼ 14−18nm.
We also keep U = t in all calculations. The reduced
Brillouin zone for the supercell is depicted in Fig. 1c.
The interacting Hubbard term is solved at the mean field
level with the non-collinear mean field formalism.
In the presence of strain, the lattice translational sym-
metry is broken. Therefore, we must consider three non-
equivalent hopping constants, ti, i ∈ {1, 2, 3}, as shown
in Fig. 1 (b). We can parametrize them as
ti = t+ δti, (2)
with δti being the difference between the new hopping
energy and the one for free-standing graphene.
The low-energy description obtained by substituting Eq.
2 into Eq. 1 corresponds to a modified Dirac Hamiltonian
with an additional gauge field that depends on the new
hoppings as:
Ax =
√
3
2evF
(t3 − t2), (3)
Ay =
1
2evF
(t2 + t3 − 2t1). (4)
For the system under investigation, the corresponding
PMF:
B(r) = Beff
3∑
i=1
cos(bi · r), (5)
with
b1 =
2pi
LM
(
− 1√
3
, 1, 0
)
, (6)
b2 =
2pi
LM
(
2√
3
, 0, 0
)
, (7)
b3 =
2pi
LM
(
− 1√
3
,−1, 0
)
(8)
can be implemented by taking:
δti = −
√
3evFLM
4pi
sin(bi · r). (9)
Thus, the resulting gauge choice explicitly preserves the
C3 symmetry in the tight-binding basis. Due to the
rescaling of the system, we will measure the magnetic field
in terms of the dimensionless parameter LM/lB, where
lB =
√
~/eBeff. The experiment shows LM/lB ∼ 7,38 so
we keep this value for our simulations.
The emergence of a pseudo-axial gauge field can also be
explicitly derived from the real space tight-binding model
in Eq. 1 with hopping constants given by Eq. 2 without
resorting to the low-energy description. For this purpose,
we consider the real space valley flux χ(r) and define the
valley Chern number of the system as its integral over the
unit cell:
CV = CK − CK′ =
∫
u.c.
χ(r)d2r. (10)
The real space valley flux in the tight binding model is
equivalent to the analytically derived valley-dependent
magnetic field, and therefore will reflect the real space
structure of the emergent magnetic field explicitly in the
full tight binding model across the unit cell. The real-
space valley flux can be computed within the Green’s
function formalism as:28,42
χ(r) = 〈r|
∫ 0
−∞
dω
∫
BZ
d2k
(2pi)2
αβ
2
GV (∂kαG
−1
V )(∂kβGV )|r〉.
(11)
3Here, αβ denotes the Levi-Civita tensor,
GV = [ω −H(k) + i0+]−1PV (12)
the Green’s function associated to the Bloch Hamiltonian
H(k), and PV the valley polarization operator.22,43,44 As
shown in Fig. 1 (d), it is clearly observed that certain
regions of the system show a positive valley flux, whereas
others have negative flux. The positive valley flux is
associated to the regions with compressive anisotropic
strain, whereas the positive valley flux is associated with
the tensile anisotropic strain. This is the very same
phenomenology expected from the artificial magnetic field
obtained with a low energy Dirac expansion, reinforcing
the connection between the low energy model and the
exact solution of the tight-binding model.
We now study the electronic dispersion in the absence
(Fig 2 (a)) and presence (Fig 2 (b)) of electronic inter-
actions. In the non-interacting case, the system remains
gapless even in the presence of modulated strain, but with
a highly reduced Fermi velocity (Fig 2 (a)). Moreover,
we observe that the strain modulation does not create
intervalley scattering by projecting the resulting band
diagram onto the valley states by means of the valley
polarization operator PV ,22,43,44 see Fig 2 (a). Hence, val-
ley is still a good quantum number. Interestingly, when
interactions are turned on (Fig 2 (b)), a gap opens up
in the electronic structure, stemming from an emergent
magnetic state that slightly breaks sublattice symmetry
of the electronic spectrum. In the following, we address
in details the origin of this symmetry breaking.
III. STRAIN INDUCED MAGNETISM
A. Formation of periodically-modulated
magnetization
To better understand the emergence of the correlated
state, it is convenient to look at the spatial distribution
of the low energy states in the absence of interactions
(Fig. 3 (a)). The spatial distribution of these states corre-
sponds to the zones of the superlattice under the influence
of a strong elastic gauge field. Hence, according to the
previous low energy discussion, these regions would be
associated to zero pseudo Landau levels. The localized
states resulting from the buckling pattern indeed present
non-zero magnetic order parameters when Hubbard inter-
actions are considered. As expected, the magnetization
(Fig. 3 (b)) correlates with the density of states of the
non-interacting system (Fig. 3 (a)).
Figure 3 (b) shows the development of a periodically-
modulated ferrimagnetic order parameter, which can also
be interpreted as an antiferromagnetic signal with a no-
ticeable sublattice imbalance due to the superposition of
a small ferromagnetic signal, see Fig. 3 (c), in agreement
with previous studies of a similar system.26 In fact, the
global magnetization of the system is negligible, since
Figure 2: (a) Band diagram for a non-interacting system con-
sisting of a periodically strained graphene sheet projected
onto the valley degrees of freedom, showing the absence of
inter-valley mixing. (b) Selfconsistent band diagram for the
corresponding interacting system projected onto sublattice
degrees of freedom, showing an spontaneous sublattice asym-
metry. The color scale in (a) indicates +1 for valley K and
−1 for K′, while in (b) +1 corresponds to sublattice A and
−1 to sublattice B.
the ferromagnetic ordering flips as the PMF changes in
sign. Both of these facts are again a consequence of the
sublattice symmetry being broken only locally.
In order to properly quantify the magnetization using
global values within the supercell, one must carefully
choose the order parameters. Since we are dealing with a
system with ferrimagnetic ordering (in other words, a su-
perposition of spatially-modulated antiferromagnetic and
ferromagnetic order parameters), a good representative
quantity is the standard Nèel order parameter:
N =
∣∣∣∣∣∑
i
(mi · zˆ)σi
∣∣∣∣∣ , (13)
where mi is the magnetic moment at position i and σi is
the corresponding sublattice index ±1. It is interesting
to note that the magnetization profile shown in Fig. 3
(b) corresponds to an emerging honeycomb superlattice
(actually, such emerging superlattice is already visible in
the non-interacting LDOS profile in Fig. 3 (a)). Namely,
4Figure 3: (a) Local density of states for the non-interacting
case and (b) magnetization along the z-direction revealing
antiferromagnetic ordering for the interacting case. A closer
analysis reveals a ferrimagnetic periodic ordering, with the
ferromagnetic component changing in sign with B(r). (c) The
dependence of both the modulated ferromagnetic (Ξ) and
antiferromagnetic (N ) order parameters on the PMF for a
10× 10 supercell.
we can distinguish two different regions with net magne-
tization Mz > 0 and Mz < 0 with majority of electrons
located at A and B sublattices, respectively. Each of these
regions can be understood as different Wannier orbitals of
the emerging superlattice. Therefore, defining the usual
ferromagnetic order parameter
∑
imi · ez is pointless,
since the contribution of neighboring Wannier orbitals
will cancel themselves out, leading to zero net ferromag-
netic contribution. A better idea is then to modulate the
usual ferromagnetic order parameter with a function that
changes in sign for different superlattice Wannier orbitals.
In fact, this can be done by considering the sign of the
PMF. Namely,
Ξ =
∣∣∣∣∣∑
i
sgn [B(ri)] (mi · zˆ)
∣∣∣∣∣ . (14)
The resulting order parameter Ξ can be understood as
the superstructure’s Nèel order parameter. Thus, all the
phenomenology can be reduced to the analysis of such
emerging honeycomb structure.
We show in Fig. 3 (c) the dependence of both magneti-
zations on the PMF, indicating a clear phase transition.
As a matter of fact, previous results showed that the scale-
independent parameter is actually the product between
the PMF and the number of sites inside the supercell,26 a
conclusion we verified for the system under consideration.
Therefore, the magnetic groundstate is expected for PMFs
within the experimental range.38
Figure 4: (a, b) In plane magnetization for both sublattices
of the emerging honeycomb superlattice, showing that the
groundstate presents non-collinear magnetism. In (a), we
zoom in the regions corresponding to Mz < 0 from Fig. 3 (b),
while in (b), in the regions correponding to Mz > 0. The out-
of-plane component, however, is about an order of magnitude
larger and is qualitatively the same as in the case without SOC.
(c) Dependency of magnetization with the filling factor for a
10× 10 supercell showing that the magnetization is sensitive
to doping.
B. Effects of doping and spin-orbit coupling
Since all the phenomena explored here are a conse-
quence of interactions between a graphene sheet and a
NbSe2 substrate, it is important to consider the possible
effects of the underlying material. The two most relevant
effects induced by the proximity of two materials are:
(i) electronic doping due to charge transfer and (ii) ef-
fects of spin-orbit coupling (SOC).The energy scales for
both effects were already estimated by means of density
functional theory (DFT).45,46
Considering charge doping, one can check in Fig. 4 (c)
a rapid decay in the magnetic ordering as one goes away
from half-filling. DFT estimations, however, show that
this is not the expected regime,45,46 but external bias can
counterbalance this intrinsic doping effect to measure the
ZLL bands.
We include spin-orbit coupling stemming from broken
mirror symmetry with the substrate by adding a Rashba-
like term to the graphene Hamiltonian:
HSOC = iλR
∑
i,j
(dij × σs,s′c†iscjs′) · zˆ, (15)
with λR = 0.015t to match ab initio estimations.46 Spin-
momentum coupling explicitly breaks the spin rotation
symmetry, allowing in-plane contributions to the magne-
tization to appear, as shown in Fig. 4 (a, b). On the
other hand, the out-of plane contribution is an order of
5Figure 5: (a) Band structure in the presence of a perpendicular
bias, showing the emergence of a gap stemming from sublattice
inequivalence (µ0 = 0.005t). This bias induced gap is expected
to compete with the interaction induced gap. (b) Dependence
of the magnetization on the external perpendicular electric
field for a 10× 10 supercell.
magnitude larger and qualitatively equal to calculations
without SOC.
C. Breakdown of magnetic ordering with electric
fields
The buckling pattern induces a non-homogeneous
height variation of the graphene sheet with respect to
the underlying substrate. Hence, the application of a per-
pendicular electric field should induce non-homogeneous
energy shifts in real space. To account for this phe-
nomenology, we consider the contribution from the fol-
lowing Hamiltonian:
Helec =
3∑
i=1
µ(ri)c
†
iscis , µ(r) = µ0
3∑
i=1
cos(bi · r), (16)
where µ0 is proportional to the amplitude of the applied
electric field. It is important to emphasize a peculiar
feature of the heterostructure we consider in this paper
which is not expected for similar systems, e.g. corrugated
graphene.19 Namely, the functional forms of µ(r) (Eq.
(16)) and the PMF B(r) (Eq. (5)) match. This is a direct
consequence of the PMF following the topography modu-
lation in the system.38 Such unique property results from
a strong in-plane deformation which is hard to extract
from STM measurements.47 Indeed, this feature is essen-
tial for the electric tunnability of the system, since the
nonzero values of µ(r) coincide with the locations with
higher local density of states.
The resulting band diagram for the noninteracting sys-
tem in Fig. 5 (a) shows that, in the presence of such
perpendicular electric field, a gap opens and global sublat-
tice symmetry breaks. It is straightforward to understand
this effect, if we consider the emerging honeycomb super-
lattice: the electric field has the same effect as a sublattice
mass in the superlattice.
When electronic interactions are considered, one must
expect a competition between two effects. In the presence
of a finite sublattice mass, states with positive energy will
be located in the sublattice A, while negative states, in
the sublattice B, as one can see in Fig. 5 (a). On the
other hand, in the presence of magnetic ordering, both
sublattices are populated below and above the Fermi level,
see Fig. 2 (b). As the sublattice mass increases, just one
sublattice becomes populated below the Fermi energy,
with both spin-up and spin-down states. In other words,
one should expect that the magnetic ordering should be
suppressed when the sublattice mass is larger than the
antiferromagnetic gap. Indeed, that is exactly what we
observe in Fig. 5 (b).
IV. CONCLUSION
We showed that the zeroth pseudo Landau level sub-
band formed in buckled graphene supperlattices on top of
a NbSe2 substrate hosts a periodic magnetically ordered
groundstate. This periodic pattern results in an emerging
antiferromagnetic honeycomb superlattice. Moreover, we
showed that in the non-interacting scenario, a perpendic-
ular electric field opens up a gap and can be interpreted
as a sublattice effective mass in the superlattice scale.
Interestingly, in the interacting case, the competition be-
tween the bias induced mass and the antiferromagnetic
gap provides a route for electrically controlling the mag-
netic groundstate of the system. Our results show that
strained graphene on top of NbSe2 provides a powerful
two dimensional platform to explore correlated physics in
hybrid van der Waals materials, and to study the interplay
between artificial gauge fields and interactions. Finally,
it is worth noticing that the interplay of such magnetic
state with the NbSe2 superconductivity, not addressed in
the current manuscript, can lead to a versatile platform
to explore superlattice Yu-Shiba-Rusinov physics, and
ultimately Majorana states.
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