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Lu¨hikokkuvo˜te
Antud bakalaureuseto¨o¨ eesma¨rk on tutvustada erinevaid meetodeid, mida kasutatakse juhumetsa mude-
lite loomiseks tasakaalustamata andmetel. To¨o¨ esimeses pooles tutvustatakse klassitseeriva juhumetsa
olemust ning tasakaalustamata andmetel mudelite loomise probleemi. To¨o¨ teises osas pakutakse va¨lja ja
vo˜rreldakse erinevaid meetodeid, mida saab kasutada tasakaalustamata andmete probleemi lahendamiseks.
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Abstract
e aim of this thesis is to provide an overview of using random forest to learn imbalanced data. In the rst
part of the thesis random forest classier and the problem of imbalanced data is introduced. In the second
part of the work possible methods for dealing with imbalanced data are proposed. e methods are later
compared with each other using a classication problem.
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Sissejuhatus
Andmete analu¨u¨simisel, mudelite ja seoste loomisel kasutatakse ta¨napa¨eval mitmeid masino˜ppe meeto-
deid. Masino˜ppe meetodid on efektiivsed erinevat tu¨u¨pi seoste leidmisel suurte andmemahtude puhul.
U¨heks edukaimaks masino˜ppe meetodiks on juhumets (ingl random forest). Kuigi juhumetsa mudelid on
la¨bipaistvad ja va¨heste parameetritega (Biau et al., 2015), vo˜ivad nad teatud juhtudel ebao˜nnestuda (Tang
et al., 2018). U¨heks selliseks juhuks on tasakaalustamata andmetel mudelite loomine.
Antud bakalaureuseto¨o¨ keskendubki selle probleemi lahendamisele. Ta¨psemalt uurime, milliseid meetodeid
on mo˜istlik rakendada, kui tuleb koostada klassitseerivaid juhumetsa ennustusmudeleid tasakaalustamata
andmetel. To¨o¨ eesma¨rk on anda u¨levaade vo˜imalikest kasutatavatest meetoditest, tuua konkreetseid na¨iteid
nende rakendamisest ja tulemusi vo˜rrelda. Meetodite vo˜rdlemiseks kasutame meditsiinilist MIMIC-III and-
mestikku. Selle po˜hjal koostame klassitseerivaid juhumetsa mudeleid, mille eesma¨rk on prognoosida pat-
siendi suremist u¨he na¨dala jooksul peale viimast arstivisiiti.
Bakalaureuseto¨o¨ koosneb kuuest peatu¨kist. Esimeses peatu¨kis anname u¨levaate juhumetsa sh otsustus-
puude to¨o¨po˜himo˜tetest. Teises peatu¨kis avame tasakaalustamata andmete probleemi tausta ja kirjeldame
vo˜imalike lahendusi. Kolmandas peatu¨kis tutvustame to¨o¨ praktilises osas kasutatavat andmestikku. Nel-
jandas peatu¨kis avaldame lugejale, kuidas lo˜ime mudeleid. Viiendas peatu¨kis kirjeldame to¨o¨ ka¨igus saadud
tulemusi. Viimases, kuuendas, peatu¨kis vo˜tame ka¨esoleva bakalaureuseto¨o¨ kokku.
Bakalaureuseto¨o¨ la¨biviimiseks on kasutatud statistikatarkvara R (versioon 3.5.1). To¨o¨ on kirjutatud ka-
sutades LaTeX veebirakenduse liidest Overleaf. To¨o¨ la¨biviimiseks vajalik arvutusresurss on saadud Tartu
U¨likooli HPC klastrist Rocket.
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1. Otsustuspuud ja juhumets
U¨ks enim kasutatavatest meetoditest masino˜ppe u¨lesannete lahendamisel on juhumetsa meetod. Juhumetsa
meetod arendati va¨lja 1990. aastate keskel, mille u¨heks esimeseks arendajaks oli USA statistik Leo Breiman
(Breiman, 2001). Selles peatu¨kis anname u¨levaate juhumetsa olemusest ja selle ennustusta¨psust kirjeldava-
test suurustest.
1.1. Otsustuspuud
Otsustuspuud on juhumetsade alustalaks - nad moodustavad juhumetsa. Selles alapeatu¨kis tutvustame ot-
sustuspuude olemust. Me tutvustame ainult klassitseerivat otsustuspuu meetodit, kuna antud to¨o¨s kasu-
tame vaid klassitseerimist (veel eristatakse regressiooni meetodit).
Klassitseeriva otsustuspuu meetodi eesma¨rk on leida vaatluse u¨he tunnuse klassile va¨a¨rtus tuginedes te-
ma teiste tunnuste va¨a¨rtustele. Klassitseerivat otsustuspuud kasutades on meil enamasti valim n vaat-
lusega ja so˜ltuv tunnus Y , mis vo˜tab va¨a¨rtuseid klassidest 1,2,3, . . . ,k. Samuti on meil p kirjeldavat tun-
nust X1, . . . ,Xp. Meie eesma¨rk on teadaolevate tunnuste Xi (i= 1, . . . , p) va¨a¨rtuste po˜hjal klassitseerida Y
va¨a¨rtus. Seda tehakse kahendpuul, kus igal tipul jaotatakse objektid mingi tingimuse ja¨rgi kaheks, kuni nad
lehtedel lo˜pliku klassikatsioonini jo˜uavad (Loh, 2011). Joonisel 1 on kujutatud na¨iteandmestikul koostatud
klassitseeriv otsustuspuu, mis prognoosib noorte laste a¨rkvel olemist. Igal vaatlusel on kolm nominaalset
kirjeldavat tunnust. Moodustunud otsustuspuu koosneb neljast tipust ja viiest lehest.
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Joonis 1: Otsustuspuu na¨ide. Igal kahendpuu tipul on kujutatud vastavalt prognoositavat klassi,
noore lapse a¨rkveloleku to˜ena¨osust ja treeningandmete protsentuaalset tipu la¨bivust.
Otsustuspuu tippudes peavad olema efektiivsed vaatluste jagamise tingimused. Traditsiooniliselt kasuta-
takse otsustuspuul tipu tingimuse hindamiseks Gini indeksit, mida arvutatakse ja¨rgmiselt:
IG(t) = 1−
k
∑
i=1
(pi)2.
Eelnevas ta¨histab pi (i = 1, . . . ,k) to˜ena¨osust, et antud tippu t jo˜udnud juhusliku vaatluse puhul Y = i.
Po˜himo˜eliselt kirjeldab Gini indeks to˜ena¨osuse suurust, et tippu jo˜udnud objekt klassitseeritakse vales-
ti, kui ta klassitseeritaks samasse tippu jo˜udnud objektide jaotuse ja¨rgi. Seega on lahknemise tingimus,
millele vastab va¨ikesem Gini indeks, eelistatud ko˜rgemate u¨le (Loh, 2011).
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1.2. Juhumets
Mo˜istmaks juhumetsa eelist otsustuspuu ees, peame tutvustama bootstrap agregeerimise (ingl bagging)
mo˜istet. Oletame, et me lahendame K klassi klassitseerimisprobleemi. Me loome otsustuspuu mudeli tree-
ningandmestikul Z = {(y1,x1), . . . ,(yN ,xN)} ja saame selle mudeli ja¨rgi prognoosi Gˆ(x) vaatluse x klassile.
Deneerime indikaatorvektori funktsiooni fˆ (x), mille va¨a¨rtus koosneb K− 1 nullist ja ainsast u¨hest. Sel
juhul Gˆ(x) = argmaxk fˆ (x) ehk Gˆ(x) on fˆ (x) suurima va¨a¨rtusega elemendi indeks. Bootstrap agregeerimine
keskmistab selle prognoosi u¨le bootstrap valimite, va¨hendades sealhulgas dispersiooni. Iga bootstrap vali-
mi Z∗b, b = 1, . . . ,B jaoks tekitame otsustuspuu mudeli, mis annab meile prognoosi fˆ ∗b(x). Seega saame
bootstrap agregeerimise hinnangu
fˆbag(x) =
1
B
B
∑
b=1
fˆ ∗b(x) = [p1(x), p2(x), . . . , pK(x)],
kus pk(x) on vo˜rdne otsustuspuude osakaaluga, mis prognoosisid vaatlust x klassi k. Bootstrap agregee-
rimise klassitseerija Gˆbag(x) = argmaxk fˆbag(x) prognoosib vaatluse x klassi k enamusha¨a¨letuse po˜hjal.
Po˜hiline bootstrap agregeerimise idee on keskmistada ligikaudu erapooletuid, kuid mu¨ratundlikuid mude-
leid, ning selle la¨bi va¨hendada dispersiooni (Hastie et al., 2001).
Otsustuspuud on ideaalsed bootstrap agregeerimise kandidaadid. Esiteks suudavad nad leida kompleksseid
struktuure, ja¨a¨des u¨sna erapooletuks. Teiseks on nad va¨ga mu¨ratundlikud. Nende ainuke vo˜imalus pare-
maid tulemusi saada on dispersiooni va¨hendamine. B so˜ltumatu sama jaotuse juhusliku suuruse, igau¨ks
dispersiooniga σ2, keskmise dispersioon on 1Bσ
2. Kui need suurused on sama jaotusega ja omavad posi-
tiivset paariviisilist korrelatsiooni ρ , siis on keskmise dispersioon
ρσ2+
1−ρ
B
σ2.
Kui B va¨a¨rtus to˜useb, siis ja¨a¨b keskmise dispersiooni kirjeldama vaid ρσ2. Juhumetsade idee seisneb bootst-
rap agregeerimise dispersiooni va¨hendamises. Juhumetsade eesma¨rgiks on va¨hendada korrelatsiooni otsus-
tuspuude vahel, dispersiooni ma¨rgatavalt to˜stmata. Selline olukord saavutatakse, kui treeningandmestikul
luuakse puid juhusliku hulga tunnuste ja bootstrap valimeid kasutades (Hastie et al., 2001).
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Klassikalise reegli kohaselt valitakse u¨he otsustuspuu tunnuste arvuks ruutjuur ko˜ikide tunnuste arvust.
Selline ka¨itumine aitab va¨ltida u¨lesobitamist (ingl overing). U¨lesobitamine ta¨hendab, et moodustatav
mudel to¨o¨tab ha¨sti andmestiku peal, mida kasutati selle mudeli arendamiseks, aga halvasti u¨ldistatud uute
na¨idete peal (Breiman, 2001).
Kokkuvo˜es vo˜ib juhumetsa kirjeldada kui otsustuspuude kogumit, millel viiakse la¨bi enamusha¨a¨letus. Iga
otsustuspuu loomisel kasutatakse vaid alamhulka ko˜ikidest vaatlustest ja tunnustest (seega need erinevad).
Klassitseeritavaid vaatluseid klassitseerivad ko˜ik juhumetsa otsustuspuud ning juhumets prognoosib
vaatluse klassi, mis saab proportsionaalselt enim ha¨a¨li.
1.3. Mudeli ennustusta¨psuse mo˜o˜tmine
U¨heks vo˜imaluseks juhumetsa mudeli ennustusta¨psust hinnata on tema prognooside kaardistamine. See
eeldab andmestiku jaotamist enne mudeli koostamist kaheks: treeningandmestikuks ja testandmestikuks.
Kui mudel on treeningandmete peal loodud, lastakse sellel klassitseerida testandmeid, ning saadud tule-
mused kaardistatakse (vt tabel 1) neljaks: to˜esed positiivsed (TP), va¨a¨rad positiivsed (VP), to˜esed negatiiv-
sed (TN), va¨a¨rad negatiivsed (VN).
Tabel 1: Prognooside kaardistamine kahe klassi korral.
Prognoositakse uuritavasse klassi Ei prognoosita uuritavasse klassi
Reaalselt on uuritavas klassis To˜esed positiivsed Va¨a¨rad negatiivsed
Reaalselt ei ole uuritavas klassis Va¨a¨rad positiivsed To˜esed negatiivsed
Mudeli eesma¨rgiks on saavutada vo˜imalikult suur ta¨psus (Provost, 2000). Ta¨psus iseloomustab mudeli
vo˜imekust eraldada andmeid testandmestikul:
T a¨psus=
TP+TN
TP+TN+VP+VN
.
Tasub ma¨rkida, et selline mudeli ennustusta¨psuse hindaja ei ole va¨ga palju mo˜jutatud proportsionaalselt
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va¨ikeste klasside valesti klassitseerimisest.
Mudeli ta¨psuse puhul ra¨a¨gitakse tihti ka mudeli tundlikkusest (ingl sensitivity) ja spetsiilisusest (ingl speci-
city). Tundlikkus iseloomustab mudeli ta¨psust prognoosida tegelikke positiivseid vaatlusi:
Tundlikkus=
TP
TP+VN
.
Spetsiilisus iseloomustab mudeli ta¨psust prognoosida tegelikke negatiivseid vaatlusi:
Spetsii f ilisus=
TN
TN+VP
.
Mudeli ennustusta¨psust kujutatakse tihti joonisel ROC-ko˜veraga (ingl receiver operating characteristics cur-
ve). See kasutab mudeli hindamiseks tema tundlikkuse ja va¨a¨r-positiivsete (1−spetsii f ilisus) ma¨a¨ra graa-
kul. Graakule tekkinud ROC alust pindala AUC (ingl area under curve) peetakse klassitseerimismudelite
u¨heks ta¨htsaimaks hinnanguks (Flach, 2016). Kui AUC < 0.5 on mudel halvem juhuslikult klassitseeri-
vast mudelist. Kui AUC= 1, siis to¨o¨tab mudel valideerimisandmetel ideaalselt. Joonisel 2 on toodud na¨ited
neljast erinevast ROC-ko˜verast ja nende AUC va¨a¨rtustest. Kui tegeletakse tasakaalustamata andmestikega,
kus vale klassitseerimine po˜hjustab erinevates klassides erinevaid tagaja¨rgi, siis on mo˜istlikum kasutada
ROC-ko˜veraga seotud mudeli hinnanguid (Bowyer et al., 2011).
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Joonis 2: ROC-ko˜verad. Igale ROC-ko˜verale vastavat AUC va¨a¨rtus on kirjeldatud joonisel sama
va¨rviga.
Lisaks eelnevale kasutatakse juhumetsade hindamiseks ka out-of-bag (OOB) viga. See ei eelda andmete ja-
gamist treening- ja testandmeteks. Kuna juhumetsa treenimisel iga otsustuspuu loomiseks rakendatakse
vaid osa kasutamiseks mo˜eldud andmetest, siis saab sellest valimist va¨lja ja¨a¨nud vaatlusi kasutada antud ot-
sustuspuu ennustusta¨psuse hindamiseks. Olgu meil vaatlused (yi,xi) ja andmete po˜hjal valminud otsustus-
puud Tk, kus i ja k on indeksid. Me hindame iga vaatluse (yi,xi) klassi yi puudel Tk, mille koostamisel vastav
vaatlus valimisse ei kuulunud. Sarnaselt juhumetsa klassitseerimiseeskirjale (enamusha¨a¨letus) prognoosi-
takse (yi,xi) klass, ning ko˜ikide vaatluste hindamisel kujunenud veahinnang ongi out-of-bag viga (Breiman,
2001).
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2. Tasakaalustamata andmed
Andmestikud koosnevad vaatlustest ja vaatlustel on tunnused, mille ja¨rgi saab nad erinevatesse klassi-
desse jagada. Kui uuritava tunnuse klassides olevad vaatlused ei jagune u¨htlaselt, siis tekivad enamus- ja
va¨hemusklassid ehk uuritav andmestik ei ole tasakaalus. Tasakaalustamata andmestikud esinevad paljudes
elulistes rakendustes. Eriti problemaatiline on see meditsiinis (Ali et al., 2019).
Enamus klassitseerimise algoritmidest tegutsevad kahe eelduse ja¨rgi.
• Mudeli eesma¨rgiks on maksimeerida ta¨psust.
• Treeningandmestik on sama jaotusega nagu testandmestik.
Tasakaalustamata andmete kasutamise puhul annavad sellised mudelid mierahuldavaid tulemusi. Tihti
on va¨hemusklass proportsionaalselt va¨ga va¨ike, moodustades koguni alla 1% kogu andmestikust. Kui selli-
sele andmestikule rakendada traditsioonilisi klassitseerimismudeleid, siis enamasti ennustab mudel ko˜ik
vaatlused enamusklassi. See on probleem, kui uurija peamiseks eesma¨rgiks on va¨hemusklassi elementide
o˜igesti klassitseerimine (Provost, 2000).
Selles peatu¨kis kirjeldame erinevaid andmestike ja mudelite kohandamise meetodeid, mida kasutatakse
klassitseerimismudelite loomise eel nende tegevustulemuse vo˜imendamiseks. Peamiselt on allpool kirjel-
datavad meetodid lahti mo˜testatud parandamaks klassitseeriva juhumetsa mudeli na¨itajaid. Neid, u¨sna
universaalseid meetodeid, saab rakendada ka teist tu¨u¨pi mudelite loomisel.
2.1. Taasvalimismeetodid
U¨ks enim kasutatavaid strateegiaid tasakaalustamata andmete puhul on andmete taasvalimine (ingl resamp-
ling) treeningandmete hulgas. Taasvalimine ta¨hendab olemasolevate andmete po˜hjal uue andmestiku moo-
dustamist. Seda tehakse, et balansseerida mo˜ne klassi osakaalu treeningandmestikus. Enamjaolt kasuta-
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takse selleks va¨hemusklassi u¨levalimist vo˜i enamusklassi alavalimist. Mo˜lemal taasvalimise tu¨u¨bil on sel-
geid kitsaskohtasid, kuna nad muudavad algandmestiku jaotust (Marque´s et al., 2013). Ja¨rgnevalt anname
u¨levaate tuntumatest taasvalimise meetoditest.
2.1.1. U¨levalimine
Traditsiooniliselt kasutatakse andmete tasakaalustamiseks u¨levalimist (ingl oversampling). Selle la¨henemise
ka¨igus valitakse va¨hemusklassidele juhuslikult tagasipanekuga vaatluseid juurde, kuni andmestiku igal
klassil on ligikaudu sama palju esindajaid. U¨levalimise kasutamisel on probleemideks u¨lesobitavuse ja suu-
rema arvutusressursi vajaduse teke (Kuhn et al., 2013).
Su¨nteetiline va¨hemusklassi u¨levalimise tehnika (ingl synthetic minority over-sampling technique) ehk SMO-
TE on u¨levalimise tehnika, mis kasutab olemasolevatest andmetest uue vaatluse su¨nteesimist, selleks, et
tekitada uusi andmepunkte.
SMOTE meetodi mo˜istmiseks peame tutvustama nii vaatluste kauguse kui ka k-la¨hima naabri (ingl k-
Nearest-Neighbor) klassitseerija mo˜istet. Olgu meil vaatlused x0 ja y0, siis vaatluste vaheline
kaugus δ (x0,y0) on nendevaheline vahemaa tunnuste ruumis. Tavaliselt, kui tunnused on reaalarvulised,
kasutatakse eukleidilist kaugust
δ (x0,y0) = ‖x0− y0‖.
K-la¨hima naabri (edaspidi k-NN) klassitseerija on ma¨lupo˜hine ning ei vaja mudeli sobitamist. Olgu meil
uuritav vaatlus x0, mida soovime klassitseerida. Me leiame treeningandmestikul x0 suhtes k kauguse
mo˜es la¨himat naabrit (vaatlust) x(r), r = 1, . . . ,k . Vaatlus x0 klassitseeritakse k-NN klasside
enamusha¨a¨letuse ja¨rgi (Hastie et al., 2001). Joonisel 3 on kujutatud kahe klassi klassitseerimisu¨lesande
lahendamiseks 5-NN algoritmi rakendamist na¨idisandmestikul. Klassitseerija prognoosid on eraldatud
nii kontuurjoontega kui ka erineva va¨rviga ta¨histatud teljestiku punktikestega (vt joonis 3).
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Joonis 3: Na¨idisandmestik 5-NN algoritmi kasutamisel kahe klassi puhul. Ringid ma¨rgistavad vaat-
lusi ja punktid ma¨rgistavad klassitseerija ja¨rgi ma¨a¨ratud klassi ala. Erinevad klassid on ta¨histatud
oranzˇi ja sinise va¨rviga.
SMOTE meetod su¨nteesib uusi andmepunkte ja¨rgmise algoritmi ja¨rgi:
1. Va¨hemusklassist valitakse juhuslik vaatlus.
2. Treeningandmestikult leitakse sellele vaatlusele k-la¨himat naabrit.
3. Uuele su¨nteesitud objektile antakse va¨hemusklassi omadus (tunnus).
4. Su¨nteesitud objektile valitakse juhuslikult tunnuste va¨a¨rtused esimeses ja teises punktis valitud vaat-
luste vastavate tunnuste va¨a¨rtuste valimi hulgast.
Su¨nteesitud andmepunktid lisatakse va¨hemusklassi, et balansseerida va¨hemusklasse ja enamusklasse (Kuhn
et al., 2013). Selle tehnika peamine eesma¨rk on va¨hendada traditsioonilisel u¨levalimisel tekkivat
u¨lesobitavust.
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2.1.2. Alavalimine
Alavalimine (ingl downsampling) on vastand u¨levalimisele. Kui meil on u¨hes klassis vaatlusi rohkem kui
teises, siis seisneb alavalimise idee enamusklassi vaatluste va¨hendamises, kuni vaatlusi on klassides enam-
va¨hem vo˜rdselt. Seda tehakse juhusliku valimi vo˜tmisega enamusklassist. Alavalimise selgeimaks problee-
miks on infokadu (Kuhn et al., 2013).
Selleks, et infokao probleemi va¨hendada, on va¨lja ka¨idud lisastrateegiaid. Na¨iteks OSS (ingl One-Sided
Sampling) meetod, mille ka¨igus eemaldatakse ainult neid enamusklassi vaatlusi, mis piirnevad alamklassi
vaatlustega (tekitavad mu¨ra) ja on u¨learused. Mu¨ra tekitavad vaatlused po˜hjustavad u¨lesobitamist treenin-
gandmestikul (Sammut et al., 2011). U¨learused vaatlused ei ohusta korrektset klassitseerimist, aga suu-
rendavad mudeli loomise ressursi vajadust (Kubat et al., 1997).
OSS meetodi rakendamisel leitakse piirnevad vaatlused na¨iteks Tomeki sidususe meetodiga. U¨learused ena-
musklassi vaatlused leitakse Harti tehnikaga (tuntakse ka kui CNN algoritmi ehk ingl condensed nearest
neighbor algorithm). Joonisel 4 on na¨ide andmestikust, kus on nii enamusklassi mu¨ra (ta¨histatud kolm-
nurkadega) kui ka u¨learuseid vaatluseid.
Mu¨ra eemaldamine ka¨ib ja¨rgmise algoritmi (Tomeki sidususe meetod) ja¨rgi.
1. Vaatleme kahte objekti x ja y. Olgu x va¨hemusklassist ja y enamusklassist ning δ (x,y) nendevaheline
kaugus.
2. Kui paari (x,y) puhul ei leidu u¨htegi objekti z, et kehtiks
δ (x,z)< δ (x,y)
vo˜i
δ (y,z)< δ (x,y)
siis vo˜ime pidada enda jaoks vaatlust y mu¨raks.
3. Eemaldame vaatluse y.
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Joonisel 5 on kujutletud na¨iteandmestiku peale mu¨ra eemaldamist Tomeki sidususe meetodiga.
Joonis 4: Na¨idisandmestik enne OSS
meetodi rakendamist. Va¨hemus- ja
enamusklassi vaatlused on kujutatud
vastavalt sinise ja oranzˇi va¨rviga.
Joonis 5: Andmestik peale Tomeki si-
dusus meetodi rakendamist.
U¨learuste enamusklassi vaatluste eemaldamine ka¨ib moditseeritud Harti algoritmi ja¨rgi.
1. Olgu meil treeningandmestik T ja selle osahulk P.
2. P koosneb ko˜ikidest va¨hemusklassi vaatlustest ja u¨hest juhuslikust enamusklassi vaatlusest.
3. U¨kshaaval klassitseeritakse T \P elemente, kasutades 1−NN (1-la¨hima naabri) meetodit hulgal P.
4. Enamusklassi elemendid, mis klassitseeritakse 1−NN klassitseerijaga valesti, lisatakse P’sse.
Joonisel 6 on visualiseeritud na¨iteandmestiku (jooniselt 5) pa¨rast moditseeritud Harti algoritmi raken-
damist. Kubat ja Matwin (1997) pakkusid sellise alavalimise meetodi va¨lja ja ta¨hendasid selle vo˜imalikku
efektiivsust (Kubat et al., 1997).
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Joonis 6: Andmestik peale Harti algoritmi rakendamist.
2.2. Kaalutundlik juhumets
Kaalutundlik (ingl weighted, cost-sensitive) juhumets on meetod, kus klassitseerijat modelleeritakse ta-
sakaalustamata andmete puhul alamklassi eelistama. Kuna tasakaalustamata andmete puhul on juhumets
kallutatud klassitseerima vaatlusi enamusklassi, siis on mo˜istlik seadistada va¨hemusklassi o˜igesti klassit-
seerimine prioriteediks. Selleks kasutame erinevatele klassidele erineva kaalu andmist, andes tavapa¨raselt
va¨hemusklassile suurema kaalu. Klassi kaalu kasutatakse juhumetsa algoritmi kahes kohas. Esiteks kasu-
tatakse kaale otsustuspuude loomisel, et mo˜jutada andmete poolitamist Gini indeksiga (Chen et al., 2004).
Otsustuspuude tippudes arvutatakse kaalutud Gini indeksit ja¨rgmiselt (Breiman et al., 1984):
IWG(t) = 1−
k
∑
i=1
(
wini
st
)2,
kus
• ni i= 1, . . . ,k on vastava klassi vaatluste arv tipus t;
• wi i= 1, . . . ,k on vasatava klassi kaal;
• st = ∑ki wini.
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Nagu ka tavalise Gini indeksi puhul, eelistatakse ka siin andmete poolitamisel vo˜imalikult va¨ikest kaalu-
tud Gini indeksi va¨a¨rtust. Teiseks kasutatakse klasside kaale modelleeritud juhumetsa klassitseerimise
lo˜ppotsusel. Otsustuspuu terminalis saab puu enda prognoositud klassitseeringule vastava kaalu kordse
ha¨a¨le, andes sellevo˜rra suurema vo˜i va¨iksema panuse juhumetsa lo˜ppha¨a¨letusel (Chen et al., 2004).
2.3. Kombineeritud meetodid
Bowyeri (2011) la¨bi viidud uuring leidis, et erinevate eelmainitud meetodite kombineerimine vo˜ib to˜sta
klassitseerimismudeli prognoosimise vo˜imekust. Bowyer leidis, et traditsioonilise alavalimise asemel vo˜ib
paremini to¨o¨tada SMOTE ja alavalimise kombinatsioon (edaspidi Bowyeri meetod). Meetodi la¨biviimiseks
muudetakse treeningandmestiku. Va¨hendatakse enamusklassi vaatluseid alavalimise meetodiga ja suuren-
datakse va¨hemusklassi vaatluste arvu SMOTE meetodiga (Bowyer et al., 2011).
Lisaks pakume ka omalt poolt va¨lja ja¨rgmised kolm hu¨briidset meetodit. U¨heks vo˜imaluseks oleks kombi-
neerida traditsiooniline u¨levalimine ja eespool mainitud (vt ptk 4.2.5.) moditseeritud Harti algoritm (CNN).
Alguses tuleks treeningandmestikus va¨hendada CNN algoritmiga enamusklassi vaatluste arvu ning peale
seda traditsioonilise u¨levalimisega va¨hemusklassi vaatluste arvu tasakaalustada allesja¨a¨nud enamusklassi
vaatluste arvuga. Selline kombineerimine vo˜iks suurendada OSS alavalimise mudeli tundlikkust.
Eelnevaga sarnast efekti vo˜iks omada meetod, kus kombineeritakse moditseeritud Harti algoritm ja kaa-
lutundlik juhumetsa mudel. Alguses tuleb treeningandmestikus va¨hendada CNN algoritmiga enamusklassi
vaatluste arvu ning peale seda to˜sta va¨hemusklassi kaalu juhumetsa treenimisel. Selle meetodi eelis eelneva
meetodi ees on va¨iksem vo˜imalus u¨lesobitamiseks.
Viimasena pakume va¨lja meetodi, kus kasutatakse koos traditsioonilist ala- ja u¨levalimist. Sellise meeto-
di eesma¨rgiks on va¨hendada infokadu enamusklassis (vo˜rreldes traditsioonilise alavalimisega) ja mudeli
u¨lesobitamist va¨hemusklassi suhtes (vo˜rreldes traditsioonilise u¨levalimisega). Meetodi rakendamiseks tu-
leb treeningandmestikus suurendada va¨hemusklassi vaatluste arvu traditsioonilise u¨levalimismeetodiga ja
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va¨hendada enamusklassi vaatluste arvu traditsioonilise alavalimismeetodiga.
2.4. Prognoosila¨ve muutmine
Prognoosila¨ve muutmise meetod po˜hineb liberaalsemal va¨hemusklassi eelistamisel. See eeldab, et mudeli
eesma¨rk on klassitseerida elemente kahe klassi vahel. Sellist klassitseerimist saab teostada, kui mudel
arvutab klassitseeritava objekti jaoks to˜ena¨osuse, mis iseloomustab tema kuulumist mo˜nda klassi (seda
teevad ka juhumetsa mudelid). Tavaliselt on klassitseerimise otsustusla¨veks 50%. Kuid seda la¨ve vo˜ime
muuta la¨htuvalt meie eesma¨rkidest. Selle tulemusena vo˜ib mudel meie tahtmise ja¨rgi kaotada kas tund-
likkuses vo˜i spetsiilisuses ja vo˜ita vastavalt spetsiilisuses vo˜i tundlikkuses. U¨ldist mudeli ta¨psust selle
meetodiga to˜sta ei saa. Kuna ROC-ko˜ver ma¨a¨ratakse la¨bi tundlikkuse ja spetsiilisuse, siis uueks klassit-
seerimisla¨veks saab valida tundlikkuse va¨a¨rtuse ROC-graaku punktilt, mis on ko˜ige la¨hemal optimaalsele
va¨a¨rtusele (vasakul asuv u¨lemine nurk). Samuti saame ROC-ko˜veralt valida ka sellise klassitseerimiskvoo-
di, mis tagab meile kas soovitud tundlikkuse vo˜i spetsiilisuse. Klassitseerimisla¨vendi tuletamiseks peaks
mudeli koostaja kasutama eraldiseisvat andmestikku. Mudeli testimiseks mo˜eldud andmestiku kasutamisel
saame kallutatud hinnangu mudeli ennustusta¨psusele (Kuhn et al., 2013). Kuna eelnev meetod ei to˜sta mu-
deli ta¨psust ja on mo˜eldud tundlikkuse vo˜i spetsiilisuse to˜stmiseks, siis hiljem to¨o¨ praktilises osas me seda
meetodit ei kasuta. Pidasime oluliseks seda meetodit tutvustada, sest see leiab laialdast kasutust.
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3. Andmestik
Bakalaureuseto¨o¨ raames vo˜rdleme erinevaid vo˜imalusi tasakaalustamata andmetega juhumetsade mudelite
loomisel. Selleks on meil vaja tasakaalustamata andmetega andmestikku. Antud to¨o¨ la¨biviimisel kasutame
MIMIC-III andmebaasi. Nende andmete po˜hjal loome erinevate meetoditega juhumetsa ennustusmudeleid,
mis prognoosivad, kas inimene sureb a¨ra na¨dala jooksul peale oma viimast u¨lesta¨hendatud visiiti.
3.1. MIMIC-III
MIMIC andmebaas ehk meditsiinilise informatsiooni kogum intensiivravist (ingl Medical Information Mart
for Intensive Care) on andmebaas, mis po˜hineb andmetel Beth Israel’i Diakoonia meditsiinikeskusest (Bos-
ton, Massachuses, USA). Andmestikus on anonu¨u¨msed andmed inimeste kohta, kes olid antud meditsii-
nikeskusega seotud aastatel 2001-2012. Andmed on mo˜eldud retrospektiivse andmeanalu¨u¨si teostamiseks
(Johnson et al., 2016). Vaatlused on tehtud anonu¨u¨mseks iga inimese su¨nni juhusliku arvu pa¨evade eda-
silu¨kkamisel (vastavalt sellele nihkuvad ka inimesega seotud muud kuupa¨evad).
Ko˜ikidest pakutavatest andmetest kasutame antud analu¨u¨si tegemiseks andmetabeleid surmajuhtumitest,
diagnoosidest, inimeste u¨ldinfost ja la¨bivaatustest. Info inimeste diagnoosidest ja la¨bivaatustest on talle-
tatud rahvusvahelist haiguste klassikatsiooni (RHK-9) kasutades. Kasutatavas andmestikus on andmed
46520 inimese kohta, kellest 14849 puhul on registreeritud surm.
3.2. Lo˜plik andmetabel
Lo˜pliku andmetabeli panime kokku eelnevalt mainitud MIMIC-III andmebaasist valitud andmetabelitest.
Lo˜pliku andmetabeli loomise R’i kood on toodud va¨lja lisades (vt lisa 1).
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Meie eesma¨rgiks on antud andmete baasil koostada mudel prognoosimaks, kas inimene sureb a¨ra na¨dal aega
peale oma viimast visiiti. Selliseid inimesi on andmestikus 6306. Seega on meie andmestiku enamusklassis
86,44% ja va¨hemusklassis 13,56% vaatlustest. Sellist ko˜rget suremust po˜hjendab asjaolu, et MIMIC-III
andmed on pa¨rit intensiivravi meditsiinikeskusest. Tegemist on tasakaalustamata andmetega.
Prognoosimiseks kasutame tunnuseid:
• inimestele tehtud erinevatest protseduuridest (binaarne, 88 tunnust);
• inimestele antud erinevatest diagnoosidest (binaarne, 6023 tunnust);
• inimeste soost (binaarne, 2 tunnust);
• inimeste pa¨ritolu (binaarne, 23 tunnust);
• inimeste viimasest teadaolevast vanusest (aastates) enne surma (pidev, 1 tunnus);
• inimeste olek na¨dal aega pa¨rast viimast visiiti: elus vo˜i surnud (binaarne, 1 tunnus).
Seega on lo˜plikus tabelis 46520 rida ja 6136 tunnust, millest ko˜iki peale viimase teadaoleva vanuse (numb-
riline) ka¨sitletatkse faktorina.
Tunnuseid on ku¨ll palju ning nendest ainult ta¨htsamate kasutamine vo˜iks parandada nii mudeli ennus-
tusta¨psust kui ka o¨konoomsust. Andmetabelitega, kus on ainult olulised tunnused, on tegelemine kergem
ja annab tavaliselt paremaid tulemusi (Rudnicki, 2011). Kuna tunnuste valimise meetodite kirjeldamine ja
vo˜rdlemine ei ole selle to¨o¨ eesma¨rgiks, siis vastavaid meetodeid me antud to¨o¨s ei rakenda.
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4. Mudelite loomine
Selles peatu¨kis esitleme viise, kuidas me rakendame peatu¨kkides 2.1., 2.2. ja 2.3. kirjeldatud erinevaid meeto-
deid. Esiteks tutvustame mudelite paremaks hindamiseks loodud ristvalideerimise kontseptsiooni. Teiseks
anname u¨levaate statistikatarkvara R kasutamisest mudelite loomisel.
4.1. Ristvalideerimine
Mudelite hindamiseks kasutame ristvalideerimist (ingl cross-validation). Ristvalideerimine ta¨hendab, et and-
mestik jagatakse treening- ja testandmeteks. Treeningandmetel koostatakse mudel ja hiljem hinnatakse
mudeli ennustusta¨psust testandmete peal. Selline la¨henemine annab tavaliselt parema hinnangu mudeli
ennustusta¨psusele kui hinnang treeningandmetelt (James et al., 2014).
Eraldasime oma andmestiku treening- ja testandmeteks vastavalt 70% (32564 vaatlust) ja 30% (13956 vaat-
lust) kogu andmestikust, ja¨es meid huvitavate juhtude proportsioonid samaks. Seega saus treeningand-
mestikku 28149 vaatlust inimeste kohta, kes ei surnud seitsme pa¨eva jooksul (enamusklass), ja 4414 vaat-
lust inimeste kohta, kes surid seitsme pa¨eva jooksul (va¨hemusklass). Kogu to¨o¨ va¨ltel kasutame u¨hte ja sama
eraldust st mudelid koostatakse alati sama treeningandmestiku po˜hjal ning hinnatakse sama valideerimis-
andmestiku ja¨rgi. Andmete eraldamiseks kasutatud kood on va¨lja toodud lisades (vt lisa 2).
4.2. Juhumetsa mudelite loomine
Siin alapeatu¨kis kirjeldame u¨kshaaval erinevate juhumetsa mudelite loomist statistikatarkvaras R. Juhu-
metsa mudelite koostamisel toetume R’i paketile ranger. See on Marvin N. Wright’i loodud pake, mis
on mo˜eldud kiireks juhumetsade rakendamiseks ehk to¨o¨tamiseks andmetabelitega, millel on suured di-
mensioonid (Wright et al., 2017). See pake sobib meie to¨o¨ la¨biviimiseks, kuna see vo˜imaldab kasutada li-
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saks tavalisele juhumetsa meetodile ka kaalutud juhumetsa meetodit ja kergemaid taasvalimise meetodeid.
U¨leja¨a¨nud meetodite kasutamiseks loome ise vo˜imalused, kuid toetume ka nende ka¨igus paketile ranger.
4.2.1. Traditsiooniline juhumets
Esmalt loome mudeli lihtsa juhumetsa meetodiga. Mudeli treenimiseks anname algoritmile eevalmistatud
treeningandmed. Otsustuspuude moodustamisel lubame algoritmil kasutada klassikalise reegli ja¨rgi ruut-
juurt ko˜ikide tunnuste arvust ehk 78 tunnust. Vo˜rdlusmomendi saamiseks loome juhumetsi puude arvuga
128, 512, 1024 ja 4096. Juhumetsa mudelite koostamiseks kasutame R’i paketi ranger meetodit ranger (vt
lisa 3).
4.2.2. Traditsiooniline u¨levalimine
Traditsioonilise u¨levalimise meetodi la¨biviimiseks vo˜rdsustame va¨hemusklassi ja enamusklassi vaatluste
arvud treeningandmestikus. Valime juhuslikult tagasipanekuga va¨hemusklassist vaatlusi treeningandmes-
tiku juurde, kuni neid on sama palju kui enamusklassis. Vo˜rdlusmomendi saamiseks loome juhumetsi puu-
de arvuga 128, 512, 1024 ja 4096. Juhumetsa mudelite koostamiseks kasutame R’i paketi ranger meetodit
ranger (vt lisa 4).
4.2.3. SMOTE u¨levalimine
Su¨nteetilise va¨hemusklassi u¨levalimise tehnika rakendamiseks kasutame R’i paketi
performanceEstimation meetodit smote. See pake on loodud prognoosimisu¨lesannete lahendamise
ho˜lbustamiseks (Torgo, 2014). Meile sobib see pake, kuna selles on SMOTE algoritmi teostav funktsioon.
Laseme vo˜rdluse saamiseks smote meetodil su¨nteesida va¨hemusklassi vaatluseid nii viit kui ka kahte la¨himat
naabrit kasutades (tekivad kaks erinevat mudeli tu¨u¨pi). Otsustuspuude moodustamisel lubame juhumetsa
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algoritmil kasutada 78 tunnust. Vo˜rdlusmomendi saamiseks loome juhumetsi puude arvuga 128, 512, 1024
ja 4096. Taaskord kasutame selleks pakei ranger (vt lisa 5).
4.2.4. Traditsiooniline alavalimine
Traditsioonilise alavalimise meetodi la¨biviimiseks vo˜rdsustame va¨hemusklassi ja enamusklassi vaatluste
arvud. Valime juhuslikult tagasipanekuta enamusklassist vaatlusi, kuni neid on sama palju kui
va¨hemusklassis. Otsustuspuude moodustamisel lubame juhumetsa algoritmil kasutada 78 tunnust.
Vo˜rdlusmomendi saamiseks loome juhumetsi puude arvuga 128, 512, 1024 ja 4096. Taaskord kasutame
selleks pakei ranger (vt lisa 6).
4.2.5. OSS alavalimine
One-Sided Sampling alavalimise teostamiseks kasutameR’i pakeiUBL. PakeUBL on koostatud la¨biviimaks
mitmeid taasvalimise protseduure nii klassitseerimise kui ka regressiooni u¨lesannete jaoks. Paketist UBL
kasutame Tomeki sidusus meetodi ja Harti algoritmi la¨biviimiseks vastavalt funktsioone TomekClassif ja
CNNClassif (Branco et al., 2016). Kui alguses oli treeningandmestikus 28149 vaatlust enamusklassis, siis
Tomeki sidusus meetodi kasutamine eemaldas 61 vaatlust ning Harti algoritmi kasutamine 21243 vaatlust.
Peale OSS alavalimise meetodi rakendust ja¨i seega treeningandmestikku 6845 enamusklassi objekti. Otsus-
tuspuude moodustamisel lubame juhumetsa algoritmil kasutada 78 tunnust. Vo˜rdlusmomendi saamiseks
loome juhumetsi puude arvuga 128, 512, 1024 ja 4096. Taaskord kasutame selleks pakei ranger (vt lisa 7).
4.2.6. Kaalutundliku juhumetsa meetod
Kaalutundliku juhumetsa mudeli loomiseks saame kasutada R’i paketi ranger meetodi ranger argumendi
class.weights ta¨psustamist (Wright et al., 2017). Ja¨tame enamusklassi kaalu u¨heks ning treenime juhumetsa
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mudeleid vo˜rdluse saamiseks kahe erineva va¨hemusklassi kaaluga. Valime nendeks kaaludeks u¨he- ja ka-
hekordse klassidevahelise suhte (vaatluste arv enamusklassis jagatud vaatluste arvuga va¨hemusklassis).
Otsustuspuude moodustamisel lubame juhumetsa algoritmil kasutada 78 tunnust. Vo˜rdlusmomendi saa-
miseks loome juhumetsi puude arvuga 128, 512, 1024 ja 4096 (vt performance 8).
4.2.7. Bowyeri meetod
Bowyer’i (2011) esitatud meetodi kasutamiseks on mitmeid vo˜imalusi. Alavalimise ja SMOTE meetodi
u¨levalimise mahud vo˜ivad mitmeti varieeruda. Toome na¨ite juhust, kus kasutame traditsioonilist alavali-
mist enamusklassil va¨hendades treeningandmestikus selle klassi mahtu nii, et see suhestuks
va¨hemusklassiga nagu 2:1 (meie andmestikul ja¨a¨b enamusklassi 8828 vaatlust). Kasutades SMOTE algo-
ritmi (viie la¨hima naabriga) suurendame va¨hemusklassi vaatluste arvu nii palju, et klasside suhted oleksid
vo˜rdsed. Otsustuspuude moodustamisel lubame juhumetsa algoritmil kasutada 78 tunnust ning loome ju-
humetsa puude arvuga 1024 (vt lisa 9).
4.2.8. CNN ja u¨levalimise kombinatsiooni meetod
CNN algoritmi rakendamiseks kasutame taaskord R’i paketi UBL meetodit CNNClassif. Traditsioonilise
u¨levalimise rakendamiseks valime juhuslikult tagasipanekuga va¨hemusklassist vaatlusi testandmestiku
juurde. Kuna antud meetodi va¨ljapakkumisel seadsime eesma¨rgiks OSS alavalimise meetodi tundlikkuse
to˜stmise (ptk 2,3,), siis u¨levalime va¨hemusklassi nii, et treeningandmestikus on algse enamus- ja
va¨hemusklassi suhe vastavalt 2:3. Otsustuspuude moodustamisel lubame juhumetsa algoritmil kasutada
78 tunnust ning loome juhumetsa puude arvuga 1024 (vt lisa 10).
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4.2.9. CNN ja kaalutundliku juhumetsa kombinatsiooni meetod
Nagu ka eelnevalt kasutame CNN algoritmi rakendamiseksR’i paketiUBLmeetoditCNNClassif. Kaalutund-
liku juhumetsa meetodi rakendamisel kasutame ranger argumendi class.weights ta¨psustamist. Kuna ka selle
kombinatsiooni eesma¨rk on OSS alavalimise meetodi tundlikkuse to˜stmine, siis ja¨tame enamusklassi kaalu
u¨heks ning treenime juhumetsa mudeleid va¨hemusklassi kaaluga, mis on kahekordne klassidevaheline su-
he. Otsustuspuude moodustamisel lubame juhumetsa algoritmil kasutada 78 tunnust ning loome juhumetsa
puude arvuga 1024 (vt lisa 11).
4.2.10. U¨le- ja alavalimise kombinatsiooni meetod
U¨le- ja alavalimise kombinatsiooni meetodi rakendamiseks on mitmeid vo˜imalusi. Olgu T vaatluste ko-
gu arv treeningandmestikus. Alavalime (juhuslikult tagasipanekuta) enamusklassi vaatluseid nii, et tree-
ningandmestikku ja¨a¨ks T2 enamusklassi vaatlust, ja u¨levalime (juhuslikult tagasipanekuga) va¨hemusklassi
vaatluseid nii, et treeningandmestikku ja¨a¨ks samuti T2 va¨hemusklassi vaatlust. Otsustuspuude moodusta-
misel lubame juhumetsa algoritmil kasutada 78 tunnust ning loome juhumetsa puude arvuga 1024 (vt lisa
12).
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5. Tulemused
Selles peatu¨kis esitleme to¨o¨ ka¨igus saadud tulemusi. Oleme koostanud eelmises peatu¨kis kirjeldatud juhu-
metsa mudelid ning nende ko˜igi kohta va¨lja arvutanud erinevad mudeli ennustusta¨psust kirjeldavad suuru-
sed (AUC, tundlikkus, spetsiilisus, OOB viga, ta¨psus). Bowyer (2011) va¨itis, et tasakaalustamata andmete
puhul on ennustusta¨psuse kirjeldamisel ta¨htsad ROC-ko˜veraga seotud suurused. Sellest tulenevalt hindame
ka meie ko˜rgemalt mudeleid, mille AUC va¨a¨rtus on teistest suurem.
U¨ldiselt peetakse aktsepteeritavateks klassitseerijateks mudeleid, mille AUC on 0,7 ja 0,8 u¨hiku vahel.
Mudeleid, mille AUC on 0,8 kuni 0,9 u¨hikut, peetakse va¨ga headeks klassitseerijateks ja mudeleid, mille
AUC on u¨le 0,9 u¨hiku, peetakse suurepa¨rasteks klassitseerijateks (Mandrekar, 2010).
Me lo˜ime juhumetsi puude arvuga 128 (vt tabel 2), 512 (vt lisa 13), 1024 (vt lisa 14) ja 4096 (vt tabel 3).
Juhumetsade kasvatamise jaoks valitud puude arvu ja juhumetsade ennustusta¨psuse vahel esines positiivne
korrelatsioon. Keskmised AUC va¨a¨rtused (vastavalt 0,7488; 0,7525; 0.7535; 0.7573) to˜usid puude arvu kasvul
kokku vaid 0.0049 u¨hikut. Sedavo˜rd va¨ike vo˜it AUC va¨a¨rtuses u¨sna suure ressursi kasutamise erinevuse
korral na¨itab, kui oluliseks vo˜ib osutuda andmete to¨o¨tlemiseks valitud meetod.
Konkurentsitumalt ko˜ige va¨iksema AUC va¨a¨rtusega on esindatud traditsioonilise juhumetsa mudel. Tradit-
sioonilisel mudelil on va¨ga ko˜rge spetsiilisus (keskmiselt 99,2%), kuid va¨ga madal tundlikkus (keskmiselt
15,6%). Tulenevalt ko˜rgest spetsiilisusest on ka keskmine ta¨psuse na¨itaja ko˜rge. Siin joonistub ha¨sti va¨lja
tasakaalustamata andmete alusel treenitud juhumetsa mudeli probleem. Sellised mudelid suudavad vaid
va¨ikese osa va¨hemusklassi kuuluvatest vaatlustest o˜igesti klassitseerida. Traditsioonilise mudeli puhul
on ma¨rgata ka seda, et juhumets 128 puuga ennustas testandmestikul paremini kui temast komplekssemad
juhumetsad.
Rakendatud meetoditest esines ko˜ige halvemini SMOTE meetod. SMOTE meetod, mis kasutas vaatluste
su¨nteesimiseks kahte la¨himat naabrit (2-NN), esines testandmestikul omakorda halvemini kui SMOTE mee-
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Tabel 2: Juhumetsa mudelite ennustusta¨psuse na¨itajad 128 puu korral.
Juhumetsa mudelite ennustusta¨psuse na¨itajad 128 puu korral
Meetodi nimetus AUC Tundlikkus Spetsiilisus OOB Ta¨psus
Traditsiooniline 0,5773 0,1602 0,9813 0,1163 0,8822
Traditsiooniline u¨levalimine 0,8117 0,7415 0,8818 0,0660 0,8628
SMOTE (5-NN) 0,7460 0,5703 0,9218 0,0751 0,8741
SMOTE (2-NN) 0,6700 0,4535 0,9464 0,0706 0,8796
Traditsiooniline alavalimine 0,8187 0,9091 0,7283 0,1732 0,7528
OSS alavalimine 0,7617 0,5867 0,9368 0,2552 0,8893
Kaalutundlik (1) 0,7910 0,6633 0,9187 0,1230 0,8841
Kaalutundlik (2) 0,8143 0,7558 0,8727 0,1468 0,8568
tod, mis kasutas su¨nteesimiseks viit la¨himat naabrit (5-NN). Klassitseerimise vo˜imekuse to˜us vo˜rreldes tra-
ditsioonilise juhumetsa kasutamisega on ma¨rkimisva¨a¨rne, seda peamiselt tundlikkuse to˜usu to˜u. Mo˜lema
SMOTE mudeli tundlikkus on kehvem kui teiste tasakaalustamismeetodite puhul. Esinev OOB viga on
vo˜rreldes teiste meetoditega (v.a traditsiooniline u¨levalimine) madal.
OSS alavalimise rakendamisel saime keskmiseks AUC va¨a¨rtuseks 0,7598. Need alavalimise meetodi mu-
delid omasid ko˜ige ko˜rgemat OOB viga (keskmiselt 24,94%), kuid vaatamata sellele olid valideerimisand-
mestikul u¨sna ta¨psed. OSS mudeli eesma¨rk va¨hendada alavalimisel tekkivat infokadu enamusklassis reali-
seerus, kuna traditsioonilise alavalimise ja OSS mudeli spetsiilisuse vahe on ligikaudu 20 protsendipunkti
viimase kasuks.
Kaalutundlikutest juhumetsa meetodite mudelitest prognoosis inimeste suremist na¨dala jooksul paremini
mudel, mis kasutas va¨hemusklassi kaaluna kahekordset klassidevahelist suhet. U¨htlasi on see mudel Mand-
rekari (2010) jaotuse ja¨rgi va¨ga hea klassitseerija (AUC> 0,8). Mudel, mis kasutas suuremat va¨hemusklassi
kaalu, saavutas keskmiselt ma¨rkimisva¨a¨rselt suurema tundlikkuse (ligikaudu 10 protsendipunkti vo˜rra
ko˜rgema).
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Traditsioonilised taasvalimise meetodid olid mo˜lemad va¨ga hea klassitseerimise vo˜imekusega. Traditsioo-
nilise u¨levalimise meetodi kasutamise baasil loodud juhumetsa mudelid olid va¨ga head klassitseerijad
(keskmine AUC va¨a¨rtus 0,8135). Selle meetodi kasutamisel saavutatud OOB vea va¨a¨rtus oli vo˜rreldes teiste
meetoditega va¨ikseim, mis viitab parimale sobivusele koostatud mudeli ja treeningandmete vahel. SMOTE
meetodi eesma¨rgiks oli va¨hendada u¨levalimisel vo˜imalikku u¨lesobitavust. Meie klassitseerimisu¨lesande
korral osutus see ebaefektiivseks. Kuigi loodud SMOTE mudelite OOB vea va¨a¨rtus to˜usis ligikaudu u¨he
protsendipunkti vo˜rra, kaotasid nad samal ajal ma¨rgatavalt AUC va¨a¨rtuses.
Tabel 3: Juhumetsa mudelite ennustusta¨psuse na¨itajad 4096 puu korral.
Juhumetsa mudelite ennustusta¨psuse na¨itajad 4096 puu korral
Meetodi nimetus AUC Tundlikkus Spetsiilisus OOB Ta¨psus
Traditsiooniline 0,5762 0,1570 0,9954 0,1172 0,8818
Traditsiooniline u¨levalimine 0,8143 0,7463 0,8822 0,0631 0,8638
SMOTE (5-NN) 0,7456 0,5687 0,9243 0,0687 0,8761
SMOTE (2-NN) 0,7030 0,4571 0,9481 0,0675 0,8815
Traditsiooniline alavalimine 0,8214 0,9109 0,7320 0,1684 0,7563
OSS alavalimine 0,7616 0,5867 0,9365 0,2451 0,8891
Kaalutundlik (1) 0,7886 0,6575 0,9198 0,1153 0,8842
Kaalutundlik (2) 0,8185 0,7643 0,8727 0,1394 0,8579
Ko˜ikidest va¨ljapakutud kombineerimata meetoditest (vt ptk 2.1. ja 2.2.) klassitseeris juhtumeid ko˜ige pa-
remini traditsioonilise alavalimise meetod. See meetod saavutas keskmise AUC va¨a¨rtuse 0,8205. Alavali-
mine saavutas eelmainitud meetoditest ko˜rgeima tundlikkuse (ligikaudu 91%). Tasub va¨lja tuua, et tradit-
sioonilise alavalimise meetodi u¨ldine ta¨psus on teiste mudelite ta¨psusest madalam. Seda po˜hjustab madal
spetsiilisus, mida omakorda po˜hjustab infokadu enamusklassis. Infokao va¨hendamiseks on mo˜eldud OSS
alavalimise meetod, kuid OSS meetodi suur kaotus tundlikkuses ta¨hendab traditsioonilise meetodi paremat
AUC va¨a¨rtust. Mo˜lema alavalimise meetodi OOB vea na¨itajad vo˜rreldes teiste meetoditega ko˜rged, mis on
oodatav enamusklassis tekkinud infokao to˜u.
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Kombineeritud meetodite rakendamisel lo˜ime juhumetsi 1024 puuga (vt tabel 4). Kombineeritud meetodite
kasutamisel na¨eme, et saavutatud tundlikkuse ja spetsiilisuse na¨itajad on palju stabiilsemad kui kombinee-
rimata meetodite korral. Ko˜ik koostatud kombineeritud meetodite mudelid on va¨ga head klassitseerijad
(AUC > 0,8).
Tabel 4: Juhumetsa mudelite ennustusta¨psuse na¨itajad 1024 puu korral (kombineeritud meetodid).
Juhumetsa mudelite ennustusta¨psuse na¨itajad 1024 puu korral
Meetodi nimetus AUC Tundlikkus Spetsiilisus OOB Ta¨psus
Bowyeri meetod 0,8245 0,8388 0,8102 0,1304 0,8141
CNN ja u¨levalimine 0,8319 0,8367 0,8271 0,1800 0,8284
CNN ja kaalutundlik 0,8319 0,8599 0,8038 0,2823 0,8114
U¨le- ja alavalimine 0,8282 0,8198 0,8366 0,0882 0,8343
Ko˜ikidest pakutud kombineeritud meetoditest (ptk 2.3.) omasid parimat AUC va¨a¨rtust kombinatsioonid
Harti moditseeritud algoritmiga. Nendest veidi halvemini esinesid u¨le- ja alavalimise kombinatsioon ja
Bowyeri meetod. Bowyeri meetod saavutas omakorda paremaid tulemusi kui traditsioonilise alavalimise
meetod. Kombinatsioonid nii traditsioonilise u¨levalimise kui ka kaalutundliku juhumetsaga saavutasid
AUC va¨a¨rtuse 0,8319. Mo˜lemad variandid pakkusime va¨lja selleks, et to˜sta OSS alavalimise meetodi tund-
likkust. Vo˜rreldes OSS meetodiga to˜usis mo˜lema kombineeritud meetodi tundlikkus va¨hemalt 25 prot-
sendipunkti vo˜rra. Kaalutundliku variandi OOB viga on ligikaudu 10 protsendipunkti vo˜rra suurem kui
traditsioonilise u¨levalimise vastav na¨itaja. Mo˜lema mudeli kohta saab o¨elda, et nad olid testandmestikul
ta¨psemad kui treeningandmestikul. Kuna mudelid on AUC va¨a¨rtuse ja¨rgi sama head klassitseerijad, tekib
ku¨simus kumba neist kasutada? See oleneb suuresti uurimisu¨lesandest. Antud juhul soovime prognoosi-
da inimese suremist na¨dala jooksul peale viimast arstivisiiti. Sellest tulenevalt vo˜iksime eelistada suurema
tundlikkusega mudelit, kuna uurijatele oleks eeldatavasti ta¨htsam teada inimese vo˜imalikust suremisriskist.
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6. Kokkuvo˜te
Antud to¨o¨ eesma¨rgiks oli tutvustada ja vo˜rrelda vo˜imalusi efektiivsete juhumetsa mudelite loomiseks ta-
sakaalustamata andmete korral. To¨o¨ esimeses osas andsime u¨levaate juhumetsa mudelite to¨o¨po˜himo˜tetest
ja nende hindamisest. Tutvustasime tasakaalustamata andmetega klassitseerimismudelite loomise prob-
leemi tausta. To¨o¨ teises osas tutvustasime erinevaid lahendusi eelmainitud probleemile. Selleks kasutasi-
me erinevaid va¨ljapakutud lahendusi, et lahendada tasakaalustamata andmetega klassitseerimisprobleemi
MIMIC-III andmestikul. To¨o¨ ka¨igus lo˜ime kokku 28 erinevat juhumetsa mudelit. Tavalise juhumetsa algo-
ritmi kasutamisel saavutasime mudeli, mille ennustusvo˜imekus oli peaaegu vo˜rdva¨a¨rne juhuslikult klas-
sitseeriva mudeliga. Mudelid, mille koostasime va¨ljapakutud lahenduste ja¨rgi, saavutasid aktsepteerita-
vaid ja va¨ga ha¨id prognoosimise tulemusi. Koostatud mudelitest saavutasid ko˜ige suuremaid AUC va¨a¨rtusi
kombineeritud meetodid. Kaks parimat klassitseerijat olid esiteks mudel, kus kasutati treeningandmete
moditseerimiseks CNN algoritmi ning traditsioonilist u¨levalimist, ja teiseks mudel, kus kasutati treenin-
gandmete moditseerimiseks CNN algoritmi ja mudeli loomiseks kaalutundliku juhumetsa meetodit.
Meie to¨o¨ oli edukas, kuna o˜nnestus na¨idata tutvustatud meetodite efektiivsust. Kindlasti vajaks antud baka-
laureuseto¨o¨ ka ja¨tku. Vo˜imalik oleks uurida suurest andmestikust tunnuste valimise (ingl feature selection)
metoodikaid ning hiljem kombineerida nende kasutamist tasakaalustamata andmetel.
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Lisad
Lisa 1. Lo˜pliku andmetabeli moodustamise kood
l i b r a r y ( p a r s n i p )
l i b r a r y ( r e c i p e s )
l i b r a r y ( t i d y v e r s e )
l i b r a r y ( d p l y r )
# Va jamineva id f u n k t s i o o n e
l i s a t u l e m u s = f u n c t i o n ( t a b e l i d ){
#Kogume kokku ko ik i n i m e s e v i s i i t i d e kuupaevad
kuupaevad = b ind rows (
t a b e l i d $ c o n d i t i o n o c c u r r e n c e %>%
s e l e c t ( p e r s o n i d , d a t e = c o n d i t i o n e n d d a t e ) ,
t a b e l i d $d r u g e x p o s u r e %>%
s e l e c t ( p e r s o n i d , d a t e = d r u g e x p o s u r e s t a r t d a t e ) ,
t a b e l i d $o b s e r v a t i o n %>%
s e l e c t ( p e r s o n i d , d a t e = o b s e r v a t i o n d a t e ) ,
t a b e l i d $p r o c e d u r e o c c u r r e n c e %>%
s e l e c t ( p e r s o n i d , d a t e = p r o c e d u r e d a t e ) ,
t a b e l i d $ v i s i t o c c u r r e n c e %>%
s e l e c t ( p e r s o n i d , d a t e = v i s i t e n d d a t e ) ,
t a b e l i d $ v i s i t o c c u r r e n c e %>%
s e l e c t ( p e r s o n i d , d a t e = v i s i t s t a r t d a t e ) ,
t a b e l i d $ c o n d i t i o n o c c u r r e n c e %>%
s e l e c t ( p e r s o n i d , d a t e = c o n d i t i o n s t a r t d a t e )
)
# Leiame i n i m e s e k o i g e v i i m a s e v i s i i d i n ing ja tame s e l l e a l l e s
kuupaevad = kuupaevad %>%
a r r a n g e ( p e r s o n i d , d e sc ( d a t e ) ) %>%
d i s t i n c t ( p e r s o n i d , . k e e p a l l = TRUE )
# Leiame i n i m e s e sunnikuupaeva
kuupaevad = kuupaevad %>%
l e f t j o i n ( t a b e l i d $person %>% s e l e c t ( p e r s o n i d , y e a r o f b i r t h , m o n t h o f b i r t h ,
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d a y o f b i r t h ) , by = ” p e r s o n i d ” ) %>%
mutate ( synnikp = a s d a t e ( s t r c ( y e a r o f b i r t h , ” − ” , m o n t h o f b i r t h ,
”−” , d a y o f b i r t h ) ) )
# Sunnikuupaeva j a v i i m a s e v i s i i d i kaudu arvutame i n i m e s e v i i m a s e t e a d a o l e v a vanuse
kuupaevad$v i i m a n e t e a d a o l e v v a n u s = f l o o r ( t i m e l e n g t h ( d i f f t i m e ( as . Date ( kuupaevad$d a t e )
, a s . Date ( kuupaevad$synnikp ) ) , ” y e a r s ” ) )
# L i idame t a b e l i d s u r e m i s e j a vanuse kohta , arvutame tunnuse ” tu lemus ” ,
# mis u t l e b mei le , kas
# in imene s u r i a r a n a d a l a j o o k s u l p e a l e v i i m a s t v i s i i t i
t a b e l i d $ tu lemus = kuupaevad %>%
l e f t j o i n ( t a b e l i d $dea th %>% s e l e c t ( p e r s o n i d , d e a t h d a t e ) , by = ” p e r s o n i d ” ) %>%
mutate ( d e a t h d a t e = c o a l e s c e ( d e a t h d a t e , a s d a t e ( ” 99 99 −01 −0 1” ) ) ) %>%
mutate ( tu lemus = f a c t o r ( d e a t h d a t e − d a t e < 7 , l a b e l s = c ( ” E i ” , ” J ah ” ) ) ) %>%
s e l e c t ( p e r s o n i d , tulemus , v i i m a n e t e a d a o l e v v a n u s )
r e t u r n ( t a b e l i d )
}
# Loeme s i s s e andmed −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
andmed = l i s t (
c o n d i t i o n o c c u r r e n c e = r e a d c s v ( s t r g l u e ( ”{TRAIN} / c o n d i t i o n o c c u r r e n c e . c sv ” ) ,
c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) , c o n d i t i o n c o n c e p t i d = c o l d o u b l e ( ) ,
c o n d i t i o n s t a r t d a t e = c o l d a t e ( ) , c o n d i t i o n e n d d a t e = c o l d a t e ( ) ) ) ,
p r o c e d u r e o c c u r r e n c e = r e a d c s v ( s t r g l u e ( ”{TRAIN} / p r o c e d u r e o c c u r r e n c e . c sv ” ) ,
c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) ,
p r o c e d u r e c o n c e p t i d = c o l d o u b l e ( ) , p r o c e d u r e d a t e = c o l d a t e ( ) ) ) ,
o b s e r v a t i o n = r e a d c s v ( s t r g l u e ( ”{TRAIN} / o b s e r v a t i o n . c sv ” ) ,
c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) , o b s e r v a t i o n c o n c e p t i d = c o l d o u b l e ( ) ,
o b s e r v a t i o n d a t e = c o l d a t e ( ) ) ) ,
d r u g e x p o s u r e = r e a d c s v ( s t r g l u e ( ”{TRAIN} / d r u g e x p o s u r e . c sv ” ) ,
c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) , d r u g e x p o s u r e s t a r t d a t e = c o l d a t e ( ) ) ) ,
v i s i t o c c u r r e n c e = r e a d c s v ( s t r g l u e ( ”{TRAIN} / v i s i t o c c u r r e n c e . c sv ” ) ,
c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) , v i s i t s t a r t d a t e = c o l d a t e ( ) ,
v i s i t e n d d a t e = c o l d a t e ( ) ) ) ,
dea th = r e a d c s v ( s t r g l u e ( ”{TRAIN} / dea th . c sv ” ) ,
c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) , d e a t h d a t e = c o l d a t e ( ) ) ) ,
per son = r e a d c s v ( s t r g l u e ( ”{TRAIN} / person . c sv ” ) ,
c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) , y e a r o f b i r t h = c o l d o u b l e ( ) ,
m o n t h o f b i r t h = c o l d o u b l e ( ) , d a y o f b i r t h = c o l d o u b l e ( ) ) ) ,
p e r s o n c h a r = r e a d c s v ( s t r g l u e ( ”{TRAIN} / person . c sv ” ) ,
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c o l t y p e s = c o l s o n l y ( p e r s o n i d = c o l d o u b l e ( ) ,
g e n d e r c o n c e p t i d = c o l d o u b l e ( ) , r a c e c o n c e p t i d = c o l d o u b l e ( ) ) ) )
# Teki tame tunnused ” tu lemus ” j a v i imane t e a d a o l e v vanus ( ” v i i m a n e t e a d a o l e v v a n u s ” )
andmed = l i s a t u l e m u s ( andmed )
# Teki tame tunnused
# Tunnuste t e k i t a m i s e l loeme s i s s e ko ik huvipakkuvad andmetabe l id , va l ime s e a l t tunnuse ,
# mis meid h u v i t a b koos i n i m e s e id ’ ga .
# S e e j a r e l t e k i t a m e v a l i t u d t u n n u s e s t omaet te t u n n u s t e j a r j e s t u s e ,
# mis koosneb tunnuse v a a r t u s t e s t j a nende t u n n u s t e v a a r t u s e d on
# b i n a a r s e d ( 1 , 0 ) t a h i s t a m a k s ,
# kas i n i m e s e l e s i n e b s e e tunnus v o i m i t t e .
d i a g n o o s i d = andmed$ c o n d i t i o n o c c u r r e n c e %>% s e l e c t (− c o n d i t i o n e n d d a t e ) %>%
mutate ( c o n d i t i o n c o n c e p t i d = s t r c ( ” Diag ” , c o n d i t i o n c o n c e p t i d ) ) %>%
mutate ( v a l u e = 1 ) %>%
p i v o t w i d e r ( i d c o l s = p e r s o n i d , names from = c o n d i t i o n c o n c e p t i d ,
v a l u e s f r o m = va lue , v a l u e s f n = l i s t ( v a l u e = max ) , v a l u e s f i l l = l i s t ( v a l u e = 0 ) )
p r o t s e d u u r i d = andmed$p r o c e d u r e o c c u r r e n c e %>% s e l e c t (− p r o c e d u r e d a t e ) %>%
mutate ( p r o c e d u r e c o n c e p t i d = s t r c ( ” Proc ” , p r o c e d u r e c o n c e p t i d ) ) %>%
mutate ( v a l u e = 1 ) %>%
p i v o t w i d e r ( i d c o l s = p e r s o n i d , names from = p r o c e d u r e c o n c e p t i d ,
v a l u e s f r o m = va lue , v a l u e s f n = l i s t ( v a l u e = max ) , v a l u e s f i l l = l i s t ( v a l u e = 0 ) )
sugu = andmed$p e r s o n c h a r %>%
s e l e c t ( p e r s o n i d , g e n d e r c o n c e p t i d ) %>%
mutate ( g e n d e r c o n c e p t i d = s t r c ( ” Sex ” , g e n d e r c o n c e p t i d ) ) %>%
mutate ( v a l u e = 1 ) %>%
p i v o t w i d e r ( i d c o l s = p e r s o n i d , names from = g e n d e r c o n c e p t i d ,
v a l u e s f r o m = va lue , v a l u e s f n = l i s t ( v a l u e = max ) , v a l u e s f i l l = l i s t ( v a l u e = 0 ) )
r a s s = andmed$p e r s o n c h a r %>%
s e l e c t ( p e r s o n i d , r a c e c o n c e p t i d ) %>%
mutate ( r a c e c o n c e p t i d = s t r c ( ” Rass ” , r a c e c o n c e p t i d ) ) %>%
mutate ( v a l u e = 1 ) %>%
p i v o t w i d e r ( i d c o l s = p e r s o n i d , names from = r a c e c o n c e p t i d ,
v a l u e s f r o m = va lue , v a l u e s f n = l i s t ( v a l u e = max ) , v a l u e s f i l l = l i s t ( v a l u e = 0 ) )
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# L i idame t a b e l i d
# Kui t a b e l i t e l i i t m i s e l e s i n e b olukord , kus i n i m e s e l p o l e t e a t u d t u n n u s t ta idame s e l l e
# l a h t r i t a b e l i s n u l l i g a .
a n d m e d l o p l i k = andmed$ tu lemus %>%
r i g h t j o i n ( andmed$person , by = ” p e r s o n i d ” )
a n d m e d l o p l i k = a n d m e d l o p l i k %>%
l e f t j o i n ( d i a g n o o s i d , by = ” p e r s o n i d ” ) %>%
m u t a t e a t ( . v a r s = v a r s ( s t a r t s w i t h ( ” X ” ) ) , . f un s = ∼ c o a l e s c e ( . , 0 ) )
a n d m e d l o p l i k = a n d m e d l o p l i k %>%
l e f t j o i n ( p r o t s e d u u r i d , by = ” p e r s o n i d ” ) %>%
m u t a t e a t ( . v a r s = v a r s ( s t a r t s w i t h ( ” Proc ” ) ) , . f un s = ∼ c o a l e s c e ( . , 0 ) )
a n d m e d l o p l i k = a n d m e d l o p l i k %>%
l e f t j o i n ( sugu , by = ” p e r s o n i d ” ) %>%
m u t a t e a t ( . v a r s = v a r s ( s t a r t s w i t h ( ” Sex ” ) ) , . f un s = ∼ c o a l e s c e ( . , 0 ) )
a n d m e d l o p l i k = a n d m e d l o p l i k %>%
l e f t j o i n ( r a s s , by = ” p e r s o n i d ” ) %>%
m u t a t e a t ( . v a r s = v a r s ( s t a r t s w i t h ( ” Rass ” ) ) , . f un s = ∼ c o a l e s c e ( . , 0 ) )
# Andmete k o r r a s t a m i n e
# S e l g u s e mot tes asendame i n i m e s t e vanuse v a a r t u s e ” 3 0 0 ” v a a r t u s e g a ” 8 9 ” .
#MIMIC− I I I andmete s e l g i t u s e s on v a l j a t o o d u d , e t ko ik 89+ vanusega i n i m e s t e
# vanuseks on 300
a n d m e d l o p l i k = a n d m e d l o p l i k %>% mutate (
v i i m a n e t e a d a o l e v v a n u s = i f e l s e (
v i i m a n e t e a d a o l e v v a n u s == 3 0 0 , 8 9 , v i i m a n e t e a d a o l e v v a n u s ) ) %>%
s e l e c t (− p e r s o n i d , −y e a r o f b i r t h , −m o n t h o f b i r t h , −d a y o f b i r t h )
save ( andmed lop l ik , f i l e = ” d a t a t a b l e s . RData ” )
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Lisa 2. Andmestiku eraldamine treening- ja testandmeteks
# Andmete p o o l i t a m i n e
l o a d ( ” d a t a t a b l e s . RData ” )
andmed = a n d m e d l o p l i k
s e t . s eed ( 2 0 2 0 )
# Eraldame n a d a l a j o o k s u l surnud i n i m e s e d j a t e i s e d
andmed jah = andmed [ andmed$ tu lemus == ” Jah ” , ]
andmed ei = andmed [ andmed$ tu lemus == ” E i ” , ]
# Val ime j u h u s l i k u l t i n d e k s i d , m i l l e j a r g i va l ime v a a t l u s e i d t r e e n i n g a n d m e s t i k k u
# Val ime t r e e n i n g a n d m e s t i k k u 70% v a a t l u s t e s t
i n d e k s i d j a h = sample ( 1 : nrow ( andmed jah ) , s i z e = f l o o r ( nrow ( andmed jah ) ∗ 0 . 7 ) )
i n d e k s i d e i = sample ( 1 : nrow ( andmed ei ) , s i z e = f l o o r ( nrow ( andmed ei ) ∗ 0 . 7 ) )
# L e i t u d i n d e k s i t e j a r g i e ra ldame andmed t r e e n i n g a n d m e s t i k u k s j a t e s t a n d m e s t i k u k s
t reen ing andmed = r b i n d ( andmed jah [ i n d e k s i d j a h , ] , andmed ei [ i n d e k s i d e i , ] )
v a l i d e e r i m i s a n d m e d = r b i n d ( andmed jah[− i n d e k s i d j a h , ] , andmed ei [− i n d e k s i d e i , ] )
# F i k s e e r i m e t u n n u s t e t y y b i d
# K a s i t l e m e k o i k i t u n n u s e i d f a k t o r t u n n u s t e n a ( va v i imane vanus − p i d e v )
t r een ing andmed [ ] = l a p p l y ( t reen ing andmed , f a c t o r )
t r een ing andmed$v i i m a n e t e a d a o l e v v a n u s = as . numeric ( t r een ing andmed$v i i m a n e t e a d a o l e v v a n u s )
v a l i d e e r i m i s a n d m e d [ ] = l a p p l y ( v a l i d e e r i m i s a n d m e d , f a c t o r )
v a l i d e e r i m i s a n d m e d$v i i m a n e t e a d a o l e v v a n u s = as . numeric ( v a l i d e e r i m i s a n d m e d$v i i m a n e t e a d a o l e v v a n u s )
# S a l v e s t a m e v a s t a v a d andmest ikud
save ( t reen ing andmed , f i l e = ” t r a i n i n g . RData ” )
save ( v a l i d e e r i m i s a n d m e d , f i l e = ” v a l i d a t i o n . RData ” )
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Lisa 3. Traditsioonilise juhumetsa mudeli loomine ranger paketiga
l i b r a r y ( r a n g e r )
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 512 , mtry = 7 8 )
juhumets2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
juhumets3 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 4096 , mtry = 7 8 )
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Lisa 4. Traditsioonilise u¨levalimise rakendamine
# T r a d i t s i o o n i l i n e u l e v a l i m i n e t a a s v a l i m e v a h e m u s k l a s s i s t
# t a g a s i p a n e k u g a n i i p a l j u , e t andmeid o l e k s v o r d s e l t
t r e e n i n g j a h = t reen ing andmed [ t reen ing andmed$ tu lemus == ” Jah ” , ]
t r e e n i n g e i = t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ]
k l a s s i d e s u h e = nrow ( t r e e n i n g e i ) / nrow ( t r e e n i n g j a h )
a r v t a a s v a l i t a v a i d = ( f l o o r ( nrow ( t r e e n i n g j a h ) ∗ k l a s s i d e s u h e ) − nrow ( t r e e n i n g j a h ) )
t r e e n i n g a n d m e s t i k u l i s a = sample n ( t r e e n i n g j a h , s i z e = a r v t a a s v a l i t a v a i d ,
r e p l a c e = TRUE )
t reen ing andmed <− r b i n d ( t r e e n i n g j a h , t r e e n i n g e i , t r e e n i n g a n d m e s t i k u l i s a )
# Treenime mudel id −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 512 , mtry = 7 8 )
juhumets2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
juhumets3 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 4096 , mtry = 7 8 )
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Lisa 5. SMOTE u¨levalimise rakendamine
l i b r a r y ( p e r f o r m a n c e E s t i m a t i o n )
# Naide v i i e l ah ima n a a b r i k a s u t a m i s e s t SMOTE a l g o r i t m i j a o k s .
#Muu arvu lah ima n a a b r i k a s u t a m i s e k s t u l e b muuta f u n k t s i o o n i smote argumendi k v a a r t u s t v a s t a v a l t .
# F u n k t s i o o n smote t a g a s t a b andmest iku vahemusk la s s i andmetega + uute s y n t e e s i t u d andmetega
#Kuna me tahame saada e n a m u s k l a s s i g a v o r d s e l t v a a t l u s i , s i i s peame t e k i t a m a s y n t e e s i t u d andmeid
# v a s t a v a l t k l a s s i d e l e s u h t e l e
t r e e n i n g j a h = t reen ing andmed [ t reen ing andmed$ tu lemus == ” Jah ” , ]
t r e e n i n g e i = t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ]
k l a s s i d e s u h e = nrow ( t r e e n i n g e i ) / nrow ( t r e e n i n g j a h )
# Uute v a a t l u s t e arvu maarab argument p e r c . over , lahutame s e l l e s t yhe ,
# kuna tahame t r e e n i m i s e l k a s u t a d a ka r e a a l s e i d v a h e m u s k l a s s i v a a t l u s i
# ( muidu t e k i b l i i g a p a l j u u u s i v a h e m u s k l a s s i v a a t l u s i )
s y n t e e s i t u d a n d m e d = smote ( tu lemus ∼ . , d a t a = treen ing andmed ,
p e r c . over = k l a s s i d e s u h e − 1 , k =5 , p e r c . under = 0 )
t r een ing andmed <− r b i n d ( s y n t e e s i t u d a n d m e d , t r e e n i n g e i )
# Treenime mudel id −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 512 , mtry = 7 8 )
juhumets2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
juhumets3 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 4096 , mtry = 7 8 )
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Lisa 6. Traditsioonilise alavalimise rakendamine
# T r a d i t s i o o n i l i n e a l a v a l i m i n e : t a a s v a l i m e e n a m u s k l a s s i s t t a g a s i p a n e k u t a n i i p a l j u v a a t l u s i ,
# e t andmeid o l e k s v o r d s e l t
t r e e n i n g j a h = t reen ing andmed [ t reen ing andmed$ tu lemus == ” Jah ” , ]
t r e e n i n g e i = t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ]
a r v t a a s v a l i t a v a i d = nrow ( t r e e n i n g j a h )
t r e e n i n g a n d m e s t i k u l i s a = sample n ( t r e e n i n g e i , s i z e = a r v t a a s v a l i t a v a i d ,
r e p l a c e = FALSE )
t reen ing andmed <− r b i n d ( t r e e n i n g j a h , t r e e n i n g a n d m e s t i k u l i s a )
# Treenime mudel id −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 512 , mtry = 7 8 )
juhumets2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
juhumets3 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 4096 , mtry = 7 8 )
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Lisa 7. OSS alavalimise rakendamine
l i b r a r y ( UBL )
# Val ime d i s t = ”HEOM” s e s t t e g e l e m e molemal j u h u l andmetega ,
# mis s i s a l d a v a d n i i n o m i n a a l s e i d ku i ka n u m b r i l i s i
# meetode id ( s o o v i t a t u d d o k u m e n t a t s i o o n i s )
# Tomeki a l g o r i t m i j a o k s maarame rem = ” maj ” , kuna tahame ,
# e t e e m a l d a t a k s v a i d e n a m u s k l a s s i v a a t l u s e i d
t reen ing andmed = TomekCla s s i f ( tu lemus ∼ . , d a t = as . d a t a . f rame ( t reen ing andmed ) ,
d i s t = ”HEOM” , Cl = ” E i ” , rem = ” maj ” ) [ [ 1 ] ]
t r een ing andmed = CNNClass i f ( tu lemus ∼ . , d a t = as . d a t a . f rame ( t r een ing andmed ) ,
d i s t = ”HEOM” , Cl = ” Jah ” ) [ [ 1 ] ]
# Treenime mudel id −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 512 , mtry = 7 8 )
juhumets2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
juhumets3 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 4096 , mtry = 7 8 )
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Lisa 8. Kaalutundliku juhumetsa mudeli treenimine
# Arvutame k l a s s i d e v a h e l i s e s u h t e
k l a s s i d e s u h e = nrow ( t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ] ) /
nrow ( t reen ing andmed [ t reen ing andmed$ tu lemus == ” Jah ” , ] )
# Treenime mudel id −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
j uhumet s1 1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 512 , mtry = 7 8 ,
c l a s s . we igh t s = c ( 1 , k l a s s i d e s u h e ) )
juhumet s2 1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 ,
c l a s s . we igh t s = c ( 1 , k l a s s i d e s u h e ) )
juhumet s3 1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 4096 , mtry = 7 8 ,
c l a s s . we igh t s = c ( 1 , k l a s s i d e s u h e ) )
juhumet s1 2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 512 , mtry = 7 8 ,
c l a s s . we igh t s = c ( 1 , 2 ∗ k l a s s i d e s u h e ) )
juhumet s2 2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 ,
c l a s s . we igh t s = c ( 1 , 2 ∗ k l a s s i d e s u h e ) )
juhumet s3 2 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 4096 , mtry = 7 8 ,
c l a s s . we igh t s = c ( 1 , 2 ∗ k l a s s i d e s u h e ) )
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Lisa 9. Bowyeri meetodi rakendamine
# Teki tame s y n t e e s i t u d v a a t l u s i sama p a l j u nagu on v a h e m u s k l a s s i s v a a t l u s i
# f u n k t s i o o n smote t a g a s t a b andmest iku vahemusk la s s i andmetega + s y n t e e s i t u d andmetega
s y n t e e s i t u d a n d m e d = smote ( tu lemus ˜ . , d a t a = treen ing andmed , p e r c . over = 1 , k =5 , p e r c . under = 0 )
# E n a m u s k l a s s i s t r a d i t s i o o n i l i s e a l a v a l i m i s e t e o s t a m i s e k s era ldame e n a m u s k l a s s i v a a t l u s e d
t r e e n i n g e i = t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ]
# Val ime e n a m u s k l a s s i s t t a g a s i p a n e k u t a sama p a l j u v a a t l u s e i d ,
# ku i on v a h e m u s k l a s s i s + s y n t e e s i t u d v a a t l u s t e h u l g a s
a r v t a a s v a l i t a v a i d = nrow ( s y n t e e s i t u d a n d m e d )
t r e e n i n g a n d m e s t i k u l i s a = sample n ( t r e e n i n g e i , s i z e = a r v t a a s v a l i t a v a i d ,
r e p l a c e = FALSE )
#Paneme t e k i t a t u d andmest ikud kokku
t reen ing andmed <− r b i n d ( s y n t e e s i t u d a n d m e d , t r e e n i n g a n d m e s t i k u l i s a )
# Treenime mudel i −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
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Lisa 10. CNN ja u¨levalimise kombinatsiooni meetod
# Viime l a b i CNN a l g o r i t m i
t reen ing andmed = CNNClass i f ( tu lemus ˜ . , d a t = as . d a t a . f rame ( t reen ing andmed ) ,
d i s t = ”HEOM” , Cl = ” Jah ” ) [ [ 1 ] ]
# Jagame andmest iku kaheks , e t t e o s t a d a u l e v a l i m i s t
t r e e n i n g j a h = t reen ing andmed [ t reen ing andmed$ tu lemus == ” Jah ” , ]
t r e e n i n g e i = t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ]
# Suhte 3 : 2 s a a m i s e k s arvutame t a a s v a l i m i s t e arvu
a r v t a a s v a l i t a v a i d = max ( 0 , f l o o r ( nrow ( t r e e n i n g e i ) ∗3 / 2 ) − nrow ( t r e e n i n g j a h ) )
t r e e n i n g a n d m e s t i k u l i s a = sample n ( t r e e n i n g j a h , s i z e = a r v t a a s v a l i t a v a i d ,
r e p l a c e = TRUE )
t reen ing andmed <− r b i n d ( t r e e n i n g j a h , t r e e n i n g e i , t r e e n i n g a n d m e s t i k u l i s a )
# Treenime mudel i −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
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Lisa 11. CNN ja kaalutundliku juhumetsa kombinatsiooni meetod
# Viime l a b i CNN a l g o r i t m i
t reen ing andmed = CNNClass i f ( tu lemus ˜ . , d a t = as . d a t a . f rame ( t reen ing andmed ) ,
d i s t = ”HEOM” , Cl = ” Jah ” ) [ [ 1 ] ]
# Arvutame k l a s s i d e e s i n e m i s s u h t e
k l a s s i d e s u h e = nrow (
t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ] ) / nrow (
t reen ing andmed [ t reen ing andmed$ tu lemus == ” Jah ” , ] )
# Kasutame v a h e m u s k l a s s i kaa luna kahe k o r d s e t k l a s s i d e v a h e l i s t s u h e t
# Treenime mudel i −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 ,
c l a s s . we igh t s = c ( 1 , 2 ∗ k l a s s i d e s u h e ) )
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Lisa 12. Traditsioonilise ala- ja u¨levalimise kombinatsiooni meetod
# Eraldame andmed t a a s v a l i m i s m e e t o d i t e rakendamiseks
t r e e n i n g j a h = t reen ing andmed [ t reen ing andmed$ tu lemus == ” Jah ” , ]
t r e e n i n g e i = t reen ing andmed [ t reen ing andmed$ tu lemus == ” E i ” , ]
# Leiame v a a t l u s t e arvu , m i l l e g a molemad k l a s s i d on e s i n d a t u d
a r v t a a s v a l i t a v a i d = ( nrow ( t r e e n i n g e i )+ nrow ( t r e e n i n g j a h ) ) / 2
# Teostame t a a s v a l i m i s m e e t o d i d
t r e e n i n g a n d m e s t i k u l i s a = sample n ( t r e e n i n g j a h , s i z e = a r v t a a s v a l i t a v a i d − nrow ( t r e e n i n g j a h ) ,
r e p l a c e = TRUE )
t r e e n i n g e i = sample n ( t r e e n i n g e i , s i z e = a r v t a a s v a l i t a v a i d ,
r e p l a c e = FALSE )
#Paneme andmest ikud kokku
t reen ing andmed <− r b i n d ( t r e e n i n g j a h , t r e e n i n g e i , t r e e n i n g a n d m e s t i k u l i s a )
# Treenime mudel i −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
juhumets1 = r a n g e r ( tu lemus ∼ . ,
d a t a = treen ing andmed , num . t r e e s = 1024 , mtry = 7 8 )
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Lisa 13. Kombineerimata meetodite tulemusi 512 puu korral
Tabel 5: Juhumetsa mudelite ennustusta¨psuse na¨itajad 512 puu korral.
Juhumetsa mudelite ennustusta¨psuse na¨itajad 512 puu korral
Meetodi nimetus AUC Tundlikkus Spetsiilisus OOB Ta¨psus
Traditsiooniline 0,5743 0,1532 0,9956 0,1166 0,8812
Traditsiooniline u¨levalimine 0,8120 0,7426 0,8815 0,0640 0,8627
SMOTE (5-NN) 0,7470 0,5714 0,9227 0,0703 0,8750
SMOTE (2-NN) 0,7030 0,4577 0,9484 0,0671 0,8819
Traditsiooniline alavalimine 0,8202 0,9102 0,7302 0,1699 0,7546
OSS alavalimine 0,7570 0,5788 0,9353 0,2518 0,8869
Kaalutundlik (1) 0,7890 0,6565 0,9215 0,1159 0,8856
Kaalutundlik (2) 0,8174 0,7637 0,8711 0,1418 0,8566
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Lisa 14. Kombineerimata meetodite tulemusi 1024 puu korral
Tabel 6: Juhumetsa mudelite ennustusta¨psuse na¨itajad 1024 puu korral.
Juhumetsa mudelite ennustusta¨psuse na¨itajad 1024 puu korral
Meetodi nimetus AUC Tundlikkus Spetsiilisus OOB Ta¨psus
Traditsiooniline 0,5746 0,1538 0,9954 0,1176 0,8814
Traditsiooniline u¨levalimine 0,8161 0,7495 0,8826 0,0630 0,8646
SMOTE (5-NN) 0,7477 0,5714 0,9241 0,0682 0,8763
SMOTE (2-NN) 0,7040 0,4593 0,9486 0,0674 0,8824
Traditsiooniline alavalimine 0,8217 0,91068 0,7327 0,1696 0,7568
OSS alavalimine 0,7589 0,5808 0,9370 0,2455 0,8887
Kaalutundlik (1) 0,7879 0,6565 0,9193 0,1165 0,8836
Kaalutundlik (2) 0,8170 0,7632 0,8709 0,1409 0,8563
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