Introduction {#Sec1}
============

Nonparametric estimation has been the subject of intense investigation for many years and this has led to the development of a large variety of methods. Because of numerous applications and their important role in mathematical statistics, the problem of estimating the density and regression function has been the subject of considerable interest during the last decades. One of the most commonly used classes of estimators is that formed by the so-called kernel-type estimators. For more theoretical aspects along with statistical applications the interested reader is referred to Tapia and Thompson \[[@CR71]\], Wertz \[[@CR74]\], Devroye and Györfi \[[@CR23]\], Devroye \[[@CR22]\], Nadaraya \[[@CR57]\], Härdle \[[@CR38]\], Wand and Jones \[[@CR73]\], Eggermont and LaRiccia \[[@CR30]\], Devroye and Lugosi \[[@CR24]\] and the references therein. Recently, a number of statistical problems has found an unexpected solution being investigated by a "modal point of view". This investigation includes classical processes such as clustering. This has led to a renewed interest in the estimation and the inference for the mode. The estimation of the conditional mode of an outcome variable given the regressors, is called modal regression. Modal regression is an alternative approach to the usual regression methods for exploring the relationship between a response variable $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{X}$$\end{document}$. Unlike conventional regression, which is based on the conditional mean of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{X} = \mathbf{x}$$\end{document}$, modal regression estimates conditional modes of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{X} = \mathbf{x}$$\end{document}$. Modal regression is a more reasonable modelling approach than the usual regression at least in two scenarios. Firstly when the conditional density function is skewed or has a heavy tail. When the conditional density function has skewness, the conditional mean may not provide a good representation for summarising the relations between the response and the covariate. The other scenario is when the conditional density function has multiple local modes. This occurs when the relation of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{Y}$$\end{document}$ contains multiple patterns. The conditional mean may not capture any of these patterns, so it can be a very bad summary; see Chen et al. \[[@CR17]\] for an example. This situation has already been pointed out in Tarter and Lock \[[@CR72]\]. Modal regression has a wide variety of applications including the analysis of traffic and forest fire data \[[@CR31], [@CR75]\], econometrics \[[@CR45], [@CR50], [@CR51]\], and machine learning \[[@CR33], [@CR68]\]. For example, Kemp and Santos Silva \[[@CR45]\] argue that the mode is the most intuitive measure of central tendency for positively skewed data found in many econometric applications such as wages, prices, and expenditures \[[@CR45], p. 93\]. For more recent reviews and further details on the subject the reader is referred to Chen \[[@CR16]\] and Chacón \[[@CR14]\].

We will start by providing some notation and definitions that are needed for the forthcoming sections. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(\mathbf{X}_\mathrm{t},\mathbf{Y}_\mathrm{t})_{\mathrm{t}\ge 0}$$\end{document}$ be a $\documentclass[12pt]{minimal}
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                \begin{document}$$g(\cdot ,\cdot )$$\end{document}$ be the density function of the random vector $\documentclass[12pt]{minimal}
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                \begin{document}$$f(\cdot )$$\end{document}$ be the density of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{Y}$$\end{document}$. For a given measurable function $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{x}\in \mathbb {R}^{d}$$\end{document}$ the regression function, whenever it exists, is defined to be$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} m(\mathbf{x},\psi )=\mathbb {E}(\psi (\mathbf{Y})\mid \mathbf{X}=\mathbf{x}). \end{aligned}$$\end{document}$$In this situation, we have the random design regression model and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{X}$$\end{document}$ is called the design variable and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{Y}$$\end{document}$ the response variable. The random design model is very important in clinical studies, where the design variable usually represents the age of a particular individual receiving treatment, and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{Y}$$\end{document}$ is the quantity whose dependence on the age of the patient is investigated. A typical example (from forensic medicine) is given by Härdle and Marron \[[@CR39]\], where $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{Y}$$\end{document}$ stands for the liver weight of female persons (depending on their age). Inequalities $\documentclass[12pt]{minimal}
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                \begin{document}$$\psi (\cdot )$$\end{document}$ allows us to include some important special cases:$\documentclass[12pt]{minimal}
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                \begin{document}$$\psi (\mathbf{Y}) = \mathbb {1}\{\mathbf{Y}\le \mathbf{y}\}$$\end{document}$ gives the conditional distribution of $\documentclass[12pt]{minimal}
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                \begin{document}$$\psi (\mathbf{Y}) =\mathbf{Y}^{k}$$\end{document}$ gives the conditional moments of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{X}=\mathbf{x}$$\end{document}$.In the present paper, we focus on estimating the location $\documentclass[12pt]{minimal}
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                \begin{document}$$m({\varvec{\Theta }},\psi )$$\end{document}$ of a unique maximum (mode, peak) of the (unknown) function $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\cdot ,\psi )$$\end{document}$. Our method is indirect in the sense that the estimators of $\documentclass[12pt]{minimal}
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                \begin{document}$$m({\varvec{\Theta }},\psi )$$\end{document}$ are based on a kernel estimator $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{m}_\mathrm{T}(\mathbf{x},\psi )$$\end{document}$ of the regression curve $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\mathbf{x},\psi )$$\end{document}$. We will use the Nadaraya--Watson estimator which is defined by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \widehat{m}_\mathrm{T}(\mathbf{x},\psi ):=\left\{ \begin{array}{lcr} \frac{\displaystyle \frac{ 1}{Th_\mathrm{T}^d}\int _0^T\psi (\mathbf{Y}_\mathrm{t}) K\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) dt}{\displaystyle \frac{ 1}{Th_\mathrm{T}^d}\int _0^T K\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) dt},&{}\text{ if }&{}\displaystyle \frac{ 1}{Th_\mathrm{T}^d}\int _0^T K\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) dt\ne 0,\\ \displaystyle \frac{1}{T}\int _0^T\psi (\mathbf{Y}_\mathrm{t})dt, &{}\text{ if }&{}\displaystyle \frac{ 1}{Th_\mathrm{T}^d}\int _0^T K\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) dt= 0, \end{array}\right. \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$h_\mathrm{T}$$\end{document}$ is a positive sequence of real numbers such that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (i)\ \underset{T \rightarrow \infty }{\lim } h_\mathrm{T} = 0, \quad (ii)\ \underset{T \rightarrow \infty }{\lim } Th_\mathrm{T}^{d}= +\infty , \quad \text{ or }\quad (iii)\ \underset{T \rightarrow \infty }{\lim } \frac{\displaystyle Th_\mathrm{T}^{d}}{\displaystyle \log T}= + \infty . \end{aligned}$$\end{document}$$The condition (i) is used to obtain the asymptotic unbiasedness of the kernel (density or regression) type estimators. We need more restrictive assumption on $\documentclass[12pt]{minimal}
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                \begin{document}$$h_{T}$$\end{document}$ for the consistency, this is given by the condition (ii), one can refer to Parzen \[[@CR61]\]. In general, the strong consistency fails to hold when either (i) or (iii) is not satisfied. Now the location $\documentclass[12pt]{minimal}
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                \begin{document}$$m({\varvec{\Theta }},\psi )$$\end{document}$ are estimated by the respective functionals $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{m}_\mathrm{T}(\widehat{{{\varvec{\Theta }} }}_\mathrm{T},\psi )$$\end{document}$ pertaining to $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{{{\varvec{\Theta }} }}_\mathrm{T}$$\end{document}$ is chosen through the equation$$\documentclass[12pt]{minimal}
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                \begin{document}$$K(\cdot )$$\end{document}$ is continuous; however, it may not be unique. In fact, it is known that kernel estimators tend to produce some additional and superfluous modality. In this context, one can consider$$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\widehat{{{\varvec{\Theta }} }}_\mathrm{T}$$\end{document}$, one could use the so-called mode functional on $\documentclass[12pt]{minimal}
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                \begin{document}$$C(\mathfrak {C})$$\end{document}$ apparently introduced by Eddy \[[@CR28]\] which considers the infimum of the maximised locations and whose measurability is also proved in a paper of Eddy \[[@CR28]\]. Alternatively, Grund and Hall \[[@CR35]\] have suggested to break ties at random if necessary. Anyway, the validity of our proofs will not be affected by potential non-measurability of $\documentclass[12pt]{minimal}
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                \begin{document}$$\widehat{{{\varvec{\Theta }} }}_\mathrm{T}$$\end{document}$, since we can always replace probabilities by outer probabilities when necessary with no further changes in the proofs, this issue is discussed in Ziegler \[[@CR79]\], and also Ziegler \[[@CR77], [@CR78]\], Herrmann and Ziegler \[[@CR41]\]. As it is mentioned in Ziegler \[[@CR79]\], estimating the mode and size of a maximum of a nonparametric curve by the corresponding functionals of a kernel estimator of the curve is not new; it stems from the closely related problem of estimating the mode of a density. In continuation of Parzen \[[@CR61]\] pioneering work on density estimation and estimation of the mode, Eddy \[[@CR28], [@CR29]\] and Romano \[[@CR66]\] tackled optimality questions of the kernel density estimators of the mode. Romano \[[@CR66]\] seems also to be the first to consider data-dependent bandwidths in this framework. In another paper, Romano \[[@CR65]\] examined the limiting behaviour of bootstrap estimators of the location of the mode, an idea used later by Grund and Hall \[[@CR35]\] in the context of bandwidth selection by minimising the bootstrapped $\documentclass[12pt]{minimal}
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                \begin{document}$$L_{p}$$\end{document}$-error for the mode estimator. It is worth noticing that the conditional mode function estimate of the predictor is used for the first time by Collomb et al. \[[@CR18]\]. The kernel type estimators were studied extensively in different setting of dependencies, we cite among many others Samanta and Thavaneswaran \[[@CR67]\], Ould-Saïd \[[@CR59]\], Quintela-Del-Río and Vieu \[[@CR64]\], Berlinet et al. \[[@CR5]\], Ferraty et al. \[[@CR34]\], Ezzahrioui and Ould-Saïd \[[@CR32]\], Benrabah *et al.* \[[@CR3]\] and the references therein. Quintela-Del-Río and Vieu \[[@CR64]\] motivated the use of the conditional mode by pointing out that the prediction of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{X}$$\end{document}$-values is achieved through the regression function estimation. Finally, when the process is considered to be i.i.d., the almost sure convergence along with the mean convergence of the conditional density were obtained by Youndjé \[[@CR76]\]. Ota et al. \[[@CR60]\] proposed a new estimator of the conditional mode that is able to avoid the curse of dimensionality and at the same time is computationally scalable, thereby complementing the above existing methods.

Within the framework described above, our aim is to establish consistency and asymptotic normality results (which in turn can be exploited for the construction of confidence intervals) for the estimators $\documentclass[12pt]{minimal}
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To the best of our knowledge, the results presented here, respond to a problem that has not been studied systematically until recently, and it gives the main motivation to this paper. Indeed, we establish the exact rate of strong uniform consistency of the estimators $\documentclass[12pt]{minimal}
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The layout of the article is as follows. The assumptions and asymptotic properties of the estimators are given in Sect. [2](#Sec2){ref-type="sec"}, which includes the optimal convergence rates and the asymptotic normality of the estimators $\documentclass[12pt]{minimal}
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Main results {#Sec2}
============
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-----------

In our analysis, the following assumptions are needed. The kernel $\documentclass[12pt]{minimal}
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Comments on hypotheses {#Sec4}
----------------------

Conditions (A.1) are very common in the nonparametric function estimation literature. Notice that the condition (A.1) is classical in the nonparametric estimation procedures. In particular, by imposing the condition (A.1)(i), the kernel function exploits the smoothness of the density function or the regression function. If we loose the condition that the kernel function $\documentclass[12pt]{minimal}
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### Example 2.1 {#FPar1}
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### Example 2.2 {#FPar2}
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### Remark 2.3 {#FPar3}

For notational convenience, we have chosen the same bandwidth sequence for all margins. This assumption can be dropped easily. If one wants to make use of the vector bandwidths (see, in particular, Chapter 12 of Devroye and Lugosi \[[@CR24]\]). With obvious changes in the notation, our results and their proofs remain true when $\documentclass[12pt]{minimal}
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Theoretical properties {#Sec5}
----------------------
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### Consistency {#Sec6}

The following theorem gives the almost sure consistency result.

#### Theorem 2.4 {#FPar4}

Under the hypotheses (A.1)--(A.4) and (A.6), for any *n* large enough, we have$$\documentclass[12pt]{minimal}
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The proof of Theorem [2.4](#FPar4){ref-type="sec"} is postponed to the Sect. [4](#Sec10){ref-type="sec"}.

### Asymptotic normality {#Sec7}

To establish the asymptotic normality of $\documentclass[12pt]{minimal}
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The proof of Theorem [2.5](#FPar5){ref-type="sec"} is postponed to the Sect. [4](#Sec10){ref-type="sec"}.

Confidence set {#Sec8}
--------------

The asymptotic variance in the central limit theorem depends on the unknown functions, which should be estimated in practice. Let us introduce the matrix $\documentclass[12pt]{minimal}
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### Remark 2.6 {#FPar6}

It can be observed that our proofs constitute a generalisation of those used in the kernel density mode. Hence, one can obtain easily the corresponding results for the mode density estimators as a particular case of our setting. More precisely, one can consider the kernel estimator of the conditional density of $\documentclass[12pt]{minimal}
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### Remark 2.7 {#FPar7}

Chen et al. \[[@CR17]\] considered that the conditional (or local) mode set at *x* is defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} M(x) = \biggl \{y: \frac{\partial }{\partial y} p(x,y)=0, \frac{\partial ^2}{\partial y^2} p(x,y)<0 \biggr \}. \end{aligned}$$\end{document}$$At each *x*, the local mode set *M*(*x*) may consist of several points, and so *M*(*x*) is in general a multivalued function. Under appropriate conditions, as we will show, these modes change smoothly as *x* changes. Thus, local modes behave like a collection of surfaces called *modal manifolds* in Chen et al. \[[@CR17]\]. In our setting, we have considered the extension of the work of Ziegler \[[@CR79]\] to the multivariate ergodic setting. The approaches are different and the extension of Chen et al. \[[@CR17]\] to the ergodic setting is of interest. The proof of such a statement, however, should require a different methodology than that used in the present paper, and we leave this problem open for future research.

### Remark 2.8 {#FPar8}

In continuous time, data are often collected by using a sampling scheme. Several discretisation schemes have been proposed throughout the literature including deterministic and randomised sampling. The interested reader is referred to Masry \[[@CR56]\], Prakasa Rao \[[@CR62], [@CR63]\], Bosq \[[@CR7]\] and Blanke and Pumo \[[@CR6]\]. To simplify the idea, we consider the density estimator of $\documentclass[12pt]{minimal}
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Concluding remarks {#Sec9}
==================

In the present paper, we are mainly concerned with the nonparametric regression model, where the regression function $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{\Theta }}$$\end{document}$. In a future research one could consider the same estimation problem for stationary and ergodic discrete time processes in the case of censored data. It will be of interest to relax the stationarity to the local stationarity and establish similar results to those presented in this work, which requires a different mathematical methodology than the one used in this document. We leave this problem open for further investigation.

Proofs {#Sec10}
======

This section is devoted to the proofs of our results. The previously defined notation continues to be used in what follows.
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The following proposition describes the almost sure consistency of $\documentclass[12pt]{minimal}
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Proposition 4.3 {#FPar11}
---------------

Under assumptions (A.1)--(A.4) and (A.6), we have$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \underset{\mathbf{x} \in \mathfrak {C}}{\sup } \left| \widehat{m}_\mathrm{T}(\mathbf{x},\psi )-m(\mathbf{x},\psi )\right|= & {} O(h_\mathrm{T}^\beta )+O\left( \left( \frac{\log {T}}{Th_\mathrm{T}^{d}}\right) ^{1/2}\right) , \quad \text{ a.s }. \end{aligned}$$\end{document}$$

Proof of Proposition [4.3](#FPar11){ref-type="sec"}. {#Sec11}
----------------------------------------------------

Making use of conditions (A.2) and (A.3), we infer readily that$$\documentclass[12pt]{minimal}
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### Lemma 4.4 {#FPar12}
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Proof of Lemma [4.4](#FPar12){ref-type="sec"} {#Sec12}
---------------------------------------------

Notice that we have the following decomposition$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \frac{f_\mathrm{T}(\mathbf{x}) - f(\mathbf{x})}{f(\mathbf{x})}= & {} \frac{f_\mathrm{T}(\mathbf{x}) -\bar{f}_\mathrm{T}(\mathbf{x}) + \bar{f}_\mathrm{T}(\mathbf{x}) - f(\mathbf{x})}{f(\mathbf{x})}\nonumber \\= & {} \frac{1}{f(\mathbf{x})}\left\{ F_{1,T}(\mathbf{x}) + F_{2,T}(\mathbf{x})\right\} , \end{aligned}$$\end{document}$$where$$\documentclass[12pt]{minimal}
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The following lemma gives the rate of convergence of $\documentclass[12pt]{minimal}
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### Lemma 4.5 {#FPar13}

Didi and Louani \[[@CR26]\] Under assumption (A.1), we have$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \underset{\mathbf{x}\in \mathfrak {C}}{\sup }\left| f_\mathrm{T}(\mathbf{x}) -\bar{f}_\mathrm{T}(\mathbf{x})\right| = O\left( \left( \frac{\log T}{Th_\mathrm{T}^d} \right) ^{1/2}\right) , \quad \text{ a.s. } \end{aligned}$$\end{document}$$

Proof of Lemma [4.5](#FPar13){ref-type="sec"} {#Sec13}
---------------------------------------------

We refer to the Theorem 1 of Didi and Louani \[[@CR26]\]. As in the proof of ([4.11](#Equ21){ref-type=""}) in Lemma [4.4](#FPar12){ref-type="sec"} we obtain the result by using Lemma [4.1](#FPar9){ref-type="sec"} instead of Lemma [4.2](#FPar10){ref-type="sec"}. $\documentclass[12pt]{minimal}
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In order to complete the proof of Proposition [4.3](#FPar11){ref-type="sec"}, we will will show Lemma [4.6](#FPar14){ref-type="sec"} and Lemma [4.7](#FPar15){ref-type="sec"} given hereafter.

### Lemma 4.6 {#FPar14}

If hypothesis (A.1)(i), (A.3), (A.4)(i), (A.6)(ii)-(iii) are fulfilled, we have$$\documentclass[12pt]{minimal}
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Proof of Lemma [4.6](#FPar14){ref-type="sec"} {#Sec14}
---------------------------------------------
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                \begin{document}$$\begin{aligned}&\mathbb {E} \left[ \left| \psi ^p(\mathbf{Y}_\mathrm{t}) K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \right| \mid \mathcal {F}_{j-2}\right] \\&\quad =\mathbb {E} \left[ \left| \mathbb {E}\left[ \psi ^p(\mathbf{Y}_\mathrm{t}) K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \mid \mathcal {S}_{\mathrm{t},\delta }\right] \right| \mid \mathcal {F}_{j-2}\right] \\&\quad =\mathbb {E} \left[ \left| \mathbb {E}\left[ \psi ^p(\mathbf{Y}_\mathrm{t}) \mid \mathcal {S}_{\mathrm{t},\delta }\right] K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \right| \mid \mathcal {F}_{j-2}\right] \\&\quad = \mathbb {E} \left[ \left| h_p(\mathbf{X}_\mathrm{t})\right| K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \mid \mathcal {F}_{j-2}\right] \\&\quad \le \mathbb {E} \left[ \left| h_p(\mathbf{X}_\mathrm{t})-h_p(\mathbf{x})\right| K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \mid \mathcal {F}_{j-2}\right] \\&\qquad + \mathbb {E} \left[ \left| h_p(\mathbf{x})\right| K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \mid \mathcal {F}_{j-2}\right] \\&\quad \le \mathbb {E} \left[ K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \mid \mathcal {F}_{j-2}\right] \left( \underset{\Vert \mathbf{x}-\mathbf{u}\Vert \le \lambda h_\mathrm{T}}{\sup }\left| h_p(\mathbf{X}_\mathrm{t})-h_p(\mathbf{x})\right| +\left| h_p(\mathbf{x})\right| \right) \\&\quad \le \eta (\mathbf{x}) \mathbb {E} \left[ K^p\left( \frac{\mathbf{x}-\mathbf{X}_\mathrm{t}}{h_\mathrm{T}}\right) \mid \mathcal {F}_{j-2}\right] , \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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### Lemma 4.7 {#FPar15}

Under assumptions (A.1) and (A.6)(i)--(ii), we have$$\documentclass[12pt]{minimal}
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Proof of Lemma [4.7](#FPar15){ref-type="sec"} {#Sec15}
---------------------------------------------
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Recalling ([4.21](#Equ31){ref-type=""}), the proof of Theorem [4.3](#FPar11){ref-type="sec"} is completed by combining Lemmas [4.4](#FPar12){ref-type="sec"}, [4.5](#FPar13){ref-type="sec"} and [4.7](#FPar15){ref-type="sec"}. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square $$\end{document}$
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### Lemma 4.8 {#FPar16}

Under the hypotheses of Theorem ([2.4](#FPar4){ref-type="sec"}), we have, as $\documentclass[12pt]{minimal}
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Proof of Lemma [4.8](#FPar16){ref-type="sec"} {#Sec16}
---------------------------------------------

The uniqueness hypothesis of the conditional mode of the regression gives$$\documentclass[12pt]{minimal}
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The following lemma gives the uniform convergence of $\documentclass[12pt]{minimal}
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### Lemma 4.9 {#FPar17}

If assumptions (A.1)(ii), (A.3), (A.4)(i), (A.5), (A.6)(i) and (A.7)(i) are fulfilled, we have, as $\documentclass[12pt]{minimal}
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Proof of Lemma [4.9](#FPar17){ref-type="sec"} {#Sec17}
---------------------------------------------

We first observe that we have$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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Proof of Theorem [2.4](#FPar4){ref-type="sec"} {#Sec18}
----------------------------------------------

Under assumption (A.3)(ii) and using Taylor expansion of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$m({\varvec{\Theta }}_\mathrm{T},\psi )$$\end{document}$ around $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Theta $$\end{document}$ we obtain$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} m({\varvec{\Theta }}_\mathrm{T},\psi )= m({\varvec{\Theta }},\psi ) + ({\varvec{\Theta }}_\mathrm{T}- {\varvec{\Theta }}) m^{(2)}({\varvec{\Theta }}_\mathrm{T}^\star ,\psi )({\varvec{\Theta }}_\mathrm{T}- {\varvec{\Theta }}), \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\Theta }}_\mathrm{T}^\star $$\end{document}$ is between $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\Theta }}_\mathrm{T}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{\Theta }}$$\end{document}$, it follows from equations ([4.1](#Equ11){ref-type=""}) and ([4.40](#Equ50){ref-type=""}) that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \Vert {\varvec{\Theta }}_\mathrm{T}- {\varvec{\Theta }}\Vert ^{2} \left\| m^{(2)}({\varvec{\Theta }}_\mathrm{T}^\star ,\psi ) \right\| = O \left( \underset{\mathbf{x}\in \mathfrak {C}}{\sup }\left| \widehat{m}_\mathrm{T}(\mathbf{x},\psi )-m(\mathbf{x},\psi ) \right| \right) . \end{aligned}$$\end{document}$$Using Lemma [4.8](#FPar16){ref-type="sec"} and condition (A.7)(ii), one obtains$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \underset{T\rightarrow \infty }{\lim } \left\| m^{(2)}({\varvec{\Theta }}_\mathrm{T}^\star ,\psi ) \right\| = \left\| m^{(2)}({\varvec{\Theta }},\psi ) \right\| \ne 0. \end{aligned}$$\end{document}$$Therefore,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \Vert {\varvec{\Theta }}_\mathrm{T}- {\varvec{\Theta }}\Vert ^2 = O \left( \underset{\mathbf{x}\in \mathfrak {C}}{\sup }\left| \widehat{m}_\mathrm{T}(\mathbf{x},\psi )-m(\mathbf{x},\psi ) \right| \right) , \end{aligned}$$\end{document}$$which is enough, while considering Proposition [4.3](#FPar11){ref-type="sec"}, to complete the proof. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square $$\end{document}$

Proof of Theorem [2.5](#FPar5){ref-type="sec"} {#Sec19}
----------------------------------------------

By using formula ([2.4](#Equ6){ref-type=""}), we readily obtain$$\documentclass[12pt]{minimal}
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### Lemma 4.10 {#FPar18}

Under assumptions (A.1), (A.3)(i)--(ii), (A.4) and (A.6), as $\documentclass[12pt]{minimal}
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Proof of Lemma [4.10](#FPar18){ref-type="sec"} {#Sec20}
----------------------------------------------
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Proof of (a) {#Sec21}
------------
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$f_{\mathrm{T},T{i-2}}$$\end{document}$, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathbf{x}^*$$\end{document}$ in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$[\mathbf{x}-h_\mathrm{T}{} \mathbf{v},\mathbf{x}]$$\end{document}$, we obtain$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}&\sum _{i=1}^n \mathbb {E} \left[ W_{i}^2(\mathbf{x},\psi ) \big | \mathcal {F}_{i-2} \right] \\&\quad \le \frac{\Phi _2(\mathbf{x},\psi )}{Th_\mathrm{T}^{d}f^2(\mathbf{x})} \int _{\mathrm{T}_{i-1}}^{T_i} \mathbb {E} \left[ \left( K^{(1)} \left( \frac{\mathbf{x} - \mathbf{X}_\mathrm{t}}{h_\mathrm{T}} \right) \right) ^2\big | \mathcal {F}_{i-2} \right] dt \\&\quad =\frac{\Phi _2(\mathbf{x},\psi )}{Th_\mathrm{T}^{d}f^2(\mathbf{x})} \sum _{i=1}^n \int _{\mathrm{T}_{i-1}}^{T_i} \int _{\mathbb {R}^{d}} \left( K^{(1)}\right) ^2\left( \frac{\mathbf{x} - \mathbf{u}}{h_\mathrm{T}} \right) f_\mathrm{T}^{\mathcal {F}_{\mathrm{T}_{i-2}} } (\mathbf{u}) d\mathbf{u} dt \\&\quad = \frac{\Phi _2(\mathbf{x},\psi )}{Tf^2(\mathbf{x})} \sum _{i=1}^n \int _{\mathrm{T}_{i-1}}^{T_i} \int _{\mathbb {R}^{d} } \left( K^{(1)}\right) ^2(\mathbf{v})f_\mathrm{T}^{\mathcal {F}_{\mathrm{T}_{i-2}} } (\mathbf{x}-h_\mathrm{T}{} \mathbf{v}) d\mathbf{v} dt\\&\quad = \frac{\Phi _2(\mathbf{x},\psi )}{\delta f^2(\mathbf{x})} \left( \frac{1}{n} \sum _{i=1}^n \int _{\mathrm{T}_{i-1}}^{T_i} f_\mathrm{T}^{\mathcal {F}_{\mathrm{T}_{i-2}} } (\mathbf{x}) dt+ O(h_\mathrm{T}) \right) \int _{\mathbb {R}^{d} } \left( K^{(1)}\right) ^2(\mathbf{v}) d\mathbf{v}. \end{aligned}$$\end{document}$$It is clear, whenever $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\delta $$\end{document}$ is small enough, that the quantities$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \left( \int _{\mathrm{T}_{i-1}}^{T_i} f_\mathrm{T}^{\mathcal {F}_{\mathrm{T}_{i-2}} } (\mathbf{x} ) dt \right) _{i\in \mathbb {N}} \end{aligned}$$\end{document}$$may be approximated by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \left( \delta f_{\mathrm{T}_{i-1}}^{\mathcal {F}_{\mathrm{T}_{i-2}} } (\mathbf{x} )\right) _{i\in \mathbb {N}}. \end{aligned}$$\end{document}$$Consequently, using the ergodic and stationarity properties of the process $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(\mathbf{X}_\mathrm{t})_{\mathrm{T} \ge 0}$$\end{document}$, it follows that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \frac{1}{n} \sum _{j=1}^n \left( \int _{\mathrm{T}_{j-1}}^{T_j} f_\mathrm{T}^{\mathcal {F}_{\mathrm{T}_{i-2}} } (\mathbf{x}) dt \right)= & {} \mathbb E \left( \int _{\mathrm{T}_0}^{T_1} f_\mathrm{T}(\mathbf{x}) dt \right) + o(1)\\= & {} \int _0^{\delta } \mathbb E \left( f_\mathrm{T}(\mathbf{x}) \right) dt + o(1)\\= & {} \delta f(\mathbf{x}) + o(1). \end{aligned}$$\end{document}$$It follows that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \sum _{i=1}^n \mathbb {E} \left[ W_{i}^2(\mathbf{x},\psi ) \big | \mathcal {F}_{i-2} \right]= & {} \frac{\Phi _2(\mathbf{x},\psi )}{ f(\mathbf{x})}\int _{\mathbb {R}^d} \left( K^{(1)}\right) ^2(\mathbf{y}) d\mathbf{y} +O(h_\mathrm{T}). \end{aligned}$$\end{document}$$This implies that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \sum _{i=1}^n \mathbb {E} \left[ W_{i}^2(\mathbf{x},\psi ) \big | \mathcal {F}_{i-2} \right]= & {} \frac{\Phi _2(\mathbf{x},\psi )}{ f(\mathbf{x})}\int _{\mathbb {R}^d} \left( K^{(1)}\right) ^2(\mathbf{y}) d\mathbf{y},\ \text{ as }\ T\rightarrow \infty . \end{aligned}$$\end{document}$$
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Appendix {#Sec23}
========

For the sake of clarity, introduce some details defining the ergodic property of continuous time processes. Let $\documentclass[12pt]{minimal}
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Definition 5.1 {#FPar19}
--------------
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This definition means that if we take the process *X* and slice it into time blocks of length $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\delta $$\end{document}$ then the new discrete time process $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(\mathbf{Z}_0^\delta ,\mathbf{Z}_\delta ^{2\delta },\mathbf{Z}_{2\delta }^{3\delta },\mathbf{Z}_{3\delta }^{4\delta },\ldots )$$\end{document}$ is ergodic. For discrete time processes, we refer, for instance, to Krengel \[[@CR47]\] for the definition and details on the ergodic property.

Definition 5.2 {#FPar20}
--------------

(*Ergodicity*) A continuous time process $\documentclass[12pt]{minimal}
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It is well known from the ergodic theorem that, for a measurable function *g* and a stationary ergodic process $\documentclass[12pt]{minimal}
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The definition is provided in the "Appendix".
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