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Reconstructing damage geometry with computationally eﬃcient algorithms is of primary importance in establishing a
robust structural health monitoring system (SHMS). In this paper electromagnetic migration, a linearized imaging algo-
rithm, is adopted to image the damages in reinforced concrete structures. This algorithm is formulated in time-domain
for 3-D inhomogeneous isotropic and lossy structures. In order to reduce the computational cost and to examine the dam-
age resolution of this imaging algorithm, diﬀerent imaging conditions are introduced. Numerical simulations in 2-D trans-
verse magnetic (TM) wave for a reinforced concrete slab with multiple damages are performed to test the eﬀectiveness of
the algorithm. All synthetic sensor data, incident ﬁeld, and migration ﬁeld are computed via a ﬁnite diﬀerence time-domain
(FDTD) method. It is concluded that the proposed imaging algorithm is capable of eﬃciently identifying the damages
geometries, is robust against measurement noise, and may be employed in a SHMS.
 2005 Elsevier Ltd. All rights reserved.
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method1. Introduction
The integrity of structures such as aircrafts, bridges and dams needs to be monitored to avoid unexpected
failures. In order to ensure both safety and functionality of these structures and prevent their failures, it is
crucial to continuously diagnose their condition and detect the presence, the location, and the extent of
damages as they occur. Proper corrective actions can then be taken to temporarily mitigate the eﬀects of such
damages until structures can be repaired.
Periodic inspections or scheduled maintenance using conventional nondestructive inspection (NDI) tech-
niques require extensive labor, cause downtime, and are expensive. Most inspection techniques such as con-
ventional ultrasonic or eddy currents need a transducer to be scanned over each point of the structure0020-7683/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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inspect, disassembly of the structure may be required (Krautkramer and Krautkramer, 1990; Bray and
McBride, 1992).
The essence of structural health monitoring (SHM) technology is to develop autonomous built-in systems
for the continuous real-time monitoring, inspection, and damage detection of structures with minimum labor
involvement (Chang, 1997). The potential beneﬁts from a SHMS are enormous such as real-time monitoring
and reporting, saving in maintenance cost, reducing labor, downtime and human error, and improving safety
and reliability. Typically, such a built-in diagnostic system, in addition to the structures to be monitored,
would include two major components: a built-in network of sensors for collecting sensor measurements
and damage identiﬁcation software for interpretation of sensor measurements in terms of the physical condi-
tion of the structures. There are two types of diagnostic systems based on sensor functionality: passive sensing
system without known inputs (sensor only) and active sensing system with known inputs (both sensors and
actuators). A passive system uses sensors such as MEMS, ﬁber optics, accelerometers, and strain gages to mea-
sure changes in structures due to the change in environmental conditions in terms of loads, temperature, chem-
istry, etc. Along with sensors, an active system is also equipped with actuators to generate diagnostic
(excitation) signals to interrogate the ‘‘health’’ status of the structures. A passive system is more adequate
for monitoring the condition of the structures while an active system is more capable of detecting damage
in the structures.
Generally, the excitation signal in an active SHMS can be mechanical or non-mechanical. Mechanical sig-
nals, such as acoustic, ultrasonic, and elastic waves, are those in which a mechanical medium (i.e. solid, ﬂuid,
or gas) is required for wave propagation. In contrast, non-mechanical waves, such as electromagnetic (EM)
waves, can propagate in any medium including vacuum, thereby enabling non-contact diagnosis. It is worth
mentioning that radio waves, microwaves, infrared light, visible light, ultraviolet light, X-rays, and c -rays are
diﬀerent parts of the EM spectrum. However, hereafter, ‘‘EM waves’’ will imply the microwave region of the
EM spectrum, generally between a few hundred MHz and a few hundred GHz (Bahr, 1995). It should be
noted that various types of excitation signals with diﬀerent waveforms may provide diﬀerent degrees of sen-
sitivities to a speciﬁc type of damage in a structure. In fact the sensor response from the selected excitation
signal depends on the interaction between sensor/actuator and structure, the material properties of the struc-
ture (including the structure) through which the signal propagates, and the damage mechanisms.
Regarding the sensitivity of using mechanical and non-mechanical signals in detecting the damages,
Lemistre and Balageas (2004) showed that low frequency EM wave signals (700 KHz) were more sensitive
to damages generated by aggressions such as burning, lightning, and liquid ingress in carbon/epoxy compos-
ites; elastic wave signals (400 KHz) more sensitive to delaminations. Buyukozturk (1998) concluded that
microwave technique was eﬀective in locating and imaging subsurface defects and inclusions in concrete struc-
tures. However, microwave signals experienced high attenuation in moisture, and total reﬂection from metals
which made it diﬃcult to image areas beneath closely spaced rebars. On the other hand, in ultrasonic method,
although the ultrasonic wave signals were not aﬀected by the presence of reinforcements and moisture, they
suﬀered high attenuation for the aggregate sizes comparable to the excitation wavelength due to aggregate
scattering (Iyer et al., 2005). Zoghi (2000) and Liu and Bethesda (1998) also showed that the ultrasonic method
may not be a good choice for NDI of thick, multilayered composite structures especially when composites are
made of porous, coarse grained, low permittivity or low loss dielectric materials such as glass ﬁber composites,
commonly used for ship-hall and masts in marine environments. The high attenuation of elastic waves in such
materials dictates the application of relatively low excitation frequency in order to obtain the required pene-
tration depth, thereby reducing image depth resolution. On the contrary, EM waves can penetrate deep inside
these materials and interact with their inner structure without suﬀering from high attenuation. A reverse sit-
uation occurs with conductive materials (i.e. metals) or non-perfectly conductive materials (e.g. carbon/epoxy
composites) where the high attenuation of EM waves forces the use of relatively low excitation frequency,
leading to a poor depth resolution of the image. Considering the above arguments, it can be concluded that
in order to identify all types of damages in a structure, diﬀerent types of excitation signals should be employed.
It should be noted that while elastic waves have been widely considered in SHMS, the usage of EM waves
has been very limited. In order to show the salient features of EM waves in providing high-resolution image of
damages especially in dielectric structures, the application of these waves will be investigated in this study.
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garded as the brain of the system. Mathematically speaking, determination of the physical condition of a
structure based on sensor measurements is an inverse problem. In its general form, such inverse scattering
problem is both nonlinear and typically ill-posed. By ill-posedness, in the sense of Hadamard (Hadamard,
1923), it is meant that one of the following conditions is violated: the existence of the solution; the uniqueness
of the solution; or the continuous dependence of the solution on the data (stability condition). The uniqueness
condition is generally violated due to the fact that complete data collection from sensors is not practically fea-
sible. In addition, the instability that is most often violated refers to the sensitivity of the solution to noise and
measurement error (Haykin, 1999).
When both material properties and geometry of the damage in a structure need to be identiﬁed, nonlinear
inversion methods such as Born iterative method (Chaturvedi and Plumb, 1995), distorted-Born iterative meth-
od (Weedon et al., 2000), contrast source method (Van den Berg and Kleinman, 1997), genetic algorithm (Past-
orino et al., 2002), and gradient-based methods (Rekanos and Raisanen, 2003) are often employed. Although
these methods are capable of predicting the damaged material properties in a structure, their application in a
SHM system is not practical because of their huge demand of computational time and memory.
To alleviate the deﬁciencies of the nonlinear inversion methods, linearized inversion methods have been
suggested. These methods, mostly based on Born approximation, can provide the material properties of the
damage as long as the damaged material properties are close to its undamaged material properties and the
size of the damage is small compared to the excitation wavelength (Slaney et al., 1984). In some especial cases,
e.g. a half-space homogeneous isotropic structure, an explicit inversion of the linearized equations can be con-
structed often with Fourier or related integral transforms (Cui and Chew, 2002). Although this method, so-
called diﬀraction tomography (DT), is computationally eﬃcient, it is only applicable for simple structures
and needs a uniform and dense measurement collection (Weedon et al., 2000). An alternative to DT is to dis-
cretize the linearized integral equations and solve the resulting set of linear algebraic equations numerically,
e.g. using a regularized least-squares method (Sabbagh et al., 1988). However, this approach, which needs
the analytical or numerical form of Greens functions, is not computationally eﬃcient due to the iteration pro-
cess involved.
Knowing that identifying damage geometry (or size) with computationally eﬃcient algorithms is the pri-
mary and minimum goal of a SHMS, linearized imaging methods should be employed. Linearized imaging
methods, which can be considered as an approximation to linearized inversion methods, can only provide
the geometries of damages in a structure, suﬃcient for damage identiﬁcation. A very important advantage
of these methods is that unlike linearized inversion methods, they are well-posed (Zhdanov and Portniaguine,
1997). Holographic imaging methods, synthetic aperture focusing techniques (SAFT), time-reversal (TR) tech-
niques, and migration algorithms, mentioned in the literature all belong to this category of linearized imaging
methods.
For example, Kim et al. (2004) adopted a holographic technique to identify diﬀerent damages in concrete
slabs. However, only the case of the homogeneous isotropic medium was considered in their formulation.
Johansson and Mast (1994) employed a SAFT algorithm in time-domain to construct 3-D images of diﬀerent
ﬂaws and rebars in a concrete slab. Although the method was capable of handling layered medium, the polar-
ization (vector) characteristic of EM waves was not considered and also the quality of the resulting images was
not satisfactory. Marklein et al. (2002) also mentioned that SAFT might be extended to EM vector ﬁelds and
inhomogeneous anisotropic media. Regarding TR techniques, they follow the same principles as migration
algorithms. For instance, Kosmas and Rappaport (2005) used the TR technique for breast cancer detection.
They considered a 2-D lossy inhomogeneous breast model and used a minimum entropy criterion for ﬁnding
the optimal time instant when the wave focuses back to the scatterer. Yavuz and Teixeira (2005) also inves-
tigated the super-resolution characteristic of the TR technique in focusing back the received signals, resulting
from a point source and collected by a linear array, to the original source position in a continuous random
lossless media.
Migration algorithms, widely used in seismic prospecting and geophysical exploration, have also been used
in EM applications such as ground penetration radar (GPR) and electromagnetic induction (EMI). In GPR
applications, displacement currents are dominant due to high frequency of EM ﬁeld so the ﬁeld propagates
into the medium, whereas in EMI applications, conduction currents are dominant due to low frequency of
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two groups: poststack and prestack. Prestack migration is computationally more intensive than poststack
migration but provides more accurate image, i.e. image with better resolution and higher signal-to-noise ratio.
Migration algorithms can also be performed in diﬀerent domains such as time-space, frequency-space, and fre-
quency-wavenumber (f-k) domains. Reverse-time migration, Kirchhoﬀ migration, and phase-shift migration are
some common types of migration algorithms. Although migration algorithms are well established in acoustic
and elastic cases and recently in SHM of plates (e.g. Lin and Yuan, 2001; Wang and Yuan, 2005), they are not
fully explored in EM case.
The EM migration was originally developed by Zhdanov (1988) and used in geophysical exploration. In
this study, Zhdanov (2001) technique for general transient EM ﬁeld in inhomogeneous isotropic media is
adopted and used for damage identiﬁcation purpose. In addition, to reduce the computational cost of this
technique, diﬀerent imaging conditions are introduced and the resulting images are compared.
This paper is organized in ﬁve sections. Section 1 presents some fundamental equations in EM theory used
in subsequent sections. EM migration algorithm is formulated in integral equation (IE) form for 3-D case in
time-space domain in Section 3. In Section 4, the main steps of the algorithm are described and the methods to
reduce the computational cost of this algorithm are also discussed. Section 5 ﬁrst presents the imaging algo-
rithm specialized for 2-D TM waves. Finally, the eﬀectiveness of the algorithm is demonstrated for 2-D dam-
age detection in a reinforced concrete slab, where a FDTD method has been used to compute all synthetic
sensor data, incident ﬁeld, and migration ﬁeld.
2. Fundamental equations
This section brieﬂy describes the fundamental equations: Maxwells equations, their fundamental solutions
in terms of dyadic Greens functions, their adjoints, and scattering problem. Some of the details can be found
in Felsen and Marcuvitz (1994).
The Maxwells equations for an inhomogeneous isotropic and lossy medium (r5 0) including both electric
and magnetic current sources are$ Eðr; tÞ ¼ l0 _Hðr; tÞ Mðr; tÞ
$Hðr; tÞ ¼ rðrÞEðr; tÞ þ eðrÞ _Eðr; tÞ þ Jðr; tÞ
(
ð1Þwhere E, H, J,M, l0, r, and e are electric ﬁeld intensity (V/m), magnetic ﬁeld intensity (A/m), prescribed elec-
tric current density (A/m2), prescribed magnetic current density (V/m2), vacuum permeability (H/m), conduc-
tivity (S/m), and permittivity (F/m), respectively. The dot denotes partial derivative with respect to time. Note
that the permeability of the medium is assumed to be equal to the vacuum permeability.
Assuming the sources and all ﬁelds are zero before some given time t = t1 (zero initial conditions), the elec-
tromagnetic ﬁelds in an inﬁnite domain can be expressed by four dyadic Greens functions asEðr; tÞ ¼
Z
V J
Z t
t1
GEJðr; t; r0; t0Þ  Jðr0; t0Þdt0 dV 0 þ
Z
V M
Z t
t1
GEMðr; t; r0; t0Þ Mðr0; t0Þdt0 dV 0
Hðr; tÞ ¼
Z
V J
Z t
t1
GHJðr; t; r0; t0Þ  Jðr0; t0Þdt0 dV 0 þ
Z
V M
Z t
t1
GHMðr; t; r0; t0Þ Mðr0; t0Þdt0 dV 0
ð2Þwhere VJ and VM are the ﬁnite volumes occupied by J and M, respectively. These dyadic Greens functions
satisfy the following equations:$GEJ ¼ l0 _G
HJ
$GHJ ¼ rGEJ þ e _GEJ þ dðr r0Þdðt  t0ÞI
8<: ð3Þ
$GEM ¼ l0 _G
HM  dðr r0Þdðt  t0ÞI
$GHM ¼ rGEM þ e _GEM
8<: ð4Þ
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and the associated radiation conditions at inﬁnity.
The physical meaning of each Green dyadic is clear from these equations. For example, GEJxz ðr; t; r0; t0Þ de-
notes the x component of the electric ﬁeld at point r and time t generated by an impulsive point electric current
dipole in the z direction, located at r = r 0 and excited at t = t 0.
Adjoint electromagnetic ﬁelds play an important role in inverse scattering problem. The equations for ad-
joint electric and magnetic ﬁelds, bEðr; tÞ and cH ðr; tÞ, are derived from the original ﬁeld equation (1) by a tem-
poral and spatial reﬂection transformation o/ot!o/ot and $!$, i.e.$ bEðr; tÞ ¼ l0 _cH ðr; tÞ  cM ðr; tÞ
$cH ðr; tÞ ¼ rðrÞbEðr; tÞ  eðrÞ _bE þ bJ ðr; tÞ
8<: ð6Þ
which are subject to reﬂected initial condition bE ¼ 0 ¼cH for tP t2 corresponding to excitations bJ and cM
that vanish for t > t2 and appropriate reﬂected radiation conditions. The corresponding adjoint dyadic Greens
functions satisfy the following equations:$ bGEJ ¼ l0 _bGHJ
$ bGHJ ¼ rbGEJ  e _bGEJ þ dðr r0Þdðt  t0ÞI
8<: ð7Þ
$ bGEM ¼ l0 _bGHM  dðr r0Þdðt  t0ÞI
$ bGHM ¼ rbGEM  e _bGEM
8<: ð8Þ
These adjoint Greens functions are anti-causal, that is,bGðr; t; r0; t0Þ ¼ 0 tP t0 ð9Þ
and satisfy associated reﬂected radiation conditions.
Linearity of the adjoint equations (6) indicates that the adjoint ﬁelds are representable in a form similar to
those in Eq. (2):bEðr; tÞ ¼ Z
V J^
Z t
t2
bGEJðr; t; r0; t0Þ  bJ ðr0; t0Þdt0 dV 0 þ Z
V M^
Z t
t2
bGEMðr; t; r0; t0Þ  cM ðr0; t0Þdt0 dV 0
cH ðr; tÞ ¼ Z
V J^
Z t
t2
bGHJðr; t; r0; t0Þ  bJ ðr0; t0Þdt0 dV 0 þ Z
V M^
Z t
t2
bGHMðr; t; r0; t0Þ  cM ðr0; t0Þdt0 dV 0 ð10Þ
where ﬁnite VJ^ and V M^ are the volumes occupied by bJ and cM , respectively. Note that in the above relations:
t 6 t 0 6 t2. In addition, adjoint dyadic Greens functions have the following relationships with dyadic Greens
functions:bGEJðr; t; r0; t0Þ ¼ GEJTðr0; t0; r; tÞbGEMðr; t; r0; t0Þ ¼ GHJTðr0; t0; r; tÞ
8<: bG
HJðr; t; r0; t0Þ ¼ GEMTðr0; t0; r; tÞbGHMðr; t; r0; t0Þ ¼ GHMTðr0; t0; r; tÞ
8<: ð11Þwhere superscript T indicates transpose operator.
Now, let us consider the scattering problem of a ﬁnite scatterer (damage) occupying the volume Vscat,
embedded in a background medium (host structure), and excited by electric and/or magnetic current sources
at t1 = 0. Eq. (1) holds in the two domains withr; e ¼ rðrÞ; eðrÞ r  V scat
rbðrÞ; ebðrÞ r 6 V scat

ð12Þwhere subscript b implies background. The total ﬁeld can be decomposed into incident and scattered
ﬁelds, i.e.,
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H ¼ H inc þH scat
ð13ÞThe incident ﬁeld is deﬁned as the ﬁeld due to the sources, J andM, in the absence of the damage; therefore, it
satisﬁes Eq. (1) in the background medium,$ Einc ¼ l0 _H inc M
$H inc ¼ rbE inc þ eb _E inc þ J
(
ð14ÞEquations for the scattered ﬁeld can be derived using Eq. (1), (13) and (14) as$ Escat ¼ l0 _H scat
$H scat ¼ rbEscat þ eb _Escat þ ½DrE þ De _E
(
ð15Þwhere contrast medium parameters are deﬁned asDe ¼ e eb
Dr ¼ r rb
ð16ÞIn view of Eq. (1) and (2), the scattered ﬁeld in Eq. (15) can be expressed in terms of background dyadic
Greens functions asEscatðr; tÞ ¼
Z t
0
Z
V scat
GEJb ðr; t; r0; t0Þ  Drðr0ÞEðr0; t0Þ þ Deðr0Þ _Eðr0; t0Þ
 
dV 0 dt0
H scatðr; tÞ ¼
Z t
0
Z
V scat
GHJb ðr; t; r0; t0Þ  Drðr0ÞEðr0; t0Þ þ Deðr0Þ _Eðr0; t0Þ
 
dV 0 dt0
ð17ÞIn inverse scattering problems, one attempts to quantify the material properties of the scatterer (damage)
from the scattered ﬁeld measured outside the scatterer. This inverse problem is nonlinear in contrast medium
parameters because the measured scattered ﬁeld depends on the total ﬁeld, which in turn is also a function of
the contrast parameters.3. The electromagnetic migration
The basic principles of electromagnetic migration were ﬁrst formulated by Zhdanov (1988) for the case of
diﬀusive EM ﬁeld in geophysical exploration. He introduced time-domain EM migration as the solution of the
boundary value problem in the semi-inﬁnite space (the earth) for the adjoint Maxwells equations, in which the
boundary values of the migration ﬁeld on the observation surface are determined by the measured EM ﬁeld.
Zhdanov and Portniaguine (1997) showed that EM migration can be associated with the inverse problem solu-
tion: First, they introduced the EM energy ﬂow of the residual ﬁeld, the diﬀerence between the simulated (cal-
culated) EM ﬁeld for some given model and the measured EM ﬁeld, through the observation surface as a
functional of the conductivity distribution in the model. Then, it was shown the EM migration can be consid-
ered as the ﬁrst iteration in the general EM inversion procedure, based on the minimization of the residual
ﬁeld energy ﬂow through the observation surface. They called their iterative method, the iterative EM migra-
tion. The extension of this algorithm for the case of general transient EM ﬁeld, where both conductivity and
permittivity images are obtained, was made by Zhdanov (2001).
In this study, the EM migration algorithm for the general transient EM ﬁeld in inhomogeneous isotropic
media is adopted and used for damage identiﬁcation purpose. In addition, to reduce the computational cost of
the original algorithm, diﬀerent imaging conditions including zero-time imaging condition (poststack scheme)
are introduced and the resulting images are compared.
Consider a transient electromagnetic experiment in which an electromagnetic source (actuator) at position
sj is excited with a source waveform f(t), and the transient electric and magnetic ﬁeld, E
d(r, t) and Hd(r, t), are
measured over an observation surface S from time t = 0 to t = T. It is assumed that the source and all ﬁelds
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ispðtÞ ¼
Z
S
ðDE  DHÞ  ndS ð18Þwhere n is a unit normal vector pointing outward of S (pointing away the scattering region) and the data resid-
uals are given byDEðr; tÞ ¼ Edðr; tÞ  Eðr; tÞ
DHðr; tÞ ¼ Hdðr; tÞ Hðr; tÞ ð19Þwhere Ed(r, t) and Hd(r, t) are the measured EM ﬁeld, and E(r, t) and H(r, t) are the simulated (calculated) EM
ﬁeld for a given model.
It has been shown (Zhdanov, 2002) that the power ﬂow of the residual ﬁeld is non-negative, i.e. p(t)P 0.
Note that there are no external EM sources inside the region surrounded by the observation surface S (the
scattering region). Based on the non-negativeness property of the power ﬂow, the following functional is
introduced:P ðr; eÞ ¼
Z T
0
Z
S
ðDE  DHÞ  ndS dt ð20ÞThus, the EM inversion problem can be recast as the minimization of this residual-ﬁeld energy-ﬂow func-
tional. The dependence of the functional P on the model parameters (i.e. r and e) comes from the implicit
dependence of the calculated ﬁelds E(r, t) and H(r, t) on r and e.
A gradient type method is usually applied for the solution of the minimum energy ﬂow problem, which is
based on computing the gradient direction for P and decreasing this functional iteratively in the space of the
inverse problem solutions. Let r(n) and e(n) be the conductivity and permittivity of the model at the nth iter-
ation and let cðnÞr and c
ðnÞ
e be the gradients of P with respect to r
(n) and e(n). In a gradient or steepest descent
algorithm, the model is updated by steps along the gradient directions (Wang et al., 1994):rðnþ1Þ ¼ rðnÞ  aðnÞcðnÞr
eðnþ1Þ ¼ eðnÞ  bðnÞcðnÞe
ð21Þwhere a and b are positive step lengths and their optimal values at each iteration are usually obtained using a
line-search method. For continuous models, the gradients are actually Frechet derivatives of P, i.e.cr ¼
oP
or
ð22Þ
ce ¼
oP
oe
ð23ÞThese are linear functionals such that for small perturbations dr and de about the current model,dP ¼ P ðrþ dr; eþ deÞ  Pðr; eÞ
¼ hcr; driHM þ hce; deiHM þ terms of the order kdrk
2
HM
; kdek2HM
n o
ð24Þ
where h; iHM and k  kHM indicate dot product and norm on the Hilbert space of models, respectively, with the
following deﬁnitions:hdm1; dm2iHM ¼
Z
V 0
dm1ðr0Þdm2ðr0ÞdV 0 8dm1; dm2 2 HM ð25Þ
kdmk2HM ¼ hdm; dmiHM ð26Þ
where V 0 is the domain over which the model is allowed to vary and dm stands for either dr or de.
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of the functional with respect to the model parameters at each iteration. In view of relation (24) and deﬁnitions
(25) and (26), the ﬁrst variation of P is:dð1ÞP ¼ hcr; driHM þ hce; deiHM ¼
Z
V 0
crðr0Þdrðr0ÞdV 0 þ
Z
V 0
ceðr0Þdeðr0ÞdV 0 ð27ÞThe ﬁrst variation of P using Eq. (20) together with Eq. (19) can also be obtained asdð1ÞP ¼ 
Z T
0
Z
S
DE  dH  DH  dEð Þ  ndS dt ð28Þwhere dE(r, t) and dH(r, t) are the change in the calculated data when the conductivity and permittivity of the
model are changed. The ﬁrst variation of the Maxwells equations (1) with respect to model parameters is$ dE ¼ l0d _H
$ dH ¼ rdE þ ed _E þ drE þ de _E 
(
ð29ÞThe term in the bracket can be considered as an eﬀective electric current source for the perturbed ﬁelds.
Using Eq. (2), these perturbed ﬁelds can be written in terms of dyadic Greens functions asdEðr; tÞ ¼
Z t
0
Z
V 0
GEJðr; t; r0; t0Þ  drðr0ÞEðr0; t0Þ þ deðr0Þ _Eðr0; t0Þ dV 0 dt0 ð30Þ
dHðr; tÞ ¼
Z t
0
Z
V 0
GHJðr; t; r0; t0Þ  drðr0ÞEðr0; t0Þ þ deðr0Þ _Eðr0; t0Þ dV 0 dt0 ð31ÞSubstituting Eq. (30) and (31) into (28), using relation (27), interchanging the time integrals, and then using
relations (11), the gradients of P are obtained ascrðr0Þ ¼
oP
or
¼
Z T
0
EmDðr0; t0Þ  Eðr0; t0Þdt0 ð32Þ
ceðr0Þ ¼
oP
oe
¼
Z T
0
EmDðr0; t0Þ  _Eðr0; t0Þdt0 ð33Þ
whereEmDðr0; t0Þ ¼
Z
S
Z t0
T
bGEMðr0; t0; r; tÞ  n DEðr; tÞ½   bGEJðr0; t0; r; tÞ  n DHðr; tÞ½ n odtdS ð34Þ
For the ﬁrst iteration of the inverse problem, the most logical initial guess of the model parameters are the
background (host structure) parameters. Thus, the following changes will be appliedr ! rb
e ! eb

) E ! Einc
H ! H inc

;
DE ! Ed  Einc ¼ Edscat
DH ! Hd H inc ¼ Hdscat
(
;
bGEJ ! bGEJbbGEM ! bGEMb
8<: ð35ÞThen, Eq. (34) for the migration residual electric ﬁeld is changed into the following equation for the migration
scattered electric ﬁeld:Emscatðr0; t0Þ ¼
Z
S
Z t0
T
bGEJb ðr0; t0; r; tÞ  nHdscatðr; tÞ þ bGEMb ðr0; t0; r; tÞ  n Edscatðr; tÞ n odtdS ð36Þ
In this case, the negative gradients of P with respect to the model parameters in Eq. (32) and (33) are deﬁned as
apparent contrast parameters, i.e.D r
_ðr0Þ ¼ 
Z T
0
Emscatðr0; t0Þ  E incðr0; t0Þdt0 ð37Þ
D e
_ðr0Þ ¼ 
Z T
0
Emscatðr0; t0Þ  _E incðr0; t0Þdt0 ð38Þ
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respectively.
In view of Eq. (10), it can be observed that the integral equation (36) with TP tP t 0 has the appropriate
form for propagation with the adjoint Greens functions bGEMb and bGEJb . In fact, bGEMb ðr0; t0; r; tÞðbGEJb ðr0; t0; r; tÞÞ
gives the electric ﬁeld at r 0 and time t 0 caused by a magnetic (electric) current source, here
n Edscatðr; tÞðnHdscatðr; tÞÞ, radiating at r at a later time t. Note that ordinary scattered ﬁelds, governed
by the Maxwells equations, propagate from damage to the observation surface, whereas migration scattered
ﬁelds, governed by the adjoint Maxwells equations, propagate from observation surface to their original
place, the damage. Mathematically, the imaging formulas (37) or (38) represent negative zero-lag cross-corre-
lation of the migration scattered electric ﬁeld with incident electric ﬁeld or time derivative of incident electric
ﬁeld, respectively.
In practice, the measurement is performed at discrete locations ri 2 {r1, . . ., rN} on a planar observation sur-
face. Then, the relation (36) can be written asEmscatðr0; t0Þ ¼
X
i
Z t0
T
bGEJb ðr0; t0; ri; tÞ  nHdscatðri; tÞ þ bGEMb ðr0; t0; ri; tÞ  n Edscatðri; tÞ n odt ð39Þ
Considering Eq. (10) and the adjoint ﬁeld equations (6), it can be inferred that the migration scattered elec-
tric ﬁeld Emscatðr0; t0Þ satisﬁes equations adjoint to Maxwells equations and that the source terms for these ad-
joint equations are n Edscatðri; tÞ and nHdscatðri; tÞ at all the sensor locations radiating as magnetic and
electric current sources in reverse time, respectively; i.e.,$ Emscatðr; tÞ ¼ l0 _H
m
scatðr; tÞ 
P
i
n Edscatðri; tÞ
 
dðr riÞ
$Hmscatðr; tÞ ¼ rbEmscatðr; tÞ  eb _E
m
scatðr; tÞ þ
P
i
nHdscatðri; tÞ
 
dðr riÞ
8>><>: ð40Þ
where t = T   0.
Unlike Eq. (40) in which the measurement data are treated as sources, Zhdanov deﬁned the migration scat-
tered ﬁeld as the solution of the boundary value problem for the homogeneous adjoint Maxwells equations, in
which the time-dependent boundary values of the migration ﬁeld on the observation surface are determined by
the measured scattered ﬁelds; i.e.$ Emscatðr; tÞ ¼ l0 _H
m
scatðr; tÞ
$Hmscatðr; tÞ ¼ rbEmscatðr; tÞ  eb _E
m
scatðr; tÞ
(
ð41aÞ
BC’s :
n Emscatðri; tÞ ¼ n Edscatðri; tÞ
nHmscatðri; tÞ ¼ nHdscatðri; tÞ
(
ri 2 r1; . . . ; rNf g; t ¼ T    0 ð41bÞIt should be noted that the migration algorithms will not provide a complete image of damage geometry if
only one actuator is used. The reason is that each actuator can illuminate only partial geometry of the damage.
In case of multiple actuator excitations with actuator positions at sj 2 {s1, . . ., sM}, the imaging formulas (37)
and (38) becomeD r
_ðr0Þ ¼ 
X
j
Z T
0
Emscatðr0; t0 j sjÞ  Eincðr0; t0 j sjÞdt0 ð42Þ
D e
_ðr0Þ ¼ 
X
j
Z T
0
Emscatðr0; t0 j sjÞ  _Eincðr0; t0 j sjÞdt0 ð43Þ4. Imaging steps in electromagnetic migration
The EM migration algorithm consists of the following three steps; similar to prestack migration (Claerbout,
1971):
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actuator, i.e. integral equations (39) or diﬀerential equations (40) or (41). In migration literature, the
measured scattered ﬁeld collected by the sensors on the observation surface due to a common actuator
is called common-shot gather (experiment).
(2) Application of zero-lag cross-correlation of the migration scattered ﬁeld with the incident ﬁeld or its time
derivative caused by the jth actuator, i.e. integral equations (42) and (43), which provides a partial image
of damage geometry from the jth actuator. This step is generally called zero-lag cross-correlation imaging
condition in migration literature (Claerbout, 1971).
(3) Summation of partial images obtained by diﬀerent actuator excitations. In other words, each common-
source gather is migrated independently to produce a partial image; the ﬁnal composite image is
obtained by stacking over the partial images (Chang and McMechan, 1994). In fact, this stacking process
after the migration enhances the signal-to-noise ratio (Lin and Yuan, in press).
To lower computational cost of the zero-lag cross-correlation imaging condition in prestack migration, in
step (2), Chang and McMechan (1986) developed excitation-time imaging condition. First, the excitation time
(deﬁned as the moment when a point in image area, called image point, is excited by the wave energy from the
actuator) from an actuator to each image point is computed and kept in an excitation-time (one-way travel
time) table. Then, instead of applying zero-lag cross-correlation imaging condition which needs the computa-
tion of incident ﬁeld or its time derivative at each image point at all times, the image at a speciﬁed point is
considered as the amplitude of the computed migration scattered ﬁeld at that point at its excitation time.
Although the excitation-time imaging condition is not as accurate as the zero-lag cross-correlation one, it re-
duces the computational cost dramatically.
Several methods have been used to calculate the excitation-time table in acoustic and elastic wave cases
such as ray tracing (Chang and McMechan, 1986), ﬁnite diﬀerence (FD) solution of eikonal equation (Vidale,
1988 and Zhu and Lines, 1997), and FD solution of wave equation (Chang and McMechan, 1994 and Loe-
wenthal and Hu, 1991). It should be noted that the results obtained by the third method is more accurate be-
cause it is based on the wave equation while the ﬁrst two methods rely on the high-frequency ray
approximation. Although the third method demands the highest computational cost, it remains the best choice
for accurate damage identiﬁcation. The reason is that the computation of the excitation-time table is per-
formed before the monitoring stage.
Loewenthal and Hu (1991) suggested two criteria for calculating the excitation-time table using the FD
solution of the acoustic wave equation:
(a) Maximum amplitude criterion (maximum-energy arrival criterion): The travel time of an image point is
calculated at the moment the incident wave has maximum amplitude at the image point.
(b) Minimum time criterion (ﬁrst-arrival criterion): The travel time of an image point is calculated at the
moment the incident wave hits the image point.
Audebert et al. (1997) showed that Kirchhoﬀ migration using maximum-energy travel time signiﬁcantly im-
prove the images quality especially in areas of complex structures compared to the ﬁrst-arrival travel time.
In order to enhance the resolution of the images obtained by the excitation-time imaging condition with (a)
and (b) criteria, a modiﬁed excitation-time imaging condition is introduced. In this modiﬁed condition, the
following approximation for any component of the incident electric ﬁeld (or its time derivative) is considered:eincðr0; t0 j sjÞ ﬃ Aeðr0 j sjÞd t0  seðr0 j sjÞ
  ð44Þwhere r 0, sj,se(r 0jsj), and Ae(r 0jsj) are an arbitrary image point position, the jth actuator location, the travel time
of the einc component from the actuator to the image point, and the amplitude of the einc ﬁeld component at
t 0 = se, respectively. Note that in the excitation-time imaging condition only the travel time of the incident ﬁeld
or its time derivative is used, whereas in the modiﬁed condition both travel time and amplitude of the ﬁeld are
taken into account.
In this paper, the application of the zero-lag cross-correlation, the excitation-time, and the modiﬁed exci-
tation-time imaging conditions (based on the ﬁrst-arrival or maximum-energy travel time) are examined.
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poststack migration, the recorded data should be collected in a monostatic setup (zero-oﬀset experiment), i.e.
the actuators and the sensors are collocated.
The concept of poststack migrations is based on the exploding reﬂector model (Scales, 1997): The data re-
corded in the zero-oﬀset experiment is the same that would be recorded if we placed actuators along the damage
boundary and ﬁred them oﬀ with a strength proportional to the reﬂection coeﬃcient at t = 0 in the medium hav-
ing one half of the original velocity. This means that if we somehow run the zero-oﬀset wave ﬁeld recorded at the
surface backward in time, then by evaluating the results at t = 0 (zero-time imaging condition), we would have a
picture of the reﬂection event as it occurred, provided we use half the original velocity when we run the recorded
ﬁeld backward in time. Therefore, the image can be simply obtained by applying the zero-time imaging condition
to themigration scattered ﬁeld computed in a half original velocity host structure (or a 2:1 scaled host structure).
Unfortunately, the exploding reﬂector model concept is not quantitatively correct (some of the shortcom-
ings are described in Claerbout and Black (2001) and Chen and Huang (1998)). Also, the signal-to-noise ratio
(SNR) of prestack migration is higher than that of poststack migration (Gray, 1999). Moreover, Chen and
Schuster (1999) showed in acoustic case that prestack images have better dynamic range (DNR) than that
of the poststack images. In spite of these shortcomings, poststack migration concept is also applied in this
study due to its computational eﬃciency.
A simple way to compute the migration scattered ﬁeld is to use FD discretization of the diﬀerential equa-
tions (40) or (41). In migration literature, when migration scattered ﬁeld computation is carried out by FD
discretization of the full wave equation in time-space domain, the method is generally called reverse-time
migration (RTM). Ability to consider any inhomogeneities in the host structure, high accuracy and simple pro-
gramming are some advantages of RTM. Zhu and Lines (1997) showed, in acoustic case, that reverse-time
wave equation extrapolation procedure had also the capability of implicitly interpolating missing recorded
traces (data) in FD grid, as long as net data sampling is not aliased locally either temporally or spatially. This
healing characteristic is very important in a SHMS because not only will the system be able to operate with
fewer numbers of sensors but it will be more robust when some of the sensors lose their functions. However,
including any discontinuity in the material property model of the host structure will generate internal reﬂec-
tions during migration of the recorded scattered ﬁeld and forward propagation of incident ﬁeld (or its time
derivative) and thus causes artifacts in the image (Biondi, 2004). These artifacts are generated due to the
use of full two-way wave equation.
In this paper, all synthetic sensor data, incident waveﬁeld, and migration waveﬁeld are computed with a
FDTD method.
5. Numerical results
This section ﬁrst presents the imaging algorithm specialized for 2-D transverse magnetic wave. Then, the
eﬀectiveness of the EM migration algorithm is demonstrated for 2-D damage detection in a reinforced con-
crete slab.
A two-dimensional EM ﬁeld can be generated when neither EM ﬁeld excitation nor model geometry has
any variation in one speciﬁed direction, say y-direction. Then, all partial derivatives of the ﬁelds with respect
to y are equal to zero and the EM ﬁeld can be separated into two decoupled transverse electric (TE) and trans-
verse magnetic (TM) ﬁelds. In TM ﬁeld, the magnetic vector is transverse to the y-direction and perpendicular
to the electric vector (i.e. Ey, Hx, and Hz). The TM ﬁeld can be excited by an electric current density Jy(x,z, t).
Let us consider the z-axis downward from the upper surface toward the host structure and the measurement
line parallel to the x-axis (z > 0). Therefore, n = k, where k is the z-axis unit vector. Then, EM migration
imaging formulas (42) and (43) reduce to:D r
_ðx0; z0Þ ¼ 
X
j
Z T
0
Emy;scatðx0; z0; t0ÞEy;incðx0; z0; t0Þdt0 ð45Þ
D e
_ðx0; z0Þ ¼ 
X
j
Z T
0
Emy;scatðx0; z0; t0Þ _Ey;incðx0; z0; t0Þdt0 ð46Þ
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However, the dependency of the ﬁeld on the actuator position is not shown for the sake of brevity.
The migration scattered electric ﬁeld in the above equations can be computed from the following adjoint
Maxwells equations while the measurement scattered ﬁelds are treated as sources:oEmy;scat
oz
¼ l0
oHmx;scat
ot

X
i
Edy;scatðxi; zi; tÞdðx xiÞdðz ziÞ
 oH
m
x;scat
oz
þ oH
m
z;scat
ox
¼ rbEmy;scat  eb
oEmy;scat
ot
þ
X
i
Hdx;scatðxi; zi; tÞdðx xiÞdðz ziÞ
 oE
m
y;scat
ox
¼ l0
oHmz;scat
ot
8>>>><>>>>>:
ð47ÞHowever, when the measurement scattered ﬁelds are treated as time-dependent boundary conditions (BCs),
the adjoint Maxwells equations become:oEmy;scat
oz
¼ l0
oHmx;scat
ot
 oH
m
x;scat
oz
þ oH
m
z;scat
ox
¼ rbEmy;scat  eb
oEmy;scat
ot
 oE
m
y;scat
ox
¼ l0
oHmz;scat
ot
8>>>><>>>>:
ð48Þ
BC’s :
Emy;scatðxi; zi; tÞ ¼ Edy;scatðxi; zi; tÞ
Hmx;scatðxi; zi; tÞ ¼ Hdx;scatðxi; zi; tÞ
(
ðxi; ziÞ 2 Observation line; t ¼ T    0Now, a reinforced concrete slab (depth: 5 cm) with three square rebars having 0.707 cm sides and center
locations (1, 2.5), (5, 2.5), and (9, 2.5) cm is considered as the host structure. Fig. 1 illustrates the cross-section
of the damaged structure having a horizontal crack (crack area: 1 cm · 0.2 cm) with the center at (2.05, 2.5) cm
and a debonding between the middle rebar and concrete with the debonding thickness of 0.2 cm. It is assumed
that above and below the slab is occupied by air and actuators and sensors are located on the upper surface of
the concrete slab.
The time history of the current density (unit in Amperes) is considered to be a Hanning window modulated
sinusoid:f ðtÞ ¼ ½HðtÞ  Hðt  Np=fcÞ½1 cosð2pfct=NpÞ sinð2pfctÞ ð49Þ
where H(t) is Heaviside function, Np = 0.5, and fc = 4.34 GHz is the dominant (central) frequency. Consider-
ing relative dielectric constant and conductivity of the concrete to be er = 5.3 and r = 0.05 S/m, the central
wavelength of the excitation signal inside the concrete is about 3 cm ðkc ﬃ c0=ð ﬃﬃﬃﬃerp fcÞÞ. Also, based on
3% of the maximum amplitude of the excitation signal spectrum, the maximum frequency and minimumFig. 1. Cross-section of a reinforced concrete slab with multiple damages.
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that the properties of the rebars are er = 1 and r = 1.03 · 107 S/m.
In this paper, a FDTD method based on Yee algorithm (Yee, 1966) with second–order of accuracy in both
time and space is used for computation of all synthetic sensor data, incident ﬁeld, and migration ﬁeld. In order
to avoid numerical dispersion and to ensure numerical stability, the FD grid sizes and the time step were cho-
sen (Taﬂove, 1995): Dx = Dz = 1 mm and Dt ¼ 0:9Dx=ðc0
ﬃﬃﬃ
2
p Þ, where c0 = 3 · 108 m/s is the velocity of the EM
waves in air.
The actuator and sensor spacings, Da and the Ds, are important factors in image quality. A coarse actuator
or sensor spacing will introduce spatial aliasing artifacts and lowers the dynamic range in the image (Chen and
Schuster, 1999). In Kirchhoﬀ migration, time-reversal, and diﬀraction tomography algorithms, for instance,
the sensor spacing should not be more than one-half of the minimum wavelength of the signal in the structure,
i.e. Ds = kmin/2 (Schnieider, 1978; Alam et al., 2004; Kak and Slaney, 1988 and Weedon et al., 2000).
First, the imaging results of the EM migration in its prestack form with Da = 10 mm are presented. To show
the eﬀects of diﬀerent measurement scenarios, sensor spacing, measurement noise, and discontinuity of the
material properties of the host structure on the quality of the images, the following cases are investigated:
(A) Edy;scat and H
d
x;scat (as BCs; Ds = 7 mm = kmin)
(B) Edy;scat and H
d
x;scat (as sources; Ds = 7 mm = kmin)
(C) Edy;scat (as BCs; Ds = 7 mm = kmin)
(D) Hdx;scat (as BCs; Ds = 7 mm = kmin)
(E) Edy;scat and H
d
x;scat (as BCs; Ds = 7 mm = kmin; contaminated by noise with SNR = 5)
(F) Edy;scat and H
d
x;scat (as BCs; Ds = 7 mm = kmin; model: half-space concrete slab without rebars and the
same damages)
(G) Edy;scat and H
d
x;scat (as BCs; Ds = 5 mm ﬃ 0.7kmin)
(H) Edy;scat and H
d
x;scat (as BCs; Ds = 10 mm ﬃ 1.4kmin)
It should be mentioned that the conductivity and permittivity images with correlation imaging conditions are
constructed from Eq. (45) and (46), respectively. Figs. 2–7 show the images obtained by the EM migration
algorithm with diﬀerent imaging conditions in case (A). Clearly, the conductivity images are superior to the
permittivity ones. The geometries of the damages are correctly identiﬁed with the least artifacts in conductivity
images shown in Figs. 3 and 5. Note that the actuator–sensor array can only reconstruct the upper part of the
debonding due to the total reﬂection of EM waves by the metal rebar. Generally, the quality of the images
based on the modiﬁed excitation-time imaging condition is better than that of the images based on the exci-
tation-time imaging condition. From the conductivity images, it is also observed that the application of the
maximum-energy travel time provides much better images compared to the images obtained by the ﬁrst-arrival
travel time. Note that the modiﬁed excitation-time imaging condition with maximum-energy travel time pro-
duces images comparable to the images obtained by the zero-lag cross-correlation imaging condition.Fig. 2. Case (A): the permittivity image; zero-lag cross-correlation imaging condition.
Fig. 3. Case (A): the conductivity image; zero-lag cross-correlation imaging condition.
Fig. 4. Case (A): the conductivity image; excitation-time imaging condition (max-energy travel time).
Fig. 5. Case (A): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time).
Fig. 6. Case (A): the conductivity image; excitation-time imaging condition (ﬁrst-arrival travel time).
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Fig. 7. Case (A): the conductivity image; modiﬁed excitation-time imaging condition (ﬁrst-arrival travel time).
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the scattered data are treated as sources instead of time-dependent boundary conditions in EM migration, case
(B), the quality of the images is deteriorated (by increasing the artifacts especially at sensor locations and not
completely identifying the damage geometry). Note that unlike case (A), the permittivity images are superior
in this case. Figs. 8 and 9 show permittivity images based on zero-lag cross correlation and modiﬁed excita-
tion-time (with maximum-energy travel time) imaging conditions, respectively.
When only Edy;scat is used as BCs in the algorithm, case (C), the resulting images are very similar to those
obtained using both Edy;scat and H
d
x;scat. Figs. 10 and 11 illustrate conductivity images based on correlation and
modiﬁed excitation-time (with maximum-energy travel time) imaging conditions, respectively. Figs. 12 and 13
also show two conductivity images when only Hdx;scat is used in the algorithm, case (D).
To show the robustness of the imaging algorithm to measurement noise, each components of the measure-
ment data, Edy;scat and H
d
x;scat, are contaminated by an additive white Gaussian noise with zero mean and stan-
dard deviation r (not confused with the conductivity). SNR is considered to be equal to 5 with the following
deﬁnition for the Edy;scat component:SNR ¼ 10log10
Mean Edy;scat
 	2
 
r2
8><>:
9>=>; ð50ÞFigs. 14 and 15 show the measurement noise eﬀect on two conductivity images in case (E).
It should be noted that the artifacts present in the images are due to several factors some of which are
coarse actuator and sensor spacing, limited aperture of the measurement line, limited bandwidth of the exci-
tation signal, and discontinuity in the material properties of the host structure. To realize the eﬀect of the last
factor, a new model including a half-space concrete without rebars and the same damages is considered. Figs.
16–21 illustrate some images in this case.Fig. 8. Case (B): the permittivity image; zero-lag cross-correlation imaging condition.
Fig. 9. Case (B): the permittivity image; modiﬁed excitation-time imaging condition (max-energy travel time).
Fig. 10. Case (C): the conductivity image; zero-lag cross-correlation imaging condition.
Fig. 11. Case (C): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time).
Fig. 12. Case (D): the conductivity image; zero-lag cross-correlation imaging condition.
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Fig. 13. Case (D): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time).
Fig. 14. Case (E): the conductivity image; zero-lag cross-correlation imaging condition; Noisy data SNR = 5.
Fig. 15. Case (E): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time); Noisy data SNR = 5.
Fig. 16. Case (F): the permittivity image; zero-lag cross-correlation imaging condition; Half-space concrete.
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Fig. 17. Case (F): the permittivity image; modiﬁed excitation-time imaging condition (max-energy travel time); Half-space concrete.
Fig. 18. Case (F): the permittivity image; modiﬁed excitation-time imaging condition (ﬁrst-arrival travel time); Half-space concrete.
Fig. 19. Case (F): the conductivity image; zero-lag cross-correlation imaging condition; Half-space concrete.
Fig. 20. Case (F): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time); Half-space concrete.
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Fig. 21. Case (F): the conductivity image; modiﬁed excitation-time imaging condition (ﬁrst-arrival travel time); Half-space concrete.
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case. Moreover, the quality of the images based on the ﬁrst and maximum-energy arrivals becomes very close
due to this simple host structure. Notice how some artifacts in case (A), especially the ones near the interfaces,
disappear on the corresponding images in case (F).
In order to show the eﬀect of the sensor spacing on the images quality, the images with three diﬀerent spac-
ing values, Ds = 0.7kmin,kmin,1.4kmin, are compared. Figs. 22–24 show the conductivity images based on the
modiﬁed excitation-time imaging condition and maximum-energy arrival for diﬀerent sensor spacings. The
artifacts due to the coarse sensor spacing can be easily observed in Fig. 24 with Ds = 1.4kmin.
Now, let us perform the poststack form of the EM migration. To this end, zero-time imaging condition is
applied to the migration scattered ﬁeld components ðEmy;scat;Hmx;scat; and Hmz;scatÞ computed in a 2:1 scaled host
structure model. Therefore, three diﬀerent images can be obtained. As previously mentioned, the measurementFig. 22. Case (G): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time); Ds = 0.7kmin.
Fig. 23. Case (A): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time); Ds = kmin.
Fig. 27. The Hmz;scat-image obtained by poststack EM migration; 26 actuator/sensor pairs.
Fig. 24. Case (H): the conductivity image; modiﬁed excitation-time imaging condition (max-energy travel time); Ds = 1.4kmin.
Fig. 25. The Emy;scat-image obtained by poststack EM migration; 26 actuator/sensor pairs.
Fig. 26. The Hmx;scat-image obtained by poststack EM migration; 26 actuator/sensor pairs.
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Fig. 28. The Emy;scat-image obtained by poststack EM migration; 26 actuator/sensor pairs.
Fig. 29. The Emy;scat-image obtained by poststack EM migration; 26 actuator/sensor pairs.
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on the exploding reﬂector model does not represent the zero-oﬀset data. Therefore, instead of solving the for-
ward problem one time using exploding reﬂector model, the problem should be solved as many times as the
number of sensor/actuator pairs using the actual damaged model to obtain the synthetic data. It is worth men-
tioning that Sanada and Ashida (1998) applied a 2-D TM poststack reverse-time migration using FDTD
method. However, the synthetic sensor data was calculated based on incorrect exploding reﬂector model.
The resulting images using the data collected by eleven sensor/actuator pairs (Ds = Da = 1 cm), not shown
here, had a lot of strong artifacts such that the damages could not be identiﬁed. The following images are ob-
tained with twenty six sensor/actuator pairs (Ds = Da = 0.4 cm). Figs. 25–27 present three resulting images
when both Edy;scat and H
d
x;scat are used as BCs in the algorithm.
The best image, Emy;scat-image, when E
d
y;scat and H
d
x;scat are used as sources in the algorithm is shown in
Fig. 28.
The images when only Edy;scat is used as BCs are very similar to Figs. 25–27. Finally, the best image when
only Hdx;scat is used as BCs is displayed in Fig. 29.
In view of the poststack images, it is observed that Emy;scat-images provide the highest resolution. However,
even with 26 collocated actuator/sensor pairs, the quality of the Emy;scat-images are lower than the prestack
images quality.
6. Conclusions
Knowing that identifying geometries of damages with fast algorithms is the primary and minimum goal of a
SHMS, EM migration has been adopted to image diﬀerent damages in reinforced concrete structures. This
algorithm has been formulated in time-domain for 3-D inhomogeneous isotropic and lossy structures. To
speed up the imaging process, the application of diﬀerent excitation-time imaging conditions instead of apply-
ing zero-lag cross-correlation imaging condition has been examined. Moreover, the images based on the
S. Nojavan, F.-G. Yuan / International Journal of Solids and Structures 43 (2006) 5886–5908 5907poststack concept have been compared to the prestack images. To show the eﬀectiveness of the imaging algo-
rithm, numerical simulations in 2-D TM case for a reinforced concrete slab with multiple damages have been
performed. All synthetic sensor data, incident ﬁeld, and migration ﬁeld have been computed via a FDTD
method with second–order of accuracy in time and space.
Considering the resulting images, the following conclusions may be drawn:
• The EM migration algorithm is able to correctly identify the damages geometries.
• The algorithm is quite robust against measurement noise.
• When the scattered data are used as sources instead of time-dependent boundary conditions in EM migra-
tion, the quality of the images is deteriorated.
• The application of the modiﬁed excitation-time imaging condition with maximum-energy travel time pro-
duces images with quality close to those produced by zero-lag cross correlation imaging condition. Thus,
the application of the modiﬁed imaging condition to the imaging algorithm signiﬁcantly reduces the com-
putational cost without losing the image quality.
• Although in the 2-D EM migration algorithm both Edy;scat and H
d
x;scat appear in the formulation, a complete
image still may be constructed using one of these components.
• If any discontinuity in material properties exists in the host (healthy) structure model, some artifacts may
occur in the resulting image.
Examining the poststack images, it is observed that the quality of the images is lower than those in the pre-
stack form, as expected. However, the poststack concept may be employed when a rough but fast damage
identiﬁcation is required.
To further reduce the computational cost of the algorithm, solving the integral equations representing the
migration scattered waveﬁeld with pre-computed Greens functions instead of solving the diﬀerential equa-
tions using FDTD method need to be investigated.Acknowledgement
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