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Abstract
We consider the deformation 'I'a(X) ([10], [5]) of the algebra of pseudo-differential
operators on the total space of a fibration of closed manifolds X -± M, defined by
using the blow-up technique of Melrose. We compute the Hochschild homology of this
algebra and of certain ideals and quotients. We prove a general criterion, from which
we deduce that the ideals involved are H-unital. In particular, we study the long exact
sequence induced by the inclusion of the ideal of "smoothing" adiabatic operators.
The homology of this ideal is related to the cohomology of the base. We define
(filtered) higher analogues of the Residue trace of Wodzicki and Guillemin, which
are strongly related to the homology of the smoothing ideal. They are the explicit
leading terms of certain Hochschild cochains on the algebra of adiabatic symbols. We
use them to compute the boundary map in the homology long exact sequence.
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Chapter 1
Introduction
Let T(Y) be the algebra of pseudo-differential operators of integral order on a closed
manifold Y'. Related to this algebra, consider the following three functionals:
* the trace Tr, defined on smoothing operators;
" the residue trace TrR [16], defined on the whole algebra; TrR is a genuine trace,
i.e. it vanishes on commutators;
* the index map Index, defined on elliptic symbols between two bundles over Y.
These functionals have interesting interpretations in the framework of Hochschild
(co)-homology. Namely, the trace Tr is a generator of HH'(rno(Y)), which is con-
centrated in dimension 0. The residue trace TrR is a generator of HHO(Iz(Y)). Let
us now interpret the index map. To the knowledge of the author, this interpretation
is due to Melrose and Nistor [13]. Consider an elliptic operator A between two trivial
CN bundles on Y. Let B be a pseudo-inverse, i.e.
Id2 - AB= PcokerA, Id1 - bA= PkerA
where P are projections, and Id are the identity operators in the two bundles. Let
A, B be the images of A, B in the symbol algebra T'(Y)/ * -(Y). Then tr(A 0 B) =
S aij 0 b0 i defines a Hochschild cycle on x(Y)/xF- (Y). Here tr is the generalized
trace functional [8].
More generally, let E, .F be two vector bundles over Y. Let A : S - F be elliptic,
and B a pseudo-inverse. We can assume that E, F are sub-bundles in two trivial
CN bundles, and choose Pe, PF projections. Then PAPc, respectively PgbPw are
extensions of A, b to CN. Define tr(A 0 B) := tr(P2AP1 0 P1BP 2).
Lemma 1.0.1 If dimY > 2, then the class of tr(A 0 B) in HH1(4(Y)/'1r (Y))
does not depend on the choices made.
Proof: Choose a different trivialization of the first CN bundle, and let C = (cij)
Y -* MN(C) be the matrix of change of coordinates. We want to show that tr(A OB)
is homologous to tr(CA 0 BC- 1). We have
b(tr(CA 0 B 0 C- 1)) = tr(C 9 C- 1 - CA 9 BC-1 + A B).
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Observe that tr(C 0 C-1) belongs to the Hochschild complex of the subalgebra D(Y)
of differential operators. This subalgebra has zero homology in dimensions smaller
than dim Y (see for instance [2]), whence the lemma. F
Note that if Y is a circle and C(et) = et, then the cycle C 0 C-1 does not vanish
in HH1 (TI(Y)).
In [17], Wodzicki proved that the short exact sequence
0 -+ 4v-(Y) -+ '(Y) -a XF(Y)/XF- (Y) - 0
induces a long exact sequence in homology, hence a map J5: HH1(4'(Y)/T- (Y)) -
HHo(T-I (Y)). Let Q be a positive elliptic scalar operator. Seeley [15] proved the
existence of a holomorphic group {Qz}zec of pseudo-differential operators of order z.
The derivative at z = 0 of conjugation by Qz defines an exterior derivation DQ on
1(Y). This induces a map of order -1 on HH.(4(Y)), denoted eDQ [8]. Using the
commutation formula
Q-Z BQz - BQz[A, B] = [QzA, B] + zQQ A, (1.1)z
one can easily show that
Index(A) = Tr(J(tr(A 0 B))) = TrR(eDQ(tr(A 0 B)))
by evaluating Tr(Qz [A, B]) at z = 0. This provides the interpretation of Index and
motivates the definition of a 1-cocycle Ind = Tr o 6.
Our results concern the case where the algebra xF(X) is replaced by the adiabatic
limit. Let X -+ M be a fibration of closed manifolds. Roughly speaking, the adiabatic
limit algebra of this fibration is the algebra xJa(X) of pseudo-differential operators
with symbols of the form a(x, y, t , , t) in local coordinates. Here t is a parameter in
[0, o), y, rj are coordinates on the cotagent bundle of the fibers, and x, on the base.
The definition of Ia(X) is made precise and coordinate-free in Chapter 2. We observe
that Coo [0, oo)t[t 1 ] is central in Ia(X), hence the homology (over C) of Ta(X) will
be "doubled" by the presence of dt E HH1.
We introduce two outer derivations on the adiabatic algebra. For one of them, we
construct a holomorphic group {QZ}zEc of adiabatic operators. We do not prove the
existence of the complex powers of any positive adiabatic operator of order 1. The
other derivation is, in some sense, the derivative with respect to t. These derivations
play an important role in our computations. The family QZ is also used in the
definition of the residues in Chapter 7.
The adiabatic algebra has two filtrations: F is the space of operators of order at
most i, and T is the space of operators vanishing at least to order j at t = 0. Denote
by Ia'(X) the ideal of operators in F__,_ i.e. of order -oo. Then the graded algebra
of Fa 0(X) with respect to the filtration T is isomorphic to the algebra of Laurent
series whose coefficients are families of suspended pseudo-differential operators [12].
This means that the Fourier transform of an element in Tj/T+1X'I (X) is a family
of operator on the fibers of X -± M.
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In Chapter 3, we compute the homology of the symbol algebra, qfa(X)/4 "0 (X),
using the spectral sequence argument from [2]. The adiabatic symbols live naturally
on a modified cotangent bundle, T*X -+ X x [0, oo). There is a natural map #a
from T*X x [0, oo) to W*X which is an isomorphism for t > 0, but fails to be an
isomorphism at t = 0. To compute di, we replace the symplectic duality operator *
of Brylinski [1] with its adiabatic version, *a, obtained from #;1* * #* by means of a
connection V in X -+ M.
The main difference from the case of the algebra ''(X) is that now the "smoothing"
ideal, T; 00 (X), has homology in dimensions from 0 to n + 1. Except in dimension
0, the homology is concentrated near t = 0. This is computed in Chapters 4 and 5
using the spectral sequence associated to the filtration T. The adiabatic duality *a
is again involved in the computation. The isomorphism with a certain cohomology
space is realized by the map *aK, where K is an analogue of the Hochschild-Kostant-
Rosenberg map HKR:
ao 9 ... & a F Trv(oVt'1 A ... A Vtdk). (1.2)
Here & denotes the Fourier transform in the fibers of T*Mit=o of the smoothing adi-
abatic operator a, and Vt = V + dt A .
In Chapter 6, we prove that a large class of algebras, which are deformations of
H-unital algebras, are themselves H-unital. The residual ideals of the two filtrations
of 'a(X) both fit into this class. This implies the existence of a long exact sequence
of Hochschild homology groups induced from the short exact sequence
0 -+ Ta* (Y) -+ Ta(Y) + 'Fa(Y)/;-' (Y) -4 0.
Comparing with the previous discussion, the boundary maps in this long exact se-
quence are therefore higher dimensional analogues of the 1-cocycle Ind. It would be
interesting to exhibit higher Hochschild chains arising from geometrical objects, by
analogy with Lemma 1.0.1, and then describe their image under the boundary maps.
In Chapter 7 we compute the boundary maps 6 in our identifications of Hochschild
homology. For this, we introduce some higher analogues of the residue trace. Ignoring
the complications arising from the "doubling" phenomenon, this functionals are de-
fined in dimensions up to dim M, with values in A'(M). Namely, let a E TiCk(4a(X))
and let ao 0 .. . 0 ak be the image of a in TiCk (4a(X))/Ti+1Ck (4a(X)). Define Ri(a)
by
a + Resz-o *aTrv(QaV t a1 A ... A Vtdk).
f TMi=o/M Qa
This map can be rewritten
Resz~o J *aK. (1.3)
We replace the commutation (1.1) by a suitable identity in higher dimensional
Hochschild homology. We prove that our residue functionals are the first components
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(in the T filtration) of some Hochschild cochains. This means that while we restrict
the order of vanishing, we allow arbitrary operator orders in our residue.
Theorem 1.0.2 The map Ri : TiCk('Ia(X)) 4 A"- (M) has the following proper-
ties:
1. Ri vanishes on chains of sufficiently small total operator order, hence it descends
to TiCk(4a(X)/af(X)).
2. If a C TiCk (qa(X) / a '(X)) is Hochschild exact, then Ri(a) is deRham exact.
3. If a C TCk(4'a(X)/47a'(X)) is Hochschild closed, then Ri(a) is deRham closed.
Therefore Ri descends to Hochschild homology, with values in the deRham coho-
mology of the base M. For comparison, the only such cochain known in 'I(Y) is the
residue trace, in dimension 0. The proof of this result is based on the relationship be-
tween formulas 1.2 and 1.3. Note that if M {pt}, then Ja(X) a C ([o, 00), '(X)),
and our residues are only defined in dimensions 0 and 1. The former is just the residue
trace, and the latter the "double" of the residue in dimension 0.
In Appendix A, we describe an explicit chain representing the image of the "un-
doubled" part of HH (a ' (X)) in HH,(Ia(X)), in the case when the Euler class of
M is non-zero.
In Appendix B, we give a condition for the homology of a sheaf of algebras A to be
computable by Cech cohomology. We would like to stress that the Hochschild complex
of A is not a sheaf on the same space as A. In the case of the algebra C (Y), one
way around this problem is to choose a different complex for Hochschild homology,
and check that it is a complex of sheaves and quasi-isomorphic to the Hochschild
complex. This is done in [3]. It is not clear how to make the corresponding change
in the definition of the Hochschild complex for more general algebras.
Finally, in Appendix C, we note that the periodic cyclic homology of the algebra
of adiabatic symbols does not depend on the star product; in other words, it is the
same for any deformation of the commutative product on homogeneous symbols.
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Chapter 2
Preliminaries
2.1 The adiabatic algebra
Let X'+' -7+ M' be a fibration of compact manifolds. Denote by TX/M the vertical
sub-bundle of TX. Let t E [0, oo) be a parameter. Consider the following class of
1-parameter families of vector fields on X:
Definition 2.1.1 A smooth family v : [0, oo) -+ F(X, TX) of vector fields is called
adiabatic if v(0) E P(X, TX/M).
Mazzeo and Melrose [9] remarked that the adiabatic vector fields are the sections of a
vector bundle over X x [0, oo), called 'TX. The existence of 'TX follows by exhibiting
local trivializations, i.e. by proving that the adiabatic vector fields form a locally free
sheaf of C (X)-modules: if {Vi, Hj} form a local basis of TX over U x D C X, where
D c M, then {V, tHj} form a basis for the adiabatic vector fields over U x D x [0, oc).
In general, the vector bundles TX x [0, oo) and "TX are isomorphic as bundles over
X x [0, oo), but not canonically isomorphic.
Definition 2.1.2 Let
Ta : "X -+ TX x [0, oo)
be the tautological map of vector bundles which transforms a section of TX into itself,
viewed as a time-dependent section of TX. Let $a : T*X x [0, oo) - "T*X be the dual
map.
Following [10], [5], we construct an algebra of pseudo-differential operators in
which the adiabatic vector fields are the differential operators of order exactly 1.
This algebra is defined as a space of conormal distributions on a "radial blow-up" of
X x X x [0, oo). More precisely, let X xM X be the fiber product in X x X. For
Y C aZ, let us denote by S+N(Y) the positive half-sphere of the normal bundle NY
of Y inside Z.
Definition 2.1.3 ([10]) Let
Xa2 = [X 2 x [0,oc); X X M X x {0}].
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As a set, this is defined as (X 2 x [0, oo) \ X xM X x {0}) U S+N(X xM X x {0}).
The front face, denoted ff, of the blow-up, is S+N(X x M X x {O}).
This set has a natural C structure, defined by gluing the two parts along the normal
geodesic flow of some Riemannian metric. As a manifold with corners, it has one
boundary component of codimension 1 if n = 0, three if n = 1 and two otherwise.
There exists a natural blow-down map # : X _ -+ X 2 x [0, oo). Let A be the
diagonal in X 2. We define A, the lifted diagonal, to be the closure in X of #'(L x
(0, o)).
Definition 2.1.4 Let Qa be the pull-back on X2 via 7FR o 3 of the density bundle
Q = Qnm+n(T*X).
Note that the lifted diagonal is transversal to the front face. Let 2Xa be the double
of Xa across the front face. By definition, a distribution on Xa, conormal to the lifted
diagonal, is smooth up to the front face if it is the restriction of a distribution on 2Xa,
conormal to 2 Aa.
Proposition 2.1.5 The set of adiabatic differential operators (defined as composi-
tions of adiabatic vector fields) is exactly the space of the Qa-valued distributions on
X2, supported on the lifted diagonal and smooth up to the front face.
Proof: The action of a distribution A E D'(Xa) on f E C (X x [0, oc)) is defined
via the left and right projections lrL, WR and the blow-down map 3:
f - (7rLo /3)*(A(WR 0 #)*f)-
The support condition implies that this action is local, hence A defines a differential
operator. One can check directly in local coordinates that the differential operators
that lift to X2 are exactly the adiabatic differential operators. Conversely, from
Schwartz's kernel theorem, differential operators define distributions on X 2 supported
on the diagonal. The distributions coming from adiabatic operators lift via 3 to X .
These operations are inverse to each other. l
Definition 2.1.6 Let TO'Qa(X) be the space of those Qa-valued distributions onX
which are classical conormal to the lifted diagonal (i.e. of integral order and 1-step
poly-homogeneous), vanish rapidly to the boundary faces of Xa other than the front
face, and are smooth to the front face. They form naturally a module over Co ([0, oc)).
The adiabatic algebra, 'Fa(X), is by definition ToX4a(X)[t- 1 ], the space of adiabatic
operators of t-order 0, with t-1 adjoined.
Note that the function t is not a zero-divisor, hence by adjoining t-1 , the space
To'a(X) injects in XJ a(X).
Definition 2.1.7 Let 'a(X) denote the subspace of distributions in Pa(X) which
vanish rapidly at all boundary faces of X . Let
T (0,00) (X) : = C, ((0, oo) , IF(X))
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be the algebra of one-parameter smooth families of pseudo-differential operators on
X. The topology on T(X) is a direct limit of Frechit topologies, described in Section
2.3.
Remark 2.1.8 The blow-down map / induces an isomorphism of XI'a(X) with
C ([0, oo), 'IT(X)), the ideal of rapidly vanishing families in (0,oW)(X). Thus 'a(X)
has a natural algebra structure.
Theorem 2.1.9 (Melrose [11]) XI'a(X) has an algebra structure such that XIa(X)
with the above product becomes an ideal of Ta(X).
Proof: The composition rule is defined by constructing a triple blow-up spaceX,
such that there exist three maps to X2 which are b-submersions. Associativity follows
from the action of Ia(X) on Co (X x [0, oo)).
2.2 Ideals, quotients and filtrations
Proposition 2.2.1 The map qa from Definition 2.1.2 induces a canonical splitting
SX~t=o c- TX/M E 7r*TM.
Proof: First, there is a natural inclusion map TX/M x [0, oo) -+ TX, which views a
time-dependent family of vertical vector fields as an adiabatic family. Hence TX/M
is naturally a subspace of TXit=o. Obviously, #a kills this subspace. We claim that
the null-space of Oa is isomorphic to lr*TM. Indeed, consider the following maps of
vector bundles over X x [0, oo):
TX/M x [0, oo) -+ TX x [0, oo) ' TX 4 TX x [0, oo),
where the first map is inclusion and the second is multiplication by t. Restricting at
t = 0, we get an exact sequence. Hence Null(a4c) c im(t.) e TX/(TX/M) r*TM.
The last isomorphism is induced by rk.
Corollary 2.2.2 T*Xto is canonically isomorphic to 7w*T*M D (TX/M)*.
Proposition 2.2.3 The normal bundle to the lifted diagonal in X2 is canonically
isomorphic to TX.
Proof: Note that Aa is diffeomorphic to X x [0, oo). Recall that for any t > 0, TX,
is isomorphic to TX via #a , and that the blow-down map / is a local diffeomorphism
around any t > 0. Define a map from TX to TX 2  in the interior of X2 by
v - #3 (v, 0). This map extends to be non-degenerate and transversal to Aa at
t = 0. l
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Proposition 2.2.4 The interior of the front face of X2 is naturally diffeomorphic to
X xM X xM w*TM. As such, it has a vector bundle structure.
Proof: From the definition, ff fibers over X xM X. Define the "0-section" in this
bundle as the class of the tangent vector O,. Now take an adiabatic vector field v
which lives in w*TM at t = 0 (see Proposition 2.2.1) and lift it via FR a 0 to X2.
The restriction of the lift f) at the front face is tangent to ff and depends only
on the restriction of v at t = 0. Moreover, the projection of b onto the 0-section
X xM X vanishes, since it coincides with the lift of v viewed as a family of vector
fields vanishing at t = 0. On the other hand, the map TX -+ TX2, given by lifting
vector fields, is pointwise injective. It follows that for any (x, y) E X x M X, we have
a linear isomorphism (ii*TM)x - T(ff(,y)). This map preserves Lie brackets since
lifting vector fields does. Choose a basis v1,... , vn of "TxX. We get a commuting set
of vector fields on (fftx,y)), which span T(ff(x,y)) at every interior point. The forms ac
in the dual basis are closed, and since ff(x,y) is contractible, they are also exact. Let fi
be the primitives that vanish at the 0-section. Define a map f : (ff(x,y)) -+ (w*TM)x
by p H-> E fi(p)vi; f must be injective, since dfi are nowhere zero. It is easy to see
that this map does not depend on the choice of the basis vi. Moreover, 0/Ofi = ji.
Hence, if f(p) = v, then p = c.,(1), where cf, is the integral curve of the vector field
f) starting at the 0-section. Since the vector fields Ui are tangent to ff, which is
a compact manifold with boundary, they must also be tangent to the boundary offf. It follows that their integral curves live on ff and that an integral curve which
touches the boundary is completely contained in it. This shows that the map f is
also surjective.
Definition 2.2.5 The algebra XI'a(X) is filtered by the order, defined as the order of
singularity at the lifted diagonal. We denote this (increasing) filtration by Fi, i E Z.
The smoothing ideal F__,'Ia(X) is denoted by TJ- (X). The quotient Sa(X)
XF a(X)/l X(X) is called the adiabatic symbol algebra:
0 -+ ''- 0 (X) - 'Ja(X) - Sa(X) -+ 0. (2.1)
Definition 2.2.6 In this paper, we denote by Sz(V) the poly-homogeneous symbols
of integer order, by S(V) the Schwartz (rapidly vanishing) symbols, and by S(V)
S2 (V)/S(V) the formal symbols on a vector bundle V.
The filtration F is complete on Sa. Let GYSa(X) = FSa(X)/Fi_1Sa(X) be the
filtration quotients. Not surprisingly, the associated graded algebra GFSa(X) can be
identified with the set of symbols on the appropriate cotangent bundle:
Proposition 2.2.7 There is a natural identification
GnSa(X) GC(T*X \{f0}) [t-] = Si("*X)[t-1].
Hence G Fga(X ) Sz(aT*X)/S- "("T*X )[t-1] =- S("7*X )[t-1].
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Proof: The subscript i denotes the homogeneity degree in the cotangent fibers.
Remark 2.1.8 implies that q'!a coincides with T (o,,)(X) when localized around t # 0.
The symbol map on '(o,,,c) (X) gives the desired identification, which does not depend
on the localization. This identification extends down to t = 0, as one can see in local
coordinates. Alternately, by Proposition 2.2.3, this follows from the definition of
conormal distributions. The identification involves Fourier transform in the fibers of
7X, with respect to the density Q, pulled back from Xa. 2
There is another (decreasing) filtration on 'a(X), denoted Tj, j E C.
Definition 2.2.8 We say that A C TjXIa(X) if A vanishes at order j at 0.
This filtration descends to TI~"(X), Sa(X) and Ia(X).
Definition 2.2.9 Let A 0 (X) = 'a(X)/'a(X) be the formal adiabatic algebra. Let
VO be the vertical algebra associated with XIa(X),
V" = T 0 4a(X)/T1ia(X).
Definition 2.2.10 Let Ia(X) =;;(X)/(X'a(X) n T -00(X)) be the formal smooth-
ing ideal. Let V = T 0(Ia(X))/T1(Ia(X)) be the vertical smoothing ideal associated to
Ia(X). Let Saa(X) = Sa(X)/([0, oo))Sa(X) be the formal symbol algebra.
Proposition 2.2.11 Fourier transform identifies V with S(X x m X X M *X, QR)-
Proof: An element in V is the restriction to the front face of a non-singular smoothing
adiabatic operator. On ff, Qa (see Definition 2.1.4) decomposes as QR 0 Q(WX).
We identify such a restriction with its Fourier transform in the vector fibers. E
Proposition 2.2.12 If X -+ M is the identity fibration, i.e. X = M, then there exist
also canonical isomorphisms V(M) SZ(WT*X, QR), VIP(M)/V(M) C S(T*X, QR).
Proof: The proof of Proposition 2.2.11 applies. Note that this is not true if X $ M.
LI
2.3 Hochschild Homology
Let A be an unital algebra (over C). Let C (A) = AO'+ 1 be the space of Hochschild
chains. For j = 0, . . . , i, define bj : Ci(A) - C_ 1(A) by
ao 9 ... 9 aj & aj+ 9 .l.. 0 ai ao 0 ... (D ajaj+ 0 ... 0 aj.
Define the Hochschild boundary map by b = Zo(-1)ibj. By a direct computation,
b2 = 0. The homology of the complex (C., b) is the Hochschild homology of the
algebra A (relative to A).
If A is not unital, let A be the augmented algebra A E C. We define the chain
spaces of A by Ck(A) = ker(A1k+1 -+ C&k+1). This definition, applied to an unital
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algebra, gives different chain spaces from the ones above. Nevertheless, there are
canonical chain maps which induce isomorphisms on homology.
If A is a topological algebra with a Frechet topology, we replace in the definition
of the chain spaces the tensor product with the projective tensor product.
We define the topology on TOI-' (X) by the following semi-norms: choose bound-
ary defining functions pi for the hyper-surfaces of Xa other than ff. Define ||Allr,=||p'A1l1c. The ideal 'a"(X) becomes a direct limit of Frechet spaces.
Choose an embedding TX = N(A) -+ X2 , such that TX/M maps to X xM X.
This induces a map TX -+ X 2 x [0, oo), which lifts to Xa. The restriction at t = 0 of
this map is the map of vector bundles induced by TX/M -+ X x MX (see Propositions
2.2.4 and 2.2.1). Choose a cut-off function on X 2, supported inside the image of
TX. Let 0 denote its pull-back to Xa. Then every adiabatic operator A splits in
A = A+ (1 -4')A. By Fourier transform, A becomes an element of Sz("T*X). This
space is a direct limit of Frechet spaces. For instance, on TOFO4a(X), the topology
is the C' topology on the radial compactification of cT*X. As for (1 - O)A, it
belongs to x'a(X). This construction allows us to define a direct limit topology on
''a(X). This topology is independent of the choices made. It has the property that
the isomorphism from Remark 2.1.8 becomes a topological isomorphism.
The homology of all the algebras we consider is in the topological sense. Namely,
the chain spaces are defined as the direct limit of the projective tensor products of
terms in bounded filtrations.
The filtrations F and T are compatible with multiplication in XIa(X). They
induce filtrations on the Hochschild chain spaces in the following way: A pure tensor
ao 9 ... 0 ak is said to belong to F if ao E F),..., ak E Fi, and iO + ... + jk = i.
Then F is defined as the closure of the linear span of pure tensors in F. The other
filtration is defined similarly. The boundary map b is compatible with these two
filtrations. Hence we get filtrations on the Hochschild complexes of 'a(X), 1a 00(X),
Sa(X) etc. We will denote the associated spectral sequences by FE, respectively TE,
or simply by E when no confusion can arise.
Definition 2.3.1 Let L denote the field of Laurent formal series in the variable t,
L = C[[t][t-'].
Clearly 'J'a(X)/'I'a(X) is an L-vector space. However, our definition of Hochschild
homology involves only tensors over C.
Definition 2.3.2 (Hochschild-Kostant-Rosenberg, [7]) Let A be a commutative
algebra. Define HKR: Ck(A) + A/C by ao 0 ... 0 ak i-4 (1/k!)aoda1 A ... A dak.
It is easy to see that HKR vanishes on boundaries, hence descends to Hochschild
homology.
Proposition 2.3.3 Let Y be a compact manifold, possibly with boundary. The map
HKR induces isomorphisms HHk(C (Y)) -> Ak (Y) and HHk(Co(Y)) _ Ak (Y
where the dot means rapidly vanishing objects to the boundary of Y.
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This result is known as the Hochschild-Kostant-Rosenberg theorem, even though it
was proved in [4] for the algebra C' (Y) when Y is a closed manifold. The other
cases follow from this one, by considering for instance the double of a manifold with
boundary, and the H-unital ideals of rapidly vanishing functions.
2.4 The action of derivations on Hochschild Ho-
mology
This section is standard, except for Proposition 2.4.2, part 2. See for instance [8].
Let d be a derivation on an algebra A. We can define the inner product, respec-
tively the Lie derivative with respect to d on HH(A) by the following chain maps:
Definition 2.4.1
ao 0 a, an F4 (-1)n+1d(an)ao (9 . .. (9 an_1;
ao 0 a, 0 ... 0 an 44 Zaoo ... d(ai) 0... 0 an.
If d is an inner derivation, then ed and Ld both vanish on HH(A) [8]. We will
need the following relations:
Proposition 2.4.2 1. [Ldi, ed2] = e[di,d2]-
2. eded2 = -ed 2ed1 .
Proof: 1 was discovered in [14] and is true at chain level. For 2, we use the following
lemma [11]:
Lemma 2.4.3 Every cycle a' E Ck(A) is homologous to a cycle a E Ck(A), such that
bi(a) = 0, Vi = . .. , k, where b = Zk( -1)'bi is the Hochschild boundary map.
Proof: We recall that if A is not unital, then Ck(A) is defined to be ker(A k+l -
C k+l). For the sake of simplicity, make the notation a' = ao 0 ... ak. We assume
that b(a') = 0. Then
a0 a 9 1 9 a2 0 ... (O ak = b(aa 1 9 1 9 1 90a2 9 ... (9 ak)
is exact. Subtracting this element from a' does not change the homology class. Re-
name this cycle a'. The new a' has the property bo(a') = 0. Repeat the process on
positions 1, 2,..., k - 1.
Let [a] be a class in HH(A), represented by a cycle a as in Lemma 2.4.3. To
alleviate notation, write a = ao 0 ... 0 an. Then
(edled2 + ed2 ed1 )a = -(d 2an-idian + dian-ld2an)ao 0 ... 0 an-2
= -[did 2(anan) - (did2an_1)an - an_1 (did 2an)]ao
0...0an- 2.
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The first two terms vanish by the hypothesis on a. The third one is exact:
anu-(did2an)ao) 0 ... an- 2 = (-1) b((dd 2an)ao 0... 0 an1).
2.5 The derivative with respect to t
Recall (Corollary 2.2.2) that T*X pto is canonically isomorphic to (TX/M)* E7r*T*M.
A connection in X -± M, i.e. a horizontal inclusion wr*TM 4 TX, induces an
extension of this splitting of W*X over the interval [0, oo). To see this, observe that
the map
V ED r*TM x [0, oo) -+ TX x [0, oo), (1 ,4(,t) ' (rtI( ), t)
satisfies the defining condition for TX, hence it defines an isomorphism between
TX/M E 7r*TM x [0, oc) and "TX, as claimed. Now, choosing the inclusion I is
Athe same as choosing a dual projection map T*X 4 7r*T*M. In local coordinates
(x, y, , r7, t), respectively (x, y, , i, t), adapted to the bundle structures for 'T*X and
T*X x [0, oo), #ka has the expression:
(X, y, , yt) "+(X,y, tA(x, y, , q), ,t). (2.2)
Definition 2.5.1 Let M be the radial vector field on wr*T* M. If we fix the projection
A, M becomes a vector field on aT*X.
Proposition 2.5.2 The map
d
D = t-d + M (2.3)dt
is an (outer) derivation on Sa(X) and AO(X) (after Fourier transform).
Proof: Recall the algebra map / : 'Ia(X)t>O -4 XFI(om)(X) from Remark 2.1.8. This
last algebra has the obvious derivation t .
Lemma 2.5.3
d dt
Proof: In the local coordinate systems (2.2),
d -6i d 043 d d
dt at <i Ot d6j dt
d d
<i dt
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The action of t d on S(O,**)(X) is t times partial differential with respect to the pa-
rameter t. From the lemma, the induced derivation on Sa(X)t>0 is t + M. This
extends down to t = 0 and, by continuity, stays a derivation. The fact that it is outer
is obvious, since D(t) = 1, whereas t is central in 4 'a(X). The same argument works
for AO(X). E
Observe that D preserves all ideals like Ia, etc. As in Definition 2.4.1, we get an
action eD on the Hochschild homology of these algebras. Moreover, D preserves the
filtrations F and T, hence it induces maps of spectral sequences.
2.6 The conjugation by log Q
We can extend the definition of Ta(X) by allowing in Definition 2.1.6 1-step conormal
distributions of any complex order. We will call elements in this algebra adiabatic
operators of complex order. There are obvious extensions of the symbol algebra, the
vertical algebra and the vertical ideal (see Definitions 2.2.9, 2.2.10).
Let Q C To4'i(X) be a positive elliptic adiabatic operator of order 1.
Theorem 2.6.1 There exists a holomorphic family D(z) of adiabatic operators, such
that D(0) = Id, D(z)D(r) = D(z + T), and Q - D(1) E xa 00(X).
Proof: Denote by Q, the image of Q in Sa(X).
Proposition 2.6.2 There exists a unique holomorphic family (Qz,)zec of symbols of
order z, such that Q, = Id, Q', = Q and Q,+ = QQI.
Proof: Follow the construction of the complex powers from [6], Theorem 5.5. Let r =
o-(Q). Start with a family Ao(z), such that u(Ao(z)) = rz. In particular, Ao(z) is in-
vertible. We can assume that Ao(0) = Id. Then Fo(z, r) Ao(z)Ao(T)Ao(z+r) '-1
belongs to S;-'(X), and the principal symbol f(z, r) : (F(z, r)) is a 2-cocycle
in the holomorphic group cohomology H2 (C, C(1) (cT*X \ {0})). This cohomology
space is 0, hence there exists h : C - C("-)("*X \ {0}) holomorphic, such that
F(z, T) = h(z) + h(r) - h(z + T) and h(0) = 0. Moreover, h is unique up to a linear
factor. We can fix this linear factor by asking that -(Q- 1Ao(1)-Id) = h(1). With this
condition, h is unique. Let Ho(z) be a holomorphic family of symbols in S-1 ("r*X)
of principal symbol h(z), such that Ho(0) 0. Let Ai(z) = Ao(z)(Id - Ho(z)).
This family has the properties that A1 (0) Id, Q-1 A1 (1) - Id E Sa-2 (X), and
F1(z, r) A,(z)A,(r)A,(z + T)' - 1 belongs to S; 2 (X). Repeat the process to
improve the family A 1 (z). The step i of this process only changes the terms of homo-
geneity at most i. Hence, the limit Qz, = limi_, 0o Ai(z) is well-defined, and has the
desired properties. El
In conclusion, Guillemin's proof [6] applies to the algebra of adiabatic symbols
without any change. From the proof, it follows that the family QZ is unique.
Consider now the boundary algebra A9(X) = 'a(X)/4'a(X). Let Qa denote
the image of Q in this algebra. We will construct the complex powers of Qa in the
boundary algebra of complex order, following a suggestion of R.B. Melrose.
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Lemma 2.6.3 Let Qo be the image of Q in VW = T0A(X)/T 1A 8 (X). There exists a
(unique) holomorphic family Qz in this algebra, with the properties Q0 = Id, Q1 = Q,
QZQT- = Qz+r-
Proof: After Fourier transform in the horizontal cotangent directions, VO becomes
a subalgebra of the algebra of families of pseudo-differential operators on the fibers
of X x M £T*M T*M. Apply Theorem 5.2 from [6] to construct (over each point in
T*M) the complex powers Qz of this family. Consider also the image of the symbol
constructed in Proposition 2.6.2. From the uniqueness part, it follows that the two
families of symbols coincide. Hence, the family Qz consists of complex-order elements
in VO. All the other properties follow from loc.cit., Theorem 5.2. El
This Lemma allows us to imitate the proof of Proposition 2.6.2 to construct
the complex powers of Qa in A 0 (X). We replace the principal symbol map with
the "principal t-symbol". If A E TiA(X), this map associates to A its image in
TiA0(X)T±i+A0(X) '- tiVO. The rest of the proof is identical with Proposition 2.6.2,
so we skip the details.
So far, we have constructed:
* The unique holomorphic family of adiabatic symbols Q,
* The unique holomorphic family of boundary operators Qz
" For t > 0, the unique family of pseudo-differential operators Qz on X. This
was constructed by Seeley [15]. It belongs to the algebra of complex order
pseudo-differential operators by [6], Theorem 5.2.
We would like to glue these pieces together, or rather to show that they are
compatible. This means to show that Qz has a Taylor expansion at t = 0 which is
exactly Qz. We can achieve this after perturbing Q.
By uniqueness, the Taylor expansion at t = 0 of Q, coincides with the image of
Qz in SO(X). Let B(z) be a holomorphic family of adiabatic operators which extends
both Q', and Qz in the obvious sense. For t > 0, we have
B(z)B(r) = B(z + r) + H(z, r), (2.4)
where H(z, r) belongs to I-(X). Hence for each t > 0 fixed, H(z, T) is a smoothing
operator. For z close to 0, B(z) is invertible. Let P = &zB(z)j_=. Differentiating 2.4
with respect to r at r = 0, we get
B(z)P = &zB(z) + S(z),
where S(z) = a9H(z, T)I is smoothing. Let C(z) be the solution of the following
ODE:
azC(z) = C(z)S(z)B- 1 (z), C(0) = Id.
Note that C(z)S(z)B-'(z) E 1 -r (X). This implies that C(z) - Id E 'I' (X). Let
D(z) = C(z)B(z). Then az(D(z)) = D(z)P. Hence, for each fixed T, D(r)D(z) and
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D(z + r) are both solutions of the ODE
OzY(z) = Y(z)P, Y(O) = D(-r).
This means that they coincide, i.e. D(z) is the family of complex powers of D(1).
This family coincides with B(z) modulo '-I'(X). The semigroup property allows us
to extend D(z) to the whole complex plane. E
Note that the symbol of D(1) is the same as the symbol of Q. We can assume that
they are both equal to r, where r : T*X -+I R is the norm function of some metric on
WT*X. In the sequel, we will replace Q by D(1). Hence, by Qz we mean the family
D(z).
Definition 2.6.4 Let DQ be the following (outer) derivation on Sa(X):
a I (Q-zaQz) = lim D,(a)Iz_0 , (2.5)dz |z=O z-+O
where Dz(a) = Q-zaz-a
z
Proposition 2.6.5 [DQ, D] is an inner derivation, where D is defined in (2.3).
Proof: We need to prove that -(DQz) 0 belongs to Sa(X). Write
dzo
00
QZ = rz(Z a- (z)),
j=O
where a-j : C -+ C(-j)(W*X\{0}) are holomorphic. Since Q0 = Id, we have ao(0) = 1,
and a-j is a multiple of z for all j > 1. The terms in which y4 does not differentiatedz
rz are of the form rzWt(C, Sa(X)), hence their evaluation at z = 0 belongs to Sa(X).
For j > 1, the terms where -4- does not differentiate a-j will vanish at z = 0. We aredz
left with D(J(r)ao(z)). Since ao(0) = 1, the term -=(rz)D(ao(z)) vanishes at z = 0.
Finally, - (zD(r)rz-l)IzO = D(r) E Sa(X). E
Lemma 2.6.6 DQ decreases order by at least 1. If A is an operator of order i, then
12
U- 1 (DQA) = -2{r2,cr-(A)},
where {, }t is the adiabatic Poisson bracket.
Proof: The symbol of Qz is rz. The lemma follows from the composition formula
for adiabatic operators. El
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Chapter 3
The homology of the algebra of
adiabatic symbols
In this section we compute HH.(Sa(X)) by using the spectral sequence FE.
3.1 The E 2 term
Proposition 3.1.1 E',k(Sa) ~ Ak(a T*X \ {})[t-1].
Proof: The subscript (i) stands for homogeneous forms of homogeneity i. From
Proposition 2.2.7, GSa(X) ~ S(aT*X)[t- 1] is the commutative algebra of formal sym-
bols on cT*X, with t-1 adjoined. This algebra has a filtration by order which is
preserved by multiplication, hence, in a similar way, we form a spectral sequence for
its Hochschild complex. The symbol isomorphism from Proposition 2.2.7 induces an
isomorphism between EO(Sa) and EO(GSa). This isomorphism commutes with the
first differential do, which is obtained in both sides by commutative contractions.
Hence
E"' k(Sa) E i'k(S("T*X)[t-1]).
By Proposition 2.3.3,
HHk(S("*X)[t-]) = A k(aT*X)[t-1].
Since the algebra S("*X)[t- 1] is graded, its spectral sequence degenerates at E1 and
is convergent. This means that E',k(S(W*X)[t-1])) is the part of homogeneity i of
HHi+k (S(7T*X)[t- 1])), which (by the above result) is A)k ("T*X \ {0})[t- 1]. El
The algebra C [0, oo)[t-1 ] of Laurent functions in t is central in 'I'a(X), hence
the multiplication in the adiabatic algebra is local in t. As in Remark 2.1.8, the
blow-down map ' induces an inclusion of algebras xa(X) -- x [0,,,)(X). This induces
a map between the symbol algebras and hence between their Hochschild complexes:
(Ce(Sa(X)), b) -+ (C.(S[o,oo)(X)), b). (3.1)
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Here S[O,,o)(X)) has the product induced from QI[O,,,)(X). This map preserves the
filtration by the order, therefore it descends to maps of spectral sequences. Note that
all the terms of these spectral sequences are HH,(C [0, oo)[t-])-modules, hence local
in t. As in Proposition 3.1.1, we see that
E'"( X A (T*X \ {0})[t-;
E'k(S[O,o))(X))) A'+k([0, COo) x T*X \ { 0})[t-'].
Recall (Definition 2.1.2) the canonical map T*X x [0, oo)-O-+"T*X. For t > 0 this
is an isomorphism. Then the above map of EO and E1 terms is just #* , the pull-back
by Oa. Denote the differential in the spectral sequence of Sa by a superscript a. We
get
d = #*-ld1#*. (3.2)
The right-hand side is defined only for t > 0. This equality is valid a priori in
E',k(Sa(X)); however, for t > 0, there is a canonical identification of Sa(X) with
Sa(X). We will extend (3.2) by continuity down to t = 0. Choose a connection in
X -e M as in Section 2.5.
Definition 3.1.2 Let
d, = d - dt A Ld
dt
be the deRham differential in the vertical directions in a product decomposition of
a*X.
Definition 3.1.3 Let * be the symplectic duality operator on A(T*X) introduced by
Brylinski [1]. Let *4 be the conjugation of * by 4a:
* -= *-I * # *
Proposition 3.1.4 For t > 0, the differential da can be written in terms of the
product structure on aT*X as
i= 4(dv - t-dt A LCM) *4?.
Proof: The differential d, for the algebra S(X) = 4Z(X)/4x-oo(X) was computed in
[1] and [2] to be equal to *d*, where d is the deRham differential on T*X \ 0. Hence,
in the spectral sequence of the families algebra S[o,"o)(X) = (0,(X/ (X),
di = *(d - dt A j)*. From formula (3.2) and Lemma 2.5.3, it follows that
= *4 (*-1(d - dt A L )#*) *d
= -t
0 ( -dt L. *(At)'9 *
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Remark 3.1.5 The operator d, - t-dt A LM is canonically defined (regardless of the
product decomposition), even though its two components are not. Also, this operator
extends continuously on Sa(X) down to t = 0.
Let VA denote forms that do not contain dt.
Proposition 3.1.6 The involution *o extends to A*(aT*X)[t-1]. Its restriction to
vA'±3 acts as follows:
"Agi (W*X \ {0})[t- 1] _!+ vA 2  (T-i W*X \ {0})[t-1] (3.3)
Odt A vA2+2n--i-(1*X \{})[t 1]
edt A vA 2m 2n-i-+(*X \ {0}
Proof: First observe that *0 commutes with C (aT*X)[tl] and with dtA. Let
f= dx' A dyJ A dcK A dijL G vAi+j(w*X)[t-1] in the local coordinates system (2.2).
Then q* v + t dt A zA av for
v = t|K|dxI A dyJ A dA(x, y, 7,r)K A drL.
We have used the fact that 2A = since A is a projection. Then
*#*p = *v - t-ldt A EAidxi A *v.
In the same way, 0-'* * v = 3 - t-ldt A z2M for some 0. Hence
*Op= 0-1* q*#*p = - t-'dt A zM! - -2 dt A EYidxi A 0. (3.4)
This shows that *,0 does indeed extend up to t = 0. Since * 2 = 1 for t > 0, the
same must be true for all t. The map 0,, is homogeneous of degree 1, hence it
preserves homogeneity by pull-back. As noted in [1], the symplectic duality operator
* maps A (T*X) to A n++m- (T*X), and since it commutes with dt, it maps(i) (m+n-j)
dt A A'-'(T*X) to dt A A 2++-j+l1(T*X). Hence, the three components of *0
from formula (3.4) belong to the spaces in the right-hand side of (3.3). D
Corollary 3.1.7 d' = *4(dv - t-dt A LM)*o in the chosen product structure.
Proof: The two sides agree for t > 0 and are well-defined for t > 0. The result
follows by continuity.
Definition 3.1.8 Fix a product structure on 'T*X. Define the adiabatic duality
operator *a on A'(T*X) by
*a :=(1 + t-dt A zM)*4. (3.5)
From the definition, *a is an isomorphism with inverse *0(1 - t-dt A zM). Also, it is
clear that *a consists of the first and third terms of *, from formula (3.4).
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Proposition 3.1.9 The conjugate of da by *a is do, the vertical deRham differential
in the chosen product structure.
Proof:
(*a)d(*a) = *4(1 - t-dt A zM)dv(1 + t-dt A zM) *4
= *O(d, - t-dt A dtzM - t-dt A zMd,) *4,
= *4 (dV - t-dt A M)*O4
which equals da, by Corollary 3.1.7.
Hence by conjugation with *a, da : El"(Sa) -+ E'-"(Sa) becomes
vA 2 m+ 2n-i-i(T*X \ {})i-1] e vA 2 m+2n-i-j+1 (*X \ {0})[t-"]dt(m+n-j) (m+n-j+1)
4 dv (3.6)
A2+2n-i-j+1(T*X \ {0})[t- 1] ( vA2m+2n-z-j'+ 2 (W*X \ {0}) [t- 1]dt(m+n-j) (m+n-i+1)
Let aS*X -- [0, oo) be the sphere bundle of T*X viewed as a bundle over [0, oc).
For any bundle B -> [0, oo), denote by Co ([0, oc), H*(B)) the space of sections in
the (trivial) fiber cohomology bundle.
Theorem 3.1.10
( C([o0, oc), Hm+n-i(aS*X x Sl))[t- 1] if j = m + n
E' 3 (Sa) C ([0, oc), Hv+n-i(aS*X x S'))[t-']dt if j = m + n + 1
0 otherwise.
Proof: We have seen that E' (Sa) is isomorphic to the homology of the complex
(3.6). Since dv preserves homogeneity and commutes with dtA, this complex splits.
Lemma 3.1.11 The homology of the complex
(A*.0) (T*X \ { 0}) [t- ] dv)
is concentrated in homogeneity (e) = (0).
Proof: Let R be the radial vector field on (T*X). Then, for v E A*k)(*X\{0}[t-1]),
we have I2zv = kv. Assume v is d4-closed. Observe that
dt [R, g = 0.(3.7)
This follows from the fact that, in the product structure that we have chosen, trans-
lations in the t direction act linearly on the fibers of W*X. Then
kv = I zv = dzuv + z-dv = dvzlv + zzdev = d,(zv ).
Hence if k # 0, then v is exact. E
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Lemma 3.1.12
hk (A*O) (T*X \ {0}) [t-1],I dv) CO ([0, oo),I Hvk("S*X x Sl))[t-1].
Proof: Recall that, in order to define dv, we have fixed an isomorphism
a T*X (7r*T*M (@ (TX/M)*) x [0, oo).
Choose a metric on the fibers of r*T*M G (TX/M)*. Let S* be the sphere bundle
inside this vector bundle, and let r be the radial function. This induces a splitting
(A*o) (7r*T*M e (TX/M)*), d) 2 (A*(S*), d) D r 1 dr A (A'-1(S*), d).
and hence our complex splits as
"A-o(TO(*X\ {0})[t-1], dv)) ("A*(S* x [0,oo))[t-1], dv)
EDr-dr A (vA*-(S* x [0, oo))[t- 1], dv)
These two isomorphic terms explain the factor of S1 in the statement of the lemma.
There exist natural evaluation and inclusion maps
h* (vA'(S* x [0, oo)) [t-1], d) -'+C' ([, oo), H* (S*)) [t-],
a - (t - [alt])
C ([0, oo),7 H* (S*)) [t-1] - h,(v"(S* x [0, oo))[t-], d),
f ® [a] - [f 0 a].
Clearly, ev o in = Id. So, in order for both of them to be isomorphisms, we need to
check only that ev is injective. In other words, if for every t, [al] is exact, then we
need to find a Laurent family of primitives for a. We can do this by using Hodge
theory. Choose a metric on the total space of S*. There is an isomorphism of spaces
of L 2 forms:
BA*6(S*) h (ZA*41(S*)) I
which, by elliptic regularity, interchanges smooth forms. Then h(a) is the desired
family of primitives for a. n
The theorem follows immediately from Lemmas 3.1.11 and 3.1.12. El]
Remark 3.1.13 Since any two choices of metrics or projections are homotopic, they
induce the same maps in cohomology, so the isomorphism in Theorem 3.1.10 does not
depend on the choices made.
3.2 Action of derivations and degeneracy
The derivation D introduced in (2.3) acts by eD on C.(Sa(X)). Since it commutes
with b and preserves the filtration F, the action descends to the spectral sequence.
29
Proposition 3.2.1 The effect of eD on *aEi(Sa(X)), and hence on Eoo(Sa), is con-
traction by the vector field t .
Proof: The following commutations hold trivially on E1(xF[ o,o)):
HKR etA = tHKR,
dt di
* dt = d *.
dt dt
Since HKR is invariant by pull-backs, we can pull it back via the map (3.1). It follows
that
HKR eD = t4.(tA)HKR, *Oz OA = 140t ,
which implies *OHKR eD = ZO,(tA) *#, HKR, and so
(1 + t-dt A zM) *4 HKR eD (1 + t-ldt A zM)(%A + %M) *p HKR
= (1+t-ldt A zM) *4, HKR.
This identity extends by continuity down to t 0.
Proposition 3.2.2 The effect of LD on [a] E Eoo(Sa) is the Lie derivative L-A [a]
dt
applied to the cohomology class [a] representing a at E2 = E. in the presentation of
Theorem 3.1.10. In particular, if a is a class of homogeneity k in t, then eD(a) = ka.
Proof: From the definitions, HKR o LD = L,.(tA)HKR, i.e LD acts as the Lie
derivative L, 4 (t d) on E1 , i.e. on forms. This Lie derivative commutes with *, and
with (1 + t-dt A zM). Finally, LM = 0 on cohomology. l
Corollary 3.2.3 The map eD is injective on E2,+n+l (Sa(X)) and vanishes on the
rest of E 2(Sa(X)). This implies that the spectral sequence FE(Sa(X)) degenerates at
E2-
Definition 3.2.4 Let t-dtA be the following operation onC.( a(X)):
n
ao poan i1)t Leao & .e.t . 9t9... tdt an,
where t is inserted on position i. Let a = eDt-dA -d eD -
Proposition 3.2.5 1. (t-1 dtA) 2 = 0.
2. eDt'ldt A +t-ldt A eD ~ 1, (t-ldtA) 2  0.
3. C.(Sa(X)) and HH(Sa) split as im(eDt'idtA) D im(t-dt A eD)-
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(3.8)
Proof: The first two statements follow by direct computation. From part 1, ac = 0.
Then part 2 implies that a = a(a + 3) = a2 and 0 = (a + 0)0 = 02, so a and 3 are
idempotents. Since 1 = a + 0 = (a + 0)2 = a + + Oa, we get also 3a = 0. This
proves part 3. D
Proposition 3.2.6 Using the identification from Theorem 3.1.10 of HH(Sa(X))
with cohomology spaces, the action of eDQ is twice the cup product with r-ldr, the
generator of H1 (S').
Proof: First, notice that, by Propositions 2.6.5 and 2.4.2, eDQ commutes with t-dtA
and with eD. This implies that eDQ will preserve the spaces of 0 and 1-forms in t. Let
a E EiMn be a representative for a homology class with no dt. Then, by Theorem
3.1.10, eDQ(a) is determined by its part in homogeneity i - 1.
From Lemma 2.6.6, it follows that HKR(c-(eDQ(a))) = dr2 A HKR(a), which
implies the desired formula after applying the conjugation (1 + t -dt A M)*k. The
case where the class of a is a multiple of dt follows by multiplication with t--dt. D
3.3 Convergence of the spectral sequence
Theorem 3.3.1 The spectral sequence for Sa is convergent, in the sense that
HHk (Sa) Ekm -nm+n E E-m-n-1',mn+1
Moreover, this isomorphism preserves the filtration by powers of t.
The proof of this theorem is surprisingly complicated. One can construct ab-
stractly a formal extension of any element in E, to a closed "chain". The issue is
finding asymptotically sumable extensions, hence bounding from below the t-order.
We claim that we can achieve this with the bound equal to the t-degree of the starting
element in E,.
The proof uses the notation, some statements and ideas from [12].
The graded algebra of 'Ia(X) with respect to the filtration T by t-degree is a
fibered version of the suspended algebra, that we call the vertical algebra. Recall
Definition 2.2.9.
Definition 3.3.2 Let SVO be the symbol algebra of V1 .
We will identify elements in VO with the Fourier transform of their Schwartz
kernel. Then we see that the algebra of polynomial functions on "T*M is central in
V'O.
Definition 3.3.3 (see [12], Section 5) Let B(,,) C SVW be the ideal consisting of
the symbols that vanish rapidly at the vertical sub-bundle of "T*X. Let F,us) be the
quotient of SVW by B( ,,).
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These algebras are filtered by the operator order, hence we get filtrations on the
three Hochschild chains spaces which are preserved by the boundary map. We obtain
a spectral sequence for each Hochschild complex. We can adapt Propositions 6 and
7 and Lemma 7 from [12] directly to our case, so we will assume without proof the
following result:
Proposition 3.3.4 The spectral sequences E(F(,u,)) and E(Bsus)) degenerate at E 2 .
Since the polynomial functions on "T*M commute with these algebras, we can define
the following two types of natural operations on the spectral sequences: contractions
by vector fields with polynomial coefficients, and exterior multiplication by forms with
polynomial coefficients. These operations define splittings of the homologies and of
the spectral sequences, which are preserved by the differentials. We can also consider
the action of the Lie derivative in the direction of M, the radial vector field in WT*M.
This replaces the dilation argument from [12]. The different spectral sequences split
as eigenspaces of this action, and using this fact, we can prove the following:
Proposition 3.3.5 The spectral sequence E(SVW) degenerates at E2.
Convergence of these sequences is automatic since the topology of the chain spaces
is defined as an inverse limit.
Another important fact that we use is that there is no analogue of the index map
for the suspended algebra (Lemma 8 of [12]). Namely, the short exact sequence
0 -- V -+- VO -+ SVO - 0
induces a long exact sequence in homology (by H-unitality, see Chapter 6) which
actually splits into short exact sequences. See Proposition 7.2.2.
Consider now the the graded algebra of XF a(X) with respect to the filtration Tj.
It is canonically isomorphic to VO 0 L. In the statements above, we can replace the
algebras by their tensor product with L. The convergence part still holds. To see
this, work with chains of bounded t-order in each factor. Here and in the sequel, the
order of a chain ao 0 ... 0 ak with respect to a decreasing filtration T is at least i if
all the components of the chain belong to Ti.
We can collect these statements into the following:
Proposition 3.3.6 Let a E GiC.(X a(X)) be a chain of order j, such that c-(a) sur-
vives at E 2 in the (vertical) spectral sequence by operator order. Then there exists
A G TiC.(4'a(X)), -(A) = a + Ti+1, such that b(A) E T+1 (i.e. A is a cycle in the
vertical sense). Moreover, we can assume that ord(A) = ord(a), i.e. all the factors
in A have the same lower bound for their t-order as a.
Proposition 3.3.7 Let a E TiFjCk(4a(X)) be a chain which survives at
Ej'k-3(Sa(X)), and k - j % m + n,m + n + 1. Then there exists x G Ti-1Fj+1Ck+1
('Ia(X)) such that bx - a E TiFjl1Ck('a(X)). Moreover, we can assume ord(x) >
min(ord(a), 0).
32
Proof: Let v be the form corresponding to a in E 'k-3(Sa(X)). Hence d,(v) = 0.
From the proof of Lemma 3.1.11, it follows that
kv- j ( - m--n
(the constant is k - j - n - m - 1 when v contains dt). The assumption on k - j
means exactly that this constant is non zero. We ignore this constant in the rest of this
proof. The passage between E1 and E2 is done via the isomorphism (1+ t-dt A ZM)*,
(Proposition 3.1.9). Then z-v corresponds to
c = *0(1 - t-ldt A zM)vuv = R7* A *,(1 - t dt A zM)v,
where 1&0 is the 1-form dual to R under wo. We see that this 1-form is in T 1 , since
#*R = 7Z, 7Z# a, the canonical 1-form, and O$a E T_1 .
Now find a chain x0 in Gi_1 Fj+1 represented at Ei(Sa(X)) by c, which satisfies
the condition on the order. By Proposition 3.3.6, x0 is the symbol of some x which
will satisfy the desired conditions. D
Proof of Theorem 3.3.1: We must prove two statements:
1. l nFiHHk(Sa(X )) = 0 and
2. FiHHk(Sa(X)) -+ E2i'~i is surjective.
The first statement follows by repeatedly using Proposition 3.3.7, with two special
cases in homogeneity k - m - n, k - m - n - 1. In this way, for an element a E
fl FiHH(Sa(X)), we construct x such that b(x) = a. The actual t-filtration of x
is not important, provided that its t-order is uniformly bounded. For the second
statement, start with a E TFiCk so that -(a) represents a class in E ,n+n (Sa(X)),
hence assuming that a contains no dt. This means that we can change the sub-
principal symbol of a in T so that b(a) E Fi- 2 .
From Proposition 3.3.6, there exists A E TjCk ('a(X)), o-(A) = a, such that
b(A) E Tj+l. Observe that we can assume that the sub-principal symbols of A and
a agree up to a chain p c TjFi_1 with the property b(p) E Fi- 2 . This follows from
the proof of Proposition 3.3.6. Now b(A) represents a form which is the zero element
in E -2,+n+1 (Sa(X)). We can assume that this form contains no dt (if not, project
onto the no-dt part). As in Proposition 3.3.7, it follows that there exists x E TFi-
such that b(A) - b(xi) E TjFi-3 and ord(x) > min{ord(a), 0}. Repeated applications
of Proposition 3.3.7 will yield an infinite sequence x, E Fip of chains of uniformly
bounded orders and of t-degree j. Due to the decreasing operator orders and bounded
t-orders, such a sequence is sumable. It follows that b(A - E x,) = 0. The dt case is
similar. D
Corollary 3.3.8 HH(Sg(X)) splits in eigenspaces of the LD action with integer
eigenvalues.
Proof: First, note that the spectral sequence associated to Sa(X) also degenerates at
E2 and is convergent, by the same proof. Since a and 3 commute with b and LD, the
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splitting form Proposition 3.2.5 is inherited by Hochschild homology and is preserved
by LD. Via the edge inclusion, E -- n-l'm+n+l(S9(X)) is a subspace of HHk(S9(X)).
By Proposition 3.2.1, / acts the identity and a acts as 0 on this subspace, which
therefore coincides with im(3). Then the inclusion im(a) -+ HHk(Sa(X)), followed
by the edge surjection HHk(Sa(X)) -+ E -m-n,nm+n(Sa(X)), is an isomorphism which
commutes with LD. Using Proposition 3.2.2, we conclude that the action of LD on
HH(Sa(X)) is semi-simple with integer eigenvalues. l
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Chapter 4
The semi-classical limit algebra
Consider the case where X = M, i.e. the fibers of the fibration X -+ M are points.
In this case, the adiabatic algebra is called the semi-classical limit algebra. Recall
the definitions of Ia(X), A9(M) and Sa(M) (2.2.10, 2.2.9) and the notations for the
spaces of symbols (2.2.6). Consider the short exact sequence
0 Ia(M) 4 A"(M) 4 S,(M) -+ 0. (4.1)
This sequence is compatible with the filtration Tj, hence it induces a short exact
sequence of the associated graded algebras. By Proposition 2.2.12 and Corollary
2.2.11, this is:
0 - S(W*Mlt=o) L 4 Sz(W*Mit=o) 9 L 4 S(W*Mt o \ {0}) 0 L -± 0. (4.2)
In this section, E(Ia(M)) will stand for the spectral sequence with respect to the
filtration Tj (Definition 2.2.8) of the Hochschild complex of Ia(M), etc.
Proposition 4.0.9
E '(Ia(M)) El' (S(T*Msto) OL)
St'A'3 '('T*Mpto) E) AZ-3- 1(aT*M to)t'-ldt;
El '(A" (M)) 2 El' (Sz(T*Mtgo) L)
St'Af/(*Mo -i A- 1(aT*Mlto) & - dt;
Ejl' (Sao(M)) El'j(S(aT*Mjto)( L)
St'A'+3 (aT*Mgt=o) E Az-3-1 (T*Mgto)t'-1dt.
Proof: This proposition is entirely similar to Proposition 3.1.1, so we shall only
sketch the proof for Ia(M). The first isomorphism follows from the fact that the
induced product on Gla(M) is the usual commutative product on functions. The
second isomorphism is realized by HKR (Definition 2.3.2). D
Let d, be the first differential in the above spectral sequences.
As a vector space, the algebra AD(M) is isomorphic to Sz(T*Mito) L. The
product on A9(M) is a star product, say *t. It is the push forward under the canonical
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map
T*M x [0, oo) - *M.
of the product of symbols on T*M in some quantization, that we choose to be the
so-called Riemann- Weyl quantization. In local coordinates, if * is given by:
a *b = ab + -- {a, b} + P2(a, b) +.
2i
then
1
a*t b ab +t-{a,b} +t 2P2 (a,b) +..2i
Proposition 4.0.10 On El'3 (Ia(M)), El' (A0 (M)) and E,' (Sa(M)), we have
di = (*a)-dv *a (4.3)
Proof: We first prove the assertion for Sa(M).
Lemma 4.0.11 Formula (4.3) holds on E '1(Sa(M)).
Proof: Let a E TiF 8Ci+j(Sa(M)) be a chain of pure homogeneity s in the fibers of
T*M, which survives at TEl'3. Notice that a also survives at FE"'i+jt(Sa(M)). The
identification of TE 1 and FE1 with forms on cT*M is realized by the same map (HKR).
From the definition, di[a] = HKR([b(a)]Tr+1/T,±) is represented by the part of b(a) of
degree i + 1 in t. From the structure of the product on the boundary algebras, this is
exactly the part of pure homogeneity s - 1 of b(a), i.e. it is equal to da[a]. Now use
Proposition 3.1.9. l
Observe that d, and (*a)-ldv*a are operators with polynomial coefficients in the
fibers of aT*Mit-o. We claim that we can recover d, from its action on homogeneous
forms, i.e. TEl(Sa(M)). Indeed, we can obtain the coefficients of a polynomial-
coefficient differential operator from its action on polynomials. l
In the particular case of the trivial fibration M -+ M, the local coordinates formula
(3.4) simplifies as follows:
Proposition 4.0.12 Let M = M1 + t-ldt A pa2 , where A1, A 2 E vAk (T*M) D t'. Then
*ap E vA2n-k(T*M) & ti+k-n ( vA2n-k+l(*M) A ti+k-n- 2dt.
Proof: Use the notation from Section 3.1. Formula (3.4) shows
(*6 + t-idt A zM*4)p = 3 - t-2 dt A a A 3,
for some 0, where a is the canonical form E idxi. The fibration M - M has a
unique connection. The corresponding projection map A is now A(x, ) = (. This
implies
/3=tk-n
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Proposition 4.0.13 Conjugation by *aM on TE 1 induces the following identifications
for the E2 terms:
T E'$"(Ia(M t2i+k-n HSjn-i-k (aT*Mt=0 )
@t 2i+k-n- 2dt Hn-i-k+l (*M ); (4.4)
TEi$k'(A(M)) t2i+k-nHS"-i-k(T*Ms=0)
Et 2i+k-n- 2dt 0 Hin-i-k+1(T*Mit_0); (4.5)
TE$k(s (M)) t 2i+k-nH 2n-i-k(S*M a x S)
Et 2 i+k-n-2dt 0 H 2n-i-k+1(aS*Mt 0 x 1S); (4.6)
Proof: The subscripts S, S stand for cohomology of forms with Schwartz, respec-
tively with symbol coefficients. The result is a consequence of Propositions 4.0.10
and 4.0.12. E
We can now compute the effect of derivations on these E 2 terms.
Proposition 4.0.14 The operator eD acts on E 2 (Ia(M)), E 2 (Sa(M)) and
E 2 (A0(M)) by contraction with the vector field t .
Proof: The proof of Proposition 3.2.1 applies word by word. l
Proposition 4.0.15 The operator LD acts semisimply on Ei'k(Ia(M)), Ei'k(Sa(M))
and E'a k(A9(M)), with eigenvalues 2n - i - k on ker(eD) and 2n - i - k - 1 on im(eD)-
Proof: Imitate the proof of Proposition 3.2.2 to obtain that LD acts as the Lie
derivative L'M . Hence, eD has eigenvalues 2n - i - k and 2n - i - k - 1 on E'k,
corresponding to the splitting from Proposition 4.0.13. By Proposition 4.0.14, this
splitting is given by the image and nullspace of eD- D
Corollary 4.0.16 The spectral sequences from Proposition 4.0.13 degenerate at E 2 .
Proof: By naturality, the boundary maps in the spectral sequences commute with
the maps eD and LD. In particular, they preserve the nullspace and the image of
eD. On ker(eD) f TE''k, LD acts as multiplication by 2n - i - k. This shows that for
s> 2, the map d, : ker(eD) q TE''k -+ ker(eD) q TEZ+,k-,- 1 must vanish. Similarly,
d, vanishes on the image of eD- l
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Chapter 5
The formal smoothing ideal
Recall the definition of Ia(X) (2.2.10). In this chapter, E(Ia(X)) will represent the
spectral sequence with respect to the filtration T (Definition 2.2.8) of the Hochschild
complex of Ia(X).
5.1 Relationship with the semi-classical limit
We will construct an algebra map #: - (M) - 4' (X), and show that it induces an
isomorphism El(Ia(M)) 2 El(Ia(X)). This will imply that # induces an isomorphism
in Hochschild homology.
There exists a natural fibration X2 -+ Ma. The fibers of this fibration are F x F,
where F is the fiber of X -± M. Choose a smooth family dv of densities of volume 1
in each fiber of X -+ M.
Definition 5.1.1 Define # : T- 0'(M) -+ Ta-* (X) by
A 4 (,r*A) 0 dvR,
where dvR is the density dv in the second fiber X -+ M.
Proposition 5.1.2 # is a map of algebras.
Proof: Let A, B E Ta' (M). Then
q(A)#(B) = (7rm)*(7r*((7r*A) 0 dvR) - 7r*((7r*B) 0 dvR))
= r*((7rm)*(7r*A - r*B)) 9 dVR
= #(AB).
RI
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5.2 A connection on the vertical algebra
Consider the following diagram of fibrations:
X +7-- *(T*M)
M +arTm
A connection in X -- + M, i.e. a horizontal distribution H in X, induces a connection
in 7r*(ET*M) -+ T*M, by
Hx = p,-1(Hp(x)).
This is indeed a connection, since p is a submersion. Note that when we restrict
ourselves over a point x E M, the restricted fibration
p-1 7r 1(x) - p-1(x)
is canonically isomorphic to the product Xx x T*Mx, and the induced connection is
the canonical trivial connection on the product.
Let Fsz(Al(T*M)) denote the space of 1-forms on T*M which have symbolic
coefficients when expressed in a local basis (dxi, t-1 d6) adapted to the cotangent
bundle structure. One can easily check that this space is preserved under changes of
coordinates in M. The connection defines a derivation
S(7r*(T*M)) r Psz(Al(T*M)) 0 S(7r*(W*M)).
Recall Definitions 2.2.9, 2.2.10, and the identification of V, via Fourier transform, with
S(X x M X x M IT*M, QR). This is the space of symbols on X x M X x M T*M with
values in the density bundle of the second fiber term. Let rR, 7rL : X x M X M T*M --+
X xM T*M be the projections on the first, respectively the second X term. Then the
elements in V4 are the distributions on X xM X xM T*M with values in Qa, which
are conormal to the X-diagonal inside the 0-section of this bundle. The action of VO
on V is 7r* (C (X))-linear. After Fourier transform, VO acts Sz(aT*M)-linearly on
S(X xM W*M):
VO 9 S(X x M T*M) -D (A, f) r 7R*(A7r*(f)) E S(X xM aT*M)
This action is faithful. We extend by duality the derivation V to VO:
(VA)(f) = V(Af) - A(V(f)).
Proposition 5.2.1 The operator V is well-defined and preserves V.
Proof: Over a coordinate patch in M, the fibration is trivial. Choose a density
dv in the second fiber term which is independent of the base point in T*M. Then
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V = daT*M + a, and A = a 0 dv. Choose a vector field V c Jsz(T(T*M)). We have
(VvA)(f) (V + a(V)) j af dv - j a(V + a(V))f dv
= ((VX/M + a(V)L + a(V)R)a)f dv,
where the sub-indices L, R mean that the derivative in the direction of a(V) is in the
first, respectively the second X factor. The proposition follows by inspection of this
formula. 0
Proposition 5.2.2 V commutes with multiplication by Sz(T*M), in the following
sense: for every A G V1', V G Fsz(T(T*M)) and g G Sz(T*M), we have
VgvA = gVv(A).
Proof: Let f E S(X xMT*M). We use the fact that Vgvf = gVvf and we commute
A with gsince the action of VW is Sz(T*M)-linear:
- Vgv(Af) - A(Vgv(f)) gVv(Af) - A(gVv(f))
- gVv(Af) - gA(Vv(f)) = (gVv(A))(f).
aV = V + -dt.
at
Then Proposition 5.2.2 carries over to V' in the following form:
Proposition 5.2.4
g G Sz(T*M) & L.
Let A E V 9 , V E Fsz(T(W*M)) 0 L e Sz(T*M) 0 & - andat
Then
VNt gv(A) = gV tv(A).
D
Proposition 5.2.5 Vt is a derivation on V 0 L.
Proof:
V t (AB)(f) = V t (AB(f)) - AB(V t(f))
= V't (AB(f)) - AV t (B(f)) + AV t (B(f)) - AB(V t(f))
= (V tA)(B(f)) + A(V t B)(f)
R
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(VgvA)(f)
Definition 5.2.3
El
5.3 The analogue to HKR
Now we restrict our attention to Ia(X). The product in Ia(X) is a deformation of the
vertical product. It follows that E0 (Ia(X)) 2 Eo(V 9 L). Moreover, this isomorphism
commutes with do.
Proposition 5.3.1 By using the Kiinneth formula in Hochschild homology ([12]), we
obtain
El'j (Ia (X)) - El'j (V 0 L)
= T(HHi+j(V 09 L))/T+ 1(HHi+j(V ®9 L))
= ti 09 Hi+j (V) q t'- 1dt 0 HHi+j- 1(V).
Proof: Similar to Proposition 4.0.9. El
On the vertical ideal V there exists a trace functional with values in S(aW*M),
defined by push-forward under the projection map 7r of the restriction to the diagonal
of each fiber of kernels in V:
Definition 5.3.2
A Try IXXMXXMaT*Mt=0/aT*MIt=0 AlAaflff
Using Try, we can define an analogue of the HKR map:
Ck(V L) A As(W*M) 0 AL.
Definition 5.3.3 Let A = Ao 0 A1 0 ... 0 Ak E Ck(V 0 L), such that A 0VtA 1 A
... A VtAk is of order -m - c. Define
K(A) = Trv(AoV tA1 A ... A VtAk).
Proposition 5.3.4 The map K is well-defined.
Proof: For V1,..., V C Fs(T(W*M)) 0 L D Sz(aT*M) 0 L21, define
K(A)(V,...,Vk) =Try ( AotVly(A1)...vtvk(Ak)
This is skew-symmetric in 1, . . . , V. Proposition 5.2.4 and the fact that V 0 L and
Try commute with Sz("T*M) 0 L show that the right-hand side is Sz('T*M) 0 L-
linear, hence it defines a differential form. IZ
Proposition 5.3.5 If A c Fmk-ECk(VP 0 L), then K o bA = 0.
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Proof:
K(b(A))
= Trv[AoA1V'A2 A ... A V'Ak - A0 V'(A1 A2 ) A ... A V'Ak + ...
+(-1)k-AoVtA 1 A ... A Vt(Ak_1Ak) + (-1)k AkAoVtA A ... A VtAk_1]
= Trv[AoA1V'A 2 A ... A V ' Ak - A0(A1VA 2 + VtA 1 A 2) A ... A VtAk
. . .+ (-1)k-l AoVA 1 A ... A (AklV'Ak + VAklAk)
+(-1)k AkAoVtA1 A ... A V t Ak_1]
= (-1)kTrv[AkAoVtA1 A... A VtAk1 - A0 VtA 1 A ... A V t (Akl)Ak]
=0,
since Try vanishes on commutators of operators of total order less than -m - C. L
It follows that K descends to the Hochschild homology of the vertical algebra.
Proposition 5.3.6 For A, B E Ia(M),
V t (#(A))#(B) = #(d(A)B).
Proof: Let f C S(X xM T*M). Then O(B)f = lr*(B f fdv). It follows that
V t (#(A))#(B)f = Vt(#(A)#(B)f) - O(A)V t(#(B)f)
= V t (#(AB)f) - #(A)Vt(7r*(B Jf dv))
= V(,r*(AB Jf dv) - #(A)(7r*d(B Jf dv)
= 7*d(AB J fdv) - 7r* (Ad(B J fdv))
= ir*((dA)(B fdv))
= #(d(A)B)f.
Since f was arbitrary, the proposition follows. l
Proposition 5.3.7 K o #= (k!)HKR. Hence, K is surjective.
Proof: Let A = Ao ® A 1 ® g... 0 Ak E Ck(V(M) 0 L). Then
K(#(A)) = Trv[#(Ao)V#(A1) A ... A V tq(Ak)]
= Trv[Vtq(A1) A .. . A (V t O(Ak))#(Ao)]
= Trv[Vtq(A 1 ) A ... A Vtq(Ak_1) A #(d(Ak)Ao)]]
... = Trv[#(d(A1) A ... A d(Ak)A)]
= d(Al) A ... A d(Ak)AO
= k!HKR(A).
We used Proposition 5.3.6 and commutativity of the trace. l
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5.4 Ei(Ia(X))
Since HKR is an isomorphism on Hochschild homology [4], by Proposition 5.3.7, K
must be surjective. In order to prove that K is an isomorphism at E1 , we need
to prove injectivity. Recall the decomposition b = Zo(-1)bi of the Hochschild
differential on Ck.
Let g be a metric on M. Let b be a cut-off function, 0(0) = 0, supported inside
the injectivity radius of M. For two points x 1 , x 2 in M at distance less than the
injectivity radius, let -r denote the parallel transport along the shortest geodesic
from x1 to x2 in X -e M, with respect to the connection V, and also in 'T*M -+ M
with respect to VW. Fix again a vertical density dv on the fibers of X - M.
Let P = ( j, ui, vi) denote a typical point in X x M X x M "T*M over a base point
Xj E M, i = 0, ... , k. Recall the identification
Ck(V (12) = S((X XM X xM T*M)k+) (to ... ,t) & dvo ... dvk.
Definition 5.4.1 Let a be a cycle in Ck(V 09 L),
a = A(to, ouovo, ... ,tk, k,uk,v k)dvo ... dVk.
For 1 E {O, ... , k}, we say that a satisfies P, if the following two conditions are
satisfied:
1. bj(a) = 0 for j = 0 ... , l-1.
2. The function A is independent of vo,...,vi_1.
Proposition 5.4.2 If a satisfies 1, then it is homologous to another cycle a', which
satisfies Pl+1.
Proof: Define h, : Ck(V 0 L) -+ Ck+ 1 (V 0 L) by
hi(a) (to, Po, ... , tk+1, Pk+1) = 0(d(xi, xl+i))e- +X 1 LI dvl
Oa(to, Po, , . . ., t1, 1, U1, rj1+1 V1+1, .... , tk+1,i Pk+1) -
Lemma 5.4.3 hi(a) E Ck+1(V 0 L) -
Proof: First, note that 4 is 0 at the points where r is not defined. We need to check
that hi(a) is Schwartz in 1+1. This follows from the invariance of the Schwartz space
under linear isomorphisms. Indeed, trivialize the fibration above the injectivity ball
around x, by parallel transport. Then hj(a) is Schwartz in j and in 1+1 - i- D
Let a' be defined by the following equation:
b(hi(a)) = (-1)la + (-1)+10(d(xj, xd+))eI 1Idvi
0 A(to, Po, ... , ti, 'r, u1, Tx+'iz, t1+1, 1+1, z, vl+1 , . . .)dz
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X~l+1
-hi(b(a))
(-1)'(a - a')
Since, by hypothesis, b(a) = 0, we have hi(b(a)) = 0. In addition, since a satisfies P1,
a' must also satisfy P1. Thus bi(a') = 0 and that a' does not depend on vj. Therefore,
a' satisfies Pl+. F1
Corollary 5.4.4 Every cycle a E Ck(V 0 L) is homologous to a cycle which satisfies
Pk .
Proof: By induction over 1, we show that a satisfies P for every 1. Po is the empty
condition. The induction step is proved in Proposition 5.4.2. l
Definition 5.4.5 Let a be a cycle in Ck(VO1L), which satisfies Pk. For 1 E {1, ... , k+
1}, we say that a satisfies R, if the the function A is independent of u1,... ,vi1.
Proposition 5.4.6 If a satisfies R1, then it is homologous to another cycle a' which
satisfies Ri+1.
Proof: Define q, : Ck(V 0 L) -+ Ck+1l(V o L) by
q(a) (to, Po, ... , tk+1,k+) = 4(d(xi, x~l+))e1IT4 l-'+1-lIIfdvl
Oa(toI Po, , .i .1 . ,1 7i (T, +1 U1+1, . .. , tk+1,i Pk+1)-
As in Lemma 5.4.3, one can prove that qi(a) is well defined. Since a satisfies Pk, it
follows that
b(qi(a)) = (-1)la - (-1)14'(d(x, xj+1))e1r i'+lC+1 I'Idvt
9 0 A (to, PF, ... , t ,) , T +1 +1 t + 1 , ( + z, .. .)dz)
=(-1) '(a - a'),
where the last equality is the definition of a'. Note that a' satisfies Pk and RZ since
a does, and moreover it is independent of ul. El
Corollary 5.4.7 Every cycle a E Ck(V 0 L) is homologous to a cycle which satisfies
Pk and Rk+1-
Proof: By induction, as in Corollary 5.4.4. El
Corollary 5.4.8 If a E Ck(V 0 L) is a cycle, then K(a) is independent of V.
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Proof: From Corollary 5.4.7, a is homologous to some a', which lies in the image
of the pull-back map #, i.e a' = #(c). By Proposition 5.3.5, we have K(a) = K(a').
Finally, by Proposition 5.3.7, it follows that K(a') = HKR(c), hence K(a) is inde-
pendent of V. El
Proposition 5.4.9 The map (using Corollary 5.3.1)
K : El(Ia(X)) 2 HH,(V 0 L) + As("*M) 0 AL
is injective. Hence, together with Proposition 5.3.7, it follows that K is an isomor-
phism.
Proof: Let a be a cycle in Ck(V 0 L) so that [a] e ker(K). By Corollary 5.4.7, we
can assume that a satisfies Pk and 7Rk+1. This means that
a E im(q5: Ck(V(M) 0 L) -+ Ck(V(X) 0 L).
Say a = #(d). Then, by Proposition 5.3.7, we have
0 = K(a) = K(#(d)) = HKR(d).
Since HKR is an isomorphism, it follows that d is exact in C.(V(M) 0 L). As # is an
algebra map, it commutes with the Hochschild differential, and so a is also exact. El
Theorem 5.4.10 The map # induces an isomorphism
HH*(Ia(M)) -4 HH*(Ia(X)).
Proof: Propositions 5.3.7 and 5.4.9 imply that K is an isomorphism, hence the map
# induces an isomorphism between El(Ia(M)) and El(Ia(X)). The result follows
using a general property of spectral sequences. We only need to notice that the two
spectral sequences are (tautologically) convergent. El
Corollary 5.4.11 The effect of eD on E..(Ia(X)) is contraction by the vector field
td. The space E, (Ia(X)) splits as the direct sum of the null-space and the image ofdt
eD. The effect of LD on ker(eD) f TEi(Ia(X)), respectively on im(eD)nTEk (Ia(X)),
is multiplication by 2n - i - k, respectively 2n - i - k - 1.
Proof: Follows from Propositions 4.0.15, 4.0.14 and Theorem 5.4.10. We have implic-
itly used the fact that D commutes with the map # from Definition 5.1.1. Alternately,
we could prove this directly along the lines of Propositions 4.0.15 and 4.0.14, where
HKR is replaced by the map K from Definition 5.3.3. R
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Chapter 6
H-unitality of the ideal '(X)
Let A be an algebra over C. Recall the definition of the Hochschild complex C.(A)
and the boundary map b : Ci(A) -+ Ci 1 (A), b = EO(-1)ibj (Section 2.3). The
bar resolution of A is the complex (C.(A), b'), where b' : Ci(A) -* Cj_1 (A) is given
by b' = E-_I(- 1)ibj. Recall that if A is a topological algebra, then C.(A) is defined
by using a topological tensor product.
Definition 6.0.12 (Wodzicki [18]) The algebra A is called H-unital if the bar res-
olution of A is acyclic.
Every unital algebra is H-unital. Wodzicki [18] proved that H-unital algebras are
excisive for Hochschild homology. In other words, let I be an algebra. Then every
extension
0 -* I -+ A - A/I -+ 0
leads to a long exact sequence in Hochschild homology. In turn, this property implies
that I is H-unital.
In this chapter we prove that Ia(X) is H-unital by using a general criterion. We
note that the ideal -c (X) is also H-unital. We then deduce that 'P' (X) is H-
unital. This implies the existence of a long exact sequence in Hochschild homology
deduced from the short exact sequence of algebras
0 4 'a (X) -+ XIa(X) -+ Sa(X) -+ 0. (6.1)
6.1 A sufficient condition for H-unitality
Theorem 6.1.1 Let A be an algebra with a decreasing filtration FA, i G Z, adapted
to the product on A, so that
1. The graded algebra GA is H-unital;
2. ~FiA = {0}, U FiA = A and
lim lim FiAFA 
--A;
i_+-00 3-+00
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3. For a = ao 0 ... 0 ak E Ck(GA), let deg(a) = min{p; -ai Fp+ 1A}. As-
sume that for any b'-closed a, there exists c such that b'(c) = a and deg(c) >
min(deg(a), 0).
Then A itself is H-unital.
Proof: The filtration is inherited by the chain spaces Ck(A). We can form a spectral
sequence for the homology of (C.(A), b'), whose Eo term is isomorphic to the Eo term
of the similar sequence for GA. This natural isomorphism commutes with do, hence
it descends to E1 . But
E, (GA) L Gihi+(C.(GA), b') = 0,
from the first hypothesis, hence E1 (A) = 0. This implies E,,(A) = 0.
Lemma 6.1.2 The second and the third conditions imply the convergence of the spec-
tral sequence.
Proof: Condition 2 implies a similar statement with A replaced by Ck(GA)deg>p.
Note that this would not be true without the restriction on the degree. Together
with condition 3, this yields the result. D
Therefore,
h(C.(A), b') = 0.
6.2 H-unitality of Ia(X)
Proposition 6.2.1 Ia(X) is H-unital.
Proof: Observe that the filtration Tkla(X) satisfies the second assumption of Theo-
rem 6.1.1. Therefore, it is enough to prove that the first and the third assumptions
hold. The associated graded algebra GIa(X) is just V 0 L. We shall construct an
explicit chain contraction sk : Ck -+ Ck+1. Use the notations from Section 5.4.
Let a E Ck(V 0 L). Define sk(a) by
sk (a) (to, Po, ... , tk+1I Pk+l)
= '(d(xo, xi))e--*r1o 12 dvo 0 a(to, r u0 , v1, t 2 , P2, ... , tk+1, Pk+1)-
Like in Lemma 5.4.3, we see that sk(a) is well defined.
Lemma 6.2.2
b'sk - sk-1b' = Id.
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Proof: Recall the decomposition of b' on Ck in alternate sum of contractions, b'
I (-1)bi. Then
bosk(a)(to, Po,. . . , tk, Pk)
= fX e/M (sk(a)I(toPO)=(tiP1)
= a(to, Po, ... tk, Pk)
and
bisk Sk-lbi_1
for i = 1, ..., k.
This implies that h(C.(V 0 L), b') = 0, proving condition 1. At this stage, it
suffices to remark that sk does not decrease the degree, as defined in condition 3 of
Theorem 6.1.1. El
6.3 H-unitality of 4; '(X)
This ideal is isomorphic to -) (X) via the blow-down map : X - X 2. Fix a
density dx on X. Then
Ck('I' )(X)) C o([0, 0)k+1 x ( dyo 0 ... 0 dyk.
Define a chain contraction
sk k( [,0(X )) -+- Ck+1&'Fioo)(X))
by
sk (a) (to, o, yo, . . , tk+1, iXk+1, yk+1)
(1 127t=e to ti dyo 0 a(toI oI y1, . tk+1, Xk+1, 7yk+1) -
Like in Lemma 6.2.2, we can prove the following:
Proposition 6.3.1 The operator sk is a well-defined chain contraction, hence
h(C.(TI- 0(X)), b') = h(C.(C ([0, oo))-)(X)), b') = 0.
ED
6.4 Algebraic conditions for H-unitality
A short exact sequence of algebras
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(I is an ideal in A, B 2 A/I) induces a double complex with three columns
0 -+ (C.(I), b') 4 (C.(A), b') -4 (C.(B), b') -+ 0 (6.2)
which is exact only on the bottom row. Nevertheless, there is a simple algebraic
condition for the existence of a long exact sequence in homology:
Theorem 6.4.1 A three-column double complex leads to a long exact sequence in the
homologies of the columns if and only if the total homology of the double complex
vanishes.
Proof: Follows from the analysis of the spectral sequence of the filtration by columns.
This spectral sequence degenerates at E3 . One can check by diagram chasing that
E3 = 0 if and only if there is a long exact sequence. In this case, the boundary map
is the inverse of d2. The spectral sequence is convergent since it is concentrated in
the first quadrant. Hence the total homology is 0 if and only if E"" = E3 = 0. E
Theorem 6.4.2 If I is H-unital, then
h (C. (A),b'Y) !_- h (C.(B),Ib').
Proof: Apply Theorem 6.4.1 to the complex (6.2). The assumption is that the
homology of the first column vanishes.
The fact that the map p induces an isomorphism h(C.(A), b') a h(C.(B), b') is
equivalent to the existence of the long exact sequence. By Theorem 6.4.1, this is
equivalent to the vanishing of the total homology.
Consider the filtration by rows of the complex (6.2). It induces a spectral sequence
whose E1 term lives only in the middle column because z is an injection and p a
surjection.
We can construct a filtration on E 'k = ker(pk)/Im(z) by defining an element
a E A0k+1 to be in F if it can be written as a tensor product such that at least
k + 1 - j of its terms belong to I. This filtration is preserved by the differential di,
which is just b'. We can form a spectral sequence which computes E 2 and we shall
prove that the first term, E1(E1), of this spectral sequence, vanishes.
Note that the filtration F is increasing and on E'k it stabilizes at Fk, since the
elements in the kernel of p contain at least one factor from the ideal. Also, since we
mod out by Im(Zk), the smallest non-zero term is Fo.
Lemma 6.4.3
E1(E1) = 0.
Proof: In the proof of this lemma, use the notation do for the first differential in
E(E1 ). Since I is an ideal in A, it follows that any contraction involving at most one
element in the ideal decreases the filtration order, hence can be neglected when we
compute do.
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Note that E'il(E 1 ) 0 Ifk+1-J  B® , where 0 stands for the tensor product in
any possible order of the k + 1 spaces.
This complex endowed with the differential do splits according to the number of
connected components of terms from I in the tensor product. Denote by G' the part
with s components. Then
(G.{-1], do) (."(B) [- 11, 0) 0 (C. (I) [--11), b'Y)
o(C.(B)[-1], 0) 0 ... 0 (C.(B)[--1], 0)
0(C.(I)-1], b') 0 (CAug(B)[-1], 0)
(s factors of (C.(I), b')), where Aug stands for augmentation by C, and C.[-1] is the
suspension (right shift) of the chain complex C..
By the Eilenberg-Zilber theorem, the homology of this tensor product is the tensor
product of the homologies of the factors. Note that s > 1, since we saw above that
Fk(El'k) = El'k. In addition
h(C.(I), b') = 0
by assumption. This means that (G. [-1], do) is also acyclic. E
Since the filtration F is finite in each degree, it follows that the spectral sequence
E(E1 ) converges to the homology of (E1 , di), i.e. to E2. Hence, E2 of the initial
double complex is 0. Thus, E, = 0 and therefore the double complex is acyclic
(again, convergence is a consequence of the spectral sequence being concentrated in
the first quadrant). D
Remark 1: The use of the Eilenberg-Zilber theorem is not indispensable. Indeed,
we can filter Gs by the lexicographic order of strings of I's and construct a new spectral
sequence to prove that (G, do) is acyclic. This approach is probably preferable when
dealing with completed tensor products, as in the case of the adiabatic algebra.
Remark 2: The proof of Theorem 6.4.2 can be translated almost verbatim to
provide a proof of the existence of the long exact sequence in Hochschild homology
of a short exact sequence of algebras starting with an H-unital ideal. Again, the case
of topological algebras can be treated well in this way.
6.5 H-unitality of 41- '(X)
Proposition 6.5.1 T'I-(X) is H-unital.
Proof: Apply Theorem 6.4.2 to the short exact sequence
0 4 XIao-(X) -+ TI~O(X) -4 Ia(X) a 0. (6.3)
Propositions 6.3.1 and 6.2.1 state that xIa-c(X) and Ia(X) are both H-unital, so by
Theorem 6.4.2, xII-c(X) must also be H-unital. El
Corollary 6.5.2 By the result of Wodzicki [18], which can be adapted to topological
algebras by the remarks above, the short exact sequence (6.1) induces a long exact
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sequence in the Hochschild homologies of the three terms. In particular, there exists
a boundary map
6 : HHk(Sa(X)) -+ HHk-1 ('Ia'(X)). (6.4)
D
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Chapter 7
The residue functional
7.1 Definition of the residue
Recall Definitions 2.2.9, 5.3.3. Since QZ E To, multiplication by QZ descends to VO
and extends to chains in C.(VW 0 L) by Qz(ao 0 ... 0 ah) = (Qzao) 0 ... 0 ah.
Recall Definition 3.1.8. We denote by *m the operator *a on T*M. Let QM be the
orientation bundle of M.
Definition 7.1.1 For z G C, Re(z) sufficiently negative, define
F, : Ch(VO 0 C) -+ An-h(M, QM) 0 L E An-h+l(M, QM) 0 Cdt
A i-4 *m(K(QzA)).
J k*Mit=0 / a
Proposition 7.1.2 The dt-free part of F, Z d dt A Fz, is well-defined and holomorphic
on FiCh(VP 0 L) for Re(z) < h - m - n -i. The dt part of Fz, Z d Fz, is well-defined
and holomorphic on FiCh(VO 0 L) for Re(z) < h - m - n - i - 1.
Lemma 7.1.3 The operator F, is local in M and does not depend on V.
Proof: The fact that Fz is local in M means that for V C U open sets in M and V
relatively compact in U, Fz(A)iv depends only on A1(,r-(U))h+l. This is obvious from
the definition. Since Fz is local, we can work over a coordinate patch U C M. Let
(xi, j), (xi, cj) be local coordinates adapted to the cotangent structure in T*M and
WT*Mlto over U. The structure map #,a takes the form (xi, j) -+ (xi, tj). Let Id be
the local isomorphism (xi, %) '-4 (xi, j). Let *M be Brylinski's duality operator on
A(T*M). We denote by *u the conjugate of *M by Id. On h-forms,
Z ddt A (* + t-ldt A zM* )=thn *Z dt A .7.
Using this and the fact that the integral along the fiber vanishes on forms that are
not multiples of d 1 A ... <n, we get
Zddt A Fz(A) = t -* Zddt A K(QzA) (7.2)di f Ux Rn/U de
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= th- j *UTrv(QzaoVedi A ... A V &h),
where Vc = V di. Recall that we Fourier transform the kernels in the horizontal
tangent directions. Now just observe that V , is actually independent of V. This
is due to the fact that the connection is lifted to X xM X xM T*M -+ 'T*M from
X xM X -+ M. This proves that the dt-free part of Fz is independent of V. The
other case follows by replacing formula (7.1) with (7.4). El
Proof of proposition 7.1.2: Using Lemma 7.1.3, we can assume that we work in
local coordinates and that formula (7.2) holds. From the properties of symbols, the
assumption on the order of A, and the assumption Re(z) + i - h < -m - n, it follows
that
QzaoVedi A ... A VCh E d<hFz+i-ho 0 1C (7.3)
and hence is of trace class (recall that all operators of order less than -m are of
vertical trace class). Taking the trace increases homogeneity by m, hence
Trv(QzaoV & A ... A Vedh) E d(hSz+i-h+m(aF) ® 'C
and so
*MTrv(QjaV a1 A ... A V~eh) E Az+i-h+m+n)(aF) 0 L.
This shows that for Re(z) + i - h + m + n < 0, this form is of negative homogeneity
and hence integrable along the fibers of T*Mt-o/M. Holomorphy is preserved by all
the operations involved, as long as they make sense. This finishes the proof of the
first assertion. The second one is similar and uses the identity
Z d (*Ug + t-dt A z,*) = th-n-1 *U  Z + th-n-2a A*Uz ddtA (7.4)t d dt
instead of 7.1. Here a is the pull-back via Id-1 of the canonical form on T*M, and
has homogeneity 1. D
Remark 7.1.4 From (7.2), we see that Z ddt A Fz shifts the t-degree by h - n on
h-chains.
Proposition 7.1.5 Let Az be a holomorphic family of chains in FiCh(VO 0 L). Then
F,(Az) is meromorphic, with at most simple poles at the real integers.
Proof: Denote by 7U(B) the holomorphic functions in the band B = {-1 < Re(z) <
1}. We shall show that Fz(A,) has at most a simple pole at 0 in the band B. Choose
a total symbol map for adiabatic operators, i.e. a map q : Ia(X) --+ S(T*X)[t-l],
which extends the symbol map. Let Ai be the component of order z+j of q(Qzao (z) 0
d1(z)... 0 ah(Z)). By Proposition 7.1.2, Fz((VO)h-m-n-1 12) c 71(B). Therefore
only a finite number of At's are significant for the poles of F,(Az) in B. Fix a metric
7=)1 on T*X. Choose B7 such that q(Bi) = Ai. Let 4p be a cut-off function,
?P(r) 0 for small r, O(r) - 1 for r > 1.
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Lemma 7.1.6
/Mi/M*iTrv(K(Bj)) J *xO( , r7)HKR(A) (mod 7(C)).k *Mit=O/M L*Xlt=O/M
Proof: Both terms are local, so we can prove the statement in local coordinates. The
left-hand side is independent of the connection. We claim that the part in * HKR(Ai)
which is a multiple of the fiber volume form dV of T*Xlt=o/M, is also independent
of V. Indeed,
*X = (1 + t-dt A z)#* *#*
where #,, is given by (2.2). Let p denote a monomial form in local coordinates. First,
if p does not contain a multiple of dV, then neither does (1 + t-dt A zM)#,- 1 tP.
Secondly, if p contains any dx, d7, dy, then *p does not contain multiples of dV [1].
Finally, if p contains some dx, dq, dy, then so do all monomials in #*Ap. Therefore,
only those p that contain only d's survive in fT*X9=OX/M O(, i/) *a p. Moreover, the
result is seen to be independent of the map A in (2.2), which can therefore be assumed
of the form A(x, y, , 7) = (. Then
Trv(K(Bi))
= *Xt=o/T*Mijto ( r)HKR(AX)w"/M (mod 7(C, As(W*M))),
whence the lemma. L
Lemma 7.1.7 Let pfj(z) be an entire form of pure homogeneity j on T*X \ 0. Then
fT*X /M O(zr)rzfpj(z) has only one simple pole at z = -j, and
Resz_-j I$x 1 0 /M (r)rzfp,(z) = - iS*Xt / (0).
Proof: Let 7 be the radial vector field on T*X. In polar coordinates,
JT*xlt=OM V) (r)rzpj (z) = j o(r)rz+-3ldr ji Zpj (Z).
The first factor equals -1/(z + j) (mod R(C)). The second one is entire. El
From Lemma 7.1.6, Fz(A) has the same poles in B as a finite sum
E f 0(r)rzy f(z),
i T*Xyt=o/M
where p3 (z) is entire in z and of homogeneity j in the fibers of T*X=O. By Lemma
7.1.7, the proposition follows. l
Definition 7.1.8 For A C Ch(VP 0 L), define
R(A) = Resz=o(F,(A)).
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Definition 7.1.9 Let A = Ao 0 ... 0 Ak E Ck(VO 0 L). Define
eQz (A) = (-1)-zQz A 0 0 A1 0 ... 0 Ak_1.
z
If A E Ck(4!a(X)), define eQ. (A) by the same expression, where now all products are
in the adiabatic algebra.
Lemma 7.1.10 Qzb = bQz + zQzeD. on C.(VO 0 L). This identity also holds on
C.(T'a(X)), with respect to adiabatic multiplication.
Proof: Direct computation on chains A = AO 0... 0 Ak.
Proposition 7.1.11 R o b = 0 on Ck(W 0 L).
Proof: Using Lemma 7.1.10,
R(b(A)) (7.5)
= Reszo *MTrv(K(b(QzA))) + Resz=o(zF(eQz(A))).
J*Mlt=O/M
Note that eQ. (A) is holomorphic, including at z = 0. By Proposition 7.1.5, the second
term vanishes. By Proposition 5.3.5, the first integrand vanishes for small Re(z), so
it extends to be identically zero by analytic continuation.
It follows that R induces a map
R: HHk(VO & L)0-aA(M, Q) 0 AL. (7.6)
We claim that on this space, R o eD = Zl±R. Indeed, VO 0 L is a module over
L 2 Polyn(aT*M), and hence HHk(VO 0 L) is a module over HHk(L 0 Polyn(T*M)),
i.e. over the ring of differential forms with polynomial coefficients. Then, by exactly
the same reasoning as in Chapter 3, we can prove that formula (3.8) holds with HKR
replaced by K. Note that the claim is false at chain level.
This observation shows that the map (7.6) takes im(a), im(3) onto forms with no
dt, respectively multiples of dt.
Proposition 7.1.12 Let A E Fh-,-mHH(VO 012) n im(a). Then
R(A)= 2 ddt A R(A) = - jz <x HKR(o-(A)).
Tt 
,*Xlt= / M
Let A E Fh-n-m_1C(VP 0 L). Then R(A) is a multiple of dt and
R(A) = - JXi/ * HKR(u-(A)).
J, *X t=0 /M
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Proof: We know that in the first case, R(A) does not contain dt. Apply Proposition
7.1.2 with i = h - n - m - 1, respectively i = h - n - m - 2. It follows that
Z dt A F2, respectively F, is holomorphic for such chains around z = 0, which implies
that 2 ddt A R(A), respectively R(A) depend only on o-(A). The result follows from
Lemmas 7.1.6 and 7.1.7.
Remark 7.1.13 This Proposition implies that we can improve Remark 7.1.4 as fol-
lows: The map (7.6) shifts t-degree by h - n when applied to HHh(Vo 0 L) n im(a),
and by h - n - 1 when applied to HHh(V 0 L) n im(i3).
From Proposition 7.1.2, it follows that R vanishes on V 0 L, so we think about
it as being defined on symbols, with a natural extension to vertical operators. Using
the projection TjSa(X) -+ VO, we can extend the definition of R to C.(Sa(X)).
Proposition 7.1.14 Let A c Fh-n-mCh(Sa(X)) or Fh-n-m-1C(Sa(X)) represent a
class [A] in HHh(Sa(X)). Then R(A) is deRham closed in M. If A is Hochschild
exact, then R(A) is deRham exact.
Proof: We have seen in Theorem 3.1.10 that the differential form
[A]E 2 = *xHKR(-(A))
is closed and homogeneous of homogeneity 0. Hence 1R[A]E2 = 0. Using (3.7), this
implies (z-Rd, + dvzz)[A]E2 = 0, hence zR[A]E 2 is closed. Proposition 7.1.12 shows that
dR(a) = d, f z,[A] E2  f dvzR [AE 2 - 0.
JaS*X 1t 0 /M JaS*X 1t 0 /M
If [A] = 0, then [AlE 2 = df3 is exact, and, since d, preserves homogeneity, we can
assume that 3 is also homogeneous of homogeneity 0. Therefore LR0 = 0. This
implies z7z [A]E 2 = z%-Rdv3 = -d2zRo, and so
R(a) = JS / M[A]E2 = -d *Xt.o
7.2 The boundary map
Recall (2.5) the definition DQ = ;(D,). Let bo denote the Hochschild differential in
C. (V' 0 L). We would like to give a formula for the boundary map J of the short exact
sequence (6.1) in terms of the presentations found in Chapters 3 and 4 for Hochschild
homology as cohomology groups. As with all spectral sequences, we can in principle
observe only the top part, say J0 : Ti/Ti+1(HH(Sa(X))) -+ T/Ti+1(HH(Ia(X))), of
6. This might be zero on some element even though 6 itself does not vanish on that
element.
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Remark 7.2.1 The boundary map commutes with eD, LD, t 1 dtA, a and 3, since
these operations are maps of complexes on C.(XIa(X), b).
This means that 6 preserves the dt and no-dt parts and the t-homogeneity in the
presentation by cohomology spaces.
Proposition 7.2.2 If dim M / 0, then 6 = 0.
Proof: If M {pt}, then the adiabatic algebra becomes isomorphic to the algebra
xF[o,,,,,)(X) of one-parameter families of pseudo-differential operators. In that case,
6 = 6o since t is a "flat parameter". If dim M # 0, we claim that the vertical boundary
map vanishes. This is essentially Lemma 8 from [12]. For convenience, we reproduce
the proof. Let A E Ck(VW(X)/V(X) 0 L) be a cycle. Let A c Ck(VO(X) 0 L) be an
extension to the full vertical algebra. Then, using Proposition 5.4.9,
o(A)= *mK(boA).
J *Mit=O /M
From Corollary 5.4.8, this is independent of V. The vector fields tangent to the fibers
of "T*Mt=o -+ M are outer derivations on the algebra VO(X) 0 L. By naturality, the
boundary map commutes with the action LV of such a vector field: [60, LV] = 0. But
Lv(A) has order 1 less than A. After repeated applications, the order of Lvy ... Ly A
will be less than -m - k - 1, so, by Proposition 5.3.5, K(b(LV, . . . Ly, A)) = 0. Hence,
Ly ... Ly,60 (A) = 0. Since V1 ,. . . , V, were arbitrary and 6o(A) is a Schwartz form on
"T*Mit.o, the proposition follows.
Therefore, the first significant part of 6 is
J1 : Ti/Ti+1(HH(Sa(X))) -+ Ti+1/Ti+2 (HH(Ia(X))),
which increases the t-filtration by 1.
Theorem 7.2.3 61 = (-2) x integration along the fibers of aS*Xit=o -+ M.
Proof: From Remark 7.2.1, it is enough to prove the claim for class [a] represented
by some a E Tj HHk(Sa(X)) n im(a). Such a class can be represented by a chain
A E TFk n_,C(Sa(X)). By H-unitality, we can find A E TCk(Ja(X)) a pre-
image of A, such that bA E Ck-1(Ia). Since 6o(a) = 0, it follows that there exists
7 E TjCk(Ia) such that bA - by E Tj+,1 . By replacing A with A - -y, we can assume
that 6(a) = [bA] is represented by a chain in Tj+ 1 . Let Aj, Aj+1 be the components of
A in Ck(VO 0 L)j, respectively Ck(W 0 L)j+1, where the subscript denotes t-degree.
Using Lemma 7.1.10, we see that
61(a) = *M K(bA)j+ 1 = *mK(QzbA)j+i
(*MJtOM/M (KT*MbtAo/M 7z=O
(L *K(bQzA)j;l (7.7)
T*Mlt=O/M ) Z=O
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+( *K(zQeDA)j+l - 7.8)
+*i~ / /7 ) z=o(7 8
We shall prove that (7.7) vanishes and (7.8) equals the desired expression. In (7.7),
we can replace A by Ai + Aj+1 since we are looking only at the part of degree j +1 in t.
Let b = bo + b1 + . .. be the expansion of b according to the t-degree. By Proposition
5.3.5, K(boQzAj+1) vanishes for small Re(z), so the analytic continuation of the
corresponding part in (7.7) is 0 at z = 0.
Proposition 7.2.4 bo(A)) = 0 implies that fT,. * K(b1 QzAJ) tends to 0 in
A 2n-k+l(M)/dA2 n-k(M) as z -+ 0.
Proof: This would be clear if we knew that bo(QzAi) - 0. Indeed, K(bQzAJ)
would be equal in this case to k-d,(K(QzAi)), when both sides are defined. This
happens for Re(z) < 0 (compare with Proposition 4.0.10). The explanation for the
multiplicative factor k is that our analogue to HKR is anti-symmetrized. In the
no-fiber case, this condition holds by commutativity of the vertical algebra VW(M)
(Definition 2.2.9).
Lemma 7.2.5 If Ai is bo-exact, Ai = boC, where C E TjFk-n_,fCk(XJa(X)), then
fJ'*M/M * jK(b1 QzAi)j+1 vanishes at z = 0.
Proof: K(bQzA)j+ 1 = K(biQzboC)j+1 = K(blboQzC + bzQzeD, C). The last term
belongs to Fk-m-n-2+zChl and is a multiple of z, hence like in Proposition 7.1.2, its
integral vanishes at z = 0. From b2 = 0, we deduce b1bo = -- bob,. Since bQzC C Tj+1,
it follows from Proposition 5.3.5 that fl,*M/M *jK(bob 1QzC)j+1 = 0 for Re(z)
small. By analytic continuation, this holds for all z. E
Write Ai = Ao 0 ... o Ak. Since bo(Ai) = 0, we can assume that Vi, Ao o ... o
AjAj+ 1 0 ... 0 Ak = 0 (see Lemma 2.4.3). The difference is an exact chain like in
Lemma 7.2.5, so it can be ignored. We claim that
/ /*/K(bQzAi) - kdJ *m(K(QzAJ)) = o(z). (7.9)k *Mit=O/M faT*Mit=O/M
Since both terms are local in the base and independent of V by the same argument
as Lemma 7.1.3, it is enough to prove the claim in local coordinates for the trivial
connection. We have
dv *m(K(QzAi))
LT*Ml=I 0/
Z *Mt=/M E(I)Trv(9 (QzAo0o% A1 ... -As- ... _ Ak))
<1 ... d<ndXil ... d Xik (7.10)
The essential ingredient in the proof of (7.9) is the following
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Lemma 7.2.6 Assume that for i = 0,..., k, Ao 0... & AjAj+1 0 ... A = 0 as
above, where the multiplication is in the vertical sense. Then for Re(z) < 0,
f *Mjt= (M QzAoi 1 A1 ... , Ak) (711)
=- f*M 0/M zTrv (QAo)D A ... 0 k- Ak-Ak) + o(z).
Proof: In writing the integral, we drop the density factor d 1 ... <n. The hypothesis
implies that AkQzAo 0 A1 0 ... 0 Ak_1 = [Ak, Qz]Ao 0 A1 0 ... 0 Ak_1, has order
k - n - m + z - 1. This implies that
L*Mlt=O/M TrV (' (Ak QzA )O A, ... k - 1 Ak-1)
is well-defined and holomorphic for Re(z) < 1. In particular, it is holomorphic around
z = 0, and since AkAo 0 ... 0 Ak_1 = 0, it vanishes at z = 0, hence it is a multiple
of z. Expand a'k (AkQzAO) and commute Ak and (%k Ak to the right inside the trace
(possible because the total order is z - n - m - 1 < -m). This finishes the proof. E
Using this lemma, the proof proceeds like the proof of the fact that d, = kde,
stated in the beginning of the proof of Proposition 7.2.4. Note that in (7.11) we can
shift i_ one step to the right, by the same argument as in Lemma 7.2.6, with no
extra error. By repeated applications of these operations, the left-hand side of (7.10)
is equal to
k E *Mct=OM E(I)Trv (cx,(QzAOOi 1 A, .. ' -Ak-1 iAk)) + O(z).
We will show that this equals
kdJ *'(K(QzAi)) (mod o(z)).
LT*Mlt=O/M
First, drop the factor of k. We distinguish three types of terms: i) terms where
ax, differentiates QzAo; ii) terms where ax, differentiates one of the middle factors,
and iii) terms containing axi% Ak. The terms of type i) contribute to the Poisson
bracket {Ak, A0 }. By integration by parts with respect to j , type iii) terms give us
the remaining part of {Ak, A0 } and terms of the type ... a , a As ... a,&Ak, that we
declare as being of type iv). We claim that, modulo o(z), the terms of type ii) make
up 3(-1)s+P ... (a, Asa, As+1 + , AsOxAs+1 ) .--a dej A...
s<p
Summing over s, we get half of ... d,{Ap, Ap+1}.... The other half arises from the
type iv) terms. Let us illustrate this on a type ii) term: let Y(s) be the type ii) term
with the derivative a, on position s. If s = k -1, then we get part of ... d{Ak1, Ak}.
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Otherwise,
Yi(s) JT*My= 0/M Try (QzAoO k A... ax, A .s ... OAk)
= T*Mt=IM yTrv(Qz0Ao%, A, - - xi%. As ...
(-Ak_1%-1 
_, Ak - 8 kl ,& Ak-1A - a ,Ak-lck-_ Ak)).
Like in the lemma, the middle term is of order o(z). The last term brings aci one step
to the left, and we either get part of ... d{Ak- 2, Ak_1}, or we continue the process.
As for the first term, summing it over s at step p will yield
JTT*My=o/m Trv(QzAoaxi ... Ox, OC. As ...
By integration by parts, this is equal to a part of faF-M Trv(QzAo, 1 } ... ) plus
faF-+M TrV(QzA0xi&ajA .. .). This last term cancels with the similar one from the
type iv) terms.
Remark 7.2.7 Formula (7.9) is certainly correct if we can commute Qz modulo T,
as explained in the beginning of the proof. All we have to do is to make sure that
non-commutativity only affects the result by a factor of order o(z).
This finishes the proof of the proposition. l
Note that the second term in (7.7) is by definition Rj+1(eDQA). From Remark
7.1.13, this is a dt-free form of t-degree j + k - n. From Propositions 3.2.6 and 7.1.12,
R(eDQA) 
--2j z-z(r'dr A [a]E2) -2 [a]E2-
J S*X y= / M J "S*X t=0 /M
We have assumed that a E T. We can also ask that [a]E 2 be of pure homogeneity
with respect to LD. This homogeneity must be at least j + k - n, and if it is bigger,
then [a]E 2 is the class of some a' E T+ 1 . So we can also assume that [a]E2 has
homogeneity j + k - n. Using again Remark 7.1.13, we conclude that Rj+1(eDQA)
R(eDQA) R(edQ a). This ends the proof of Theorem 7.2.3.
Recall the decomposition of Ti/T .. HHk(Sa(X)) as eigenspaces of L d. Let a be of
dtpure type with respect to this decomposition. Assume a is dt-free. Since *4 increases
the t degree by at most k - n, it follows that [a] E ti+h-nH 2n+2m-k(S*X x Sl) with
h < k Hence Ld acts on [a] by multiplication with i+ h - n. Assume that J 1(a) = 0.
This means that 6(a) E Ti+sHHkl(Ia) with s > 2. Assume s is minimal with this
property. Let 6(a), be the image of 6(a) in Ti+s/TsHH_(Ia) 
- E+
Ld acts with eigenvalue i + s + k - 1 - n on this space. But from h < k and s> 2et
wegeti+h-n<i~s+k-1-n. Since6andLd commute, we get the following:
dt
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Proposition 7.2.8 61 is the only significant part of 6. In other words, if 61(a) = 0
for some a G TiHHk(Sa(X)), then there exists some d with a - d G Ti1HHk(Sa(X))
and 6(d) = 0.
Theorem 7.2.3 and Proposition 7.2.8 completely characterize 6 : HH(Sa(X)) -+
HH(Ia(X)).
7.3 Traces on the adiabatic algebras
From the long exact sequence of the sequence (6.3), the ideals Ia(X) and T'I (X)
have the same homology, except in dimensions 0 and 1. Consider the following map:
Tr:ia' (X) -+ C[0, oo)[t- 1], A H- (-r J AlA nft-rJ).
Lemma 7.3.1 The map Tr generates HH0 (4Ja 0(X)) over C [0, oo)[t- 1 .
Proof: Let first A E O&([0, oo), TI (X)) x 0I (X) be a rapidly vanishing family
of smoothing operators. For any t > 0, the map A F- Tr(A)(t) is a trace. Choose
any local embedding of TX in X2 . Cut-off A near the diagonal and pull it back to
TX as a compactly supported section in the fiber density bundle. The pull-back of
the fiber density bundle to the 0-section of TX is just the density bundle Q(TX). In
local coordinates, and pulling back via the canonical map #a, we get
Tr(A) Aw" = AW,
T*X L *X
where w, Wa are the symplectic form, respectively the adiabatic symplectic form. This
formula extends to a I'(X), and is an extension of the map
Ia(X) D A i-+ Tr,(A)W" = *aK(A) E L,
LT*Mito a *Mpt a
which, by Theorem 5.4.10 and Propositions 5.4.9 and 4.0.13, is a generator over L
of HH0 (Ia(X)). This implies that the boundary map HHi(Ia(X)) -+ HHo(4o- *(X))
vanishes. E
We note here that for t > 0, wa = (#a-)*(w). In local coordinates, this is a
polynomial in t 1 of degree 1. It follows that wn' belongs to T-nA2 (T*X).
Recall now that eD is an isomorphism from im() C HH1(Ia(X)) to HHo(Ia(X)).
A similar statement is valid for a '(X). From this, it follows that Tr o eD is a
Hochschild cochain which generates im(3) C HH1 (4'- (X)), and that the other
boundary map of (6.3) also vanishes.
Since we have the explicit C [0, oo)[t- 1 ]-valued cochain Tr on Ta'- (X), we can
imitate the construction of the residue trace to get explicit cocycles on Ia(X).
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Proposition 7.3.2 The maps
XIa(X) -+ C [0,oo)[t-1],
C1 (qfa(X )) Co [0,00) [t-1],
A e Resz=oTr(QzA)
A 0 B e Resz=oTr(QzD(B)A)
are cocycles on 'I'a(X).
Proof: Since eD is a map on homology, it is enough to prove the statement for the
first map. We have seen that the residue is well-defined. We want to show that it
vanishes on commutators. From (1.1),
Q-Z BQz - B
Resz=oTr(Qz [A, B]) = Resz-oTr([QzA, B] + zQ z A)
z
= 0,
since for small Re(z), the first term is the trace of a commutator of operators of order
less than -n - m, and the second term has no residue at zero since we have a multiple
of z inside the residue.
7.4 Properties of the residue functional
We can extend Proposition 7.1.14 to arbitrary orders. We first treat the semi-classical
limit case. Recall that the subscript i means taking the part in T/T+1 .
Proposition 7.4.1 If A E TiCk(S,(M)) is a boundary, then Ri(A) is dr-exact.
Proof: The spectral sequence TE 2 , which computes HH(Sa(M)) using the T filtra-
tion, degenerates at E 2, so we can assume A = b(P) with P E Ti-1Ck+1(Sa(M)).
What makes the no-fiber case special is that (QzP);i is b-closed in the vertical alge-
bra, because that algebra is now commutative. The projection 'Fa + Sa is surjective;
let P be a pre-image of P. Using Lemma 7.1.10, we get:
Ri(A) = Hi(bP) = Res ,/ *m(K(QzbP))i
ZO Jt O/M
Resz=o !TM 1 0 /M
+Resz=o j*Mt=O/
By Proposition
eQ.P E Ti is entire.
* (K(b(QzP))i
* (K(zQzeQzP))i.
7.1.5 and because of the z factor, the last term vanishes since
As for the first term, we claim it is exact.
Lemma 7.4.2 For Re(z) sufficiently small, we have
*MK(b(QzP))i = dv
a (LT*MIt=0/M
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(7.12)*M(K(Q'P))i-1 ./ *Mit=O/M
Proof: We notice that QzP survives at TE',-i('z+z(M)) Then (7.12) is the compu-
tation of d1 [QzP] in the spectral sequence of the symbol algebra of order z + Z. The
identity di = *a dv*a (see (4.3)) is purely formal, hence it holds in any generality.
The proof of Proposition 7.2.4 applies to prove this identity. l
By the deRham theorem, the space of exact forms is closed. A meromorphic family
of forms, which takes exact values for z in an open set, must have exact residues. This
finishes the proof of Proposition 7.4.1. 11
From Theorem 3.1.10 and Proposition 7.1.14, it follows that every Hochschild
class in THH(Sa(X)) has a representative a such that Ri(a) is closed. Together with
Proposition 7.4.1, this proves:
Corollary 7.4.3 R, descends as a map
R : TjHHk(Sa(M))--+Hn-k+j(M) 0 AiL.
Proposition 7.4.1 is a model for the general case. The main difference is that
multiplication by QZ destroys the cycle property.
Proposition 7.4.4 Let A E TiCk(4'a(X)). Assume that bA E Ti+iCk_1('Fa(X)).
Then Ri+1 (bA) = dR,(A), where d is the deRham differential on M.
Proof: QzAj is not a cycle in the vertical algebra, but, since b(Aj) = 0, it has the
property that bo(QzAj) = o(z). The proof of Proposition 7.2.4 goes through, with the
following modification: replace congruences (mod o(z)) by equalities of residues at
z = 0. l
It follows that if A E TiCk(xIa(X)) is Hochschild closed, then Ri(A) is deRham
closed. Let now A E TiFjCk(Sa(X)) n im(a). Assume that A is b-exact and that
j > k - n - m. Then, there exists some P E Ti-lCk+1(Sa(X)) such that bP -
A c TiFiCk(Sa(X)). This is a restatement of Proposition 3.3.7. By Proposition
7.4.4, Ri(A) = R,(A - bP) modulo exact forms. Inductively, Ri(A) = Ri(A'), where
A' E TiFk-n-mCk(4a(X)). From Proposition 7.1.14, Ri(A') is exact. As a result of
these statements, we get the following
Theorem 7.4.5 Ri descends as a map on the Hochschild homology of adiabatic sym-
bols with values in the cohomology of M (with twisted coefficients):
TiHHk(Sa(X)) --N Hn-k(M, QM)ti+k-n @ Hn-h+l (M, QM)ti+k-n-2dt.
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Appendix A
Degeneracy without derivations
Here we prove the degeneracy result 4.0.16 without using the derivation D, while
based on the analysis of the E2 terms computed in Proposition 4.0.13. This approach
illustrates an explicit cycle in Ca(AO(M)).
By H-unitality, the short exact sequence (4.2) induces a long exact sequence in
the TE 1 terms of the algebras in (4.1), computed in Proposition 4.0.9. This is easily
seen to split in short exact sequences. With the differential dl, these become short
exact sequences of complexes, hence yielding long exact sequences of the TE 2 terms
computed in Proposition 4.0.13.
In this chapter, we will use the notation z and p for all the maps induced by the
maps in (4.1) in homology, spectral sequences, etc. Recall the notations FE and TE
for the spectral sequences for (C.(S9(M)), b) with respect to the two filtrations, by
sum of orders and by sum of powers of t, respectively.
A.1 The E 2 terms
Proposition A.1.1 The spectral sequence FE(Sa(M)) degenerates at FE2.
Proof: We shall give a "derivation-free" proof. Consider the canonical algebra pro-
jection Sa(M) Sa(M). By direct computation, r descends at the FE1 level as the
surjection
A*(T*M \ {0})[t-1] -- + A*(W*Mit=o \ {0}) 0 A*L.
From Proposition 3.1.9 it follows that the differential da on Sa(M) is also conjugate
to d, by the isomorphism *'. It follows that
Hn-i(aS*MIt=o x Sl) 0 L if j = n
2 (S(M)) H-i(a*_ xS')o dt if j = n + 1 (A.1)
0 otherwise.
Comparing with Theorem 3.1.10, we see that the map T induces a surjection at the
FE 2 level. From A.1, it follows that d, = 0 for s > 3. Hence, it is enough to prove that
d2 is zero on FE 2 (Sa(M)). We claim that d2 is zero for the algebra Om ([0, oo))Sa(M).
This algebra is isomorphic to the algebra of rapidly vanishing families of symbols on
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M. The isomorphism is described in Remark 2.1.8. Since this last algebra is the
tensor product of the symbol algebra of M with C ([0, oo)), d2 is indeed zero by the
similar statement of [2]. The map d2 on Sa(M) is C ([0, oo))-linear. Since it is zero
for t > 0, it must vanish for all t. l
The convergence of the spectral sequence FE(S(M)) is somewhat tautological. We
only need to keep the t degrees uniformly bounded below.
Proposition A.1.2 The spectral sequence TE(SO(M)) degenerates at TE 2 and is con-
vergent.
Proof: Note that since L is central in Sa(M), it follows that the Hochschild homology
HH(Sa(M)) has a natural HH(L)-module structure. In particular, it is a L-vector
space. Using the convergence of FE(Sa(M)) and formulas (4.6) and (A.1), we make
the following dimension count
dimj.(HHk(Sa(M))) = dimc FE2'(i(M))
k i,k
= (dimc H 2n-k(S*Mt o x Sl) + dime H 2n-k+l(aS*M_o x S1 ))
k
dicTE"k (S(M)) dim TE'(S(M))
k k
> Sdimc(Tj/Tj+1(HHk(Sa(M))) = E dimc(HHk(Sa(M))).
k k
Here j can be any fixed integer. This shows that all inequalities must be equalities,
which at the same time proves the degeneracy and convergence of TE(SO(M)). 0
A.2 The long exact sequence of E 2 terms
After conjugation by *a, the short exact sequence (4.2) splits in copies of
0 ± (A*s(T*Mit=o), d) a (A*,z(* Io), d) -+ (A* (T*Mlt=o \ {0}), d) -+ 0 (A.2)
according to the t and dt degree, where d is the deRham differential on A*(T*Mpt=o).
Proposition A.2.1 If x(M) = 0, then the boundary map 6 of the long exact sequence
deduced from (A.2) is surjective. If x(M) # 0, then coker(J) ' Hg(W*Mt~o), kerp 
Hn(M) C Hnz(W*Mt~o), and the map coker(6) -4 kerp is the isomorphism which
takes the Thom class of T*Myto to the Euler class of M.
Proof: There exists a canonical isomorphism
T*M -+ T*Mit=o, (A.3)
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induced by the bundle map T*M x [0, oo) - -T*M. Since d is invariant by pull-back,
this isomorphism induces a canonical isomorphism of complexes between the short
exact sequence (A.2) and
0 -4 (A* (T*M), d) 4 (A* z(T*M), d) -4 (A* (T*M \ {0}), d) -+ 0. (A.4)
As in Lemma 3.1.11, we notice that h(A* (T*M \ {0}), d) lives only in homogeneity 0.
Choose a metric on T*M and let r = be the radial function on the fibers. Then,
as before,
hk(A*oy)(T*M \ {0}), d) 2 Hk(S*M) E Hk-(S*M) 0 r-ldr. (A.5)
The boundary map is obtained as follows: let $ be a cut-off function, ?/(x) - 0
for x < 1/3 and b 1 for x > 2/3. Let a C A* )(T*M \ {0}) represent the class
[a] E hk(A*)(T*M \ {O}), d). Then O(r)a E A*z(T*M) maps to a through the
surjection p in (A.4), and
6[a] = [d(V)(r)a)] = [V'(r)dr A a]. (A.6)
Hence, using the isomorphism (A.5), 6 vanishes on Hk-l(S*M) 0 r-ldr.
Lemma A.2.2 On Hk(S*M), 6 coincides with the boundary map in the cohomology
sequence of the pair (B*M, S*M).
Proof: First, notice that there exists a natural isomorphism
HS(T*M) _ Hk(B*M, S*M).
Then note that the boundary map in the cohomology sequence of the pair is given
exactly by the same formula as (A.6). l
By dimension reasons, the only map
Hk(B*M, S*M) -+ Hk(B*M) 2 Hk(M)
in the cohomology sequence of the pair which can be non-zero is that for k = n.
In this case, the map takes a generator of Hn(B*M, S*M), the Thom class of the
bundle, to its restriction to the 0 section, i.e. the Euler class. This vanishes if and
only if X(M) = 0.
Thus, when X(M) $ 0, the Thom class generates the cokernel of 6 in H*(T*M).
Also in that case, it follows that the image of the fundamental class of M under the
pull-back map to Hg(T*M) is non-zero and a generator of kerp. l
Proposition A.2.3 If X(M) = 0, then
dimL E 2 (Sea(M)) = dimL E2 (A9(M)) + dime E 2 (Ia(M)). (A.7)
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If x(M) $ 0, then
dimc E2(S,(M)) = dime E2 (A6 (M)) + dimc E 2(Ia(M)) - 4. (A.8)
Proof: The E2 terms of the spectral sequences for the Hochschild complexes of
the algebras in the sequence (4.1) have a natural structure of L-vector spaces. We
have seen that, after conjugation by *0 + t-dt A zM*O, the short exact sequence
of E1 terms is the direct sum of two copies of the sequence of complexes (A.2),
tensored with L. The result follows from Proposition A.2.1. Note that if X(M) $ 0,
the difference between (A.7) and (A.8) arises from the four one-dimensional spaces
H (M), dt 0 H"(M), Hg(T*Mt=o) and dt 0 Hg(T*Mt=o). 0
A.3 The case X(M) = 0
In this section, assume that the Euler characteristic of the base M vanishes.
Proposition A.3.1
Z dimc HHk(SZ(M))
kv
< Zdim HH(A(M))
k
+ E~ dimL HH (1a (M))
Proof: By the result of [18], the short exact sequence (4.1) induces a long exact
sequence in homology. Indeed, we have proved in Proposition 6.2.1 that Ia(M) is
H-unital. Then (A.9) is true for any fixed k. El
Theorem A.3.2 Assuming x(M) = 0, the spectral sequences for Ia(M)
collapse at E2 and are convergent.
Proof: Use formulas (A.7) and (A.9) and Proposition A.1.2:
dime E2 (S (M)) = dime Eo(Sa(M)) = dimL HH(Sa(M))
< dimL HH(A"(M)) + dimL HH(Ia(M))
< dime E,(A"(M)) + dimL Eo, (Ia(M))
< dime E2(AO(M)) + dimL E 2(Ia(M))
= dimL E 2(Sa (M))
Hence, all inequalities must, in fact, be equalities. The assertions follow. LI
A.4 Two distinguished elements in homology
In this section, assume that X(M) $ 0. This implies that M is orientable. Let
(U, (Xi)i=1,..
.
,n) be a local coordinate system on M. Let # E C"(U) be a positive test
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(A.9)
and A 0 (M)
function supported in U, such that
j/#(x)dxi A ... A dxn = 1. (A.10)
Let V) E C (U) be a cut-off function, so that 4 1 on supp(#). For i = 1,... n,
define #ii(x) = (x)xi. Then qi E C' (M).
Definition A.4.1
a, = 0(01A ... A#n) E Cn(A(M));
a2 = 500(tAq 1 A...Aqn)ECn+ 1(AO(M)).
Proposition A.4.2 The chains a,, a 2 are cycles and are non-zero at E 2 .
Proof: Since C (M) 0 L is a commutative subalgebra of A 0 (M), we know that
a1 , a 2 are b-closed, where b is the Hochschild boundary map. Their representatives
at E1 are [a 1 ] = #d# 1 A ... don = qdx1 A ... dxn, and [a 2 ] = #dt A do 1 A ... dn =
4dt A dxi A ... dXn. From (A.10), it follows that [a 1], [a 2 ] have volume 1, respectively
dt, hence are representatives for H"(M) and dt 0 H"(M). As noted at the end of the
proof of Proposition A.2.3, in the case where X(M) $ 0, H"(M) and dt 0 Hn(M)
inject canonically into E2 (A 0 (M)). I
Proposition A.4.3 The homology classes [a 1 ], [a 2] map to 0 under p.
Proof: Since a1 , a2 are already purely homogeneous, we will write a1 , a 2 instead of
p(ai), p(a 2 ). We want to prove that a,, a2 are exact in C.(Sa(M), b). We have seen
above that a1 , a 2 are representatives at E2 for generators of H"(M) and dt 0 H"(M).
In the case where X(M) # 0, these two spaces span the kernel of the map
E2 (A8 (M)) - E 2(Sa(M)).
So, at least, [a1] n0 ,(s.9(M)) = 0 and [a2]E1n+1(Sa(M)) = 0. Combining with (A.1) and
with Proposition A.1.2, we see that a 2 = 0 in homology.
To prove that a1 is exact, note that a1 is a well-defined element of C.(Sa(M)).
Using Remark 2.1.8, view a1 as a chain in the algebra of time-dependent symbols
on M. But a1 does not depend on t, so it is, in fact, a chain on the subalge-
bra T(M)/4~-'(M) of constant families of symbols. As above, [a 1 ] represents the
zero class in E'"(x(M)/T-O (M)). By the result of [2], it follows that [a 1] also
represents the zero class in HHn(xF(M)/-- (M)). Now reverse the process: let
- E Cn+1('(M)/ - (M)) be a primitive. View -y as a time dependent family of
symbols, and localize it in t. It follows that for t > 0, the class of a1 in HHn(Sa(M))
is locally zero. By continuity, it is zero for all t. Using the surjection T from Propo-
sition A.1.1, we conclude that a1 is zero in HHn(S1(M)).
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A.5 The case )(M) / 0
Theorem A.5.1 Assuming that x(M) 5 0, the spectral sequence for Ia(M) collapses
at E2. Both spectral sequences for A6 (M) and for Ia(M) are convergent.
Proof: By assumption, we can use the results of Section A.4. By Proposition A.4.2,
we know that a1 , a2 define homology classes. Let q E {0, 1, 2} be the number of these
classes which are nonzero at E,. For each of the 2 - q classes that vanish, there must
exist an element in E 2 mapping to it under some differential d,. This implies
dim: E2(A8 (M)) > dimL E,(AO(M)) + 2(2 - q). (A.11)
By Proposition A.4.3,
dimec ker (HH (A" (M)) -4HH (Sa(M))) > q, (A. 12)
which implies by exactness
dim,: coker(HH(Sa(M)) 4 HH(Ia(M)) > q. (A.13)
Combining (A.12) and (A.13), we get an inequality similar to (A.9):
dimec HH (Sa9(M)) < diML HH (A  (M))
+ dim HH(Ia(M)) - 2q. (A.14)
Using (A.11) and (A.14), we get:
dim,: E2 (Sa(M)) = dim, E.(Sa(M)) = dim, HH(Sa (M))
< dim, HH(A9(M)) + dime HH(Ia(M)) - 2q
< dim, E.(A9(M)) + dime Ec0 (Ia(M)) - 2q
< dim, E2(A9(M)) + dim, E 2(Ia(M)) + 4
= dim, E2(Sa(M)).
We conclude that all the inequalities above must be equalities. The theorem
follows. E
Remark A.5.2 The main difference from Theorem A.3.2 is that we do could not
prove that the classes [a1], [a 2] are non-zero in homology. Of course, by Theorem
5.4.10 and Corollary 4.0.16, they are non-zero.
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Appendix B
A Cech complex adapted to
Hochschild homology
Let M be a C' manifold and A a sheaf of algebras over M. Let A be a L-filtered
algebra such that GA a A 0 L, e.g. a star algebra on a Poisson manifold. Let U be
a good cover of M.
The Hochschild-Cech complex Cfj(A, U) is the following second quadrant homol-
ogy double complex:
Definition B.O.3
C k (A U) - C--(Ck(A),U).
The augmented complex Cf(A,U) is obtained from Cft(A,U) by adding the bar reso-
lution of A as the 1-column. We shall denote by ToT(Cft(A,U)) the total complex of
this double complex, defined as the direct product rather than the direct sum, of the
diagonals of Cft(A,U).
Theorem B.O.4 Assume that the following conditions hold:
1. There is an acyclic sheaf F and a sheaf isomorphism HH(A) TI-
2. A and GA e A L are H-unital.
3. fFiA= 0, UFA=A and
lim lim FA/FA 2 A;
i-+-00 j-+00
Then
h(ToT(0 4 (A,U))) _ 0.
Proof: Filter the complex O(A, U) by the total t-degree. This filtration is com-
patible with the Cech and Hochschild boundary maps, so we can form a spectral
sequence, denoted TE(A).
Lemma B.O.5 TE1(A) _ 0.
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Proof: By the assumption on the associated graded algebra of A, we have an iso-
morphism of complexes
(TEo (A),I do) (O(, (A & L , U),7 b + (1i)
Hence we want to show that the second complex is acyclic. Consider the filtration
by columns of this double complex. It induces a spectral sequence abutting at the
homology of ToT(Of,(A 0 , U)).
Lemma B.O.6 The E2 term of this new spectral sequence vanishes.
Proof: Use the Kiinneth formula of [12]. By assumption,
E,((Cft(A 0 L, U), b + (-1)d) Oaug (HH(A 9 L))
C Oaug(-1) 0 HH(L).
We see that d, is just the Cech differential, because all the above isomorphisms are
compatible with restrictions. By assumption, F is acyclic, hence E 2 vanishes. D
Lemma B.O.7 The spectral sequence from Lemma B. 0.6 converges.
Proof: Let a be an element in TE 1 (A). There exists a standard way of constructing
a formal sum c such that a = do(c), that we will omit. By the definition of the ToT
complex as a direct product, this c is automatically sumable. El
This finishes the proof of Lemma B.O.5. El
We want c from the proof of Lemma B.O.7 to be of degree bounded below. This
is indeed possible: if -y is 0 at E2, then ],p such that d1 [p] = [y] and deg(pu) >
min(deg(y), 0). If -y is 0 at E1 , then there exists [ such that do[/u] = [Y] and deg(p) >
deg(-y). Now, for every a E TE 1 (A), the same diagram chasing process will produce
some formal sum c such that deg(c) > min(deg(a), 0) and (b + (-1)'d)(c) = a. Again
using the fact that ToT is defined as a direct sum and condition 3 of the theorem, we
see that c is sumable, hence [a] = 0. This proves that TE(A) converges. By Lemma
B.0.5, the theorem follows. El
Corollary B.O.8 The boundary map in the augmentation complex,
C.(A) -+ ToT. 1 (Cft(A, U)), a ' b(a) + (-1)*d(a)
is a quasi-isomorphism.
B.1 The Cech complex of the adiabatic algebras
Choose a good cover U of M. By Propositions 5.4.9, 3.1.1 and 6.2.1, the algebras
Sa(X) and Ia(X) satisfy the hypothesis of theorem B.0.4, . It follows that we can
compute their Hochschild homology by using the Hochschild-Oech complex.
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Proposition B.1.1 HH(xF (X)/x'aj'0 (X)) can be computed by using the Hochschild-
Cech complex.
Proof: The short exact sequence 4.1 induces maps of augmented Hochschild-Cech
complexes. This can be thought of as a double complex with three columns, each of
them being itself a double complex. Take the filtration induced by the columns of
the three (augmented) double complexes. H-unitality of Ia(X)) implies that E1 of
the induced spectral sequence vanishes. This means that the ToT homology of the
triple complex vanishes. Theorem 6.4.1 shows that there exists a long exact sequence
relating the homologies of the three augmented Hochschild-Cech complexes. The
result follows by Theorem B.O.4. D
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Appendix C
Cyclic homology of the adiabatic
algebras
The periodic cyclic homology of the various algebras discussed above can be com-
puted without any technical difficulty. It seems that in the symbol algebra case, the
particular *-product structure is completely irrelevant in the computation. The same
is true for the smoothing part, where the only part that matters is the (mod t), i.e.
commutative, multiplication.
Proposition C.O.2
HCPer(Sa(X)) @ H0+2k(T*X x Sl) e 9 H+ 2 k-1(T*X x Sl) g . (C.1)
kEZ kEZ
Proof: Compute HCPer(Sa(X)) as the homology of a double (b, B) complex, by
using the order filtration. The E1 term of the resulting spectral sequence is just
the homology of the cyclic bi-complex of the graded associated algebra S("*X)[t- 1]
defined in Proposition 2.2.7. This turns out to be the deRham cohomology of the
algebra S("T*X)[t-], i.e. the right-hand side of (C.1). This cohomology only lives in
homogeneity 0, as in Lemma 3.1.11. Hence the spectral sequence degenerates at E1 .
The convergence of this spectral sequence for the ToT complex is automatic. D
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