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By using a multiscale approach based on first-principles density functional theory combined with
atomistic spin dynamics, we investigate the electronic structure and magnetization dynamics of an
inverse Heusler and a Heusler compound and their alloys, i. e. Mn2−xZ xCoAl and Mn2−xZ xVAl,
where Z = Mo, W, Os and Ru, respectively. A signature of the ferrimagnetic ordering of Mn2CoAl
and Mn2VAl Heusler alloys is reflected in the calculated Heisenberg exchange constants. They decay
very rapidly with the interatomic distance and have short range, which is a consequence of the
existence of the finite gap in the minority spin band. The calculated Gilbert damping parameter
of both Mn2CoAl and Mn2VAl is high compared to other half-metals, but interestingly in the
particular case of the inverse Mn2CoAl alloys and due to the spin-gapless semiconducting property,
the damping parameters decrease with the doping concentration in clear contradiction to the general
trend. Atomistic spin dynamics simulations predict ultrafast magnetisation switching in Mn2CoAl
and Mn2VAl under the influence of an external magnetic field, starting from a threshold field of
2 T. Our overall finding extends with Heusler and inverse Heusler alloys, the class of materials that
exhibits laser induced magnetic switching.
I. INTRODUCTION
The field of the ultrafast magnetization dynamics has
become one of the most important topics in magnetism,
starting from the pioneering experiment on ferromag-
netic nickel from Beaurepaire et al.1 in 1996. Since
then, numerous experiments were carried out on 3d
(Fe2, Co3, Ni4,5), 4f (Tb and Gd6) ferromagnets, as
well as on several alloys (GdFeCo7–13, TbCo14, CoPt15)
and half metallic systems (CrO2
16, Co2Cr0.6Fe0.4Al
17,
Co2FeSi, Co2MnGe, Co2FeAl
18, and Co2FexMn1−xSi19
and Co2MnSi
19,20) aiming to find faster ways of manip-
ulating spins in a controllable way, opening a new field
in the advanced information/data storage and data pro-
cessing technologies.
Experimental observations revealed that the charac-
teristic demagnetization times of 3d elements are within
the 100 fs time scale, much faster than that of the 4f -
ferromagnets, which show more complex behavior in-
volving a two-step demagnetization process in 10 ps time
scale. Surprisingly, recent pump-probe experiments on
half-metallic Heusler alloys measured distinguished and
typically larger all-optical switching times when com-
pared to 3d-ferromagnets8,19. In these materials, one of
the spin channels is completely or partially unoccupied
around the Fermi energy, consecutively the magneto op-
tical excitations from one channel to another channel are
forbidden.
Attempts to understand the momentum transfer be-
tween the electrons, spins and phonons after a short
laser pulse have opened a new debate in the field. Sev-
eral quantitative models had been proposed to describe
the mechanism of the ultrafast demagnetization such
as the microscopic three-temperature model21, stochas-
tic atomistic descriptions22, models using the stochas-
tic Landau-Lifshitz-Bloch equation23,24 and models sug-
gesting the presence of diffusive or superdiffusive spin
currents6,25–28. The first three models relate the spin-
scattering to the Gilbert damping parameter, α, that de-
scribes the energy dissipation in a magnetic system via
elementary spin-flip processes29,30. Here, we combine the
ab initio description of the magnetic exchange interaction
and Gilbert damping31–33 parameter with the Landau-
Lifshitz-Gilbert equation to investigate the demagneti-
zation process in half-metallic ferrimagnetic Heusler and
inverse Heusler alloys.
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FIG. 1. (Color online) Schematic crystal structures of a)
the Heusler alloy Mn2VAl and b) the inverse Heusler alloy
Mn2CoAl. Different atom types are represented by different
colours. Solid and dashed lines indicate the bond between the
atoms and are added to guide the eye. The lattice constant
a0 is also indicated.
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2Heusler and inverse Heusler alloys are defined as
ternary intermetallic compounds with a composition of
X2Y T (cf. Fig. 1). Heusler alloys crystallize in the L21
structure (space group Fm3¯m, 225), with the 4a (0, 0, 0),
4b ( 12 ,
1
2 ,
1
2 ) and 8c (
1
4 ,
1
4 ,
1
4 ) Wyckoff positions. X and Y
are transition metals occupying the 8c and 4a positions,
respectively, and T is a main group III, IV or V element
sitting in the 4b position. Inverse Heusler alloys adopt the
Hg2CuTi prototype structure (space group F4¯3m, 216),
with 4a (0,0,0), 4b ( 12 ,
1
2 ,
1
2 ), 4c (
1
4 ,
1
4 ,
1
4 ) and 4d (
3
4 ,
3
4 ,
3
4 ) positions. In this case, X and Y are transition metals,
X occupying the 4a and 4d positions while Y is the 4c po-
sition. The main element T sits in the 4b position. Both
structures may be regarded as a cubic unit cell, which
consists of four interpenetrating fcc sublattices. There
are four atoms in the diagonal of the cube following the
X-Y -X-T sequence for Heusler alloys and X-X-Y -T for
the inverse Heuslers.
Here, we study the demagnetization dynamics of a
Heusler and an inverse Heusler compound and their al-
loys, i.e. Mn2−xZxVAl and Mn2−xZxCoAl, where Z =
Mo, W, Os and Ru. Mn2VAl is a well known half-metallic
ferrimagnetic Heusler compound34–39 where the minority
spin channel is the conducting one40. Mn2CoAl adopts
the inverse Heusler structure41 and it is predicted41 and
confirmed42 to be a spin gapless magnetic semiconductor.
These peculiarities of the band structure are reflected in
the Gilbert damping parameter and affect the magneti-
sation dynamics under the influence of a laser pulse, as
will be described below.
The paper is divided as follows: In Section II we intro-
duce our numerical technique to study materials proper-
ties and magnetization dynamics in Heusler alloys. Elec-
tronic and magnetic properties of the parent Heusler al-
loys Mn2CoAl and Mn2VAl as well as doping of these
materials with Os, Ru, W, and Mo is discussed in Sec-
tion III A. Demagnetisation studies of these alloys caused
by a femtosecond laser are described in Section III E. Fi-
nally, the article concludes in Section IV with an outlook.
II. METHODS
A. Electronic structure calculation
The electronic and magnetic properties of the studied
materials are obtained from first principle calculations
by applying full-relativistic multiple scattering theory
as formulated in the Korringa-Kohn-Rostocker (KKR)
approach43. This method is implemented in the SPR-
KKR package44,45. Solving the Dirac equation, relativis-
tic effects are fully accounted for, especially the spin-orbit
interaction which is essential for heavy elements such as
the here considered dopants Os, W, Ru, and Mo. The
potentials are treated by the atomic sphere approxima-
tion (ASA) and obtained by self-consistently solving the
Kohn-Sham density functional theory (DFT) equation
within the local density (LDA) or generalized gradient
approximation (PBE) as devised by Perdew, Burke and
Ernzerhof46,47. Note that we applied the PBE functional
if not further specified. The irreducible Brillouin zone is
sampled by ≈ 500 k-points. To describe substitutional
disorder in the sub-lattices of the alloys we make use
of the coherent potential approximation (CPA)48. The
spin-polarized scalar relativistic full-potential (SR-FP)
mode49 of the KKR approach is used to calculate the to-
tal energies as a function of volume [E(V )], which gives
an estimate of the lattice constant a0.
B. Calculation of Heisenberg exchange and Gilbert
damping
The angular momentum transfer in terms of Heisen-
berg exchange interactions Jij and energy dissipation
related to the Gilbert damping parameter α is deter-
mined by an ab-initio method with the aim to ad-
dress the magnetic ground state and also the dynami-
cal properties by using the Landau-Lifshitz-Gilbert equa-
tion. The interatomic exchange interactions, Jij , were
calculated via the Liechtenstein-Katsnelson-Antropov-
Gubanov (LKAG) formalism50
Jij =
1
pi
∫ εF
−∞
Im Tr
(
∆iτ
↑
ij∆jτ
↓
ji
)
dε. (1)
where ∆i = t
−1
i,↑−t−1i,↓ is the spin-resolved difference of the
single-site scattering matrix ti at site i and τij is the scat-
tering path operator, describing the propagation of the
electrons between two sites i and j. The Fermi energy
is denoted by εF . Note that in CPA, the multiple scat-
tering matrix is replaced by the scattering properties of
the effective medium τˆiµ,jν = Xiµτ
CPA
ij Xjν constructed
from a defect of type µ, ν at site i, j, respectively. The
defects are taken into account by the defect matrix Xiµ.
From the calculated exchange interactions, it is possible
to obtain the spin wave stiffness, D, which is expressed
as:51
D = lim
η→0
2
3
∑
j
e−η
|r0j |
a0 J0j |rij |2 (2)
by using super cell calculation with random configura-
tions of the dopants in 12 ensembles and starting from
a reference site i = 0. The distance between site i and
j is given by rij and the parameter η is introduced to
guarantee convergence within a Pade interpolation ap-
proximation.
The Gilbert damping parameter is identified on the
basis of the linear response theory33 by means of the
multiple scattering formalism52. The diagonal elements
µ = x, y,Z of the Gilbert damping tensor can be written
as33:
αµµ =
g
pimtot
∑
j
Tr
〈T µ0 τ˜0j T µj τ˜j0〉c , (3)
3where the effective g-factor g = 2(1 + morb/mspin) and
total magnetic moment mtot = mspin+morb are given by
the spin and orbital moments, mspin and morb, respec-
tively, ascribed to a unit cell. Equation (3) gives αµµ for
the atomic cell at lattice site 0 and implies a summation
over contributions from all sites indexed by j, including
j = 0. Moreover, τ˜ij is related to the imaginary part of
the multiple scattering operator that is evaluated only at
the Fermi energy εF . Finally, T µi represents the matrix
elements of the torque operator Tˆ µ = βσµBxc(r). The
notation 〈. . .〉c represents the configurational average, in-
cluding vertex corrections33 derived by Butler53 and ac-
counting for finite temperature using the alloy analogy
model within CPA54.
C. Atomistic spin dynamics
The evolution of atomistic spins in a thermal bath is
described by the Landau-Lifshitz-Gilbert (LLG) equa-
tion55,56, where the dynamics of a magnetic moment is
expressed in terms of precession and damping:
dmi(t)
dt
= − γ
(1 + α2)
(
mi(t)×Bi(t)
+
α
mi
mi(t)× (mi(t)×Bi(t))
)
.
(4)
Here γ is the gyromagnetic ratio, α represents the di-
mensionless Gilbert damping constant, and mi = miei
is an individual atomic moment on site i. The effective
magnetic field is given by Bi = − ∂H∂mi + bi, where H =−∑i 6=j Jijei · ej and bi is an stochastic field. The latter
describes white noise (〈bi(t) · bj(t′)〉 = 2Dδijδ(t − t′)),
where the fluctuation width is D = αkBTs/γm. Thus, the
spin temperature Ts directly passes into LLG equation
via the stochastic magnetic field bi and is obtained from
solving the two-temperature (2T) model57. The analyti-
cal expression of this two temperature model reads,
Ts = T0 + (5)
(TP − T0)× (1− exp(−t/τinitial))× exp(−t/τfinal) +
(TF − T0)× (1− exp(−t/τfinal))
where T0 is the initial temperature of the system, TP
is the peak temperature after the laser pulse is applied
and TF is the final temperature. Both the initial and
final temperature are set to 300 K, where the peak tem-
perature is a parameter in the simulations. The time-
dependent parameters τinitial and τfinal are exponential
parameters, fixed by τinitial = 10 fs and τfinal = 20 ps from
Ref. [58]. Note that both relaxation times are materials
specific and kB is the Boltzmann constant.
III. RESULTS AND DISCUSSION
This current section is divided in five parts. In the first
and second part we discuss the electronic structure and
the magnetic moments, respectively, of pure and doped
Heusler and inverse Heusler materials based on DFT-
optimized lattice constants. The third part deals with
the Heisenberg interaction, spin wave stiffness, as well
as the ordering temperature. The Gilbert damping is
discussed in part four. The last part focuses on the de-
magnetisation and reliable switching in Heusler materials
based on the LLG equation.
A. Electronic structure calculations
Lattice parameters are estimated from total energy cal-
culations, compared to Refs. [38] and [59], and listed in
Table I. For undoped Mn2CoAl and Mn2VAl, we im-
proved the theoretically predicted values used in Ref. [59]
by 10% and they are closer to the experimentally mea-
sured lattice constant. The improvement comes from tak-
ing into account the full-potential, which is known to im-
prove lattice constants60. By doping Mn with 4d and
5d metals Mo, Ru, W, and Os, we observe an expected
increase of the lattice constant with the concentration
of the dopants, since the atomic radius of the dopant is
larger than the one of Mn. For Mn2VAl, the increase
of the lattice constant is substantially bigger (≈ 1% for
x = 1% doping) than for Mn2CoAl (≈ 0.1% for x = 1%
doping).
Thermal switching within our classical atomistic model
is completely determined by the Heisenberg exchange
and the Gilbert damping of the system61, which are in
turn identified by the scattering-path matrices and the
single-site scattering matrices of the Kohn-Sham prob-
lem in Eqs. (1) and (3). Hence, we first have to ad-
dress the electronic structure by means of the density of
states (DOS; Fig. 2). The here studied inverse Heusler
Mn2CoAl is known to be a spin gapless semiconductor,
where an almost zero-width energy gap at the Fermi level
exists in the majority-spin channel (the majority states
are plotted with positive values and the minority spin
states with negative values) but a regular energy gap oc-
curs in the minority spin-channel (see inset in the bottom
panel of Fig. 2). This was already reported, for example,
in Ref. [59]. The density of states and, consequently,
the gap are sensitive to the applied exchange correlation
functional. Using local density approximation (LDA),
states are shifted up in energy (not shown here) com-
pared to the PBE by about 10 meV and, consequently,
no gap at the Fermi energy is observed. Note that the
offset of the energy from the real axis in Fig. 2 (the
spectral width of the electron bands) is small and about
1 meV, which causes sharp features in the DOS. A finite
spectral width also gives rise to an overlap of the states
around the Fermi level and ‘hide’ the zero-width energy
gap; a finite density of states at εF is observed. Bands
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FIG. 2. (Color online) Density of states (DOS) for Mn2CoAl
(lower panel) and Mn2VAl (upper panel) without doping(gray
background) and with doping of W (red lines), Ru (blue lines),
Mo (green lines), and Os (orange lines). Positive (negative)
DOS values correspond to the majority-(minority-) spin elec-
trons and are indicated by bold up-(down-) arrays. The inset
is a magnification of the DOS around the Fermi level.
that cross the Fermi level, are mainly allocated to Mn1
and Co (band structure is not shown here, but it can be
found elsewhere41). Note that the superscripts 1 and 2
between the two Mn atoms. In contrast to Ref. [59], the
Fermi energy is not located at the centre of the minority
band gap, which will affect the coupling between the col-
lective and single-electron excitations, i.e. the exchange
interactions.
The chemical compound Mn2VAl, however, is half-
metallic (cf. Fig. 2) with a gap in the majority spin-
channel. The width of the majority band gap (0.7 eV) is
bigger than the minority spin gap in Mn2CoAl (0.4 eV),
which significantly affects the magnetic properties. In
the minority spin channel and at the Fermi energy Mn
projected states cause a strong peak in the DOS that hy-
bridize with V atoms. States above the Fermi energy are
dominated by the d-states of V atoms.
The spin-gapless semiconducting or half-metallic be-
haviour in Mn2−xZ xCoAl and Mn2−xZ xVAl is destroyed
by replacing some of the Mn atoms with heavy metals, Z
= Mo, W, Os, Ru of a given concentration x = 0.05 and
0.1. Comparing total energies (not shown here) allows us
to conclude that for the inverse Heusler Mn2−xZ xCoAl
doping at both Mn-sites (Mn1-Mn2) has the lowest en-
ergy. We obtained a maximal energy difference of ∆E ≈
40 meV when doping at Mn1-Y, Mn2-Y, or Y with 1%
of the dopants W, Ru, Mo, Os. There is no major vari-
ation found in ∆E between the different dopands. Note
that we used here the same lattice constant as shown in
Table I, but in principle it will vary when doping at Mn1-
Mn2, Mn1-Y, Mn2-Y, or Y. However, Mn2−xZ xVAl has
the lowest energy when doping only the V atom, but to
treat both material on the same footing, we consider also
Mn2−xZ xVAl to be doped at the Mn1-Mn2 atoms.
In the case of Mn2CoAl, W and Mo generate states
at the spin-gap majority states at the Fermi level, where
on the other hand the gap in the minority spin chan-
nel survives. In terms of a rigid band model, W- and
Mo-doping decreases the Fermi energy, which relocates
the DOS to higher energies. The dopants Os and Ru
have one electron more than Mn in the valence band
and, consequently, affect the density of states in the op-
posite way: Minority states are added and become occu-
pied. The Fermi energy increases, which shifts the den-
sity of states to smaller energies. For Mn2VAl, doping
with Ru and Os preserves the half-metallic behaviour; it
add states below the Fermi energy and typically at the
energy ε = −0.025 Ryd. Doping with Mo and W reduces
the width of the band-gap and shifts it above the Fermi
energy. Related to the alloying, the density of states
smears out in the whole energy range.
B. Magnetic moments
The exchange splitting in the DOS and, consequently,
the total magnetic moment is affected by doping (see
Fig. 3). Both Heusler materials are ferrimagnetic.
An antiferromagnetic coupling between the Mn atoms
was observed for the inverse Heusler alloy Mn2CoAl
(cf. Table I), caused by the inequivalence of the two
Mn atoms. These results are in good agreement with
experiments41,42 and existing theoretical predictions59,62.
According to the Bethe-Slater curve63, transition-metal
atoms such as Mn tend to have an antiferromagnetic
spin moment when they are close to each other. In
Mn2−xZ xVAl, the Mn atoms are equivalent and, thus,
have the same magnetic moment that couple ferromag-
netically. The V atom, however, is antiferromagnetic
with respect to the Mn atoms and has a strong induced
magnetic moment of 0.91µB. Opposite to the total mag-
netic moment, the size of the element resolved magnetic
moments is sensitive to the lattice constant of the system
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FIG. 3. (Color online) Total magnetic moments of
Mn2−xZ xCoAl (triangles) and Mn2−xZ xVAl (circles) as a
function of dopant concentration x. The symbol Z represents
Mo (green lines and symboles), Os (orange lines and symbols),
Ru (blue lines and symbols), and W (red lines and symbols).
and moments can vary up to 13 %, which was also found
in Ref. 59.
The size but not the sign of the elemental magnetic
moments changes by doping the Heusler materials with
4d and 5d heavy metals, and, thus, also the total mag-
netic moment. Typically, the induced magnetic moments
of dopants are parallel to the magnetic moment of Mn
atoms and they become larger if the magnetic moment
of the Mn atom is smaller. In the case of Mn2CoAl, the
dopants W, Ru, Mo, and Os cause a decay of the to-
tal magnetic moment of about 0.1 − 0.2µB for x = 1%,
while in the case of Mn2VAl, only the dopants Ru and
Mo decrease the magnetic moment. This is caused by a
significant change of the Mn magnetic moments of about
∆m ≈ 0.1 − 0.2µB, but also for Co atoms the moment
variation is about ∆m ≈ 0.2µB.
C. Heisenberg exchange parameter and Curie
temperatures
Based on our electronic structure analysis in the Sec-
tion III B, we calculated the Heisenberg exchange param-
eter Jij (see Fig. 4). The already revealed ferrimag-
netic behaviour is reflected also in the exchange con-
stants J . The magnetic exchange parameters decay very
rapidly with the interatomic distance, rij , which is as-
cribed to the existence of the finite spin gap in the
minority-channel51,64. Our results for Mn2CoAl are sim-
ilar to the ones already reported in Refs. [62,59]. Note
the factor of 2 in Ref. [59] may be caused by a different
double-counting convention of the Heisenberg Hamilto-
nian. For the compound Mn2CoAl, the antiferromagnetic
interaction between Mn1 and Mn2 dominates the ferri-
magnetism, whereas the Mn2-Co interatomic exchange
interaction is ferromagnetic. In Mn2VAl, the situation is
the opposite: the Mn to V interaction is dominating and
antiferromagnetic, where only the Mn1-Mn2 contributes
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FIG. 4. (Color online) Intersublattice Heisenberg exchange
parameter as a function of renormalized interatomic distance
for a) Mn2VAl and b) Mn2CoAl. Different colours represents
the coupling between Mn1-Mn1 (red dotes), Mn1-Mn2 (blue
dotes), Mn1-Co or Mn1-V (green dotes), Mn2-Mn2 (orange
dotes) and Mn2-Co or Mn2-V (cyan dotes).
with a ferromagnetic coupling but with half the strength
of the Mn-V interaction. The coupling between equiv-
alent Mn atoms in Mn2VAl (Mn
1-Mn1 and Mn2-Mn2)
is small and negligible. The calculated interactions de-
pend to some extent on the details of the calculations.
In particular, the JMn-Co and JMn-V interactions depend
strongly on the applied exchange-correlation functional,
but also on the lattice constant of the system. Notice that
for JMn-Co and JMn-V in LDA we obtain twice the size of
the J ’s from PBE (not shown here). The other couplings
(e.g. JMn-Al, JCo-Al, JV-Al) turned out to be negligible,
primarily caused by a vanishing magnetic moment on the
Al atom.
As shown in Fig. 5, doping with 4d and 5d elements
reduces nearest-neighbour interactions and the correla-
tion length between magnetic moments, which is a direct
consequence of the disorder and the coherent potential
approximation65. Nearest neighbour interactions are af-
fected mostly by the doping. In general, the exchange
6Compound a0 (A˚) m[Mn1] m[Z1] m[Mn2] m[Z2] m[Y ]
Mn2CoAl 5.73 [ 59] −1.64 2.77 0.93
Mn1.8W0.2CoAl −1.52 −0.52 2.75 0.26 0.78
Mn1.8Ru0.2CoAl −1.62 −0.10 2.76 0.06 0.91
Mn1.8Mo0.2CoAl −1.53 −0.56 2.75 0.33 0.78
Mn1.8Os0.2CoAl −1.56 −0.12 2.76 0.18 0.92
Mn2VAl 5.69 [ 38] 1.32 1.32 −0.66
Mn1.8W0.2VAl 1.32 0.19 1.32 0.19 −0.57
Mn1.8Ru0.2VAl 1.31 0.08 1.31 0.08 −0.61
Mn1.8Mo0.2VAl 1.36 0.25 1.36 0.25 −0.58
Mn1.8Os0.2VAl 1.31 0.09 1.31 0.09 −0.60
Mn2CoAl 5.79 [5.84 exp] −1.81 2.91 0.96
Mn1.8W0.2CoAl 5.79 −1.37 −0.46 2.62 0.22 0.77
Mn1.8Ru0.2CoAl 5.79 −1.81 −0.10 2.90 0.07 0.96
Mn1.8Mo0.2CoAl 5.79 −1.71 −0.60 2.89 0.39 0.82
Mn1.8Os0.2CoAl 5.80 −1.80 −0.12 2.92 0.19 0.98
Mn2VAl 5.84 [5.88 exp] 1.47 1.47 −0.91
Mn1.8W0.2VAl 5.92 1.73 0.37 1.73 0.37 −0.99
Mn1.8Ru0.2VAl 5.86 1.50 0.05 1.50 0.05 −0.89
Mn1.8Mo0.2VAl 5.91 1.72 0.45 1.72 0.45 −0.98
Mn1.8Os0.2VAl 5.92 1.52 0.06 1.52 0.06 −0.91
TABLE I. Lattice constant and atom resolved magnetic moments (in µB) of the host Mn2CoAl and Mn2VAl . The upper panel
shows results for a fixed lattice constant obtained from literature, where the lower panel is for lattice constants calculated from
total energy minimization. The superscripts 1 and 2 distinguish between the two Mn atoms. The symbol Y represents either
Co or V. The magnetic moment of Al is negligibly small.
couplings diminish with doping concentration x up to
0.6 mRyd for W and x = 0.1. For Os and Ru doping,
there is a slight increase of the exchange coupling (about
0.03 mRyd).
With knowledge about the trends in the exchange cou-
plings {J}, one can estimate the spin-wave stiffness D
and the phase transition temperature from both mean
field theory via kBT
MF
C = 3/2
∑
j J0j or from Monte
Carlo simulations. The results are shown in Fig. 6. The
spin-wave stiffness (upper panel in Fig. 6) for Mn2−xCoAl
is in good agreement with Ref. [59], while for Mn2−xVAl
we reproduce the spin wave stiffness constant D already
reported in Ref. [66] (D = 324 meVA˚2), but not the ex-
perimentally measured stiffness67 (D = 534 meVA˚2 ).
For the Co based Heusler compounds we obtain a hard-
ening of the spin-waves after an initial softening, where
for the V based Heusler compound, only hardening of
the spin-waves with doping is observed. The phase tran-
sition temperature TC , which turns out to be inversely
proportional to D, decreases with doping concentration
x for two reasons, namely: i) reduction of the magnetic
moment due to doping and, consequently, stronger fluc-
tuations at a given temperature as well as ii) reduction of
correlation. The critical temperature TC is obtained from
Monte Carlo simulations on the Metropolis algorithm68,
from Binder’s fourth cumulant68 for different simulated
system sizes but also from the spin susceptibility χ. Note
that the first method could fail for antiferro- and ferri-
magnets. Thus, we obtain a systematic error of about
±5 K.
Our simulations of ordering temperature (680 K for
Mn2CoAl and 475 K for Mn2VAl) underestimate the
transition temperature observed from experiment (720 K
for Mn2CoAl
42 and 768 K for Mn2VAl). This discrep-
ancy that is most notable for Mn2−xVAl was reported
earlier66 and could have multiple reasons. First, magnetic
properties in Heusler alloys are sensitive to the intersti-
tial region spanned by the muffin tin potential. Thus,
full-potential simulations are required as it was shown in
Refs. [41, 42, and 69]. Also the results depend crucially on
the choice of the exchange-correlation functional and on
electron correlations e.g. addressed by including a Hub-
bard U66. Second, the Heisenberg exchange is calculated
for a collinear ferrimagnetic state but when the magnetic
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FIG. 5. (Color online) Intersublattice Heisenberg exchange
parameter as a function of renormalized interatomic distance
for a) Mn2−xZ xVAl and b) Mn2−xZ xCoAl, where the differ-
ent subpanels show the dopants W (bottom left), Ru (bottom
right), Mo (top left), and Os (top right). Different colours
represents the coupling between Mn1-Mn1 (red dotes), Mn1-
Mn2 (blue dotes), Mn1-Co or Mn1-V (green dotes), Mn2-Mn2
(orange dotes) and Mn2-Co or Mn2-V (cyan dotes).
disorder is taken into account in the electronic structure,
usually the exchange interaction is biased65. Based on
the alloy analogy model54, we modelled also the temper-
ature stability of the magnetic properties (magnetic mo-
ments and magnetic exchange) coming from electronic
structure by the partial disordered local moment (DLM)
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FIG. 6. (Color online) Spin wave stiffness D, critical tem-
peratures TC , and mean field critical temperatures T
MF
C of
Mn2−xZ xCoAl (triangles) and Mn2−xZ xVAl (circles) as a
function of dopand concentration x. Dopands are Mn (black
circles), Os (red squares), Ru (green diamonds), and W (or-
ange triangles).
approximation within the Ising model65. DLM approach
is believed to accurately describe ‘spin temperature’ in
the electronic structure70. However, it turned out that
the disordered local moment theory can not be applied
to both Heusler and inverse Heusler for similar reasons as
for Ni71: the magnetic moments in Al and Co/V disap-
pear. For Mn2CoAl, our simulations show furthermore
that the magnetic moment of the Mn2 atom is zero in
the paramagnetic phase and, consequently, the magnetic
exchange and the phase transition temperature are zero.
This result is independent of the doping with 4d and 5d
elements. These results indicate the inconsistency of the
DLM model for Heusler materials. It is still an open
question, if results get improved by applying relativis-
tic DLM theory72. Third, we consider only a simplified
approach for electron correlation in the LDA and GGA
density functional. However, it is known66 that improved
models for electron correlation have the trend to increase
slightly the phase transition temperature.
D. Gilbert damping
Previous studies61 have shown that Gilbert damping is
a crucial parameter in the ultrafast switching procedure
and, thus, call for ab-initio footing. Figure 7 shows the
8Gilbert damping α as a function x at T = 300 K. Note
that for these calculations both lattice and magnetic fluc-
tuations terms are considered, where the magnetic fluctu-
ations are assumed from a linear correlation between the
magnetization and the temperature. This could result in
errors, in particular at high temperatures.
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The Gilbert damping of both undoped Heusler materi-
als (Mn2CoAl: α = 0.0030, Mn2VAl: α = 0.0029) is high
compared to other half-metals reported, e.g., in Ref. [66]
or low-damping alloys like Fe0.75Co0.25
73. The trends of
the Gilbert damping parameters with dopant concentra-
tion are different for Heusler and inverse Heusler materi-
als. In Mn2−xZ xVAl, doping leads to an increase of the
damping with x, except for the case of Ru. The slope
of α versus concentration x follows the general increase
of the total density of states at the Fermi level as it is
proposed in Refs. [33, 73, and 74], but not linear to it.
This non-linearity was already observed for Heusler ma-
terials in Ref. [66] or doped permalloy with the heavy
4d and 5d elements used here75. The observed damping
α is different from zero, however, small. This is in line
with the theory proposed in Ref. [74], in which damping
is proportional to the product of the spin-polarised DOS
and, consequently α ≈ 0. The increase of damping can be
also understood in terms of the Kambersky´ model76,77:
Alloying broadens the electron bands and more spin-flip
transitions between the electron states occur. This is
true only, if interband transitions are already dominat-
ing. In the inverse Heusler material Mn2CoAl we even
find a decrease with x. This is due to the spin-gapless
semiconducting behaviour (cf. Fig. 2): Only a low num-
ber of states exist at the Fermi energy, making interband
transitions unlikely. The damping is dominated by intra-
band transitions, that tend to decrease with very small
x. With increasing x, however, states appear within the
gap and interband transition are preferred. Thus, a small
increase with even higher concentration is expected and
observed. However, not only the number of states at the
Fermi energy and the spectral width of the states con-
tribute to the damping, but also the spin-orbit coupling
(SOC), the Lande´ factor, and the saturation magnetiza-
tion affect the damping parameter. Since we dope with
rather heavy elements W, Mo, Ru, and Os, spin orbit
coupling strongly contributes to the variation of damp-
ing with concentration x: the higher the ‘mass’ of the
dopant atom (W and Os compared to Ru and Mo) is,
the higher is the damping parameter.
After we addressed all relevant parameters for the sim-
ulation based on the Landau-Lifshitz-Gilbert equation,
we are able to perform ultrafast switching calculations.
E. Ultrafast switching
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In order to study the ultrafast switching process in
Heusler alloys we combined the two temperature model
with an atomistic spin dynamics code78. Here, we consid-
ered a very long thermal pulse of 20 ps with different peak
temperatures TP . Typical timescales of the ultrafast de-
magnetization and remagnetization process for Mn2VAl
and Mn2CoAl are in the orders of picoseconds (1− 5 ps)
(see Fig. 8). The time scales are mainly dictated by the
Gilbert damping α, which is varied in our studies between
0.003, 0.006, and 0.009, but can depend on the Heisen-
berg exchange12. As demonstrated above, these damping
values are achievable by doping the ‘pure’ Heusler mate-
rials. There is only a slight shift observable in the demag-
netization time of each individual element in Mn2CoAl,
where for Mn2VAl, it is not. After demagnetization, the
Heusler material undergoes reliable switching only when
an external magnetic field induced by the pump-pulse is
present. Thus, three parameters — damping, peak tem-
perature and pulse induced external magnetic field —
span a phase space for observing reliable switching, as
shown in Fig. 9.
We did not observe any magnetic switching for both
Heusler materials with α = 0.003 (data not shown here).
Typically for certain threshold peak temperatures TP
above the magnetic phase transition temperature (TC =
700 K for Mn2CoAl and TC = 475 K for Mn2VAl) switch-
ing occurs. The peak temperature can be tuned by the
laser intensity and the pulse duration. The presence of
an effective magnetic field during pumping is discussed
in literature79,80. It was argued that the electric field of
the pump pulse induces a strong material specific mag-
netic field of 10 − 100 T. Even below but above certain
minimum magnetic field of 1− 2 T, we observed reliable
switching. This threshold magnetic field as well as the
switching time (indicated by reduced contrast in Fig. 9)
decreases with increasing damping. The time when the
switching occurs (crossing point in Fig. 8 and colour scale
in Fig. 9) typically passes a maximum at certain and de-
creases for larger peak temperatures. However, there is
also a minimum switching time of around 2 − 3 ps, con-
trolled by the demagnetization rate. Note that due to the
different spin polarization and resulting different atomic
magnetic moments and magnetic states, an asymmetry
in the phase diagram between Mn2CoAl and Mn2VAl oc-
curs.
Nevertheless, our approach has certain limitations. For
instance, we explicitly neglect the electronic motion and
effects like super diffusion or spin-flip scattering, as dis-
cussed in Ref.25. We also assume the damping to be ‘spin-
and phonon-temperature’ independent. This is a rough
approximation, in particular, due to the important role of
phonons in the demagnetization process (e.g. Ref. [81])
and for energy dissipation in magnetic systems33. Fur-
thermore, we neglect the change of the magnetic ex-
change interaction with temperature, although magnetic
moments of Co and V atoms vanish in the DLM approx-
imation. This behaviour in the disordered local moment
theory is well studied71 and occurs also for Ni atoms. But
we have shown elsewhere58 but also others82–84, that our
methodology is applicable for demagnetization in bulk
bcc Fe and hcp Co compounds and, likely, for the Heusler
materials studied here. We also neglect possible struc-
tural phase transition to A2 or B2 disorder during de-
magnetization.
IV. CONCLUSION
We have demonstrated thermal switching in Heusler
and inverse Heusler materials making use of magnetic
field pulse induced by the pump-pulse. We found a sensi-
tive dependence of the possible switching and the switch-
ing time on the magnetic field pulse strength, the peak
temperature in the effective two-temperature model as
well as intrinsic materials properties, say the Heisenberg
exchange and the Gilbert damping parameter. We have
shown that the latter can be tuned by doping heavy ele-
ments, say W, Mo, Ru, Os, to both, higher and lower
damping values, especially in the case of spin-gapless
semiconductor. This calls for further investigations on
other spin-gapless semiconductor59, aiming for tuning the
Gilbert damping to very low values, which may enable in-
teresting spintronic and magnonic applications85. Within
our methodology, we could reproduce exchange parame-
ter and, consequently, phase transition temperatures re-
ported in literature59. Our overall finding extends with
Heusler and inverse Heusler alloys the class of materials
10
that exhibits laser induced magnetic switching and calls
for future theoretical and experimental studies.
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