ABSTRACT. This paper continues the study begun in [GEROLDINGER, A.: On non-unique factorizations into irreducible elements II, Colloq. Math. Soc. János Bolyai 51 (1987), 723-757] concerning factorization properties of block monoids of the form B(Z n , S) where S = {1, a} (hereafter denoted B a (n)). We introduce in Section 2 the notion of a Euclidean table and show in Theorem 2.8 how it can be used to identify the irreducible elements of B a (n). In Section 3 we use the Euclidean table to compute the elasticity of B a (n) (Theorem 3.4). Section 4 considers the problem, for a fixed value of n, of computing the complete set of elasticities of the B a (n) monoids. When n = p is a prime integer, Proposition 4.12 computes the three smallest possible elasticities of the B a (p).
Introduction
This paper continues the study begun in [8] and continued in [2] , [7] and [12] concerning factorization properties of block monoids of the form B(Z n , S) where S = {1, a} (hereafter denoted B a (n)). To set the stage for the reader, we open with some basic definitions and a general description of the problem area, before reviewing our specific results.
Given an abelian group G and S ⊆ G 0 = G \ {0}, let F (G, S) be the free abelian monoid with basis S. An element B in F (G, S) is called a sequence and the total number of times that each element g ∈ S appears in B is called the |g| .
• C ∈ F (G, S) divides B, if v g (C) v g (B) for every g ∈ S.
• The length of B: |B| = g∈S v g (B) ∈ N.
• The sum of B: σ(B) = 
its elements. Note that ker(σ) forms a submonoid of F (G, S). A sequence B is called a block, if σ(B) = 0, equivalently, if B ∈ ker(σ). Let B(G, S) denote ker(σ), the set of all the blocks in F (G, S).
It is called the block monoid over G determined by S (see [9] for more information on block monoids). Note that the empty block 1 = g∈S g 0 ∈ F (G) acts as the identity in B(G, S). A block B is said to be irreducible if any block C that divides B is either the empty block or itself. The reader should note that block monoids are a central tool for investigating the arithmetic of general Krull monoids (see [10, Chapter 6] ). The following related questions concerning arithmetical invariants associated to a block monoid over a finite abelian group G have been studied in the literature.
1) The set of all cross numbers W (G) = k(S) : S ∈ A (B(G)) (see [4] ).
2) The system of all sets of lengths L (G) = L(B) : B ∈ B(G)} (see [10] ).
3) The set of all elasticities ρ(L) : L ∈ L (G)} (see [3] ).
4) The set ∆ * (G) = min ∆(B(G 0 )) : G 0 ⊂ G with ρ(B(G 0 ) = 1 of differences in long sets of lengths (see [10, Chapter 6.8] .
Our main interests in the study of block monoids are twofold. The first is to determine all the irreducible blocks of B(G, S). The second is to consider factorizations of blocks as a product of irreducible blocks. Such a study requires the following definition. The elasticity of B(G, S) is defined as and measures the degree of non-uniqueness in factorizations of the monoid. A wide array of the recent mathematical literature has considered problems related to elasticity in both monoids and integral domains. The interested reader can find more information concerning elasticity in [1] and [11] , while [5] is a good reference for problems in general in the area of non-unique factorization. Moreover, two recent papers by S c h m i d ( [14] and [15] ) explore questions related to non-unique factorizations specifically in block monoids. It has been shown that the elasticity of B(G, S), or at least certain upper and lower bounds for it, can be obtained by considering the cross number ( [6, Corollary 1.7] ). In particular, for those block monoids B(Z p n , S) with p a prime integer, the elasticity is given by the minimum cross number (see [7] ). Our specific interest here is in the case where G = Z n and S is a subset of two elements of the form {1, a} with gcd(a, n) = 1 (for simplicity, we denote such a block monoid by B a (n)). In [8] , G e r o l d i n g e r studies the irreducible elements of B a (n) and the associated sets of lengths for their general blocks, using continued fractions. In [2] , A n d e r s o n and C h a p m a n study elasticities in the particular case where n = p k is a power of a prime. They show that if k = 1 and ρ(B a (p)) = 1, then ρ(B a (p)) ≥ 2p p+1 . The case where p = 2 and k > 1 has been recently studied in greater detail by K a t t c h e e in [12] . C h a p m a n and S m i t h in [7] develop a method, distinct from that of [8] for determining the irreducibles of B a (n) using the Euclidean Division Algorithm.
ρ(B(G, S)) = sup
Following the introduction, the results of this paper are broken into 4 sections and can be summarized as follows. We expand upon G e r o l d i n g e r 's study of continued fractions in [8] and in Section 2 introduce the notion of a Euclidean table. We show in Theorem 2.8 how it can be used to identify the irreducible elements of B a (n). In Section 3 we use the Euclidean table to compute the elasticity of B a (n) (Theorem 3.4). Section 4 considers the problem, for a fixed value of n, of computing the complete set of elasticities of the B a (n) monoids (which we denote by Υ 2 (n)). When n = p is a prime integer, Proposition 4.12 computes the three smallest possible elasticities of the B a (p). Section 5 contains a detailed proof of Proposition 4.12.
The irreducibles and the Euclidean table
In this section, we consider the irreducible blocks in the block monoid B(G, S) where G = Z n and S is a subset of two elements of the form {ā,b} with 1 < a < b < n such that gcd(a, b, n) = 1. In [8, Proposition 5] , it is shown that there exist n ∈ Z and 1 a n − 1 such that gcd(c, n ) = 1 and that for S = {1,ā } ⊆ Z n , B(G, S) is isomorphic to B(Z n , S ). Thus, we may restrict our attention to the block monoids of the form B Z n , {1,ā} with gcd(a, n) = 1.
Following the notation in [7] , we denote the block monoid of this type as B a (n), that is B a (n) = 1 uāv : where u, v 0 and u + av = kn with k 1 .
The irreducible blocks in B a (n) have been previously studied. We first present two previous methods for describing the irreducibles. Method I: In [8] , G e r o l d i n g e r provides a description of the irreducibles in B a (n) using the continued fraction of ÈÖÓÔÓ× Ø ÓÒ 2.1º
if and only if N is in one of the following two forms:
(ii) N = q j with j = −1 or 0 j < m with j odd.
We note that in (i), each of those j's with b j+1 = 1 does not yield any value of N . Note also that j = −1 in (ii), which corresponds to the irreducible block 1 1āq , is not included in the original theorem. 
These three with the two trivial irreducibles1 19 and8 19 give all the irreducible blocks in B 8 (19).
Method II:
The second method by C h a p m a n and S m i t h (in [7] ) provides a different description of the irreducibles in B a (n) using the Euclidean Division Algorithm for n and a. They classify the irreducibles into two types as follows.
Type 11
uāv with 0 u < a.
Type 21
uāv with a u n. Our main theorem translates G e r o l d i n g e r 's result in terms of the continued fraction of n a . Before introducing our result, we first set up the main computational tool, namely, the Euclidean Table. As is well known, the Euclidean Algorithm applied to two given positive integers, n and a, is a very efficient tool to compute the gcd(a, n) and also to calculate the continued fraction of n a . We describe our notation, which is standard -except we avoid p's and q's for convergents and r's for remainders so as not to cause confusion with the calculation done in [8] .
ELASTICITY AND THE EUCLIDEAN TABLE
Ò Ø ÓÒ 2.5º Given n, a with 1 < a < n and gcd(a, n) = 1, we define finite sequences, {a k } (for k 0) and {x k }, {y k }; {s k } (for k −2) recursively as follows:
By the assumption gcd(a, n) = 1, the recursion will continue until one gets 
In our main theorem, we require that the length of the continued fraction be odd, which can be always done as follows: Let [a 0 , a 1 Table. For ease of notation, we will occasionally omit the superscripts as in the following definition, if it does not cause any confusion. 
For each of these u, the corresponding v and τ for which τ · n = av + u are given by 
The rest of the section will be devoted to the proof of Theorem 2.8. As we are translating G e r o l d i n g e r 's result in terms of the continued fraction of n a , we first recognize the relation between the continued fraction of n a and that of n q , where q is the value described at the beginning of Section 2 in Method I. The following lemma is an elementary exercise in continued fractions (see [13, p.26 
We also need the following result.
P r o o f o f T h e o r e m 2.8. Note that our theorem requires an odd continued fraction of n a , while Proposition 2.1 does not require any condition on the length of the continued fraction of n q . We will begin with the even continued fraction of n a with which we can rewrite G e r o l d i n g e r 's result using the previous two lemmas. We then will convert the result in terms of the odd continued fraction. Let [a 
m N with 1 and n excluded, is described as follows.
We rewrite (1) 
Note that if j is even, m e − j − 1 is even and if j is odd, m e − j − 2 is even also, since m e is odd. Thus (2) can be simplified to
To rewrite (3) in terms of the odd continued fraction of 
Recall that this list misses n = s (4), we obtain the complete list of the multiplicities of1 for the irreducible blocks in B a (n):
and this gives exactly the same set of values of u in Theorem 2.8. 
It remains to add n = s o −2 to the list. This can be done, as in the first case, by modifying the inequality 0
. As a result, we obtain
which is identical to (5) . This proves the part of the theorem that describes values of u.
To prove the statements on the values of v and τ , we divide the argument into cases. For ease of description, we let [a 0 , a 1 , . . . , a m ] be the odd continued fraction of n a . We know that when k = −2, the corresponding value of u is given by 
The corresponding value of τ is 1 which is equal to x −2 + t · x −1 as desired. Now consider the case where 0 k m − 2 with k even. By 5 in Remarks 2.6, we have
Multiplying (9) by t k and adding it to (8) yields
Notice that (10) yields the block1 uāv with u = s k − t k · s k+1 , which has been shown to be irreducible. The corresponding v and τ are given respectively as v = y k + t k · y k+1 and τ = x k + t k · x k+1 as desired. Lastly, when k = m, (8) becomes n · a = a · n + 0 which corresponds to the irreducible block1 0ān with v = n = y m and τ = a = x m . This completes the proof.
The value of the description of the irreducibles given in Theorem 2.8 is related to simplicity and the well-known computational efficiency of the basic Euclidean Algorithm. Obviously, the basic calculation can be done quickly by machines for very large values of n. Also, we will see in the next two sections how this description of the irreducibles using the Euclidean Table provides us additional efficient algorithms for determining the elasticity of the block monoid B a (n).
The elasticity of B a (n)
In this section, some of the previous results regarding the general relation between the elasticity and the cross number will be reviewed. We will then show that the elasticity of the block monoid B a (n) can be easily obtained using the Euclidean Table for n and a. The results of [6] have shown that there is a strong connection between the elasticity and the cross number. The following proposition describes a lower and upper bound for the elasticity in terms of the cross numbers.
ÈÖÓÔÓ× Ø ÓÒ 3.1º ([6, Corollary 1.7]) Given a block monoid B(G, S), set

M (B(G, S)) = max k(B) : B is an irreducible block in B(G, S) , m(B(G, S)) = min k(B) : B is an irreducible block in B(G, S) .
Then max M (B(G, S)), m(B(G, S))
We immediately have the following.
ÓÖÓÐÐ ÖÝ 3.2º
(
ii) If m(B(G, S)) = 1, then ρ(B(G, S)) = M (B(G, S)).
The elasticity of the block monoid B a (n) has been studied in [7] where the following result can be found.
Therefore, to determine the elasticity of B a (n), it suffices to compute the minimum cross number of the irreducibles. We now describe how to determine this minimum value and state a result for the special case where gcd(a, n) = 1.
Ì ÓÖ Ñ 3.4º Given n and 1 < a < n with gcd(a, n) = 1, let l be the first integer 0 for which y l s l in the Euclidean 
We only need to prove the first part of the theorem for m a (n). Notice that for a block B =1 uāv in B a (n), the cross number k(B) is given by u+v n , since gcd(a, n) = 1. Thus to find the minimum cross number, it is enough to find the minimum value of the numerator. This leads us to the following definitions.
The reader should note under the hypothesis above that |B| = n · k(B). The next Corollary now follows easily from Definition 3.5 and Proposition 3.3. 
ÓÖÓÐÐ ÖÝ 3.6º For n and a as in
Notice that y k is increasing and s k is decreasing and hence y k − s k is increasing as k increases. By the assumption, it follows that
With this in mind, we will prove the theorem by dividing it into cases. Suppose first that l is even. For k even with k < l − 2,
ELASTICITY AND THE EUCLIDEAN TABLE since t k+2 0 and
which is less than or equal to
which shows that K k,t k is increasing as k increases from l. Hence K 2 (a, n) = K l,0 = y l + s l . Suppose now that l is odd. A similar argument shows that (11) holds for every k even with k < l − 1 and (12) holds for k even with k l + 1. Thus K k,t k is decreasing as k increases up to l −1 and is increasing as k increases from l + 1. When k = l − 1,
For an atomic monoid H which contains a nonunit and some k ∈ N, we set
Using ρ k , here is a further interpretation of the invariant K 2 (a, n) which may be of interest.
P r o o f. The first inequality follows from [10, Theorem 3.4.10.4] (with H = B a (n)). Since B a (n) is finitely generated, it has accepted elasticity, and hence the second assertion follows from [10 
Next, we will consider the case where a and n are not necessarily relatively prime. As briefly mentioned at the beginning of Section 2, the study of the block monoids of the form B Z n , {ā,b} can be reduced to the case where b = 1 and gcd(a, n) = 1. This is due to the following theorem by G e r o l d i n g e r .
ÈÖÓÔÓ× Ø ÓÒ 3.9º ([8, Proposition 5.1]) Given n 3 and 1 a, b < n, let
.
The explicit description of the value a is given in the proof of the theorem (see the proof for details). Applying Theorem 3.8 to the case where b = 1 yields a = a gcd(a,n) . Thus we have the following.
ÓÖÓÐÐ ÖÝ 3.10º Given n and 1 < a < n, let a = a gcd(a,n) and n = n gcd(a,n) . Then B a (n) ∼ = B a (n ).
Note that gcd(a , n ) = 1. Thus the elasticity of B a (n ) and hence the elasticity of B a (n) can be easily obtained by using the Euclidean Table for n and a is the same as the Euclidean Table for n and a possibly except for the column with the remainders. To see how {s k } and {s k } are related, consider the division
Then, by induction, we know that d divides s k for every 0 k m. Dividing each side of the above division by d, we obtain,
Note that s k < s k−1 implies
and hence (13) 
where l is the first integer such that y l s l . Note that ρ(B a (n)) = ρ(B a (n )) by Corollary 3.9, where each is given respectively by n K 2 (a,n) and
With the relation between the sequences described above, we may rephrase (14) as follows. 
The complete set of elasticities
In this section, we will fix a prime p and consider the set of the elasticities of B a (p) for 1 < a < p. In general, let Υ 2 (Z n ) denote the set of the elasticities of B a (n) for 1 < a < n. We know that the elasticity of B a (n) is given by n K 2 (a,n) by Theorem 3.4. Hence
Since n is fixed, Υ 2 (Z n ) is basically determined by the values of K 2 (a, n) for 1 < a < n. With this in mind, given n, let
For ease of notation, we write Υ 2 (Z n ) = Υ 2 (n).
Throughout this section, we will focus on the case where n = p is a prime. Using the algorithm based on Theorem 3.4, Υ 2 (p) can be computed fairly fast (even for large primes) when run by a machine. Appendix A shows the list of Υ 2 (p)'s for 5 p 97.
The structure of Υ 2 (p) has been studied by C h a p m a n and S m i t h in [7] (Min(p) is their notation). They observed that each row of Table 1 begins with a string of consecutive numbers followed by a series of 'gaps'. Both of the observations, the length of the string and the top values which determine the gaps, become of interest. The following are two previous results on each part, described in our notation.
ÈÖÓÔÓ× Ø ÓÒ 4.1º
(1) ( [7 Before we move on, we provide an alternate proof to Proposition 4.1(1) using the Euclidean Table. A l t e r n a t e P r o o f o f P r o p o s i t i o n 4.1 (1 
In the rest of this section, we will be investigating further the largest values in Υ 2 (p). We first consider the case where Considering Proposition 4.3, we note that combining the division p = aq + r and q + r = a yields that a = p+q q+1 . We will show that every a in this form yields K 2 (a, p) = a for certain consecutive values of q under a special condition on p. Given an integer t 2, set m t = lcm{1, 2 {2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 10 , 11 , 12 , 13 , 14 , 15 , 16 , 17 , 18 , 19 , 20 
> 0 due to the assumption t 2. Thus the Euclidean Table for p and a is given by
In particular, the first part of Proposition 4.8 tells us immediately what K 2 (a, p) is, for every a with a √ p. Consider the special case where p ≡ t − 1 (mod t). Then by Proposition 4.8, we obtain two values (unless t = 2), p t + (t − 1) and p t + 1. Our next proposition shows that we may obtain values other than these two.
ÓÖÓÐÐ ÖÝ 4.9º Given a prime p and a
√ p, K 2 (a, p) = p t + Mod[p, a].
ÈÖÓÔÓ× Ø ÓÒ 4.11º Suppose that p ≡ t − 1 (mod t). Then for any s| (t − 1),
and is given by a =
. Then from the Euclidean (16) and (17). The following list shows these values for 2 t 4. 
List 2
2 . We note that 2 , in the form of (19) with t = 5.
Proof of Proposition 4.12
The proof will be a case by case analysis with the first two major cases being the residue of p modulo 4.
We will assume k 25 with the finite number of cases k < 25 easily verified by direct calculations (such as in the table in Appendix A).
There are three subcases required to show that the desired inequalities hold for K 2 (a, p) for integers j where a ≡ j (mod k):
Each case here is verified by considering the appropriate Euclidean Table. Since the calculations are routine, we only illustrate this with one example j = 3. If a ≡ 3 (mod k), then a = 3, k + 3, 2k + 3, or 3k + 3,
For the other values, we get the relevant values from the Euclidean tables as follows:
(ii) For a = k + 3, y 0 = 3;
In all cases, since k + 1 < k + 1.
(ii) a = k + j: K 2 (a, p) y 0 + s 0 = k − 3j + 4 k + 1 by the Euclidean Table  below .
3 . Then the Euclidean Table is given by the below. and this is less than or equal to k + 1. * Consider the case 6 j Table  below . (−3k + 1) (q + 1) which implies q 2 − qk + 3k 0. This will hold for
and it includes 4 q 11. (ii) a = k + j: We divide into cases.
• If k = 3m, then p = 12m + 1 and m + 1 j 3m − 1.
and this will be less than or equal to 3m + 1 = k + 1. < j 3m − 1. and this is less than or equal to 3m + 1 = k + 1. which is always less than or equal to 3m + 2 = k + 1. * When 12m+15 8
< j 3m, the Euclidean Table is given by 
and this is less than or equal to k + 1.
* Suppose that which is less than or equal to k + 1.
• Consider the case where Table is given by Table  below .
4m−2 7
which is less than or equal to 3m + 1. , the Euclidean Table is given by 
which is less than or equal to 3m + 2 = k + 1. and this is always less than or equal to 3m + 2 = k + 1.
(iv) a = 3k + j: By the Euclidean Table below ,
Case 2 p = 4k + 3: Again we assume k 25 and the argument is then given along the same lines as the previous cases showing the desired inequality for the three subcases determined by j where a ≡ j (mod k):
This case (with the six possible values of j) is handled in exactly the same manner as was illustrated in the case p ≡ 1 (mod 4). We will not repeat the argument for this case.
Subcase 2B 6 j which is always less than or equal to 3m + 4 = k + 3. * When 12m+13 8
< j 3m, the Euclidean and this is less than or equal to 3m + 4 = k + 3.
• If k = 3m + 2, then p = 12m + 11 and m + 1 j 3m + 1.
* When j = m + 1, K 2 (a, p) = 5 k + 3 by the Euclidean which is always less than or equal to 3m + 5 = k + 3.
* When 12m+17 8
< j 3m + 1, the Euclidean which is less than or equal to k + 3. and this is less than or equal to k + 3.
• Consider the case where 
