Abstract. Let X = {x i : i ∈ Z}, · · · < x i−1 < x i < x i+1 < . . . , be a sampling set which is separated by a constant γ > 0. Under certain conditions on φ, it is proved that if there exists a positive integer ν such that
Introduction
Let B σ denote the space of all σ-bandlimited functions, i.e.,
where f denotes the Fourier transform of f , defined by f (w) = ∞ −∞ f (x)e −2πixw dx. The celebrated theorem of Paley-Wiener says that B σ coincides with the space of entire functions of exponential type ≤ σ. It is well known that B σ is a reproducing kernel Hilbert space with reproducing kernel K(x, y) = sin σ(x−y) σ(x−y)
. The classical Shannon's sampling theorem states that every f ∈ B σ can be reconstructed from the sampling formula
The problem of uniform sampling is well studied in the literature ( [18] , [19] , [25] ). In [24] , Paley and Wiener extended the Shannon's sampling theorem to nonuniform sampling set. They showed that if X = {x k ∈ R : k ∈ Z} is such that |x k − k| < 1 π 2 , k ∈ Z, then any f ∈ B π can be recovered from its sample values {f (x k ): k ∈ Z}. Later, Kadec in [20] showed that the maximum bound for |x k −k| has to be less than , then any σ-bandlimited function f can be reconstructed stably from its sample values {f (x i ) : x i ∈ X}. We refer to [9] , [21] and [23] in this connection.
It is difficult to compute the Beurling density D(X) in general. Instead of Beurling density, Gröchenig in [15] gave an easy sufficient condition for stable set of sampling for B σ . In that paper, he proved that if sup i (x i+1 − x i ) < π σ , then any bandlimited function can be reconstructed from its nonuniform samples {f (x i ) : i ∈ Z}. In [26] , Razafinjatovo obtained a frame algorithm for reconstructing a function f ∈ B σ from its nonuniform samples {f (j) (x i ) : j = 0, 1, . . . , k − 1, i ∈ Z} with maximum gap condition, namely sup i (x i+1 − x i ) = δ < 2 σ ((k − 1)! (2k − 1)2k) 1/k using Taylor's polynomial approximation. Recently, Radha and the author in [5] improved the maximum gap condition using Hermite interpolation.
Shift-invariant spaces serve as a universal model for sampling problem as it includes a large class of functions whether bandlimited or not by appropriately choosing a generator. Sampling in shift-invariant spaces that are not bandlimited is a suitable and realistic model for many applications, e.g., for taking into account real acquisition and reconstruction devices, for modeling signals with smoother spectrum than is the case with bandlimited functions, or for numerical implementation (see [3] , [13] and [28] ). The problem of non-uniform sampling in general shift-invariant spaces was studied by Aldroubi and Gröchenig in [2] .
The fundamental problem of sampling in shift-invariant spaces is to find a characterization of stable set of sampling in shift-invariant spaces. Sampling theorems in shift-invariant spaces are of fundamental importance in digital signal processing since it provides a means of converting an analogue signal into a digital signal from its sample values. There are many qualitative sampling theorems for shift-invariant spaces. They state that for every reasonable generator φ, there exists a δ > 0 such that every set with maximum gap sup i (x i+1 − x i ) < δ is a stable set of sampling for V (φ), i.e., there exist r, R > 0 such that
The only generators for which the sharp result is known are B-splines, ripplets, and totally positive functions of finite order ≥ 2 (see [1] , [17] ). For other shiftinvariant spaces, the problem of finding the sharp maximum gap condition is still open. Recently, Radha and the author in [6] found the sharp maximum gap condition for a shift-invariant space generated by a Meyer scaling function. It is well-known that the best choice of interpolation points to minimize the error estimate of the Lagrange interpolation on [−1, 1] corresponds to the roots of the Chebyshev polynomials of the first kind. In the case of an arbitrary interval [a, b], the points
are the best choice of interpolation points to minimize the error estimate of the Lagrange interpolation on this interval (see [10] ). It is important to study the behaviors of sampling sets which are chosen with respect to Chebyshev polynomial in a certain way. Although the maximum gap condition sup i (x i+1 − x i ) < 1 is easy to verify, it does not include the Chebyshev nonuniform samples in general. For example, consider the Chebyshev sampling set X whose elements are chosen in this way:
x i = 1.5 cos (2i + 1)π 8 + 1.5, i = 0, 1, 2, 3, and
Since the set X does not satisfy the property sup i (x i+1 − x i ) < 1, we cannot use Gröchenig's result in [15] . Even if we change the distance between atleast two consecutive points to be greater than 1, Gröchenig's result is not applicable. However, there are sampling sets so that sup i (x i+1 − x i ) > 1 but there exists ν ∈ N such that sup i (x i+ν − x i ) < a ν , for some a ν > 0. It is easy to check that the above sampling set satisfies sup i (x i+3 − x i ) < 3. From the above discussion, it seems natural to ask the following question:
For every reasonable generator φ, does there exist a constant a ν > 0 such that every set with maximum gap
is a stable set of sampling for V (φ)?
In this paper, we answer the above question for certain shift-invariant spaces. In particular, we prove the following Theorem 1.1. Assume that {x i : i ∈ Z} is separated by a constant γ > 0. If
then there exist positive constants A ν and B ν such that
where φ(x) = sin πx πx or Meyer scaling function. Further, the maximum gap condi-
The paper is organized as follows. In section 2, we discuss some useful facts in shift-invariant spaces, Wirtinger-Sobolev inequality and Hermite interpolation. In section 3, we first prove Bernstein inequality for shift-invariant space V (φ) and provide a sufficient condition for stable set of sampling in V (φ). In section 4, we mention some open problems.
Preliminaries
This section provides some useful terminology and results in order to prove our main results. 
, span{T n φ : n ∈ Z} is called shift-invariant space generated by φ and is denoted by V (φ).
Every Riesz basis is a frame. It is well known that {T n φ : n ∈ Z} is a Riesz basis for V (φ) if and only if G φ (w) are the optimal Riesz bounds for {T n φ : n ∈ Z}. Recall that a closed subspace V of L 2 (R) is said to be a reproducing kernel Hilbert space if there exists a function K x ∈ V such that
is the reproducing kernel for V , where { φ n } is the dual basis of {φ n }. If φ is a continuous function having compact support, then V (φ) is a reproducing kernel Hilbert space. For a detailed study of sampling and reconstruction in shift-invariant spaces, we refer to [2] .
Definition 2.4. Let {x i : i ∈ Z} be a sequence of real or complex numbers. Then
(ii) {x i : i ∈ Z} is said to be a stable set of sampling for the reproducing kernel Hilbert space H if there exist constants r, R > 0 such that
Wiener amalgam spaces have been introduced by Feichtinger in [12] . The basic idea behind these spaces is to generate spaces of functions or distributions which show a local behaviour (local membership in a certain function space) and a certain global behaviour (expressed in terms of local norm). If φ ∈ W (C, ℓ 1 ), then V (φ) is a reproducing kernel Hilbert space (see [1] ).
The windowed Fourier transform was developed to obtain a frequency analysis which is also local in time for a given signal. The connection between windowed Fourier transform and sampling in shift-invariant spaces is given in [17] .
The following three results are the main ingredients to prove our main results.
Theorem 2.1 (Wirtinger-Sobolev inequality). (cf. [8]). Let f be a complex valued function defined on the interval
where c r is the minimal eigenvalue of the boundary value problem
It is proved in [6] that Wirtinger-Sobolev inequality is still true if the right hand side of (2.7) is replaced by
We explicitly mention the values and bounds for the constants c r as given in [8] .
For any r ≥ 1, the Wirtinger-Sobolev constant c k satisfies the following property:
Further, as r → ∞, c r = √ 8πr 4r e
Proposition 2.1. (cf. [13] , [26] ). Let A be a bounded operator on a Hilbert space H that satisfies
for every f ∈ H and for some C, 0 < C < 1. Then A is invertible on H and f can be recovered from Af by the following iteration algorithm. Setting
where
Main Results
Let A r denote the class of r-times differentiable functions φ defined on R satisfying the following conditions:
(ii) esssup
Clearly if φ is a continuously r-times differentiable function with compact support, then φ ∈ A r . It is easy to prove that A r ⊆ W (C, ℓ 1 ), which implies that V (φ) is a reproducing kernel Hilbert space. We now assume that {T n φ : n ∈ Z} forms a Riesz basis for V (φ). For φ ∈ A r , define
Clearly B s (w) is a periodic function with period 1. If M s := esssup
Theorem 3.1. Let φ ∈ A r be such that {T n φ : n ∈ Z} forms a Riesz basis for V (φ).
Then we have the Bernstein-type inequality
for every f ∈ V (φ). Moreover, the constant M s depending on φ is sharp.
then it follows from
Plancherel identity that
. The constant M s cannot be improved. In fact, the proof follows similar lines as in the proof of Theorem 1 in [7] . Let X = {x i : i ∈ Z}, · · · < x i−1 < x i < x i+1 < . . . , be a sampling set of density δ ν . If X is separated by a constant γ > 0, then
We now define the weights
Then it is proved in [5] that
and
Consider the operator P :
where K x (t) denotes the reproducing kernel of V (φ). Then P is an orthogonal projection of L 2 (R) onto V (φ). Now assume that f and its first k − 1 derivatives f ′ , . . . , f (k−1) are sampled at a sequence {x i : i ∈ Z}. We now introduce an approximation operator T on V (φ) by
Since H 2k−1 (ξ, η, αf + g; x) = αH 2r+1 (ξ, η, f ; x) + H 2r+1 (ξ, η, g; x) for α ∈ C, the operator T is linear. Further,
Since the characteristic functions χ [x νi ,x νi+ν ) , i ∈ Z, have mutually disjoint support, it can be easily shown that 
Similarly, we can show that
Since X is separated by the constant γ > 0, there are at most [1/γ] + 1 sampling points in every interval [i, i + 1]. Consequently, it follows from [1] that
Therefore T is a bounded linear operator on V (φ). We now prove our main result.
Theorem 3.2. Let φ ∈ A
2k be such that {T n φ : n ∈ Z} forms a Riesz basis for V (φ). Assume that {x i : i ∈ Z} is separated by a constant γ > 0. If there exists a positive integer ν such that
, then any f ∈ V (φ) can be reconstructed from the sample values {f (j) (x i ) : j = 0, 1, . . . , k − 1, i ∈ Z} using the following iteration algorithm. Set
Then we have lim n→∞ f n = f . The error estimate after n iterations becomes
Proof.
, and the characteristic functions
have mutually disjoint support, it can be easily shown that
Now applying Wirtinger-Sobolev inequality with the bound given in (2.8), (3.15) becomes
using Bernstein's inequality (3.2). Since sup
we have γ ≤ δ ν ν . Hence, (3.17) becomes
Therefore, the operator T is invertible on V (φ). Consequently, the proposed reconstruction algorthim follows from Proposition 2.1 and we obtain the error estimate from (3.17).
Corollary 3.1. Let φ ∈ A 2k be such that {T n φ : n ∈ Z} forms a Riesz basis for V (φ). Assume that {x i : i ∈ Z} is separated by a constant γ > 0. If
, for some ν ∈ N, then there exist positive constants A ν,k and B ν,k such that
Proof. The existence of B ν,k follows from (3.13) and (3.14) . Recall that
We now estimate the lower bound of
Since the operator T is invertible on V (φ), we have
using inequality (3.13), from which the existence of A ν,k follows.
Sampling Density in the Space of Bandlimited Functions. The classical Bernstein inequality states that for every
It is clear that the space B π coincides with the shift-invariant space V (φ) generated by the function φ(x) = sin πx πx . If f ∈ B σ , then the function g(x) = f πx σ ∈ B π . Consequently, we obtain the following result from Corollary 3.1. 
then there exist positive constants A ν,k and B ν,k such that
for every f ∈ B σ .
Using Bernstein's inequality and Wirtinger-Sobolev constants c k , we now provide maximum gap value for certain values of ν and k with σ = π in Table 1 . Table 1 Consider the sampling set X whose elements are chosen in this way:
It is well known that the above sampling set X is not a stable set of sampling for B π (see [29] ). But sup i (x i+ν − x i ) = ν, for every ν ∈ N. Therefore, the maximum gap condition in the previous theorem is sharp when k = 1. Thus we have proved Theorem 1.1 for B π .
Recall that the windowed Fourier transform of f ∈ L 2 (R) is defined as
where M y is the modulation operator defined by
We now construct a Gabor-type frame which is a generalized version of Theorem 3 in [16] or Theorem 8.29 in [13] .
and there exist two positive constants a, b such that the sequence {y j } satisfies
If there exists positive integer ν such that
(3.23)
Hence, it follows from (3.22) and (3.23) that
Since F g f (x, y) = f, M y T x g , we get the required assertion.
3.2. Sampling Density in the Shift-invariant Spline Spaces. The B-splines Q m are defined inductively as follows:
It is well known that f ∈ V (Q m ) if and only if f ∈ C m−2 (R) ∩ L 2 (R) and the restriction of f to each interval [n, n + 1) , n ∈ Z is a polynomial of degree m − 1. The following result is due to Babenko and Zontov in [7] .
where K m 's are the Krein-Favard constants:
Moreover, the inequality (3.25) is sharp.
The first six values of K m are the following: 
We refer to [14] in this connection. Since the inequality (3.25) is sharp,
. Hence, we obtain the following result from Corollary 3.1.
Theorem 3.6. Let {x i : i ∈ Z} be separated by a constant γ > 0. If
, where m ≥ 2k + 1.
The maximum gap condition is given in [4] for ν = 1. In Table 2 , we provided maximum gap value for certain values of ν and k with m = 8. In Table 3 , we assume m = 10. Table 3 3.3. Sampling Density in Shift-invariant Space Generated by Meyer Scaling Function. Consider a function ϑ(w) defined on the interval 0 ≤ w ≤ 1 satisfying the following properties:
. The function ϑ is extended to the real line by setting ϑ(w) = ϑ(−w) for −1 ≤ w ≤ 0 and ϑ(w) = 0 for |w| > 1. Then the Meyer scaling function is defined as
Consider the function
where ν is a C ∞ function satisfying
with the additional property
It is proved in [6] that φ satisfies the properties (P 1 ) to (P 5 ). We refer to [6] for further details.
Since the collection {T n φ : n ∈ Z} forms an orthonormal basis for V (φ), we get l∈Z | φ(w + l)| 2 = 1 a.e., w ∈ R. Therefore,
Using property P 2 , we get 
. It is proved in [6] that M 1 = 1 4 . We now compute the value of M 2 . Using property P 2 , we get
Then h(1/2) = 0 and h ′ (w) = 12w 2 − 12w + 4 = 12(w 2 − w) + 4. Since the function w 2 − w attains its minimum value at w = 1/2, we have h ′ (w) = 12w 2 − 12w + 4 = 12(w 2 −w)+4 ≥ 1. Therefore, h(w) is an increasing function in the interval [1/3, 2/3], which implies that h(w) is negative in [1/3, 1/2] and positive in [1/2, 2/3]. Now using property P 5 , we get
Since the function g(w) = −11w 4 + 22w 3 − 18w 2 + 7w − 1 attains its maximum at 
then the set X = {x i : i ∈ Z} is a stable set of sampling for V (φ). Further, arguing as in [6] , we can prove that the maximum gap δ ν < ν is sharp. Thus we have established Theorem 1.1 for a shift-invariant space generated by a Meyer scaling function, which we formulate here as follows: for every f ∈ V (φ). Further, the maximum gap δ ν < ν is sharp.
Open problems
In this section, we discuss some open problems related to the maximum gap condition for shift-invariant spaces.
(1) We first observed that the proof of Theorem 1.1 in section 3 is based on one of the constants M s , and the Bsplines. The constant M 1 is known for the Meyer scaling function and Littlewood-Paley wavelet (see [6] ). Arguing as in [6] , we can easily obtain other values of M s for Littlewood-Paley wavelet. In this paper, we found the value of M 2 for Meyer scaling function. We do not know the value of M s , s > 2 for Meyer scaling function and this problem is still open. In general, the problem of finding the value of M s for some reasonable function φ will be more interesting.
(2) We have proved the sharp maximum gap condition sup i (x i+ν − x i ) for the space of entire function of exponential type π and shift-invariant space generated by Meyer scaling function. We observed from the Table 2 and 3 that the maximum gap sup i (x i+ν − x i ) is very close to ν for shift-invariant spline spaces. Aldroubi and Gröchenig in [1] proved that if {x i } is a separated set with sup i (x i+1 − x i ) < 1, then {x i : i ∈ Z} is a stable set of sampling for the shift-invariant spline space V (Q m ). For other cases ν ≥ 1, it seems natural to state the following We believe that the above conjecture also holds for a much larger class of shift-invariant spaces. If f and its first k − 1 derivatives f ′ , . . . , f (k−1) are sampled at a sequence {x i : i ∈ Z}, then we can generalize Conjecture 1 as follows. (3) In this paper, we did not discuss about necessary condition for the stable set of sampling for shift-invariant spaces. It will be interesting to find the necessary condition for stable set of sampling for shift-invariant spaces involving the maximum density condition sup i (x i+ν − x i ), ν ∈ N.
