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Abstract
Arising in a large number of application areas, sparse recovery (SR) has been exhaus-
tively investigated and many algorithms have been proposed. Different from the numer-
ical methods realized by iterative algorithm, the recent continuous approach is realized
through analog circuit, which takes advantage of short time-delay and fast convergence
faster. However, the existing continuous method for SR still has the space to further
improve the convergence speed. Consequently, in this paper, we propose a new dy-
namical continuous system to solve the sparse signal recovery problem with fixed-time
convergence property.
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1. Introduction
Over the past few years, the sparse recovery techniques have been thoroughly stud-
ied [1–7] and recently employed for several applications, including signal and image
processing (e.g., denoising, detection, recognition, and classification) [8–10]. Consider
an unknown s-sparse signal ω = [ω1, · · · ,ωN ]T ∈RN which is needed to be recovered,
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and suppose that it is acquired from insufficient measurements [11]
y = Φω + ε , (1)
where y ∈RM is the observed measurement corrupted by noise ε ∈RM , and Φ ∈RM×N
is the sensing or measurement matrix. Since M ≪ N, the recovery of sparse signal ω
from y is an underdetermined problem, the solution of (1) cannot be obtained directly
by some linear operations.
The SR problem (1) can be solved by finding the solution of the following uncon-
strained optimization problem:




∥y−Φω∥22 +λρ(ω ), (2)
where λ > 0 is a balance parameter and ρ(ω ) : RN →R+, is a sparsity-inducing func-




|ωi|. In order to find the solution of (2), many al-
gorithms have been proposed recently, including the IST[12], BPDN[13], LASSO[14].
However, the aforementioned algorithms are all digital based and normally require a
large number of iterations. It may lead very high computational burden and storage
requirements, especially encountering applications with huge amount of data, for ex-
ample, radar imaging [15], FR[16], DOA [17] etc. In the following, we firstly introduce
some dynamic systems for SR problem to clarify the motivation.
1.1. From Digital Algorithm to LCA Dynamical System
The analog-signal approach, which relies on a continuous dynamical system, is
practical due to the instantaneous computation and consequent fast response. For ex-
ample, the locally competitive algorithm (LCA) algorithm is developed [18–20] to pre-
cisely recover the sparse signals with exponential convergence rate.
Let ḟ (·) be the derivative with respect to time t of function f (·), the dynamical
system proposed in the LCA is given as follows:
τ u̇(t) =−u(t)+(ΦT Φ− I)a(t)+ΦT y,
â(t) = a(t) = Hλ (u(t)),
(3)
with u ∈RN being the state vector, â ∈RN the output of the system, i.e., the estimation
of sparse signal ω , and τ > 0 a time constant determined by the physical properties of
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the underlying system. We set τ = 1 as it does not affect the mathematical analysis of
the system. At last, a soft thresholding function is given by
Hλ (u(t)) = max(|u(t)|−λ ,0)·sign(u(t)). (4)
where λ > 0 is the threshold parameter, sign is an element-wise operator defined by
sign(φ)

= 1 i f φ > 0,
∈ [−1,1] i f φ = 0,
=−1 i f φ < 0.
Because the equivalence between the equilibrium point of (3) and the solution of
optimization problem (2), LCA can solve the SR problem [21]. It has been shown
that the LCA converges exponentially [21] to its unique equilibrium point. In control
theory, it means that the trajectory of this system will converge to its equilibrium point
as t → +∞, i.e., lim
t→∞
||a(t)− â(t)|| = 0, which implies a possible infinite convergence
time [19]. Consequently, a system for SR with a finite convergence time is sometimes
interesting for practical application.
1.2. From Asymptotic Convergence to Finite-time Convergence
Compared to LCA that has asymptotic convergence speed, a new dynamical system
with faster convergence rate has been proposed in [22], where the proposed system can
converge to its equilibrium point in finite time. To clearly present this idea, let us recall
firstly the definition of finite-time convergence, which is introduced in control theory.
Definition 1 ([23, 24]). Consider a dynamical system described by ẋ = g(t,x) with
initial condition x(0) = x0, its solution x(t,x0) is said to be finite-time stable if it is
asymptotically stable and reaches equilibrium in a finite time, i.e., ∃T : RN →R+ such
that ẋ(t,x0) = 0, ∀t ≥ T (x0), where T is the settling-time function.
Motivated by the sliding mode technique presented in [22], the differential equation
of the dynamical system with finite-time convergence property for SR is constructed as
follows:
τ u̇(t) =−⌈u(t)+(ΦT Φ− I)a(t)−ΦT y⌋α ,
â(t) = a(t) = Hλ (u(t)),
(5)
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with the coefficient α ∈R+, α ∈ (0,1) , and ⌈·⌋α defined as ⌈·⌋α = | · |α sign(·). When
α = 1, (5) becomes to the LCA system. It has been proved in [22] that the equilibrium
point of this finite-time convergence system is also equivalent to the critical points of
(2).
The motivation of using sliding mode technique can be presented by two simple
systems: ẋ =−⌈x⌋α with α ∈ (0,1), and ẋ =−x. Although the trajectory of ẋ =−⌈x⌋α
converges slower to 0 when |x| > 1, but it will converge to 0 in a finite-time once
|x|< 1, while the trajectory of ẋ =−x will maintain the same convergence speed even
for |x| < 1, yielding mathematically a lower convergence when t → ∞. Despite this,
however, the slow convergence speed when |x| > 1 is still a drawback for ẋ = −⌈x⌋α .
Inspired by that ẋ = −⌈x⌋β with β ∈ (1,+∞) is faster when |x| > 1, thus, adding the
other exponential parameters β to system (5), we then obtain a new dynamical system
with fixed-time convergence property [25].
The key contributions of this paper are summarized as follows: (i) a fixed-time
dynamical system with convergence time independent of initial condition is proposed
for sparse recovery; (ii) the fixed-time convergence property of the proposed system is
proved theoretically.
The rest of this paper is organized as follows. In Section 2, the proposed system
with fixed-time convergence property is described. In Section 3, theoretical results for
the proposed system are provided, including some properties of the defined Lyapunov
function and the fixed-time convergence of the proposed system. Then in Section 4,
the results in several simulations demonstrate the superiority of our proposed system.
Finally, our conclusions are presented in Section 5.
2. Dynamical System for Sparse Recovery with Fixed-time Convergence
2.1. Preliminary of Fixed-time Convergence
We firstly give the concept of fixed-time stability. It shows that for any initial
conditions, dynamical systems with fixed-time stability could converge in a specific
time [25].
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Definition 2 ([25]). For a general dynamical system ẋ = g(t,x), x(0) = x0, its solution
x(t,x0) is said to be fixed-time stable if it is globally finite-time stable and settling-time
function T (x0) is bounded, i.e., ∃Tmax > 0 such that T (x0)≤ Tmax,∀x0 ∈ RN .
To investigate the fixed-time convergence problem of any dynamical system, the
Lemma 1 below could be a determination condition of fixed-time convergence.
Lemma 1 ([26]). Let V (t) be a nonnegative scalar function that is differentiable and




ς(V ) dV is finite, then for
any V (0) =V0 > 0, V (t) = 0 for all t ≥ t∗.
Combining Definition 2 and Lemma 1, the following Theorem 1 that plays an im-
portant role in the proof of fixed-time convergence is obtained. Compared to the theo-
retical result in [27], the proof here is different and more concise.
Theorem 1. Consider a scalar system
v̇ ≤−mvβ −nvα , v(0) = v0 ≥ 0, (6)
where v ≥ 0, m > 0, n > 0, β ∈ [1,∞], and α ∈ [0,1]. The equilibrium of system (6) is
globally fixed-time stable with settling time T bounded by



















































Apparently, t∗ is finite with upper bound 1n(1−α) +
1
m(β−1) , and from Lemma 1, v(t) = 0
for all t > t∗ and any initial condition v0.
2.2. Dynamical System with Fixed-time Convergence
In this section, we describe the proposed dynamical system as follows:
τ u̇(t) =−⌈u(t)+(ΦT Φ− I)a(t)−ΦT y⌋α −⌈u(t)+(ΦT Φ− I)a(t)−ΦT y⌋β ,
â(t)a(t) = Hλ (u(t)),
(7)
where α ∈ (0,1], β ∈ [1,+∞), and ⌈·⌋η with η ∈ {α,β} is a function defined as
⌈·⌋η = | · |η sign(·), (8)
Compared to the finite-time system (5) whose convergence time relies on different
initial conditions, the upper bound Tmax of (7) can be estimated with any initial condi-
tion. In the following sections, we will provide a detailed analysis on the fixed-time
convergence property of system (7).
Remark 1. The parameter α guarantees the rapid convergence rate when the system is
near to the equilibrium point while the parameter β ensures fast convergence when the
system is far away from the equilibrium point. Moreover, both α and β are essential.
If either of the two terms in (7) is missing or the β is too large, the system convergence
rate will slow down, and this will be analyzed and demonstrated in next sections.
3. Fixed-Time Convergence of the Proposed System
In this section, we firstly prove that the output of system (7) can converge to the
critical point of optimization problem (2). Then, the fixed-time convergence of (7) is
presented.
3.1. Equivalence of Solutions
Lemma 2. With definition (4), the equilibrium points of (7) are equal to the critical
points of (2).
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Proof. For dynamical system (7), any equilibrium point satisfies u̇(t) = 0, i.e.,
−u+a−ΦT Φa+ΦT y = 0, (9)
From (4), sign(un) = sign(an) when |un| > λ and un ∈ λ sign(an) when |un| ≤ λ . By
simple calculate, we can obtain
un −an = (|un|−max(|un|−λ ,0))sign(un) = λ sign(an)
Thus, we can say that u − a is the same as λ sign(a). Since we have defined â = a =
Hλ (u) with â ∈ RN the estimation of sparse signal ω , then the expression (9) can be
represented as
−λ sign(ω )−ΦT Φω +ΦT y = 0.











∂ω = 0 when u̇(t) = 0, this ending the proof.
From [19, 28], for most random Gaussian dictionary Φ, the solution of the sparse
recovery problem in (2) is unique. On the other hand, Lemma 2 implies that there exists
a unique equilibrium point for (7) that coincides with the unique critical point of (2).
3.2. Convergence Analysis
In the last subsection, it has been shown that there exists a unique equilibrium point
u∗ of dynamical system (7). Using u∗ and its corresponding a∗, the error terms and a








∥ũ(t)∥22 +Tr{(ΦT Φ− I)G(ũ(t))} (11)
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where the matrix G(ũ) is defined as
G(ũ(t)) =

G1(ũ1(t)) G1(ũ2(t)) . . . G1(ũN(t))












0 gi(s)ds, i = j∫ ũ j(t)
ū j gi(ρi j(s))ds, i ̸= j
where gi(s) = Hλ (s+u∗i )−Hλ (u∗i ), ū j is the j-th component of some constant vector
ū, and ρi j is the function related to the trajectory ũ(t) such that ũi(t) = ρi j(ũ j(t)).
Moreover, denote δ the smallest positive constant such that for any active set Γ(t)
visited by the algorithm and any vector x in RN , we have
(1−δ )∥x∥22 ≤ ∥Φx∥22 ≤ (1+δ )∥x∥22 (12)
so the δ depends on the singular values of the matrix ΦΓ(t). Then we have the following
lemma:
Lemma 3. The proposed dynamical system in (7) and the function E in (11) satisfies
the following properties:
1) For all ũi, 0 ≤ Gi(ũi(t))≤
ũ2i (t)
2 ,
2)Under definition ( 12), then ∥ũ+(ΦT Φ− I)ã∥22 ≥ (1−δ )∥ũ∥22,
3) There exists a positive constant γ > 0 such that E(ũ)≤ γ∥ũ∥22,
4) For dynamical system (7), Ė ≤ 0, and E cannot be negative, i.e. E ≥ 0,
Proof. 1) According to (4), we have
Hλ (x)−Hλ (y) =

x− y−λ sign(x)+λ sign(y), |x|> λ , |y|> λ
x−λ sign(x), |x|> λ , |y| ≤ λ
−y+λ sign(y), |x| ≤ λ , |y|> λ
0, |x| ≤ λ , |y| ≤ λ
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which implies that Hλ (x)−Hλ (y)≤ x− y for ∀x ≥ y, furthermore,
|ãi(t)|= |gi(ũi(t))| ≤ |ũi(t)|,∀ũi(t) (13)
And as the operator Hλ (ui) is non-decreasing with respect to ui, it is obvious that
ũi(t) ·gi(ũi(t))≥ 0, thus we have two cases:







(−gi(s))ds ⇒ 0 ≤ Gi(ũi(t))≤
ũi(t)2
2




gi(s)ds ⇒ 0 ≤ Gi(ũi(t))≤
ũi(t)2
2
2) For ∀ũ, we have
∥ũ+(ΦT Φ− I)ã∥22 ≥ ∥ũ∥22 −∥(ΦT Φ− I)ã∥22 (14)
From (12), then
∥(ΦT Φ− I)ã∥22 ≤ δ∥ã∥22
Considering the worst case of the inclusion, we will get




∥ũ+(ΦT Φ− I)ã∥22 ≥ (1−δ )∥ũ∥22. (15)
3)As the same to Lemma 3 in [22], the system (7) is bounded, thus ã(t) and ũ(t)
is always bounded, i.e., for ∀σ , ∃κũ(t),κ ′ũ(t) > 0 such that |ãi(σ)| ≤ κũ(t)||ũ(t)||2 and
|ũ j(t)− ū j| ≤ κ ′ũ(t)||ũ(t)||2. Thus,
|Gi(ũ j)|=
∣∣∣∣∫ ũ j(t)ū j gi(ρi j(s))ds
∣∣∣∣≤ ∫ ũ j(t)ū j ∣∣gi(ρi j(s))∣∣ds
≤ κũ(t)||ũ(t)||2
∣∣∣∣∫ ũ j(t)ū j ds





Combine property 1, let κ = max{κũ(t)κ ′ũ(t),1/2}, then
|Gi(ũ j(t))| ≤ κ ũ2i (t),∀i, j















|ϕ Ti ϕ j| · |Gi(ũ j(t))|
≤ µκN∥ũ(t)∥22
(16)


















Consequently, there exists a positive constant γ = 1+2µκN2 such that E(ũ(t))≤ γ∥ũ∥
2
2.














= gi(ρi j(ũ j)) ˙̃u j = ãi ˙̃u j,






























= ((ΦT Φ− I)ã)T ˙̃u(t)






= (ũ+(ΦT Φ− I)ã)T ˙̃u(t). (19)
Given that u∗ is constant we have
˙̃u = u̇ =−⌈u(t)+(ΦT Φ− I)a(t)−ΦT y⌋α −⌈u(t)+(ΦT Φ− I)a(t)−ΦT y⌋β . (20)
Next, u∗ and a∗ are the equilibrium points of dynamical system (7), and thus
u∗+(ΦT Φ− I)a∗−ΦT y = 0. (21)
Substituting (21) in (20), we obtain
˙̃u =−⌈ũ+(ΦT Φ− I)ã⌋α −⌈ũ+(ΦT Φ− I)ã⌋β . (22)
Consequently,
Ė =−(ũ+(ΦT Φ− I)ã)T [ũ+(ΦT Φ− I)ã⌋α + |ũ+(ΦT Φ− I)ã⌋β ]
=−|ũ+(ΦT Φ− I)ã|T [|ũ+(ΦT Φ− I)ã|α + |ũ+(ΦT Φ− I)ã|β ].
(23)
Consequently, it’s obviously that Ė ≤ 0.
Moreover, as the same result of Lemma 3 in [22], the proposed system (7) is Lya-
punov stable for any initial condition. And we also proved the boundness of E in the
previous property. Consequently, according to the Lasalle theorem [29], system (7)
will converge to some invariant set M,
M = {ũ|Ė(ũ) = ũ+(ΦT Φ− I)ã = 0}
Particularly, since the lemma 2 implies that system (7) has only one unique solution,
thus the equilibrium point for E is unique, i.e. the invariant set M has only one unique
element, which is ũ = 0 where E(0) = 0.
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Furthermore, we know that Ė ≤ 0 for all ũ. Consequently, for any E < 0, it will be
non-increasing all the time instead of converging to 0, i.e., the system will not converge,
which is contradictory. Thus for the proposed dynamic system (7), E is non-negative,
i.e. E ≥ 0.
With the previous results, now we can prove the fixed-time convergence of the
proposed system (7).
Theorem 2. For dynamical system (7) with definition (4), for any initial condition u0,




β−1 ), when t ≥ T ,
one has E(ũ(t)) = 0.
Proof. From (23),
Ė(ũ(t)) =−(ũ+(ΦT Φ− I)ã)T [⌈ũ+(ΦT Φ− I)ã⌋α + ⌈ũ+(ΦT Φ− I)ã⌋β ]
=−∥ũ+(ΦT Φ− I)ã∥1+α1+α −∥ũ+(Φ
T Φ− I)ã∥1+β1+β .
(24)
















ξi)p p ≥ 1






















∥ũ+(ΦT Φ− I)ã∥1+α1+α ≥ ∥ũ+(Φ
T Φ− I)ã∥1+α2 ,
∥ũ+(ΦT Φ− I)ã∥1+β1+β ≥ N
(1−β )/2∥ũ+(ΦT Φ− I)ã∥1+β2 .
From the property 2) and 3) of lemma 3, ∥ũ+(ΦT Φ− I)ã∥22 ≥
1−δ




(E(ũ(t))(1+α)/2 +N(1−β )/2E(ũ(t))(1+β )/2). (25)
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From the property 4) of lemma 3, E ≥ 0. Then, according to Theorem 1, there is a
bound time T , such that










Finally, according to Lemma 1, E = 0 for all t ≥ T and any initial condition. This
completes the proof.
Remark 2. From (26), it can be found that the Tmax is independent of the initial con-
ditions. In addition, the Tmax is smaller with smaller α . Furthermore, calculating the












with ι = 2γ1−δ > 0. This means that when β = 1+
2
lnN , the Tmax is minimum. Fur-
thermore, if N > e2, with e the irrational number 2.71828..., then 1+ 2lnN ∈ (1,2),
and the larger N, the smaller 1+ 2lnN . Later in this paper, we will further verify these
conclusions through experiments.
4. Simulations and Results
In this section, the superior performance of the proposed fixed-time convergence
system is demonstrated through several simulations.
The experiments will be executed according to following settings. Sparse sig-
nals a ∈ RN with length N = 200 and sparsity s = 10 are randomly generated, whose
nonzero entries are drawn from a normal Gaussian distribution. Measurements y ∈RM
with M = 100 are collected via random projection y = Φa+ε , where the measurement
matrix Φ ∈RM×N , columns of which are normalized, is generated from a normal Gaus-
sian distribution and ε is the Gaussian noise with standard derivation σ = 0.016. The
LCA, the finite-time convergence system, and the proposed fixed-time convergence
system are simulated through a discrete approximation of ODE45 solver in MATLAB
with fixed sampling time equal to 0.1. The threshold value is set as λ = 0.05 and the
initial condition u(0) is generated randomly if no specific statement is made. Especially
for section 4.1 and 4.2, u(0) = 0.
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The experimental results can be divided into four parts: (i) the SR performance of
the proposed system is compared with LCA; (ii) the convergence rate with different
parameters is analyzed, e.g., number of observations M, the signal length N, and the
sparsity level s; (iii) the fixed-time convergence property of the proposed system is
presented; (iv) the influence of α and β on convergence property is illustrated.
4.1. Sparse Recovery
As stated in Lemma 2, the proposed dynamical system can converge to the solution
of a general SR optimization problem. In this simulation, we examined the recovery
performance of the LCA and the proposed system (7) under the same initial condition.
With comparison to the original sparse signal, the results presented in Fig. 1 show that
the proposed system can reconstruct the sparse signal as effectively as the LCA.



















Figure 1: The sparse signal a∗ retrieved by the proposed fixed-time system and the LCA.
4.2. Convergence Rate with Different Parameters
In this section, we’ll obtain the convergence rate with different values of M, N,
and s. The error in this simulation was calculated as log10 ∥u−u∗∥22. Set α = 0.2 and
β = 3, then vary one of M, N, and s while the other two are set to the default. Set M to
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[90,130,160,175], N to [200,250,300,350], and s to [5,10,15,20], then the simulation
results are shown in Fig. 2. which reflected that the convergence rate is getting faster
with the increase of M or the decrease of N and s. It is in accordance with the fact that
the more information we have or the less information we need to recover, the easier
and faster the process will be to recover the sparse signal.










































































Figure 2: Convergence of ∥u− u∗∥22 for the proposed dynamical system (dashed lines) and the LCA (solid
lines) with α = 0.2 and β = 5 when simulation settings vary with respect to (a) the number of observations
M, (b) the signal length N, and (c) the sparsity level s, respectively.
4.3. Fixed-Time Convergence
In this section, to expound the fixed-time convergence of the proposed system, we’ll
firstly demonstrate that the proposed system is the fastest one with respect to the same
parametric environment. Set β = 3, α = 0.2, and the initial condition u(0) is drawn
from a Gaussian distribution with standard derivation σ = 3. Fig. 3 indeed reflects that
the system with fixed-time convergence property is faster than the other two systems,
whether when u(t) is far from or near (the zoom window) to the equilibrium point since
the α and β work together.
In order to exhibit what happens during the process of convergence and more par-
ticularly to understand how the algorithm works with respect to the active node set, the
error between â(t) and a∗ is calculated by ∑Ni=1(|âi|0 −|a∗i |0), with |âi|0 = 0 if âi = 0,
otherwise |âi|0 = 1. Set β = 2, α = 0.5, and all nodes of the estimation are initialized
to 1, then Fig.4b shows that the error of the ℓ0 norm between a and â progressively
decreases to zero. Moreover, the convergence process of log10 ∥u(t)− u(t − 1)∥22 in
Fig.4a and log10 ∥u−u∗∥22 in Fig.4d are plotted. It can be found that the error in Fig.4a,
15
































Figure 3: Convergence of ∥u− u∗∥22 for the proposed dynamical system under different initial conditions
comparing with other methods.
Fig.4b, and Fig.4d almost converge at the same time. Regarding Fig.4c, the difference
between the original signal and the fixed-time estimation is due to the threshold λ , and
it is natural to compensate this error as follows: design a new estimation ã, which can
be calculated as: ã = â+λ sign(â) if |â|> λ , otherwise ã = â.
As the same to Fig.4 except initializing all node of the estimation to 0, Fig. 5 shows
that although the initial value of ℓ0 norm |â(t)|0 − |a∗|0 is 10, which is close to the
value when the system is stable, the algorithm still gives priority to reducing the energy
functions (i.e., the period before |â(t)|0 − |a∗|0 grows up to 140) in order to choose
appropriate active nodes, and this procedure is finished in a split second.
Furthermore, one hundred Monte Carlo experiments are did to estimate TMAX with
different β . Suppose the initial condition is generated from a Gaussian distribution with
standard derivation σ = 5, α = 0.5 is fixed, then we vary β = [1.05,1.38,2,5,8,13,20].
Besides, we present three results of the 100, and each Tmax is the largest converge time
of Tconverge which corresponds to different β . Especially, 1.38 < β = 1+ 2lnN < 2 when
N = 200. The relationship between Tmax and β in Fig. 6 demonstrates that the minimum
value of Tmax occurs near β = 2, which is a acceptable result.
At last, we present the convergence trajectory of four nodes under different initial
conditions, respectively. Without loss of generality, we select nodes x10, x63, x108, and
16










































































Figure 4: Convergence process with initial condition of [1, ...1].



























































































Figure 5: Convergence process with initial condition of [0, ...0].
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Figure 6: The hist of convergence time Tconverge under different β and the relationship between Tmax (the
biggest Tconverge of each hist) and β .
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x174 of the sparse signal x, then set β = 1.5, α = 0.2. The simulation results in Fig. 7
show that each node stabilizes within 0.3s, which reflect the fixed-time convergence of
the proposed system to some extent.




































































































Figure 7: Convergence for different initial conditions of nodes number 174, 108, 63, and 10.
4.4. Influence of α and β
In this section, we mainly illustrate the influence of α and β on convergence perfor-
mance. Let us firstly consider the influence of α on the convergence rate. Fix β = 1.5
and vary α in interval [0.2,0.8] with step of 0.2. All the other parameters will be main-
tained in their defaults. With comparison to LCA and finite-time system, the result in
Fig. 8 reflects that the proposed system is faster than them with respect to the same α .
Moreover, the convergence rate is slower as α increases, which is consistent with the
theoretical result in Remark 2.
Then, we test the influence of β on the convergence rate. Here we assume that
α = 0 corresponds to non α term and not the usual sliding mode with α = 0, so is the
β . Set the initial condition that all the nodes are 10. Observing the result in Fig. 9 with
19
Figure 8: Convergence of ∥u− u∗∥22 for the LCA (solid red line), proposed dynamical system (solid lines),
and finite-time system (dashed lines) according to different values of α .
the same α = 0 but different β (β = 1.5 or β = 3), it reflects that without α term, the
β can ensure rapid convergence to the system while u(t) is far away from the equi-
librium point. However, after u(t) reaches a certain distance to the equilibrium point,
the system seems to be much slower and more difficult to approach the equilibrium
point, which could explain the previous conclusion in Fig. 6 as well that the bigger β
is, the larger Tmax is. After adding α term, the system can quickly converge when it
approaches the equilibrium point. For example, it’s obvious that the convergence rate
of the system is much faster when α = 0.2,β = 3 rather than α = 0,β = 3. Meanwhile,
the fixed-time system is always faster than finite-time system and LCA (α = 1,β = 0)
with the common effects of both α and β .
5. Conclusion
In this paper, we proposed a fixed-time dynamical system to solve the general SR
problem. The most important advantage of the proposed method is its fast convergence
speed, meanwhile, α and β will play an important role respectively when the system
is near to or far away from the equilibrium point. In addition, the upper bound Tmax of
20



























Figure 9: Convergence of ∥u−u∗∥22 for the proposed dynamical system with different setting of α and β .
convergence time is independent of the initial condition, and it is smaller with smaller
α . For β , it’s better to choose β ∈ (1,2) for N > e2, with e the irrational number
2.71828....
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