We present a way of topologizing sets of Galois types over structures in abstract elementary classes with amalgamation. In the elementary case, the topologies thus produced refine the syntactic topologies familiar from first order logic. We exhibit a number of natural correspondences between the model-theoretic properties of classes and their constituent models and the topological properties of the associated spaces. Tameness of Galois types, in particular, emerges as a topological separation principle.
Preliminaries
We begin with a very brief introduction to abstract elementary classes (AECs), Galois types, and a few relevant properties thereof. Naturally this exposition will not be exhaustive; readers interested in further details may wish to consult [2] , and, for a presentation emphasizing the context in which to situate these details, [9] . As suggested in [16] and elsewhere, AECs can be seen as a fundamentally category-theoretic generalization of elementary classes, where we excise syntactic considerations, and retain the purely diagrammatic, category-theoretic properties of the elementary submodel relation. In particular: Definition 1.1. Let L be a fixed finitary signature (one-sorted, for simplicity). A class of L-structures equipped with a strong submodel relation, (K, ≺ K ), is an abstract elementary class (AEC) if it satisfies the following axioms: A0 The relation ≺ K is a partial order.
A2 (Closure Under Isomorphism)
1. If M ∈ K, N is an L-structure, and M ∼ =L N , then N ∈ K.
2. If M i , N i ∈ K for i = 1, 2, and there are L-structure isomorphisms
A3 (Unions of Chains) Let (M α |α < δ) be a continuous ≺ K -increasing sequence.
1. α<δ M α ∈ K.
2. For all α < δ, M α ≺ K α<δ M α .
3. If M α ≺ K M for all α < δ, then α<δ M α ≺ K M .
1. We say that an AEC K has the joint embedding property (JEP) if for any M 1 , M 2 ∈ K, there is an M ∈ K that admits strong embeddings of both M 1 and M 2 , f i : M i ֒→ K M for i = 1, 2.
2. We say that an AEC K has the amalgamation property (AP) if for any M 0 ∈ K and strong embeddings f 1 : M 0 ֒→ K M 1 and f 2 : M 0 ֒→ K M 2 , there are strong embeddings g 1 : M 1 ֒→ K N and g 2 :
Notice that both properties hold in elementary classes, as a consequence of the compactness of first order logic. In this more general context, devised to subsume classes of models in logics without any compactness to fall back on, both appear as additional (and nontrivial) assumptions on the class. We will work exclusively with AECs that satisfy both the joint embedding and the amalgamation properties.
It is not immediately clear what we might embrace as a suitable notion of type in AECs, as we have dispensed with syntax, and removed ourselves to a world of abstract embeddings and diagrams thereof. The best candidate-the Galois type-has its origins in the work of Shelah (first appearing in [18] and [19] ). In any AEC K with amalgamation and joint embedding (hence in any of the AECs we consider here) we may fix a monster model C ∈ K, and consider all models M ∈ K as strong submodels of C with |M | < |C|. In this case, Galois types have a particularly simple characterization. Definition 1.3. Let M ∈ K, and a ∈ C. The Galois type of a over M , denoted ga-tp(a/M ), is the orbit of a in C under Aut M (C), the group of automorphisms of C that fix M . We denote by ga-S(M ) the set of all Galois types over M . In general, however, Galois types and syntactic types do not match up, even in cases when the logic underlying the AEC is clear (say, K = Mod(ψ), with ψ ∈ L ω1,ω ). We run through a series of basic definitions and notations: Definition 1.4.
1. We say that K is λ-Galois stable if for every M ∈ K λ , |ga-S(M )| = λ. Notice that |ga-S(M )| ≥ |M | for all M , since each element a ∈ M gives rise to a distinct orbit under automorphisms of C fixing M (namely, the set {a}), hence also to a distinct Galois type over M .
2. For any M , a ∈ C, and N ≺ K M , the restriction of ga-tp(a/M ) to N , which we denote by ga-tp(a/M ) ↾ N , is the orbit of a under Aut N (C). This notion is well-defined: the restriction depends only on ga-tp(a/M ), not on a itself.
3. Let N ≺ K M and p ∈ ga-S(N ). We say that M realizes p if there is an element a ∈ M such that ga-tp(a/M ) ↾ N = p. Equivalently, M realizes p if the orbit in C corresponding to p meets M .
4.
We say that a model M is λ-Galois-saturated if for every N ≺ K M with |N | < λ and every p ∈ ga-S(N ), p is realized in M .
Henceforth, the word "type" should be understood to mean "Galois type," unless otherwise indicated. Moreover, when there is no risk of confusion, we will omit the word "Galois" altogether, speaking simply of types, λ-stability, and λ-saturation.
As in first order classification theory, one of the central preoccupations of those working with AECs is the identification of "dividing lines," in the sense of Shelah: properties of classes which, when present, guarantee nice structural properties that disappear when one finds oneself on the wrong side of a dividing line, only to be replaced by new misbehaviors; that is, "nonstructure." Certain of these properties for AECs (excellence, as described in [10] , and the existence of good or semi-good frames, as considered in [17] and [14] , respectively) echo classical dividing lines (simplicity, stability, and superstability), but we here concern ourselves primarily with a property that has no particularly natural classical analogue, first arising in [19] as a mysterious but necessary hypothesis: tameness. Roughly speaking, tameness of an AEC means that types are completely determined by their restrictions to small submodels, a condition slightly reminiscent of the locality properties of syntactic types. A possible intuition is the following: we may regard types over small models as playing a role analogous to formulae in first order model theory, in which case tameness guarantees that types are determined by their constituent formulae.
We present two notions of tameness:
it fails in some contexts- [4] and [6] , for example, construct examples of non-tame AECs from Abelian groups. Moreover, it is independent from the other properties one associates with well-behaved AECs. It is established in [6] , for example, that given an AEC with amalgamation, there is an AEC without amalgamation with precisely the same tameness spectrum. Its utility more than justifies the loss of generality involved in its assumption, though: it plays an indispensable role in establishing all of the existing upward categoricity transfer results (such as those of [11] , [13] , and [19] ), the downward transfer result included in Chapter 15 of [2] , and nearly all of the partial stability spectrum results of [5] , [12] , and [16] , although weak tameness occasionally suffices in [5] and [16] . At present, attempts to produce results of this nature for non-tame classes have not met with any success. We close with a very brief introduction to two additional locality properties of Galois types (readers interested in a more detailed discussion than that provided here may wish to consult [2] ).
The final property we introduce is the following: 
Topological Structure
Let K be an abstract elementary class. We assume throughout that K contains a monster model, say C. All work is done in, and all types are orbits of elements of, the model C. For any λ ≥ LS(K) and M ∈ K, consider the set
We define a topology on ga-S(M ) as follows: for each N ∈ S λ M and p ∈ ga-S(N ), let U p,N ⊆ ga-S(M ) be given by
basis for a topology on ga-S(M ).
Proof: It is easy to see that any q ∈ ga-S(M ) is contained in one of the U p,N . In particular, for any N ∈ S λ M , q ∈ U q↾N,N . Suppose now that q ∈ U p1,N1 ∩ U p2,N2 ; that is, that q ↾ N 1 = p 1 and q ↾ N 2 = p 2 . As λ ≥ LS(K), there is a model N ≺ K M containing N 1 ∪ N 2 which is of cardinality at most λ, and which is therefore contained in S λ M . Obviously q ∈ U q↾N,N . Moreover, for any
, and we are done. 2 Notation 2.2. We denote by X λ M the set ga-S(M ) endowed with the topology generated by the sets U p,N .
Consider the special case in which K is an elementary class equipped with the elementary submodel relation. Recall that the Galois types over a model M ∈ K correspond to the complete first order types over M . Hence we have a more familiar topology to which to compare those just defined: the syntactic topology. Given the profoundly abstract context in which we defined our topologies, one would not necessarily expect any relation whatsoever. As it happens, there is a relationship. Moreover, it is a remarkably simple one: Proposition 2.3. The topology of X λ M refines the syntactic topology on S(M ) Proof: Take any basic open set in the syntactic topology, say U φ , the set of types over M containing the formula φ. We wish to show that this set is also open in X λ M . To that end, let q be a type in U φ . Let N be an elementary submodel of M of size at most λ that contains all the parameters in φ, and consider the basic open set U q↾N,N . Certainly q ∈ U q↾N,N . For any q ′ ∈ U q↾N,N , q ′ has the same restriction to N as q, and must therefore contain the same formulas with parameters in N as q does. Hence φ ∈ q ′ , and q ′ ∈ U φ . Since this holds for arbitrary q ′ ∈ U q↾N,N , we have U q↾N,N ⊆ U φ , thereby establishing the proposition. 2
There is actually another topology on syntactic types to be considered in this context, which has been little addressed but is implicit in the notion of ℵ 0 -isolation defined in Section 3.1 of [7] . In this case the topology is induced not by formulas, but by restrictions to finite subsets of the domain. In particular, for any set A, we define a basis of open sets for S(A) as follows: for each finite B ⊆ A and type p ∈ S(B), take
where we here mean restriction in the syntactic sense. The induced topology is, on its face, more closely related to those of the X λ M . In fact, by a pair of arguments much like the one given above, Proposition 2.4. The topology induced by restriction to finite subsets refines the syntactic topology, and is refined by the topologies on the spaces X λ M . It is very nearly a special case of our topologies, in fact, but not quite: the purported bases for the X λ M are sure to be bases only if we work with λ ≥ LS(K) (to ensure that the intersection axiom holds), hence with λ infinite. As a result, we cannot-in our frameworkgenerate a topology from the types with finite domains.
Turning away from the elementary case, and refocusing on the spaces that will be our primary concern here, notice that if |M | ≤ λ, the space X λ M is discrete. We will be concerned exclusively with the more interesting case, when |M | > λ.
Ideally, there will be some connection between the spaces X λ M obtained as we vary the parameters M and λ. In reality, there is: this scheme for topologizing sets of types over models M ∈ K-the assignment (M, λ) → X λ M -is functorial in both arguments. We begin with functoriality in the first argument: We now turn to the assertion of full functoriality in the first argument. Let M, M ′ ∈ K, and let f : M → M ′ be a K-embedding. We obtain an induced map f * : ga-S(M ′ ) → ga-S(M ) as follows: the map f extends to an automorphismf : C → C. The map f * is given by the following composition:
It is simple enough to verify that φ is independent of the choice off , and that it is defined on types. 
, on the other hand, we have
, which is to say that given any representative (b, f [M ]) of q ′′ , there is a g ∈ Aut f [N ] (C) with g(b) =f (a). Notice that the images φ(q ′ ) = q and φ(q ′′ ) have representatives (A, M ) and (f −1 (a), M ), respectively. By the now familiar yoga,f −1 gf ∈ Aut N (C) and
and (a, M ) are equivalent over N , from which it follows that φ(q
, and ultimately
Coupled with the reverse inclusion established above, we have
. Finally, we conclude that φ is a continuous map from X What this means is that for each M ∈ K, we obtain a well-behaved spectrum of topological spaces ranging from X
LS(K) M
to X |M| M (at which point the spaces become discrete, as we noted earlier), all of which are connected by continuous bijections; that is, we have
As we will see, there is a close correspondence between topological properties of the spaces in the spectrum and model-theoretic properties of the model M and of K, the ambient AEC.
Isolated Types and λ-Saturation
We begin with a very simple example of such a correspondence between topology and model theory which, while far less significant than those found in the ensuing sections, captures some of the charm of this setup. In particular, we discover a sufficient condition for isolated points to be dense in X µ M : saturation of M in a cardinal λ > µ. We also extract a partial converse. To begin, Claim 3.1. A type q ∈ X λ M is an isolated point if and only if there is an N ∈ S λ M and p ∈ ga-S(N ) such that q is the unique extension of p to a type over M .
Proof: If q is isolated, {q} is open. Thus q ∈ U p,N ⊆ {q} for some basis element U p,N . Naturally, we then have {q} = U p,N , i.e. q is the unique extension of p, as claimed. The converse is trivial. 2
We might say that in the above situation, p isolates q. By the final section of this chapter, we will be able to give a far more interesting (and far less trivial) characterization of isolated points in the spaces X λ M , but this will do for the moment. We turn, then, to the connection between types isolated in X λ M and types realized in M , and draw out a few simple consequences: Claim 3.2. A type of the form ga-tp(a/M ) with a ∈ M is isolated in every X µ M . Proof: Say q = ga-tp(a/M ) with a ∈ M . Take N ∈ S µ M such that a ∈ N , and consider the type p = q ↾ N . We must verify that q is the unique extension of p in ga-S(M ). Clearly q is such an extension. Given any other, say q = (a ′ , M ), we have q ′ ↾ N = q ↾ N , and thus there is an automorphism h ∈ Aut N (C) such that h(a ′ ) = a. Since a ∈ N , though, this means that a = a ′ . Hence q ′ = q, and we are done. 2 In words: if a model M is λ-saturated, then isolated points are dense in all of the spaces in the spectrum for M below X λ M . There is a partial converse to this result: if isolated points are dense in the spaces X µ M on an interval below λ, M is λ-saturated. To be precise:
, there is a type q ∈ U p,N of the form q = ga-tp(a/M ), where a ∈ M . The fact that q ∈ U p,N implies that q ↾ N = p, which is to say that ga-tp(a/N ) = p. This means, of course, that p is realized in M . 2
As a special case:
Whereas Proposition 3.3 allowed us to translate a model-theoretic condition into information about the spectrum associated with the model M , these results go in the opposite direction: given particular information about the spectrum (here, that the types of elements of M are dense in the spaces just below X λ M ) we are able to deduce something about the structure of the model itself (here, that M is λ-saturated). In the ensuing sections, we will further analyze the ways in which the spaces X λ M encode information about K and the models contained therein, obtaining correspondences a good deal deeper than the toy results above.
Separation and Tameness
In fact, we turn immediately to the correspondence that forms the centerpiece of this chapter, and which motivated the definition of the topologies on the spaces X λ M . Recalling that types over small models play the role of formulas in generating the aforementioned topologies, and also recalling our intuition that tameness means that distinct types over potentially large models may be distinguished by such "formulas," it should come as little surprise that tameness translates into a separation condition. In particular: 
Given the way the topology was defined, we have, moreover, that for some N 1 , N 2 ∈ S χ M , p 1 ∈ ga-S(N 1 ), and p 2 ∈ ga-S(N 2 ), q ∈ U p1,N1 and q ′ ∈ U p2,N2 , with U p1,N1 ∩ U p2,N2 = ∅. In particular, q ′ ∈ U p1,N1 , meaning that, whereas
Since the same argument works for any M ∈ K of size λ, the class K must be (χ,λ)-tame. 2
In reality, though, the separation axioms T0 and T1 are equivalent to the Hausdorff axiom in all X As a consequence, we have, among other things, the following topological spectrum result: Notice that the less parametrized notion of χ-tameness corresponds to the property that for every M ∈ K, X χ M is Hausdorff (T0, T1). Functoriality and basic topology (as in the proof of Claim 4.4 above) guarantee that χ-tameness implies that the spaces X µ M are Hausdorff for all µ ≥ χ. This also means that K is µ-tame for all µ ≥ χ, as one would hope. Actually, we can say a bit more along these lines. The basic open sets U p,N are, in fact, clopen: Naturally, there is an analogous result for χ-tameness, where we simply remove the restriction on the cardinality of the model M . Here again we have found an elegant correspondence between model-theoretic properties and the properties of spaces in the topological spectra for individual models: tameness ensures that the spaces are totally disconnected. In short, they are very nearly Stone spaces, with compactness being the only (potentially) missing ingredient. The natural question-whether they are in fact compact-will be addressed in Section 6 below. First, though, we need a bit more information about the spaces X λ M .
Uniform Structure
Up to now, we have studiously ignored the fact that the sets ga-S(M ) support a natural notion of closeness: types with the same restriction to N ∈ S λ M might be said to be N -close, and might be reckoned to be closer still if they are N ′ -close for some N ′ ∈ S λ M with N ≺ K N ′ . In fact, this way of thinking gives a uniform structure on ga-S(M ), with respect to which we may speak sensibly of Cauchy nets, convergence, and completeness. The great virtue of this perspective is that it provides a formal grounding for the intuition that (roughly speaking) (κ, λ)-compactness and (κ, λ)-locality relate to the convergence behavior of (Cauchy) sequences of types. Indeed, since the topology induced by this uniform structure is precisely the same as the one employed in the previous section, nothing is lost by these considerations. In fact, a considerable amount of additional information about the X λ M is gained. Given M ∈ K κ , and λ ≥ LS(K), we define a uniform structure on ga-S(M ) as follows: for each N ∈ S Proof: Each element of B, i.e. each U N , obviously contains the diagonal ∆ M ⊆ ga-S(M ) × ga-S(M ). Moreover, the converse of any U N is simply U N itself, and is therefore included in B. We must also check that for any U N there is a V ∈ B with the property that V •V ⊆ U Nnotice that U N • U N = U N , meaning that we can simply take V = U N .
Finally, let U N and U N ′ be elements of B. We must show that there is an N ′′ ∈ S λ M such that U N ′′ ⊆ U N ∩ U N ′ . Let N ′′ be any submodel of cardinality at most λ that contains the union of N and N ′ . Whenever (q, q ′ ) ∈ U N ′′ , q ↾ N ′′ = q ′ ↾ N ′′ , from which it follows that q ↾ N = q ′ ↾ N and q ↾ N ′ = q ′ ↾ N ′ , in which case (q, q ′ ) ∈ U N ∩ U N ′ . 2 The uniform topology on ga-S(M ) is defined as follows: V is open only if for every q ∈ V there is a U ∈ U λ M such that the set U [q] = {q ′ ∈ ga-S(M ) | (q, q ′ ) ∈ U } is contained in V . For any such U there is an N ∈ S λ M such that U N ⊆ U , and we then have U N [q] ⊆ V . Noticing that U N [q] is precisely U q↾N,N , we have found a basic open set of X λ M containing q and completely contained in V . As we can do the same for any q ∈ V , it must be the case that V is open in X λ M . Reversing the argument, one discovers that the uniform topology is exactly the same as the one defined above. Immediately, we have
