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Complex-Analytic Methods in Reconstructive Integral Geometry
Nicholas Hoell
Each chapter is self-contained yet thematically dependent. A review of some of the main
objectives and techniques in reconstructive integral geometry is presented. The inverse
problem central to the author’s work, namely reconstructing a function of position from
its averages over a class of curves in the unit disc, is then introduced. We give several
new results on that front and present explicit filtered backprojection inversion formulae
for the attenuated and non-attenuated X-ray transform over a wide class of curves in a
simply-connected region of 2-dimensional Euclidean space. The method used to derive these
formulae is based on the complexification of the vector fields defining the particle transport,
thereby making the problem amenable to complex-analytic techniques. The remainder of
the thesis can largely be considered to be variations on this theme.
The proof of the reconstruction procedure we give demands the vector fields governing
the transport satisfy a somewhat stringent condition we call condition H. A thorough
investigation of this condition is then presented culminating in results applicable to a certain
subset of the space of vector fields with polynomial coefficients. This is done by explicitly
looking at the complexification and appealing to the logarithmic Poisson-Jensen formula
as well as some results on quasi-conformal mapping theory. These results are used in
establishing a stability estimate on a natural generalization of this polynomial space in
real-analytic functions in an attempt to address approximation/truncation concerns.
Finally, we take up a variant of this problem on 2-dimensional, simple and compact
Riemannian manifolds with boundary. In this case, we deal with data that is of a fan-
beam type and thereby have to concern ourselves with the boundary of the domain we are
interested in probing. A related but somewhat less direct means of complexification is used
in this case on local trivializations of the unitized bundle of Hamiltonian coordinates. A
novel derivation of an existing formula is then presented using a similar approach as was
considered in earlier chapters. This serves as a prelude to a new result for an explicit formula
for inverting the attenuated ray transform in such settings modulo a Fredholm error.
We close with an appendix on containing all useful geometrical jargon used throughout.
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Preface
I still remember my springtime visit to Columbia in 2006, as a prospective graduate
student. During this visit I met with Guillaume and he explained in relaxed and informal
terms his then-recent results published in the article [7]. I can also still recall my (albeit
naive) amazement at seeing the Poincare´ disc being used in a physical application. Coming
from a mathematics background, my impressions of the hyperbolic disc had been limited
to a seeming novelty of the Hilbert axioms for geometry as discussed in Robin Hartshornes
inimitable undergraduate book [29], and of course the beautiful M.C. Escher prints. It
was on that Friday afternoon meeting with Guillaume that I first encountered the words
“Riemann-Hilbert problem” (there’s that name again! ) and “ray transform”; two phrases
that were soon to become recurrent aspects of my doctoral studies. I hope that I’ve been
successful at abstracting some of the seeming mysteries presented in that original problem
so many years ago and I wish to thank Guillaume for his trust in me that I would in fact help
to crack that mighty egg. Without his steady, experienced hand to counter my uncountably
denumerable excited and neurotic false alarms, I would have gotten nowhere.
It was later on during that same springtime visit to Columbia that I, on an anonymous
sidewalk in New Haven, met the woman I would later come to marry. Charlotte’s stagger-
ingly persistent and unflagging faith in me and my efforts during these past years have been
my most humbling and cherished treasure. I still occasionally pinch myself to check that
I’m awake. I am truly blessed.
If I was at all successful in my pursuit of understanding and contributing to the extension
of understanding the act of complexification in integral geometry, it was by no means
coincidental that I received a lot of help along the way. I would like to especially thank,
in absolutely no particular order, the following people who in one way or another helped
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shape some of the work that went into the making of the thesis;
• Wenjia Jing, for not only being the best roommate on God’s green Earth, but also for
creating and sharing the LATEX template for this thesis, as well as for being a model
for good conduct in all other life matters,
• Liz Logan, the unlikely undergraduate who helped me immeasurably through some of
the trying dry spells that plague independent research,
• Daisuke Shiraki, the resident Columbia Tokamak Zen Master and polymath par ex-
cellence with whom I navigated the overwhelming maze of subatomic particles,
• Todd Miller, my high school statistics teacher who not only showed me, with scissors
and tape, that if you cut a Mo¨bius strip along its periodic axis that it doubles in
length without tearing, but also gave me the first empirical taste of Laws of Large
Numbers,
• John WIlliam Narins, for all the theological, philosophical, ontological, epistemological
and heavily-caffeinated debates about our place in the world,
• Carl Hagen, for giving me a quiet place in the desert to work out esoteric math
problems in between taking shots at broken televisions with a six-shooter and for
being the father-in-law every future son-in-law would want to have,
• The miscellaneous APAM’ers who made my lunches here all the less lonesome and
the department all the more inviting: Masha Kammenestska, Jeffrey Levesque, Abby
Shaw-Krauss, Francois Monard, Paul Brenner, Montserrat Fernandez-Pinkley, David
Goluskin, Neil Tandon, Kate Eckerle, Ian Langmore, Clara Orbe, John Dwyer, Yan
Yan, Yu Gu, Braxton Osting, Dave Maurer, Ningyao Zhang, Gabe Ganot, Will Mar-
tin, Mike Frei, Avishai Ofan, Ophir Gaathon, and others whose names I may have
forgotton,
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• Mikko Salo, whose unpublished notes on the attenuated ray transform established a
useful lemma on an operator used in the final chapter.
Over the past years spent battling through the results of this thesis, I have come to see
the problem of inversion through complexification as a kind of epic drama. Like in all great
dramas the characters are at once both in conflict and in a more abstract sense united in
relative and dualistic harmony as in Theorem 2.4.1. Some characters are one-dimensional
like “real-analytic”, while others like “condition H” are subtle, mysterious, elusive. It is
my wish, dear reader, that you may get to appreciate in your own way a small taste of the




“If I were to awaken after having slept for a thousand years, my first question would be:




Introduction to the Problem
“Most people, if you describe a train of events to them, will tell you what the result would
be. There are a few people, however, who, if you told them a result, would be able to evolve
from their own inner consciousness what the steps were which led up to that result. This
power is what I mean when I talk of reasoning backwards”
Sherlock Holmes in A Study in Scarlet by Sir Arthur Conan Doyle
What follows is meant as a mostly self-contained introduction to some of the main ideas
and results use throughout the following as well as to present the reader with the main
results of this book. We seek to highlight the essential recurring themes which crop up in
the authors own research and to motivate the technical proofs which appear later in the
text.
1
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1.1 Reconstructive Integral Geometry
Quick Inverse Theory
Abstractly, inverse problems deal with topological aspects of physical models in that they
attempt to give a classification of the homeomorphic properties between data space and
model space. Less abstractly, one has the idea of a forward model and a backwards
model, to some extent which one is which is largely a matter of taste. The forward model
takes certain input parameters m and operator G and produces a set of data d,
d = G(m)
The inverse problem is to solve for any unknown model parameters from the data, i.e. to
write
m = G−1d
in whatever the above can be taken to have real meaning [55]. As in least squares [44],
often the inversion is not unique and one is concerned with statistical optimization or
more subjective “best” fits. Since, in the real world, data is not God-given but prone to
experimental uncertainties, one also has to contend with stability questions regarding the
effects of how small changes in the data may influence the model parameters. This makes
it an analytical study of continuity on a Banach space and well-suited for the application
of the tools of functional analysis [64].
Quick Integral Geometry
Integral geometry is a name given by Blaschke [65] to a mix of assorted techniques and tricks
from a variety of mathematical disciplines including differential geometry, convex analysis,
and probability for studying the consequences of the invariance of geometrical objects under
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a class of group transformations. Some of the principal goals initially were to find invariant
densities and measures on geometric subspaces of Euclidean space and the early days of the
field were dominated by the work of Crofton and Cartan, e.g. [11].
Integral geometry has largely been subsumed under the more general field now known
as “Geometric Analysis”, yet another arena for the techniques of other mathematical disci-
plines as in, for example the wonderful book by Helgason [31]. Nowadays integral geometry
is largely synonymous with the term “reconstructive integral geometry”, the field whose
principal problems seek to address (or originate from) the inverse problem of inverting in-
tegrals over submanifolds L of a larger manifoldM. Here the “data” in question is usually







where dLµ is the induced invariant measure on the submanifold L ⊂M. The notation ILf is
sometimes also used interchangably with (If)(L). Ray transforms (or “Radon Transforms”
or “X-ray transforms”) are the special case of L being 1-dimensional. The mathematical
idea was first proposed by Funk in the 1916 paper [25] and was later set-up in a remarkably
modern group-theoretical framework by Radon one year later in the seminal article [58].
Quick Ray Transforms and Applications
Medical Imaging
The physical reason for studying ray transforms is that they are the measured data in some
physical or engineering scenarios. One way this arises follows from Beer’s Law which says
the following:
Monochromatic X-Rays traveling through a material from a source to a detector are, at
each point, linearly attenuated proportionally to the intensity I(x) at that point. The coeffi-
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cient of linear attenuation is proportional to the density of the object f(x) at that point [57].
In a small interval ∆x therefore, the intensity is decreased by an amount negatively pro-
protional to the density of the material as in the following
∆I ≈ −(f(x)∆x)I(x)
If one probes a body with monochromatic light traveling along a line L through the body,








provided one has set up detectors at the other end to measure the photons which made it
through the material. Since knowing the density allows us to know what the body looks
like the punchline is that if we could invert this operator to find f(x), we could see what
the material looked like by performing measurements at the boundary. Since in practice the
material in question is oftentimes human tissue, the ability to have an image of the tissue
without performing surgery is a significant advantage. For obvious reasons this goes under
the name “nondestructive imaging”.
Electrical Impedence Tomography
A closely related problem in medical imaging diagnostics is Electrical Impedence Tomog-
raphy, or EIT. The idea behind EIT is to put electrodes on the human body U , create a
current ψ through the electrodes and measure voltage drops [19, 9] detected at the bound-
ary. The goal of this procedure is to determine the internal electrical conductivity β(x)
on the interior of the body nondestructively. This technique should provide inexpensive
and technologically simple imaging procedure. Mathematically, the problem reduces to the
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following Neumann boundary value problem




|∂U = ψ (1.2)
Our data here consists of the measurements φ = u|∂U and Λβ : φ → ψ, the so-called
Dirichlet-to-Neumann operator. Unfortunately, the problem lacks stability even in the
linearized case. That said, there are some important features that arise, namely
• The laplacian that arises here is invariant under Mobius motions of U = D+, the
Poincare´ model of the 2-dimensional constant curvature manifold
• If dipole current is created through boundary points, then equipotential lines are
geodesics and the current lines are horocycles (i.e. transverse foliations)
These features hint at the fact that the natural setting for this problem is the hyperbolic
disc [40, 5]. As it turns out, the linearized data allows us to find [19]
Ig(A ∗ β) (the non-Euclidean convolution)
with for a function A(r). EIT therefore provides our first example of accessible data con-
sisting of line integrals over nontrivial curves, namely the geodesics of H2.
Geophysical Imaging
Another discipline where ray transforms make an important appearance is in geophysical
imaging. Yet again, it is difficult to directly probe the interior of the Earth, so one is forced
to use more clever techniques to “see” what’s in there. If one measures the elapsed time
taken for primary and secondary waves [3] to travel along curves between detectors set up at
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various geophysical observatories on the Earth’s surface one has access to so-called “travel-
time” measurements. The elastic properties of the materials in the inner Earth are encoded
in its velocity structure, thus one would like to use the travel-time estimates T (t1, t2) made
at the Earth’s surface to get a picture of the material properties of the interior of the Earth.




so that using the data given by the following





one has the same problem as before, namely that of inverting an integration (this time over
curves γ(t1, t2) instead of lines). Since the incremental travel times are given in the form of
a Riemannian metric, this problem is cast as a mathematical one known as the problem
of determining a metric from its hodograph.
This problem is stated more mathematically in the treatise [69] as one of consistency of
boundary measurements:
Given a simple and compact Riemannian manifold M with boundary ∂M, and two simple
Riemannian metrics g1,g2 onM, suppose that Γg1 = Γg2. Is there a diffeomorphism φ such
that φ|∂M = Id and φ∗g1 = g2?
In the above Γg(p, q) is the length of the geodesic γpq passing through M and connecting
p ∈ ∂M to q ∈ ∂M. The simplicity condition is there to assure existence and uniqueness
of such geodesics and some needed smoothness. The following derivation is essentially a
repeat of that given in Sharafudtinov’s excellent book [69].
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Fixing p and q on the boundary, suppose that there is a family gρ of simple metrics on
M depending smoothly on a local parameter s ∈ (−ε, ε), we call a .= Γg0(p, q). We let γρ
be geodesics of gρ satisfying γρ(0) = p and γρ(a) = q and then observe that





where γi(t, ρ) are the compoents of local coordinate representation for the geodesic γρ(t).
Then the chain rule implies that ∂∂ρ |gρij(γρ(t)) = ( ∂∂ρgρij)(γρ(t)) + gρij,k(γρ(t)) ∂∂ργk(t, ρ) so

























gρij . Comparing the form of the standard variational techniques on the





i(t)γ˙j(t)dt with the second term above
shows that they are equal. Since geodesics are critical points of the energy action they solve



















Returning to the initial question which prompted all of this rigamarole, if Γgρ(p, q) is in-
dependent of ρ then we will have (If)(γ) = 0. Then, therefore, the extent to which we
can linearize the hodograph problem becomes tied to injectivity questions of the geodesic
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ray transform Iγf and to what extent the average over geodesics actually determines the
metric. Geophysics then provides the second example of ray transforms over curves in a
nontrivial geometry.
1.2 Method of Complexification and the AtRT
1.2.1 Introduction and Motivation
As we have already seen, in several tomographic engineering situations one deals with data
consisting of the line integral of a function and the goal is often to recover that source
function from its integral over a class of lines. In the arena of nuclear medicine imaging,
this arises in positron emission tomography (PET), single photon emission tomography
(SPECT), and (originally) CT-scan tomography [23]. In other applications (in geophysics
[69] and non-destructive electrical imaging techniques [19, 9] such as electrical impedence
tomography, EIT) the line integral is instead taken over a class of one-dimensional curves
in either Euclidean space or more generally, a Riemannian manifold. In geophysics for
instance, we saw the problem can arise as the linearization of determining geophysical
properties of the Earth from travel-time measurements [69]. The traditional ray transform,
appearing say, in SPECT, is over geodesics of Euclidean space, so that the original problem
was a special case of this more general framework. Injectivity and stability results for this
operator on simple manifolds was established first by Mukhometov in [61].
Quite often the physical model will also dictate that the signal incurs some absorption
along its trajectory and is thereby attenuated, the data then called the attenuated ray
transform (AtRT), often denoted Iaf and is a ray transform of a function with an an-
gularly dependent exponential weighting factor as well will see explicitly in later sections.






− ∫L(x) a(y)dµ(y)dµ(x) (1.6)
where, in the above, L(x) is the remainder of the line segment between x and the boundary
and a(x) represents absorption, as in [48]. Already, one can see that this is a more delicate
problem since the exponential weighting factor will generally have a nontrivial angular
dependence. The consideration of this type of operator and its inversion arose first in
SPECT and has recently been discussed in relation to EIT, in the form of the Caldero´n
problem for inverse conductivity in anisotropic media in [16, 12]. Early results of the AtRT
were presented first in [20], and then in [68, 47, 35, 52].
The results we will be presenting first were motivated by the method used by Bal in the
article [7]. The formula used in that article was derived primarily by analyzing the transport
equation in terms of its analytic dependence on a complex parameter and applying Riemann-
Hilbert theory (e.g. [43, 46]) of sectionally-analytic functions to yield a reconstruction in
terms of Cauchy integrals of the data. That article was itself a generalization of a method
introduced by R.G. Novikov in the paper [52] for inverting the attenuated ray transform
of a smooth function along lines in 2-dimensional Euclidean space. We now quickly review
the methods used in those articles as they provide the inspiration for most of what follows.
1.2.2 A Review of Previous Results
We sketch a quick review of the method of complexification as it appeared in the article by
Novikov [52] as discussed in the survey notes [6]. First we consider the stationary, linear







)u(x, θ) = f(x), x ∈ Σ ⊂ R2
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where Σ is a simply-connected region of R2 and for the moment we presume that the source
f is known. We also assume that u(x, θ)→ 0 as |x| ↗ ∞.







)u(z, θ) = f(z)





∂x − i ∂∂y ) and ∂∂z¯ = 12( ∂∂x + i ∂∂y ) as is customary in the literature.
The method of complexification which is central to the rest of this thesis is based on the
idea of making the replacement of eiθ ↔ λ where |λ| 6= 1. Under this complex rescaling,









)u(z, λ) = f(z) z ∈ Σ, |λ| 6= 1
At this stage, one may use a clever change of variables to explicitly solve the above for
u(z, λ) by finding the Green’s function of the associated operator Xλ
.




∂z¯ . In this





This follows from the fact that in the meromorphic variable Ξ(z, λ) = zλ − z¯λ, one can
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f(z0)G(z − z0, λ)dµ(z0) |λ| 6= 1
reveals that it is in fact complex-analytic in the variable λ, in the sense that
∂λ¯u(z, λ) = 0 for |λ| 6= 1
It also experiences a decay as |λ| ↗ ∞, i.e.
lim
|λ|↗∞
u(z, λ) = 0
With these facts established an asymptotic analysis is made for values of the complex
parameter approaching the unit circle |λ| = 1 from inside and outside of the unit disc. As







u(z, λ) = ∓ i
2
Hs(Iθf)(s = x · θ⊥) + (Dθf)(x) (1.7)

















and where the ray transform data that we want to invert is given by the the following line








Now we may use the fact (see e.g. [43, 46]) that sectionally-analytic functions in Jordan
domains experiencing decay at infinity are uniquely determined by their jump discontinuities












= u+(z, θ)− u−(z, θ)
The important thing to take away from all of this is that because of equation (1.7) one see
that Γ(z, θ) is a known function of the data Iθf .
With all of these results established we can lastly use the complexified transport equation
together with the Cauchy integral representation of the solution to express f(x) as a function














ρ− λ dρ} = 2piif(z)
It can be shown that the above limit inversion formula can be recast as the following






θ⊥ · ∇x(HsIθf |s=x·θ⊥)dθ (1.9)
Although the results obtained above were known for quite some time the method of
complexifying the transport equation was a novel approach that significantly simplified
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things conceptually. In the article [7] by Guillaume Bal, the above steps were used to give
a similar type of formula for the inversion of ray transforms on the hyperbolic disc model
of the constant negative curvature manifold.
In both cases the advantage that this method held was that it allowed one to obtain
a holomorphic integrating factor to be used to attack the related transport problem
where absorption is present, namely the following PDE
(Xθ + a(z))u(z, θ) = f(z)
may be solved by use of an integrating factor method and, with some careful bookkeeping,
a similar formula to (1.9) may be found for the attenuated ray transform.
The idea of generalizing these approaches came from the observation that in both cases
a single parameter θ was used to give the point of impact of geodesics with the boundary
of the unit disc. This parameter, in each case, was viewed as an arbitrary complex number
in the unit disc, and analysis was carried out to achieve a reconstruction formula. We will
come back to these ideas in more detail soon but for the moment we will prefer to give a
large-scale view of the basic process used in those articles which will be involved in our later
work. Suffice it to say then that the procedure used to derive those AtRT reconstruction
formulae can be abstractly thought of as being divided into the following five main steps:
Model: Writing down a linear stationary transport operator governing the dynamics, which
we will denote by X.
Symmetry Making: Introducing a rotational parameter λ = eiθ into the integral curves
of the transport PDE BVP Xθu = f(x). This parameter is the object we will be
altering.
Symmetry Breaking: Complexifiying the transport equation by making the parameter λ
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introduced in step 2 non-unitary and thereby making the solution of Xλu(z, λ) = f(z)
complex-valued.
Analysis and Asymptotics: Evaluating the dependence of our solutions to the complex-
ified transport equation on our parameter λ and examining limiting behavior. The
solution was shown to be complex-analytic in λ and therefore the boundary values as
|λ| ↗ 1 will be Hilbert-related.
Reconstruction: Cauchy integrals of the jump discontinuity gave a concise formula for
u(z, λ). This Cauchy representation leads, on evaluation near a particular λ point, to
the desired reconstruction formula.
1.2.3 A Statement of the Problem
In what follows, our goal will be to fully explore and as much as possible to generalize and
make mathematically rigorous the somewhat ad hoc method which resulted in the filtered
backprojection formula (1.9) above used by Novikov and Bal. In particular, the driving
questions behind most of the work in the following chapters can roughly be thought of as
the following;
1. “What conditions ensured the methods used in those papers were valid?”
2. “What are the unifying features of the results in the known cases?”
3. “What, if any, are the extensions of such formulae?”
In both of the known cases, the angle of impact with the boundary, θ was used as the
parameter to make complex-valued. The first problem for addressing the above questions in
the generic case is that in the absence of obvious symmetry1 it was not at all obvious what
1We have translational symmetry in the hyperbolic half-plane, rotational in the disc disc and the full
plane
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would constitute the most natural generalization. Since the two parameters, x ∈ R and
eiθ ∈ S1 in the previously known cases, exhaust the connected one-parameter Lie groups
a bit of cleverness was needed to ensure that the problem could obtain a continuously
symmetric form, and thus could be easily complexified. The Riemann map we introduce
later on in Chapter 2 gives a resolution of this problem by ensuring that departing angles
are preserved and that the boundary is symmetrically parameterized.
1.2.4 Libretto: A Survey of Notation and Results
Although the terminology may at this point seem overly mysterious, for the impatient, the
curious, or just for the sake of later reference and future clarity we present here in one place
the central results to be proven in the following chapters. To begin with, we list of some of
the main characters which will be used over and over again throughout the thesis.
Cast of Characters
1. Unit disc and complement: This is where most of the analysis will be taking place
in one form or another and we use the nonstandard notation as a relic form the case
of Riemann-Hilbert theory;
D± .= {z ∈ C : ±(1− |z|) > 0}
2. Transport Operators will usually mean









































the so-called Wirtinger derivatives. In the case of geodesic transport on a manifold X








where we aways employ the Einstein tensor summation notation discussed in the
appendix A.
3. Solutions to the transport equation Xu = f will be denoted by u or uf .
4. Integral curves of a transport vector field will be denoted by z(t, s) for (t, s) ∈ R2
5. Parameterizations of the integral curves are denoted such that t(z) is parallel and
s(z) is transverse to the field in the sense that Xt > 0 and Xs = 0









−iθ)))sign(t(ze−iθ)− t0)dt0 ψ ∈ L1(D+)
7. Ray transform will usually be taken to mean





ψ(eiθz(t, s))dt ψ ∈ L1(D+)
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f(γx,θ(t))dt, (x, θ) ∈ ∂+Ω(M)
where Ω(M) is the unitized tangent bundle and the + denotes the inner-pointing
subset of such vectors. Here also, τ is the finite time-length of the geodesic through
(x, θ).






λ− ξ λ ∈ D
+
9. Hilbert transform H of a function defined (see e.g. [73]) will be taken to mean








x− ydy ψ ∈ L













)ψ(eiθ)dθ ψ ∈ Lp(S1), p > 1






1 + (ξ, η)
(ξ⊥, η)
ψ(x, η)dΩx(η), ξ ∈ Ωx
for the work on fan-beam geometry presented in later chapters. In the latter case the
integration is taken over a normalized tangent space to a Riemannian manifold.
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10. Poisson kernel of the unit disc given by
P (z, θ) =
1− |z|2
|1− e−iθz|2
The Poisson kernel generates harmonic functions on the unit disc and is the harmonic
conjugate to the Hilbert transform of the unit disc.
11. Plus, minus and zero subscripts are used in the chapter on fan-beam results.
Even and odd parts of functions in the second variable will always be denoted by
subscript ± respectively, so that e.g. u+(x, ξ) =
u(x,ξ)+u(x,−ξ)
2 . Also a subscript zero 0
will always mean an angular average.
12. Pushforwards and Pullbacks of functions and of vector fields will be denoted by
super and subscripted ∗’s respectively. Thus, g∗f = f ◦ g and g∗f = f ◦ g−1 for
diffeomorphisms g and smooth functions f . This uniquely defines the induced action
on vector fields.
In addition to the above θ and eiθ will be used interchangeably with the particular meaning
evident from context.
List of Significant Results
We now present an immensely condensed version of the thesis. What follows is the end
result of an examination into the problem raised earlier of finding explicit formulae for the
reconstruction of a function from its averages over a wide class of curves.
The first theorem we will be proving is the following result for the non-attenuative case.
Theorem 1.2.1. If Xλ = ξ(z, λ)
∂
∂z + ρ(z, λ)
∂
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gives an exact reconstruction formula for the density f based on the data Iθf of ray trans-
forms of f over the integral curves of Xθ.
The above will then be used to derive the following explicit reconstruction theorem in
the case where absorption is present by using a complex-analytic integrating factor
technique.
Theorem 1.2.2. If Xλξ(z, λ)
∂
∂z + ρ(z, λ)
∂






f ∈ C∞c (D+), then








gives a reconstruction formula for the density f based on the data Ia,θf of attenuated ray
transforms of f over the integral curves of Xθ modulo the additive term a(z)<(u(z, λi)). Ha
is a modified Hilbert transform determined by










The above has the remarkable and significant corollary in the case where the function
u(z, λ) shares a root with the ξ(z, λ) term.
Corollary 1.2.3. If Xλ = ξ(z, λ)
∂
∂z + ρ(z, λ)
∂
∂z¯ is a vector field of type H, u(z, λi) = 0 and
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gives an exact reconstruction formula for the density f based on the data Ia,θf of attenuated
ray transforms of f over the integral curves of Xθ.
A brief article deriving the above results was submitted to the Journal of Inverse Prob-
lems and Imaging. The derivation and verification of the above results will constitute
Chapter 2.
We will then in Chapter 3 thoroughly investigate the conditions for the above to hold
in the next chapter and proceed to demonstrate the following somewhat technical theorem,
the first part of which was the subject of a recent article submitted for the Proceedings of
the AMS;
Theorem 1.2.4. Let X = µ ∂∂z + µ¯
∂
∂z¯ . Suppose that µ(z, z¯) =
∑
p+q≥0 apqz
pz¯q is a real-




l(z) and k(z) be the respective max and min of the j such that cj(z) 6= 0. Suppose that λ∗s,
λ∗sz, and λ∗sz¯ are meromorphic for λ ∈ D+. Then
• If there are only finitely many nonzero cj(z), and both l(z) + k(z) + 2 ≥ 0 and 0 <
|ck(z)| < |cl(z)| holds for all nonzero z ∈ D+, then there exists a vector field Yθ and










The above result, stated more plainly, indicates that when dealing with vector fields
whose coefficients satisfy some more or less reasonable constraints we have a perfect recon-
struction formula of the filtered backprojection type in Theorem 1.2.1.
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We will spend the rest of Chapter 3 proving the next stability-type results for dealing
with vector fields that are not of type H.
Theorem 1.2.5. Let ε > 0 be given and assume that the same assumptions hold as in the
preamble to Theorem (3.1.1). Then;
• If, for all z ∈ D+/{0}, there exist infinitely many j ∈ Z such that cj(z) and cj+1(z)





holds then there exists a vector field Y εθ such that the following holds
||IY εf − IXf ||Lq(D+) < Cε 1 ≤ q ≤ ∞
• Suppose furthermore that we have Pk,lµ satisfying that the corresponding λ∗s, λ∗sz,
and λ∗sz¯ stay meromorphic for λ ∈ D+ and for all (k, l) ∈ Z2 where we’ve defined
Pk,lµ
.
= eikθP (e−ikθµ)− ei(l+1)θP (e−i(l+1)θµ) for P : L2 → H2 the orthogonal projec-
tion onto the Bergman space of analytic functions on the disc. If also we have the
following Fre´chet bound
||Hs˜IX˜θ f −HIθf ||S < δ(ε)










∣∣∣∣ ≤ C(δ(ε)) (1.11)
where HIθf is the Hilbert transform in the s variable of the trace of f over the integral
curves of θ∗(µ∂ + µ¯∂¯)
The above is an unfortunately techical stability estimate on the reconstruction in the
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absence of perfect data. It tells us that provided we have a Fre´chet bound on the suitably
defined data that we have may construct a vector field which allows us an arbitrarily close
reconstruction in the uniform norm.
In the final chapter we will apply some of the same methodology to give a novel method
for obtaining the following previously known result, first derived by Gunther Uhlmann and
Leonid Pestov in the paper [41] useful in a fan-beam setting on a manifold.
Theorem 1.2.6. Let (M, g) be a 2-dimensional, simple and compact Riemannian manifold
with boundary. Then there exists a smoothing operator W such that the following inversion
formula holds
f +W 2f = −(X⊥ψ∗α∗ 1
2
H(If)− |∂+Ω(M))0(z), f ∈ L2(M) (1.12)
Where (·)0 denotes angular averaging and − denotes the odd angular extension.
The method we will present to arrive at the above allows us to prove the following new
result for the case of attenuation. This work was greatly aided by some results communi-
cated to the author by Mikko Salo.
Theorem 1.2.7. Let (M, g) be a simple and compact Riemannian manifold with boundary
and let f ∈ C∞(M). Let attenuation a ∈ C∞c (M◦) and let ∂θ = (ξ⊥, ∂∂ξ ||ξ|=1)g and let N be
the Jacobi field along the geodesic flow φt satisfying N
i = ∂θγ
i(t, x, ξ) with initial conditions
N i(γ(0, x, ξ)) = 0, N˙ i(γ(0, x, ξ)) = ξ⊥.
We suppose that
1. (∇a,N)g = 0
2. (∂θ{H(eu−a)+})(φt) = 0
Then there exists a function w and smoothing operators W , Wa and K such that we have
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the following reconstruction formula
f + a(w+)0 +W (Waf) +Kaf = −(X⊥vψ)0 (1.13)
for v = 12HΩ{e−Ia(Iaf)|∂+Ω}−. The operators W , Wa and Ka identically vanish when the
curvature is constant.
The astute reader should notice the resemblance between relation (1.13) and our previous
result in the Euclidean setting in equation (1.10). We close with the following proposition
meant to highlight the similarities with (2.38).
Proposition 1.2.8. Let (M, g) be a simple and compact Riemannian manifold with bound-
ary and let f ∈ C∞(M). Let attenuation a ∈ C∞c (M◦) ∩ kerW . Then there is a bounded
operator κ such that the following relation holds
f − κ(a, f) = −(X⊥e−h2Haufe
h
2 )0 (1.14)
where h = u−a and Ha : m→ (CHΩC + SHΩS)m with C = cos(Hu−a2 ) and S = sin(Hu
−a
2 )
whenever the right hand side is well-defined.
The above is not an explicit reconstruction procedure per se but is included as a spring-
board for future research developments.
Chapter 2
Vector Fields of Type H
Introduction
The previous chapter presented a quick overview of both inverse problems generally and
ray transforms in particular. The method we will present in this chapter is a natural gener-
alization of the technique first used in [52] for lines in Euclidean space and later generalized
in [7] for geodesic rays in hyperbolic geometry for giving an explicit inversion formula for
the attenuated ray transform in each case. The technique we present rests on the complex-
ification of a certain class of differential operators in R2 which allows us to reformulate the
problem using the language of complex analysis in the unit disc. Once the problem is cast
in this light, we use the classical Poisson formula [43] to give us a reconstruction formula
encompassing and extending the previously known formulae mentioned above. Excellent
introductions to complex analysis and conformal mappings are [66, 28, 43] and the classic
[1]. Good introductions to quasiconformal mappings and Beltrami equations (and their
generalizations) can be found in [2, 60]. References on Blaschke products and multivalent
mappings can be found in [15, 27].
24
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The mathematical applications, properties, and uses of X-ray transforms and their in-
verses are discussed in great detail in [19, 30, 31, 69] and include harmonic analysis, algebraic
curves, tensor geometry, and partial differential equations to name a few. Of those, Hel-
gasons phenomenal treatise [30] should be singled out as a particularly good introduction
and/or reference to the mathematical setting of the subject. Generally, explicit inver-
sion formulae over curves other than lines (geodesics of a Riemannian manifold [40], say)
tend to restrict focus to manifolds with a strong amount of symmetry as in the works
[30, 31, 32, 9, 63] and do not include the effects of absorption which may potentially be
encountered during propagation. An exception to this statement can be found in the more
recent [41, 45]. We restrict our attention in this thesis to curves in a 2-dimensional region
of space.
An outline of the chapter is as follows. In section 2.1 we establish the general setup,
notation, and a quick review of the essential operators used throughout the paper, together
with a preview of the main result we are seeking. In section 2.2 we begin the complexifi-
cation procedure by introducing a new (complex) parameter λ into the transport equation
introduced in section 2.1 and give a classification of the vector fields under consideration as
those of type H. Much of the heavy lifting will be done in the more technical section 2.3
where we find and analyze the Green’s function of the new parameterized complex partial
differential transport equation. We will establish that condition H is sufficient to guaran-
tee holomorphicity of the solution of this equation in terms of the new parameter λ. We
evaluate the asymptotics of the solution as our complex parameter λ approaches the unit
circle from both inside and outside, i.e. as |λ| → 1∓ and see that in fact its imaginary part
depends on the data we are interested in. We proceed to use this fact in section 2.4 to
give our desired reconstruction formula in the non-attenuated case. The rest of section 2.4
uses the non-attenuated formula to give an integrating factor solution for the attenuated
case, which requires an additional constraint to condition H. We offer some brief conclud-
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ing remarks in section 2.5, followed by some examples of the utility and efficiency of this
method for quickly obtaining filtered backprojection type inversion formulas of the geodesic
ray transform on the three Euclidean realizations of the 2-dimensional canonical constant
curvature manifolds in section 2.7. To close out the chapter we include in sections 2.6 and
2.6.2 two short alternative takes on the results presented in section 2.4 which the reader is
invited to peruse at whatever level of scrutiny he or she may desire. They are included for
the sake of completeness rather than necessity.
2.1 Preliminaries
The Stationary Transport Equation and Setting Up the Problem
We let γ : R2 3 (t, s) 7→ γ(t, s) ∈ Ω ⊂ R2 be a real-analytic diffeomorphism where Ω is
an open, bounded, simply-connected region of the plane (a domain). We consider R2 ∼= C
by the standard isomorphism so that γ is identified with γ1(t, s) + iγ2(t, s). Then, (w, w¯)
are (independent) coordinates on Ω where w
.
= γ(t, s). Because γ is a diffeomorphism, its
differential is injective and therefore induces a vector field on Ω via its differential under the
rule (φ∗X)(f) = X(φ∗f). Consider γ∗
∂
∂t . This gives a non-degenerate field of the following
type;





w ∈ Ω, |µ| > 0
which acts on pushforwards in w of functions on Ω and the non-degeneracy is ensured by the
regularity of the curves γ(t, s). The equation of interest is the stationary transport boundary
value problem X|wu(w) = f(w), for w ∈ Ω, f(w) ∈ C∞0 (Ω) with limt↘−∞ u(w(t, s)) = 0,








= f(w) w ∈ Ω (2.1)
u |∂−Ω = 0 (2.2)
We will want to exploit the SO(2) symmetry of the unit disc which is a priori not available
to us in this more general domain. For this, we can appeal to the Riemann mapping theorem
[28]. Namely, we will denote the unit disc by D+
.
= {z ∈ C : |z| < 1}, the unit circle by
T
.
= {z ∈ C : |z| = 1}, and D− .= C/{D+ ∪ T}. Let K(z, w) be the Bergman function of







K(t, ζ)dt ζ ∈ Ω (2.3)
gives the unique biholomorphism mapping Ω into D+, the unit disc, with z(ζ) = 0, z′(ζ) >
0 as in [49] and (t,s) give coordinates on D+ through composition since γ∗z maps R2
into D+. Because of this equivalence between our initial domain Ω and the unit disc all
further results will be presented in the disc. If Ω was all of R2 (and the Riemann map was
consequently unavailable) the method below will still work since R2 already possesses the
requisite rotational symmetry.
We therefore use (z, z¯) as our coordinates as well as define t(z) = z∗w∗t and s(z) =
z∗w∗s, to be smooth functions on D+. We now have a new vector field on D+ given by
X|z = z∗X|z(w). and µ→ {z∗µ} ∂z∂w ◦ z−1 and likewise for µ¯. By slight abuse of notation we
denote {z∗µ} ∂z∂w ◦ z−1 by µ(z) and {z∗µ¯} ∂z¯∂w¯ ◦ z−1 by µ¯(z) so that the vector field of interest
to us is the following





, z ∈ D+
CHAPTER 2. VECTOR FIELDS OF TYPE H 28
The method of characteristics ([21]) gives the following solution to the transport equation









f(z(t0, s))sign(t(z)− t0)dt0 (2.4)
Because integral curves of X|z are just the image of integral curves, i.e. γ∗z∗ = (z ◦γ)∗. we
define the ray transform of a source function f(z) over the integral curves of X|z indexed















−iθ)))sign(t(ze−iθ)− t0)dt0 ψ ∈ L1(D+)
Ray transform





ψ(eiθz(t, s))dt ψ ∈ L1(D+)
We will have occasion to use the Hilbert transform H of a function defined (see e.g.








x− ydy ψ ∈ L
p(R), p > 1 (2.6)
1NB: We will always use θ and eiθ interchangeably, its meaning clear from context.
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We will also sometimes use the standard Poisson kernel of the unit disc given by
P (z, θ) = 1−|z|
2
|1−e−iθz|2 . We recall (see, e.g. [21, 76]) that the Poisson kernel generates harmonic
solutions v(z) of the BVP
∆v = 0 z ∈ D+





T P (z, θ)g(e
iθ)dθ. The above, and the fact that the real and imaginary
parts of complex-analytic functions are harmonic, are the most useful features of the Poisson
kernel for our purposes. The Poisson kernel is also deeply connected to the study of inner
functions c.f. [27, 62].
The main purpose of this chapter will be to demonstrate that under suitable conditions










With the above result established, we use it to give an integrating factor method to produce a
similar reconstruction formula for the attenuated ray transform along the same set of curves.
The above is a type of inversion formula known in the literature as a filtered backprojection
type [23] since in the Fourier domain it involves a simple filter.
2.2 Complexification of the Transport Equation
Since D+ is acted on transitively by SO(2) we will define the conformal map λ : (z, z¯) →
(λz, 1λ z¯), for λ = θ ∈ T the unit circle. Notice that if Φ(·, s) is a set of integral curves of
D+, that z−1(λ∗Φ(·, s)) are conformally related curves in Ω.
For λ ∈ {D+ ∪D−}/{0,∞} we consider λ∗X|z .= Xλ to be the so-called “complexifica-
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tion” of X|z. We remark that λ∗X|z takes the form µ( zλ , λz¯)λ ∂∂z + µ¯( zλ , λz¯) 1λ ∂∂z¯ or






λ ∈ D±/{0,∞} (2.7)
with 1λξ(z, λ) = µ(z, λ)
.
= λ∗µ(z) and λρ(z, λ) = µ¯(z, λ) = λ∗µ¯(z). We also define X⊥λ =
±i(−ξ(z, λ) ∂∂z + ρ(z, λ) ∂∂z¯ ) as a vector field orthogonal to Xλ when λ = eiθ. Namely,
Xθ · X⊥θ = ±(ξ(z, eiθ), ρ(z, eiθ)) · (−iξ(z, eiθ), iρ(z, eiθ)) = ±i(|ξ(z, eiθ)|2 − |ρ(z, eiθ)|2) = 0
in the standard inner product (·, ·) : C2 → C. The factor of i is there in order to make
X⊥θ u real-valued and the choice of ± is determined by whichever satisfies the condition
X⊥1 s > 0. Since X⊥1 = a(z)z∗
∂
∂s for some real-valued a(z), this determines X
⊥
1 uniquely.
Since we could just as well reparameterize with −s we will, without any loss of generality,
avoid keeping track of signs by just assuming that X⊥λ = i(−ξ(z, λ) ∂∂z + ρ(z, λ) ∂∂z¯ ).
We will likewise define s(z, λ) and t(z, λ) as λ∗s(z) and λ∗t(z) respectively for λ ∈
D±/{0,∞}. A word on notation: ∂k∂z and kz are equivalent, as are ∂k∂z¯ and kz¯, and we will
use them interchangably.
We remark that equation (2.7) has no direct physical meaning since the complex param-
eter λ, when taken to lie away from T = ∂D+, is in some sense artificial and may be best
thought of as a complex parameter indexing a class of complex partial differential equations
given in (2.7).
Next we reduce the scope of our consideration to the class of vector fields Xλ so con-
structed to consist only of those of type H:
Definition 2.2.1. A complexified vector field Xλ = a(z, λ)
∂
∂z + b(z, λ)
∂
∂z¯ , induced in the
manner above as λ∗X|z, λ ∈ D±/{0,∞} from a real field X|z, is said to be of type H if
the following holds:
• a(z, ·) is a holomorphic function of λ for λ ∈ D+ and for all z ∈ D+ has at least one
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zero λ = λi(z) ∈ D+
• b(z, ·) is a meromorphic function of λ for λ ∈ D+ and has no zeroes in D+
• a(z,·)b(z,·) is a holomorphic function of λ for λ ∈ D+ and has at least one zero λ = λi(z) ∈
D+
• s(z, ·), ∂s(z,·)∂z , ∂s(z,·)∂z¯ are meromorphic functions of λ for λ ∈ D±
where, as in the above, s(z, λ) = λ∗s(z) is the complexified transverse foliation parameter
of the integral curves of Xλ.
We are, in the above, treating z and λ as independent variables, and holomorphicity is
to be thought of in the standard way of functions of several complex variables [34]. To be
clear, we are not requiring any of the above functions to be holomorphic in the z variable.
Because ξ(z,λ)ρ(z,λ) is holomorphic in λ ∈ D+ its zeroes are isolated. Also, since ξ(z,λ)ρ(z,λ) is
holomorphic for λ ∈ D+ and since conformal mappings map boundaries of Jordan domains
into boundaries of Jordan domains (see [49]), then µ(z,e
iθ)
µ¯(z,eiθ)
= µ(y)µ¯(y) for some y ∈ T and
thus | ξ(z,λ)ρ(z,λ) |
∣∣∣
|λ|=1
= 1. Since we assumed that there is at least one zero λi, the maximum
principle implies that | ξ(z,λ)ρ(z,λ) | < 1 for λ ∈ D+. We then get the following simple
Lemma 2.2.2. ξ(z,λ)ρ(z,λ) has a finite number of zeros, λi(z) with multiplicities mi(z)


















ρ(z,λ) , on the region D
+. They are also both

















Mdθ = M (2.8)
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
Henceforth λi will always be used to indicate a value in the unit disc for which
ξ(z,λ)
ρ(z,λ) (and ξ)
vanishes. The bounded holomorphic functions mapping the unit disc onto itself and having
a finite number of zeroes can be uniquely written as a finite Blashke product (c.f. [15, 27])





mi with |ζ(z)| = 1, and with mi and
λi possibly depending on z.
Furthermore, since | ξ(z,λ)ρ(z,λ) | < 1 for λ ∈ D+ we also have that the complexified transport








which is a forced Beltrami equation of the type considered in the works [39, 8] and the
recent comprehensive [37].
2.3 Solving the Complexified Equation
In trying to solve the complexified transport equation
Xλu(z, λ) = f(z) (2.10)
we will again be changing variables. Notice that Xλs(z, λ) = 0 on that region so that s
is still a constant of the dynamics. This is obvious from the fact that integral curves are
CHAPTER 2. VECTOR FIELDS OF TYPE H 33
mapped by diffeomorphisms to integral curves, however to be precise, when |λ| 6= 0,
Xλs(z, λ) = λ∗X|zλ∗s(z) = λ∗z∗w∗ ∂
∂t
λ∗z∗w∗s = (λ ◦ z ◦ w)∗ ∂
∂t
(λ ◦ z ◦ w)∗s
= (λ ◦ z ◦ w)∗∂s
∂t
= 0








The Riemann removable singularities theorem [28] applies when λ = 0. We will need the
following
Lemma 2.3.1. On 0 < |λ| < 1 the Jacobian ∂s(z) .= |sz(z, λ)|2 − |sz¯(z, λ)|2 is positive
Proof:























| ≤ |sz(z, λ)|(|tz¯(z, λ)|+ |ξ(z, λ)
ρ(z, λ)
||tz(z, λ)|)
implies |sz(z, λ)|2 6= 0. Then,
∂s(z) = |sz(z, λ)|2 − |ξ(z, λ)
ρ(z, λ)
sz(z, λ)|2 ≥ |sz(z, λ)|2(1− |ξ(z, λ)
ρ(z, λ)
|2) > 0
since | ξ(z,λ)ρ(z,λ) | < 1 for λ ∈ D+. 
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Since Xλs(z, λ) = 0, s∗Xλ = s∗Xλs¯(z, λ) ∂∂s¯ . We are interested in solving XλGλ(z; z0) =
δ(z − z0) and we can achieve this by solving s∗Xλs¯(z, λ) ∂∂s¯(s∗Gλ) = |∂s(z)|δ(s(z, λ) − s0).













































ρ(z,λ) . By recalling that | ξρ | > 1 for |λ| > 1 and going through the
preceding lemma mutatis mutandis we see that ∂s(z) is likewise negative on D− and hence







s∗Gλ = sign(1− |λ|)δ(s(z, λ)− s(z0, λ))







pi(s(z, λ)− s(z0, λ)) , λ ∈ D
±/{0,∞} (2.13)
so that u(z, λ) =
∫
D+ Gλ(z; z0)f(z0)dµ(z0) solves Xλu(z, λ) = f(z) for λ ∈ D±/{0,∞}. We
have used the fact that ∂∂z
1
piz¯ = δ(z) as shown in [28].
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Remark 2.3.2. We will only make use of results in our formula which follow from condi-
tion H and thus results like (2.13) are only used when λ ∈ D+. We will however present
many results for λ ∈ D− with the understanding that given an appropriate generalization
of condition H (involving constraint on ξ and ρ for λ ∈ C/D¯+) the results are true. The
advantage to this approach is it makes use of the symmetries and parallels of several of
the formulae for λ ∈ D±. Thus, in the “−” versions of several results, condition H is
necessary but not sufficient.


































we can rewrite Gλ(z; z0) as




Then for ψ ∈ C∞0 (D+) and dµ(z) = dzdz¯2i = dxdy, the standard Lebesgue measure on
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so that
∫
D+ ψ(z0)Gλ(z; z0)dµ(z0) stays bounded since λ fixes the unit disc. A similar argu-
ment works for λ ∈ D−/{∞}. Because of the meromorphy assumptions stated in condition
H, we have that when z 6= z0, Gλ(z; z0) is a holomorphic function for λ ∈ D±/{0,∞}. Since
s(z, λ) and sz(z, λ) have the same order of (possible) pole at zero, Gλ(z; z0) stays bounded
even at λ = 0 and we get the following
Proposition 2.3.3. u(z, λ) is holomorphic for λ ∈ D±
A similar argument applied to ∂∂zGλ(z; z0) and
∂
∂z¯Gλ(z; z0) shows that uz(z, λ) and uz¯(z, λ)
respectively are also complex-analytic for λ ∈ D±, a fact we will make use of in our final
reconstruction formulae.
Boundary Behavior
We will be using the boundary values |u(z, λ)|λ∈T to arrive at a reconstruction formula.
Therefore, ignoring the signum for the moment, letting ψ ∈ C∞0 (D+) be a test function and
using (3.2) the two-form ψ(z0)Gλ(z; z0)dµ(z0) equals
−λ∗{ψ(λ∗z(t0, s0)) 1
2pii(s− s0)dt0ds0}
so that we get the following
Proposition 2.3.4. u±(z, eiθ)
.
= limD±3λ→eiθ u(z, λ) = ∓ 12i(HIθf)(s(e−iθz), θ) + (Dθf)(z)
where the Hilbert transform H is taken with respect to the first variable. Proof: First
we examine 1s(z,λ)−s(z0,λ) when λ = 1 − ε (ε << 1) and use the fact that s(z, 1 − ε) =
s(z, 1)− εs(z, 1) + o(ε2) together with Xλs(z, λ) = 0 to get






)s(z, 1) = 0



















)s(z, 1) = −(ξ′(z, 1)− ρ′(z, 1)ξ(z, 1)
ρ(z, 1)
)sz(z, 1)






















By a similar argument one can show
X1is




















X⊥1 s(z, 1) (2.18)


























> 0, which, when combined with X⊥1 s(z, 1) > 0
gives from (2.18) that
X1is
′(z, 1) > 0
and therefore
sign(is′(z, 1)− is′(z0, 1)) = sign(t(z, 1)− t(z0, 1)).
Then we look at
∫
D+







s(z, 1− ε)− s(z0, 1− ε)ds0dt0
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H(Iθψ)(s(z), 1) + (D1ψ)(z) (2.20)







−iθ), eiθ) + (Dθψ)(z). (2.21)
An identical argument for u−(z, eiθ) shows that
u±(z, eiθ) = ∓ 1
2i
H(Iθψ)(s(ze




We can now prove our main result.





= 0 for i = 1, ..., n and
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gives an exact reconstruction formula for the density f based on the data Iθf of ray trans-
forms of f over the integral curves of Xθ.
Proof:
With P (z, θ) = 1−|z|
2
|1−e−iθz|2 , the Poisson kernel of the unit disc, and Cauchy’s formula for













P (λi, θ)Xθ(Dθf)(z)dθ (2.23)
so that

























Now because Xλ = ξ(z, λ)
∂




λ = i(−ξ(z, λ) ∂∂z + ρ(z, λ) ∂∂z¯ ) and ξ(z, λi) = 0,
we have that
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lim
λ→λi(z)
































It’s clear that formula (2.27) could just as well be written in terms of the jump function













θ (−iφ(z, eiθ))dθ (2.28)
an observation which will be useful in the next section. Recalling our previous remark
about using only results from D+ we could just as well use
φ(z, eiθ)
.
= 2i=(u+(z, eiθ)) (2.29)
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and remember that invoking D− is only a useful mnemonic shorthand.
2.4.2 Attenuated Ray Transform and Inversion Formulae
We add a real-valued attenuation term a(z) ∈ C∞0 (D+) to the complexified stationary
transport equation to get
(Xλ + a(z))u(z, λ) = f(z) λ ∈ D± (2.30)







and we use an integrating factor approach as follows
eh(z,λ)Xλu(z, λ) + e
h(z,λ)a(z)u(z, λ) = eh(z,λ)f(z)
so that
Xλe








h±(z, eiθ) = ∓ 1
2i
(HIθa)(s(ze
−iθ), θ)) + (Dθa)(z)
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as before, we have the solution of the attenuated transport equation admits the following






















as the attenuated ray transform of f(z) over the integral curves of Xθ, recall that Iθ



















































φ(z, eiθ) = −e
−(Dθa)(z)
2i
[(C − iS)H{(C − iS)Ia,θf}+ (C + iS)H{(C + iS)Ia,θf}](s(ze−iθ), θ)
= ie−(Dθa)(z)<{(C − iS)H[(C − iS)Ia,θf ](s(ze−iθ), θ)}
= ie−(Dθa)(z)(CH(CIa,θf)(s(ze−iθ), θ) + SH(SIa,θf)(s(ze−iθ), θ)) (2.34)
.
= ie−(Dθa)(z)(HaIa,θf)(s(ze−iθ), θ) (2.35)
where Ha : f 7→ CH(CIa,θf)(s(ze−iθ), θ) + SH(SIa,θf)(s(ze−iθ), θ). We then can proceed
in a manner similar to before since we have that eh(z,λ)u(z, λ) (along with its derivatives)
is holomorphic and solves Xλe
h(z,λ)u(z, λ) = eh(z,λ)f(z). We stipulate, in addition to Xλ
being of type H that, furthermore, u(z, λk) = 0 for all λk(z) for which ξ(z, λ) = 0. Under
this additional assumption, we see that in fact




and we have proven that
Theorem 2.4.2. Let Xλ be a vector field of type H, u(z, λi) = 0 and f ∈ C∞0 (D+). Define
Ha to be the modified Hilbert transform determined by



















gives an exact reconstruction formula for the density f based on the data Ia,θf of attenuated
ray transforms of f over the integral curves of Xθ, where λi(z) is zero of the ∂ coefficient
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of the complexified field .
In general however, we remark that
lim
λ→λi(z)
(Xλ + a(z))u(z, λ) = lim
λ→λi(z)
(−iX⊥λ + a(z))u(z, λ) (2.37)
and as a consequence we have shown the following result, by comparing real and imaginary
parts of the above limiting relation.
Theorem 2.4.3. If Xλ is a vector field of type H, λ∗µ |λi(z) = 0 and f ∈ C∞c (D+), then








gives a reconstruction formula for the density f based on the data Ia,θf of attenuated ray
transforms of f over the integral curves of Xθ modulo the additive term a(z)<(u(z, λi)) .
2.4.3 Interpretational Heuristics
I would like to give, once and for all and in as informal terms as possible, an extremely
helpful heuristic for thinking about the common theme in the results that will be presented
in the thesis.
For this, I present a lemma (c.f. e.g. [51]) showing that so-called “inner functions”
produce measurable mappings of the unit circle onto inself, and hence a Radon-Nikdym
derivative there.
Lemma 2.4.4. Let ψ be an inner function, i.e. a holomorphic function on the unit disc




dµ = P (λ, θ) where dµψ
−1 is the
induced measure.
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gP (λ, θ)dµ. Then, completely formally I like to interpret










The curious reader is urged to think this through as it may yield some intuition about
our work. This chapter was, to a large extent, devoted to giving precise meaning to the
above heuristic. The condition H that was used was really, at its core, a restriction on
the types of inner functions µ one can use in the above formal rendering.
2.5 Intermezzo: Brief Conclusions
The method of complexification we presented allows for a compact unification of the in-
version formulae given for ray transforms on both Euclidean space [52] and the Poincare´
hyperbolic disc [7]. Extending the class of vector fields amenable to the aforementioned
scheme beyond those of type H remains an open problem, although we will give a partial
answer in the next chapter. Because analyticity of the coefficients of the vector fields, en-
sured by the condition H, was used to justify the holomorphy of the Green’s function it is
unclear how one could alter the method in the absence of such a condition although it should
be mentioned that the recent article on simple Riemannian manifolds [45] may provide some
much-needed insight into such a situation. Still there remains the question of finding suffi-
cient (or even necessary) conditions on the initial vector field being holomorphic after the
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complexification used above. Real-analyticity is perhaps the simplest necessary condition
and in the next chapter we will identify a particular class of vector fields with polynomial
coefficients that do satisfy condition H use these to work in a natural generalization of
polynomials in an attempt to address this concern.
There is also the question of when u(z, λi) = 0. One quick look at the expression (2.13)
shows that this is intimately connected with the behavior of s(z, λ) as λ→ λi, and because
s solves the unforced Beltrami equation, this is ultimately connected with the nature of the
quasiconformal mappings with dilatation − ξ(z,λ)ρ(z,λ) (see e.g. the books [2, 39, 8, 75, 26] for a
discussion of some of these terms/problems). These mappings have been well-studied for
many years and further analysis would take us too far afield for the purposes of our problem
yet they remain interesting questions of differential equations nonetheless.
For the interested reader, in the following section we present two short, more or less
rigorous approaches to arriving at equation (2.27), each highlighting a somewhat different
character of the problem. The second such “derivation” is to be taken as an extremely
formal rule of thumb only.
2.6 Divertimenti: Two Different Viewpoints
We pause here to quickly present an abbreviated addendum to the preceding derivation by
offering a slightly different way of formally arriving at equation 2.4.1 that the interested
reader may find helpful and/or illuminating. We begin by making all of the previously held
assumption on the vector fields, functions, etc at play, excluding the additional assump-
tion made earlier in 2.4.2 on the AtRT that u(z, λi) = 0.
CHAPTER 2. VECTOR FIELDS OF TYPE H 47
2.6.1 Alternative Formulation I: A Riemann-Hilbert Approach
That being said, we recall (e.g. [43, 8]) that while holomorphic functions are determined
by their boundary values viz. the Poisson reconstruction, functions which are sectionally-
analytic on complementary sides of a Jordan domain are determined by their respective
boundary conditions and their values at infinity. The functional form presented earlier for





mi with |ζ(z)| = 1 suggests that ξ may
very well have a zero of order mi(z) at λi(z) in which case on each neighborhood Dj(λj)
of λj ξ may very well be mj-valent. Insofar as this may be true, we would have that
ξ−1 would be multi-valued in a neighborhood Mj(0) around y = 0 and would define an
mj-sheeted Riemann surface locally [78]. This lack of univalence would prevent us from
changing variables directly in ξ therefore we will be doing the next best thing as we’ll soon
see.
To correct this, pick a root λi and consider the disc automorphism q(λ) =
λ−λi
1−λλ¯i . Next,
define u(z, λ) = q∗u(z, q) = uˆ(z, q) and likewise for ξˆ(z, q) = q∗ξ(z, q) and ρˆ(z, q) = q∗ρ(z, q)







)uˆ(z, q) = f(z) (2.40)
and that from the remarks following 2.3.3 it’s clear that ρˆ(z, q)∂¯uˆ(z, q) is a sectionally-
holomorphic function of q for q ∈ D± since ξˆ(z, q)∂uˆ(z, q) is. Observe that ¯( ξρ)(z, λ) =
ρ
ξ (z, λ¯





mi . Then, since
( ξρ)(z, λi) = 0 we can conclude that ρˆ(z, q = ∞) = 0 since ξˆ is analytic in q. Thus, since
∂¯uˆ(z, q) is sectionally-analytic in q and its value at infinity is determined we conclude that
we may write it uniquely (e.g. [43]) as the Cauchy integral






τ − q (2.41)
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P (λi, θ)ρ(z, e
iθ)∂¯φ(z, eiθ)dθ












P (λi, θ){ρ(z, eiθ)∂¯φ(z, eiθ) + ξ(z, eiθ)∂φ¯(z, eiθ)}dθ














θ (−iφ(z, θ))dθ (2.42)
in full agreement with 2.28. We remark in closing that this RH approach was the motivation
and a posteriori justification for the use of the suggestive notation D± as is typical in the
RH literature.
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2.6.2 Alternative Formulation II: A Formal Riemann Surfaces Calcula-
tion
“My special pleasure in mathematics rested particularly on its purely speculative part.”
-Bernhard Bolzano
We present alternative way of getting to 2.28 directly although we will address some of the
problems with this approach at the end of the section. This is not meant to be a rigorous
derivation, and is only presented in a formal somewhat hand-wavy manner to the interested
reader. That being the case, we will begin by making all of the previously held assumption on
the vector fields, functions, etc at play, including the additional assumption made earlier
in 2.4.2 on the AtRT that u(z, λi) = 0. Also, we will for simplicity assume that the vector
field Xθ is unitized, whence ρ(z, λ) =
1
ξ(z,λ) . We remark that, as in the preceding ξ(z, λ) is a
priori multivalent for λ ∈ D+ so that while we may be able to find a local conformal mapping
ξ−1 away from the each of the N =
∑
j>0mj roots λj there is no univalent inverse for ξ
sending D+ 3 λ ←→ ξ(z, λ) ∈ D+. To fix this, recall that each complex-analytic function
has a unique associated Riemann surface. We let R denote the Riemann surface associted
to ξ−1(z, λ). Viewed as a mapping between manifolds ξ : D+ → R bijectively. The trick to
keep in mind however is that the space on which ξ−1 acts is not D+ but rather R. Further,






with |ζ| = 1.
Next, define u(z, λ) = r∗u(z, r) = uˆ(z, r) with r(λ) = ξ(z, λ). By looking at the Blaschke
product given above we see that r → ∞ precisely when λ → λ¯−1i whence uˆ(z, r = ∞) =
u(z, λ¯−1i ) = u¯(z, λi) = 0. Thus lim|r|↗∞ uˆ(z, r) = 0 and uˆ(z, r) can be uniquely given as a




τ−r with ψˆ(z, τ)
.
= (uˆ+− uˆ−)(z, τ). Next
we observe that
















































































where we’ve used the fact that r : T → T with a valency of N . We expand the equation
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ξ(z, θ)|1− e−iθλj |2dθ (2.46)









P (λj , θ)X
⊥
θ (−iψ(z, θ))dθ (2.47)
in agreement with 2.28. Some of the more obvious problems with the preceding as a bona
fide derivation are, e.g.
1. That the field use above is unitized, which requires additional assumptions. That it
was unitized was the basis for getting (2.43) and (2.44).
2. That the change of variables r(λ) is valid up to the boundary of R.
3. That we haven’t addressed the potential branch points r = 0.
The above considerations are cause for concern when it comes to taking the preceding
seriously, nevertheless the “derivation” given is at once both fast and relatively intuitive
and it is for this reason it has been included and has been hopefully helpful.
A Remark on Geometrical Generalization
We pause to remark on the case in which we are concerned with ray transform over the
geodesic rays on a 2-dimensional Riemannian manifold M with metric tensor gijdxidxj :
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TxM × TxM → R. The reader lacking familiarity with these terms is referred to the
extensive appendix A. For any Riemannian metric, one can find a local coordinate chart xi :
N ⊂M→ V ⊂ D+ wherein the metric takes the “conformal”2 form g(|x|)((dx1)2 +(dx2)2)
as shown in e.g. the book [5]. We will assume the Riemannian space s of constant curvature,
in which case the manifold has a global coordinate chart putting g into a conformal form on
D+ (see e.g. [40]). The field of interest is therefore X|x = ηi ∂∂xi−Γijkηjηk ∂∂ηi on TM, where
Γijk is the Christoffel symbol of the metric tensor given by (A.20). We are only concerned
with the projection pi(X|x) of the field onto the base (which we pretend is X|x), and in the







iηj = 1 (2.48)
where δij is the Kronecker tensor on R2. Were we not on the sphere bundle this additional
constraint would obviously not be needed and we could just use ηi ∂
∂xi
. Because our con-
dition H is concerned with ratios, metrical prefactors common to both coefficients of a
vector field as appearing above offer no additional harm. We would likewise define φ(t, s)
as before, so that φ(·, s) gives the integral curves of X, and s is a leaf parameter for the
cross foliation. In the language of geometry, φ gives a foliated embedding of M into D+.
Although, as mentioned, it seems clear that the introduction of a prefactor common to both
coefficients causes no harm, we must verify that the Green’s function we found earlier in
equation (2.13) remains valid.
To that end, observe that the volume form dV is no longer dµ(z) as it was earlier, but
is now given by
√
g(|z|)dµ(z) as shown in ([40]), so that
∫
C
δ(z − z0)dV =
√
g(|z0|)
2The use of the word “conformal” is somewhat unfortunate since it is not to be confused with the typical
use within complex function theory as a synonym for holomorphic. Its use is borrowed from that of physics,
where “conformal” is synonymous with scale-invariant.
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(s∗Gλ) = λ∗|∂s(z)|δ(s(z, λ)− s(z0, λ))√
gˆ(|s0|)






pi(s(z, λ)− s(z0, λ))
√
g(|z0|)
, λ ∈ D±/{0,∞}
so that the solution u(z, λ) =
∫
CGλ(z; z0)f(z0)dV retains its value and thus, also do the
results obtained in Proposition 2.3.4.
2.7 Applications and Examples
We close by illustrating three cases of the application of this main result to the case of
geodesic ray transform inversions.
Euclidean Rays
In Euclidean space the metric is given by (dx1)2 + (dx2)2. Euclidean space already has
SO(2) symmetry so that we do not need to map to the unit disc. The geodesics are given
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Figure 2.1: Geodesics of the Hyperbolic Disc
Also, s(z, λ) = 12i(z − z¯) so that the vector field Xλ is of type H. Thus, since λi(z) = 0,








which is a well-known result found in e.g. [30, 6].
Hyperbolic Rays
The Poincare´ model of the hyperbolic plane [40, 31] is given by the unit disc D+ together
with the metric (dx
1)2+(dx2)2
(1−|x|2)2 . As was shown in [7] the unitized geodesic field of this metric
is given by











and that s(z) = 12i(
1
1−z¯ − 11−z ) so that after complexification one has that the coefficients of
the geodesic vector field are ξ(z, λ) = (1− |z|2) λ−z1−λz¯ and ρ(z, λ) = (1− |z|2)1−λz¯λ−z and thus
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P (z, θ)X⊥θ H(Iθf)(s(ze
−iθ), eiθ)dθ (2.50)
where X⊥λ = i(1 − |z|2)(− λ−z1−λz¯ ∂∂z + 1−λz¯λ−z ∂∂z¯ ), a result in agreement with that found in the
article [7]. The above result, and more importantly its derivation, founded the inspiration
for this thesis.
The Hemispherical Cap
We now work out a similar result to one presented in Helgasons article [32]. The ellipses
tending to the point (1, 0) ∈ ∂D+ are parameterized by the following map γ : R2 → D+,




1 + t2 + s2
(2.51)
y(t, s) = − 1√
1 + t2 + s2
(2.52)
The above are inverted by the following relations
t(x, y) =
x√
1− x2 − y2
s(x, y) = − y√
1− x2 − y2 (2.53)
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{(2− z2 − |z|2) ∂
∂z
+ (2− z¯2 − |z|2) ∂
∂z¯
}
Then, for f ∈ C∞0 (D+), g(z) .= 2√1−|z|2
f(z)
2−z−z¯ ∈ C∞0 (D+) as well. This allows us to consider
the rescaled field
Y |z =
2− z2 − |z|2




2− z¯2 − |z|2















For z 6= 0, 2λ − z − λ2z¯ = 0 has the solutions λ±(z) = 1±
√
1−|z|2
z¯ , and thus 1 ≤ |1z |2 −
|1z¯
√
1− |z|2|2 ≤ |1±
√
1−|z|2
z¯ |2 with strict equality holding for |z| < 1 shows that indeed










1−|z|2 we see that












Since the ellipses are the sterographic (conformal) projection of the geodesics of the upper
half sphere S2+ = {(x1, x2, x3) ∈ R3 : (x1)2 + (x2)2 + (x3)2 = 1, x3 > 0} the above formula
provides the inversion (c.f. [53] Ch. 3) of the geodesic ray transform on the third canonical
2-dimensional constant curvature Riemannian manifold. The above result is, to the authors
knowledge, new.
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2.8 Final Thoughts on H-ness and its Limitations










providing an exact reconstruction for a C∞0 (D+)-type function given sufficient conditions
on the coefficients of the vector fields Xθ over whose integral curves Iθf are the traces.
We also used the formula to show how it both contained as well as extended some similar
formulae from the literature. We recall the the sufficient condition we used was the fourfold
condition H given in definition 2.2.1. which we will from now on call “H-ness”.
H-ness is strong insofar as holomorphy itself is a rather stringent condition to demand
of a(z, λ), etc. But for the condition on the zeroes (or lack thereof) in the first two items,
it would seem that since a(z, λ)
.




λ , z¯λ) (and by
making use of the Taylor expansions of each) that one would have “1 =⇒ 2” or at least
that they can be reduced to a relation on the coefficients of a(z, λ) alone. But for the fact
that b(z, λ) may have an interior pole at the roots of a(z, λ) it would then also seem that
“1 + 2 =⇒ 3”. And lastly, the analyticity of the quasiconformal s(z, λ) very likely follows
from results similar to those in the books of Ahlfors and Renelt [39, 60] and Iwaniec and
Martin [75] however a direct verification has thus far not been forthcoming. Were this the
case, one would then have that “1 + 2 + 3 =⇒ 4”. These considerations lead us to make
the following
Conjecture: H-ness can be reduced to just one condition on the coefficient µ(z, z¯) of
the uncomplexified vector field X.
We only need to invoke the boundary values a(z, eiθ) since analytic functions are deter-
mined uniquely by the boundary values through the standard Cauchy integral formula. As
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discussed in [45] using the Hilbert transform and the reciprocity relations of the bound-
ary values of holomorphic functions, analyticity is reduced to the vanishing of the negative
Fourier coefficients aˆ(z, k) = 12pi
∫
T a(z, e
iθ)e−ikθdθ, a fact which we now sketch.
Recall (c.f. e.g. [54]) that for a holomorphic function on the unit disc g(η) = u(η)+iv(η),
η ∈ D+ with u, v ∈ C1(D+) and real-valued that the boundary values are related through
the following relations
u(eiθ) = (Hv)(eiθ) + u0
v(eiθ) = −(Hu)(eiθ) + v0
where the zero subscript indicates angular averaging. Then g(eiθ) = u(eiθ) + iv(eiθ) implies
that
u(eiθ)− i(Hu)(eiθ) = g(eiθ)− iv0 = u0
so that
(I − iH)u = u0 (2.56)
is an equivalent condition on holomorphic extendability whenever v0 = 0. This being the
case, we now recall that the Hilbert transform has Fourier multiplier given by −isign(k),
i.e. (FHg)(k) = −isign(k)gˆ(k) and therefore the expansion a(z, eiθ) = ∑k∈Z aˆ(z, eiθ)eikθ
yields (I − iH)a = a0(z) + 2
∑
k<0 aˆ(z, θ)e
ikθ. Therefore for (2.56) to hold we would need∑
k<0 aˆ(z, θ)e
ikθ = 0 as claimed.
We can therefore make the following important summarizing remark.
Remark 2.8.1. The prospect of analytic extendability of the coefficients of our vector field,
and thus any chance of H-ness, is then reduced to a condition on allowable frequencies
in the ∂∂z coefficient of the symmetrized field.
If our previous conjecture is true, then indeed this is not only a necessary condition but
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also a sufficient one.
Chapter 3
Polynomial Vector Fields and
Approximations
Every mathematical discipline goes through three periods of development: the naive, the
formal, and the critical.
-David Hilbert, quoted in [59]
In the last chapter we saw a method used to obtain explicit filtered backprojection
inversion formulae for the X-ray transform on the unit disc in R2. The method utilized
an explicit complex parameterization scheme and subsequently used the results of complex
function theory to generate the inversion formulae. We saw that the derivation of such
formulae depends crucially on a set of conditions that were presented under the header
condition H in definition 2.2.1. Although some interesting fields were subsequently shown
to satisfy the criteria of condition H, its full scope was not immediately clear. A guiding
question for this chapter could well be phrased tidily as the following questions;
“What do I do if my vector field is not of type H? Just when are these results
60
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applicable?”
To address this, in the current chapter we will be examining condition H in more detail
for the case of vector fields Xθ whose coefficients are polynomials of a certain restricted class.
We will use the results gathered in that case for dealing with the most natural extension
of such polynomials in the case of real-analytic coefficients. We will end the chapter by
examining how one can use polynomial truncations in this class to prove a priori stability
estimates.
Our goal in the following sections is to address and provide partial answers for the con-
jecture raised in the preceding chapter on whether H-ness can be reduced to a simpler
criteria involving only the coefficients of the ∂∂z term of Xθ. Although we will need to in-
troduce an assorted cast of unsavory technicalities culminating in (3.4.1) and (3.4.4), the
basic idea is quite simple and the main result (3.4.5) quite satisfying: for a restricted but
nontrivial subset of real-analytic coefficients, the conjecture as stated is true and the condi-
tion is not in principle difficult to check. Paradoxically, we will be approaching the answer
through asking what to do when confronted with a vector field Xθ whose complexification
is not type H and our rescaling technique provides a general answer to our sufficiency
question.
The layout of this chapter is as follows. In section 3.1 we will state our main result and
briefly discuss some of the technical methodology for obtaining it. Then, in section 3.2 we
update the condition H to a form that is better suited for our purposes here. Next, in
section 3.3 we will begin by examining a special type of vector field and introduce all of the
necessary notation to serve us throughout. In section 3.3 we will show how to reduce the
first three conditions of H-ness to questions about the vanishing of certain polynomials. To
answer these questions about roots of polynomials we use Jensen’s formula which serves as
our primary weapon in arriving at our main result (3.3.5). This is then further extended
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in section 3.4 as (3.4.5). We follow-up with the applications of the method to the problem
of inverting the ray transform along integral curves of non type H vector fields in section
3.4.1 allowing for an extension of (2.27) to a situation slightly more general than initially
presented. After these are all obtained we use a similar reasoning in section 3.5 to obtain a
more technical stability-type estimate which comes from approximating non-type H fields
with certain dense polynomial truncations. We end the chapter and close the first part of
the thesis with a brief conclusion in section 3.6 putting the results thus far into context.
3.1 Entr’acte: Statement of Results
Our goal in this chapter is to establish, over the next two sections, the following technical
result (viz. Theorem 4.25 and Corollary 3.4.6 respectively) which addresses the veracity of
the conjecture raised in the last section of the previous chapter.
Theorem 3.1.1. Let X = µ ∂∂z + µ¯
∂
∂z¯ . Suppose that µ(z, z¯) =
∑
p+q≥0 apqz
pz¯q is a real-




l(z) and k(z) be the max and min respectively of the j such that cj(z) 6= 0. Suppose
that λ∗s, λ∗sz, and λ∗sz¯ are meromorphic for λ ∈ D+. Also, with P : L2 → H2 the
orthogonal projection onto the Bergman space of analytic functions on the disc, define
Pk,lµ
.
= eikθP (e−ikθµ)− ei(l+1)θP (e−i(l+1)θµ). Then;
• If there are only finitely many nonzero cj(z), and both l(z) + k(z) + 2 ≥ 0 and 0 <
|ck(z)| < |cl(z)| holds for all nonzero z ∈ D+, then there exists a vector field Yθ and










• If, for all z ∈ D+/{0}, there exist infinitely many j ∈ Z such that cj(z) and cj+1(z)
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holds then for all ε > 0 there exists a vector field Y εθ such that the following holds
||IY εf − IXf ||Lq(D+) < Cε 1 ≤ q ≤ ∞
• If furthermore, in addition, Pk,lµ satisfies that λ∗s, λ∗sz, and λ∗sz¯ stay meromorphic
for λ ∈ D+ and for all (k, l) ∈ Z2 and if we have the following Fre´chet bound
||Hs˜IX˜θ f −HIθf ||S < δ(ε)










∣∣∣∣ ≤ C(δ(ε)) (3.1)
where HIθf is the Hilbert transform in the s variable of the trace of f over the integral
curves of θ∗(µ∂ + µ¯∂¯)
Clearly the inequality (3.1) generalizes our familiar formulae (2.27) in the sense that it
allows for an approximate reconstruction, to arbitrary accuracy, for a larger class of vector
fields. The case of polynomial fields is as good as one could hope for. Our methodology
is to establish results first for the case of polynomial vector field coefficients and later to
reinterpret the terms cj(z) as the frequencies of the complexified vector field’s coefficients
in the case of non-polynomial fields.
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3.2 H-ness Re(de)fined
In this chapter we will be staying within the unit disc D+. Also, to make some calculations
easier, we will want to use the following somewhat weaker but more useable version of
H-ness.
Definition 3.2.1. A real vector field X|z, complexified in the manner above





, λ ∈ D+/{0}
is said to be of type H if the following holds:
1. a(z, λ) is a holomorphic function of λ for λ ∈ D+ and for all z ∈ D+ has at least one
zero λ = λi(z) ∈ D+
2. b(z, λ) is a meromorphic function of λ for λ ∈ D+ and has no zeroes in D+/{0}
3. a(z,λ)b(z,λ) is a holomorphic function of λ ∈ D+
4. s(z, λ), ∂s(z,λ)∂z ,
∂s(z,λ)
∂z¯ are meromorphic functions of λ for λ ∈ D+
where, as in the above, s(z, λ) = λ∗s(z) is the complexified parameter specifying transverse
foliation of the integral curves of Xλ.
The astute reader will have noticed that the only difference between the above and
definition 2.2.1 is that in the second statement above b(z, 0) is now allowed to be zero.
That these definitions are equivalent will now be sketched quickly.
First of all, by the third condition in 3.2.1 of nondegeneracy we see that the Jacobian
∂s(z) = |sz(z, λ)|2 − |sz¯(z, λ)|2 6= 0 holds on λ ∈ D+/{0} since the inequality








| ≤ |sz(z, λ)|(|tz¯(z, λ)|+ |ξ(z, λ)
ρ(z, λ)
||tz(z, λ)|)
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guarantees that |sz(z, λ)|2 6= 0 on that same region.
We may therefore make a change of variables in s to get s∗Xλ = s∗Xλs¯(z, λ) ∂∂s¯ , whereby
our fundamental equation XλGλ(z; z0) = δ(z − z0) is solved explicitly by





pi(s(z)− s(z0)) λ ∈ D
+/{0} (3.2)
Checking against a bump function extends this to hold weakly at λ → 0 and density
shows that u(z, λ) is holomorphic in λ as needed. A similar argument works on uz(z, λ)
and uz¯(z, λ) by invoking the final condition of H-ness. From here, Hilbert’s relations on the
boundary values of complex-analytic functions become viable from which the Sokhotskyi-
Plemelj formula allows us to obtain the advertised proposition 2.3.4 as in the last chapter.
The reconstruction from here is identical and therefore, for any purpose we have, definition
3.2.1 is just as good as definition 2.2.1.
3.3 Polynomial Vector Fields
The polynomial space Γ(Ω)














with bpq = apqz
pz¯q and dpq = b¯pq.














In order for H-ness to hold1 we will need that ∂λ¯ξ(z, λ) = 0, which a priori we do not
have since q − p+ 1 may very well be negative. If q − p+ 1 ≥ 0 for all (p, q)-pairs then we
are (provided we have roots and the rest of condition H) in the position of the previous






Our assumption is that the blue
shaded region is nonempty.





(j) and l(z) = max
cj(z)6=0
(j) (3.3)
1For the moment we will be ignoring any possible problems with s(z, λ)














sionaly we will need the global exponents defined as
kµ
.




= l(µ) = max
z∈Ω
l(z) (3.4)
Obviously −N ≤ k(µ) and similarly 0 ≤ l(µ) ≤ N2, and our previous assumption is
equivalent to the condition k(µ)+1 < 0. Notice k ≥ kµ and that l ≤ lµ depending on z ∈ Ω.
To be clear, if there is no µ we are referring to the local irreducible exponents. Since |µ| > 0
we can be certain that k, l always exist (even if they may be equal). Also, k(0) = l(0) = 0







pz¯q; |µ| > 0 and |k(z)| ≤ l + 2}
for reasons which will be made clearer in the sequel.
2If l(µ) < 0 then we should use the complementary complexification λ : (z, z¯) → ( 1
λ
z, λz¯), for λ ∈ D+
and get a holomorphic 1
λ
λ∗µ. Since this is a situation which was dealt with in the previous section we may
assume that l(µ) ≥ 0.








The Γµ region in (k, l) space.
Returning to our previous figure 2 and adding (k, l) lines, we can see the Γ-class polynomials






l |kµ| − 2
Wµ
Figure 4
µ ∈ Γ(Ω) if the blue shaded region
is nonempty. Then, the non-red
region is Γµ
The rescaling scalar
Consider the function w(z)
.
= 2− z|kµ|−1 − z¯|kµ|−1, which has two important properties:
1. w(z) ∈ R for z ∈ C
2. 0 < |w| < 2 <<∞ for z ∈ D+
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The first of the above guarantees that the field Y |z .= 1w(z) X|z = a(z) ∂∂z + b(z) ∂∂z¯ has
the same integral curves as X|z. The second fact ensures that this rescaling introduces no
artificial degeneracies into the field, in the sense that |a| = | µw | > 0. This amounts to a





2− z|kµ|−1(p, s)− z¯|kµ|−1(p, s)
3.3.1 The first three conditions of H-ness
Our first result towards establishing H-ness in the case of vector fields with polynomial
coefficients is the following simple lemma.
Lemma 3.3.1. a(z, λ) = λ∗a(z) is holomorphic for λ ∈ D+




2λ|kµ|−1−z|kµ|−1−z¯(|kµ|−1)λ2(|kµ|−1) where the numerator contains
only positive powers of λ. Notice a(0, λ) = a00λ
k(0)+1
2 ∼ λ. The quadratic formula shows





























with equality holding only when |z| = 1, and therefore Λ /∈ D+ for |z| < 1, and ipso facto
w(z, λ) 6= 0 for Λ ∈ D+. 
To go further we will need to use Jensen’s formula. Since it plays such a heavy hand in
our results, we pause to review its derivation.
CHAPTER 3. POLYNOMIAL VECTOR FIELDS AND APPROXIMATIONS 70
A Short Proof of Jensen’s Formula
The two main classics (containing all the following formulas) on this topic are [50, 77].
H-ness concerns, among other things, the existence and location of roots of a polynomial
Pm(λ), which the fundamental theorem of algebra guarantees has m = α roots within
C, counting multiplicity. The most obvious answer in this regard, which hardly warrants
the fancy name of value distribution, is that if m < 5 we may simply read off the roots
λi(z), i = 1, ..., 4 by using the quadratic formula, Cardano’s method, or Ferrari’s solution
as α = 2, 3 or 4 respectively (as may be found in say [74]). Unfortunately, the Abel-Ruffini
theorem (e.g. [4]) prevents us from a fully developed knowledge whenever α > 4. Thus we
turn to Jensen’s formula.
To start, consider holomorphic f(z) both bounded and nonzero in the disc R+
.
= {z ∈
C; |z| < R ≤ ∞}. Then since the real and imaginary parts of an analytic function are
harmonic log |f | is harmonic as well. To see that this is true it is enough to verify that
∂¯∂(log ff¯) = 0. Indeed
∂ log ff¯ =
f¯∂f
|f |2





|f |2|∂f |2 − |f |2|∂f |2
|f |4
In the above we used that ∂f is holomorphic whenever f is. Then we have shown that
∆ log ff¯ = 0 as claimed.
Thus, log |f | will be recovered by the classical Poisson formula [43]






R2 − 2Rr cos(φ− θ) + r2dθ, z = re
iφ (3.5)
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which is easily calculated from taking real parts of the analytic reproducing Herglotz kernel
w+z
w−z for |w| = R.
Next consider f(z) meromorphic in the disc R+ and containing zeros αν and poles βτ
within R+ with multiplicities κν and γτ respectively. Thus, away from the zeros and poles
αν and βτ , log |f | is harmonic also. To amend the fact that log |f | has logarithmic divergence
at both αν and βτ we notice that using
log f − κν log(z − αν)− γτ log( 1
z − βτ )
will kill the singularities. This suggests using f(z)Πτ (z−βτ )Πν(z−αν) in place of f , however this









R(z−αν) ||z|=R = 1 pro-
vided that none of the αν and βτ lie on the boundary of R
+. That said, with z = reiφ we







R2 − 2Rr cos(φ− θ) + r2dθ = log |g(z)|
and
log |g(z)| = log |f(z)|+ log |Πτ R(z − βτ )
R2 − zβ¯τ
|+ log |Πν R
2 − zα¯τ
R(z − αν) |
so that










log |R(z − αν)
R2 − zα¯τ | −
∑
τ
log |R(z − βτ )
R2 − zβ¯τ
| (3.6)
where the summation includes multiplicities. Equation (3.6) is known as Poisson-Jensen
formula for a meromorphic function f(z) and holds for z ∈ R+/{∪ν{αν}
⋃∪τ{ητ}}.
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A special case occurs often enough to warrant attention, and that is when z = 0, known
as Jensen’s formula which is
















which holds for |f(0)| 6= 0,∞. In the absence of poles and roots these formulas clearly
reduce to their classical Cauchy counterparts.
With that established we can now obtain a positive answer on the first criterion of
H-ness.
Proposition 3.3.2. If µ(z, z¯) ∈ Γ(D+) and if













2λ|kµ|−1−z|kµ|−1−z¯(|kµ|−1)λ2(|kµ|−1) has a root
λi(z) ∈ D+ and the first condition of H-ness is met.
Proof: Recall Jensen’s formula for a meromorphic function h(z) with roots αν and βτ in
a region R = {z, |z| < R},

















provided |h(0)| 6= 0,∞ (see e.g.[77, 50]). Since the polynomial Pl−k(λ) .= ck(z)λk−kµ +
ck+1(z)λ
k−kµ+1 + · · ·+ cl(z)λl−kµ has no poles and since λ = 0 is not a root when k = kµ,
we may apply Jensen’s formula in that case to Pl−k(λ) and R = 1 to yield












where Pl−k(λi(z)) = 0 and the result is immediate. If k > kµ, λ = 0 is a root of local order
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kµ(z)− kµ and there’s nothing to prove. At z = 0 there is likewise nothing to prove. 
The next theorem uses similar arguments to address the second condition of H-ness.









iθ(|kµ|−j−2)| dθ ≤ log |c¯l(z)|
then b(z, λ) = c¯l(z)λ
|kµ|−l−2+···+c¯k(z)λ|kµ|−k−2
2λ|kµ|−1−z|kµ|−1−z¯(|kµ|−1)λ2(|kµ|−1) is nonvanishing for (z, λ) ∈ D+ × D+/{0}.
Proof: Since µ¯ was given as a polynomial we are guaranteed meromorphy of the term
b(z, λ). Looking at b(z, λ) = c¯l(z)λ
|kµ|−l−2+···+c¯k(z)λ|kµ|−k−2
2λ|kµ|−1−z|kµ|−1−z¯(|kµ|−1)λ2(|kµ|−1) we see that b(z, λ = 0) is
nonzero for z 6= 0 and |kµ| − l = 2 since c¯l 6= 0. If z 6= 0 and |kµ| − l < 2 then of course
lim|λ|↘0 b(z, λ) =∞ with local order |kµ|− lµ(z)− 2. If z = 0 then b(z, λ) ∼ 1λ near |λ| = 0.
The lack of vanishing of the denominator together with the way µ¯ was complexified ensure
that b(z, λ) has no other singularities within D+ ×D+.
In the Jensen formula (3.8), if h(z) had a zero of order m at z = 0 then h = h0z
m+ · · ·




zm has the same modulus
on ∂R but is nonvanishing at the origin, its value there being Rmh0. The Jensen formula
applied to Υ(z) would yield

















Assuming that there exists at least one Λj(z) ∈ D+/{0} such that b(z,Λj) ≡ 0, we use (3.9)
with h(λ) = c¯l(z)λ
|kµ|−l−2 + · · ·+ c¯k(z)λ|kµ|−k−2 to get
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Whence









The result follows from the above inequality by contradiction.






−r−2 , the origin λ = 0 is the only spot where
analyticity may fail. But since µ ∈ Γ(Ω) we see that l + k + 2 ≥ 0 and | ck(z)cl(z) | < 1 keep
a
b bounded as λ → 0 so that by Riemann’s theorem ab is analytic on all D+ as required in
condition H.
The preceding results combine in the following important corollary.
Corollary 3.3.5. If µ(z, z¯) ∈ Γ(D+) and if for z 6= 0 we have
log |ck(z)| < log |cl(z)|
then 1w(z) X|z = a(z, λ) ∂∂z + b(z, λ) ∂∂z¯ meets the first three conditions of H-ness.
Since polynomials are the building blocks of real-analytic functions, we extend these
results in the subsequent sections.
3.4 H-ness in the space Hk,l(Ω)
We begin with a definition extending our previous notion of Γ(Ω).





pz¯q on Ω ⊃ {0} with a00 6= 0
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2. Both k(µ) and l(µ), defined as in (3.4) are finite with k(µ) < −1 and l(µ) ≥ 0
3. −k(z) ≤ l(z) + 2 for all z ∈ Ω










l |k| − 2
Wµ
Figure 6
µ ∈ Gk,l(Ω) if the blue shaded re-
gion Wµ is nonempty. Then, the
non-red region is Γµ
We drop subscripts on Gkµ,lµ(Ω) since the notation Gk,l(Ω) is more concise and the
global meaning is obvious. Clearly |ck(0)| = |cl(0)| = |a00| > 0. The condition on absolute
summability ensures that cr(z) is well-defined. The conditions guarantee we are left with a
complexified λµ(z 1λ , z¯λ) which has a finite Laurent series in λ. We have thereby established
our main result with regard to polynomials.















satisfies the first three conditions of H-ness.
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3.4.1 The Fourth Condition
We now address the fourth and final condition of H-ness, namely meromorphy of s(z, λ) and
its z and z¯ derivatives. To start with, this condition is already more relaxed than the initial
three since meromorphy itself is less restrictive than holomorphy and there is no constraint
on existence (or lack thereof) of roots. Secondly, for the space HLp(G,Ω) defined as all f
satisfying both
1. f(z)−f(z0)z−z0 ∈ Lp(Ω), ∀z0 ∈ G
2. ||f ||HLp(G,Ω) .= ||f ||L∞(Ω) + sup{||f(z)−f(z0)z−z0 ||Lp(Ω); z0 ∈ G} <∞
we have the result ([60], Thm. 3.2)
Theorem 3.4.3. For domain Ω, z0 ∈ Ω and µ ∈ HLp(G,Ω) for p > 2, |µ| < 1 and ∀z ∈ Ω
we have that if u(z) solves ∂u = −µ(z)∂¯u on Ω and u(z) has a zero/pole of order m at the
point z0 then
u(z) = c{(z − z0) + b(z − z0)}m + c¯κ{(z − z0) + b¯(z − z0)}m +O(|z − z0|±m+α)
for some α > 0 and the ± picked according to whether z0 is a zero or pole respectively.
With that in mind, we make the following definition.
Definition 3.4.4. Denoting the meromorphic functions in λ ∈ Ω as M(Ω) we define
Hk,l(Ω) .= {µ ∈ Gk,l(Ω); s(z, λ), ∂s(z, λ), ∂¯s(z, λ) ∈M(Ω)} (3.10)
The point is that at least locally we see an expansion for which, with λ ∈ D+ constant




∂z¯ )s(z, λ) = 0. The above would constitute an expansion of r(z) = s(z, λ) − s(z0, λ)
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since that clearly has a zero at z0, although the order is not known a priori. Thus, for
many non-pathological cases (i.e. excluding essential singularities, etc) r(z) would have the
proper local expansion at all points in Ω to satisfy meromorphy in λ. Meromorphy of the
derivatives would then follow. While this does not constitute a proof that condition 4 of
H-ness is necessarily satisfied, it does constitute a proof modulo pathological cases. Clearly
then Gk,l(Ω) ⊂ Hk,l(Ω) and we can be sure that Hk,l(Ω)/Gk,l(Ω) is not too large. We now
state the main result of this section.
Theorem 3.4.5. If µ =
∑
apqz
















= 2− z|kµ|−1 − z¯|kµ|−1 satisfies condition H
The above result allows us to reconstruct functions over what are initially non-type H
fields as in the following easy corollary.
Corollary 3.4.6. If µ ∈ Hk,l(D+), λ∗ µw
∣∣
λi(z)
= 0 and X⊥θ
.
= iθ∗(− µ(z)w(z) ∂∂z + µ¯(z)w(z) ∂∂z¯ ) and










where I˜θf is the ray transform of f over the integral curves of Yθ = θ∗(µ∂ + µ¯∂¯).
Proof: Consider the equation X|z u(z) = g(z) for g .= f(z)w(z) ∈ C∞0 (D+). Then by (3.4.5)










where Iθg is the trace of g over the integral curves of Xθ. However f was arbitrary in
C∞0 (D+) and since eiθ∗ w ∈ R is both finite and nonvanishing on D+ the integral curves of
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eiθ∗ (µ∂+ µ¯∂¯) and of Xθ are the same. In particular, under a change of variables, Iθg = I˜θf .
The result follows since s was unchanged. 
3.5 Some Harmonic Analysis and Stability
The Projection Operator












Let f 7→ f˜ be the conjugation operator, determining the harmonic conjugate of a smooth
function. Defining the Bergman space H2 as all complex-analytic and Lebesgue square-
integrable functions on the unit disc, then the orthogonal projection from L2(D+) to H2 is
defined (e.g. [27]) by the operator P via
P : f 7→ 1
2














The operator P : L2 → H2 then can easily been seen as removing negative frequencies from
the initial signal.
CHAPTER 3. POLYNOMIAL VECTOR FIELDS AND APPROXIMATIONS 79
Scaling Redux

















We conveniently now view the cn’s as Fourier coefficients of the function µ(z, θ) i.e. cj(z) =
µˆ(z, j). Define the operator Pk,l on smooth functions via
Pk,lµ
.











g(z) ∈ R(Ω); ∀z ∈ Ω/{0} there are infinitely many n such thatgˆ(z, n), gˆ(z, n+ 1) 6= 0 and lim supn→∞ | gˆ(z,n+1)gˆ(z,n) | < 1

Clearly Cˆ(Ω) is “most”3 of R(Ω) since it accounts for, in some sense, those real-analytic
functions with “non-sparse” spectrums. The classical ratio test for infinite series ensures
that µ ∈ Cˆ are also absolute-summable. We have the following result about convergence
on compact subsets.
Proposition 3.5.1. Let K ⊂ Ω be compact and let G .= ⋃(k,l)∈Z2 Gk,l. Then G(K) is dense
in Cˆ(K) with respect to the uniform norm.
3In the reasonable, informal way rather than a measure-theoretic sense
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with ωn(zj) 6= 0 for infinitely many n ∈ Z. We may pick an l(zj) such that ωˆ(zj , l(zj)) 6= 0.
By the assumptions of Cˆ, there exists a finite k(zj) < −1 such that k(zj) + l(zj) + 2 ≥ 0
and 0 < |ωˆ(zj , k(zj))| < |ωˆ(zj , l(zj))|, namely k(zj) = −(l(zj) + 1).
The varieties {z; ωˆr(z, z¯) = 0} define (possibly degenerate) circles. Therefore, there
is an ε-neighborhood Nεj (zj) = Nj around zj on which there are two simple functions,
−∞ < kj(z) ≤ k(zj) and l(zj) ≤ lj(z) <∞ on z ∈ Nj, for which
0 < |ωˆj(z, kj(z))| < |ωˆj(z, lj(z))| ∀z ∈ Nj/{0}
and







where k(j) = minz∈Nj kj(z) and l(j) = maxz∈Nj lj(z). Then K ⊂
⋃













where ki(z) = minj,z kj(z) and lj(z) = maxj,z lj(z) on z ∈ ∩Nj 6= ∅ in the case of overlap-
ping neighborhoods. By design we have that
Ω˜p(z) ∈ Gk(ω),l(ω)(K)





kj(z) and l(ω) = max j
z∈Ω
lj(z). Further, if SR(z) is the R’th partial
Fourier sum of ω(z) notice that
|Ω˜p(z)− SR(z)| = O( 1
Lδ
), δ > 0





guarantees that on letting min{|k|, l} ↗ ∞ and ∑ εj ↘ 0, that limp↗∞ Ω˜p(z) = ω(z) uni-
formly since the Fourier series can be brought as close as wanted in the mesh limit. 
Define
O(Ω) .= {µ ∈ R(Ω) satisfying condition 4 of H-ness}
and let D .= Cˆ ∩ O. The following corollary is then immediate.
Corollary 3.5.2. Let K ⊂ Ω be compact and let H .= ⋂(k,l)∈Γµ Hk,l. Then H(K) is dense
in D(K) with respect to the uniform norm.
This follows from the fact that
⋂
(k,l)∈Z2 Gk,l ⊂ G together with the fact that any H
approximant will necessarily satisfy the fourth condition of H-ness.
Putting it all together
We may now therefore prove the following corollary.
Corollary 3.5.3. Let ε > 0, f ∈ C∞c (D+), µ ∈ D(D+) and let Iθf be the ray transform
of f over the integral curves of Yθ = θ∗(µ∂ + µ¯∂¯). Then there exists functions wε(z), and
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Ω˜p(z) such that
||IX˜f − IXf ||Lq(D+) < Cε 1 ≤ q ≤ ∞
for C = C(supp f) constant and where X˜θ = θ∗ 1wε (Ω˜p∂ + Ω˜p∂¯).
Suppose further that ||Hs˜IX˜θ f −HIθf ||S < δ(ε) and that µ ∈ H ∩ D. Then there exists










∣∣∣∣ ≤ ε (3.14)
Proof: Let K ⊃ suppf be compact and let µ = µ |K . Then we see that X˜ = Ω˜p(z)∂ +
Ω˜p(z)∂¯ can be chosen to approximate X = µ∂+µ¯∂¯ so that their integral curves are arbitrarily
close in Lp(K) for 1 ≤ p ≤ ∞ via Poincare´’s inequality. We have the following bound
||x− x˜||Lp ≤ C||µ− Ω˜p(z)||Lp + ||(x− x˜)0||Lp ≤ C ′(ε+ diam{K/suppf})
We make the obvious choice set K = suppf , thus proving the first part of the above.
Let ρα,β be the seminorm on the Fre´chet space S of Schwarz-class functions on C, namely
ρα,β(φ) = supx∈C |xα∂βφ|, which generates the usual topology on S. If f ∈ C∞c (D+) then
clearly Iθf(s) ∈ S since it is a smoothing operator. We let s˜ be the transverse flow induced
by X˜⊥ from which the corresponding Hilbert transform Hs˜ is defined. We assume that
Hs˜I
X˜
θ − HsIXθ f is small in the induced norm ρ on S. That being the case, then because
X˜⊥θ = θ∗α(z)∗
∂
∂s˜ for some function α(z) and because differentiation is continuous on S,
we see that ρ{X˜⊥θ (Hs˜IX˜θ − HsIXθ f)} may therefore be made as small as desired. Keeping
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One then gets the result by the triangle inequality on ρ{X˜⊥θ (Hs˜IX˜θ − HsIXθ f)} and the
substitution Hs˜I
X˜





P (λεi , θ)X˜
⊥





P (λεi , θ)|X˜⊥θ (Hs˜IX˜θ −HsIXθ f)|dθ
≤Mρ{X˜⊥θ (Hs˜IX˜θ −HsIXθ f)}
for a constant M <∞. This proves the second part of the corollary.

We may now summarize our stability and approximation results in the following theo-
rem.
Theorem 3.5.4. Let ε > 0 and H(Iθf)(s(ze
−iθ), eiθ) be given. Suppose that µ(z, z¯) =∑
p+q≥0 apqz
pz¯q is a real-analytic function on D+ and that f ∈ C∞c (D+). Define cr(z, z¯) .=∑
q−p=r apqz
pz¯q. Furthermore, suppose λ∗s, λ∗sz, and λ∗sz¯ are meromorphic for λ ∈ D+.
If, for all z ∈ D+/{0}, there exist infinitely many j ∈ Z such that cj(z) and cj+1(z) are






then there exist functions wε(z), and Ω˜p(z) such that the following inequality holds
||IX˜f − IXf ||Lq(D+) < Cε, 1 ≤ q ≤ ∞
If, in addition, we have that Pk,lµ has meromorphic λ∗s, λ∗sz, and λ∗sz¯ for λ ∈ D+ for all
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(k, l) ∈ Z2 where Pk,l defined by (3.13), and if the following inequality holds
||Hs˜IX˜θ f −HsIθf ||S < δ(ε)










∣∣∣∣ ≤ ε (3.15)
where Iθf is the trace of f over the integral curves of Xθ = θ∗(µ∂ + µ¯∂¯) and where X˜⊥θ =
iθ∗ 1wε (−Ω˜p∂ + Ω˜p∂¯).
3.6 Recapitulation
We’ve seen in this chapter a way of extending the results of the previous chapter to the case
where our initial vector field defining particle transport X has coefficients of a particular
polynomial type. This resulted in the establishment of Theorem 3.4.2. The theorem tells us,
in plain words, that given a non type-H vector field of a certain type one can reparameterize
the integral curves so that the first three conditions needed to apply our inversion formula
2.27 apply. We then considered condition 4 of definition 3.2.1 separately and got the result
3.4.6. We left (to some extent) unanswered the question of how large Hk,l(Ω)/Gk,l(Ω) is.
This remains an interesting open problem in geometric function theory. This being asked,
we have answered, in a very important class of vector fields, the question mentioned in
the introduction motivating this chapter. What’s more, we showed that any vector field
with coefficients in a particular class may be well approximated in the uniform norm by a
function in the class for which reconstructions exist.
Lastly, we gave a proof of Theorem 4.25 which shows that an a priori Fre´chet bound
on the Hilbert transforms of the data can allow us to apply the results to place bounds
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on a naive application of the reconstruction formula. Hilbert transforms are continuous on
Schwarz-class functions and, were it not for the transforms being in different variables, we
might well be able to use this to extend the result 3.5.1. One interesting question that could
be asked is whether the bound ||IXf − IX˜f ||Lq(D+ < ε is enough to yield the inequality




“I have had my results for a long time: but I do not yet know how I am to arrive at them”
-Carl Friederich Gauss





over a class of doubly-parameterized integral curves z(t, s). Notice that the parameterization
used above is in terms of variables θ and s representing which conformal class of vector
fields to choose from and which object of the class (namely which curve) to then choose,
respectively.
A related data type occurs when measurements are made at the boundary over all
incoming angles, referred to in the literature as “fan-beam”. In this case angular projections
are made from a vertex placed at the boundary. The vertex may then move over the
boundary to acquire data over lines fanning out from the shifting vertices, thus the name.
The data is then acquired on the opposite end of the probed body by linear detectors where
86
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it is processed. See, e.g. the classic work by Natterer [48] for more on the mathematics of
this implementation. The important distinction for us is that our data will involve push-
forwards of terms like the following
If(x, ξ)
.
= uf (x, ξ)
∣∣∣
∂+Ω(M)
which are of a slightly different character than what we have encountered in the previous
sections. A scattering operator will provide us the ability to project such objects into the
interior of our domain and thereby place us in a similar situation we have encountered
earlier.
In this chapter we will begin by showing how a different and somewhat less direct
method of complexification of the vector fields underlying geodesic transport may be used.
The method, instead of explicitly inserting a complex parameter into the equation of motion
and its respective solution instead uses the Cauchy transform to produce analytic functions
on the unit disc based solely on given boundary values. Much of the methodology is the
same, mutatis mutandis, however the philosophy is shifted to account for the inherently
geometrically covariant nature of the problem. Of particular difference is the fact that the
transport equation now includes differentiation in the angular variable since it is an operator
on the tangent bundle.
The problem considered in this chapter was the subject of both papers by Uhlmann
and Pestov [41] and the more recent paper by Uhlmann and Salo [45]. In the first case,
microlocal techniques were used to address the inversion of the non-attenuated ray transform
on a simple, 2-dimensional Riemannian manifold with boundary. In that paper an explicit
formula was found modulo a Fredholm corrector. Following on these ideas in the paper [45]
Salo and Uhlmann considered the same problem for the case of the attenuated ray transform
and formulated a procedure for obtaining a solution, although they did not present an
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explicit formula.
An outline of this chapter is as follows. In section 4.1 we will lay out all of the geometrical
and analytical machinery at our disposal as well as to formally state the problem. Then
in section 4.2 we will carry out the steps of complexifying the geodesic vector field as well
as the solutions to the boundary value problem of transport in the manifold. With this
carried out we prove, using novel methods, an inversion formula for the non-attenuated ray
transform identical to that in the paper by Pestov and Uhlmann [41] in section 4.3. In
section 4.4 we will examine some extensions of these methods to the case where attenuation
is present and present a few new results in that direction. We end by presenting brief closing
remarks summarizing our results in the final section 4.6.
4.1 Preliminaries and Notation
We will quickly review all of the notation used in the article [41]. Let (M, g) be a simple,
2-dimensional and compact Riemannian manifold with boundary ∂M. We recall from
the book [69] that a Riemannain manifold with boundary is termed “simple” 1 when the
following two conditions are met
1. The boundary ∂M is strictly convex
2. Any two points p, q ∈M may be joined by a unique geodesic with smooth dependence
on the points p, q
The unit sphere bundle Ω(M) = ⋃x∈MΩx, is defined as the unitized 3-dimensional
subspace of the tangent bundle TM given by the following
Ω(M) = {(x, ξ) ∈ TM : |ξ| = 1}
1This characterization verifies that our manifold has the topological properties of a disc, as mentioned in
say [17].
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with boundary ∂Ω(M) .= {(x, ξ) ∈ TM : x ∈ ∂M, |ξ| = 1}. The boundary is divided into
inner and outer-pointing factors as follows
∂Ω(M) = ∂+Ω(M) ∪ ∂−Ω(M)
where
∂±Ω(M) = {(x, ξ) ∈ ∂Ω(M) : (ν(x), ξ) ≥ 0}
with ν(x) the unit inner-pointing normal boundary vector. Tangent vectors ξ are then
defined as the intersection of the above, namely ∂0Ω(M) = ∂+Ω(M) ∩ ∂−Ω(M).











where Γijk are the components of the Christoffel symbol induced by the metric gij . In the
above, we have used the subscripts Xx,ξ to indicate local representation.
2
We may write the geodesic field as a dot product with the horizontal covariant






and is defined such that X = ξi∇i. The transverse field X⊥ is defined to be X⊥ =
(ξ⊥)i∇i, where ξ⊥ satisfies (ξ⊥, ξ) = 0 and the orientation is clockwise. One could perform
2We will be using the coordinate-free notation X and the coordinate-dependent notation Xx,ξ somewhat
interchangeably depending on the context.
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det g used in the above is needed in order to preserve the modulus, |ξ|2 =
|ξ⊥|2.
Throughout this chapter we will always use a subscript to denote average over an an-









g(x, η)dΩx(η) when g ∈ C∞(Ω(M)) as the case may be. Thus, 0 may be thought of
as a projection mapping from the bundle to the base 0 : Ωx(M) → M. Also, we will be
using plus or minus subscripts g± to indicate even and respectively odd parts (or extensions)
of a function with respect to ξ ∈ Ωx(M). Under this labeling g−(x,−ξ) .= −g(x, ξ) and
g+(x,−ξ) .= g(x, ξ) whenever and wherever g(x, ξ) is defined. This is in contradistinction to
the notation used in the sequel where we will be using the superscript + to indicate limiting
values of a function taken from within the unit disc D+.
We will be using the fiberwise3 Hilbert transform introduced by Pestov and Uhlmann
in the article [56]. This is the object we denote by HΩu of a function u : Ω(M)→ R as the






1 + (ξ, η)
(ξ⊥, η)
g(x, η)dΩx(η), ξ ∈ Ωx (4.1)
In the article [42] the fiberwise Hilbert transform was shown to be unitary on L20(Ωx) =
{f ∈ L2(Ωx) : u0 = 0} satisfying H2g = −g for all g ∈ L20(Ω). In the above dΩx(ξ) is the
line element induced by the metric g on Ωx(M).
3So called because it acts on the fibers of a point x on the base M
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A calculation reveals that by fixing a point x ∈ M and by setting a reference position
in Ωx(M), the above Hilbert transform may be shown to reduce to the standard periodic













as mentioned in the article [17]. The kernel of the above periodic Hilbert transform is the
imaginary part of the Herglotz kernel [36], making it the harmonic conjugate of the stan-
dard Poisson transform on the unit disc. This characterization is unique modulo additive
constants (e.g. [27]) determining the value taken by the imaginary part of a holomorphic
function at the origin.
The advantage of the definition of the fiberwise Hilbert transform in (4.1), as opposed
to the more familiar periodic transform given by equation (4.2) is that
1. It is coordinate independent, and hence explicitly geometrical in flavor and
2. it is uniquely determined
The second point is of interest since the choice of reference angle mentioned in the
previous paragraph is not unique. More precisely, if as in the articles [70, 45] we consider








where HΩ denotes the fiberwise Hilbert transform (4.1). Such orientation preserving map-
pings Sx are unique modulo the group action of rotation Rg 7→ eiθg on S1. It is this
characterization that allows us to deduce the fact that the fiberwise Hilbert transform is
parity-preserving in the sense that (Hg+)− = 0 and (Hg−)+ = 0.
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For a complex-analytic function on the unit disc g = v1 + iv2 one can equally well define
the periodic Hilbert transform via Hg
.
= v2 whenever v2(0, 0) = 0. Therefore we see that
the choice of Sx described above is actually gauge-redundant. The operator is well-defined
independent of the choice of bundle isometry used. We will come back to this point in a
later section.
The preceding operators are related in the following important and beautiful commuta-
tor relation found by Pestov and Uhlmann in their article [42]
Theorem 4.1.1. If (M, g) is a compact and 2-dimensional simple Riemannian manifold
with boundary and u ∈ C∞(Ω(M)) then we have the following relation between covariant
differentiation and fiberwise Hilbert transforms
[HΩ, X]u = X
⊥u0 + (X⊥u)0 (4.3)







Recalling that we mentioned viewing angular averaging as a projection 0
.
= pi, the above






Although the above formulation yields no new computational insight, it may help the reader
keep in mind the relation between Hilbert transforms and rotations. It is, in some way,
an analogue of the frequency-domain rotation interpretation of Hilbert transforms more
commonly encountered in signal processing.
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ξ − λ , |λ| < 1 (4.4)




Cg(λ) = 0, ∀λ ∈ D+
where D± .= {z ∈ C : ±(1 − |z|) > 0}. We use the notation H(K) to denote holomorphic
functions on a domain K. The Cauchy operator C, when viewed as a mapping between
function spaces, satisfies
C : C1(∂D+)→ H(D+)
which will be its most useful feature for our purposes. We will use the hat notation gˆ to
indicate Cauchy transform of a smooth function, gˆ = Cg. We remark that this is occasionally
(and less frequently) referred to in literature as a Caldero´n projection. An exhaustive study
of the Cauchy transform is presented in the book [36].
We define τ(x, ξ) to be the time taken by a geodesic starting at x ∈ M in direction








)u(x, ξ) = −f(x), (x, ξ) ∈ Ω(M) (4.5)
u|∂−Ω(M) = 0 (4.6)







4We assume that the manifold is non-trapping i.e. that the time τ stays finite on Ω(M).
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The geodesic X-ray transform is now defined in the following component-free way
If(x, ξ)
.




We define a trace mapping ψ : Ω(M)→ ∂−Ω(M) as
ψ(x, ξ) = φτ(x,ξ)(x, ξ), (x, ξ) ∈ Ω(M)
taking a geodesic to its conclusion at the boundary.
The diffeomorphic and involutive scatterer α(x, ξ) is defined via
α(x, ξ) =
 (γ(x, ξ, τ(x, ξ)), γ˙(x, ξ, τ(x, ξ))) (x, ξ) ∈ ∂+Ω(M)(γ(x, ξ,−τ(x,−ξ)), γ˙(x, ξ, τ(x,−ξ))) (x, ξ) ∈ ∂−Ω(M)
where γ(x, ξ, τ) is a geodesic through point x in direction ξ ∈ Ωx at time τ(x, ξ).
We will use the above definition of the scatterer α to give the solution to the following







)u(x, ξ) = 0, (x, ξ) ∈ Ω(M)
u|∂+Ω(M) = w
in the following more compact form
u(x, ξ) = wψ
.
= ψ∗α∗w
where ∗ denotes the push-forward composition operation. In the absence of sourcing terms
then, we see that the inner -pointing boundary data gets pulled along characteristics of the
manifold as we would naively expect. These functions were investigated in greater detail in
CHAPTER 4. SOME FAN-BEAM CONSIDERATIONS 95
the more extensive article [56] which formed the inspiration for the results of this chapter.
4.2 Complexification and Motivation
Heuristic Outline
We will begin this section by giving an informal motivation for the formal results to follow.
To start with we use the natural isomorphism x = x1 + ix2 to identify R2 ∼= C. We also
will pretend for the moment that Ω(M) ∼=M× S1 and that all functions to be considered
are, in local coordinates, functions on Σ × ∂D+, where Σ ⊂ C is a subset of a coordinate















− Γ(z, ξ(z), ∂
∂ξ
)
for a function Γ(·, ·, ·) |Σ×Ωx×TzM : C∞(Ω(M)) → C∞(Ω(M)) generally quadratic in the
second argument. The motivation for what follows is the following informal and completely
heuristic description.
• X and X⊥ should have the same first order behavior in “small ξ”, in the sense that we
would naively expect X = ξ(z) ∂∂z + ξ¯(z)
∂
∂z¯ +O(|ξ|2) and X⊥ = −iξ(z) ∂∂z + iξ¯(z) ∂∂z¯ +
O(|ξ|2) as |ξ| ↘ 0. Therefore, if we can extend X to act on general holomorphic
functions (of the second variable) g(z, λ) in Σ×D+ we will, by analyticity, introduce
no singularities in the Γ(z, ξ, ∂∂ξ )g(z, ξ) term by taking a limit in small ξ.
The Cauchy transform will be our tool for bridging the gap between smooth functions on
Σ × ∂D+ and holomorphic functions in the second variable on Σ × D+. As the problem
now stands, such notions of “small ξ” are meaningless since working on the sphere bundle
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necessarily means that gijξ
iξj = 1. Therefore we will be using the Cauchy transform to
help extend the domain of the angular variable in the following section.
4.2.1 Complexification of Tangent Vectors
Consider the function uf (z, ξ) satifying the transport equation (4.5) with vanishing outgoing
conditions and fix a point x = z ∈M. Let Sx be any orientation-preserving isometry from






i.e. the tilde denotes the operation of pushforward; g˜ = (Sx)∗g.
We then define uˆf (z, λ)
.
= (Cu˜f (z, ·))(λ) for all λ ∈ D+ where C denotes the Cauchy
transform given by the relation (4.4). Since uˆf (z, λ) is complex-analytic in the second argu-
ment, it admits the following boundary limits determined by the familiar Plemelj relations
lim
λ→eiθ∈∂D+
uˆf (z, λ) =
1
2
u˜f (z, eiθ)− 1
2








(u˜f (z, θ)− iHu˜f (z, θ) + u˜f0(z))















{u˜f−(z, θ)− iHu˜f−(z, θ)} (4.10)
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We may now provide a corresponding complexification of the differentiaion on the man-
ifold by extending the domain of the covariant derivative operator X = ξi∇i to a subset of











ξ − λ dξ (4.11)
where, in the above X˜
.
= (Sx)∗X as in the case with functions. 5








ξ − λ dξ
Xˆ is the complexification of the underlying transport field that allows for the reconstruction
to take place in the following section. It shares some structural similarity to the complexifi-
cation discussed at length in the previous chapters. We complexifiy the transverse operator
Xˆ⊥ in an identical manner.
We notice that when R : (x, ξ) → (x,−ξ) that X(Rv) = −R(Xv) as discussed in the
article [45], Lemma 2.3. This can be seen by using the chain rule and working out explicitly
in coordinates. Therefore, if Xu = −h and h(x, ξ) is even i.e. h = RH then Xu−− = −h.
Since f(z) is trivially even in the angular variable Xuf = −f implies that
Xuf− = −f
This fact will be useful to us later in obtaining an explicit reconstruction formula.
Remark 4.2.1. We reiterate that the we created, from functions on Ωx(M) functions
5We recall that (ζ∗Y )h
.
= Y (ζ∗h) for vector field Y and diffeomorphism ζ.
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on Σ × ∂D+ through the pullback with Sx. We then complexified these expressions to get
functions (resp. operators) on Σ×D+. We are left with complexified versions of the original
objects in the unit disc. Although this process is somewhat circuitous, it appears to be an
unfortunate necessity.
4.3 The Main Inversion Formula
In general, we remark that if Ξ : Σ× S1 → Σ× S1 is given by (x, θ) 7→ (x, θ − pi2 ) then
S−1x ◦ Ξ ◦ Sx : (x, ξ)→ (x, ξ⊥)
Therefore, we will use the fact that X˜x,θ−pi
2
= X˜⊥x,θ.
We will be using some more precise fallout of these results in what follows. First,
from the definition of simplicity, we have immediately that (M, g) is connected since it
is path-connected via geodesics. We also have, by convexity of the boundary that it is
simply-connected (hence the comparison with the closed disc made earlier). This has the
consequence, as mentioned in the article [70] that so-called isothermal coordinates exist
globally6 on M. By this we mean that there are coordinates xi : M → Σ such that the
metric tensor takes the special harmonic form
ds2 = e2µ(z,z¯)dzdz¯
This has the immediate advantage of globally diagonalizing the gauge connection so that
6That such coordinates exist locally around any point of a Riemannian manifold was first proved by
Korn and Lichtenstein and rests on solving an associated Beltrami equation. The result holds generically
whenever the components of the metric tensor gij(x) are Ho¨lder continuous of order 0 < ω < 1 with known
counterexamples in the case of mere continuity [13]. The global coordinates mentioned here are only for
the special case allowed by the assumptions of this chapter. An interesting view on this problem was taken
up in the paper [18] where it is shown that the Laplacian relates to the gauge connection in the following
way ∆xk = −gijΓkij . The problem of finding global isothermal (hence harmonic and conjugate harmonic)
coordinates essentially reduces to solving Laplace’s equation on the same region.
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that since the Cauchy transform acts as a continuous projection from L2(S1) onto the
Bergman space H2(D+), one has the representation given by the following
∂
∂θ





With a similar relation holding for the spatial derivatives. The above results hold
strongly since the function under consideration are periodic and differentiable to all orders.














Therefore, the relation X˜x,θ−pi
2
= X˜⊥x,θ, together with the above, implies that at the point
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λ = 0 we have the important limiting relation between the Cauchy transforms of the geodesic
and transverse geodesic vector fields;
(−iXˆuˆf−)(z, 0) = (Xˆ⊥uˆf−)(z, 0)
Keeping in mind the boundary limits of the holomorphic function uˆf−(z, λ) given in (4.9),





















Then X˜u˜f− = X(Sx)∗(Sx)∗u
f












and likewise X˜⊥Hu˜f− = X⊥HΩu
f
−.























We then use the relation −iXˆuˆf− |(z,0) = Xˆ⊥uˆf− |(z,0) to equate the real and imaginary parts
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of equations (4.20) and get the following identities
(XHΩu
f
−)0 = −(X⊥uf−)0 (4.22)
and
f = −(X⊥HΩuf−)0(z) (4.23)
4.3.1 The Commutator Reappears
Let’s quickly examine where these identities lead. In the first place, we recall the Pestov
and Uhlmann identity given in Theorem 4.1.1 mentioned in the introduction. Namely when
g ∈ C∞(Ω(M)) one has the following identity holds
[HΩ, X]g(z, ξ) = (X
⊥g)0(z) +X⊥g0(z)







In the above we have used the fact that HΩ has an odd kernel in tangent vectors and
therefore HΩ(f(z)) = 0. We also used the obvious fact that (u
f
−)0(z) = 0 since u
f
− is
the odd extension of uf (z, ξ). We notice that on taking angular averages of the above we
reproduce the relation (4.22).
Next, following the conventions in the article [41] we recall the (smoothing) mapping
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In that same paper it was demonstrated, among other things, that W : C∞0 (Ω(M) →
C∞(M) can be extended to a smoothing operator W : L2(M) → C∞(M) and that W




f(y)W (x, y)dVg(y) (4.24)
for V the induced surface measure on M. The kernel W (x, y) can be shown to take the
form





for a smooth function Q on the tangent bundle and for Exp : TxM→M the exponential
map7 (which is diffeomorphic on simple manifolds). It should also be remarked that in cases
of constant curvature W = 0. We will come back to these formulae in much more detail in
the sequel.




as was just shown above.
The stationary linear Boltzmann transport boundary value problem
Xu = −f u|∂+Ω(M) = v
admits a solution of the following form
u(z, ξ) = uf (z, ξ) + vψ
7We recall that the exponential mapping Expx is uniquely determined by taking v 7→ γ(1, x, v)
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Whence, with XHΩu
f




Wf + vψ (4.25)
with v = 12HΩ(If)− |∂+Ω(M).
Therefore by using the identity (4.23) we obtained through our limiting complexification
arguments f = −(X⊥HΩuf−)0 we get, upon substituting the relation (4.25) the following
result
Theorem 4.3.1. Let (M, g) be a simple and compact Riemannian manifold with boundary
and let f ∈ C∞(M) then the following explicit inversion holds
f +W 2f = −(X⊥vψ)0, v = 1
2
HΩ(If)− |∂+Ω(M) (4.26)
The above is a reconstruction relation of Fredholm type for the data vψ measured only
at the boundary ∂M. We remark that we reproduced relation (4.23) using only basic results
of complex analysis and the commutator relation, which as far a the author is aware is a
novel approach. As we mentioned, the W term vanishes in case of constant curvature.
4.4 A Case of Attenuation
We end the thesis by presenting some results towards the direction of obtaining a fully ex-
plicit filtered backprojection inversion formulae for the attenuated ray transform on simple,
compact Riemannian manifolds with boundary. We address the problem, through complex-
ification, in much the same way as in the Euclidean case, only this time we must use the
Cauchy transform as in the previous section. Some of the work here was communicated to
the author in notes by Mikko Salo.
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To start with we will be wanting to consider the stationary transport in the presence of
an absorption term a(z) ∈ C∞(M), namely
(X + a)w = −f, w |∂−Ω(M)
We consider the integrating factor determined by eh where h(x, ξ) = u−a so that the trans-
port equation reduces to the following
X(ehw) = −ehf (4.27)
and therefore




= −feh and ufeh |∂−Ω = 0 as per our previous notation. The trace at the
incoming boundary of the simple manifold is the geodesic attenuated ray transform of the
function f , namely
w|∂+Ω(M) = e−IaIaf (4.28)









Because of this, in what follows, we will derive the following explicit relation for the operator
Waf on C
∞(M) which is more involved since the terms we are differentiating have nontrivial
bundle dependence. The following was proved, in slightly different form, by Mikko Salo in
a set of notes communicated to the author.
Lemma 4.4.1. Consider attenuation a ∈ C∞(M). Then Waf = (X⊥e−uaufeu
a
)0 is given
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(e−hf)(x, ξ)c(t, x, ξ)∂θ|φtehdtdΩx
where, in the above h
.
= u−a, φt(x, ξ) is the flow generating the geodesic field, γ(t, x, ξ) are
geodesics through (x, ξ) ∈ Ωx(M) at time t, τ(x, ξ) is the finite time length of the geodesic
passing through (x, ξ), ∂θ = (ξ
⊥, ∂∂ξ ||ξ|=1)g and c(t, x, ξ) ∈ C1(supp(τ)/{0} × Ω(M)) and
W (x, y) is given by equation (4.24).
Proof: We proceed as in the article [41] by defining two Jacobi fields8 J and N satisfying
the relations J i(t, x, ξ) = X⊥γi(t, x, ξ) and N i = ∂θγi(t, x, ξ) satisfying the following initial
conditions
J(0, x, ξ) = ξ⊥ J˙(0, x, ξ) = 0
and
N(0, x, ξ) = 0 N˙(0, x, ξ) = ξ⊥
where the dot notation is shorthand for parallel differentiation along the geodesic, Dt
.
= γ˙ ·∇.
These relations imply the existence of scalar-valued functions α and β such that J = αγ˙⊥
and N = βγ˙⊥ for α¨+Kα = β¨ +Kβ = 0 where K is the Gaussian scalar curvature on M.
The chain rule implies that functions9 of the geodesic flow φt on the tangent bundle
satisfy that X⊥ = (J i ∂
∂xi
+ J˙ i ∂
∂ξi
) |φt. Therefore, let ε > 0 and use the Leibniz integral rule
8Recall that a Jacobi field is a vector field satisfying Jacobi’s differential equation J¨ i + RijklJ
iγ˙kγ˙l = 0
arising as the variational field of a geodesic orthogonal variation.
9We use a convenient suppression of notation and use m(φt) to signify m(γ, γ˙)
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= I1 + I2(ε) + I3 (4.32)
























h − N˙ i∂fe
h
∂ξi
) = J i
∂feh
∂xi
Making the above substitution, integrating by parts, and using the Leibniz rule on integrals


























where q = ∂θ
α
β . Then (recalling
∂
∂ξf = 0) we have the following
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I2(ε) + I3 = −(Mf)(x, ε) +
∫
{τ(x,ξ)>ε}×Ωx








where M is an operator we will address momentarily and where we’ve defined the following
function





, t 6= 0 (4.36)
Next recall (e.g. [13]) that a boundary defining function is a smooth, locally assigned function
on M such that p|M◦ < 0, p|∂M = 0 and such that the differential map satisfies dp|∂M 6=
0. With that being the case, observe that, by definition, βJ = αN and this implies that
(X⊥ − αβ ∂θ)γ(t, x, ξ) = 0. The vanishing of (X⊥ − αβ ∂θ)p(γ(τ(x, ξ), x, ξ)) together with the
nonvanishing of the differential of p implies that (X⊥ − αβ ∂θ)τ = 0. Therefore we have
I2(ε) + I3 = −(Mf)(x, ε) +
∫
{τ(x,ξ)>ε}×Ωx
e−h(x, ξ)c(t, x, ξ)∂θ|φt(feh)dtdΩx




= q has a removable singularity
at t = 0 and hence has a smooth extension, which actually vanishes there. Thus, there is a
function Q defined as
q(t, x, ξ) = tQ(x, tξ) Q ∈ C∞(TM)
which will justify a change to polar coordinates. Therefore we may find the following ex-
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h(γ(x, η), γ˙(x, η))dTx(η)
where Dx = Exp
−1
x M and γ(x, η) .= γ(x, η|η| , |η|). Then again, under a further change of




f(y)eh(y, η(y))e−h(x, η(y))W (x, y)dVg(y) (4.37)
for η(y) = Exp
−1
x y
|Exp−1x y| and where





























(∇a)iN i(t, x, ξ)dtdΩx(ξ) (4.39)







Which is a smoothing term. Therefore, on collecting terms and sending ε↘ 0 we get that
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(e−hf)(x, ξ)c(t, x, ξ)∂θ|φtehdtdΩx
Considering that dg(x, y) = |Exp−1x y| and the fact that, along geodesics the inverse of the
exponential map provides a parallel differentiation, Exp−1x = Dt it is clear that ∇ydg(x, y) =
Exp−1x y
|Exp−1x y| and the above result reduces to what was to be demonstrated. 
We now present our main result which is an inversion formula modulo Fredholm terms
and an averaging term.
Theorem 4.4.2. Let (M, g) be a simple and compact Riemannian manifold with boundary
and let f ∈ C∞(M). Let attenuation a ∈ C∞c (M◦) and let ∂θ = (ξ⊥, ∂∂ξ ||ξ|=1)g and let N be
the Jacobi field along the geodesic flow φt satisfying N
i = ∂θγ
i(t, x, ξ) with initial conditions
N i(γ(0, x, ξ)) = 0, N˙ i(γ(0, x, ξ)) = ξ⊥.
We suppose that
1. (∇a,N)g = 0
2. (∂θ{H(eu−a)+})(φt) = 0
Then there exists a function w and smoothing operators W , Wa and K such that we have
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the following reconstruction formula
f + a(w+)0 +W (Waf) +Kaf = −(X⊥vψ)0 (4.41)
for v = 12HΩ{e−Ia(Iaf)|∂+Ω}−.
Proof: Define
w(x, ξ) = e−h(x,ξ)ufe
h
(4.42)
With the considerations of the preceding section anticipated, define the following com-
plexification of the function w(x, ξ) as
wˆ−(z, λ)
.
= C((Sx)∗w−(z, ·))(λ) λ ∈ D+
We consider the fact that
(Xˆwˆ−)0 = (Xˆ + a(z))wˆ−(z, λ)|λ=0 (4.43)
= ((X˜ + a)w˜−)0(z) (4.44)
since wˆ−(z, 0) = 0, a fact we will make more use of shortly. Also, we remark that the
following is an easy calculation
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Based on the above considerations together with the results of last section that lim|λ|↘0 Xˆg(z, λ) =
lim|λ|↘0 iXˆ⊥g(z, λ) for g ∈ C∞(Σ) ⊗H(D+) we conclude that, since w+ ∈ R we have the
following
f(z) + a(z)(w+)0 = −(X⊥HΩw−)0(z)
For the above to be sensible we must make sure the operator appearing on the right hand
side of the above is well-defined and admits the decomposition stated in the theorem.
For this, taking Hilbert transforms of Xw− = −aw+ − f(z) gives that XHΩw− =
−aHw+ − (X⊥w−)0 so that we get the decomposition
HΩw− = uaHw+−Waf + vψ
= uaHw+ + uWaf + vψ (4.48)
where we recall that Waf = (X
⊥w−)0 = (X⊥w)0 and v = 12HΩw−|∂+Ω. We employ Lemma
4.4.1 to see that the term Waf equals




(e−hf)(x, ξ)c(t, x, ξ)∂θ|φtehdtdΩx
for smoothing operator G, which follows by the smoothness of the kernel W (x, y) discussed
in the lemma. Since ∇a⊥N along γ(t, x, ξ) and the support of the attenuation, it follows
that ∂θ|φteh = 0, in which case Waf = Gf , and is perfectly smooth.
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a(φt(x, ξ))c(t, x, ξ)∂θHw+dt (4.49)
Recalling that ∂θ(
α









a(y)W (x, y)(Hw+)(y,∇ydg(x, y))dVg(y) (4.50)
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which is smoothing. Putting it all together gives the following
f(z) + a(z)(w+)0 = −(X⊥HΩw−)0(z)
= −(X⊥uaHw+)0 − (X⊥uWaf )0 + (X⊥vψ)0
= −Kaf −W (Waf) + (X⊥vψ)0 (4.51)
which is what was to be demonstrated. 
Remark 4.4.3. In constant curvature scenarios W (x, y) = 0 and the result above reduces
to the even simpler form where f(z) + a(z)(w+)0 = −(X⊥vψ)0. In cases of non-constant
but small perturbation of constant curvature, it can be shown (see e.g. [38]) that W is small
and hence the operator norms of the terms involved can be made small as well. This follows
because bounds on the term q appearing in the integrals can be deduced from bounds on the
scalar curvature.
I claim that the restriction (∇a,N) = 0 is actually not very limiting. Indeed, if the
condition is in fact met, then one has that a ∈ kerW , which in case of constant curvature
always happens. If instead a ∈ kerW then (∇a,N)|φt = 0 might not hold but it holds on
average in the sense that ((∇a,N)|φt)0 = 0.
4.5 Ritornello: A Final Result
In the following we will now consider what happens without using odd extensions and
find that we produce a result quite similar to that encountered earlier in Chapter 2, but
whose interpretation is less certain and whose inclusion is presented solely for the sake of
completeness as well as to open the inquiry into further lines of future research. It is not
a bona fide reconstruction result (since the right hand side is not data dependent in an
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obvious way). The reader is urged to view the following result as a heuristic extension of
Theorem 2.38.
Proposition 4.5.1. Let (M, g) be a simple and compact Riemannian manifold with bound-
ary and let f ∈ C∞(M). Let attenuation a ∈ C∞c (M◦) ∩ kerW . Then there is a bounded
operator κ such that the following relation holds
f − κ(a, f) = −(X⊥e−h2Haufe
h
2 )0 (4.52)
where h = u−a and Ha : m→ (CHΩC + SHΩS)m with C = cos(Hu−a2 ) and S = sin(Hu
−a
2 )
whenever the right hand side is well-defined.

























What’s more, since a ∈ kerW then Hh is constant along geodesics so that g1 can be ex-










CHAPTER 4. SOME FAN-BEAM CONSIDERATIONS 115
and therefore we have that


































2 − ie−h2 (Ha + iSHC − iCHS)ufe
h
2 (4.56)
Now we employ our usual trick, whereby as from the last section we saw that, on complex-






and therefore, comparing the real and imaginary parts of
lim
|λ|↘0




{(iXˆ⊥ + a)w(z, λ)} (4.58)
gives us the following interesting relation
−f − i((X + a)g2)0 + ((X + a)w0)0 = i(X⊥g1)0 + a(g1)0 + (X⊥g2)0 − ia(g2)0
+ i(X⊥w0)0 + aw0 (4.59)
But, by the Pestov/Uhlmann commutator relation we have the following
(X + a)g2 = −X⊥(g1)0 − (X⊥g1)0
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Therefore, making the above substitution yields
−f + ((X + a)w0)0 = a(g1)0 + (X⊥g2)0 − ia(g2)0 + aw0 (4.60)
where we made use of the fact that w0 = (g1)0. Then
−f +X(g1)0 = a(g1)0 + (X⊥g2)0 − ia(g2)0 (4.61)
Then, making use of the values in equation (4.56) we take the real part of the above, together
with the fact that a ∈ kerW means that g1 ∈ R gives the following
f − (X − a)(g1)0 + a(=(g2))0 = −(X⊥<(g2))0
The result follows with
κ(a, f)
.
= (X − a)(g1)0 − a(=(g2))0
together with the observation that all operations above are smooth since (g1)0 ∈ C∞(M). 
4.6 Conclusions
4.6.1 Comparison with Previous Results
In this chapter we took the geodesic transport equation on a manifold and complexified it,
somewhat ex nihilo, by utilizing the Cauchy transform as a map from continuous to holo-
morphic functions. We saw that the situation, expressing itself completely geometrically,
required being careful about going back and forth between the sphere bundle and the unit
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disc, our more familiar setting.
Other than some of these technicalities, the steps are mostly the same. Namely;
1. Complexify the operator Xx,ξ via isometries and the Cauchy transform
2. Complexify the solution to the transport equation uf likewise
3. Analyze the limiting values of the solution of the complexified transport equation
4. Use the relations between the longitudinal and transverse geodesic fields to give an
expression for the source in terms of averages limiting values of the complexified uf ,
which as it happens, depend on the data we are interested in.
The main differences are, as mentioned earlier, the technical considerations obstructing a
“direct” complexification in a manner similar to earlier chapters. Also, the data we have
inverted is itself of a different character. We also remark that no use was made for an
explicit transverse parameterization of the geodesic flow i.e. φt 6= φt(s) say. The operator
W in some sense takes over the role of this type of parameterization that was crucial for
our earlier work in the unit disc. Furthermore, the Hilbert transform is taken with respect
to a different argument.
At this point it is unclear whether or not this method extends to give more explicit
results for the attenuated ray transform on the same class of surfaces in a manner similar
to that of earlier chapters although it appears a very promising line of future research as
our final result indicates.
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Appendix A
A Review of Differential Geometry
Here we review the basic concepts of differential geometry employed throughout the preced-
ing chapters. Much of the material is self-contained, requiring only familiarity with calculus
and linear algebra. The style of the first few sections was heavily inspired by Andrei Be-
loborodov’s wonderful unpublished lecture notes on general relativity. References will be
listed throughout, but particularly helpful ones are [5, 67] and [24]. I have tried to give a
reasonably unique perspective on the tensor calculus.
A.1 Euclidean Geometry
“Under my pillow, next to my Bible and my .44 magnum, I keep my book of vector calculus”
-John Neu (attributed)
1
APPENDIX A. A REVIEW OF DIFFERENTIAL GEOMETRY 2
A.1.1 Vectors in Cartesian Space
A vector is a geometrical object in the sense that it exists “independent of a particular
coordinate system”. It can be visualized as an arrow embedded in familiar space, which
of course has a meaning irrespective of whatever coordinate grid one decides to lay on top





i’s are referred to as the components of the vector x, with respect to
the basis {ei}i. Since we need a basis in order to write down the components of a vector,
a basis is also called a “frame”, or “coordinate frame”. The coordinate frame tells us how
to measure the components of a given vector.
We adopt the shorthand Einstein convention that whenever an index appears in an























n for j = 1, ...J
p = 1, ...P
l = 1, ..., L
where J, P, L are the maximum values of the indices j, p, l, usually suppressed and clear
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from context 1. Notice that the Einstein convention in this form is different from that
given typically in classical mechanics (as in e.g. [33]) where often one does not distinguish










Since, as mentioned earlier, a vector is to be considered as an geometrical object, one
should like to know how its representation is affected when the coordinate frame undergoes

















n′e2 + · · · +Ann′en




describes the linear change of basis from the {ei}i frame to the {ei′}i′ frame, then we can
now write
1Notice that, without knowing anything else, the Einstein convention has the advantage that components
always commute, even though the objects they may represent don’t. I.e., although AB 6= BA in general for






j . This alone is reason enough to adopt the convention.
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x = ciei = c
i′ei′ = c
i′Aii′ei




gives a formula for the change the components undergo once the axes have shifted. Eqn’s
(A.1) and (A.2) are our first examples of transformation laws for geometrical objects. They
will serve as a foundation for the general laws to come.
A.1.2 Dual Vectors in Cartesian Space
A dual element ω (also called a covector) of an n-dimensional vector space V is a linear
functional ω : V → R. The set of all such dual elements itself forms a vector space, called
(not surprisingly), the dual space V ∗. To determine the components of ω with respect to
a particular basis, say {ei}i, one uses linearity of the functional to get




where we’ve defined the components of ω in the {ei}i basis as the action of ω on each
basis element. There is a particularly helpful construct called the dual basis {ej}j of {ei}i
defined by the relation
ei · ej = δij
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where
δij =
 1 if i = j0 if i 6= j
is the Kronecker symbol in n dimensions. Using this convention then, the dual basis helps
us read off the components in a given frame as
x · ei = cjej · ei
= ci (A.5)
or, in other words
x = (x · ei)ei (A.6)
illustrates the relationship between the dual basis and the representation of a vector with
respect to a given frame. Since the dual basis is itself a basis, one may also represent x




ci = x · ei
Let’s now check the transformation properties of the dual basis, under the transformation






































gives the relation for transforming components of a dual vector under an orthogonal, in-
vertible coordinate change. Obviously, V ∗∗ = V , so it is arbitrary which one we call V and
which one we call its dual, though once a selection is made, we are stuck with it.
The Tensor Product
We can now define a new object ω ⊗ τ , the tensor product of ω and τ as the universal
(in the algebraic sense) bilinear pairing of covectors ω and τ . Namely, ω ⊗ τ : V × V → R
via ω ⊗ τ(x1,x2) = ω(x1)τ(x2). Linearity follows from linearity of each term in the tensor
product. Furthermore, the representation in component form is
(ω ⊗ τ)ij = ωiτj
This is also sometimes called an outer product (in contradistinction to an inner product on
a vector space). By the reflexivity condition for finite-dimensional vector spaces (V ∗∗ = V ),
we could have just as well taken the tensor product of a vector and a covector, x ⊗ ω, or
a vector and a vector x1 ⊗ x2, defined in the obvious manner. Namely, the components of
APPENDIX A. A REVIEW OF DIFFERENTIAL GEOMETRY 7
a tensor product are always just the product of the components of the vectors/covectors.
The process can obviously be iterated indefinitely as ⊗ΠNi=1yi .= y1 ⊗ · · · ⊗ yN with the yi
given vectors or covectors.
The last noteworthy thing to mention is that the collection of all such objects obtained
through tensor products in this manner is itself a vector space. Namely, for vector spaces
Mi one has that
M = ⊗Πi∈IMi
is itself a vector space, called the tensor product space and is the universal (in the algebraic
sense) pairing of vector spaces (or more generally, modules).
A.1.3 Tensors in Cartesian Space











j cj = A
j′
j cj′






on a vector space V is a multilinear function mapping p copies of V and q copies
of V ∗ to R,
T : V ∗ × V ∗ × · · · × V ∗︸ ︷︷ ︸
q times
×
p times︷ ︸︸ ︷
V × V × · · · × V −→ R
As a multilinear mapping, it is defined by its action on the p vectors and q covectors defining
the bases for the respective spaces. Namely, one has that
APPENDIX A. A REVIEW OF DIFFERENTIAL GEOMETRY 8














1 , ..., ei
′






















· · ·Ajpj′pT (e
















































are just the components with respect to a given basis, and thus the action




ei1 ⊗ · · · ⊗ eiq ⊗ ej1 ⊗ · · · ⊗ ejp (A.12)
and is a multilinear functional on the tensor product space ⊗Πqi=1V ∗ ⊗ Πpi=1V . We will
almost always specify a tensor only by its components, since the basis will be clear from
context.











. We refer to indices appearing in the lower
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position as covariant 2 and indices appearing in the upper positions as contravariant. The
prefixes “co-” and “contra” are there to remind us whether the object changes like (with)
or unlike (against) the basis vectors, since the transformation properties mimic those of the






A.1.4 Local Bases: Global to Local
The preceding roughly exhausts Euclidean geometry from the global viewpoint. By this, I
mean to say that the basis is fixed in space. However, often this is not the most natural (or
computationally efficient) way of viewing things and one is instead interested in an adapted
frame, a set of basis vectors that vary from point to point and in such a way as to help
describe the symmetries of the system under consideration. We pause for a digression into
classical mechanics to motivate these heuristic considerations.
The Metric Tensor
The dynamical content of a classical system of particles is encoded in a Lagrangian function
(simply “Lagrangian”) L(q, q˙, t) where q = (q1(t), q2(t), ..., qn(t)) is a vector of so-called
generalized coordinates3 implicitly constraining the degrees of freedom of the system
under consideration. The space of allowable q is referred to as the configuration manifold
or configuration space of the system under question. For example, if one is interested in a
2In physics, the terms “covariant” and “invariant” are often used interchangably, and this should not
surprise you since after all, an object with covariant components is an object which satisfies a tensor trans-
formation law and hence is geometric in nature, and ipso facto exists independent of coordinate frames and
is thus “invariant” with respect to changes in them
3If the dynamical object in question is a field rather than a particle, i.e. is spread out in space rather than
localized, the the variables qi are replaced by φ(x, t) and the Lagrangian function is instead a Lagrangian
density, i.e. a measure on the configuration manifold. Most of the important physics is given in the particle
case however, so for the time being we use that as our motivation.
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system with rotational symmetry in three dimensions, then q1(t) = ρ(t), q2(t) = θ(t) and
q3(t) = φ(t) are obvious candidates. The Lagrangian has units of energy and will always
contain a term quadratic in velocity q˙ 4, therefore we must come to understand how to
evaluate velocity and its square in an invariant way.
We use our position vector x(t), which we assume to be smooth, to come up with a






Immediately we notice that this basis element varies through space since it depends explic-
itly on position. Keeping the position dependence in the back of our minds, we now write





Since the Lagrangian is quadratic in velocity, we evaluate |x˙|2 as
|x˙|2 = x˙ · x˙
= (q˙iei) · (q˙jej)





= ei · ej referred to as the symmetric bilinear metric tensor5. Unlike in
the previous sections, this tensor is not a constant. In fact, because it explicitly makes
4There is no loss of generality in assuming this, since the only fields we know how to quantize are ones
with Lagrangians quadratic in the velocities, see e.g. [79]
5“Metric” since it allows us to “measure” velocity and “tensor” due to the linearity of the dot product
in its definition forcing it to satisfy the tensor transformation law.
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an appearance in the Lagrangian, and because it explicitly involves the frame, it is the
first taste of how the geometry influences the physics and vice versa a recurring theme in
mathematical physics.




where gij = (g−1)ij is the components of the matrix inverse to the metric tensor6. To see
that this is in fact the correct way to define the dual elements we just check that it is dual
to the frame, namely
ei · ej = (gikek) · ej
= gik(ek · ej)
= gikgkj
= δij (A.14)
Thus, action by g is the correct way to raise or lower indices, in the sense that it serves as















6We have assumed the coordinates are nondegenerate, so that g is in fact invertible. There may of course
be singular points, however we work away from these points generally and so g is invertible on the domain
of interest.
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Free-Field Trajectories
Having found an expression for the velocity in our adapted frame we now want to examine
the trajectory in configuration space of a free particle undergoing no external forcing. New-
ton’s law tells us that force and acceleration are proportional so that free particles satisfy









Then, since ei is a vector, its derivative
∂ei
∂qj
is also a vector and we can choose to represent




The term Γkij is called the Christoffel symbol
7 associated to the metric g. Plugging this
back into (A.15) we get
x¨ = q¨iei + q˙
iq˙jΓkijek
= (q¨k + q˙iq˙jΓkij)ek (A.16)
which in the absence of external forcing gives the equations of motion
q¨k + q˙iq˙jΓkij = 0 (A.17)
This is a set of n second order ordinary differential equations in the generalized coordinate
variables. Using the standard procedure, one switches to phase space coordinates and
7Despite it having indices, the Christoffel symbol is not a tensor since it does not satisfy the tensor
transformation law (A.11) as shown in e.g. [71]
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defines the system
q˙i = θ˙ (A.18)
θ˙i = −Γijkθjθk (A.19)
whereby the standard existence and uniqueness results for local solutions of ordinary dif-
ferential equations (see e.g. [14]) follows from the smoothness of the Christoffel symbols.
Picking a point and a place to go, we have a unique local free-field trajectory.
One may wonder what exactly the Christoffel symbols are. The definition ∂ei
∂qj
= Γkijek
is not all that satisfying. To compute them, one only has to use the dual basis relation to
get el · ∂ei
∂qj
= Γlij . Before we go further we are going to introduce yet another shorthand
to make calculations even more compact. We hereby replace partial differentiations with
commas, so that for instance ei = x,i. Since ek,j = x,jk = x,kj = ej,k (not obvious!) we see
that Γijk = Γ
i
kj , i.e. the Christoffel symbol is symmetric in its lower indices.
Then, compactly we check
gij,m = ei · ej,m +ej · ei,m
gim,j = ei · em,j +em · ei,j
gjm,i = ej · em,i +em · ej,i
Adding the last two lines and using the symmetry ek,j = ej,k one gets
gim,j + gjm,i = 2em · ei,j + ei · em,j + ej · em,i
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which, by using the symmetry yet again we can write as
gim,j + gjm,i = 2em · ei,j + gij,m




(gim,j + gjm,i − gij,m) (A.20)
gives the Christoffel symbol in terms of the metric tensor.
Equations (A.20) and (A.15) give us the geometrical content of the free-field trajectory
equation. Namely, they tell us that the metric tensor directly influences the path of free
particles. The solution to the initial value problem (A.18), (A.19) is best thought of as a
set of preferred curves in configuration space directly influenced by the metric.
A Covariant Calculus
When differentiated in the standard way, a vector given with respect to the adapted frame
fails to be covariant, since as we’ve seen in the derivation of (A.15), component differentia-
tion fails to take into account the changes in the frame itself. Put shortly, for a vector V iei










does transform correctly since it includes changes in the local basis. We therefore use (A.21)
as a springboard for the definition of a fully covariant derivative8 given in components
8Often this object is called a “connection” or an “affine connection”, although there is some ambiguity
in the literature, since the Christoffel symbol is alternatively referred to by these names, as well as a “gauge
connection”.
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by
(∇V )ij .= V i,j + ΓijkV k (A.22)
such that (∇V )ijei is a bona fide covariant vector representing the change in the vector V i
along the direction of the j’th coordinate curve. It is often (misleadingly) abbreviated as
∇jV i. The introduction of the nontensorial compensating affine corrector Γijk is necessary
for a calculus that retains the transformation properties that we need. The covariant deriva-





The directional derivative operator now becomes V j∇j and a more compact way of
writing eq’n (A.15) is
0 = ∇x˙x˙ (A.23)
x˙i∇ix˙j
= x˙ix˙j,i + x˙
jΓijkx˙
k
= x¨i + Γijkx˙
j x˙k
Eq’n (A.23) is often summarized by saying that “x(t) parallel transports its own tangent
vector”, since the covariant differentiation along the curve x(t) and in the direction of the
tangent vector x˙(t) yields no change. If one were to walk along with the curve x(t) and
watch x˙(t), one would not notice it moving with respect to the walking direction. Thus, it
defines a type of “parallel transport” of a vector along a path. Notice also that when acting
on a scalar field (as opposed to a vector field like V i(x)) the covariant derivative reduces
to the partial derivative. Keeping this in mind, we take the derivative of an inner product
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and enforce the Leibniz rule to hold9











j) + V iWi;k (A.24)
We cancel terms and relabel indices to get
V iWi;k = V
iWi,k − ΓlikV iWl = V i(Wi,k − ΓlikWl)
Since the vector V i was arbitrary we must have then that






-type covariant derivative of a covector. One can show that this compatibility
with the Leibniz rule is equivalent to the metric being covariantly constant, i.e.
gij;k = 0
We use the covariant derivative of a vector and covector given above as a model for the





tensor. To covariantly differentiate a general tensor we
add a Γ term for each contravariant index and subtract a Γ term for each covariant index
(the justification is a simple extension of what was just done for covectors). In gory detail



















9A very minimal requirement since anything wanting to qualify as a “derivation” must satisfy this.
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Curvature Tensors






R kij l by the Lie bracket of covariant derivatives
[∇i,∇j ]V k = R kij lV l (A.27)
which is a tensor since it is the tensorial product and sum of tensors. A rote calculation
gives
R kij l = Γ
k
jl,i − Γkil,j + ΓpjlΓkip − ΓpilΓkpj (A.28)
Immediately we notice that R kij l = −R kji l and that Rijkl = Rklij where Rijkl = gkrR rij l.
One last, not so obvious symmetry is the Bianchi identity




li j = 0
These help in practice to reduce the independent components of the fourth-rank tensor
which would otherwise have 4n independent components.
We next introduce the antisymmetric Ricci tensor Rij = R
k
ij k, the trace over the
last two indices in the Riemann tensor. Using only the metric tensor this is the natural
candidate for another second-rank tensor. We finally introduce the Ricci scalar R as the
trace of the Ricci tensor R = Rii.
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A.2 Riemannian Geometry
“I was lucky enough to attend a few lectures of S. S. Chern just before he retired from
Berkeley in which he said that the cotangent bundle (differential forms) is the feminine side
of analysis on manifolds, and the tangent bundle (vector fields) is the masculine side. From
this perspective, Hamiltonian mechanics is the feminine side of classical physics, [and] its
masculine side is Lagrangian mechanics.”
-Richard Montgomery, quoted in [22]
We saw in the last section how drastically things can change when we combine covariance
(a global statement) with locality (in the sense of frames). We revisit much of the ideas
discussed earlier in a more sophisticated setting. Euclidean geometry will be seen to be a
first-order approximation to Riemannian geometry and the local/global viewpoints bring
more to the table as far as dynamical models go.
A.2.1 Manifolds: Global to Local Revisited
A smooth n-dimensional manifold M is a set with the following properties10
1. M = ∪αMα for a collection of topologically open setsMα called “coordinate patches”.
2. On each Mα, there is a diffeomorphism φα : Mα → U ⊂ Rn, where Uα is an open
set.
3. If Mα ∩Mβ 6= ∅ the map φα ◦ φ−1β : Uβ → Uα is smooth.
10We omit the more technical Hausdorff and countability axioms, e.g. [72, 10]
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The second condition allows us to identify coordinate patches with coordinates φiα in Rn
locally. The overlap condition (3) allows to ignore the (Greek) patch indices. Essentially,
the idea is that since a manifold is locally topologically similar in structure to Rn, we can
do analysis there and keep in the back of our minds that we have to map back to M at
the end. We then identify points P ∈ M with points φα(P ) = xi in Rn. Lastly, note that
nowhere in the definition of M was the manifold assumed to be somehow “embedded” in
an ambient Euclidean space. They are collections of points which a priori exist entirely in
an abstract setting ([72]). As mentioned, the diffeomorphisms φi are identified as points xi
so that changing coordinates is achieved through
A.2.2 Tensors on Manifolds
A tensor is, just as before, a geometrical object. Here however coordinate transformations
are more general and vary from point to point as indicated in the overlap condition (3). Yet
again, we move from global to local. To motivate the generic definition, we first examine
the tangent vector v(t) to the curve γ(t). We relate the primed and unprimed descriptions








γ˙i. Namely, tangent vectors in local component form, transform as vectors
with matrix transformation Ai
′
i given by the determinant of the Jacobian matrix of the
transformation xi
′
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-tensor T on a Riemannian manifold M is a multilinear mapping satisying the



























And just as before, we refer to the upper indices as contravariant and the lower ones as
covariant. We also have dropped the dependence on the point of evaluation (i.e. the trans-
formations are truly locally varying) of the Jacobian matrices which should be clear from
context.





V i, one also sometimes
“divides by the partial” to get V i
′ ∂
∂xi′
= V i ∂
∂xi
as the representation of a vector. Under
this formalism, ( ∂
∂x1
, ..., ∂∂xn ) is a covariant basis and vectors are thought of as derivations.
It is usually this interpretation which we adopt, so that when we speak of a vector V i we
mean the object V i ∂
∂xi
. Using this same strategy on covectors, one would “multiply by the
partial” and write something like “Wi∂x
i = Wi′∂x
i′”. In fact, a differential form is just
such an object, written usually as Widx
i. The terms dxi are formally dual to the basis of
partials ∂
∂xi
in the sense that ∂
∂xj
(dxi) = δij as the notation would suggest. The previous was





-tensor is called a p-form. The space of p-forms
is typically denoted Λp.
Just as before, we can define the wedge product ∧ of differential forms to be the anti-
symmetric pairing generated by ∧ ∼= ⊗/I, where I is the self-tensored ideal. We can then
define the exterior derivative (or de Rham derivative) d via the wedge product to be
d(f(x)dx1 ∧ dx2 · · · ∧ dxn) .= ( ∂f
∂xi
dxi) ∧ dx1 ∧ dx2 · · · ∧ dxn
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We will often use capitalized indices to represent multi-index, i.e. I = (1, ..., n) say instead





The exterior derivative generates the exact sequence of the graded exterior algebra, i.e. the
sequence
Λ0
d−→ Λ1 d−→ Λ2 d−→ · · · d−→ Λn d−→ · · ·
is exact, and its cohomology class is referred to as the de Rham cohomology of forms
differing by exact terms, i.e. {α, β ∈ Λn(M);∃ω ∈ Λn−1, α− β = dω}
A.2.3 Sections, Bundles and Fibres
The tangent space TPM to M at the point P is the natural extension of the idea of a
tangent plane from vector calculus. Namely, it is the space locally spanned by the basis
vectors at that point, i.e.










The collection of all such spaces provides us with the tangent bundle TM, which is a
2n-dimensional manifold defined by
TM = ∪P∈MTPM
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Points in the tangent bundle are given as positions and velocities (x, ξ(x)), as it is the
generalization of phase space. The tangent bundle is an example of the more general
object, a vector bundle E over M (symbolically E →M) of rank r, which is defined by
“transition matrices” ταβ(x) on the coordinate patches Mα ∩Mβ and a projection map
pi : E →M. satisfying that
1. ταβ is a rank r matrix
2. ταα = I on Mα
3. ταβτβγ = ταγ on Mα ∩Mβ ∩Mγ
The above conditions define coordinate transformations on the bundle E →M. The vector
space pi−1({P}) is called the fibre of the point P in E. Using the above definitions, it
may be hard to see that the tangent bundle TM is a bundle in this sense of the word,






. The fibre of a point P in the tangent bundle is the tangent space TPM.
A section φ of a vector bundle E →M are smooth functions on the coordinate patches




β. The space of sections
of the bundle E → M is denoted Γ(M, E). Alternatively, one can define a section of a
vector bundle as the natural generalization of the “graph” of a function, in the sense that
pi ◦ φ = I. Thus, we interpret sections as objects of the form (x, φ(x)), which are “bundle-
valued functions”, i.e. the geometrical extension of a smooth function on a domain manifold.
Going back to the tangent bundle, we recognize that sections of the tangent bundle are just
vector fields on M.
11See, for instance, the classic book by Spivak [72] for a proof of this seemingly trivial fact which is
surprisingly horrific to prove
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We can now finally define a Riemannian manifold as a pair (M, g) where M is a
smooth manifold and g ∈ Γ(M,Λ2) is a symmetric, positive definite (20)-tensor field. The
section g is referred to as the metric equipping the manifold M with more structure.
By positive definite, we only mean that in local coordinates (V,W )
.
= gijV
iW j ≥ 0 with
equality holding only if one of V or W is zero. We also define the unit sphere bundle
Ω(M) is the 2n − 1 dimensional manifold defined by Ω(M) = {(x, ξ) ∈ TM : |ξ|2 =




i ⊗ dxj .
A.2.4 Tensor Calculus on Manifolds
All of the machinery developed in the last chapter is now at our full disposal since Euclidean
geometry is just the linearization of Riemannian geometry and the transformation law
(A.29) is just like (A.11). In fact, all of our previous definitions (covariant derivative,
Christoffel symbol, Riemannian curvature, etc) hold, only with the caveat that when one
writes an expression like, say,






that it is true only locally in the sense that we have dropped the patch labelling, and is
shorthand for




α on Mα (A.30)
One should also notice that in the definition of a Riemannian manifold (M, g), the metric
g was not induced from some other objects on the manifold. In the Euclidean case we saw
that the metric tensor could be derived from dot products of basis vectors in the various





) however this is
not computed as a Euclidean dot product. In fact, a priori, we can equip M with one of
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possibly several metrics. Therefore, g is really responsible for the geometry of the manifold
since the free-field trajectories (also called geodesics)
x¨i + Γijkx˙
j x˙k = 0
show the shape a particle traces out in the absence of external forcing. The metric then, can
be used to define a set of preferred curves on the manifoldM, the geodesics of the manifold.
It should also be noted that, a priori, equation (A.20) may fail to hold, since in general there
may be many connections (i.e. objects allowing us to covariantly differentiate) available
on a given manifold. The one given by (A.20) is the unique symmetric, affine connection;
once one imposes symmetry and compatibility with the metric, one gets (A.20) in any
Riemannian manifold. We always assume this is the connection we are working with 12 in
a Riemannian manifold.
12This is also one of the assumptions on the universe made in general relativistic cosmology, namely that
spacetime is “torsion-free” i.e. 0 = Γijk − Γikj .
