We consider weighted graphs, where the edge weights are positive definite matrices. The eigenvalues of a graph are the eigenvalues of its adjacency matrix. We obtain an upper bound on the spectral radius of the adjacency matrix and characterize graphs for which the bound is attained.
Introduction
We consider simple graphs, that is, graphs which have no loops or parallel edges. Thus a graph G = (V , E) consists of a finite set of vertices, V , and a set of edges, E, each of whose elements is an unordered pair of distinct vertices. We generally take V = {1, 2, . . . , n}. We will assume familiarity with basic graph-theoretic notions, see, for example, [2, 3] .
A weighted graph is a graph, each edge of which has been assigned a square matrix, called the weight of the edge. All the weight matrices will be assumed to be of the same order and will be assumed to be positive definite. In this paper, by "weighted graph" we will mean a "weighted graph with each of its edges bearing a positive definite matrix as weight", unless otherwise stated. Many of our statements are valid when the weights are only positive semidefinite and this can be seen by a simple continuity argument. However, the assumption that the weights are positive definite is necessary to analyze the case of equality in the inequalities that we obtain.
We now introduce some notation. Let G be a weighted graph on n vertices. Denote by w i,j the positive definite weight matrix of order p of the edge ij , and assume that w i,j = w j,i . We write i ∼ j if vertices i and j are adjacent. Let w i = j :j ∼i w i,j .
The adjacency matrix of a graph G is a block matrix, denoted and defined as A(G) = (a i,j ), where
Note that in the definition above, the zero denotes the p × p zero matrix. Thus A(G) is a square matrix of order np. For any symmetric matrix B, let 1 (B) denote the largest eigenvalue, in modulus (i.e., the spectral radius), of B. We now introduce some more definitions. Let G = (V , E). If V is the disjoint union of two nonempty sets V 1 and V 2 such that every vertex i in V 1 has the same 1 (w i ) and every vertex j in V 2 has the same 1 (w j ), then G will be called a weight-semiregular graph. If 1 (w i ) = 1 (w j ) in weight-semiregular graph, then G will be called a weight-regular graph.
Upper and lower bounds for the spectral radius for unweighted graphs have been investigated to a great extent in the literature [1, [4] [5] [6] [8] [9] [10] 12] . The main result of this paper, contained in Section 2, gives an upper bound on the spectral radius for weighted graphs, where the edge weights are positive definite matrices. We also characterize graphs which achieve the upper bound. The results clearly generalize some known results for unweighted graphs. Similar work for the Laplacian matrix of a graph with edges weighted by positive definite matrices was reported in [7] .
As noted by the referee, the results of the paper can very well be stated in the framework of partitioned matrices, without any reference of graphs. We retain the graph theoretic framework since it provided the motivation for this work and also in view of the results in the literature referenced above which are related to the present work.
Main result
In this section we find an upper bound on the spectral radius of a weighted graph and characterize the graphs for which the spectral radius is equal to the upper bound. The following is a consequence of the Cauchy-Schwarz inequality. The proof is omitted.
Lemma 2.1 (Horn and Johnson [11]). Let B be a Hermitian n × n matrix with 1 as its largest eigenvalue, in modulus.
Then for anyx ∈ R n (x =0),ȳ ∈ R n (ȳ =0), the spectral radius | 1 | satisfies
Equality holds if and only ifx is an eigenvector of B corresponding to 1 andȳ = x for some ∈ R.
Lemma 2.2 (Weyl, Horn and Johnson [11]). Let A, B ∈ M n be Hermitian and let the eigenvalues i (A), i (B), and
i (A + B) be arranged in increasing order ( n n−1 · · · 2 1 ). For each k = 1, 2, . . . , n we have k (A) + n (B) k (A + B) k (A) + 1 (B). Lemma 2.3. Let B 1 , B 2 , . .
. , B k be positive definite matrices of order n and let
B = k i=1 B i . Ifx
is an eigenvector of each B i corresponding to the largest eigenvalue 1 (B i ) for all i, thenx is also an eigenvector of B corresponding to the largest eigenvalue 1 (B).
Proof. Sincex is a common eigenvector of B i corresponding to the largest eigenvalue 1 (B i ) for all i, we have
using the subadditivity of the largest eigenvalue in Lemma 2.2. From (2), we get 1 
Thus B also has eigenvectorx corresponding to the largest eigenvalue 1 
(B).
The following is the main result of this paper.
Theorem 2.4. Let G be a weighted graph which is simple, connected and let 1 be the largest eigenvalue (in modulus)
of G, so that | 1 | is the spectral radius of G. Then 
T be an eigenvector corresponding to eigenvalue 1 (| 1 | is the spectral radius) of
A(G).
We assume thatx i is the vector component ofX such thatx
The (i, j )th block of A(G) is w i,j if i ∼ j and 0 otherwise. We have
From the ith equation of (5) 
k:k∼i
x T ix i x T jx j k:k∼i
From the jth equation of (5) 
k:k∼j
Now, we assume thatx j =0. Thenx k =0, for all k, k ∼ i. From the ith equation of (5), we get 1xi =0. Sincex i =0, 1 = 0, which is not possible as | 1 | is spectral radius of a nonzero matrix.
Hencex T jx j = 0. Using this result in (11) we get
From (8) and (12), we get
This completes the proof of (3). Now suppose that equality holds in (3) . Then all inequalities in the above argument must be equalities. From equality in (8), we getx T kx k =x T jx j , for all k, k ∼ i. From this we getx k =0, for all k, k ∼ i asx j =0. From equality in (7), we get that bothx i andx k are eigenvectors of w i,k for the largest eigenvalue 1 
Since w i,k is a positive definite matrix andx is an eigenvector of w i,k for the largest eigenvalue 1 (w i,k ), we havē
From equality in (6), we have
For r ∼ i and s ∼ i, we havē
Thusx k = bx, for all k, k ∼ i, where b is either positive or negative. Similarly, from equality in (9)- (11), we get that bothx j andx k are eigenvectors of w j,k for the largest eigenvalue
x k = cx j where c is either positive or negative.
For i ∼ j ,x j = bx andx =x i = cx j . From these relations, we get bc = 1, asx =0. Hence both b and c are same sign. 
i.e.,
From the pth equation of (5) 
From (16) and (17), we get
Thus V 1 = V , that is,x is a common eigenvector of w i,j corresponding to the largest eigenvalue 1 (w i,j ) for all i, j . Using Lemma 2.3, we conclude thatx is also an eigenvector of w i corresponding to the largest eigenvalue 1 (w i ) for all i.
Sincex =0, therefore 1 (w i ) is constant for all i ∈ V . Hence G is a weight-regular graph. 
Sincex =0, therefore 1 (w i ) is constant for all i ∈ U . Similarly we can show that 1 (w j ) is constant for all j ∈ W . Hence G is a weight-semiregular bipartite graph.
Conversely, suppose that conditions (i)-(ii) of the theorem hold for the graph G. We must prove that
Letx be a common eigenvector of w i,j corresponding to the largest eigenvalue 1 
We have
.
. Similarly for weight-regular graph we can easily see that | 1 | = 1 (w i ). Hence the theorem is proved. Now we define semiregular and regular graph for weighted graph when edge weights are positive numbers. For this let G = (V , E). If V is the disjoint union of two nonempty sets V 1 and V 2 such that every vertex i in V 1 has the same w i and every vertex j in V 2 has the same w j , then G will be called a semiregular graph. If w i = w j in semiregular graph, then G will be called a regular graph. The following results follow easily from Theorem 2.4. (We remark that for an entrywise nonnegative matrix, the spectral radius is also an eigenvalue.) 
