Abstract. Climate models represent a large variety of processes on a variety of time and space scales, a canonical example of multi-physics multi-scale modeling. Current hardware trends, such as GPUs and MICs, are based on marginal increases in clock speed, coupled with vast increases in concurrency, particularly at the fine grain. Multi-physics codes face particular challenges in achieving fine-grained concurrency, as different physics and dynamics components have different computational profiles, and universal solutions are hard to come by.
vector processors of Seymour Cray's era in the late 1970s allowed a data stream to flow through a hardware innovation known as vector registers, which allowed the same instruction sequences to apply to each succeeding element in the data stream, known as SIMD (single-instruction multiple-data). Over time, vectors grew to support extremely complex programming sequences, evolving into single-program, multiple-data, or SPMD.
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In the 1980s, machines such as the Cray X-MP (the MP stood for multi-processor) were introduced. Here for the first time parallelism appears at a very high-level, allowing the concurrent execution of multiple tasks, which were themselves SPMD vector programs. This was the first introduction of coarse-grained concurrency. This led to the development of the MPMD framework: multiple-program, multiple-data. Soon after, distributed computing, consisting of networked clusters of commodity computers, known as symmetric multi-processors (SMPs), began to dominate HPC, owing to the sheer advantage 30 of the volume of the mass market.
To take advantage of distributed computing, new techniques of concurrency began to be developed, such as domain decomposition. Here the globally discretized representation of physical space in a model component is divided into domains and assigned to different processors. Data dependencies between domains are resolved through underlying communication protocols, of which the Message-Passing Interface MPI (Gropp et al., 1998) has become the de facto standard. The details of message-passing are often buried inside software frameworks (of which the GFDL Flexible Modeling System, described in Balaji (2012) is an early example, and this convenience led to the rapid adoption of distributed computing across a wide variety of applications. Within the distributed domains, further fine-grained concurrency is achieved between processors sharing 5 physical memory, with execution threads accessing the same memory locations, using protocols such as OpenMP (Chandra et al., 2001) .
Climate computing has achieved widespread success in the distributed computing era. Most ESMs in the world today are MPMD applications using a hybrid MPI-OpenMP programming model. At the highest end, ESMs run on O( 10 5 ) distributed processors and O(10) shared-memory execution threads, which places them among the most successful HPC applications in 10 the world today (Balaji, 2015) .
Coupling algorithms in Earth System Models
There are diverse component architectures across Earth System Models (Alexander and Easterbrook, 2015) , but they nonetheless share common features for the purposes of discussion of the coupling algorithms. Consider the simplest case, that of two components, called A and O (symbolizing atmosphere and ocean). Each has a dependency on the other at the boundary. When 15 the components execute serially, the call sequence can be schematically represented as:
where f () and g() nominally represent the feedbacks from the other component, and the superscript represents a discrete timestep. Note that in the second step, O is able to access the updated state at A
t+1
. This is thus formally equivalent to Euler 20 forward-backward time integration, or Matsuno timestepping, as described in standard textbooks on numerical methods (e.g Durran, 1999 ).
In a parallel computing framework, now assume the components are executing concurrently. (Figure 1 shows the comparison of serial and concurrent methods in parallel execution.) In this case, O only has access to the lagged state A
Thus, the results will not be identical to the serial case. Furthermore, while we cannot undertake a formal stability analysis without knowing the forms of f and g, this coupling algorithm is akin to the Euler forward method, which unlike Matsuno's method is formally unconditionally unstable. Nevertheless, this parallel coupling sequence is widely, perhaps universally, used in today's atmosphere-ocean general circulation models (AOGCMs). This is because for the particular application used here,
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that of modeling weather and climate, we find that the system as a whole has many physical sources of stability.
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Radiative processes are themselves a source of damping of thermal instability, and we also note that within each component there are internal processes and feedbacks which are often computed using implicit methods, and other methods aimed at reducing instability. This is nonetheless a reason for caution, and in Section 5 we will revisit this issue in the context of future work.
-
Figure 1. Serial and concurrent coupling sequences, with time on the X-axis and processors on the Y-axis. In the serial case, both components may not scale to the same processor count, leaving some processors idle. Note that in the concurrent coupling sequence below, O t+1 only has access to the lagged state A t .
1 We are familiar with things that work in theory, but not in practice... this is something that works in practice but not in theory! This is a good example of the opportunistic nature of performance engineering.
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Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -114, 2016 Manuscript under review for journal Geosci. Figure 2 . Different ESMs around the world embody these differently in code; this figure is not intended to define the software structure of all ESMs, which tend to be quite diverse (Alexander and Easterbrook, 2015 How the notional architecture of Figure 2 gets translated into a parallel coupled ESM code is quite problem-specific. As the 10 science evolves and computing power grows, the boundary of what is resolved and unresolved changes. Also, models grow in sophistication in terms of the number of processes and feedbacks that are included.
For the purposes of this study, we describe the actual code architecture of the GFDL Flexible Modeling System (FMS). The atmosphere and ocean components are set up to run in parallel in distributed memory, communicating on the slow coupling timestep ∆t cpld , on the order of ∆t cpld = 3600 sec for its flagship application, decadal-centennial climate change. Within the 15 slow coupling loop, the atmosphere communicates on a fast coupling timestep ∆t atm with a typical value of 1200 sec, set by the constraints of atmospheric numerical and physical stability.
As the land and ocean surfaces have small heat capacity, reacting essentially instantaneously to changes in atmospheric weather, stability requires an implicit coupling cycle. The implicit coupling algorithm requires an down-up sweep through the 6 Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -114, 2016 Manuscript under review for journal Geosci. Model Dev. Components internally use a hybrid distributed-shared parallel programming model.
The "atmosphere-up" step is quite lightweight, including adjustments to the atmospheric state imposed by moist physics, and completing the up-sweep of a tridiagonal solver for implicit coupling of temperature and other tracers, as described in Balaji et al. (2006) . The bulk of the atmospheric physics computational load resides in the "atmosphere-down" step.
The atmospheric radiation component is a particularly expensive component of atmospheric physics, which is why it was chosen as the target for increasing coupling concurrency in FMS. This component is described below.
The radiation component in FMS
The radiation component in FMS is one of the most expensive components within the atmospheric physics. It consists of shortwave and longwave radiation components. The shortwave component is based on Freidenreich and Ramaswamy (1999) , where The longwave radiation components (Schwarzkopf and Ramaswamy, 1999) similarly use approximations for computational efficiency, and also interact strongly with atmospheric chemical species and clouds. The species shared between atmospheric physics, chemistry, and radiation are referred to as tracers, 3D model fields that are advected by the evolving dynamics, and participating in physics and chemistry processes at individual gridpoints.
Despite the simplifying approximations, the radiation component remains prohibitively expensive. As a result, this compo-5 nent is stepped forward at a slower rate than the rest of the atmospheric physics, with ∆t rad = 10800 seconds, or 9 * ∆t atm , as a typical value. The planetary surface albedo, whose time evolution is a function of solar zenith angle only, alone is stepped forward on the atmospheric timestep ∆t atm . This means that at intermediate (non-radiation) atmospheric timesteps, the radiation is responding to a lagged state of atmospheric tracers, which may be as much as ∆t rad − ∆t atm (∼3 hours) behind. The use of the lagged state introduces numerical errors, as described in Pauluis and Emanuel (2004) .
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This timestep discrepancy is vexing, but most climate models around the world make a similar compromise, with a radiation timestep longer than the physics timestep. If the promise of massive increases in concurrency on future architectures is kept, a concurrent radiation component may offer a way forward. Simultaneously, we may be able to decrease the discrepancy between ∆t rad and ∆t atm , and bring us toward more physical consistency between the radiative and physico-chemical atmospheric states (Pauluis and Emanuel, 2004; Xu and Randall, 1995) .
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3 Coarse-grained component concurrency
We describe now a method for casting the radiation code in FMS as a concurrent component. Concurrency between atmosphere and ocean component on the slow coupling timestep is achieved using distributed computing techniques, with the components running on separate processor sets or PElists ("communicators" in MPI terminology). Coupling fields are transferred between atmosphere and ocean using the exchange grid (Balaji et al., 2006) and message passing. For the current study exploring the 20 feasibility of concurrent radiation, cross-processor data transfers will impose a daunting cost, because of close time-dependency of radiation on evolving model fields.
We have implemented, instead, components using shared-memory concurrency. The atmospheric component is already architected for shared-memory parallelism using OpenMP, where the columns within the distributed domain decomposition are further organized into blocks. Unlike the dynamics, the physics is organized entirely columnwise, and Individual columns
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(the k index in an (i, j, k) discretization) have no cross-dependency in (i, j) and can execute on concurrent fine-grained threads.
The blocks apply a certain number of columns per OpenMP thread. In theory, we could have (1,1)-sized blocks and a single column per thread, but the overheads associated with moving in and out of threaded regions of code must be amortized by having enough work per OpenMP thread instance.
In the concurrent radiation architecture, shown in Figure 4 , the available threads in an OpenMP region are divided between 30 the radiation component and the rest of the atmospheric physics and dynamics. This is achieved using nested OpenMP constructs. The atmospheric PElist starts up an OpenMP region with T threads at startup, when the PElist is created. In the nested call these are assigned to atmosphere and radiation (A and R threads, where T = A + R; A and R can be dynamically varied in the course of a run). A and R are chosen to offer optimal load balance between the radiation code and the rest.
Results

Results from AMIP runs
The model utilized here is based on AM3, the atmosphere-land component of the GFDL CM3 model (Donner et al., 2011 ), a 5 model with a relatively well-resolved stratosphere, with a horizontal resolution of approximately 100 km and 48 vertical levels.
Here the original AM3 has been modified to include an experimental cumulus convection scheme, and a reduced chemistry representation including gas and aqueous-phase sulfate chemistry from prescribed emissions (Zhao et al., 2016) . This model is forced using observed sea surface temperatures (SSTs) as a lower boundary condition over a 20-year period 1981-2000. The three experiments described here are: 10 1. the control run (CONTROL) using serial radiation with a radiative time step ∆t rad of 3 hours (∆t rad = 9∆t atm where ∆t atm = 1200 s is the time scale on which the atmospheric state is updated;
2. serial radiation (SERIAL) using ∆t rad = ∆t atm = 1200 s; and 3. concurrent radiation (CONCUR) also using ∆t rad = ∆t atm = 1200 s. The difference between the SERIAL and CON-CUR experiments shows the impact of concurrent coupling (the radiation sees the lagged atmospheric state), while the CONTROL and SERIAL experiments only differ in the radiative time step. We could of course attempt CONCUR while maintaining ∆t rad /∆t atm = 9, but because of the lagged timestep, this is not recommended: the atmospheric and radiative states would be effectively 21600 s, or 6 h, out of synchrony.
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All versions of the model utilize what we refer to as a solar interpolator. At the beginning of a radiative time step, the distribution of radiatively-active atmospheric constituents, such as water vapor and clouds, are input into computations of both shortwave and longwave radiative fluxes. When ∆t rad is longer than ∆t atm all solar fluxes are rescaled every ∆t atm by normalizing by the incident solar radiation using the zenith angle appropriate for that that atmospheric time step. Any sensitivity to the ∆t rad radiation time step is due to the fact that the radiatively-active constituents are held fixed for the duration of that 10 time step and not due to neglected changes in the incoming solar flux.
We show here the effects of changing the radiation timestep on clouds and precipitation in the AMIP simulation. Figure 5 shows the annual mean precipitation bias for the three experiments with respect to the GPCP v2.2 (Adler et al., 2003) climatology. There is very little difference in the climatology of the model runs as the details between these runs are remarkably similar.
A further examination of the globally average bias reveals the SERIAL and CONCUR cases are nearly the same, whereas the 15 global bias for the CONTROL is slightly smaller (about 0.025 mm/day). Although this difference is small we feel it is robust and likely related to a sensitivity to the radiative time step discussed below. Figure 6 shows the radiative energy balance at the top of the atmosphere between the absorbed shortwave and outgoing longwave radiation compared to CERES EBAF edition 2.8 satellite data (Loeb et al., 2009) appear to be the key factors in determining the sign and size of these responses. The diurnal peak in clouds over the oceans typically occurs close to sunrise, so there is a downward trend in cloudiness on average at the peak in incoming solar radiation.
Therefore the CONTROL case sees more cloudiness over the longer radiative time step, therefore leading to more reflection by clouds and less absorption of shortwave radiation at the surface and in the atmosphere. A point worth making is that the model was not "retuned" for the configuration where we update radiation calculations in synchrony with the physics -i.e setting 30 ∆t rad = ∆t atm . The discrepancies are small enough that we believe them to be within the margins of the tuning process.
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Scaling and performance results
Comparisons of the computational performance of the 3 configurations (CONTROL, SERIAL and CONCUR) were performed on the NOAA supercomputer Gaea. Recall that CONTROL is intrinsically computationally less expensive as ∆t rad = 9 * ∆t atm setting implies that the radiation code is executed very seldom. As the results of Section 4.1 suggest that we should shorten ∆t rad if we can, the aim is now to recover the overall model throughput (measured in simulated years per day, or 5 SYPD) of CONTROL using the CONCUR configuration with the shorter timestep ∆t rad = ∆t atm , but at a higher processor count.
Initial studies were performed on a machine configuration that used AMD Interlagos processors on Cray's Gemini highspeed interconnect. All runs use the optimal processor/thread layout for a given PE count. As Table 1 shows, CONTROL
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Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016 Discuss., doi:10.5194/gmd- -114, 2016 Manuscript under review for journal Geosci. Model Dev. achieved 9.25 SYPD. The SERIAL configuration shows the relative cost of radiation to the rest of the model, as shortening ∆t rad from 10800 s to 1200 s substantially raises the total cost of radiation computations within the code, bringing time to solution down to 5.28 SYPD. Running CONCUR on the same processor count increases this time to 5.9 SYPD. Increasing the processor count to 2600 brings us back to 9 SYPD. Thus, one can achieve the goal of setting ∆t rad = ∆t atm without loss in time to solution (SYPD), at a cost of 1.6X in resources (measured in compute-hours per simulated year, or CHSY). We believe 5 that as computing architectures express more and more concurrency while clock speeds stall (see Section 5 below), this will be a key enabling technology for maintaining time to solution.
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Summary and Conclusions
We are at a critical juncture in the evolution of high-performance computing, another "disruptive" moment. The era of decreasing time to solution at a fixed problem size is coming to an end. This is due to the ending of the conventional meaning of Moore's Law (Chien and Karamcheti, 2013) , and a future where hardware arithmetic and logic speeds stall, and further increases in computing capacity are in the form of increased concurrency. This comes in the form of heterogeneous computing It is very likely that radical reimagining of ESM codes will be necessary for the coming novel architectures (Balaji, 2015) . Multi-physics codes, which are fundamentally MPMD in nature, are particularly unsuited to these novel architectures. While 10 individual components show some speedup, whole MPMD programs show only modest increases in performance (see e.g Govett et al., 2014; Iacono et al., 2014; Fuhrer et al., 2014; Ford et al., 2014) .
We have demonstrated a promising new approach for novel and heterogeneous architectures for MPMD codes such as Earth System models. It takes advantage of the component architecture of ESMs. While concurrency has been achieved at the very highest level of ESM architecture shown in Figure 2 , the components are themselves MPMD within a hierarchical component 15 architecture.
In the light of our discussion we propose a precise definition of a component as a unit of concurrency. For the purposes of the CCC approach, a component may be defined as one of many units in a multi-physics model, that is itself SIMD for the most part.
While the word has been loosely used earlier, this study has provided guidance on how we should think about components, and thus, this definition will be followed for the rest of the discussion in this section. Fine-grained parallelism approaches, such as 20 those surveyed in Mittal and Vetter (2015) , may be applied within a component as so defined, but are likely to fail above that level. A substantial increase in overall scalability of an ESM may be achieved if several components are run concurrently. We have identified O(10) such components in contemporary ESMs. Furthermore, we have demonstrated a method where multiple components that share a large number of model fields can be run concurrently in shared memory. This avoids the necessity of message passing between components that need to synchronize on fine timescales.
We believe the CCC approach will afford very tangible benefits on heterogeneous architectures such as GPUs, and architectures with a wide (O(100-1000)) thread space, such as MICs. In particular:
5 -Threading within a SIMD component has not been shown to scale beyond a rather modest thread count. By running multiple components within a single thread space, the thread count can be considerably increased.
-Even with additional work in improving the SIMD performance of components, it is clear that some components are better suited to SIMD architectures than others. In a heterogeneous system, with different hardware units, this method may permit different components to be scheduled on the hardware unit to which they are best suited. For example,
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we could imagine some embarrassingly parallel components executing on a GPU while another, less suited to that architecture, executes on its host CPU.
There remain caveats to this approach. As shown in the discussion of Equation 3 above, the coupling of concurrent components might be formally unstable. We are exploring more advanced time-coupling algorithms, including 3-time-level schemes such as Adams-Bashforth (see Durran, 1999) . Such algorithms have been successfully used within the atmospheric dynamical 15 core of FMS, for two-way nesting. In this approach, the coarse-and fine-mesh components execute concurrently rather than serially as in conventional nesting approaches (Harris and Lin, 2013) . We are also exploring a combination of the 3-time-level schemes with time-staggering of components, which no longer suffers from formal instability.
We conclude that coarse-grained concurrency remains a very promising road to the future of Earth System modeling on novel, massively-concurrent HPC architectures.
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6 Source code and data availability Source code and data associated with this study are freely available upon request. 
