a conjecture on the dimension of the bivariate spline space S r 2r ( ) over the Morgan-Scott triangulation was posed. In this paper, it is proved that the conjecture should be modified for all even r > 2.
Introduction. Let S
r n ( ) denote the space of C r differentiable bivariate piecewise polynomial functions of total degree n over a regular triangulation . It is well known that in contrast to the univariate case, the problem of determining the dimension of S r n ( ) is difficult. The lower and upper bound given in [10] , [11] are far apart for large r. The lower bound actually gives the dimension of the spline space in many cases. The major difficulty is the fact that dim S r n ( ) generally depends on the geometric properties of the triangulation.
A case study for the dimension problem, encountered perhaps most frequently, is the Morgan-Scott triangulation ms , i.e., the Schlegel diagram of an octahedron (Figure 1 .1), introduced in [9] . The number of degrees of freedom in S r n ( ms ) and its dependence on the geometry of the partition have been studied in a number of papers including [6] , [8] , [12] , [4] , [5] , [7] . In this paper we show that a conjecture on when the dimension exceeds the lower bound is correct for r = 2 but is not correct for even r ≥ 4.
We follow the notation of [8] 
the coordinate r i is negative. Here and throughout the paper, all the indexes, denoting the geometric objects in ms such as vertices, triangles, and barycentric coordinates are taken modulo 3, i.e., V 4 := V 1 , V −1 := V 2 , etc. In order to avoid a discussion of a very particular case, let us further assume that no two adjacent edges are collinear. Then
In [8] , the case n = 2r was studied, and the following bounds for the dimension dim S r 2r ( ms ) were established: It was also conjectured in [8] that (1.2) gives the necessary and sufficient condition for dim S r 2r ( ms ) = α + σ + 1 for all r ≥ 1, and the conjecture was confirmed for r = 1, 2. The conjecture was further verified for r = 3 in [5] , but it turned out to be wrong for r = 4 (see [7] ). In this paper, we extend the last result to general r and prove the following theorem. 
Smoothness conditions.
Smoothness conditions used in the paper will be expressed as a relation between the Bézier ordinates of the adjacent triangles as in [8] . Let 
It is easy to derive the relations between a i,j , b i,j , c i,j and r i , s i , t i . In particular,
Given a spline s ∈ S r 2r ( ms ), let p := s| T andp := s|T denote the polynomial restrictions. In the Bernstein-Bézier form p andp read as
where (a, b, c) and (â,b,ĉ) are barycentric coordinates with respect to the triangles T andT . If the ordinates corresponding to the domain points in the triangle T are zero, then the smoothness conditions across the common edge of two adjacent triangles are simply
The remaining smoothness conditions [2] , [3] can be written aŝ
, and E 1 , E 2 , E 3 are shift operators, defined in [3] as
,j,k appears in both relations (2.1), the remaining smoothness conditions can be written as homogeneous relations among the Bézier ordinates for triangles
where i < r, 1 ≤ j, k ≤ r, i + j + k = 2r, and = 1, 2, 3.
Let D( ) denote the set of the domain points for the triangulation . For any
If G is a determining set for S r n ( ), then dim S r n ( ) ≤ #G, where #G denotes the cardinality of the set of G (see [1] ). We proceed to construct a particular determining set that will allow the conclusion of Theorem 1.1.
Let us follow the paper [8] , and let G denote the set consisting of all domain points in the triangle T , the domain points
and the domain points in the set
As shown in [8] , there is a total of α + σ − 3 domain points in G 
2r−2,1,1 , β [2] 2r−2,1,1 , β [3] 2r−2,1,1 , β [1] 2r−1,0,1 , β [1] 2r−1,1,0 , β [2] 2r−1,0,1 , β [2] 2r−1,1,0 , β [3] 2r−1,0,1 , β [3] 2r−1,1,0 , β [1] 2r,0,0 , β [2] 2r,0,0 , β [3] 2r,0,0 T be a column vector with 12 components that combines all nonzero Bézier ordinates for our particular case. Each of the relations (2.4), (2.5), and (2.6) contributes three conditions; hence β has to satisfy a homogeneous system of linear equations
where M := (m ij )
9;12
i,j=1 is a 9 × 12 matrix, and its block representation reads
where and M 13 is a 6 × 3 zero matrix.
Two lemmas.
In this section, we prove two lemmas. . Therefore, the set G := G ∪ P [1] 2r,0,0 , P [1] 2r−2,1,1 , P [2] 2r−2,1,1
is the determining set for S r 2r ( ms ). There is a total of α + σ domain points in G. Thus dim S r 2r ( ms ) ≤ α + σ. But in [10] , [11] the expression α + σ is proved to be a lower bound for dim S r 2r ( ms ), so the equality dim S r 2r ( ms ) = α + σ must hold. The proof of Theorem 1.1 is completed.
