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Abstract
Electromagnetism, the strong and the weak interaction are commonly formulated as gauge
theories in a Lagrangian description. In this paper we present an alternative formal deriva-
tion of U(1)-gauge theory in a manifestly covariant Hamilton formalism. We make use of
canonical transformations as our guiding tool to formalize the gauging procedure. The in-
troduction of the gauge field, its transformation behaviour and a dynamical gauge field La-
grangian/Hamiltonian are unavoidable consequences of this formalism, whereas the form of
the free gauge Lagrangian/Hamiltonian depends on the selection of the gauge dependence of
the canonically conjugate gauge fields.
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1 Introduction
Except for the gravitational interaction, all known forces (electromagnetism, weak and strong
nuclear interaction) are successfully deduced from gauge theories [4, 19, 22]. The concept of the
invariance of the Lagrangian L under local symmetry transformations generates additional gauge
fields which induce the interaction of the underlying symmetry group. The main objective of
the present article is to formalize the gauge theoretical concept in a covariant Hamilton formula-
tion [2, 9, 13–15,17, 20, 23], applied to U(1) phase transformations:
We start with a short repetition and summary of conventional Lagrangian formulation of gauge
theory, exemplified for scalar electrodynamics (Chap. 2).
In Chap. 3 a covariant canonical Hamilton field theory is introduced, formulated and derived
from conventional Lagrangian field theory, thereby ensuring that the principle of least action is
maintained as the fundamental guiding principle. The general formalism of covariant canonical
transformations is discussed (Sec. 3.3), compare [6, 13, 17].
The second part of the paper exemplifies the procedure of this new canonical strategy for the
simplest non-trivial case, i.e. scalar electrodynamics (U(1)-symmetry), see Chap. 4. The local
phase transformations are presented as canonical transformations (Sec. 4.1) and the corresponding
gauge field dynamics follows directly (Sec. 4.2). Thereby the formalism suggests minimal coupling,
as the simplest electro-magnetic interaction, which in turn enforces the introduction of a kinetic
Hamiltonian/Lagrangian for the gauge fields. For a specific choice of gauge of canonically conju-
gate fields, Maxwell equations as well as the Maxwell Lagrangian (Sec. 4.3 and 4.4) are derived.
In the outlook and during the elaboration we discuss open questions especially remaining arbitrari-
ness in choosing integration constants in the generating function of the canonical transformation,
which might lead to different dynamical Hamiltonians/Lagrangians for the gauge field. We sketch
and refer on ideas for generalisations to higher symmetry groups including SU(N)-symmetry and
other massive matter fields in the outlook.
Our units are ~ = c = 1 and the metric tensor is ηµν = diag(+,−,−,−). Space-time depen-
dency xµ of a quantity is abbreviated x.
2 Conventional formulation of U(1)-gauge theory
In the following the main concepts of gauge theory will briefly be illustrated and repeated by using
the example of scalar electrodynamics (for details see e.g. [1, 3, 10]):
Starting from the globally U(1)-invariant Lagrangian of a complex scalar field φ without spin
L = (∂µφ¯)(∂
µφ)−m2φ¯ φ , (2.1)
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the concept of gauge theory demands that this Lagrangian should be invariant under local unitary
U(1) phase transformations
φ −→ Φ = e−iΛ(x) φ , (2.2)
φ¯ −→ Φ¯ = φ¯ eiΛ(x) , (2.3)
L(Φ, Φ¯, ∂αΦ, ∂αΦ¯, x)
!
= L(φ, φ¯, ∂αφ, ∂αφ¯, x) . (2.4)
Since the group parameter Λ(x) depends on space and time, the first term of the Lagrangian (2.1)
gains additional terms after phase transformation (we drop the x-dependency in the following).
In order to maintain the invariance of the Lagrangian and compensate the additional terms, a
gauge field aµ has to be implemented into the theory. Gauge theory incorporates these auxiliary
interactions using the concept of covariant derivatives and minimal coupling. It can be shown that
by converting the partial derivatives into covariant derivatives
∂µ −→ Dµ ≡ ∂µ − iq aµ (2.5)
the request (2.4) is achieved if the gauge potentials obeys the following inhomogeneous transfor-
mation rule
Aµ = aµ +
1
q
(∂µΛ) . (2.6)
By using the covariant derivative, the Lagrangian (2.1) of the free particle is converted into a
Lagrangian where the complex (charged) scalar field interacts electromagnetically. However, to
close the system, the kinetic terms of the gauge potentials aµ need to be added by hand to the
Lagrangian in a covariant way. In gauge theory, the contracted quadratic term of the gauge field
strength tensor Fµν ,
Fµν ≡
1
iq
[Dµ,Dν ]− = ∂µaν − ∂νaµ + iq [aµ, aν ]−︸ ︷︷ ︸
=0 for U(1)
(2.7)
is usually added to the Lagrangian
L(aα, ∂βaα) = −
1
4
FµνF
µν , (2.8)
where upon this choice is not unique and terms of higher order could be added arbitrary. In conclu-
sion, the final form of the Lagrangian, which is invariant under local U(1) gauge transformations,
has the following form
L(φ, φ¯, ∂βφ, ∂βφ¯, aα, ∂βaα) = (D
∗
µφ¯)(D
µφ)−m2φ¯ φ−
1
4
FµνF
µν . (2.9)
3 Covariant canonical field theory
In this section we give a short repetition of the Lagrange formalism in classical field theory,
compare [8, 11], and introduce the covariant Hamilton formalism for classical fields, which is
known in literature as DeDonder-Weyl formalism [2, 23]. We will focus on the main aspects here
and refer the reader to [17] for more details. For the sake of simplicity we restrict ourself to a real
scalar field in the first chapter. A generalisation to complex scalar fields will be applied in the
next chapter 4.
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3.1 Lagrangian field theory
The Lagrangian description of field theories is based on the Lagrange density L which is supposed
to contain all information about a given physical system. In a first order field theory the Lagrange
density L only depends on the physical fields φ(x) and their derivatives ∂µφ(x), which are mutually
independent. In addition, L may depend on the space-time position x explicitly,
L ≡ L(φ, ∂αφ, x) . (3.1)
The variational principle yields the Euler-Lagrange equation, see App. A.1, describing the dynam-
ics of the system,
∂µ
∂L
∂(∂µφ)
−
∂L
∂φ
= 0 . (3.2)
However, a variety of Lagrange densities can lead to the same Euler-Lagrange equation (3.2) and
hence describe identical physical systems:
1. Obviously this is the case if Lagrange densities differ by total divergences of vector functions
∂µF
µ(φ, x), which can depend on φ and x only. In consequence
L′(φ, ∂αφ, x) = L(φ, ∂αφ, x) + ∂µF
µ(φ, x) . (3.3)
This relation will be important for the derivation of canonical transformations, see Sec. 3.3. These
total divergences of vector functions ∂µFµ(φ, x) are usually referred to as surface terms in field
theory1. We will show in App. A.2 that they can be neglected or added to a Lagrange density (for
appropriate boundary conditions) without changing the dynamics2.
2. While the choice of generalised coordinates (in field theory the choice of field representations)
is not fixed, the total number of generalized coordinates (fields) is and determines the degrees of
freedom in the system. From point mechanics we know, that all possible choices of generalised
coordinates are linked by so called point transformations. The same applies for field theory. If the
map Φ→ φ, and respectively φ→ Φ, is differentiable
φ = φ(Φ, x) , (3.4)
Φ = Φ(φ, x) (3.5)
and L(φ, ∂αφ, x) satisfies the Euler-Lagrange equation (3.2), then
L˜ (Φ, ∂βΦ, x) = L [φ(Φ, x), ∂αφ(Φ, ∂βΦ, x), x] (3.6)
maintains the form of Euler-Lagrange equation
∂µ
∂L˜
∂(∂µΦ)
−
∂L˜
∂Φ
= 0 , (3.7)
as well vice versa. This means that L˜ and L both describe the identical system and same physics;
for a proof see App. A.3.
1In point mechanics they are called mechanical gauge transformations.
2Notice that by adding a term that explicitly depends on the spacetime point x the observables derived from
space-time-symmetries (via the Noether theorem) are modified. This is in particular the energy-momentum tensor
and angular momentum tensor linked to space-time homogeneity and isotropy. If energy is not conserved this
corresponds to “opening up” a closed system. However, as canonical transformations (see Sec. 3.3)) are reversible
this formalism allows for selecting open systems where the solution of the equations of motion is particularly
simple, and then transforming that solution back into the original closed system. In the following (see Sec. 4) we
will however take a different path, namely closing the modified open system emerging from the requirement of form
invariance of the Hamiltonian by adding degrees of freedom (gauge fields) compatible with the required system
symmetry that account for the “external” energy and momenta.
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Combining invariance under additional surface terms (1.) and under point transformations (2.),
one finds with the respective Eqs. (3.3) and (3.6) that
L˜′ (Φ, ∂βΦ, x) = L˜ (Φ, ∂βΦ, x) + ∂µF
µ(Φ, x)
= L′ [φ(Φ, x), ∂αφ(Φ, ∂βΦ, x), x] + ∂µF
µ(Φ, x)
= L′(φ, ∂αφ, x) + ∂µF
µ(Φ, x)
= L(φ, ∂αφ, x) + ∂µf
µ
1 (φ, Φ, x) , (3.8)
which will be the starting point of Sec. 3.3, where canonical transformations will be discussed.3
3.2 Covariant Hamilton field theory
In point mechanics the Hamilton formulation is not simply a completely equivalent description to
the Newtonian and Lagrangian theory [7,11]. It has the advantage to allow deploying the powerful
method of covariant canonical transformations.
Notice that conventional Hamilton field theories do not have this feature, since they are not
manifestly covariant as time and space derivatives of fields are treated in different ways, compare
[8, 11, 21]. The conventional Hamilton density H depends on the field φ, the field π that is
canonically conjugate to φ and the spatial derivative ~∇φ,
H ≡ H(φ, π, ~∇φ, x) . (3.9)
In contrast to this conventional description, where the canonically conjugate field π corresponds
only to the derivative with respect to time of the field φ,
π ≡
∂L
∂(∂0φ)
, (3.10)
we develop an extended Hamilton formalism for field theory based on a manifestly covariant
Legendre transformation. In this so called DeDonder-Weyl approach, see [2, 23], the canonically
conjugate field πµ is defined as follows,
πµ ≡
∂L
∂(∂µφ)
. (3.11)
Now the covariant Legendre transformation
H(φ, πα, x) ≡ πµ∂µφ− L(φ, ∂αφ, x) (3.12)
transfers all information from the Lagrangian density L to the Hamilton density H, provided that
the Hesse matrix
M≡
∂2L
∂(∂µφ)∂(∂νφ)
(3.13)
is not singular.4
In complete analogy to point mechanics it is possible to derive the corresponding canonical equa-
tions of motion (3.14) and (3.15) by inserting Eq. (3.12) in the action integral (A.1) and vary the
action, see App. A.4. This can also be seen by realizing that the Lagrange density L does not
3At this point we remark that also the multiplication of the Lagrangian with a global scale factor λ leaves the
Euler-Lagrange equations (3.2) invariant and hence does not change the dynamics of the system. This might be
obvious in the Lagrangian description, but leads to difficulties in the context of canonical transformations, since
for example phase space volume is not conserved. Therefore we will exclude this kind of transformations later on,
see Sec. 3.3.
4Note that in general the conventional Dirac Lagrangian does not fulfil this requirement. Nonetheless there is a
possible way out of this problem via a slightly modification of the Dirac Lagrangian, see [5, 17].
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depend on the canonical momentum πµ, whereas the Hamilton density H does not depend on the
derivatives of the field ∂µφ: Then Eqs. (3.2), (3.11) and (3.12) yield the canonical equations
∂H
∂φ
= −
∂L
∂φ
= −∂µ
∂L
∂(∂µφ)
= −∂µπ
µ , (3.14)
∂H
∂πµ
= ∂µφ , (3.15)
∂µH|expl = − ∂µL|expl . (3.16)
This set of two first order differential equations is equivalent to the Euler-Lagrange equation and
manifestly covariant.
In Sec. 3.1 and the corresponding appendices A.2 and A.3 we showed that Lagrange densities are
not unique and a full class of them renders the same physics for the same system. It is obvious
that these transformations given by Eqs. (3.3) and (3.6) should also leave the canonical equations
(3.14) and (3.15) invariant, since Lagrangian and Hamilton densities are connected via Legendre
transformations:
1. In App. A.5 it is shown that additional surface terms in the Lagrange densities (3.3) coincide
with additional partial derivatives in the Hamilton densities, which do both leave the dynamics
invariant,
H′(φ, πα, x) = H(φ, πα, x) + ∂µF
µ(φ, x)|
expl
. (3.17)
2. Point transformations (3.6) also leave the canonical equations (3.14), (3.15) and therefore all
physics invariant. This is derived in App. A.6. A point transformation in the Lagrangian picture
reads
H˜(Φ, Πβ , x) = H
[
φ(Φ, x), πα(Φ, Πβ , x), x
]
+Πµ ∂µΦ|expl (3.18)
in the Hamilton formulation of field theory.
It was already mentioned at the beginning of this chapter and at the end of Chap. 3.1 that
there is even a higher class of transformations that leaves the dynamics of a given system invari-
ant, whereas point transformations and surface terms are only special cases of them. These are so
called canonical transformations, which will be part of the next chapter 3.3.
3.3 Covariant canonical transformations
In this section we derive covariant canonical transformations for a manifestly covariant Hamilton
field theory, compare [6, 13, 17]. We start with the most general transformation from Sec. 3.1
that leaves the Euler-Lagrange equation (3.2) invariant, but do not restrict us any more to point
transformations, which means that the differential map is formally extended to
Φ = Φ(φ, πα, x) , (3.19)
Πµ = Πµ(φ, πα, x) (3.20)
and
φ = φ(Φ, Πβ , x) , (3.21)
πµ = πµ(Φ, Πβ , x) . (3.22)
Equation (3.8) can be written as
L(φ, ∂αφ, x) = L˜(Φ, ∂βΦ, x) + ∂µf
µ
1 (φ, Φ, x) . (3.23)
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Using the Legendre transformation (3.12) on both sides we arrive at
πµ∂µφ−H(φ, π
α, x) = Πµ∂µΦ− H˜(Φ, Π
β , x) + ∂µf
µ
1 (φ, Φ, x) , (3.24)
which is the definition of a canonical transformation.5
To derive the explicit transformation rules we have to rewrite the total divergence of fµ1 ,
πµ∂µφ−H(φ, π
α, x) = Πµ∂µΦ− H˜(Φ, Π
β , x) +
∂f
µ
1
∂φ
∂µφ+
∂f
µ
1
∂Φ
∂µΦ + ∂µf
µ
1 |expl (3.25)
and compare coefficients to find the following rules,
πµ =
∂f
µ
1
∂φ
, (3.26)
Πµ = −
∂f
µ
1
∂Φ
, (3.27)
H˜ = H + ∂µf
µ
1 |expl . (3.28)
Note the important symmetry relation which follows from Eq. (3.26) and (3.27),
∂πµ
∂Φ
=
∂2f
µ
1
∂φ∂Φ
= −
∂Πµ
∂φ
. (3.29)
Symmetry relations have to be fulfilled by canonical transformations and therefore provide a harsh
restriction on their generality, as we will see at the end of this chapter.
Deriving the transformation rules from Eq. (3.25), we assumed that fµ1 does only depend on
φ, Φ and space-time x. In fact there is no restriction that prevents us from having a more general
surface term fµ with a dependency on πµ and Πµ as well. The only restriction we have, is, that
in total fµ has always to depend on at least one old and one new variable out of (φ, Φ, πµ, Πµ),
since otherwise we would not have a transformation at all. In consequence there exist four different
surface terms fµ1 (φ, Φ, x), f
µ
2 (φ, Π
β , x), fµ3 (π
α, Φ, x) and fµ4 (π
α, Πβ , x). These surface terms are
called generating functions, due to the fact that they generate canonical transformations. We will
show that they are connected via Legendre transformations.
In the following we will derive the generating function fµ2 : First we rewrite Eq. (3.25),
πµ∂µφ−H(φ, π
α, x) = −Φ ∂µΠ
µ + ∂µ (Π
µΦ)− H˜(Φ, Πβ , x) + ∂µf
µ
1 (φ, Φ, x) (3.30)
= −Φ ∂µΠ
µ − H˜(Φ, Πβ , x) + ∂µ [f
µ
1 (φ, Φ, x) + Π
µΦ]
= −Φ δµν ∂µΠ
ν − H˜(Φ, Πβ , x) + ∂µf
µ
2
and find that fµ1 and f
µ
2 are related via a Legendre transformation with respect to Φ and Π
µ,
f
µ
2 (φ, Π
β , x) = ΠµΦ+ fµ1 (φ, Φ, x) . (3.31)
Next we rewrite the total divergence of fµ2 in the last line of (3.30),
πµ∂µφ−H(φ, π
α, x) = −Φ δµν ∂µΠ
ν − H˜(Φ, Πβ , x) +
∂f
µ
2
∂φ
∂µφ+
∂f
µ
2
∂Πν
∂µΠ
ν + ∂µf
µ
2 |expl . (3.32)
5Note that including a scaling factor λ would not leave phase space volume invariant and is therefore excluded
in our definition of canonical transformations. In the literature transformations that include a scaling λ are called
“extended canonical transformations”.
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Comparing coefficients results in the transformation laws
πµ =
∂f
µ
2
∂φ
, (3.33)
δµνΦ =
∂f
µ
2
∂Πν
, (3.34)
H˜ = H+ ∂µf
µ
2 |expl (3.35)
and the symmetry relation,
∂πµ
∂Πν
=
∂2f
µ
2
∂φ∂Πν
= δµν
∂Φ
∂φ
, (3.36)
which follows from Eqs. (3.33) and (3.34).
In order to continue with fµ3 we can start again with Eq. (3.25) and rewrite the l.h.s.,
−φ∂µπ
µ −H(φ, πα, x) = Πµ∂µΦ− H˜(Φ, Π
β , x) + ∂µ [f
µ
1 (φ, Φ, x)− π
µφ] (3.37)
= Πµ∂µΦ− H˜(Φ, Π
β , x) + ∂µf
µ
3 ,
to find that fµ3 is also a Legendre transformation of f
µ
1 ,
f
µ
3 (π
α, Φ, x) = −πµφ+ fµ1 (φ, Φ, x) . (3.38)
Using this result for the total derivative of fµ3 we get
−φ δµν ∂µπ
ν −H(φ, πα, x) = Πµ∂µΦ− H˜(Φ, Π
β , x) +
∂f
µ
3
∂πν
∂µπ
ν +
∂f
µ
3
∂Φ
∂µΦ + ∂µf
µ
3 |expl (3.39)
and extract the transformation laws
δµνφ = −
∂f
µ
3
∂πν
, (3.40)
Πµ = −
∂f
µ
3
∂Φ
, (3.41)
H˜ = H+ ∂µf
µ
3 |expl , (3.42)
as well as the symmetry relation,
δµν
∂φ
∂Φ
= −
∂2f
µ
3
∂πν ∂Φ
=
∂Πµ
∂πν
, (3.43)
compare Eqs. (3.40) and (3.41).
To find the transformation relations for generating functions fµ4 we start with Eq. (3.37) and
rewrite the r.h.s.,
−φ δµν ∂µπ
ν −H(φ, πα, x) = −Φ ∂µΠ
µ − H˜(Φ, Πβ , x) + ∂µ (f
µ
3 +Π
µΦ) (3.44)
= −Φ ∂µΠ
µ − H˜(Φ, Πβ , x) + ∂µf
µ
4
= −Φ δµν ∂µΠ
ν − H˜(Φ, Πβ , x) +
∂f
µ
4
∂πν
∂µπ
ν +
∂f
µ
4
∂Πν
∂µΠ
ν + ∂µf
µ
4 |expl .
Therefore fµ4 can be identified as the Legendre transformation of f
µ
3
f
µ
4 (π
α, Πβ , x) = ΠµΦ+ fµ3 (π
α, Φ, x) (3.45)
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and the transformation laws are found again via comparing the coefficients
δµνφ = −
∂f
µ
4
∂πν
, (3.46)
δµνΦ =
∂f
µ
4
∂Πν
, (3.47)
H˜ = H + ∂µf
µ
4 |expl . (3.48)
The last symmetry relation, that follows form Eqs. (3.46) and (3.47), reads
δµα
∂φ
∂Πβ
= −
∂2f
µ
4
∂πα ∂Πβ
= −δµβ
∂Φ
∂πα
. (3.49)
This symmetry relation has a particular property: There are three possibilities of contracting
the open indices, whereas two of them lead to hard constraints for canonical transformations in
general. The contraction of α and β does not yield anything special, whereas contracting µ and β
leads to
∂φ
∂Πα
= −4
∂Φ
∂πα
, (3.50)
and the contraction of µ and α results in
4
∂φ
∂Πα
= −
∂Φ
∂πα
. (3.51)
We immediately see that both equations are only fulfilled simultaneously if and only if
∂φ
∂Πα
!
= 0 , (3.52)
∂Φ
∂πα
!
= 0 . (3.53)
This is a very strict criterion for canonical transformations in general and in the realm of field
theory. It states that transformed fields Φ must not depend on original momentum fields πµ and
original fields φ must not depend on transformed momentum fields Πµ,
φ = φ(Φ, x) , (3.54)
Φ = Φ(φ, x) . (3.55)
This condition is consistent with the other symmetry relations (3.29), (3.36) and (3.43). The
inverse is not necessarily fulfilled. Original momentum fields πµ can still depend on transformed
fields Φ and transformed momentum fields Πµ can still depend on original fields φ. Although we
were not able to find a suitable example for such a “crossover” transformation in field theory, the
dependencies for πµ and Πµ are
πµ = πµ(Φ, Πβ , x) , (3.56)
Πµ = Πµ(φ, πβ , x) . (3.57)
We conclude that canonical transformations in field theory are definitely restricted to point trans-
formations for the fields φ and Φ. Almost similar conditions and restrictions were already found
by [6].
4 Scalar electrodynamics
In this chapter we present a novel formulation of gauge theory in a covariant canonical transfor-
mation formalism (for an initial version compare [17, 18]). We will introduce this approach using
the example of U(1)-gauge theory.
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4.1 Local phase transformations as canonical transformations
In this section we construct classical electrodynamics as classical gauge field theory using the co-
variant Hamilton formulation and the theory of canonical transformations.
We restrict ourself to complex scalar matter to simplify the discussion and focus on the gauging
procedure. The generalisation to arbitrary massive fields, especially Dirac spinors is straightfor-
ward and will be briefly discussed in the outlook, see Sec. 5.
Therefore we start with a Hamilton density H, which only depends on a complex scalar field φ, φ¯,
its canonically conjugate field π¯µ, πµ and the space-time position x,
H ≡ H(φ, φ¯, π¯α, πα, x) . (4.1)
One restriction is, that the dynamical part of the Hamilton density has to be only quadratic in
πµ and π¯µ and the Hamilton density has to be hermitian, which means
H = π¯µπ
µ + V (φ, φ¯, x) , (4.2)
where V denotes a potential term, including mass, self interaction terms and direct space-time
dependencies.
We require this matter Hamiltonian to be invariant under the global gauge transformation
φ −→ Φ = e−iΛ φ , (4.3)
φ¯ −→ Φ¯ = φ¯ eiΛ , (4.4)
with a real global phase factor Λ. (The transformation properties of πµ and π¯µ are not clear at
this point, but also the dynamic part π¯µπµ of Eq. (4.2) has to be invariant under global phase
transformations.)
The request that the invariance of H is retained even under so called local gauge transforma-
tions
φ −→ Φ = e−iΛ(x) φ , (4.5)
φ¯ −→ Φ¯ = φ¯ eiΛ(x) , (4.6)
with any real phase function Λ(x) is a far reaching U(1)-symmetry requirement driving the in-
troduction of gauge fields. (For notational simplicity we will drop the x-dependency of Λ in all
following considerations.)
In the following we show how a consistent gauge field theory emerges naturally from that local
symmetry in the framework of the canonical transformaion theory. We will use the generating
function fµ2 (φ, Π
µ, x) encountered already in Sec. 3.3 which for complex scalar fields has the form6
f
µ
2 ≡ f
µ
2 (φ, φ¯, Π
β , Π¯β , x) , (4.7)
where Πµ and Π¯µ are defined as the canonical conjugate fields of Φ¯ and Φ, compare Sec. 3.3.
A proper generating function fµ2 can be found if we claim that Eq. (3.34) has to reproduce the
local phase transformations (4.5) and (4.6) of the fields φ and φ¯,
δµνΦ =
∂f
µ
2
∂Π¯ν
!
= δµν e
−iΛ φ , (4.8)
δµν Φ¯ =
∂f
µ
2
∂Πν
!
= δµν φ¯ e
iΛ . (4.9)
Partial functional-integrating Eqs. (4.8) and (4.9) with respect to Π¯ν and Πν , we find
f
µ
2 = Π¯
µe−iΛ φ+ φ¯ eiΛΠµ + cµ(φ, φ¯, x) , (4.10)
6Note that we could have also chosen fµ
3
instead of fµ
2
, since both are eligible to generate point transformations.
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where cµ(φ, φ¯, x) is an arbitrary integration constant/integration function. This generating func-
tion does now reproduce local phase transformations of massive scalar fields.
According to Eq. (3.33) we can also derive the transformation rules for the canonically conju-
gate fields, which read
πµ =
∂f
µ
2
∂φ¯
= eiΛΠµ +
∂cµ
∂φ¯
, (4.11)
π¯µ =
∂f
µ
2
∂φ
= Π¯µe−iΛ +
∂cµ
∂φ
. (4.12)
Let us stop here for a moment and have a closer look at the generating function (4.10):
In order to check whether these transformations are canonical, one has to verify that all symmetry
relations (3.29), (3.36), (3.43) and (3.49) are fulfilled and, in consequence, the phase-space volume
remains constant. All symmetry relations are calculated in App. B.1. We find that the symmetry
relations restrict our choice for the integration constant cµ strongly. In fact only functions that
are linear in φ¯ and φ with arbitrary x-dependency are still allowed,
cµ(φ, φ¯, x) = uµ(x)φ + vµ(x) φ¯+ wµ(x) , (4.13)
where uµ, vµ and wµ are as yet arbitrary x-dependent functions (we also drop the argument x
in the following for uµ, vµ and wµ). We will explain the importance of wµ later, but already
mention here that it can be chosen arbitrary. In contrast to wµ, the functions uµ and vµ have
direct influence on the transformation rules for the canonically conjugate fields (4.11) and (4.12)
πµ =
∂f
µ
2
∂φ¯
= eiΛΠµ + vµ , (4.14)
π¯µ =
∂f
µ
2
∂φ
= Π¯µe−iΛ + uµ . (4.15)
However, in the beginning of this section we demanded that the Hamilton density (4.2) has to
be invariant under global transformations. Let us therefore insert the transformation rules for
πµ (4.14) and π¯µ (4.15) as well as φ (4.8) and φ¯ (4.9) in (4.2) for Λ = const. and assume that
V (φ, φ¯, x) is invariant under global phase transformations on its own (which completely makes
sense for a mass or self-interaction term),
H = π¯µπ
µ + V (φ, φ¯, x) (4.16)
=
(
Π¯µe
−iΛ + uµ
) (
eiΛΠµ + vµ
)
+ V (Φ, Φ¯, x)
= Π¯µΠ
µ + Π¯µv
µe−iΛ + uµΠ
µeiΛ + uµv
µ + V (Φ, Φ¯, x)
= H′ + Π¯µv
µe−iΛ + uµΠ
µeiΛ + uµv
µ .
Note: In fact there is no choice (except: both are zero) for uµ and vν which does only depend
on x that makes the second and third term vanish or cancel each other. The third term does not
matter, since it only depends on x and leaves the canonical equations (3.14) and (3.15) invariant.
We conclude that we have to choose uµ = vν = 0 to conserve global invariance under phase
transformations of the Hamilton density. Therefore fµ2 reads
f
µ
2 = Π¯
µe−iΛ φ+ φ¯ eiΛΠµ + wµ . (4.17)
Consequently Eqs. (4.11) and (4.12) simplify to
πµ =
∂f
µ
2
∂φ¯
= eiΛΠµ , (4.18)
π¯µ =
∂f
µ
2
∂φ
= Π¯µe−iΛ (4.19)
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and we are ready to continue our main discussion.
In the next step we use Eq. (3.35) to derive the transformation rule for the Hamilton density
H′(Φ, Φ¯, Πβ , Π¯β , x)−H(φ, φ¯, πα, π¯α, x) = ∂µf
µ
2 |expl
= −i(∂µΛ)
(
Π¯µe−iΛ φ− φ¯ eiΛΠµ
)
+ ∂µw
µ . (4.20)
Inserting the transformation rules (4.11) and (4.12) this reduces to
H′ −H = −i(∂µΛ)
(
π¯µ φ− φ¯ πµ
)
+ ∂µw
µ . (4.21)
In the beginning of this section we pointed out that the Lagrangian or respective Hamilton densities
of a fundamental theory should be form-invariant under local gauge transformations. In fact, we
find that the generating function (4.17) leads to Eq. (4.21) which means that the Hamilton density
(4.1) is no longer form-invariant. In consequence the Hamilton density (4.1) has to be modified in a
way to recover form-invariance. At this step the actual gauging procedure begins: To compensate
the additional Λ-term in Eq. (4.21) we introduce an additional vector field aµ. Then we define an
amended Hamilton density Ha(φ, φ¯, π¯α, πα, aα, pαγ , x), where pµν is said to be the canonically
conjugate field of the gauge field aµ. Notice that the introduction of pµν is at this point only a
formal introduction to make aµ a dynamical field in phase space, but does not mean that we know
the dependency of Ha on pµν yet.
Let us for the moment assume that Ha depends on the original Hamilton density and an extra
term which has the same shape as the additional term in Eq. (4.21),
Ha ≡ H+ iq
(
π¯µ φ− φ¯ πµ
)
aµ . (4.22)
This choice is a minimal one which is referred to “minimal coupling” and therefore only sufficient,
but not necessary. It will turn out that the term in the parenthesis represents the electromagnetic
current density and thus acts as the source of the electromagnetic field.
Notice that we have introduced the coupling constant q, which will be identified as the electric
charge. In the next step we require this Hamilton density to remain invariant under the local phase
transformations, except for the total divergence ∂µwµ, that does not contribute to the equations
of motion. This means,
H′a = H
′ + iq
(
Π¯µ Φ− Φ¯ Πµ
)
Aµ − ∂µw
µ (4.23)
and
0 = H′a −Ha . (4.24)
Inserting the Hamilton densities (4.22) and (4.23) in this equation we get
0 = H′ −H + iq
(
Π¯µ Φ− Φ¯ Πµ
)
Aµ − iq
(
π¯µ φ− φ¯ πµ
)
aµ − ∂µw
µ
= −i(∂µΛ)
(
π¯µ φ− φ¯ πµ
)
+ iq
(
Π¯µ Φ− Φ¯ Πµ
)
Aµ − iq
(
π¯µ φ− φ¯ πµ
)
aµ , (4.25)
where we used Eq. (4.21) in the last line. With the transformation rules (4.5), (4.6), (4.18) and
(4.19), this reduces to
0 =
(
π¯µ φ− φ¯ πµ
) [
Aµ − aµ −
1
q
(∂µΛ)
]
(4.26)
and therefore leads to the transformation rule for the gauge field,
Aµ = aµ +
1
q
(∂µΛ) . (4.27)
We immediately recognize that this is exactly the well known transformation behaviour of the
gauge bosons in U(1)-gauge theory.
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4.2 Gauge field dynamics
In the last section we derived an amended Hamilton density (4.22)
Ha(φ, φ¯, π¯
α, πα, aα, p
αγ , x) ≡ H(φ, φ¯, π¯α, πα, x) + iq
(
π¯µ φ− φ¯ πµ
)
aµ (4.28)
which is form-invariant under local phase transformations. These transformations were given by
a generating function fµ2 ,
f
µ
2 = Π¯
µe−iΛ φ+ φ¯ eiΛΠµ + wµ . (4.29)
In the end we derived the transformation behaviour for the gauge fields (4.27), which reads
Aµ = aµ +
1
q
(∂µΛ) . (4.30)
To finish the gauging process we still have to include the transformation behaviour of the gauge
fields aµ in the generating function f
µ
2 . Therefore we extend the dependency of f
µ
2 , see Eq. (4.17),
to fµ2 (φ, φ¯, Π
β , Π¯β , aα, P βδ, x) and rewrite Eq. (3.34) for the gauge field to claim
δµνAα =
∂f
µ
2
∂Pαν
!
= δµν
[
aα +
1
q
(∂αΛ)
]
, (4.31)
where we defined Pαν as the canonically conjugate field of the transformed gauge field Aα. Partial
functional-integrating with respect to Pαν leads to
f
µ
2 = Π¯
µe−iΛ φ+ φ¯ eiΛΠµ + Pαµ
[
aα +
1
q
(∂αΛ)
]
+ c′µ(aα, x) , (4.32)
where c′µ includes wµ.
In analogy to the previous discussion in Sec. 4.1 we first check whether this fµ2 is actually a
canonical transformation. Therefore we calculate the transformation law for pνµ,
pνµ =
∂f
µ
2
∂aν
= P νµ +
∂c′µ
∂aν
(4.33)
and test the symmetry relations in App. B.2. The symmetry relations (3.29), (3.36), (3.43) and
(3.49) are converted for gauge fields. We find that the integration constant c′µ can only be a linear
function in aµ and x dependent to be compatible with the symmetry relations,
c′µ(aα, x) = y
νµ(x) aν + w
µ(x) , (4.34)
where yµν is an x-dependent function and wµ is already known from the previous section. (We
omit all x- and aα-dependencies again.) In consequence the transformation law (4.33) for the
canonically conjugate field pνµ is
pνµ = P νµ + yνµ , (4.35)
where yνµ is arbitrary. This arbitrariness is the last gap in a continuous derivation of a gauge
theory from basic principles. We are confident though that there is less freedom than we have
encountered so far. (In App. B.3, we provide a motivation for this specific choice of the integration
constant yνµ by making further assumptions about the final theory.)
In the following considerations we choose yµν and wµ as
yνµ =
1
q
[−ηνµ(Λ) + (∂ν∂µΛ)] , (4.36)
wµ =
1
2 q
(∂νΛ) y
νµ + w′µ , (4.37)
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where w′µ is an arbitrary function of x. In consequence we have to show that at least the choice of
wµ does not violate generality: An arbitrary choice of wµ does not influence dynamics at all, since
wµ does only depend on x and hence does not contribute to the canonical equations! Therefore
we can split wµ up into a specific choice and a still arbitrary function of x, e.g. w′µ.
We continue with our new generating function fµ2 ,
f
µ
2 = Π¯
µe−iΛ(x) φ+ φ¯ eiΛ(x)Πµ + Pαµ
[
aα +
1
q
(∂αΛ)
]
(4.38)
+
[
aα +
1
2 q
(∂αΛ)
]
1
q
[−ηαµ(Λ) + (∂α∂µΛ)] + w′µ ,
which still leads to the correct transformation behaviour for the gauge fields aµ, since the addi-
tional terms in the second line do not depend on Pµν .
In contrast to Sec. 4.1, this integration function modifies the transformation rules for the canoni-
cally conjugate field pµν of the gauge field due to its aα-dependence,
pνµ =
∂f
µ
2
∂aν
= P νµ +
1
q
[−ηνµ(Λ) + (∂ν∂µΛ)] . (4.39)
Notice that the additional term has vanishing divergence and has therefore the structure of a
projection operator. The trace (p ≡ pµµ) of this equation yields
p = P −
3
q
(Λ) . (4.40)
Combining Eqs. (4.39) and (4.40) we find
pνµ −
1
3
ηνµ p− P νµ +
1
3
ηνµP =
1
q
∂ν∂µΛ , (4.41)
which will be used in the following. However, the specific choice of yνµ has only influence on
the transformation behaviour of the symmetric parts in pνµ. The antisymmetric parts of the
canonically conjugate field transform homogeneously without any influence from the integration
constants.
The transformation rule of the Hamilton densities is modified as well, since according to the
general rule (3.35),
H′ −H = ∂µf
µ
2 |expl (4.42)
= −i(∂µΛ)
(
Π¯µe−iΛ φ− φ¯ eiΛΠµ
)
+
1
q
Pµν (∂µ∂νΛ) +
1
q
aα [−(∂
α
Λ) + (∂αΛ)]
+
1
2 q2
(∂µ∂αΛ) [−η
αµ(Λ) + (∂α∂µΛ)] +
1
2 q2
(∂αΛ) [−(∂
αΛ) + (∂αΛ)] + ∂µw
′µ
= iq(aµ −Aµ)
(
Π¯µe−iΛ φ− φ¯ eiΛΠµ
)
+
1
q
Pµν (∂µ∂νΛ)
+
1
2 q2
[−(Λ)(Λ) + (∂α∂µΛ)(∂
α∂µΛ)] + ∂µw
′µ
= iq
(
π¯µφ− φ¯ πµ
)
aµ − iq
(
Π¯µΦ− Φ¯ Πµ
)
Aµ +
1
q
Pµν (∂µ∂νΛ)
+
1
2 q2
[−(Λ)(Λ) + (∂α∂µΛ)(∂
α∂µΛ)] + ∂µw
′µ .
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At this point we can use relation (4.40) and (4.41) to simplify the last expression,
H′ −H = iq
(
π¯µφ− φ¯ πµ
)
aµ − iq
(
Π¯µΦ− Φ¯ Πµ
)
Aµ
+ P νµ
[(
pνµ −
1
3
ηνµ p
)
−
(
Pνµ −
1
3
ηνµP
)]
−
1
18
(p− P )2
+
1
2
[(
pνµ −
1
3
ηνµ p
)
−
(
P νµ −
1
3
ηνµP
)]2
+ ∂µw
′µ
= iq
(
π¯µφ− φ¯ πµ
)
aµ − iq
(
Π¯µΦ− Φ¯ Πµ
)
Aµ
+
1
2
pνµp
νµ −
1
6
p2 −
1
2
PνµP
νµ +
1
6
P 2 + ∂µw
′µ .
After reordering all terms we find
H′ + iq
(
Π¯µΦ− Φ¯ Πµ
)
Aµ +
1
2
PβαP
βα −
1
6
P 2 = H + iq
(
π¯µφ− φ¯ πµ
)
aµ (4.43)
+
1
2
pβαp
βα −
1
6
p2 + ∂µw
′µ .
We immediately see that the transformed Hamiltonian on the l.h.s. has exactly the same form
as the original Hamiltonian on the r.h.s., up to an arbitrary x-dependent function ∂µw′µ. Since
this x-dependent function does not contribute to the dynamics and can always be neglected. In
consequence we have found a form invariant Hamilton density.
In total the amended HamiltonianHa(φ, φ¯, π¯α, πα, aα, pαγ , x) for classical scalar electrodynamics
is therefore given by
Ha(φ, φ¯, π¯
α, πα, aα, p
αγ , x) = H + iq
(
π¯µφ− φ¯ πµ
)
aµ +
1
2
pβαp
βα −
1
6
p2 . (4.44)
At this point we have to note that we cannot be sure whether further terms could be added to the
Hamiltonian by hand which are gauge invariant on their own. One term which fulfils this property
is the so called “θ-term”. It is gauge invariant for all symmetric choices of yνµ
ǫµναβ p
µνpαβ = ǫµναβ (P
µν + yµν)(Pαβ + yαβ) (4.45)
= ǫµναβ P
µνPαβ .
Adding such a term (or powers of it) to the final amended Hamiltonian (4.44) is like adding a null
to Eq. (4.43). It cannot be part of the canonical transformations since it has no contribution to
the generating function. Neglecting the massive scalar field in Eq. (4.44) it is easy to show that
this specific term does not contribute to the dynamics of the gauge fields, whereas in general, or
for higher orders this cannot be excluded. The only argument that can exclude these terms in a
non physical argumentation is “Occam’s razor”.
4.3 Klein-Gordon-Maxwell system - in the Hamilton picture
In this section we show that the deduced Hamilton density (4.44) indeed reproduces scalar elec-
trodynamics if we choose the complex Klein-Gordon field for the matter field [8]. Therefore H is
given by Eq. (B.39) and the amended Hamiltonian (4.44) reads (we drop the Index “a”)
H = π¯µπ
µ +m2φ¯ φ+ iq
(
π¯µφ− φ¯ πµ
)
aµ +
1
2
pβαp
βα −
1
6
p2 . (4.46)
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In the first step we calculate the canonical equations (3.14) and (3.15) for the matter fields φ¯ and
φ,
−∂µπ¯
µ =
∂H
∂φ
= m2φ¯+ iq π¯µ aµ , (4.47)
∂µφ¯ =
∂H
∂πµ
= π¯µ − iq φ¯ aµ , (4.48)
−∂µπ
µ =
∂H
∂φ¯
= m2φ− iq πµ aµ , (4.49)
∂µφ =
∂H
∂π¯µ
= πµ + iq φ aµ . (4.50)
We define the gauge covariant derivative Dµ as follows
D∗µ ≡ ∂µ + iq aµ , (4.51)
Dµ ≡ ∂µ − iq aµ , (4.52)
and find via combining the above equations:
0 = (D∗µD
∗µ +m2) φ¯ , (4.53)
0 = (DµD
µ +m2)φ , (4.54)
which are the well known Klein-Gordon-Maxwell equations, that describe the relativistic evolution
of a complex scalar field in the presence of an electromagnetic field.
In the next step we calculate the canonical equations (3.14) and (3.15) for the electromagnetic
field/the gauge field:
−∂µp
νµ =
∂H
∂aν
= iq (π¯νφ− φ¯πν) (4.55)
= iq
{[
(∂ν φ¯) + iq φ¯ aν
]
φ− φ¯ [(∂νφ)− iq φ aν ]
}
= −jν − 2 q2 φ¯ φ aν ,
where
jν ≡ iq
[
φ¯ (∂νφ)− (∂ν φ¯)φ
]
(4.56)
is the current density.
∂µaν =
∂H
∂pνµ
= pνµ −
1
3
ηνµp . (4.57)
Taking the trace of this equation results in
∂µa
µ = −
1
3
p , (4.58)
which can be used to calculate the derivatives of Eq. (4.57) with respect to µ and ν,
∂ν∂
µaν = ∂νp
νµ −
1
3
∂µp (4.59)
= ∂νp
νµ + ∂µ∂νa
ν −→ 0 = ∂νp
νµ ,
aν = ∂µp
νµ −
1
3
∂νp (4.60)
= ∂µp
νµ + ∂ν∂µa
µ .
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These equations result in
aν − ∂ν(∂µa
µ) = jν + 2 q2 φ¯ φ aν , (4.61)
which is exactly the source equation for electromagnetic waves in scalar electrodynamics.
4.4 Klein-Gordon-Maxwell system - in the Lagrangian picture
In the last chapter we showed that the Hamilton density (4.44) (with complex Klein-Gordon
matter fields), which was derived via canonical transformation theory, leads to the well known
equations for scalar electrodynamics, e.g. Eqs. (4.53), (4.54) and (4.61). In this chapter we prove
the consistency of this derivation. Therefore we Legendre-transform Hamilton density (4.46) to
find the appropriate Lagrange density. Subsequently we calculate the Euler-Lagrange equation
(3.2) for φ¯, φ and aµ.
The Legendre-transformation of Eq. (4.46) reads
L = π¯µ(∂µφ) + (∂µφ¯)π
µ + pνµ(∂µaν)−H (4.62)
=
[
(∂µφ¯) + iq φ¯ aµ
]
[(∂µφ)− iq φ aµ]−m2φ¯ φ+
1
2
(∂µaν)(∂µaν)−
1
2
(∂µa
µ)(∂µa
µ) ,
where we used Eqs. (4.48), (4.50), (4.57) and (4.58). This is exactly the Maxwell-Lagrangian7.
We continue by calculating the Euler-Lagrange equations for φ¯ and φ,
0 = ∂µ
∂L
∂(∂µφ¯)
−
∂L
∂φ¯
(4.63)
= (∂µ − iq aµ) [(∂
µφ)− iq φ aµ] +m2φ
= (DµD
µ +m2)φ ,
0 = ∂µ
∂L
∂(∂µφ)
−
∂L
∂φ
(4.64)
= (∂µ + iq aµ)
[
(∂µφ¯) + iq φ¯ aµ
]
+m2φ¯
= (D∗µD
∗µ +m2) φ¯ .
Both coincide with the equations of motion (4.53) and (4.54) found in the last chapter.
In our last step we compute the Euler-Lagrange equation (3.2) for aµ,
0 = ∂µ
∂L
∂(∂µaν)
−
∂L
∂aν
(4.65)
= ∂µ[(∂
µaν)− ηµν(∂αa
α)]− jν − 2 q2 φ¯ φ aν
= [aν − ∂ν(∂µa
µ)]− jν − 2 q2 φ¯ φ aν .
This result coincides with (4.61), which completes the consistency check.
7Usually the Maxwell-Lagrangian is expressed via the field strength tensor fµν ≡ ∂µaν − ∂νaµ. Up to surface
terms this representation coincides with the one given here, see [8]
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5 Outlook
Gauge theory is the basis of modern quantum field theory. Except for the gravitational interac-
tion all fundamental forces (electromagnetism, the strong and the weak interaction) are commonly
formulated as gauge theories in a Lagrangian picture [19, 21].
The present paper demonstrates how gauge theories can be naturally formalized in a covariant
Hamilton formalism, via exemplifying the procedure for the simplest non-trivial example, scalar
electrodynamics (U(1)-symmetry). Covariant canonical transformations provide a guideline for the
gauging procedure and globally ensure that the principle of least action is maintained. Starting
with a complex massive field and the global symmetry the formalism directly “proposes” mini-
mal coupling8. Sticking to this new canonical formalism the transformation behaviour, as well as
dynamical terms in the Hamiltonian/Lagrangian, of the gauge field, are natural and unavoidable
consequences. Klein-Gordon-Maxwell equations follow directly.
Nonetheless there are still open questions:
The artificial choice of the integration constant yνµ (4.36) determines the transformation behaviour
of the canonically conjugate gauge field which in turn determines the form of the gauge field’s ki-
netic term in the Hamiltonian and the corresponding Lagrangian. We believe that identifying this
link with help of the canonical transformation formalism9 is a step towards a better understanding
of the remaining freedom in the formulation of gauge field dynamics, and that further analysis of
the option for choosing the integration constant yνµ in (4.36) will lead to a stringent derivation of
gauge theory with four single assumptions - Covariance/Poincaré invariance in flat space-time, the
principle of least action (including a first order Lagrangian field theory), global U(1)-invariance of
the matter field and minimal coupling - and the demand for local U(1)-invariance of the resulting
theory.
Despite this last problem it appears natural to formulate all gauge theories in this framework,
since it provides a clear and structured track without loopholes and ambiguities. Generalizations
to higher SU(N)-symmetries are possible and parts of the calculation are already sketched in [17]:
Local phase transformations (4.5) and (4.6) are substituted by local unitary matrices. The cal-
culation is similar yet more lengthy due to non-commutating objects. The generalization of the
underlying massive matter to Dirac, Proca, Rarita-Schwinger, or even higher spin fields [8, 12]
does not change the formalism, since only the underlying global symmetry determines the actual
gauging procedure.
Further applications of this formalism, which are already under progress, could be spontaneous
breaking of symmetries via inhomogeneous transformations, the standard model in the covariant
Hamilton framework, or even a gauge theory of general relativity (compare with first approaches
in [16, 18]). Another aftermath of this formalism could be covariant quantisation via generalised
Poisson brackets.
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8Note, that even in this formal derivation of gauge theory minimal coupling is only sufficient, but not necessary.
9This includes the application of Noether’s theorem in the Hamilton formalism. Work along these lines is in
progress.
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A First Appendix
A.1 Euler-Lagrange equation
In this appendix we provide a short derivation of the Euler-Lagrange equation (3.2) from the
variational principle. The starting point will be the minimization of the action S, which is given
by
S =
∫
R
d4xL(φ, ∂αφ, x) . (A.1)
We claim that classical physical systems will always evolve among to stationary configurations
on the “path” with minimal action. Therefore we claim that the variation of the field δφ has to
vanish on the space-time surface ∂R and calculate
0
!
=
∫
R
d4x δL(φ, ∂αφ, x) (A.2)
=
∫
R
d4x
[
∂L
∂φ
δφ+
∂L
∂(∂µφ)
δ(∂µφ)
]
.
At this point we use the infinitesimal variation of the field φ,
ϕ = φ+ δφ , (A.3)
to calculate the variation of the derivative of the field,
δ(∂µφ) = ∂µϕ− ∂µφ (A.4)
= ∂µ(δφ) .
We find that variation and differentiation commute. This trick is used to modify Eq. (A.2),
0
!
=
∫
R
d4x
[
∂L
∂φ
δφ+
∂L
∂(∂µφ)
∂µ(δφ)
]
. (A.5)
Integrating by parts yields
0
!
=
∫
R
d4x
{[
∂L
∂φ
− ∂µ
∂L
∂(∂µφ)
]
δφ+ ∂µ
[
∂L
∂(∂µφ)
δφ
]}
(A.6)
=
∫
R
d4x
[
∂L
∂φ
− ∂µ
∂L
∂(∂µφ)
]
δφ+
✘✘✘
✘✘✘
✘✘✘
∫
∂R
d4Sµ
∂L
∂(∂µφ)
δφ
=
∫
R
d4x
[
∂L
∂φ
− ∂µ
∂L
∂(∂µφ)
]
δφ ,
where we converted the total divergence into a surface integral using the divergence theorem.
Finally we were allowed to neglect this term since we claimed that the variation of the field δφ
has to vanish on the surface ∂R. In consequence the last line of Eq. (A.6) yields Eq. (3.2).
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A.2 Surface terms
This appendix provides a formal proof of the invariance of the Euler-Lagrange equation (3.2) under
transformation (3.3).
We want to show that L′ fulfils the Euler-Lagrange equation (3.2), e.g.
0 = ∂µ
∂L′
∂(∂µφ)
−
∂L′
∂φ
(A.7)
Therefore we have to insert Eq. (3.3) in the expression on the r.h.s.. We claim that L fulfils the
Euler-Lagrange equation, which means that we only have to show that same applies for the surface
term,
∂µ
∂L′
∂(∂µφ)
−
∂L′
∂φ
= ∂µ
∂
∂(∂µφ)
(
∂Fα
∂φ
∂αφ+ ∂αF
α|expl
)
−
∂
∂φ
(
∂Fα
∂φ
∂αφ+ ∂αF
α|expl
)
(A.8)
= ∂µ
∂Fµ
∂φ
−
∂2Fα
∂φ∂φ
∂αφ−
∂2Fα
∂φ∂xα
∣∣∣∣
expl
=
∂2Fα
∂φ∂φ
∂αφ+
∂2Fα
∂φ∂xα
∣∣∣∣
expl
−
∂2Fα
∂φ∂φ
∂αφ−
∂2Fα
∂φ∂xα
∣∣∣∣
expl
= 0 .
This completes the proof.
A.3 Point transformations
In this appendix we prove the invariance of the Euler-Lagrange equation (3.2) under point trans-
formations. We claim that L fulfils the Euler-Lagrange equation (3.2). Next we point transform
the field φ
φ = φ(Φ, x) (A.9)
and insert it into L which yields a transformed Lagrange density
L˜ (Φ, ∂βΦ, x) = L [φ(Φ, x), ∂αφ(Φ, ∂βΦ, x), x] . (A.10)
A useful relation will be
∂µφ =
∂φ
∂Φ
∂µΦ + ∂µφ|expl −→
∂(∂µφ)
∂(∂νΦ)
= δµν
∂φ
∂Φ
. (A.11)
Now we are prepared to calculate
∂µ
∂L˜
∂(∂µΦ)
−
∂L˜
∂Φ
= ∂µ
[
∂L
∂(∂νφ)
∂(∂νφ)
∂(∂µΦ)
]
−
[
∂L
∂φ
∂φ
∂Φ
+
∂L
∂(∂νφ)
∂(∂νφ)
∂Φ
]
(A.12)
= ∂µ
[
∂L
∂(∂µφ)
∂φ
∂Φ
]
−
[
∂L
∂φ
∂φ
∂Φ
+
∂L
∂(∂νφ)
∂(∂νφ)
∂Φ
]
=
[
∂µ
∂L
∂(∂µφ)
]
∂φ
∂Φ
+
∂L
∂(∂µφ)
(
∂µ
∂φ
∂Φ
)
−
[
∂L
∂φ
∂φ
∂Φ
+
∂L
∂(∂νφ)
∂(∂νφ)
∂Φ
]
=
[
∂µ
∂L
∂(∂µφ)
−
∂L
∂φ
]
∂φ
∂Φ
+
∂L
∂(∂νφ)
[
∂(∂νφ)
∂Φ
−
∂(∂νφ)
∂Φ
]
= 0 .
Finally we showed that L˜ fulfils the Euler-Lagrange equation (3.2) as well.
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A.4 Canonical equations
In this section we derive the canonical equations (3.14) and (3.15) via the variational principle.
In analogy to Sec. A.1 we start with the action integral (A.1) and express the Lagrange density L
immediately by its Legendre transformation (3.12),
S =
∫
R
d4x [πµ∂µφ−H(φ, π
α, x)] . (A.13)
We claim that the variation of the action has to vanish and find,
0
!
=
∫
R
d4x δ [πµ∂µφ−H(φ, π
α, x)] (A.14)
=
∫
R
d4x
[
∂µφ δπ
µ + πµδ(∂µφ)−
∂H
∂φ
δφ−
∂H
∂πµ
δπµ
]
.
To continue we make use of relation (A.4) to exchange the derivative and the variation in the
second term. Subsequent we partially integrate the same expression an neglect the surface term,
since the variation of the field δφ vanishes on the space-time surface ∂R,
0
!
=
∫
R
d4x
[
∂µφ δπ
µ + πµ∂µ(δφ) −
∂H
∂φ
δφ−
∂H
∂πµ
δπµ
]
(A.15)
=
∫
R
d4x
[
∂µφ δπ
µ − (∂µπ
µ)δφ + ∂µ(π
µδφ) −
∂H
∂φ
δφ−
∂H
∂πµ
δπµ
]
=
∫
R
d4x
[
∂µφ−
∂H
∂πµ
]
δπµ −
∫
R
d4x
[
∂µπ
µ +
∂H
∂φ
]
δφ+
✘✘✘
✘✘✘
✘
∫
∂R
d4Sµ π
µδφ
=
∫
R
d4x
[
∂µφ−
∂H
∂πµ
]
δπµ −
∫
R
d4x
[
∂µπ
µ +
∂H
∂φ
]
δφ .
The variation of the field δφ and the variation of the canonically conjugate fields δπµ are indepen-
dent and therefore both integrands have to vanish separately.
A.5 Surface terms in the Hamilton density
In this section we show that surface terms, which leave the Euler-Lagrange equation invariant,
see App. A.2, correspond to additional partial space-time derivatives of the same vector functions
Fµ(φ, x) in Hamilton densities, which leave the canonical equations (3.14) and (3.15) invariant. We
start with Eq. (3.3) and define associated fields and associated canonically conjugate momentum
fields,
φ′ ≡ φ , (A.16)
π′µ ≡
∂L′
∂(∂µφ′)
(A.17)
=
[
∂L
∂(∂νφ)
+
∂(∂αFα)
∂(∂νφ)
]
∂(∂νφ)
∂(∂µφ′)
= πµ +
∂
∂(∂µφ)
(
∂Fα
∂φ
∂αφ+ ∂αF
α|expl
)
= πµ +
∂Fµ
∂φ
.
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We use the Legendre transformation (3.12) for L′ to find the Hamilton density H′ and its relation
to H,
H′ = π′µ∂µφ
′ − L′ (A.18)
=
(
πµ +
∂Fµ
∂φ
)
∂(∂µφ′)
∂(∂νφ)
∂νφ− L− ∂µF
µ
= H+
∂Fµ
∂φ
∂µφ−
(
∂Fµ
∂φ
∂µφ+ ∂µF
µ|
expl
)
= H− ∂µF
µ|
expl
.
To complete the proof we simply calculate the canonical equations (3.14) and (3.15) for H′. We
use that the canonical equations hold for H,
∂H′
∂φ′
=
∂H
∂φ
∂φ
∂φ′
+
∂H
∂πµ
∂πµ
∂φ
∂φ
∂φ′
−
∂2Fµ
∂φ∂xµ
∣∣∣∣
expl
∂φ
∂φ′
(A.19)
= −∂µπ
µ − ∂µφ
∂2Fµ
∂φ∂φ
−
∂2Fµ
∂φ∂xµ
∣∣∣∣
expl
= −∂µπ
µ − ∂µ
(
∂
∂φ
Fµ
)
= −∂µπ
′µ .
We find that the first canonical equation is also fulfilled for H′ whereas the second canonical
equation is calculated via
∂H
∂π′µ
=
∂H
∂πν
∂πν
∂π′µ
(A.20)
= ∂µφ
= ∂µφ
′
and is also valid for H′.
A.6 Point transformations for Hamilton densities
In this appendix we show that point transformations defined in Eq. (3.6) leave the dynamics and
therefore the canonical equations (3.14) and (3.15) invariant. We start with the calculation of the
canonically conjugate field for a point transformation,
Πµ ≡
∂L˜
∂(∂µΦ)
(A.21)
=
∂L
∂(∂νφ)
∂(∂νφ)
∂(∂µΦ)
= πµ
∂φ
∂Φ
,
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where we used Eq. (A.11) in the last line. The Hamilton density H˜ is defined by
H˜ ≡ Πµ∂µΦ− L˜ (A.22)
= πµ
∂φ
∂Φ
(
∂Φ
∂φ
∂µφ+ ∂µΦ|expl
)
− L
= H+Πµ ∂µΦ|expl ,
where we assumed that H is the Legendre transform of L, compare (3.12). Now we are ready to
show that H˜ fulfils the canonical equations (3.14) and (3.15) if H fulfils the corresponding ones.
∂H˜
∂Φ
+ ∂µΠ
µ =
∂H
∂φ
∂φ
∂Φ
+
∂H
∂πµ 
 ∂π
µ
∂Φ
+
✘✘✘
✘✘✘
✘✘∂
∂Φ
(
Πµ ∂µΦ|expl
)
+
 
  
∂Πµ
∂φ
∂µφ+
∂Πµ
∂πν
∂µπ
ν (A.23)
= −∂µπ
µ ∂φ
∂Φ
+ ∂µπ
µ ∂φ
∂Φ
= 0 .
Therefore the first equation is proven.
∂H˜
∂Πµ
− ∂µΦ =
∂H
∂φ 
 ∂φ
∂Πµ
+
∂H
∂πν
∂πν
∂Πµ
+
∂
∂Πµ
(
Πν ∂νΦ|expl
)
−
∂Φ
∂φ
∂µφ− ∂µΦ|expl (A.24)
=
∂Φ
∂φ
∂µφ+ ∂µΦ|expl −
∂Φ
∂φ
∂µφ− ∂µΦ|expl
= 0 .
B Second Appendix
B.1 Symmetry relations for the matter field
In this appendix we will list and calculate all symmetry relations for the transformation rules
(4.8), (4.9), (4.11) and (4.12). In contrast to real scalar fields, see Sec. 3.3, there are six symmetry
relations per generating function.
Generalising the symmetry relation of fµ1 , given in Eq. (3.29), to complex fields we find
∂2cµ
∂φ¯ ∂φ
=
∂πµ
∂φ
=
∂2f
µ
1
∂φ¯ ∂φ
=
∂π¯µ
∂φ¯
=
∂2cµ
∂φ¯ ∂φ
, (B.1)
0 =
∂π¯µ
∂Φ
=
∂2f
µ
1
∂φ∂Φ
= −
∂Π¯µ
∂φ
=
∂2cµ
∂φ∂φ
eiΛ , (B.2)
0 =
∂Πµ
∂Φ
= −
∂2f
µ
1
∂Φ¯ ∂Φ
=
∂Π¯µ
∂Φ¯
= 0 , (B.3)
0 =
∂πµ
∂Φ¯
=
∂2f
µ
1
∂φ¯ ∂Φ¯
= −
∂Πµ
∂φ¯
=
∂2cµ
∂φ¯ ∂φ¯
e−iΛ , (B.4)
0 =
∂πµ
∂Φ
=
∂2f
µ
1
∂φ¯ ∂Φ
= −
∂Π¯µ
∂φ¯
=
∂2cµ
∂φ∂φ¯
eiΛ , (B.5)
0 =
∂π¯µ
∂Φ¯
=
∂2f
µ
1
∂φ∂Φ¯
= −
∂Πµ
∂φ
=
∂2cµ
∂φ¯ ∂φ
e−iΛ . (B.6)
B SECOND APPENDIX 25
For symmetry relation (3.36) of fµ2 the generalisation yields
∂2cµ
∂φ¯ ∂φ
=
∂πµ
∂φ
=
∂2f
µ
2
∂φ∂φ¯
=
∂π¯µ
∂φ¯
=
∂2cµ
∂φ¯ ∂φ
, (B.7)
0 =
∂π¯µ
∂Πν
=
∂2f
µ
2
∂φ∂Πν
= δµν
∂Φ¯
∂φ
= 0 , (B.8)
0 = δµν
∂Φ
∂Πα
=
∂2f
µ
2
∂Π¯ν ∂Πα
= δµα
∂Φ¯
∂Π¯ν
= 0 , (B.9)
0 =
∂πµ
∂Π¯ν
=
∂2f
µ
2
∂φ¯ ∂Π¯ν
= δµν
∂Φ
∂φ¯
= 0 , (B.10)
δµν e
iΛ =
∂πµ
∂Πν
=
∂2f
µ
2
∂φ¯ ∂Πν
= δµν
∂Φ¯
∂φ¯
= δµν e
iΛ , (B.11)
δµν e
−iΛ =
∂π¯µ
∂Π¯ν
=
∂2f
µ
2
∂φ∂Π¯ν
= δµν
∂Φ
∂φ
= δµν e
−iΛ . (B.12)
Generalising the symmetry relation (3.43) of fµ3 to complex scalar fields we find
0 = δµν
∂φ
∂πα
= −
∂2f
µ
3
∂π¯ν ∂πα
= δµα
∂φ¯
∂π¯ν
= 0 , (B.13)
0 = δµν
∂φ¯
∂Φ
= −
∂2f
µ
3
∂πν ∂Φ
=
∂Π¯µ
∂πν
= 0 , (B.14)
0 =
∂Πµ
∂Φ
= −
∂2f
µ
3
∂Φ¯∂Φ
=
∂Π¯µ
∂Φ¯
= 0 , (B.15)
0 = δµν
∂φ
∂Φ¯
= −
∂2f
µ
3
∂π¯ν ∂Φ¯
=
∂Πµ
∂π¯ν
= 0 , (B.16)
δµν e
iΛ = δµν
∂φ
∂Φ
= −
∂2f
µ
3
∂π¯ν ∂Φ
=
∂Π¯µ
∂π¯ν
= δµν e
iΛ , (B.17)
δµν e
−iΛ = δµν
∂φ¯
∂Φ¯
= −
∂2f
µ
3
∂πν ∂Φ¯
=
∂Πµ
∂πν
= δµν e
−iΛ . (B.18)
The last generalisation of (3.49) corresponds to generating function fµ4 ,
0 = δµα
∂φ
∂πβ
= −
∂2f
µ
4
∂π¯α ∂πβ
= δµβ
∂φ¯
∂π¯α
= 0 , (B.19)
0 = δµα
∂φ¯
∂Πβ
= −
∂2f
µ
4
∂πα ∂Πβ
= −δµβ
∂Φ¯
∂πα
= 0 , (B.20)
0 = δµα
∂Φ
∂Πβ
=
∂2f
µ
4
∂Π¯α ∂Πβ
= δµβ
∂Φ¯
∂Π¯α
= 0 , (B.21)
0 = δµα
∂φ
∂Π¯β
= −
∂2f
µ
4
∂π¯α ∂Π¯β
= −δµβ
∂Φ
∂π¯α
= 0 , (B.22)
0 = δµα
∂φ
∂Πβ
= −
∂2f
µ
4
∂π¯α ∂Πβ
= −δµβ
∂Φ¯
∂π¯α
= 0 , (B.23)
0 = δµα
∂φ¯
∂Π¯β
= −
∂2f
µ
4
∂πα ∂Π¯β
= −δµβ
∂Φ
∂πα
= 0 . (B.24)
B.2 Symmetry relations for the gauge field
In this appendix we calculate the symmetry relations for the transformations rules (4.31) and
(4.33) of the gauge field. Symmetry relations among the gauge field and the matter fields are
neglected since all of them vanish.
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The four symmetry relations (3.29), (3.36), (3.43) and (3.49) for gauge fields read
0 =
∂pνµ
∂Aα
=
∂2f
µ
1
∂aν ∂Aα
= −
∂Pαµ
∂aν
= −
∂2c′µ
∂aα ∂aν
, (B.25)
δ
µ
βδ
ν
α =
∂pνµ
∂Pαβ
=
∂2f
µ
2
∂aν ∂Pαβ
= δµβ
∂Aα
aν
= δµβδ
ν
α , (B.26)
δ
µ
βδ
ν
α = δ
µ
β
∂aα
∂Aν
= −
∂2f
µ
3
∂pαβ ∂Aν
=
∂P νµ
∂pαβ
= δµβδ
ν
α , (B.27)
0 = −δµβ
∂aα
∂P σρ
=
∂2f
µ
4
∂pαβ ∂P σρ
= δµρ
∂Aσ
∂pαβ
= 0 . (B.28)
B.3 The integration constant
In this appendix we give a brief motivation why the integration constant yνµ might be not arbitrary,
although we do not find a clear restriction without further assumptions about the finalized theory.
We know from Eq. (4.35) that yνµ affects the transformation rule for the canonically conjugate
field. However, if we make further assumptions about the resulting theory, yνµ cannot be chosen
arbitrarily any more, since it is not independent from the transformation behaviour (4.27) of the
gauge field aµ, due to the fact that p
νµ and ∂µaν are connected via
pνµ ≡
∂La
∂(∂µaν)
. (B.29)
Now we argue that if the formalism leads to a dynamical Lagrangian for the gauge field aµ (which
is the fact) than this dynamical Lagrangian should be somehow quadratic in the derivatives of aµ.
This is a an assumption and therefore a clear restriction in the generality of the whole theory! In
consequence
pνµ =
∂La
∂(∂µaν)
∝ (∂•a•) (B.30)
with dummy indices “•”, which means that pνµ is in some way proportional to any first derivatives
of aµ. With Eqs. (4.27) and (4.35) it follows for the transformed canonically conjugate field that,
P νµ + yνµ ∝ ∂•
[
A• +
1
q
(∂•Λ)
]
. (B.31)
According for the fact that the final Lagrangian La and consistently Eq. (B.30) have to be form-
invariant, we find
yνµ ∝ ∂•∂•Λ . (B.32)
Therefore the remaining most general choice for yνµ is
yνµ = t1η
νµ(ηαβ∂
α∂βΛ) + t2(∂
ν∂µΛ) (B.33)
= t1η
νµ(Λ) + t2(∂
ν∂µΛ)
with yet independent constants t1 and t2.
Choosing t1 = −t2 we find that the integration constant yνµ reduces to a projection operator
orthogonal to the derivative of Λ. In fact this means that the inhomogeneity ∂µΛ in the transfor-
mation behaviour of the gauge field aµ, see Eq. (4.27), is exactly orthogonal to the inhomogeneous
term yνµ in the transformation behaviour of the canonically conjugate gauge fields, see Eq. (4.35).
We believe that this cannot be by accident and might be a guidepost towards the solution of the
remaining problem.
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B.4 The Klein-Gordon field in the Lagrangian and Hamilton picture
In this appendix we give a brief discussion of the complex Klein-Gordon field in the Lagrangian
and covariant Hamiltonian picture, compare [8]. In general the Lagrange density for a complex
field reads
L(φ, φ¯, ∂αφ, ∂αφ¯) = (∂µφ¯)(∂
µφ)−m2φ¯ φ . (B.34)
Inserting this Lagrange density in the Euler-Lagrange equation (3.2) for the complex conjugate
field φ¯ as well as the field φ this yields
(+m2)φ = 0 , (B.35)
(+m2) φ¯ = 0 , (B.36)
which are the corresponding equations of motion, in fact the Klein-Gordon equations.
In the next step we show that the same result is also obtained in the Hamilton picture. Therefore
we start with Legendre-transforming Eq. (B.34). To do so we have to calculate the canonical
conjugate fields of φ¯ and φ first, compare Eq. (3.11),
πµ =
∂L
∂(∂µφ¯)
= ∂µφ , (B.37)
π¯µ =
∂L
∂(∂µφ)
= ∂µφ¯ . (B.38)
Subsequent using the Legendre transformation (3.12) the Hamilton density reads then,
H(φ, φ¯, πα, π¯α) = π¯µ(∂µφ) + (∂µφ¯)π
µ − L (B.39)
= π¯µπ
µ +m2φ¯ φ .
We calculate the four canonical equations, compare Eq. (3.14) and (3.15),
−∂µπ¯
µ =
∂H
∂φ
= m2φ¯ , (B.40)
∂µφ¯ =
∂H
∂πµ
= π¯µ , (B.41)
−∂µπ
µ =
∂H
∂φ¯
= m2φ , (B.42)
∂µφ =
∂H
∂π¯µ
= πµ , (B.43)
and insert Eq. (B.41) in Eq. (B.40) as well as Eq. (B.43) in Eq. (B.42), which leads to the Klein-
Gordon equations (B.35) and (B.36). Therefore the covariant Hamilton and the Lagrangian picture
are completely equivalent.
As a consistency check we could Legendre back-transform the Klein-Gordon Hamilton density
(B.39) to the Klein-Gordon Lagrange density (B.34) under the use of Eq. (B.41) and (B.43). This
calculation is trivial and therefore left to the reader.
