ABSTRACT
INTRODUCTION
Microarrays (Schena et al., 1995; Lockhart et al., 1996) are widely used for large-scale measurements of gene expression levels. Microarray experiments are a complicated multiple step procedure and variability exists in every step of the experiment. The generated data is therefore notoriously noisy. In order to provide meaningful information from these data, various levels of analysis should be conducted. The first stage is probe-level analysis which provides a summary of the expression level for each gene. The type of downstream analysis to be performed then depends on the particular biological questions being addressed. Detecting differentially expressed genes is often the most basic aim of a microarray experiment. Affymetrix GeneChips are a popular choice of microarraÿ to whom correspondence should be addressed technology and in this paper we focus on detecting differential gene expression using these arrays.
Due to the high variability in microarray data, replicate arrays are often used to obtain improved accuracy and reproducibility. Because of the high cost of the experiment, the number of chips for each condition is usually small, typically 2-4 replicates. There are two main reasons that make the detection of differential gene expression difficult in this context:
1. Microarray experiments are associated with low precision probe-level measurements, especially for weakly expressed genes (probe-level measurement error).
2. The small number of replicates makes it difficult to obtain an accurate variance estimate for each gene across replicates (between-replicate variance).
Many different approaches have been devised to address the second difficulty and obtain accurate between-replicate variance, such as the widely used methods Cyber-T (Baldi et al., 2001) and SAM (Tusher et al., 2001) . Most of these methods are based on single point estimates of gene expression values that can be obtained from probe-level analysis methods, such as MAS 5.0 (Affymetrix, 2001) or RMA (Irizarry et al., 2003) for Affymetrix arrays. A small number of replicates will often lead to an underestimated variance. To overcome this problem, Cyber-T implements a regularized t-test and SAM adds a regularising constant to the gene-specific standard deviation. The reader is referred to Delmar et al. (2005) and Yang et al. (2005) for a detailed review of other recent methods for detecting differentially expressed genes. Few methods have been proposed to include probe-level measurement error in finding differential gene expression. Each gene on the Affymetrix array has 11-20 probe-pairs and these provide useful information about probe-level measurement error that is typically discarded. Probe-level probabilistic models, gMOS (Milo et al., 2003) , BGX (Hein et al., 2005) , mgMOS and multi-mgMOS (Liu et al., 2005) , have been developed and provide an estimate of this probe-level measurement error. Our most recent model, multimgMOS, provides accurate gene expression measurements along with the associated uncertainty in these measurement (Liu et al., 2005) . It has been shown that the measurement variance obtained from probe-level analysis can be propagated through the downstream analysis using probabilistic methods, thereby improving the performance of the analysis (Sanguinetti et al., 2005) .
In this contribution, we demonstrate the usefulness of the measurement error in finding differentially expressed genes. We propose a Bayesian hierarchical model to incorporate the probe-level measurement error into the variance estimate of gene expression levels. The probe-level measurements from multi-mgMOS are used in our work. The introduction of an additional variance term makes Bayesian hyper-parameter estimation intractable and we use a variational method for approximate parameter inference. We also compare the variational method with maximum a posteriori (MAP) and Markov chain Monte Carlo (MCMC) in terms of computational efficiency and accuracy. Results from an artificial spike-in data set and a real mouse time-course data set show that the inclusion of probe-level measurement error improves the accuracy of finding differentially expressed genes.
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Parameter Estimation
With the introduction of measurement error in (1), Bayesian inference becomes intractable. We use various parameter estimation methods and we compare the different methods in terms of efficiency and accuracy. We use MAP for crude estimation, a variational method for approximate Bayesian inference and MCMC for more accurate Bayesian inference. . We obtain rough inference based on MAP estimates, Gelman et al., 2004) . The conditional posterior of
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, given other parameters as fixed at their modal values, is
. The crude estimates are calculated simply and efficiently (see Gelman et al., 2004, p. 276) , but discard the variability in the parameters. For more details please refer to the Supplementary Material.
PPLR for finding differential expression

Variational Inference
In order to account for variability in parameters, we use the Expectation-Maximisation (EM) algorithm (Dempster et al., 1977) combined with a variational method (Ghahramani et al., 2001; Jordan et al., 1999) to optimise a lower bound on g h ! p S if 3
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in (12) is the approximated posterior distribution
of mean gene expression level. From (12) we can see that as the number of replicates increases, we obtain more confidence in the mean expression level since the inverse variance grows with the number of replicates. is updated by the Metropolis algorithm using a Gaussian proposal distribution. For more details please refer to the Supplementary Material.
MCMC
Significance of Differential Expression
Once the posterior distribution
is obtained, it is possible to compute the significance of differential expression between any two conditions. Taking a treatment and a control (indicated by 1 and 2 respectively), for instance, the probability of positive log-ratio (PPLR),
Equation (15) gives the posterior probability of increased expression in a treatment compared with a control. One can find the up-regulated genes by setting a level of confidence, like an b -level in a conventional statistical test. Down-regulated genes can also be found using a similar equation to (15) by calculating the integral of
Implementation and Computation Time
During the developmental stage of our models, we implement all three parameter estimation approaches in Matlab. For importance sampling in the variational method, we draw 1000 samples once at each EM iteration. At each E-step,! Fig. 1 . Histogram shows probability of positive log-ratio (PPLR) between (a) C1 and S1, and (b) replicated condition C and S in golden data set. The histogram is a stack of non-spike-in genes and spike-in genes. The white is for non-spike-in genes and the shade is for the spike-in genes.
to have converged when parameters change by less than E ( ¢ per iteration. For the implementation of MCMC we simulate 10 parallel sequences, each of length 200. We monitor the convergence of the iterative simulation by estimating the potential scale reduction 9 £ (Gelman et al., 2004) for all parameters. If , we draw another 200 samples for each sequence. After discarding the first half of the simulations and mixing the remaining simulated sequences, the length of the effective simulations are between 1000 and 3000 for most genes. We use the fast C program donlp2 (Spellucci et al., 1998) for parameter optimisation.
To process the golden spike-in data set (described in Section 3.1), MAP approximation, variational inference and MCMC take around 5 minutes, 4 hours and 50 hours respectively using a 1.8 GHz AMD Opteron machine with 512M RAM. We conclude that MCMC is too computationally expensive to use in practice although it is useful to compare with other methods (see Section 3.3). Variational inference is a good compromise between computational efficiency and accuracy. MAP estimation is very fast, but less accurate, so we recommend it for crude inference. For more accurate inference, one can choose to use the variational method. We have implemented both MAP estimation and variational inference in an R-package pplr for public use of our models. For MCMC we provide the Matlab implementation for comparison.
RESULTS AND DISCUSSION
Data Sets
We compare our method with one of the most popular approaches, Cyber-T (Baldi et al., 2001) , to show the improvement obtained by including probe-level measurement variance. Two data sets are used to perform this comparison. One is a wholly defined spike-in data set called the golden spike-in data set (Choe et al., 2005) . The other is a real-world mouse time-course data set which was used to identify hair-cycle associated genes by Lin et al. (2004) .
The golden spike-in data set includes two conditions each of which has three replicate chips. This data set contains a large number of differentially expressed genes with known fold-change, 1.2 to 4-fold, and provides enough true positives to obtain adequate statistics. The two conditions, control and spike, are labelled as 'C' and 'S' respectively. The S sample contains the same cRNAs as the C sample except that some selected groups of cRNAs are . 2 . 5-95% credibility intervals of positive log-ratio between S1 and C1 in the golden data set. The left figure shows the top 50 most significantly differentially expressed genes ranking by log-ratio and the right is the ranking by the probability of positive log-ratio (PPLR) between S1 and C1. Stars represent the mean of log-ratio. Spike-in genes are indicated by a square box. Without considering the measurement error, log-ratio ranking (on the left) obtains a much larger false positive rate than PPLR ranking (on the right).
present at a defined different increasing concentration in the S sample. The remaining cRNAs are at identical concentration. This leads to 1331 up-regulated genes and 12679 invariant genes. For more details please refer to Choe et al. (2005) . The mouse time-course data set is used by Lin et al. (2004) to discover regulators in hair-follicle morphogenesis and cycling by measuring gene expression patterns in mouse back skin at eight representative time points. Each time point has three or four biological replicates. Eight hair-growth associated genes are validated by quantitative real-time PCR (qr-PCR) experiments. The qr-PCR data at each time point has three replicate measurements. For the first hair-growth cycle microarray data includes five time points (day 1, 6, 14, 17 and 23) and qr-PCR data covers eight time points (day 1, 5, 8, 12, 15, 17, 19 and 23) . They have 3 time points in common (day 1, 17 and 23). Please refer to Lin et al. (2004) for more information.
Making Use of Measurement Error
Before we apply the Bayesian hierarchical model on replicated data, we would like to show the usefulness of the measurement error from multi-mgMOS in a single chip experiment. We select chip C1 and S1 from the golden data set as the control and treatment chips. Since all spiked-in genes in S1 are up-regulated, we use (15) to calculate PPLR in S1 compared with C1 using the measured gene expression values and variances from multi-mgMOS. The histogram of PPLR is shown in Fig. 1 (a) . The PPLRs of most spike-in genes are close to 1 which shows the high confidence of the increasing gene expression in S1. This is consistent with the golden data where all spike-in genes are up-regulated. Most invariant genes have PPLR close to 0.5 and there is no obvious evidence for these genes to be differentially expressed. Fig. 2 shows the top 50 differential expression ranking between chip C1 and S1 by (a) simple fold-change and (b) PPLR. Without considering the measurement variance, multimgMOS obtains a large number of false positives by fold-change ranking. After taking the credibility intervals into account, there are now no false positives in the top 50 positions.
The average Receiver Operator Characteristic (ROC) curves for all nine possible single chip-pairs between condition C and S in the golden spike-in data set are plotted in Fig. 3 (a) . As well as the two methods using multi-mgMOS, as shown in Fig. 2 , we also include a combined method suggested in Choe et al. (2005) which we denote as cMAS 5.0 because the major procedures in this method come from MAS 5.0. The results in Choe et al. (2005) show that cMAS 5.0 performs best among current statistical methods, including RMA (Irizarry et al., 2003) and GCRMA (Wu et al., 2004) , on the golden spike-in data set. We used the same form of loess normalisation for all methods as used in Choe et al. (2005) to make results comparable. The area under ROC curves are 0.9226, 0.8062 and 0.7869 for PPLR of multi-mgMOS, fold-change of cMAS 5.0 and fold-change of multi-mgMOS respectively. We notice that at the upper-right part of ROC curves PPLR results obtains slightly lower true positive rate than the other two methods. In practice we are often more concerned with obtaining a low false positive rate. For a reasonable number of false positives, on the left of the ROC curves, PPLR is much better than the other two alternatives. These results show that the uncertainty of the estimated expression level helps in detecting differential gene expression where there is only a single chip for each condition.
Combining Replicates
In practice, people usually use replicates to estimate a level of uncertainty with the estimated gene expression level. We use the proposed Bayesian hierarchical method to include the measurement error of replicates and improve the estimation of the uncertainty of gene expression measurements. time-course data set. The distribution shown in (a) is for one probeset of gene Dab2 which is a known hair-growth associated gene. The estimated expression levels of this probe-set are variable over different time points. MAP approximation and variational inference obtain similar accuracy for this probe-set. The probe-set shown in (b) is randomly selected and is not obviously hair-growth related, so the signal log ratio is not as high as for the probe-set in (a). For this probe-set, the variational method is closer than the MAP approximation to MCMC. In general we find that the posterior estimates of the variational approach are closer than those provided by the MAP approximation to MCMC results. In the following examples, we therefore use the variational method. Fig. 1 (b) shows the histogram of PPLR between replicated condition C and S in the golden spike-in data set. In addition to more spike-in genes moving close to one, non-spike-in genes get tighter around 0.5 compared Table 1 . Finding differential gene expression among eight qr-PCR validated genes in a mouse time-course data set. qr-PCR data, cMAS 5.0 and GCRMA expression measurements are processed by Cyber-T to obtain p-values and multi-mgMOS estimates are processed by the Bayesian hierarchical model to calculate the probability of positive log-ratio (PPLR). For Cyber-T results we set a credibility level at
Comparison of Estimation Accuracy
Performance on Artifical Data Set
. 'S' stands for significant differential expression, and 'N' not significant. For comparison with p-value,
is shown in the table. We set a comparable credibility for PPLR,
, which means genes which have at least 94% probability of signal change are considered as significantly differentially expressed. The numbers of significant genes for different methods at different credibility levels are shown in the lower part of the with the histogram of PPLR between C1 and S1 in Fig. 1 (a) . We therefore obtain more confidence in the up-regulated genes and the invariant genes. We plot ROC curves (Fig. 3 (b) ) on the golden spike-in data set to show the ability of our proposed combination method compared with the widely used approach Cyber-T which does not consider the measurement variance. From Fig. 3 (b) we can see that the inclusion of measurement error does improve the ability of multi-mgMOS to detect differentially expressed genes. The area under ROC curves for the Bayesian hierarchical method and Cyber-T on results from multi-mgMOS are 0.9431 and 0.9310 respectively, and 0.9306 for cMAS 5.0 combined with Cyber-T. More results from popular statistical methods combined with Cyber-T on the golden spike-in data set are presented in Choe et al. (2005) .
Performance on Real Data Set
In order to examine our method in an application on a real-world experiment, we applied the method to the mouse time-course data set. Fig. 5 is the temporal profile of one probe-set related to gene Dab2 in this data set. The first hair-growth cycle is shown, which is covered by five time points.
It can be seen that the combined signal obtains more confidence for each condition compared with the signal from each individual replicate and remains consistent with the qr-PCR profile.
The qr-PCR data in the mouse time-course data set has three measurements at each time point. We make use of these replicate values and process them using Cyber-T at those time points that were also measured by microarray data (day 1, 17 and 23). Using the obtained statistical values of qr-PCR data, we validate the PPLR calculated from our methods and compare them with the results from Cyber-T using expression measurements obtained from cMAS 5.0 and the popular probe-level processing method GCRMA (Wu et al., 2004) . The results generated from Cyber-T are associated with a p-value which does not have the same meaning as for PPLR and we cannot compare them dirrectly. In order to make them comparable, we select different credibility levels so that methods obtain a similar number of significant genes. For PPLR we set the significant level at 0.06, while the p-values for the other methods are set at 0.01. The number of significant genes at the different credibility levels for different methods are shown in the lower part of Table 1 . A global scaling normalisation is used for results from multi-mgMOS and cMAS 5.0 at the probe-set level, and GCRMA uses quantile normalisation at the probe level. The eight PCR validated genes have 14 associated probe-sets shown in Table 1 . We find the differential gene expression between two pairs of time points, (day 1, 17) and (day 17, 23). We exclude day 1 of gene Crisp1 due to the absence of replicate measurements of qr-PCR data at this time point. There are 27 tests altogether in this data. From these 27 tests PPLR obtains two inconsistent results with qr-PCR, while cMAS 5.0+Cyber-T and GCRMA+Cyber-T obtain three. Results from our method therefore show more consistency with results from qr-PCR data.
CONCLUSION
We have presented an approach using probe-level measurement error in order to improve the detection of differential gene expression and compared three different computation methods, MAP approximation, a variational method and MCMC, to solve the intractability in the model due to the incorporation of probe-level measurement error. This approach makes full use of information in microarray experimental data and performs relatively efficient and accurate inference based on this rich information. Results on a spike-in data set and a real time-course data set show that the inclusion of probe-level measurement error improves the accuracy of finding differentially expressed genes, especially when there are few replicate chips for conditions. Recent work on PCA demonstrates that probe-level uncertainties can also be incorporated into other probabilistic models, leading to an improved method (Sanguinetti et al., 2005) . Where possible we recommend that probe-level measurement error should be included in the downstream analysis in order to obtain more reasonable biological conclusions from a microarray experiment.
