I Introduction
It is probably fair to say that the Becker-Murphy model of Rational Addiction (RA) is one of the most commonly empirically estimated structural models in health economics, but it is probably also fair to say that there is no consensus about its empirical validity. It is usually estimated using, in part, an expression in the dependent variable along the lines of
( 1) where Y t is current consumption of the addictive commodity in question, Y t−1 is lagged, or past, consumption, with coefficient which we write α L and Y t+1 is leading, or future consumption, with coefficient α F . Obviously, empirical implementation always includes a range of strictly exogenous variables, usually current and possibly past and future prices, but the primary focus of empirical implementation is the segment in equation (1) above, and it is the estimation of this expression with which we shall be concerned here.
The most commonly tested (but, as we shall see, not the only) empirical prediction of the RA model is that the coefficients on lead and lag consumption should be positive. This prediction is typically satisfied, but there seems to be no consensus in the literature as to the magnitude of the coefficients and whether the model yields testable predictions with regards to the absolute magnitude. Further, it is not clear that positive and significant lead and lag coefficients should by themselves be taken as evidence of RA behavior see the results of Auld and Grootendorst (2004) for example, although they use market level data while our concern here is with estimation using individual level data.
There is a second testable RA hypothesis that can be tested using equation (1), and that is
where β = 1/(1+ ρ) is the individual's discount factor, ρ being the individual's discount rate. This prediction (which strictly speaking is exact only under certain assumptions about functional forms) is tested reasonably often in the RA literature and the results have been described, by Baltagi (2006) , as "the fly in the ointment" of the RA model. It is not uncommon for estimation at the individual level to yield wildly varying, and often implausible, estimates of β.
One obvious possible explanation for these results is that estimation of the RA model at the individual level involves the problems typically tackled in the Dynamic Panel Data (DPD) literature (see, for example, Arellano (2003) ). In an earlier paper, however, we suggested that there might be a problem estimating RA-type equations even in the absence of DPD-type problems and even (and perhaps especially) when the theoretical model was in fact correct (Laporte, Rohit Dass and Ferguson (2015) ).
Our argument in that paper rested on the fact that the RA model is a particular case of an intertemporal optimization problem (as indeed it was set out by Becker and Murphy (1988) ) and that certain properties of the solution to a theoretically correct inter-temporal optimization problem might raise particular econometric problems in estimating equations like (1).
In that paper we focused on the general issue of estimating equations of the form of equation (1) above, while explicitly setting aside equation (2) . In this paper we consider the implications of equation (2) in conjunction with the general econometric issues which arise from the nature of the solution to an inter-temporal optimization problem.
In the following section we set out the theoretical argument that places the RA model in the optimal control framework, and which will inform the interpretation of our simulation results. Section III considers the implications of hypotheses which are specific to the RA model, as set out in equation (2) above and also as set out in what Becker and Murphy (1994) referred to as a stability condition (although it is perhaps better referred to as a uniqueness condition). Section IV uses Monte Carlo simulation to investigate the issue with which we are dealing here, first tackling the simulations in pure time series form and then, in Section V, in panel data form. The implications of the Monte Carlo experiments are discussed in Section VI.
II A Brief Outline of the RA Model as an Optimal Control Problem
In setting the RA model up as an optimal control problem 2 we begin by defining the individual's lifetime utility function:
where C is consumption of other, non-addictive commodities Y is consumption of the addictive commodity and A is accumulated addiction capital which, as we noted above, is open to a number of interpretations, all of which are consistent with the notion that A yields disutility rather than utility, so the first and second derivatives of the instantaneous utility function, U, with respect to A are both negative. Both C and Y yield positive and diminishing marginal utility, and the individual discounts the future at the subjective rate ρ. The upper limit of integration, which represents the end of the individual's planning horizon -in most health economic applications, this refers to the end of life -is written T and, in terms of the formal analytics of an optimal control problem, can be either finite or infinite. It is not unusual for theoreticians to assume for simplicity that T = ∞ (think, for example, of the infinitely-lived representative individual often found in micro-founded inter-temporal macroeconomic models), but the analytical differences between the case where T is infinite and that where T is finite, the latter obviously being the sensible case to assume in health economics applications, turns out to be critical to the argument we make in this paper.
Addiction capital accumulates according to the equation of motion:
whereȦ is standard notation for ∂A/∂t, the time derivative of A, g(Y) is a damage production function with g(0) = 0, g'(Y) > 0 and, typically in this application g"(Y) > 0, and δ, is the rate of depreciation of addiction capital, representing the rate at which the body can heal itself if the individual goes cold turkey on consumption of Y. We must also introduce a budget constraint relating C, the consumption of the non-addictive commodity and Y, the consumption of the addictive commodity. We can either introduce a lifetime budget constraint, by adding accumulation of financial assets to the problem, or an instantaneous budget constraint, requiring all income to be spent on C and A at each point in time. Since this issue is not key to the point discussed in this paper we do not go into detail about it: implicitly in the next material we assume an instantaneous budget constraint.
We do not derive the intermediate steps for the theoretical analysis here -for the details see Ferguson (2000) . We note simply that the application of optimal control techniques yields a pair of differential equations, one in A and one in Y, which incorporate the first order conditions for inter-temporal utility maximization and which can be used to map out the individual's lifetime utility maximizing trajectories for consumption of T and for addiction capital. These solution equations are typically used to draw phase diagram, as in Figure In Figure 1 , Y, the consumption of the addictive commodity is plotted on the vertical axis and A, the accumulated addiction capital, is plotted on the horizontal. A phase diagram is a dynamic representation of the model, so we draw on it trajectories which show how Y and A evolve over time. The lines markedȦ = 0 andẎ = 0 are called the stationary loci for the diagram. They are combinations of points along which the dynamics of the model mean that there is no intrinsic tendency for A or Y respectively to change. From equation (4), for example,Ȧ = 0 when g(Y) -δ A = 0. Thinking of A as a capital good, with δ as its depreciation rate, this says that there will be no intrinsic tendency for A to change if the amount of current Y yields a g(A) value just sufficient to balance the depreciation of the existing A. For different values of A we need different values of Y, and these pairings are marked out along theȦ = 0 locus, whose shape will depend on the shape of the production function g(Y). We have drawn it as linear for expositional simplicity. The stationary locus for Y can be interpreted in a similar manner (see Ferguson (2000) ). The intersection (E) of the two stationary loci is the equilibrium point for the system, the point at which neither Y nor A has any intrinsic tendency to change. The phase diagram shows the dynamics of the system when it is not at the equilibrium, and the stationary loci can be thought of as dividing the (Y,A) space into quadrants, in each of which Y and A can be shown to be either increasing or decreasing.
In Figure 1 we have drawn a number of trajectories. Two of them, referred to as the stable branches for the problem, and labeled X1 and X2, head directly towards the equilibrium and two more, the unstable branches, labeled X3 and X4, head directly away. In addition there are two other trajectories, labeled Z1 and Z2, each of which is initially heading towards the equilibrium, essentially tracking the nearest stable branch, but eventually curving away from it, tracking the nearest unstable branch and, it can be shown that in the long run it will asymptote on the relevant unstable branch. It is convenient to think of these Z trajectories as a form of weighted averages of the stable and unstable branches, along which initially the stable branch is the dominant influence but where eventually the unstable branch becomes the dominant influence. The optimizing individual must pick the best possible lifetime trajectory from the full set open to him (which is much larger than we have illustrated here) taking account of his initial value of A (usually zero in a RA application) and the length of his life. This type of phase diagram is referred to as having saddle-point dynamics and the equilibrium point as being a saddle-point equilibrium.
The issue of length of life is key to what follows. We noted above that it is not uncommon for theoretical exercises to assume an infinite horizon, for expositional simplicity. In empirical RA research, however, it clearly makes no sense to assume that our individual is fully rational in every way with the minor exception that he fully believes that he will live forever. If he is going to be a rational addict, he has to face up to the finiteness of his life.
In terms of the phase diagram, the difference between infinite and finite horizon is key to the choice of the optimal trajectory. For most economists, it is instinctive to assume that the optimal trajectory will be one that converges on the equilibrium -i.e. one of the stable branches. It is well established in the optimal control literature, however, that the stable branch is the optimal trajectory only for an infinite horizon problem. For a finite horizon problem the optimal trajectory will be one of the ones that does not converge, typically one such as Z1 and Z2 above, which seems at first to be convergent but which, after sufficient time has elapsed, diverges from the equilibrium. Thus if we were to plot the individual's optimal trajectory against time it would look like one of those in Figure This highlights the fact that if we wish to test the RA model empirically we must use a functional form which has the potential to change direction as time passes.
A second empirical issue, common to many problems in health economics, is that while we can define A, addiction capital, we very seldom have actual measures of it which we can incorporate into empirical work. This is not such a problem as it might at first seem.
It can be shown that, when we set the RA model up in discrete time terms, the solution, which yields the phase diagram, takes the general form
This is a pair of interrelated first order difference equations whose coefficients depend on the underlying parameters of the optimization problem, and it is the form we would like to estimate, if we could observe both A and Y. The fact that we cannot observe A is not fatal to our empirical work since it can be shown (see Ferguson and Lim (2003) and Jones et al. (2014) ) that a pair of interrelated first order difference equations like (5a&b) can be combined into a single second order difference equation in either of the two variables: in our case, given the assumption that A is unobservable, this would be in Y.
Most commonly when this dynamic reduction is done we would write the second order difference equation (SODE) in backward looking form:
As we noted above, in the RA literature, because of interest in the forward-looking nature of the optimization problem, it is customary to write, and to estimate
which we shall refer to in what follows as a SODE in RA-form. We mentioned above that, for the most part, the focus of the empirical RA literature is on the issue of whether the coefficients on lead and lag consumption are positive. The theoretical optimal control framework, though, also raises the issue of how well the estimated equation tracks a nonlinear lifetime trajectory.
The non-linearity itself is not a fundamental problem, since a SODE, whether in backward looking or in RA-form, can map out a curved path. A key element in relating equation (7) to the form of trajectories set out in Figure 2 above is the notion of the solution form to a SODE.
It is shown in the theoretical dynamics literature that the solution to a SODE in either form yields an equation of the form
The terms λ 1 and λ 2 are what are referred to as the roots of the SODE, which are constants, and the t superscript is time, so the solution form (8) writes Y as a function of time. The roots of the system can be solved from either equation (6) or equation (7). Given the nonlinear form in which t enters the RHS of (8) it is clear that the values of the roots will be key to the shape of the time-trajectory of Y. In (8) Y * (t) is the equilibrium of the system, and corresponds to the value of Y at the intersection of the stationary loci in the phase diagram. Its position depends on the location of the stationary loci in the phase diagram, which in turn will depend on the exogenous variables in the problem. If there are exogenous variables, and if their value changes, the value of Y * will change and the trajectory generated by (8) will be adjusted accordingly. The terms A 1 and A 2 are constants whose values depend on the particular details of the model being analyzed. In equation (8) they serve as weights on the two roots.
Writing the solution to Y as a function of time as in (8) allows us to talk about conditions for convergence to equilibrium. Since the As and the λs are constants, derived from the parameters of the particular problem being analyzed, the behavior of Y over time can be mapped out relative to Y * . Suppose, for example, that both λ 1 and λ 2 are positive fractions. Then as time passes, regardless of the magnitude of the two A terms, eventually both λ t terms will converge on zero and Y(t) will converge on Y * . This is the case of a dynamically stable equilibrium. Similarly if both λ 1 and λ 2 are positive but larger than 1 (negative roots are very rare in economic applications, so we do not discuss them here), as time passes both λ t terms will become extremely large and no matter how small the A terms might be, Y will tend to diverge from Y * .
The saddle-point equilibrium as set out in Figure 1 above has the property that while both roots are positive, one of the roots is larger than one and the other smaller than one. The root that is larger than one (we shall assume that λ 1 is the larger root and λ 2 the smaller one) we refer to as the unstable root and the smaller one as the stable root. Clearly, as time passes and t increases, the unstable root, which is greater than 1, will tend to have more and more influence on the behavior of Y(t) while the stable root, which is a positive fraction, will have a diminishing influence. t) . In this case, since is a positive fraction, as t increases, λ t 2 will go to zero and the actual value of Y will converge, as time passes, on its equilibrium value. In terms of the phase diagram this is the case where the individual's optimal trajectory is the stable branch to the equilibrium. As we have already noted, the results of optimal control theory tell us that this will be the optimal solution only in the case of an infinite horizon problem. For a finite horizon problem, the optimal trajectory for an individual will be one along which both roots have non-zero weights. If A 1 is very small relative to A 2 , it will be the case that initially the stable root will dominate the trajectory and the system will seem to be converging to the equilibrium, but eventually t will reach a value large enough that the unstable root will come to dominate and the time-trajectory of an individual's Y will start to swing away from the equilibrium. For t sufficiently large the influence of the stable root will be swamped by the influence of the unstable root and the individual's time trajectory of Y will be very close to that for an unstable FODE:
Equation (8) writes the solution to a SODE strictly as a function of time. The solution relation must hold at each value of t, so we have
and
Given that we can solve for the roots of the estimated RA-Form SODE, (7), the upshot of this is that, if the RA model is in fact the solution to an individual's inter-temporal optimization problem, when we estimate equation (7) and solve for its roots we should find one stable and one unstable root.
This fact was the focus of the previous paper in this research program. In this paper we augment it with two other RA-specific predictions: that set out in equation (2) above, that α F = βα L , and the Becker-Murphy stability condition:
Since predictions (2) and (9) are set out in terms of the coefficients on lead and lag consumption, it would be desirable to set out our first hypothesis, that the RA-form equation should have one stable and one unstable root, in similar form. Fortunately this turns out to be possible -the RA-form equation will display saddle-point dynamics if
We are now in a position to set out all of our hypotheses (which we shall maintain in the design of our Monte Carlo experiments) in diagrammatic form, in Figure 3 below:
Figure 3: Theoretical restrictions on the RA coefficients In Figure 3 above the fact that we are looking only at the positive quadrant means that the αs are both positive and the negatively sloped line is α L + α F = 1, so the condition for saddle-point dynamics is that the coefficients on lead and lag consumption lie inside that line. The negatively sloped curve represents the Becker-Murphy stability condition, in that the αs must lie inside it. The curve coincides with the line only when both αs = 0.5, so satisfaction of the saddle-point condition implies satisfaction of the BM condition 3 . The ray from the origin represents condition (2): because the discount factor is less than one, the ray is flatter than the 45
• line. Thus if all of the RA hypotheses are true: the values of the coefficients on the lead and lag consumption terms must lie on the ray from the origin, inside the negatively sloped line.
Condition (2), on the relation between the coefficients, imposes a condition on the roots of the RA estimating equation. It can be shown that, if condition (2) holds,
where the two λs are the larger and smaller roots respectively. By the definition of β, this gives
where, as, above, ρ is the individual's subjective discount rate.
This would not, in principle, seem to be too demanding a condition -given ρ it is not that difficult to define a rectangular hyperbola in the two roots. It is important to remember, however, that the saddle-point condition requires that one root be stable -i.e. less than 1 -and the other unstable -i.e. greater than 1. Thus the unstable root must be larger than 1+ρ, and the more heavily the individual discounts the future (i.e. the larger ρ), the larger the unstable root must be. This relation between the individuals' discount rate and λ H is, of course, consistent with the interpretation of 1/λ H as the strength of the forward looking effect in the RA equation: i.e.
(see Laporte, Karimova and Ferguson (2010) for the derivation of this result -it is also shown there that the strength of the backward looking effect is ∂Y t /∂Y t+1 = λ L .)
Clearly this result makes intuitive sense: the larger the rate at which the individual discounts the future, the smaller we would expect the influence of the future -i.e. the forward looking effectto be in his consumption decisions and hence, given the definition of the forward looking effect, the larger the unstable root. Our concern here is with the econometric implications of this result: the larger the unstable root the sooner the individuals' time path comes to be dominated by the unstable root. In Laporte, Rohit Dass and Ferguson (2015) we argued that a large unstable root could cause problems in the estimation of a SODE in RA-form: here we consider the implications of the fact that the size of the unstable root is, as a result of condition (2), related to the magnitude of the individual's discount factor.
III Time Series Illustrations
In this section we illustrate some issues pertaining to the presence of an unstable root in the DGP using pure time series Monte Carlo experiments. The time series cases not only set out the basic issues, but also provide a comparison with the panel data Monte Carlos reported in the following section. We are using a backward looking SODE in this example, the roots of which have been chosen to be the same as those of the panel data sets, to maintain comparability. Thus for this set of illustrations we are using equations of the form
As in Laporte, Rohit Dass and Ferguson (2015) , we initially generate a non-stochastic time series, then add a stochastic error value to each point in the series. By construction, this error is uncorrelated over time. As argued in that paper, when a rational addict experiences a shock in his consumption, he can reasonably be assumed to adjust his consumption to put him back on his optimal trajectory.
We show the results of running these experiments using the recursive estimation capabilities of the PcNaive Monte Carlo module from the PcGive Professional econometric package (Doornik and Hendry, 2013a,b) , and also show the results of running them recursively in R. The panel results reported in the next section were programmed in R, since PcNaive does not include a panel data option. The PcNaive results represent the results of 1000 replications and the R results of 500. We include the results of both packages because we discovered in Laporte, Rohit Dass and Ferguson (2015) that certain of our results were sensitive to the package being used, probably because of differences in certain tolerances between the two programs 4 .
Our first illustration is a relatively well-behaved one, where the roots of the system are λ H = 1.1, , and the equation replicates that value for roughly the first 150 observations. After that it jumps up to a value of 2.1 until roughly observation 275, after which it drops to 1.10, where it stays. We see a similar pattern when we look at the coefficient on the second lag: Here the true value of the coefficient is -1.05, which the Monte Carlo experiments replicate for the first leg in the graph, then the mean of the estimates jumps down to -1.1 for a stretch, after which it jumps to zero. Taking the two figures together, in the first segments the DGP is being replicated accurately and the correct roots are being generated. In the second, intermediate stretch, the coefficient yields roots of 1.1 and 1.0: i.e. the actual unstable root and a unit root. In the final stretch the unstable root has come to dominate and the Monte Carlo results collapse to an unstable first order difference equation of the form
Where the coefficient on the sole LDV on the right hand side equals the unstable root, 1.1. As discussed in Laporte, Rohit Dass and Ferguson (2015) , this is a very typical pattern when we Monte Carlo a SODE with saddle-point dynamics in PcNaive. (Again, the precise pattern is sensitive to the package being used for the experimentation.)
In estimating the same DGP using a recursive approach coded in R, we obtained as Monte Carlo means of the coefficients on the first and second lags the values set out in Figure 6 below: In this figure, the "well-behaved" segment is longer than in the PcNaive runs, but then the results degenerate into chaos. There is, however, method to the chaos: when we calculate the roots of the SODE using the coefficient values from Figure 6 we obtain Figure So the estimated coefficient values match the true unstable root throughout the data set, but match the stable root only up to the point where, in the previous graph, the coefficients went off the rails.
We noted above that this run involved a relatively well-behaved set of values. The next run uses roots of 1.2 and 0.875, and gives, from PcNaive: In Figures 8 and 9 we see the same pattern as in the previous diagrams but with a much shorter period before the replication of the true DGP fails. Running the same DGP through a Monte Carlo experiment in R yields, for the coefficients: And as the roots generated from these coefficients: Figure 11 : Calculated roots, case of true λ H = 1.2
Here we see the same general pattern as before, and with interesting differences in details from the PcNaive runs.
Finally we consider a case with roots 1.25 and 0.84: These results suggest that in general, the presence of an unstable root can, in principle, cause serious problems in the estimation of a difference equation relation. The obvious question arises of the importance of this effect in practice. Time series as long as we have used here are not common in empirical economics. Further, longer time series (setting aside financial market data) are more likely to be associated with the estimation of macro-dynamic than of micro-dynamic relations. It is important to remember here however, that we have not defined the length of a time period -if T is in years, we are looking at several centuries of data, whereas if it is in months, T=500 refers to roughly 40 years.
Even that is long, in the sense that we are unlikely to find a longitudinal data set which follows individuals through 40 years. However, we may well find data sets containing shorter panels on individuals who are spaced out over a life span of 40 years or longer. While we cannot follow a single individual through his entire life, we do tend to hypothesize that all of the individuals in our panel data set are following the same lifetime consumption trajectory, and use the coefficients estimated by panel methods, treating different individuals who happen to lie in different ranges along the lifetime trajectory as lying at different places on the same entire lifetime trajectory, as characteristic of the trajectory as a whole. Thus in working with panel datasets, we have a compilation of data on individuals, where those observed segments have been drawn for some from the earlier part of their trajectory where the stable root dominates, and for others, from later parts of their trajectory where the unstable root dominates. In the next section we aim to investigate what the implications for estimation may be.
In the next section, then, we report results of Monte Carlo estimation of panel data drawn from the same lifetime trajectory. In each case we generate data containing 500 time series observations, then divide the full lifetime trajectory into 50 non-overlapping panels, each of 10 observations, each taken to represent a different individual at different stages along the life course. This means that we are working with a very artificial age distribution -we leave the question of the effects of different age distributions on the estimated coefficients for later work. This also means that the individuals in our panel will share the same intercept, as we have not introduced individual specific effects in our DGP.
IV Panel Data Monte Carlo Results
In these experiments we use data generated containing the same roots as in our pure time series experiments. Our earlier work suggested that panel results would be more stable than pure time series results, in the sense of not being so quick to display the type of pattern of coefficient estimates shown in the graphs above. We also found evidence that, even when the two data series were generated using the same characteristic roots, an equation estimated in RA-form:
tends to be better behaved than one estimated in backwards-looking SODE form:
This is clearly a matter for future investigation.
In the experiments reported below, we divided our full time series into fifty non-overlapping subintervals of ten observations each, to create an artificial panel with a very uniform age distribution. The estimation in the Monte Carlo was block-recursive, meaning that we added in one individual at a time and re-ran the 500 Monte Carlo replications to obtain the means of the coefficients and of the Beta (discount factor) implied by each set of coefficients. We also generated Monte Carlo standard deviations for the estimates, but the values were too small to show on our graphs. In each graph below, the figure on the horizontal axis is the number of individuals in the sample used to generate the corresponding mean of coefficient estimates.
Looking first at the results of the Monte Carlo experiment in R for the case where the unstable root is 1.25, we find for the coefficient on the lag of Y: These last three graphs show why we refer the case with λ H = 1.10 as the best-behaved case, since for a part of its range we are able to fit the true values of the lead and lag coefficients, and recover β, accurately. After there are about 17 individuals in the panel, however, the numbers again go haywire and our estimate of β starts to vary widely as we add more individuals.
V Discussion
It is important to keep in mind what we have not been trying to do in this paper. We have not been trying to test the Rational Addiction model. Rather, we have discussed a Monte Carlo experiment in which the DGP satisfies the key properties of the theoretical RA model, including the property, based on the usual results of optimal control theory as applied to models of inter-temporal optimization in economics, that the solution to such a model should display saddle-point dynamics, i.e. that its solution equation, writing Y as a function of elapsed time, should contain one stable and one unstable root. We note that we have not added exogenous variables and that the standard deviation of the disturbance term is small relative to many of the values in the data set.
Our proposition is that, even when the data set is known to satisfy all of the properties of the theoretical RA model, the presence of the unstable root may make it very difficult to estimate the coefficients accurately, with the result that, looking at the estimated value of Beta, the discount factor, we may be led to reject the RA model even when it is true. Again, we emphasize that we are not saying that this necessarily explains the "fly in the ointment" which Baltagi (2007) identified, but rather that it may greatly complicate the problem of testing the RA hypothesis. Even when the individual is a rational addict, the properties of the data may lead us to reject a true hypothesis.
We noted above that some of the Monte Carlo DGPs were better suited to finding the RA coefficients than others, although even in the best of the cases the results went off relatively quickly. The precise pattern which we observe in practice will, we hypothesize, depend on two factors -how large is the unstable root and where in our hypothesized lifetime trajectory do the bulk of the individuals in the panel come from. In this paper we have, as we noted above, chosen an unrealistically uniform distribution of ages of our individuals. We hypothesize that in practice the estimated coefficients will be forms of weighted averages, with the weights on various parts of the trajectory depending on how many of our particular sample happen to lie at various points along it. We emphasize here that because all of our individuals lie on the same lifetime trajectory, none of the problems associated with different fundamental preferences, which are usually associated with the DPD literature, should affect our results here. Those problems would presumably present an additional issue to the issue with which we are concerned here.
The hypothesized properties of the RA model have been translated here into their implications for the roots of the solution to the RA-form SODE. We should note that the particular values of the roots have not been calibrated to any particular numbers, since we have no solid information on what values to calibrate them to. We note that there should be an unstable root and that it should be larger than the inverse of the discount factor. We presume that in practice the unstable root is not in some sense too large, because we do not observe extreme instability in consumption behavior in the most commonly studied addictive commodities -cigarettes and alcohol. Beyond that, however, our results raise the possibility that even in what appears to be a well-studied case, the presence of the unstable root may be affecting empirical results. We also note that the difference between the results obtained for our pure time series Monte Carlo experiments between PcNaive and R, which are included here because they were unexpected, suggest that this is a case where differences in program tolerances could prove quite significant as factors influencing reported results.
VI Conclusion
The starting point for this paper was the observation that, while the Becker-Murphy model of Rational Addiction is widely used in the economics literature on the consumption of addictive substances, and widely accepted among economists, there is controversy in the literature as to how strongly the empirical results actually tend to support the theoretical model. In particular, it is not uncommon for the estimates of beta, the individual's time discount factor, to seem implausible, and indeed, for estimates of the value of beta to range widely across the literature.
In this paper we have not attempted to test the RA model. Rather, our interest has been in the question of whether the unstable root which theory predicts will be present in the individual's optimal solution trajectory might complicate the estimation of the RA model even when the true DGP possesses the key characteristics of the RA model. Our Monte Carlo results suggest that this may well be the case. The results of the experiments presented here are consistent with the proposition that, the stronger the unstable root the more unreliable are estimates of the coefficients of an RA-form second order difference equation. This implication is complicated by the fact that the key issue is not just the magnitude of the unstable root, although that is a powerful factor, but the relative importance of the stable and unstable roots in characterizing the segment of the lifetime trajectory which an individual happens to lie on. As we saw in the Monte Carlo results for our best-behaved RA-form SODE, there will exist a segment of the lifetime trajectory along which it is possible to estimate the RA-form SODE accurately, and there will exist segments along which it is not. We emphasize that these segments all lie on the same lifetime trajectory: it is not a matter of different individuals having different characteristic roots. This effect will be complicated in estimation on real-world data sets in that, even if everyone in the longitude data set did happen to be following exactly the same lifetime trajectory, we would expect to have clusters of individuals at different stages along it, so the estimated coefficients would be, in a sense, weighted averages of the types of coefficient values we have found in our experiments.
We note that there are values of the unstable root for which well-behaved segments do exist. We also note that, at least in our panel simulations, the unstable root could be recovered with considerable accuracy, although the same could not be said for the stable root. The unstable root by itself, however, will not allow us to identify the true values of the coefficients on lead and lag consumption.
In addition, we have the problem that we do not, at this point, know what constitutes a reasonable value for λ H . In our experiments, we simply generated data series which were driven by certain values of the stable and unstable roots. While the roots are raised to the power t in the solution form for a SODE, in our experiments we have not defined the length of a period, t: there is no reason for it to be in years, it could perfectly well be in months. While there must be some form of internal consistency between the dynamics of a model set out in terms of months and the same model set out in terms of years, that fact by itself does not tell us what a well-behaved value of λ H should be in any real-world application. Indeed, the only basis we have for assuming that the unstable root will be small enough to give us what we have been calling a well-behaved data set is that we do not seem to observe, in real world applications, the explosive dynamics which would be associated with a large unstable root.
Our problem, then, appears to be that, when the RA model is the true DGP, the presence of the unstable root makes it extremely difficult to estimate the true coefficients and to extract the true value of the discount factor. The completely unexpected fact that different software produced different coefficient patterns in our pure time series Monte Carlo experiments suggests that there may be an additional complication in empirical investigation of the RA hypothesis -it is possible that the estimation results are more sensitive to the tolerances of different econometric software patterns than we are used to expecting.
We do not assert that our results must absolutely be the explanation for the wide range of estimated values, especially for beta, which have come out of the empirical RA literature. It is, after all, always possible that the RA hypothesis is simply wrong. We do, however, suggest that they may be part of the explanation for the variability of the estimates, that they may well represent a serious complicating factor in empirical RA research, and that they merit further investigation if we are to hope to understand the empirical behavior of the RA model.
