Abstract Mehrotra's algorithm has been the most successful infeasible interiorpoint algorithm for linear programming since 1990. Most popular interior-point software packages for linear programming are based on Mehrotra's algorithm. This paper describes a proposal and implementation of an alternative algorithm, an arcsearch infeasible interior-point algorithm. We will demonstrate, by testing Netlib problems and comparing the test results obtained by the arc-search infeasible interiorpoint algorithm and Mehrotra's algorithm, that the proposed arc-search infeasible interior-point algorithm is a more reliable and efficient algorithm than Mehrotra's algorithm.
Introduction
Interior-point method is now regarded as a mature technique of linear programming [1, page 2] , following many important developments in 1980-1990, such as, a proposal of path-following method [2] , the establishment of polynomial bounds for path-following algorithms [3, 4] , the development of Mehrotra's predictor-corrector (MPC) algorithm [5] and independent implementation and verification [6, 7] , and the proof of the polynomiality of some related infeasible interior-point algorithms [8, 9] . Although many more algorithms have been proposed since then (see, for example, [10] [11] [12] [13] [14] ), there is no significant improvement in the best polynomial bound for interior-point algorithms, 1 and there is no report of a better algorithm than an MPC variation described in [1, page 198] for general linear programming problems. 2 In fact, most popular interior-point method software packages implemented the MPC variation described in [1, page 198] , for example, LOQO [17] , PCx [18] , and LIPSOL [19] .
However, there were some interesting results obtained in recent years. For example, higher-order algorithms that used second or higher-order derivatives were demonstrated to improve the computational efficiency [5, 7] . Higher-order algorithms, however, had either a poorer polynomial bound than first-order algorithms [20] or did not even have a polynomial bound [5, 21] . This dilemma was partially solved in [22] which proved that higher-order algorithms can achieve the best polynomial bound. An arc-search interior-point algorithm for linear programming was devised in [22] . The algorithm utilized the first-and second-order derivatives to construct an ellipse to approximate the central path. Intuitively, searching along this ellipse should generate a larger step size than searching along any straight line. Indeed, it was shown in [22] that the arc-search algorithm has the best polynomial bound and it may be very efficient in practical computation. This result was extended to prove a similar result for convex quadratic programming, and the numerical test result was very promising [23] .
The algorithms proposed in [22, 23] assume that the starting point is feasible and the central path does exist. However, very few problems in Netlib test set have an interior-point as noted in [24] . To better demonstrate the claims in the previous papers, we propose and implement an infeasible arc-search interior-point algorithm in this paper, which allows us to test a lot more Netlib problems. The proposed algorithm keeps a nice feature developed in [22, 23] , i.e., it searches optimizer along an arc (part of an ellipse). It also adopts some strategies used in MPC, such as using heuristic method to select the centering parameter. We will show that the proposed arc-search infeasible interior-point algorithm is very competitive in computation by testing all Netlib problems in standard form and comparing the results to those obtained by the MPC described in [1, page 198] . To have a fair comparison, both algorithms are implemented in MATLAB (curvelp.m for arc-search algorithm and mehrotra.m for Mehrotra's algorithm); for all test problems, the two Matlab codes use the same pre-processor and post-processor, start from the same initial point, use the same parameters, and terminate with the same stopping criterion. Since the main cost in computation for both algorithms is to solve linear systems of equations, which is exactly the same for both algorithms, and the arc-search infeasible interior-point algorithm uses less iterations in most tested problems than the MPC described in [1, page 198] , we believe that the proposed arc-search algorithm is more attractive than the MPC algorithm.
Installation and basic structure of CurveLP
CurveLP is available from Netlib (http://www.netlib.org/numeralgo/) as the na43 package. It is distributed as a single file CurveLP.zip. To install the library, download and unpack the zip archive, start MATLAB, change to the root folder CurveLP. You will see five m-files: curvelp.m is the implementation of the proposed algorithm, mehrotra.m is the implementation of Mehrotra's algorithm which is mainly used for the purpose of comparison for the performance of CurveLP and Mehrotra's algorithms, extract.m is used to extract (A, b, c) from Netlib linear programming test problems which are in the same folder in MATLAB format, infeasible method.m is a program which allows users to choose one of the two methods to solve the linear programming problem, and infeasibleexample.m is the MATLAB code used to generate Fig. 2 . README describes the simple procedures for testing and running the code.
All five m-files are developed in MATLAB version 2006a and tested in MATLAB versions of 2006a and 2012b on WINDOWS.
Outline of the paper
The remaining of the paper is organized as follows. Section 2 briefly describes the problem. Section 3 presents the proposed algorithm and some simple but important properties. Section 4 discusses implementation details for both algorithms. Section 5 provides numerical results and compares the results obtained by both arc-search method and Mehrotra's method. Conclusions are summarized in Section 6.
Problem descriptions
Consider the Linear Programming in the standard form:
where A ∈ R m×n , b ∈ R m , c ∈ R n are given, and x ∈ R n is the vector to be optimized. Associated with the linear programming is the dual programming that is also presented in the standard form:
where dual variable vector λ ∈ R m , and dual slack vector s ∈ R n . If a problem is not represented in the standard form, it is easy to transform it to the standard form by using the method described in [1, pages 226-230] .
Throughout the paper, we will denote the residuals of the equality constraints (the deviation from the feasibility) by
the duality measure by
the ith component of x by x i , the Euclidean norm of x by x , the identity matrix of any dimension by I , the vector of all ones with appropriate dimension by e, the Hadamard (element-wise) product of two vectors x and s by x • s. To make the notation simple for block column vectors, we will denote, for example, a point in the primal-dual problem [x T , λ T , s T ] T by (x, λ, s). We will denote a vector initial point of any algorithm by (x 0 , λ 0 , s 0 ), the corresponding scalar duality measure by μ 0 , the point after the kth iteration by (x k , λ k , s k ), the corresponding duality measure by μ k , the optimizer by (x * , λ * , s * ), the corresponding duality measure by μ * . For x ∈ R n , we will denote a related diagonal matrix by X ∈ R n×n whose diagonal elements are components of the vector x.
The central path C(t) of the primal-dual linear programming problem is parameterized by a scalar t > 0 as follows. For each interior point (x, λ, s) ∈ C(t) on the central path, there is a t > 0 such that
Therefore, the central path is an arc in R 2n+m parameterized as a function of t and is denoted as
As t → 0, the central path (x(t), λ(t), s(t)) represented by (5) approaches to a solution of LP represented by (1) because (5) reduces to the KKT condition as t → 0. Because of high cost of finding an initial feasible point and the central path described in (5), we consider a modified problem which allows infeasible initial point.
We search the optimizer along an infeasible central path neighborhood. The infeasible central path neighborhood F(γ ) considered in this paper is defined as a collection of points that satisfy the following conditions,
where
is a monotonic function of t such that γ (1) = 1 and γ (t) → 0 as t → 0. In the next section, we will show (Lemma 3.2) that
Therefore, the only restriction of this neighborhood is (x, s) > 0. This shows that the central path neighborhood is the widest compared to any neighborhood considered in existing literatures.
Arc-search algorithm for linear programming
Starting from any point (x 0 , λ 0 , s 0 ) in a central path neighborhood that satisfies (x 0 , s 0 ) > 0, for k ≥ 0, we consider a special arc parameterized by t and defined by the current iterate as follows:
Clearly, each iteration starts at t = 1; and
We want the iterate stays inside F(γ ) as t decreases. We denote the infeasible central path defined by (9) as
If this arc is inside F(γ ) for τ = 0, then as t → 0, (r b (t), r c (t)) := t (r k b , r k c ) → 0; and equation (9d) implies that μ(t) → 0; hence, the arc will approach to an optimal solution of (1) because (9) reduces to KKT condition as t → 0. To avoid computing the entire infeasible central path H(t), we will search along an approximation of H(t) and keep the iterate stay in F(γ ). Therefore, we will use an ellipse E(α) [25] in 2n + m dimensional space to approximate the infeasible central path H(t), where E(α) is given by (11) a ∈ R 2n+m and b ∈ R 2n+m are the axes of the ellipse, and c ∈ R 2n+m is the center of the ellipse. Given the current iterate y = (x k , λ k , s k ) = (x(α 0 ), λ(α 0 ), s(α 0 )) ∈ E(α) which is also on H(t), we will determine a, b, c and α 0 such that the first and second derivatives of E(α) at (x(α 0 ), λ(α 0 ), s(α 0 )) are the same as those of H(t) at (x(α 0 ), λ(α 0 ), s(α 0 )). Therefore, by taking the first derivative for (9) at
These linear systems of equations are very similar to those used in [22] except that equality constraints in (5) are not assumed to be satisfied. By taking the second derivative, we have ⎡
One of the brilliant contributions of [5] is that instead of using (13) , the secondorder term ('corrector') of the primal-dual trajectory is computed with the centering direction. Following the idea of [5] and using the notation of [1, page 197] , we modify (13) slightly to make sure that a substantial segment of the ellipse stays in F(t), thereby making sure that the step size along the ellipse is significantly greater than zero, ⎡
where the duality measure μ k is evaluated at (x k , λ k , s k ), and we set the centering parameter σ k satisfying 0 < σ k < σ max ≤ 0.5. Several slightly different heuristics have been proposed in literature. Mehrotra's original idea in [5] was a subroutine CENPAR which was fine tuned by Lustig et al. in [6, page 440] to improve computational performance, which, in turn, was modified again and the modified centering method was still credited to Mehrotra in [1, page 196] (please note that Mehrotra is one of the authors of PCx [18] ). The formula of [1] is widely believed to be the best method and is now implemented in most state-of-the-art software packages and published papers, such as [13, [17] [18] [19] . We follow the common practice and use the formula of [1] in our implementation. We emphasize that the second derivatives are functions of σ k which is used to speed up the convergence of the proposed algorithm. Several relations follow immediately from (12) and (14).
Lemma 3.1 Let (ẋ,λ,ṡ) and (ẍ,λ,s) be defined in (12) and (14) . Then, the following relations hold.
Equations (12) and (14) can be solved in either unreduced form, or augmented system form, or normal equation form as suggested in [1] . We solve the normal equations for (ẋ,λ,ṡ) and (ẍ,λ,s) as follows:
and
Given the first and second derivatives defined by (12) and (14), an analytic expression of the ellipse that is used to approximate the infeasible central path is derived in [22] .
) be an arc defined by (11) passing through a point (x, λ, s) ∈ E ∩ H, and its first and second derivatives at (x, λ, s) be (ẋ,λ,ṡ) and (ẍ,λ,s) which are defined by (12) and (14) . Then the ellipse approximation of H(t) is given by
In the algorithm proposed below, we suggest taking step size α s k = α λ k which may not be equal to the step size of α x k .
Algorithm 3.1
Data: A, b, c, and step scaling factor β ∈ (0, 1).
Step 1: Calculate (ẋ,λ,ṡ) using (16) and set
Step 2:
and compute the centering parameter
Step 3: Computer (ẍ,λ,s) using (17) .
Step 4: Set
Step 5: Scale the step size by α x k = βα x and α s k = βα s such that the update
Step 6: Set k ← k + 1. Go back to Step 1.
end (for)
Remark 3.1 The main difference between the proposed algorithm and Mehrotra's MPC algorithm described in [1, 198] is in Steps 4 and 5 where the iterate moves along the ellipse instead of a straight line. More specifically, instead of using (23) and (24), Mehrotra's method uses
Note that the end points of arc-search algorithm (23) and (24) are equat to the end points of Mehrotra's formulae in (25) and (26); for any
, the ellipse is a better approximation of the infeasible central path. Therefore, the proposed algorithm should have a larger step size than Mehrotra's method and be more efficient. This intuitive has been verified in our numerical test.
The following lemma shows that searching along the ellipse in iterations will reduce the residuals of the equality constraints to zero as k → ∞ provided that α x k and α s k are bounded below from zero.
Lemma 3.2 Let
, and
. Then, the following relations hold.
Proof From Theorem 3.1, searching along ellipse generates iterate as follows.
. In view of (12) and (14), we have
therefore, r k+1
To show that the duality measure decreases with iterations, we present the following lemma. 
Proof First, from (12) and (14), we havė
Using these relations with (4) and Lemmas 3.1, we have
This finishes the proof.
The following simple result clearly holds. 
Lemma 3.4 For
As a matter of fact, in all numerical test, we have observed the decrease of the duality measure in every iteration even for α x = α s .
Positivity of x(σ, α x ) and s(σ, α s ) is guaranteed if (x, s) > 0 holds and α x and α s are small enough. Assuming thatẋ,ṡ,ẍ, ands are bounded, the claim can easily be seen from the following relations
Implementation details
In this section, we discuss factors that are normally not discussed in the main body of algorithms but affect noticeably, if not significantly, the effectiveness and efficiency of the infeasible interior-point algorithms. Most of these factors have been discussed in widely spread literatures, and they are likely implemented differently from code to code. We will address all of these implementation topics and provide the detailed information of our implementation. As we will compare arc-search method and Mehrotra's method, to make a meaningful and fair comparison, we will implement everything discussed in this section the same way for both methods, so that the only differences of the two algorithms in our implementations are in steps 4 and 5, where the arc-search method uses formulae (23) and (24) and Mehrotra's method uses (25) and (26) . But the difference of the computational cost is very small because these computations are all analytic and negligible compared to the cost of solving linear systems.
Initial point selection
Initial point selection has been known an important factor in the computational efficiency for most infeasible interior-point algorithms. However, many commercial software packages do not provide sufficient details, for example, [18, 19] . We will use the methods proposed in [5, 7] . In [5, page 589] , the initial point is selected as follows:
Let δ x = max(−1.1 min{x i }, 0) and δ s = max(−1.1 min{ŝ i }, 0). We then calculatê
and generate λ 0 =λ and s 0 i =ŝ i +δ s , i = 1, . . . , n, and x 0 i =x i +δ x , i = 1, . . . , n as a possible initial point.
In [7, page 445] , the initial point is selected as follows:
Let ξ 1 = max(−100 min{x i }, 100, b 1 /100) and ξ 2 = 1 + c 1 , where · 1 is the l 1 norm. We then calculate, for i = 1, . . . , n, x 0 i = max{ξ 1 ,x i } and
and set λ 0 = 0. For these two sets of initial points, we then calculate
and select the initial point that yields a smaller value because we have observed from testing Netlib problems that this selection reduces the number of iterations in general.
Pre-process
Pre-process or pre-solver is a major factor that can significantly affect the numerical stability and computational efficiency. Many literatures have been focused on this topic, for example, [1, 7, [26] [27] [28] . As we will test all linear programming problems in standard form in Netlib, we focus on the strategies only for the standard linear programming problems in the form of (1), which are solved in normal equations. 3 We will use A i,· for the ith row of A, A ·,j for the j th column of A, and A i,j for the element at (i, j ) position of A. While reducing the problem, we will express the objective function into two parts, c T x = f obj + k c k x k . The first part f obj at the beginning is zero and is updated all the time as we reduce the problem (remove some c k from c); the terms in the summation in the second part are continuously reduced and c k are updated as necessary when we reduce the problem.
When we select pre-process methods, besides considering the numerical stability, efficiency, and effectiveness in solving the linear programming problem, we will also assess their impact on the seamless implementation in post-process, which is the process to restore the expression of the solution in the original coordinate system. To have a seamless implementation in the post-process, we store several vectors for every pre-process: c orig = c for the original coefficients of the objective function; x final , which is set to zero at the beginning, will be used to store the optimal solution in the original unreduced coordinate; at the beginning of the pre-process, x idx = [1, 2, . . . , n] T , x idx will be reduced to keep a mapping between the orders of x in the reduced coordinate system and x final in the unreduced coordinate system. For preprocess 9, we will store a sparse matrix and a few more vectors: A post , which is empty at the beginning of the pre-process, is used to store equations which are elliminated in the pre-process 9 but need to be resolved in the final stage to recover the variables in the original coordinate system; b post is a vector associated with A post to recover the variables in the original coordinate system; and x tobe is a vector of coordinate information of the variables to be resolved in the final stage. These matrix and vectors need to be updated in the pre-process so that we can recover the solution expressed in the original coordinate system. We describe these updates only for the pre-processes that are chosen to be implemented.
The first 6 pre-process methods presented below were reported in various literatures, such as [1, 18, [26] [27] [28] ; the rest of them, to the best of our knowledge, are not reported anywhere. 
Empty row

Duplicate columns
Since x i ≥ 0 and x j ≥ 0, we have (x i + x j ) ≥ 0. Hence, a duplicate column can be removed. 
Row singleton
, and (vi) remove x idx (k). With these changes, we can remove the ith row and the kth column.
Free variable
If A ·,i = −A ·,j and c i = −c j , then we can rewrite
The new variable x i − x j is a free variable which can be solved if A α,i = 0 for some row α (otherwise, it is an empty column which has been discussed). This gives
Also, c T x can be rewritten as
This suggests the following update: 
Positive variable defined by signs of A i,· and b i Since
if the sign of A α,i is the same as b α and opposite to all A α,k for k = i, then x i ≥ 0 is guaranteed. We can solve x i , and substitute back into Ax = b and c T x. This suggests taking the following actions: 
We have tested all these ten pre-solvers, and they all work in terms of reducing the problem sizes and making the problems easier to solve in most cases. But pre-solvers 2, 4, 6, 8, and 10 are observed to be significantly more time consuming than pre-solvers 1, 3, 5, 7, and 9. Moreover, our experience shows that pre-solvers 1, 3, 5, 7, and 9 are more efficient in reducing the problem sizes than pre-solvers 2, 4, 6, 8, and 10. Therefore, in our implementation, we use only pre-solvers 1, 3, 5, 7, and 9 for all of our test problems.
The proposed pre-process set (1, 3, 5, 7, and 9) is very efficient. Table 1 compares the reduced problem sizes obtained by the proposed pre-process and by the pre-process of PCx [18] . Among all the tested problems, the pre-process of [18] is slightly better only for 4 problems (agg, agg2, agg3, fffff800), while the proposed pre-process in this paper is better or the same for all other problems. PCx [18] does not report the reduced sizes for some large problems (Osa 07, Osa 14, Osa 30, Qap12, Qap15, Qap8). For the only one reported large problem Stocfor3, the proposed pre-process generates a much smaller problem: (m, n) = (5974, 12840) vs. (m, n) = (15362, 22228). If a full pre-process set (1 − 10) described in this section is used, the reduced problem sizes are smaller for all tested problems than the ones obtained in [18] .
An alternative way to see the superiority of the proposed pre-process is to use performance profile which, to our best knowledge, was first used in [30] and carefully analyzed in [31] . Let S be the set of solvers and P be the set of test problems. Let n s be the number of solvers, n p be the number of test problems, m p,s be the merit function of using solver s for the problem p. The performance ratio is defined as:
The performance profile is defined as the distribution function of a performance (merit) metric [31] . For this problem, the merit function m p,s is the size of the reduced problem p using pre-process s. The performance profiles for the proposed pre-process and PCx's pre-process are given in Fig. 1 . 
Post-process
With the implementation described in pre-process, the post-process is very simple and is given as the following matlab code. 
end end end Remark 4.1 After restoring the solution from the reduced x back to x final in the original coordinate system, we can compare f opt and c orig x final and verify that our code is correctly implemented.
Matrix scaling
For ill-conditioned matrix A where the ratio
is big, scaling is believed to be a good practice, for example, see [18] . PCx adopted a scaling strategy proposed in [32] . Let = diag(φ 1 , · · · , φ m ) and = diag(ψ 1 , · · · , ψ n ) be the diagonal scaling matrices of A. The scaling for matrix A in [18, 32] is equivalent to minimize
Different methods are proposed to solve this problem [18, 32] . We implemented these methods and some variations and tested against standard linear programming problems in Netlib. All of these methods have similar impact on the efficiency of infeasible interior-point algorithms. We ran the proposed interior-point algorithms and Mehrotra's algorithm with and without scaling for problems in Table 1 These test results show that although scaling can improve efficiency of infeasible interior-point algorithms for some problems, but over all, it does not help. In addition, there are no clear criteria on what problems may benefit from scaling and what problems may be adversely affected by scaling. Therefore, we decide not to use scaling in all our test problems. However, the ratio defined in (41) is a good indicator which can be used to determine if pre-solver 9 should be applied or not.
Removing row dependency from A
Theoretically, convergence analyses in most existing literatures assume that the matrix A is full rank. Practically, row dependency causes some computational difficulties. However, many real world problems including some problems in Netlib have dependent rows. Though using standard Gaussian elimination method can reduce A into a full rank matrix, the sparse structure of A will be destroyed. In [33] , Andersen reported an efficient method that removes row dependency of A. The paper claimed that not only the numerical stability is improved by the method, but the cost of the effort can also be justified. One of the main ideas is to identify the most independent rows of A in a cheap and easy way and separate these independent rows from those that may be dependent. A variation of Andersen's method can be summarized as follows.
First, it assumes that all empty rows have been removed by pre-solver. Second, matrix A often contains many column singletons (the column has only one nonzero), for example, slack variables are column singletons. Clearly, a row containing a column singleton cannot be dependent. If these rows are separated (temporarily removed) from rest rows of A, new column singletons may appear and more rows may be separated. This process may separate many rows from rest rows of A in practice. Permutation operations can be used to move the singletons to the diagonal elements of A. The dependent rows are among the rows left in the process. Then, Gaussian elimination method can be applied with pivot selection using Markowitz criterion [34, 35] . Some implementation details include (a) break ties by choosing element with the largest magnitude and (b) use threshold pivoting.
We have tested and analyzed the impact of removing dependent rows using Andersen's method. Among 51 tested Netlib problems, this method is beneficial (in terms of finding accurate solution) to Mehrotra's algorithm for nine problems: Bnl2, Degen2, Degen3, Osa 07, Qap 15, Qap 8, Scfxm1, Scfxm3, Stocfor1 . It is beneficial (in terms of finding accurate solution) to the proposed arc-search algorithm for only one problem Stocfor1. Considering the significant computational cost, we choose to not use this function unless we feel it is necessary when it is used as part of handling degenerate solutions discussed later. To have a fair comparison between the two algorithms, we will make it clear in our test report what algorithms and/or problems use this function and what algorithms and/or problems do not.
Linear algebra for sparse Cholesky matrix
Similar to Mehrotra's algorithm, the majority of the computational cost of our proposed algorithm is to solve possibly ill-conditioned sparse Cholesky systems (16) and (17), which can be expressed as an abstract problem as follows.
where (16) and (17), but u and v are different vectors. Many popular LP solvers [18, 19] call a modified software package 4 of [36] which uses some linear algebra specifically developed for the ill-conditioned sparse Cholesky decomposition [37] . Although MATLAB has a function Chol but it does not yet implement features for ill-conditioned matrices which occur frequently in interior-point method in linear programming problems. This is the major difference of our implementation comparing to other popular LP solvers, which is most likely the main reason that our test results are slightly different from test results reported in other literatures.
Handling degenerate solutions
An important result in linear programming [38] is that there always exist strictly complementary optimal solutions which meet the conditions x * • s * = 0 and x * + s * > 0. Therefore, the columns of A can be partitioned as B ⊆ {1, 2, . . . , n}, the set of indices of the positive coordinates of x * , and N ⊆ {1, 2, . . . , n}, the set of indices of the positive coordinates of s * , such that B ∪ N = {1, 2, . . . , n} and B ∩ N = ∅. Thus, we can partition A = (A B , A N ) and define the primal and dual optimal faces by P * = {x :
However, not all optimal solutions in linear programming are strictly complementary. A simple example is provided in [1, Page 28] . Although many interior-point algorithms are proved to converge strictly to complementary solutions, this claim may not be true for Mehrotra's method and the arc-search method proposed in this paper.
Recall that the problem pair (1) and (2) is called to have a primal degenerate solution if a primal optimal solution x * has less than m positive coordinates and have a dual degenerate solution if a dual optimal solution s * has less than n − m positive coordinates. The pair (x * , s * ) is called degenerate if it is primal or dual degenerate. This means that as x k → x * , (42) can be written as
If the problem converges to a primal degenerate solution, then the rank of
is less than m as x k → x * . In this case, there is a difficulty to solve (43). Difficulty caused by degenerate solutions in interior-point methods for linear programming has been realized for a long time [39] . We have observed this troublesome incidence in quite a few Netlib test problems. Similar observation was also reported in [40] . Though we do not see any special attention or report on this troublesome issue from some widely cited papers and LP solvers, such as [5-7, 18, 19] , we noticed from [1, page 219] that some LP solvers [18, 19] twisted the sparse Cholesky decomposition code [36] to overcome the difficulty.
In our implementation, we use a different method to avoid the difficulty because we do not have access to the code of [36] . After each iteration, minimum x k is examined. If min{x k } ≤ x , then, for all components of x satisfying x i ≤ x , we delete A .i , x i , s i , c i , and the ith component of r c ; use the method proposed in Subsection 4.5 to check if the updated A is full rank and make the updated A full rank if it is necessary.
The default x is 10 −6 . For problems that needs a different x , we will make it clear in the report of the test results.
Analytic solution of α x and α s
We know that α x and α s in (25) can easily be calculated in analytic form. Similarly, α x and α s in (23) can also be calculated in analytic form as follows. For each i ∈ {1, . . . , n}, we can select the largest α x i such that for any α ∈ [0, α x i ], the ith inequality of (23a) holds, and the largest α s i such that for any α ∈ [0, α s i ] the ith inequality of (23b) holds. We then define
α x i and α s i can be given in analytical forms according to the values ofẋ i ,ẍ i ,ṡ i ,s i . First, from (23), we have
Clearly, let β = sin(α), this is equivalent to finding β ∈ (0, 1] such that
But we prefer to use (46) in the following analysis because of its geometric property. . Therefore,
Case 2 (ẍ i = 0 andẋ i = 0): Forẋ i ≤ x i , and for any α ∈ [0,
. Therefore,
Case 3 (ẋ i > 0 andẍ i > 0): (46) can be rewritten as
Forẍ i + x i ≥ ẋ 2 i +ẍ 2 i , and for any α ∈ [0,
Case 4 (ẋ i > 0 andẍ i < 0): (46) can be rewritten as
Case 5 (ẋ i < 0 andẍ i < 0):
Forẍ i + x i ≥ 0 and any α ∈ [0,
. Therefore, . Therefore, we can take
Similar analysis can be performed for α s in (23) 
Case 3a (ṡ i > 0 ands i > 0):
Case 4a (ṡ i > 0 ands i < 0):
Case 5a (ṡ i < 0 ands i < 0): . Therefore, we can take . Therefore, we can take
4.9
Step scaling parameter A fixed step scaling parameter is used in PCx [18] . A more sophisticated step scaling parameter is used in LIPSOL according to [1, . In our implementation, we use an adaptive step scaling parameter which is given below
where k is the number of iterations. This parameter will approach to one as k → ∞.
Terminate criteria
The main stopping criterion used in our implementations of the arc-search method and Mehrotra's method is similar to that of LIPSOL [19] 
In case that the algorithms fail to find a good search direction, the programs also stop if step sizes α x k < 10 −8 and α s k < 10 −8 . Finally, if due to the numerical problem, r k b or r k c does not decrease but 10r
< r k c , the programs stop.
Numerical tests
In this section, we first examine a simple problem and show graphically what feasible central path and infeasible central path look like, why ellipsoidal approximation may be a better approximation to infeasible central path than a straight line, and how the arc-search is carried out for this simple problem. Using a figure, we can easily see that searching along the ellipse is more attractive than searching along a straight line. We then provide the numerical test results of larger scale Netlib test problems to validate our observation from this simple problem.
A simple illustrative example
Let us consider
The feasible central path (x, s) defined in (5) satisfies the following conditions: 
The feasible and infeasible central paths are arcs in 5-dimensional space (λ, x 1 , s 1 , x 2 , s 2 ) . If we project the central paths into 2-dimensional subspace spanned by (x 1 , x 2 ), they are arcs in 2-dimensional subspace. Figure 2 shows the first (x 1 , x 2 ) . In Fig. 2 , the initial point (x 0 1 , x 0 2 ) is marked by 'x' in red; the optimal solution is marked by '*' in red; (ẋ,ṡ,λ) is calculated by using (12); (ẍ,s,λ) is calculated by using (14) ; the projected feasible central path C(t) near the optimal solution is calculated by using (69) and is plotted as a continuous line in black; the infeasible central path H(t) starting from current iterate is calculated by using (9) and plotted as the dotted lines in blue; and the projected ellipsoidal approximations E(α) are the dotted lines in green (they may look like continuous line some times because many dots are used). In the first iteration, the iterate 'x' moves along the ellipse (defined by in Theorem 3.1) to reach the next iterate marked as 'o' in red because the calculation of infeasible central path (the blue line) is very expensive and the ellipse is cheap to calculate and a better approximation to the infeasible central path than a straight line. The rest iterations are simply the repetition of the process until it reaches the optimal solution (s * , x * ). Only two iterations are plotted in Fig. 2 .
It is worthwhile to note that in this simple problem, the infeasible central path has a sharp turn in the first iteration which may happen a number of times for general problem as discussed in [41] . The arc-search method is expected to perform better than Mehrotra's method in iterations that are close to the sharp turns. In this simple problem, after the first iteration, the feasible central path C(t), the infeasible central path H(t), and the ellipse E(α) are all very close to each other and close to a straight line.
Netlib test problems
The algorithm developed in this paper is implemented in a Matlab function, we name it as curvelp.m. Mehrotra's algorithm is also implemented in a Matlab function, we name it as mehrotra.m. They are almost identical. Both algorithms use exactly the same initial point, the same stopping criteria, the same pre-process and postprocess, and the same parameters. The only difference of the two implementations is that the arc-search method searches optimizer along an ellipse and Mehrotra's method searches optimizer along a straight line. Matlab version of Netlib test problems are available in http://users.clas.ufl.edu/hager/coap/format.htm. Numerical tests for both algorithms have been performed for all Netlib LP problems that are presented in standard form, except Osa 60 (m = 10281 and n = 232966) because the PC computer used for the testing does not have enough memory to handle this problem. The iteration numbers used to solve these problems are listed in Table 2 . Several problems have degenerate solutions which make them difficult to solve or need significantly more iterations. We choose to use the option described in Section 4.7 to solve these problems. For problems marked with '+', this option is called only for Mehrotra's algorithm because Mehrotra's algorithm cannot solve these problems without using this option. For problems marked with '*', both algorithms need to call this option for better results. For the problem with '**', only Mehrotra's algorithm need to use the option described in Section 4.7; but if both algorithms use the option described in Section 4.7, the iteration counts are the same for both algorithms. We need to keep in mind that although using the option described in Section 4.7 reduces the iteration count significantly, these iterations are significantly more expensive. Therefore, simply comparing iteration counts for problem(s) marked with '+' will lead to a conclusion in favor of Mehrotra's method (which is what we will do in the following discussions).
Since the major cost in each iteration for both algorithms are solving linear systems of equations, which are identical in these two algorithms, we conclude that the iteration number is a good measure of efficiency. In view of Table 2 , it is clear that Algorithm 3.1 uses less iterations than Mehrotra's algorithm to find the optimal solutions for majority tested problems. Among 51 tested problems, Mehrotra's method uses fewer iterations (seven iterations in total) than the arc-search method for only six problems (brandy, osa 07, sc205, sc50a, scagr25, scfxm3 5 ), while the arc-search method uses fewer iterations (115 iterations in total) than Mehrotra's method for 38 problems. For the rest seven problems, both methods use the same number of iterations. The arc-search method is numerically more stable than Mehrotra's method because for problems bnl2, scfxm1, stocfer1, the arcsearch method does not need to use the option described in Section 4.7 but Mehrotra's method does need to use the option to solve the problems. For problem scatp1, Mehrotra's method terminated with a relatively large error.
We can also use performance profiles to explain superiority of the proposed algorithm. The performance function in this case is the number of iterations. Figure 3 gives the performance profiles for both curvelp.m and mehrotra.m.
Conclusions
This paper proposes and implements an arc-search interior-point path-following algorithm that searches optimizers along the ellipse that approximate infeasible central path. The proposed algorithm is different from Mehrotra's method only in search path. Both the arc-search method and Mehrotra's method are implemented in Matlab so that the two methods use exactly the same initial point, the same pre-process and post-process, the same parameters, and the same stopping criteria. By doing this, we can compare both algorithms in a fair and controlled way. Numerical test is conducted using Netlib problems for both methods. The results show that the proposed arc-search method is more efficient and reliable than the well-known Mehrotra's method. The matlab implementations for both algorithms are also available in MATLAB file exchange website (https://www.mathworks.com/matlabcentral/ fileexchange/53911-curvelp).
