Abstract. We prove that given any n, λ ∈ N, there is a graph G which has the property that every embedding of G in R 3 contains an ncomponent link all of whose components are pairwise linked with linking number greater than λ.
Introduction
The study of embeddings of graphs in R 3 is a natural extension of knot theory. However, in contrast with knots whose properties depend only on their extrinsic topology, there is a rich interplay between the intrinsic structure of a graph and the extrinsic topology of all embeddings of it in R 3 . Conway and Gordon [1] obtained groundbreaking results of this nature by showing that every embedding of the complete graph K 6 in R 3 contains a non-trivial link and every embedding of K 7 in R 3 contains a non-trivial knot. Because this type of linking and knotting is intrinsic to the graph itself rather than depending on the particular embedding of the graph in R 3 , K 6 is said to be intrinsically linked and K 7 is said to be intrinsically knotted.
In addition to Conway and Gordon's results, many other results about intrinsic linking and knotting of graphs have been obtained. Sachs independently proved that K 6 together with the six other graphs in the Petersen Family are intrinsically linked [8] [9] . Robertson, Seymour, and Thomas characterized those graphs which are intrinsically linked [7] . Foisy found new graphs (not related to K 7 ) which are intrinsically knotted [5] [6] . Flapan et al. showed that for every n there is a graph such that every embedding of the graph in R 3 contains a non-split n-component link [3] ; and Flapan showed that for every n there is a graph such that every embedding of the graph in R 3 contains a 2-component link whose linking number is at least n [2] .
This latter result shows that intrinsic linking number can be arbitrarily complex. In the current paper we show that intrinsic linking can be arbitrarily complex in the sense of the structure of a link. More formally, we represent the linking pattern of a link by an associated graph as follows.
Definition 1.
Given an oriented link L with components L 1 , . . . , L n , the linking pattern of L is the graph with vertices v 1 , . . . , v n , such that there is an edge between v i and v j if and only if lk(L i , L j ) = 0. The weighted linking pattern of L is the linking pattern with a weight assigned to each edge v i v j representing the value of |lk(L i , L j )|.
For example, the linking pattern of a Hopf link is a single edge. As another example, consider a keyring link. That is, a link consisting of a ring, J, and
The linking pattern of a keyring link is an n-star (i.e., a graph consisting of n vertices all connected to a single additional vertex).
Many results about intrinsic linking use the mod 2 linking number, ω(J, L) = lk(J, L) (mod 2) as a simpler measure of linking than the ordinary linking number. Thus we will also use the following definition.
Definition 2. Given a link L with components L 1 , . . . , L n , the mod 2 linking pattern of L is the graph with vertices v 1 , . . . , v n , such that there is an edge between v i and v j if and only if ω(L i , L j ) = 1.
Using this terminology, Conway and Gordon [1] and Sachs [8] [9] showed that every embedding of K 6 in R 3 contains a link whose mod 2 linking pattern is a single edge. Fleming and Diesl [4] showed that there is a graph G such that every embedding of G in R 3 contains a link J ∪ L 1 ∪ · · · ∪ L n where ω(J, L i ) = 1 for each i. Thus every embedding of G in R 3 contains a link whose mod 2 linking pattern contains an n-star, possibly with additional edges. We call such a link a generalized keyring link, since some of the L i 's may be linked with one another. We will use Fleming and Diesl's result in the proof of our main theorem.
Prior to this paper, a chain of n edges, a circle of n edges, and an n-star were the only linking patterns Γ which were known to have the property that for some graph G every embedding of G in R 3 contains a link whose linking pattern contains Γ. We prove in our main result that for every complete graph K n , there is a graph G such that every embedding of G in R 3 contains a link whose linking pattern is K n . It follows that for any linking pattern Γ, there is a graph G such that every embedding of G in R 3 contains a link whose linking pattern contains Γ. In particular, our main result is: Theorem 2. Let λ ∈ N. For every n ∈ N, there is a graph G such that every embedding of G in R 3 contains a link whose linking pattern is K n with every weight greater than λ.
This theorem implies that given any n, λ ∈ N, there exists a graph G which has the property that every embedding of G contains an n-component link all of whose components are pairwise linked with linking number at least λ. Furthermore, in Proposition 1 we show that complete graphs are the only linking patterns that have the property described by Theorem 2. In other words, complete graphs can be said to be the only intrinsic linking patterns.
We wish to thank Alan Tarr for suggesting that we represent the structure of a link with a linking pattern, for reading a preliminary draft of this paper, and for suggesting that we prove the current version of Theorem 2.
Results
Before we prove our main result, we will show in Theorem 1 that for every n, there is a graph such that every embedding of the graph contains a link whose linking pattern contains K n,n . We will use this result to prove Theorem 2. In fact in Theorem 1 we prove the stronger result that we can ensure that all of the weights are odd. It is an open question whether this stronger formulation can be extended to the linking pattern K n .
In order to prove Theorem 1, we need the following lemma which allows us to combine many pairs of linked cycles into a single cycle that links some proportion of the original components. We use the term cycle to mean a simple closed curve within a graph. We will use the notation J▽L = (J ∪ L) − (J ∩ L) for the symmetric difference of two sets J and L. Lemma 1. Let K p be embedded in R 3 such that it contains a link with components J 1 , . . . , J n 2 and X 1 , . . . , X n 2 , and ω(J i , X i ) = 1 for every i ≤ n 2 . Then there is a cycle Z in K p with vertices on J 1 ∪ · · · ∪ J n 2 , and an index set I with |I| ≥ n 2 , such that ω(Z, X j ) = 1 for all j ∈ I. Proof. We begin by creating a cycle C in K p which cyclicly joins the J i as follows. For each i = 1, . . . , n 2 , let u i and w i be vertices on the cycle J i , and let q i be a path on J i from u i to w i . For i = 1, . . . , n 2 − 1, let e i be the edge in K p from w i to u i+1 , and let e n 2 be the edge in K p from w n 2 to u 1 . Let C be the cycle
Observe that if at least n 2 of the ω(C, X j )'s are equal to 1, then we are done by letting Z = C. So we shall assume that fewer than n 2 of the ω(C, X j )'s are equal to 1. We create an n 2 × n 2 matrix M with entries in Z 2 as follows. For each i, j = 1, . . . , n 2 , let the entry M ij = ω(J i , X j ). By hypothesis, for each i, M ii = 1. Using row reduction mod 2, let M ′ denote the reduced rowechelon form of M . Observe that since every column of M contains a 1, every column of M ′ also contains a 1.
Next we will add together rows of M ′ as follows to create a row vector V , at least n of whose entries are 1's. Let r denote the rank of M ′ over Z 2 . First suppose that r ≥ n. In this case, let V be the vector obtained by adding together all of the non-trivial rows of M ′ modulo 2. Then V has at least r ≥ n entries which are 1's. So V is the desired vector. On the other hand, suppose that r < n. Then n 2 r > n. Observe that M ′ contains r non-trivial rows and has n 2 columns which contain 1's. So by the Pigeonhole Principle, some row of M ′ has at least n 2 r > n entries which are 1's. In this case, let V be the vector representing this row.
In either case, V can be written as the sum of some of the rows of M , say rows i 1 , . . . , i k . Thus, for each j = 1, . . . , n 2 , the j th entry of the vector
Recall that V was chosen so that at least n of the V j 's are equal to 1. Also we assumed that fewer than n 2 of the ω(C, X j )'s are equal to 1. Let I denote the subset of {1, . . . , n 2 } such that for each j ∈ I, we have simultaneously V j = 1 and ω(C, X j ) = 0.
Recall the following definition from graph theory. The complete bipartite graph, K m,n , is defined as the graph whose vertices are partitioned into subsets P 1 and P 2 , where P 1 contains m vertices, P 2 contains n vertices, and there is an edge between two vertices if and only if one vertex is in P 1 and the other is in P 2 . Theorem 1. For every n, there is a graph G such that every embedding of G in R 3 contains a link whose mod 2 linking pattern contains the complete bipartite graph K n,n .
Proof. Let n be given. It was shown in Fleming and Diesl [4] Lemma 2.3, that there is some complete graph K p such that every embedding of K p in R 3 contains a mod 2 generalized keyring link with a ring and n keys. Let m = (4n) 2 n 4 . Now every embedding of K mp in R 3 contains m disjoint mod 2 generalized keyring links each with a ring and n keys. We will prove that every embedding of K mp in R 3 contains a link whose mod 2 linking pattern contains K n,n .
Let K mp be embedded in R 3 . Let X 1 , . . . , X m denote the rings of the generalized keyring links in the m disjoint copies of K p in K mp . For each i ≤ m and j ≤ n, let J ij be a key on the ring X i .
Since ω(J i1 , X i ) = 1 for all i = 1 ≤ m, we can apply Lemma 1 to the link in K mp with components J 11 , J 21 , . . . , J m1 and X 1 , . . . , X m . This gives us a cycle Z 1 with vertices on J 11 ∪ · · · ∪ J m1 and an index set I 1 with
= r 1 , such that for each i ∈ I 1 , ω(Z 1 , X i ) = 1. Now since ω(J i2 , X i ) = 1 for all i ∈ I 1 , we can apply Lemma 1 to the link in K mp whose components are all those J i2 and X i with i ∈ I 1 . This gives us a cycle Z 2 with vertices on J 12 ∪ · · · ∪ J m2 and an index set I 2 ⊆ I 1
= r 2 , such that for each i ∈ I 2 , ω(Z 2 , X i ) = 1. Continue this process to get disjoint cycles Z 1 , . . . , Z n in K mp and index
= n such that for every i ∈ I n and every j ≤ n, ω(Z j , X i ) = 1.
Thus the mod 2 linking pattern of the link with components Z 1 , . . . Z n and all those X i with i ∈ I n contains K n,n . Hence every embedding of K mp in R 3 contains a link whose mod 2 linking pattern contains K n,n .
Before we prove Theorem 2, we need one more lemma that allows us to combine components of distinct links. ⌉ all have the same sign linking number with X 1 . Furthermore, we may assume these linking numbers are all positive (otherwise, simply reverse the orientation of X 1 ). Now, consider the signs of the linking numbers lk(J i , X 2 ), for i ≤ ⌈ r 2 ⌉. At least half of these have the same sign. We continue this process for each subsequent X α . In this way, we end up with cycles J 1 , . . . , J r ′ which each have positive linking number with every X α , and r ′ ≥ r 2 m ≥ m(2λ + 1). From now on the only J i that we consider will be J 1 , . . . , J m(2λ+1) , which all have positive linking number with every X α .
Next we consider the signs of the linking numbers lk(L j , Y 1 ), for j ≤ q. By using an argument analogous to the one above, we end up with cycles L 1 , . . . , L q ′ which each have positive linking number with every Y β , and q ′ ≥ q 2 n ≥ (m + n)(2λ + 1)3 m . Now we consider the signs (positive, negative, or zero) of the linking numbers lk(L j , X 1 ), for j ≤ q ′ . By the Pigeonhole Principle at least one third of these signs are the same. Without loss of generality, we can assume that
each have the same sign (positive, negative, or zero) linking number with X 1 . We continue this process for each subsequent X α . In this way, we end up with cycles L 1 , . . . , L q ′′ which each have the same sign (positive, negative, or zero) linking number with every X α , and q ′′ ≥ q ′ 3 m ≥ (m + n)(2λ + 1). From now on the only L j that we consider are L 1 , . . . , L (m+n)(2λ+1) , which all have positive linking number with every Y β and all have the same sign linking number with every X α .
We shall create a cycle C 0 which cyclicly joins J 1 , . . . , J m(2λ+1) , and L 1 , . . . , L (m+n)(2λ+1) as follows. For i ≤ m(2λ + 1), let u i and w i be vertices on J i , and for j ≤ (m + n)(2λ + 1), let u m(2λ+1)+j and w m(2λ+1)+j be vertices on L j . Also for k ≤ (2m + n)(2λ + 1) − 1, let e k be the edge in K p from w k to u k+1 , and let e (2m+n)(2λ+1) be the edge in K p from w (2m+n)(2λ+1) to u 1 . Finally, for i ≤ m(2λ+1), let q i be the path on J i from u i to w i which travels opposite to the orientation on J i , and for j ≤ (m + n)(2λ + 1), let q m(2λ+1)+j be the path on L j from u m(2λ+1)+j to w m(2λ+1)+j which travels opposite to the orientation of L j . Now let C 0 = (2m+n)(2λ+1) k=1 e k ∪ q k with the induced orientation. Also for each s ≤ m(2λ
Observe that for every α and s ≤ m(2λ+1)−1, lk(C s+1 , X α ) = lk(C s , X α )+ lk(J s+1 , X α ) and lk(J s+1 , X α ) > 0. Hence for a given α, lk(C s , X α ) is a strictly increasing function of s. In particular, for a given α, the values of lk(C s , X α ) are distinct for different values of s. Recall that each Y β has positive linking number with L 1 , . . . , L (m+n)(2λ+1) , and each X α has the same sign (positive, negative or zero) linking number with L 1 , . . . , L (m+n)(2λ+1) . In fact, by changing the orientation of some X α , we can assume that each X α has nonnegative linking number with L 1 , . . . , L (m+n)(2λ+1) . Note that changing the orientation of a particular X α does not change the fact that |lk(D 0 , X α )| > λ. Now let S denote the set of all the Y β 's together with those X α 's which have positive linking number with all of
Since α ≤ m and β ≤ n, the set S contains at most m + n cycles. Also, each cycle in S has positive linking number with L 1 , . . . , L (m+n)(2λ+1) . Thus we can use the same argument as the one we used for the C s to show that there is some
So, for every α and β, |lk(Z, X α )| > λ and |lk(Z, Y β )| > λ as desired.
In the proof of Theorem 2, we will use Lemma 2 together with the following definition from graph theory. A complete m-partite graph, is defined as a graph whose vertices are partitioned into subsets P 1 , . . . , P m , and there is an edge between two vertices if and only if the two vertices are in distinct subsets of the partition. Theorem 2. Let λ ∈ N. For every n ∈ N, there is a graph G such that every embedding of G in R 3 contains a link whose linking pattern is K n with every weight greater than λ.
Proof. For each m, n ∈ N, let H(n, m) denote the complete (n + 2)-partite graph with partitions P 1 and P 2 containing m vertices each and partitions Q 1 , . . . ,Q n each containing a single vertex. We will prove by induction on n that for each n ≥ 0, for every m ≥ 1, there is a graph G such that every embedding of G in R 3 contains a link whose weighted linking pattern contains H(n, m), and the weight of every edge between vertices in Q i and Q j is greater than λ.
The base case is for n = 0. Observe that H(0, m) is the complete bipartite graph K m,m . Hence by Theorem 1 we know that for every m, there is a a graph G such that every embedding of G in R 3 contains a link whose linking pattern contains H(0, m).
As our induction hypothesis we suppose that for some n ≥ 0, for every m ≥ 1 there is a graph G such that every embedding of G in R 3 contains a link whose linking pattern contains H(n, m), and the weight of every edge between vertices in Q i and Q j is greater than λ. Let m be given. Let q = (2m + n)(2λ+ 1)3 m 2 m+n and let s = m + q. Consider the graph H(n, s), with partitions P 1 , P 2 , Q 1 ,. . . , Q n , where the vertices in each partition are denoted as follows. The s vertices in P 1 are denoted by X 1 , . . . , X m , L 1 , . . . , L q . The s vertices in P 2 are denoted by Y 1 , . . . , Y m , J 1 , . . . , J q . For each i ≤ n, the partition Q i contains a single vertex denoted by Y m+i .
It follows from our inductive hypothesis that there is a graph G such that every embedding of G in R 3 contains a link L whose linking pattern contains H(n, s), and for every i = j the weight of the edge between vertices Y m+i and Y m+j is greater than λ. Without loss of generality, G is a complete graph K p . Let K p be embedded in R 3 . We will prove that K p also contains a link whose weighted linking pattern contains H(n + 1, m) with the desired weights. We shall abuse notation and let each of the components of the link L in K p be denoted by the name of the vertex that represents that component in the linking pattern described above.
We can apply Lemma 2 to the oriented link with components , m) , and the weight of every edge between vertices Q ′ i and Q ′ j is greater than λ. Thus, we have shown that for every n ≥ 0 and m ≥ 1, there is a graph G such that every embedding of G in R 3 contains a link whose weighted linking pattern contains H(n, m), and the weight of every edge between vertices Y m+i and Y m+j in Q i and Q j respectively is greater than λ. Observe that the subgraph of H(n, m) consisting of the vertices Y m+1 , . . . , Y m+n in Q 1 , . . . , Q n respectively, together with the edges between them is the complete graph K n . Hence every embedding of G in R 3 contains a link whose linking pattern is K n , and the weight of every edge of K n is greater than λ.
The following proposition shows that complete graphs are the only linking patterns which have the property described by Theorem 2. Proposition 1. Every graph G has some embedding in R 3 such that every pair of disjoint cycles in G has non-zero linking number.
Proof. Let G be a graph embedded in R 3 . If the total number of crossings in a projection of G is at least 3, let q denote this total number, otherwise let q = 3. Let {e 0 , f 0 }, . . . , {e n , f n } denote all of the unordered pairs of disjoint edges in G. Let a 0 , . . . , a n be disjoint arcs in R 3 whose endpoints are on the pairs of edges {e 0 , f 0 }, . . . , {e n , f n } respectively and which are otherwise disjoint from G. Note that a given edge will occur in multiple pairs {e i , f i } and hence will contain an endpoint of multiple a i 's. For each i = 0,. . . , n, we change the embedding of e i and f i by adding q 2 2 i half-twists within a tubular neighborhood of a i (see Figure 3 ). Note that a given edge will be changed with neighborhoods of multiple a i 's. Let the new embedding of G be denoted by G ′ , and let {e ′ 0 , f ′ 0 }, . . . , {e ′ n , f ′ n } denote the pairs of disjoint edges in G ′ corresponding to the pairs {e 0 , f 0 }, . . . , {e n , f n } respectively. Observe that Proposition 1 implies that every graph G has some embeddding in R 3 such that the linking pattern of every link in G is a complete graph.
