A two-component reaction-diffusion system modelling a prey-predator system is considered. A necessary condition and a sufficient condition for the internal stabilizability to zero of one the two components of the solution while preserving the nonnegativity of both components have been established by Aniţa. In case of stabilizability, a feedback stabilizing control of harvesting type has been indicated. The rate of stabilization corresponding to the indicated feedback control depends on the principal eigenvalue of a certain elliptic operator. A large principal eigenvalue leads to a fast stabilization. The first goal of this paper is to approximate this principal eigenvalue. The second goal is to derive a conceptual iterative algorithm to improve at each iteration the position of the support of the stabilizing control in order to get a faster stabilization.
Introduction
We consider a nonlinear two component reaction-diffusion system describing interacting prey and predator populations distributed over a habitat Ω ⊂ R n , n ≥ 1 (Ω is a bounded domain with a smooth boundary ∂Ω). We denote by h(x, t) ≥ 0 the density of preys at position x ∈ Ω and time t ≥ 0 and by p(x, t) ≥ 0 the density of predators at position x ∈ Ω and time t ≥ 0. Predators are alien species that feed upon prey. The dynamics of these two distributed interacting populations are governed by the following partial differential equations with initial and boundary conditions (see [10] d 1 and d 2 are the diffusion constants of the two populations; r > 0 is the intrinsic growth rate of preys in the absence of predators. a > 0 is the decay rate of predators in the absence of preys. kh(x) is the additional mortality rate of the prey population due to overpopulation and it is proportional to the prey population size. The constant K = r k is the carrying capacity of preys in the absence of predation. We have denoted by h 0 and p 0 the initial densities of the two populations.
In applications we have in mind that the responses to predation (in (1.1)) may take several standard parametric forms, such as Lotka-Volterra:
We assume throughout this work that:
(H2) f 1 , f 2 : R 2 → R are locally Lipschitz continuous functions and satisfy:
In the present paper we are interested in the stabilization toward 0 of predators. This is achieved via an internal control that is distributed on a small subdomain ω of Ω, preserving the nonnegativity of both components. Here ω ⊂⊂ Ω is an open subset with a smooth boundary and such that Ω \ ω is a domain. For our predator-prey system this means stabilizing the alien predator species to 0 and preventing prey dying out. The question to be investigated is the following: "Is there any control u ∈ L ∞ loc (ω × [0, +∞)) such that the solution (h, p) to the initial-boundary value problem:
We say that the predator population is p-zero stabilizable if for any initial values h 0 and p 0 satisfying (H1), the answer to the above mentioned question is affirmative.
Hence "p-zero stabilizable" means that the zero-stabilizability holds for controls acting only on the predator population.
It has been proved in [1] that the p-zero stabilizability is related to the magnitude of the principal eigenvalue λ ω 1 for the following problem:
where c = a − Kf 2 (K, 0) and K = r k . It is also related to the magnitude of the principal eigenvalue λ ω,γ 1 to the next problem:
is increasing on [0, ∞), and
(see [1] ). The existence and properties of both λ ω 1 , the principal eigenvalue for (1.3), and λ ω,γ 1 , the principal eigenvalue for (1.4), follow via Rayleigh's principle ( [5] , [6] , [8] ).
The following stabilization result has been established in [1] : Remark 1 (see [1] ). In the case of p-zero stabilizability, if we take the feedback control u := −γp (with γ a large nonnegative constant; γ is the harvesting rate) then the solution (h, p) to (1.2) has both components nonnegative and satisfies
So, a large λ has a large value.
Remark 2.
It has been proved in the same paper [1] (also by the use of Rayleigh's principle) that for any stabilizing control u, the component p of the solution to (1.2), (h, p), converges to zero slower than e −λ ω 1 t .
This shows that the use of the feedback control u := −γp (with large γ) provides an excellent strategy. The main goals of this paper are:
• to obtain a very good approximation of λ ω,γ 1 ;
• to derive a conceptual iterative algorithm to improve at each iteration (via translations) the position of ω (to get a larger value for an approximation of λ ω,γ 1 ). This algorithm uses the value of the derivative of a certain functional with respect to translations of ω.
Our paper is organized as follows. In Section 2 we show that:
where p ω is the solution for the following boundary value problem:
(1.5)
where θ > 0 is a large constant, p 0 ∈ L ∞ (Ω) and p 0 (x) > 0 a.e. x ∈ Ω. In conclusion the problem of maximization of λ ω,γ 1 could be approximated by the minimization problem for J ω = ∫ Ω p ω (x, T )dx, for a fixed T > 0, with respect to the translations of ω. In Section 3, we compute the derivative of J ω with respect to translations of ω and give a conceptual iterative algorithm to improve at each step the position of ω in order to get a smaller value for J ω .
For results concerning stabilization of predator-prey systems with nonlocal term we refer to [2] , [3] . For basic results concerning reaction-diffusion systems we recommend [12] , and for general results for control and for stabilization of partial differential equations we refer to [4] , and [9] .
Asymptotic behaviour for problem (1.5)
Remark that problem (1.5) describes the dynamics of a population that diffuses in Ω (the diffusion constant is d 2 ). p(x, t) gives the population density at position x ∈ Ω and moment t ≥ 0. The growth rate is θ − c − χ ω γ (γ represents a harvesting or a mortality rate in ω). The boundary condition shows that there is no population migration through the boundary.
is a logistic term that introduces an additional mortality with the rate ∫
We shall prove the following large-time behaviour result for the solution p ω to (1.5):
where φ is an eigenfunction corresponding to the principle eigenvalue λ ω,γ 1
for the problem (1.4) . Moreover,
and φ is also the unique positive stable state for (1.5).
Proof. Problem (1.5) is a separable model. From Banach fixed point theorem, we get that there is a unique solution p ω to (1.5) . This solution satisfies:
where g is the solution to:
and h is the solution to:
Since p 0 (x) > 0 a.e. x ∈ Ω, we will have that the solution g to (2.1) satisfies g(x, t) > 0 a.e. x ∈ Ω, ∀t ≥ 0 (see [11] ). The solution h to (2.2) satisfies:
Since the principal eigenvalue for the problem (2.3)
is 0, we may conclude that:
, where φ 1 is an eigenfunction for (2.3) corresponding to the eigenvalue λ = λ ω,γ
Since g ∈ C(R + ; L 2 (Ω)), we may infer that w ∈ C(R + ), w(t) > 0, ∀t ≥ 0 and, in addition, lim t→+∞ w(t) = ∫ Ω φ 1 (x)dx. We deduce that h is solution to the following Bernoulli equation:
Solving this problem, we get that:
Passing to the limit one obtain that:
. Finally,
1 , and this limit does not depend on p 0 . The conclusion of Theorem 2 is now obvious.
The derivative of J ω with respect to translations of ω
We consider again the boundary value problem (1.5). We remind that our interest was to maximize λ ω,γ 1 , when the position of ω changes by translation.
Let ω 0 be a nonempty subset of Ω, ω 0 ⊂⊂ Ω, with ∂ω 0 smooth enough. We consider the set: O = {V + ω 0 ; V ∈ R n , V + ω 0 ⊂⊂ Ω} . An approximating problem is to minimize J ω , where J ω = ∫ Ω p ω (x, T )dx, T > 0, subject to ω ∈ O. For this purpose, we need to evaluate the derivative of J ω with respect to the translations of ω. For any ω ∈ O and V ∈ R n we define the derivative dJ ω (V ) = lim ε↘0
. For basic methods in shape design theory we refer to [7] . Theorem 3. For any ω ∈ O, and for any V ∈ R n , we have
