In distribution theory the pullback of a general distribution by a C ∞ -function is well-defined whenever the normal bundle of the C ∞ -function does not intersect the wavefront set of the distribution. However, the Colombeau theory of generalized functions allows for a pullback by an arbitrary c-bounded generalized function. It has been shown in previous work that in the case of multiplication of Colombeau functions (which is a special case of a C ∞ pullback), the generalized wave front set of the product satisfies the same inclusion relation as in the distributional case, if the factors have their wavefront sets in favorable position. We prove a microlocal inclusion relation for the generalized pullback (by a c-bounded generalized map) of Colombeau functions. The proof of this result relies on a stationary phase theorem for generalized phase functions, which is given in the Appendix. Furthermore we study an example (due to Hurd and Sattinger), where the pullback function stems from the generalized characteristic flow of a partial differential equation.
Introduction
The pullback of a general distribution by a C ∞ -function in classical distribution theory, as defined in [8, Theorem 8.2.4] , exists if the normal bundle of the C ∞ function intersected with the wavefront set of the distribution is empty. These microlocal restrictions reflect also the well-known fact that in general distribution theory one cannot carry out multiplications unrestrictedly, since the product of two distributions can formally be written as the pullback of a tensor product of the two factors by the diagonal map δ : x → (x, x).
Generalized functions in the sense of Colombeau extend distribution theory in a way that it becomes a differential algebra with a product that preserves the standard distributional product · :
In addition [7, Proposition 1.2.8] states that the Colombeau algebra of generalized functions allows the definition of a pullback by any c-bounded generalized function. The classical concept of a wavefront set has been extended to generalized functions of Colombeau type in [3, 4, 9] .
In [11] the microlocal properties of a product of generalized functions were investigated (which can be interpreted as the pullback of a generalized function by a C ∞ function). It was shown that the classical microlocal inclusion relations for the wavefront set of a product of distributions (as in [8, Theorem 8.2 .10]) can be extended to generalized functions, if the wavefront sets of the factors are in favorable position.
Furthermore the authors provided a counterexample for a product of Colombeau functions with wavefront sets in unfavorable position that fails the classical microlocal inclusion.
In the present paper we study the wave front set of a generalized pullback of a Colombeau function.
We have divided the paper into four sections:
• In the first section we introduce the concept of a generalized graph.
• In Section 2 we define the transformation of a wave front set by c-bounded generalized map and the normal bundle of a c-bounded generalized map using the topological concept introduced in the first section.
• The main theorem is stated in the third section. It is the generalized version of [8, Theorem 8.2.4 ].
• Section 4 provides two examples: The counterexample mentioned above, from [11] , is investigated with in the light of our main theorem. We also study the Hurd-Sattinger example (a partial differential equation of first order with non-smooth coefficient) given in [13] , which was further investigated and solved in the Colombeau algebra (it is not solvable in L 1 loc , when distributional products are employed) in [10] . The microlocal properties of the generalized solution can be determined using our main theorem, since the solution is the pullback of the initial data (a generalized function) by the characteristic flow (a c-bounded generalized function).
• In the Appendix a stationary phase theorem for generalized phase functions is presented, which is crucial in the proof of our main theorem in section 3.
Notation and basic notions from Colombeau theory
We use [1, 2, 7, 15] as the standard references for the foundations of Colombeau theory. In the present paper we are working with special Colombeau algebras, denoted by G s in [7] , although here we will drop the superscript 's' to avoid notational overload.
The Colombeau Algebra: Let us recall the basic construction following the introduction of [5] : A Colombeau (generalized) function on some open set Ω ⊆ R n is defined as equivalence classes (u ε ) ε of nets of smooth functions u ε ∈ C ∞ (Ω) and ε ∈]0, 1] subjected to some asymtotic (with respect to ε) norm conditions for their derivatives on compact sets. We have the following.
(ii) Neglible nets N (Ω):
holds.
(iii) E M (Ω) is a differential algebra with operations defined at fixed ε, N (Ω) is an ideal and G (Ω) := E M (Ω) /N (Ω) is the special Colombeau algebra.
(iv) There are embeddings, σ : C ∞ (Ω) ֒→ G (Ω) as subalgebra and ι : D ′ (Ω) ֒→ G (Ω) as linear space, commuting with partial derivatives.
(v) Ω → G (Ω) is a fine sheaf and G c (Ω) denotes the subalgebra of elements with compact support; using a cut-off in a neighboorhood of the support, one can always obtain representing nets with supports contained in a joint compact set.
Regular Colombeau functions:
The subalgebra G ∞ (Ω) of regular Colombeau (generalized) functions consists of those elements in G (Ω) possessing representatives such that the estimate (1) holds for a certain m uniformly over all α ∈ N n .
Rapdidly decreasing Colombeau functions:
A Colombeau function in G (R n ) is called rapidly decreasing in the directions Γ ⊆ S n−1 , if it has a representative with the property that there exists a N ∈ N 0 , such that for all
Fouriertransform of a compactly supported Colombeau function:
where (u ε ) ε is a representative of u with joint compact support.
, we define the cone Σ(v) ⊂ S n−1 to be the complement of those points having open neighboorhoods Γ ⊆ S n−1 such that F(v) is rapidly decreasing in the directions Γ. Σ(v) is a closed subset of S n−1 . Now let u ∈ G (Ω). Then we define the cone of irregular directions at x 0 by
Then the (generalized) wave front set of u is the set
We denote the projection of the first component sing supp(u) := {x ∈ Ω|(x, ξ) ∈ WF(u)} as the (generalized) singular support of u.
The generalized graph
In the first section we introduce the concept of a generalized graph for a cbounded generalized map. The generalized graph extends the classical graph of a continous map, in the sense that the generalized graph of the embedded map (which is a c-bounded generalized map) coincides with the classical graph. Furthermore the generalized graph is closed in the product topology of the domain and the image space of the generalized map. This concept will enable us to define the normal bundle of a generalized c-bounded map and the transformation of a wave front set by a generalized c-bounded map (this is carried out in Section 2). 
and y ∈ CP (F τ (ε) (x ε )) ε for some decreasing map 
Let us consider the nets (x ε ) ε tending to 0: Since we can find zero-nets (x ε ) ε such that (x ε /ε) tends to any point in R ∪ {±∞} and g is continuous we have that 
We can choose a locally equi-continous representative (F ε ) ε and proceed along a standard argument: Let (x ε ) ε , (x ′ ε ) ε be two nets tending to x 0 ∈ Ω 1 . Then we have, using the local equi-continuity of (F ε ) ε on Ω 1 , that for any decreasing map τ :]0, 1] →]0, 1] and all γ > 0 we can find some δ > 0, such that the distance is bounded by
Thus it suffices to consider the constant net x ε := x 0 . For any decreasing map
The proof proceeds by contradiction: Assume that for all neighboords Y ′ ⊆ Ω 2 of y 0 and X ′ ⊆ Ω 1 of x 0 and for all
Then for all ε ∈]0, 1], by setting
Now (x ε ) ε is a convergent net in Ω 1 with lim ε→0 x ε = x 0 ∈ Ω 1 and the net (Fτ ε (x ε )) ε converges to y 0 . Since
ε →τ ε defines a decreasing map and y 0 ∈ CP (F τ (ε) (x ε )) ε we have obtained (x 0 , y 0 ) ∈ C F , which is a contradiction. 
, then the generalized graph of F coincides with the graph of the continous function G.
(ii) C F is a closed set in the product topology of Ω 1 × Ω 2 and
Proof. (i) follows by Proposition 2.7.
(ii) Let (x 0 , y 0 ) ∈ (Ω 1 × Ω 2 )\C F , then we know by Lemma 2.8 that there exists
for all ε < ε ′ . Now for any point x ∈ X 0 and any net (x ε ) ε in Ω 1 converging to x, there exists some ε ′ > 0 such that x ε ∈ X 0 for all ε < ε ′ . It follows that
(iii) Since F is c-bounded we can find some ε ′ > 0 and a compact neighboorhood K ⊂⊂ Ω 1 of X 0 and K ′ ⊂⊂ Ω 2 , such that
Proof. First we proof the Lemma for X 0 := {x 0 } containing only a single point x 0 ∈ Ω 1 . We note that Y 0 is a compact subset of Ω 2 by Proposition 2.9. Assume that the statement of the Lemma does not hold, that is for all neighboorhoods X ′ of x 0 and for all ε > 0 there exists some τ (ε) < ε and x ε ∈ X ′ with
Then (by setting
The net (x ε ) ε was choosen to converge to x 0 and the net (F τ (ε) (x ε )) ε ∈ Y c has the property that the set of clusterpoints CP (F τ (ε) (x ε )) ε is contained in the closure of Y c . By the definition of the generalized graph C F we have that CP (
Now we consider the general case, when X 0 is an arbitrary compact set. Then Y is a neighboorhood of π 2 (C f ∩ X 0 × Ω 2 ) and it follows that Y is a neighboorhood of each set π 2 (C f ∩ {z} × Ω 2 ) for z ∈ X 0 . We can apply the first part of the proof for each point z and obtain (open) neighboorhoods X z of each point z such that F ε (X z ) ⊆ Z for all ε < ε z , where ε z ∈]0, 1] depends on z. Since X 0 is compact and (X z ) z∈X0 is an open covering we can choose some finite subcovering (
Proof. If X ′ is the neighboorhood constructed in Lemma 2.11, then we can find some δ > 0, such that B δ (X 0 ) ⊆ X ′ . Set X := B δ/2 (X 0 ), then the statement is true, since X ′ is a neighboorhood for each point of X.
Transformation of wave-front sets
In this section we consider a c-bounded generalized map
where
is a closed set. We define the normal bundle of a c-bounded generalized map and consider the transformation of wavefront sets by c-bounded generalized maps. Definition 3.1. Let y ∈ Ω 2 and Y ⊂⊂ Ω 2 be some compact set. Then we use the notation
Note that both sets are closed subsets of S m−1 , since
is the image of a compact set under the continous projection π 2 : (y, η) → η. 
be an open set and let Γ be some closed subset of
Proof. We note that Γ Y0 is a compact subset of S m−1 . For any compact set L ⊂⊂ S k−1 (for some k ∈ N) and some λ ∈ R + , we define the set S λ (L) :
We proove the statement by contradiction: Assume the statement is false, then we have that for all ε > 0 there exists a point y ε ∈ K δ·ε (Y 0 ) with the property that Γ yε ⊆ V . Therefore we find some ξ ε ∈ Γ yε \V = ∅ for each ε ∈]0, 1]. This leads to a net (y ε , ξ ε ) ε contained in the compact set Γ∩(S δ (Y 0 )×S m−1 ). Thus the net (y ε , ξ ε ) ε has a finer net that converges to some (y 0 , ξ 0 ) ∈ Γ∩(K δ (Y 0 )×S m−1 ) and ξ 0 ∈ Γ y0 . Since y ε ∈ K εδ (Y 0 ), it follows that the clusterpoint y 0 is contained in Y 0 . We conclude that ξ 0 ∈ Γ y0 ⊆ Γ Y0 . Let (y τ (ε) , ξ τ (ε) ) ε be a subnet converging to (y 0 , ξ 0 ), then there exists
Although the pullback of a Colombeau function u by any c-bounded generalized map f is well-defined, we cannot derive a general microlocal inlusion for the pullback without requiring further properties for the generalized map f . In classical distribution theory, where the pullback by C ∞ -function with a normal bundle that doesn't intersect the wave front set of the distribution is well-defined and a microlocal inclusion holds. We define an open subdomain of Ω 1 × S m−1 , where the generalized map (x, η) → T df ε (x)η has certain properties which are needed to obtain a microlocal inclusion relation for the pullback. 
and a positive net of slow growth (σ ε ) ε , ∃∃ε
Then the generalized normal bundle of f is defined by
This is the analog to the classical normal bundle. Furthermore, we define the wave-front unfavorable support of f with respect to a closed set
Example 3.5. We consider the c-bounded generalized map
where lim ε→0 γ ε = 0.
Then the transposed Jacobian is
shows that for any choice of a slow-scaling net σ ε either a ε → 0, b ε → b ∈ R + or or a ε → a ∈ R + , b ε → ∞ (the second case is ruled out if γ ε is not a slowscaled net). For all other η ∈ S n−1 \(±1, ∓1) it is easy to find a neighboorhood V of η and some slow-scaling net σ ε , such that inf R 2 ×V a ε (x, η) > α and sup R 2 ×V ⊥ a ε (x, η) < β for ε small enough. It follows that 
c is an open set.
A substantial step in the proof of the main theorem applies a generalized stationary phase theorem (in the Appendix). The gradient of the occuring phase function is bounded from below by the map
So we introduce the following notation:
for some slow-scaling net (σ ε ) ε . Then we conlude that
uniformly for all x ∈ X 0 and ξ, η ∈ V .
Remark 3.8. From the preceding Lemma we obtain that if η ε → η 0 and x ε → x 0 , then
which often simplifies the determination of the generalized graph C M .
be a c-bounded generalized map and assume that D f = ∅. We define the transformation map Φ f by
Consider the projections
and define the set f * Γ by
In the case of D f = ∅, we set f * Γ := ∅. Proof. The maps
are continous projections and we have that
C Φ f has the following property: For all K ⊂⊂ Ω 1 × S n−1 there exists some
By Remark 2.9 the map Π Φ f ,1 is thus closed. It follows that Π Φ f ,1 • Π −1 Φ f ,2 (Γ) is a closed set in the subset topology of Ω 1 × S n−1 .
Generalized pullbacks of Colombeau functions
In this section we prove the main result which gives a microlocal inclusion relation for the generalized pullback of a Colombeau function. The proof of the theorem relies on a generalized stationary phase theorem, the details of which are discussed in the Appendix.
c-bounded generalized map. Then we call f slow-scaled in all derivatives on the open set
holds, where C α . Furthermore we call f slow-scaled in all derivatives at x 0 ∈ Ω 1 , if there exists a neighboorhood X 0 such that (3) holds for all α ∈ N n . Define the sets 
(f ε ) is slow − scaling in all derivatives on X and Γ Y ⊆ V 1
Furthermore there exists a positive constant c > 0, such that
holds (using the notation from Lemma 3.7).
Proof. x 0 ∈ U f (Γ) implies that {x 0 } × Γ Y0 is a compact subset of the open set D f so we can find some neighboorhood
. Since x 0 ∈ S f we can assume without loss of generality that f is slow-scale in all derivatives on the compact set X ′ . Since W 1 is a neighboorhood of (f * Γ) x0 we have that
where C M denotes the generalized graph of the generalized map defined by (x, η) → M ε (x, η) on the open domain D f . By Lemma 2.11 there exist neighboorhoods X ′′ , V ′′ of x 0 resp. Γ Y0 such that 
Then there exists (x ε , y ε , ξ ε ) ∈ Z (note that (x, η, ξ) → |M ε (x, η) − ξ| is a continuous function for each ε ∈]0, 1] and Z is a compact set) such that
holds. By (4) c ε > c > 0 for ε < ε ′ and c some positive constant.
Then f * u is well-defined and the microlocal inclusion relation
holds.
Proof. According to [7, Proposition 1.2.8] the pullback f * u is a well-defined Colombeau function in G s (Ω 1 ). Let x 0 ∈ Ω 1 and Y 0 = {y ∈ Ω 2 | (x 0 , y) ∈ C f (Ω 1 )} and ξ 0 . We set Γ := W F s (u) and Γ y := {η | (y, η) ∈ Γ}.
In the first case we have that there exists a generalized constant k ∈ K s with representative (k ε ) ε , such that C f ∩ {x 0 } × supp(u − k) = ∅. Hence for all y ∈ Y 0 it holds that y ∈ supp(u − k). Since 
we have to find a smooth function ϕ with support on a neighboorhood of x 0 , such that F(f * uϕ) is rapidly decreasing on some neighboorhood of ξ 0 .
We choose ϕ to be a smooth function with supp(ϕ) ⊆ X ′ . For all ε < ε ′ the identity (f * ε )uϕ = f * ε (χu)ϕ holds, since the functions χ and ϕ where choosen
. We can split the expression F(f * uϕ) into two parts
and on the level of representatives we obtain that
holds for fixed l and all
We have shown that F(f * uϕ) is rapidly decreasing on S n−1 . 
Now we consider the case
Without loss of generality we can assume that X ′ ⊆ X. In order to show that ξ 0 ∈ W F s (f * u) x0 for x 0 ∈ K f (u) we will show that for a smooth function ϕ with support on a neighboorhood of x 0 , such that F(f * uϕ) is rapidly decreasing on W c (which is a neighboorhood of ξ 0 ). We choose ϕ be a smooth function with supp(ϕ) ⊆ X ′ . For all ε < ε ′ the identity (f * ε )u ε ϕ = f * ε (χu ε ) ϕ holds, since the functions χ and ϕ where choosen such that
where we have set
and by repeated use of the chain rule we obtain the estimate
where γ 1 + γ 2 + · · · + γ l denotes a partition of the multiindex β in exactly l multiindices, that add up componentwise to β. Using the notation |g| k := max |α|=k |∂ β f (x)|, we can bound the expression by
Since f ε (x) is of slow-scale in all derivatives at x 0 , it holds that for all j ∈ N 0 there exists constants C j and slow-scaled nets r ε,j such that
holds for small ε. Summing up the estimates of the form (7) give that there exists constants C p such that
and choosing k := q − p − m and l := p + n − 1 yields the upper bound
for all ξ ∈ W and C p,q,m,n some constant depending on p, q, m and n. It follows that (x 0 , ξ 0 ) ∈ W F s (f * u). 
Examples
where γ ε is some net with lim ε→0 γ ε = 0. Note that in [11, Example 4.2] γ ε := ε 1/2 . These Colombeau functions are both associated to δ(x) ⊗ 1(y) and the wavefront sets WF(u) = WF(v) = {0} × R × {(±1, 0)} are in an unfavorable position.
We are going to apply Theorem (4.4) in order to calculate W F (u·v). First we rewrite u·v = f * ι(δ), where f ε (x, y) = (x+γ ε y, x−γ ε y) with γ ε some net tending to zero. In Example (3.5) we already showed that 
Example 5.2 (Hurd-Sattinger). Let us consider the inital value problem
where Θ ∈ G R 2 is defined by Θ ε (x) = ρ γε * H(−·) with ρ γε = 1 γε ρ(·/γ ε ) where ρ ∈ S, ρ ≥ 0 and ρ(x)dx = 1 and γ ε = log (1/ε) is a net of slow-scale. For the initial value we choose u 0 := ι(δ −s0 ) a delta like singularity at −s 0 (for a positive s 0 > 0). The Hurd-Sattinger example was first given in [13] (it was shown that it is not solvable in L 1 loc , when distributional products are employed). It was further investigated in [10] with methods from Colombeau theory. In [6] the wavefont set WF γ (with respect to the slow-scale net γ) of the Colombeau solution was calculated. For sake of simplicity we do only consider the standard generalized wave-front set WF, which is smaller since it neglects the singularities coming from the coefficient Θ (which is of slow-scale in all derivatives).
We have
Consider the ordinary differential equation for the characteristic curve, which passes through (t, x) at time t:
The derivatives of the characteristics fulfill linear initial value problems: If we set y ε := ∂ t σ ε (s; t, x) we obtaiṅ
If we set z ε (s; t, x) := ∂ x σ ε (s; t, x), we obtaiṅ
This yields
If we set f ε (t, x) := (t, σ ε (0; t, x)) then the solution of the initial value problem (9) reads
We expect that the wave front set of u is generated from the first factor f * (1 ⊗ u 0 ), since the second factor Θε(σε(0;t,x)) Θε(x)
contains only slow-scale terms. The wavefront set corresponding to the initial value is Γ := WF(1 ⊗ u 0 ) = R × {−s 0 } × {0} × {±1} and the transposed Jacobian of the generalized pullback f is
.
If the Jacobian acts on ζ := (0, ±1) ∈ S 1 (which are the only irregular directions coming from the wavefront set of 1 ⊗ u o ), we obtain
Remarkably the result does only depend on the coefficient Θ ε (0; t, x). Let z ε := (t ε , x ε ) → (t 0 , x 0 ) be some convergent net, then we immediately get that
In order to obtain estimates for the charactistic flow we note that 0 ≤ Θ ε (z) ≤ 1, since the ρ was assumed to be positive. We conclude that σ ε (0; t, x) < σ ε (0; t, y) : x < y and σ ε (0; p, x) < σ ε (0; q, x) : q < p, since ∂ t σ ε (0; t, x) < 0 and ∂ x σ ε (0; t, x) > 0. Thus it is clear that
holds globally. Since Θ ε is monotone and positive, we can improve these bounds using the integral representation of σ ε (0; t, x) by
In order to determine C Φ f we have to calculate all clusterpoints of nets (σ τ (ε) (0; t ε , x ε )) ε for arbitrary nets (t ε , x ε ) ε tending to (t 0 , x 0 ) and τ :]0, 1] →]0, 1] some decreasing map. Assume t 0 > 0, then we have to distinguish three cases: If x 0 < 0 then we can use the estimate (11) to obtain lim ε→0 σ τ (ε) (0; t ε , x ε ) = x 0 − t 0 . In the case x 0 > 0 we first solve σ τ (ε) (0; t, x) = x 0 /2 in the time variable and obtain globally defined (since σ τ (ε) (0; t, x) is monotone) functions T ε (x) with the property that σ τ (ε) (0; T ε (x), x) = x 0 /2. If x > x 0 /2 we have that T ε (x) > 0. Without loss of generality we assume that x ε > x 0 /2. Using (11) we derive the estimate
It yields that lim ε→0 T ε (x ε ) = +∞, so t ε < T ε (x ε ) holds for small ε. We obtain
as ε gets small. It follows that lim ε→0 σ τ (ε) (0; t ε , x ε ) = x 0 .
The case x 0 = 0 is a bit more difficult: We proceed with an idea from the proof of [14, Proposition 3] . First off all we can observe that −t ≤ lim ε→0 σ τ (ε) (0; t, x) ≤ 0. Let (a ε ) ε be a strictly positive net with lim ε a ε = 0 and lim ε→0 Θ τ (ε) (a ε ). Furthermore we define t ε := t 0 + a ε . In the next step we construct nets (x ε,α ) ε for each α ∈ [−t 0 , 0] that converge to zero and have the property that lim ε→0 σ τ (ε) (0; t ε , x ε,α ) = α. We set x ε,α := σ τ (ε) (−t ε ; 0, α). Let S ε (α) be the function, that solves σ τ (ε) (S ε (α); 0, α) = a ε globally. It exists because ∂ x σ ε (t; 0, x) is strictly positive and σ ε (t; 0, x) is monotone. Since a ε > 0 and α ∈ [−t 0 , 0] we have that S ε (α) ≥ 0. Furthermore we can apply (10) to obtain S ε (α) ≤ −α + a ε . For all t ≥ S ε (α) it follows that and we can conclude that lim ε→0 σ τ (ε) (t ε ; 0, α) = 0, since a ε was choosen such that lim ε→0 Θ ε (a ε ) = 0 and t ε := t 0 + a ε ≥ −α + a ε ≥ S ε (α) for ε small enough. Finally we have that the generalized graph of the phasefunction φ f coming from the characteristic flow f ε (t, x) = (t, σ ε (0; t, x)) is
6 Appendix: Stationary Phase theorem 
holds, with λ ε some net tending to zero. Then we have that
is a Colombeau function in the ω variable and it is bounded by
where we obtain after an integration by parts u ε exp (iωφ ε )dx = i ω ν (∂ ν u ν,ε ) exp (iωφ ε )dx (using the notation introduced in Definition (6.1)). We prove by induction: For k = 0 we have the obvious bound 
Now we can apply Lemma 6.2 to bound |N ε | 1 . This yields
and we can verify that
holds. This yields
We introduce
≤ max (K 4 µ * K,m+1,ε (φ ε ) 2 , µ * K,m+1,ε (φ ε )) in order simplify the notation. Using these bounds we can estimate (18) by Note that for 0 ≤ r ≤ k we have that
