Abstract
Introduction
Phase equilibria of real fluids and model systems are of significant interest to scientists and engineers. Not long ago the determination of phase equilibria for even the simplest of systems was an arduous task. In recent years, advances in simulation methodologies have made it possible to obtain accurate results for the phase behavior of a broad range of systems.
Early methods for determining phase equilibria involved the formulation of an equation of state from simulations at numerous state points 1 -4 . The introduction of the Gibbs ensemble technique 5 -7 greatly simplified this procedure by enabling calculations of the properties of two coexisting phases at a given temperature from a single simulation. Although a significant improvement over previous techniques, the method is difficult to apply near critical points. More recently, histogram reweighting grand canonical Monte Carlo simulations 8 , 9 , combined with mixed-field finite-size scaling concepts 10 , 11 , have been used to determine critical parameters and phase behavior for model systems to unprecedented accuracy. During a grand canonical ensemble simulation a histogram is collected of the frequency of observing the system with a given particle number and energy. Properties of the system can then be evaluated for a range of state points by rescaling the histogram to a different chemical potential and temperature than originally simulated.
These methodological advances have brought molecular simulation to the point where it can be used to predict reliably the thermophysical properties of complex, industrially important fluids. The limiting factor is the lack of accurate intermolecular potential models for real fluids. The determination of these potential models inevitably involves the fitting of model parameters to experimental data 12 -14 . The fitting process requires a search through parameter space for the set of parameters that best describe a collection of properties over a wide range of state points. This search can quickly become impractical if many state points and parameters are examined.
A promising, but previously unexplored, approach for reducing the computational time required for optimizing intermolecular potential parameters is to take advantage of "thermodynamic scaling Monte Carlo" concepts 15 -19 proposed by Valleau. These methods make use of an unphysical, non- 
where ε, r m , α, and C are model parameters. Parameter r m is the radial distance at which the potential is a minimum. The cutoff distance r max is the smallest positive value for which du(r)/dr=0 and is obtained by iterative solution of equation (1) .
The reason a cutoff distance is required is that at very short distances, the 
Simulation Methods

Hamiltonian Scaling Grand Canonical Monte Carlo
In the grand canonical ensemble particles are created and annihilated in a simulation cell of volume V under periodic boundary conditions. For each
Hamiltonian n a value of the chemical potential µ n and temperature T n are set. If the coordinates of particles of the system are written as r N , the grand canonical 
where Λ n is the de Broglie wavelength
, where k B is Boltzmann's constant), and E n is the total configurational energy. The thermodynamic average of any property, X, 
Where the W n are, yet unknown, sampling weights for each of the Hamiltonians.
This choice has convenient properties that allow for the straightforward determination of the sampling weights. The relative degree to which each
Hamiltonian is sampled throughout a simulation is proportional to 
This suggests that the ratio of sampling weights should be ( ) 
In a practical sense, the averages in equation (7) , with probability ( ) ( )
which ensures that configurations are generated according to the sampling
When using histogram-reweighting techniques, during the course of a simulation, one needs to collect a histogram of the frequency of occurrence, 
The information contained in these histograms is then equivalent to one collected using conventional grand canonical Monte Carlo.
Configurational-Bias Sampling
For some systems, the creation and annihilation of particles can severely restrict the applicability of a grand canonical ensemble simulation. The insertion or deletion of a particle may cause too severe of an energy change to allow the transfer to occur. The efficiency of particle exchanges is improved when configurational-bias techniques 25 -28 are used. The method has been described in detail elsewhere 29 . Here we will simply expand the method to incorporate
Hamiltonian scaling.
In general, a molecule is inserted in a series of M steps. For the 
The new sampling distribution for step i+1 is then calculated from
and equation (8) is used to determine acceptance.
A particle is removed in the reverse direction from which it was grown.
The Rosenbluth factor is calculated the same way as above with one exception.
The current configuration is used as one of the k l positions or growth directions and thus only k l -1 trials need to be generated at each step. The new sampling distribution is then found from,
and again equation (8) is used to determine acceptance. The inclusion of intramolecular degrees of freedom is a straightforward extension of the material above combined with that of reference 29.
Histogram-Reweighting
Histogram-reweighting methods are used to provide information about a system at different chemical potentials and temperatures than the ones at which a simulation was performed 8 . Here, we review the techniques relevant to the current study. A two dimensional histogram, f N E 1 ( , ), is collected for a given chemical potential, µ 1 , and temperature, T 1 , during a simulation for which
where C is a simulation specific constant. We note that it is irrelevant if the histogram is collected using conventional or Hamiltonian scaling grand 
[ ]
The practical range of validity of equation (16) 
where K m is the total number of observations for run m. The constants C n are obtained using an iterative relationship
Equation (17) The grand partition function is defined as
as well as through the bridge equation
By comparing equations (15) and (19) one realizes that the grand partition function is known to within a simulation-specific constant. To obtain the constant the system needs to be related to a known reference state. The ideal gas state is a convenient choice. Introducing the ideal gas equation of state ( β ρ P = ) into the above equations leads to
The distribution f(N,E) can be reweighted for a series of chemical potentials and temperatures that exhibit ideal gas behavior. The data collected can then be fitted to equation (21) 
Mixed-Field Finite-Size Scaling
The mixed-field finite size scaling concepts of Wilding et al. 10, 11 were used to obtain estimates of the critical parameters. The theory accounts for liquidvapor asymmetry by defining an order parameter, M, as a combination of the density and energy fields
where s is a system-specific field mixing parameter that controls the strength of coupling between energy and density fluctuations near the critical point. At the critical point the distribution, ( )
, is assumed to be 
Simulation Details
Simulations were performed to obtain the phase behavior of twelve Long-range corrections were applied using the Theodorou-Suter approach 35 Eight sets of runs were completed that covered a reduced temperature . , where ζ c was the critical activity, which produced a vapor peak with a maximum at one particle. This was done to ensure the ideal gas region was adequately sampled, and thus the constant of equation (21) 
Results and Discussion
Critical Parameters
The critical parameters of the twelve Hamiltonians simulated in this study are listed in Table 1 . Non-dimensional variables are defined in the usual fashion:
. A mixed-field finite-size scaling analysis was used to find the critical temperatures and densities. The critical pressures were found by extrapolating the vapor pressure curve to the critical temperature.
The vapor pressures were fitted to the semi-empirical equation (23) were added as empirical correction factors. The critical pressures were found by evaluating equation (23) at a reduced temperature of one. Using this method, the critical temperatures were found to within 0.3% and the critical densities and critical pressures were found to within 1%. = 01431, is 25% larger than our prediction.
Phase Behavior
The phase diagrams for C=1.0 and α = {12, 14, 16, 18} are shown in Figure   1 . Near the critical point the coexistence densities were determined by fitting to the scaling relationships ( ) 
Fit to Methane
The final objective was to see how well the Buckingham exponential-6 potential could describe the phase behavior of a real fluid. We chose methane because it is a simple, nearly spherical non-polar substance. Clearly, a single-site 
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