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Abstract— The sum-capacity for specific sub-classes of ergodic
fading Gaussian two-user interference channels (IFCs) is devel-
oped under the assumption of perfect channel state information
at all transmitters and receivers. For the sub-classes of uniformly
strong (every fading state is strong) and ergodic very strong two-
sided IFCs (a mix of strong and weak fading states satisfying
specific fading averaged conditions) the optimality of completely
decoding the interference, i.e., converting the IFC to a compound
multiple access channel (C-MAC), is proved. It is also shown that
this capacity-achieving scheme requires encoding and decoding
jointly across all fading states. As an achievable scheme and
also as a topic of independent interest, the capacity region and
the corresponding optimal power policies for an ergodic fading
C-MAC are developed. For the sub-class of uniformly weak
IFCs (every fading state is weak), genie-aided outer bounds are
developed. The bounds are shown to be achieved by treating
interference as noise and by separable coding for one-sided fading
IFCs. Finally, for the sub-class of one-sided hybrid IFCs (a mix
of weak and strong states that do not satisfy ergodic very strong
conditions), an achievable scheme involving rate splitting and
joint coding across all fading states is developed and is shown to
perform at least as well as a separable coding scheme.
Index Terms— Interference channel, ergodic fading, strong
and weak interference, polymatroids, compound multiple access
channel, ergodic capacity, separability.
I. INTRODUCTION
The interference channel (IFC) models a wireless network in
which every transmitter (user) communicates with its unique
intended receiver while causing interference to the remain-
ing receivers. Gaussian interference channels model wireless
networks consisting of two or more interfering transmit-
receive pairs (links). The capacity region of Gaussian IFCs
remains an open problem. In this paper, we focus on two-user
fading Gaussian IFCs, and henceforth, use IFCs and Gaussian
IFCs interchangeably. For two-user Gaussian non-fading IFCs,
referred to in the literature as simply Gaussian IFCs, capacity
results are known only for specific sub-classes identified
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uniquely by the relative strength of the cross- and direct
links from each transmitter to the unintended and intended
receiver, respectively, and/or the transmit powers. Specifically,
the capacity region is known for strong Gaussian IFCs for
which the strength of both cross-links are larger than that
of the corresponding direct links and is achieved when both
receivers decode both the intended and interfering messages
[1], [2], [3]. A very strong IFC results when the sum-capacity
of a strong Gaussian IFC is the sum of the interference-free
capacities of the two links [2]. In contrast, weak IFCs are those
for which the strengths of both cross-links are smaller than
that of the corresponding direct links. The capacity region of
weak IFCs remains open in general; however, for the class of
one-sided weak IFCs in which the strength of one of the cross-
links is zero, the weak sum-capacity is achieved by ignoring
interference, i.e., by considering the interference as noise while
decoding the desired signal at the interfered with receiver [4].
More recently, the sum-capacity of a class of noisy or very
weak Gaussian IFCs has been determined independently in
[5], [6], and [7] is shown to be achieved when both receivers
ignore their interference. Outer bounds for IFCs are developed
in [5], [6], [7], [8] and [9] while several achievable rate regions
for Gaussian IFCs are studied in [10].
The best known inner bound is due to Han and Kobayashi
(HK) [3]. Recently, in [9], an HK-based scheme is shown
to achieve every rate pair within 1 bit/s/Hz of the capacity
region. In [11], the authors reformulate the HK region as
a union of two sets to characterize the maximum sum-rate
achieved by Gaussian inputs and without time-sharing. More
recently, the approximate capacity of two-user Gaussian IFCs
is characterized using a deterministic channel model in [12].
The sum-capacity of the class of non-fading multiple-input
multiple-output (MIMO) IFCs is studied in [13].
Relatively fewer results are known for parallel or fading
Gaussian IFCs. Parallel Gaussian IFCs (PGICs) where each
parallel sub-channel is strong is considered in [14] for which
the authors develop an achievable scheme using independent
encoding and decoding in each parallel sub-channel. Sung
et al [15] present an achievable scheme for a class of one-
sided PGICs that involves viewing each parallel sub-channel
as an independent strong or weak one-sided IFC and coding
appropriately for that sub-channel. Thus, for strong and weak
parallel sub-channels, the interference is completely decoded
and ignored, respectively. In this paper, we show that inde-
pendent coding across fading states (viewed as sub-channels)
is in general not sum-capacity optimal.
Recently, for PGICs, [16] determines the conditions on the
2channel coefficients and power constraints for which indepen-
dent transmission across the parallel channels (often referred to
as sub-channels) and treating interference as noise is optimal.
In [17], techniques used for MIMO IFCs [13] are applied
to study the optimality of coding independently in each sub-
channel (often referred to as separability) of PGICs. It is worth
noting that PGICs are a special case of ergodic fading IFCs in
which each sub-channel is assigned the same weight, i.e., every
sub-channel occurs with the same probability; furthermore,
they can also be viewed as a special case of MIMO IFCs
and thus results from MIMO IFCs can be directly applied to
PGICs. For fading interference networks with three or more
users, in [18], the authors develop an interference alignment
coding scheme to show that the sum-capacity of a K-user IFC
scales linearly with K in the high signal-to-noise ratio (SNR)
regime when all links in the network have similar channel
statistics.
In this paper, we study ergodic fading two-user Gaussian
IFCs and determine the sum-capacity and the corresponding
optimal power policies for specific sub-classes which are
defined in terms of the fading statistics. Noting that ergodic
fading IFCs form a weighted collection of parallel IFCs (sub-
channels), we identify four sub-classes that jointly contain the
set of all ergodic fading IFCs. We develop the sum-capacity
for two of them. For the third sub-class, we develop the sum-
capacity when only one of the two receivers is affected by
interference, i.e., for a one-sided ergodic fading IFC. For the
fourth sub-class we present a general achievable scheme based
on joint coding across fading states.
A natural question that arises in studying ergodic fading
and parallel channels is the optimality of separable coding,
i.e., whether encoding and decoding independently on each
sub-channel (or fading state) is optimal in achieving one or
more points on the boundary of the capacity region. For each
sub-class of IFCs we consider, we address the optimality of
separable coding, often referred to as separability, and demon-
strate that in contrast to point-to-point [19], multiple-access
[20], [21], and broadcast channels without common messages
[22], separable coding is not necessarily sum-capacity optimal
for ergodic fading IFCs.
The first of the four sub-classes is the set of ergodic very
strong (EVS) IFCs in which each fading state (sub-channel)
can be either weak or strong but averaged over all fading states
the interference at each receiver is sufficiently strong that the
two direct links from each transmitter to its intended receiver
are the bottle-necks limiting the sum-rate. For this sub-class,
we show that requiring both receivers to decode the signals
from both transmitters is optimal, i.e., the ergodic very strong
IFC modifies to a two-user ergodic fading compound multiple-
access channel (C-MAC) in which the transmitted signal from
each user is intended for both receivers [23]. To this end,
as an achievable rate region for IFCs and as a problem of
independent interest, we develop the capacity region and the
optimal power policies that achieve them for ergodic fading
C-MACs (see also [23]).
For EVS IFCs we also show that achieving the sum-capacity
(and the capacity region) requires transmitting information
(encoding and decoding) jointly across all fading states, i.e.,
separable coding in each fading state is strictly suboptimal.
Intuitively, the reason for joint coding across fading states lies
in the fact that, analogously to parallel broadcast channels with
common messages [24], both transmitters in the EVS IFCs
transmit only common messages intended for both receivers
for which independent coding across the fading states or sub-
channels becomes strictly sub-optimal. To the best of our
knowledge this is the first capacity result for fading two-
user IFCs with a mix of weak and strong states. For such
mixed ergodic IFCs, recently, a strategy of ergodic interference
alignment is proposed in [25], and is shown to achieve the
sum-capacity in [26] for a class of K-user fading IFCs with
uniformly distributed phase and at least K/2 disjoint equal
strength interference links.
The second sub-class is the set of uniformly strong (US)
IFCs in which in every fading state the resulting IFC is strong,
i.e., the cross-links have larger fading gains than the direct
links for each fading realization. For this sub-class, we show
that the capacity region is the same as that of an ergodic fading
C-MAC with the same fading statistics and that achieving this
region requires joint coding across all fading states.
The third sub-class is the set of uniformly weak (UW)
IFCs for which in every fading state the resulting IFC is
weak. As a first step, we study the one-sided uniformly weak
IFC and develop genie-aided outer bounds. We show that
the bounds are tight when the interfering receiver ignores
the weak interference in every fading state. Furthermore, we
show that separable coding is optimal for this sub-class. The
sum-capacity results for the one-sided channel are used to
develop outer bounds for the two-sided case; however, sum-
capacity results for the two-sided case will require techniques
such as those developed in [16] which determine the channel
statistics and power policies for which ignoring interference
and separable coding is optimal.
The final sub-class is the set of hybrid IFCs with at least
one weak and one strong fading state but which do not
satisfy the conditions for EVS IFCs (and by definition are
also not US and UW IFCs). The capacity-achieving strategy
for EVS and US IFCs suggest that a joint coding strategy
across the fading states can potentially take advantage of
the strong states to partially eliminate interference. To this
end, for ergodic fading one-sided IFCs, we propose a HK-
based general joint coding strategy that uses rate-splitting and
Gaussian codebooks without time-sharing for all sub-classes
of IFCs.
In comparison, a one-sided non-fading Gaussian IFC is
either weak or strong and the sum-capacity is known in both
cases. In fact, for the weak case the sum-capacity is achieved
by ignoring the interference and for the strong case it is
achieved by decoding the interference at the receiver subject
to the interference. However, for ergodic fading one-sided
IFCs, in addition to the UW and US sub-classes, we also
have to contend with the hybrid and EVS sub-classes each of
which has a unique mix of weak and strong fading states. The
HK-based achievable strategy we propose applies to all sub-
classes of one-sided IFCs and includes the capacity-achieving
strategies for the EVS, US, and UW IFCs as special cases.
A sub-class of hybrid IFCs is the uniformly mixed (UM)
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Fig. 1. A Venn diagram representation of the four sub-classes of ergodic fading one- and two-sided IFCs.
two-sided IFCs in which a pair of fading states corresponding
to the cross-link and direct link from one of the sources forms
a strong one-sided IFC while the complementary pair from
the other source is a weak one-sided IFC. For UM IFCs,
we show that to achieve sum-capacity the transmitter that
interferes strongly transmits a common message across all
fading states and the transmitter interfering weakly transmits
a private message across all fading states. The two different
interfering links however require joint encoding and decoding
across all fading states to ensure optimal coding at the receiver
with strong interference.
Finally, a note on separability. In [27], Cadambe and Jafar
demonstrate the inseparability of parallel interference channels
using an example of a three-user frequency selective fading
IFC. The authors use interference alignment schemes to show
that separability is not optimal for fading IFCs with three or
more users while leaving open the question for the two-user
fading IFC. We addressed this question in [28] for the ergodic
fading one-sided IFC and developed the conditions for the
optimality of separability for EVS and US one-sided IFCs. In
this paper, we readdress this question for all sub-classes of
fading two-user IFCs. Our results suggest that in general both
one-sided and two-sided IFCs benefit from transmitting the
same information across all fading states (sub-channels), i.e.,
not independently encoding and decoding in each fading state,
thereby exploiting the fading diversity to mitigate interference.
While the definitions and proofs of the four sub-classes are
formally developed in the sequel, we refer the reader to Fig. 1
for a pictorial summation of the different sub-classes, capacity
results for specific sub-classes, and the optimality of joint vs.
separable coding in achieving these capacity results.
The paper is organized as follows. In Section II, we present
the channel models studied. In Section III, we summarize our
main results. The capacity region of an ergodic fading C-MAC
is developed in Section IV. The proofs are collected in Section
V. We discuss our results with numerical examples in Section
VI and conclude in Section VII.
II. CHANNEL MODEL AND PRELIMINARIES
A. Channel Model
A two-sender two-receiver (also referred to as a two-user)
ergodic fading Gaussian IFC consists of two source nodes S1
and S2, and two destination nodes D1 and D2 as shown in Fig.
2. Source Sk, k = 1, 2, uses the channel n times to transmit
its message Wk, which is distributed uniformly in the set
{1, 2, . . . , 2nRk} and is independent of the message from the
other source, to its intended receiver, Dk, at a rate Rk bits per
channel use. In each use of the channel, Sk transmits the signal
Xk ∈ C (C is the complex domain) while the destination Dk
receives Yk ∈ C, k = 1, 2, such that for an input vector
X = [X1 X2]
T
, the channel output vector Y = [Y1 Y2]T is
given by
Y = HX+ Z (1)
where Z = [Z1 Z2]T is a noise vector with entries that
are zero-mean, unit variance, circularly symmetric complex
Gaussian noise variables and H is a random matrix of fading
gains with entries Hm,k ∈ C, for all m, k = 1, 2, such
that Hm,k denotes the fading gain between receiver m and
transmitter k. We use h to denote a realization of H. We
assume the fading process {H} is stationary and ergodic
but not necessarily Gaussian. Note that the channel gains
Hm,k, for all m and k, are not assumed to be independent;
however, H is known instantaneously at all the transmitters
and receivers, i.e., just prior to the transmission in each use
of the channel.
Over n uses of the channel, the transmit sequences {Xk,i}
are constrained in power according to
n∑
i=1
|Xk,i|2 ≤ nP avgk , for k = 1, 2. (2)
Since the transmitters know the fading states of the links on
which they transmit, they can allocate their transmitted signal
power according to the channel state information. The power
policy Pk (h) of user k is a function of the fading gains
H (i) = h in channel use i and is given by
E
[
|Xk,i|2
∣∣∣H (i) = h] = Pk (h) , k = 1, 2. (3)
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Fig. 2. The two-user Gaussian two-sided IFC and C-MAC and the two-user Gaussian one-sided IFC.
Denoting P (h) as a length-two vector of policies for both
users, (3) implies that P (h) is a mapping from the fading state
space consisting of the set of all fading states (instantiations)
h to the set of non-negative real values in R2+. While P (h)
denotes the map for a particular fading state, we write P (H)
to explicitly describe the policy for the entire set of random
fading states. Thus, we use the notation P (H) when averaging
over all fading states or describing a collection of policies, one
for every h.
Remark 1: In general, the transmit sequences {Xk,i} can be
arbitrarily correlated subject to an average power constraint in
(2). Thus, for any power policy Pk(h), for all k, (3) defines the
constraint on the diagonal elements of the covariance matrix
of {Xk,i}.
For an ergodic fading channel, (2) then simplifies to
E [Pk(H)] ≤ P avgk for all k = 1, 2, (4)
where the expectation in (4) is taken over the distribution of
H. We denote the set of all feasible policies P (h), i.e., the
power policies whose entries satisfy (4), by P . Finally, we
write P avg to denote the vector of average power constraints
with entries P avgk , k = 1, 2.
For the special case in which both receivers decode the
messages from both transmitters, we obtain a C-MAC (see Fig.
2(a)). A one-sided fading Gaussian IFC results when either
H1,2 = 0 or H2,1 = 0 with probability 1 (see Fig. 2(b)).
Without loss of generality, we develop sum-capacity results
for a one-sided IFC (Z-IFC) with H2,1 = 0. The results extend
naturally to the complementary one-sided model with H1,2 =
0.
B. Notation
Before proceeding, we summarize the notation used in the
sequel.
• Random variables (e.g. Hk,j) are denoted with uppercase
letters and their realizations (e.g. hk,j ) with the corre-
sponding lowercase letters.
• Bold font X denotes a random matrix while bold font x
denotes a realization of X.
• I denotes the identity matrix.
• |X| and X−1 denote the determinant and inverse, respec-
tively, of the matrix X.
• CN (0,Σ) denotes a circularly symmetric complex Gaus-
sian distribution with zero mean and covariance Σ.
• K = {1, 2} denotes the set of transmitters.
• E (·) denotes expectation; C(x) denotes log(1+x) where
the logarithm is to the base 2; (x)+ denotes max(x, 0);
I(·; ·) denotes mutual information; h (·) denotes differen-
tial entropy; and RS denotes
∑
k∈SRk for any S ⊆ K.
• Throughout the sequel, we will use the phrases fading
state and sub-channel interchangeably.
We write CIFC (P avg1 , P avg2 ) and CC-MAC (P avg1 , P avg2 ) to
denote the capacity regions of an ergodic fading IFC and
C-MAC, respectively; for ease of notation, we simply use
CIFC and CC-MAC in the sequel. Our definitions of average
error probabilities, capacity regions, and achievable rate pairs
(R1, R2) for both the IFC and C-MAC mirror the standard
information-theoretic definitions [29, Chap. 14].
Throughout the sequel we use the term waterfilling solution
to denote the capacity achieving power policy for ergodic fad-
ing point-to-point channels [19]. For multiple access channels,
in addition to each user waterfilling over its fading link to
the common destination, only the user with the best (largest)
channel gain transmits in each channel use, i.e., the channel is
used opportunistically to maximize the sum capacity, and the
resulting power policies are called opportunistic waterfilling
solutions [20].
In general, however, for multi-antenna (e.g. [30]) and multi-
terminal (e.g. [31]) channels including the one studied here,
the optimal power policy for each user is in general dependent
on some or all of the fading links in the network and not just
on a single link. The resulting policies have been referred to in
the literature as generalized waterfilling (e.g. [32], [30], [33]);
we adopt this terminology in the sequel for power policies that
depend on more than one fading link.
C. Non-fading Gaussian IFCs: Preliminaries
Non-fading Gaussian IFCs (for whichH = h is not random)
can be classified by the relative strengths of the interference
to intended signals at each of the →receivers. A (two-sided
5non-fading) strong Gaussian IFC is one in which the cross-
link channel gains are larger than the direct link channel gains
to the intended receivers [1], i.e.,
|hj,k| ≥ |hk,k| for all j, k = 1, 2, j 6= k. (5)
A strong Gaussian IFC, i.e., a Gaussian IFC for which (5)
holds, is very strong if the cross-link channel gains dominate
the transmit powers such that (see, for example, [1], [2])
2∑
k=1
C
(
|Hk,k|2 P avgk (h)
)
< C
(
2∑
k=1
|Hj,k|2 P avgj (h)
)
,
for all j = 1, 2. (6)
One can verify in a straightforward manner that (6) reduces to
the general conditions for a very strong IFC (see, for example,
[1]) given by
|h1,2|2 > |h2,2|2
(
1 + |h1,1|2 P avg1
)
(7a)
|h2,1|2 > |h1,1|2
(
1 + |h2,2|2 P avg2
)
. (7b)
the very strong condition sets an upper bound on the average
transmit power P avgk at user k as
P avgk <
1
|hk,k|
2
(
|hk,j |
2
|hj,j |
2 − 1
)
j 6= k, j, k ∈ {1, 2} . (8)
Note that this also requires |hk,j |2 > |hj,j |2 for all j, k, j 6= k.
A Gaussian IFC is weak when
|hk,k| > |hj,k| for all j, k = 1, 2, j 6= k. (9)
A Gaussian IFC is mixed when
|h1,2| ≥ |h2,2| and |h1,1| > |h2,1| (10)
or
|h2,1| ≥ |h1,1| and |h2,2| > |h1,2| . (11)
D. Ergodic Fading Gaussian IFCs: Definitions
An ergodic fading Gaussian IFC is a set of fading states
(parallel sub-channels), and thus, each fading state h can
be either very strong, strong, or weak. Since a fading IFC
can contain a mixture of different types of sub-channels,
we introduce the following definitions to classify the set of
all ergodic fading two-user Gaussian IFCs (see also Fig. 1).
Unless otherwise stated, we henceforth simply write IFC to
denote a two-user ergodic fading Gaussian IFC.
Definition 1: A uniformly strong IFC (US IFC) is one in
which every fading state is strong, i.e., every realization h
satisfies
|h2,1| ≥ |h1,1| and |h1,2| ≥ |h2,2| (12)
Definition 2: An ergodic very strong IFC (EVS IFC) is one
in which every fading state is either weak or strong such that
∑2
k=1E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
<
E
[
C
(∑2
k=1 |Hj,k|2 Pwfk (Hk,k)
)]
, for all j = 1, 2. (13)
where P (wf)k (Hkk) is the optimal waterfilling policy that
achieves the point-to-point ergodic fading capacity for user
k in the absence of interference.
Definition 3: A uniformly weak IFC (UW IFC) is one in
which every fading state is weak, such that the entries of every
fading realization h satisfy
|h1,1| > |h2,1| and |h2,2| > |h1,2| (14)
Definition 4: A uniformly weak one-sided IFC with H2,1 =
0 is one in which the entries of every fading realization h
satisfy
|h2,2| > |h1,2| (15)
Definition 5: A uniformly mixed IFC (UM IFC) is such that
the entries of every fading realization h satisfy
|h1,1| > |h2,1| and |h1,2| ≥ |h2,2| , (16)
i.e., receivers 1 and 2 see strong and weak interference in every
fading instantiation, respectively. Alternately, a UM IFC can
also be such that every fading realization h satisfies
|h2,1| ≥ |h1,1| and |h2,2| > |h1,2| . (17)
Definition 6: A hybrid IFC has at least one weak and
one strong fading state such that the conditions in (6) are
not satisfied when averaged over all fading states and for
Pk (H) = P
(wf)
k (Hkk).
Definition 7: A coding scheme for ergodic fading (or par-
allel) channels is separable if independent messages (data) are
transmitted in every fading state.
Definition 8: A coding scheme for ergodic fading (or par-
allel) channels is inseparable if the same message (data) is
transmitted (coded jointly) across all fading states.
III. MAIN RESULTS
The following theorems summarize the main contributions
of this paper. We collect the capacity results into two cate-
gories, namely, theorems for which non-separable and sepa-
rable coding schemes are optimal for IFCs. We also present
an achievable scheme for a one-sided hybrid IFC which is
the third sub-section of this section. The theorems for EVS
and US IFCs depend on the capacity region of an ergodic
fading Gaussian C-MAC; furthermore, since results for the
C-MAC are also of independent interest, we begin with the
C-MAC capacity theorem when presenting our results for the
non-separable case. The proof of the capacity region of the
C-MAC and the details of determining the capacity achieving
power policies are included in Section IV. The proofs for the
remaining theorems, related to IFCs, are collected in Section
V.
A. Non-separable Results
1) Ergodic fading C-MAC: An achievable rate region for
ergodic fading IFCs results from requiring both receivers to
decode the messages from both transmitters, i.e., by converting
an IFC to a C-MAC. The following theorem summarizes the
capacity region CC-MAC of an ergodic fading C-MAC.
Theorem 1: The capacity region, CC-MAC (P avg1 , P avg2 ), of
an ergodic fading two-user Gaussian C-MAC with average
power constraints Pk at transmitter k, k = 1, 2, is
CC-MAC (P avg1 , P avg2 ) =
⋃
P∈P
{C1 (P (H)) ∩ C2 (P (H))}
(18)
6where for j = 1, 2, we have
Cj (P (H)) = {(R1, R2) : RS ≤
E
[
C
(∑
k∈S
|Hj,k|2 Pk (H)
)]
, for all S ⊆ K.
}
(19)
The optimal coding scheme requires encoding and decoding
jointly across all sub-channels.
Remark 2: The capacity region CC-MAC is convex. This
follows from the convexity of the set P and the concavity
of the log function.
Remark 3: CC-MAC is a function of (P avg1 , P avg2 ) due to the
fact that the union in (18) is taken over all feasible power
policies, i.e., over all P (H) whose entries satisfy (4).
Remark 4: In contrast to the ergodic fading point-to-point
and multiple access channels, the ergodic fading C-MAC is not
merely a collection of independent parallel channels; in fact
encoding and decoding independently in each parallel channel
is in general sub-optimal as demonstrated in Section IV.
Corollary 1: The capacity region CIFC of an ergodic fading
IFC is bounded as CC-MAC ⊆ CIFC.
2) Ergodic Very Strong IFCs:
Theorem 2: The capacity region of an ergodic very strong
IFC of Definition 2 is
CEV SIFC = {(R1, R2) :
Rk ≤ E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]}
, k = 1, 2. (20)
The sum-capacity is
2∑
k=1
E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
(21)
where, for k = 1, 2, Pwfk (Hj,k) satisfies (13). The capacity
achieving scheme requires encoding and decoding jointly
across all sub-channels at the transmitters and receivers re-
spectively. The optimal strategy also requires both receivers
to decode messages from both transmitters.
Remark 5: In developing the proof in Section V we show
that the condition in (13) is a result of the achievable strategy
that simplifies the IFC to a C-MAC, and therefore is a
sufficient condition. For the special case of non-fading channel
gains H = h, and Pk (h) = P avgk , (13) reduces to (7). In
contrast, the fading averaged conditions in (13) imply that not
every fading state needs to satisfy (7) and in fact, the ergodic
very strong channel can be a mix of weak and strong fading
states provided P (wf) satisfies (13).
Remark 6: The set of US IFCs for which the optimal
waterfilling policies for the two interference-free links satisfy
(13) is strictly a subset of the set of EVS IFCs. Thus, in
general, the sets of US and EVS IFCs are not disjoint.
Remark 7: As stated in Theorem 2, the capacity achieving
scheme for EVS IFCs requires coding jointly across all fading
states. Coding independent messages (separable coding) across
the sub-channels is optimal only when every fading state is
very strong, i.e., satisfies (7), at the optimal policy P (wf).
3) Uniformly Strong IFCs: In the following theorem, we
present the capacity region and the sum-capacity of a uni-
formly strong IFC.
Theorem 3: The capacity region of a US IFC of Definition
1 is given by
CUSIFC (P avg1 , P avg2 ) = CC-MAC (P avg1 , P avg2 ) (22)
where CC-MAC (P avg1 , P avg2 ) is the capacity of an ergodic
fading C-MAC with the same channel statistics as the IFC.
The sum-capacity is
max
P (H)∈P
{
min
{
min
j=1,2
{
E
[
C
(∑2
k=1 |Hj,k|2 Pk (H)
)]}
,
∑2
k=1E
[
C
(
|Hk,k|2 Pk (H)
)]}}
. (23)
The capacity achieving scheme requires encoding and de-
coding jointly across all sub-channels at the transmitters and
receivers, respectively, and also requires both receivers to
decode messages from both transmitters.
Remark 8: In contrast to the very strong case of Theorem
2, every sub-channel in a US IFC is strong.
Remark 9: The uniformly strong condition may suggest
that separability is optimal. However, the capacity achieving
scheme for the C-MAC requires joint encoding and decoding
across all fading states. A strategy where each fading state (or
parallel channel) is viewed as an independent IFC, as in [14],
will in general be strictly sub-optimal. This is seen directly
from comparing (23) with the sum-rate achieved by separable
coding which is given by
max
P (H)∈P
E
{
min
{
min
j=1,2
{
C
(∑2
k=1 |Hj,k|2 Pk (H)
)}
,
∑2
k=1C
(
|Hk,k|2 Pk (H)
)}}
. (24)
The sub-optimality of separable coding follows directly
from the fact that for two random variables A (H) and B (H) ,
E[min (A (H) , B (H))] ≤ min (E[A (H)],E[B (H)])] with
equality if and only if for every fading instantiation h,
A (H) (resp. B (H)) dominates B (H) (resp. A (H)). Thus,
independent (separable) encoding across the fading states is
optimal only when, at the optimal power policy P ∗ (H), the
sum-rate in every sub-channel in (24) is maximized by the
same sum-rate function.
4) Uniformly Mixed IFC: The following theorem summa-
rizes the sum-capacity of a class of uniformly mixed two-sided
IFC.
Theorem 4: For a class of uniformly mixed ergodic fading
two-sided Gaussian IFCs of Definition 5 that satisfy (16) the
sum-capacity is
max
P (H)∈P
{
min
{
E
[
C
(∑2
k=1 |H1,k|2 Pk (H)
)]
,
S(w,2) (P (H))
}}
(25)
where
S(w,2) (P (H)) =
E
[
C
(
|H2,2|2 P2 (H)
1 + |H2,1|2 P1 (H)
)
+ C
(
|H1,1|2 P1 (H)
)]
. (26)
7The capacity achieving scheme requires encoding and decod-
ing jointly across all sub-channels at the transmitters
Remark 10: The sum-capacity for the uniformly mixed
IFC for which (17) holds is given by (25) and (26) after
interchanging the indices1 and 2.
Remark 11: At the receiver with stronger interference in
all fading states, the capacity achieving scheme requires joint
coding at both transmitters just as for US IFCs. Thus, despite
one of the receivers ignoring interference, separable encoding
is not optimal here.
B. Separable Results
1) Uniformly Weak One-Sided IFC: The following theorem
summarizes the sum-capacity of a one-sided uniformly weak
IFC in which every fading state is weak.
Theorem 5: The sum-capacity of a uniformly weak ergodic
fading Gaussian one-sided IFC of Definition 4 is given by
max
P (H)∈P
{
S(w,1) (P (H))
}
(27)
where S(w,1) (P (H)) is obtained from (26) after interchang-
ing the indices 1 and 2.
Remark 12: For the fading one-sided IFC in which |h1,1| >
|h2,1| and h1,2 = 0, the sum-capacity is given by (27) with the
superscript 1 replaced by 2. The expression S(w,2) (P (H)) is
given by (26).
C. Achievable Schemes and Outer Bounds
1) Hybrid One-sided IFC: Achievable Scheme Based on
Joint Coding: For EVS and US IFCs, Theorems 2 and 3
suggest that joint coding across all fading states is optimal.
Particularly for EVS IFCs, such joint coding allows one to
exploit the strong states in decoding messages. Relying on
this observation, we present an achievable strategy based on
joint coding for all sub-classes of one-sided IFCs of Definition
4 (H2,1 = 0). The encoding scheme involves rate-splitting at
user 2, i.e., user 2 transmits w2 = (w2p, w2c) where w2p and
w2c are private and common messages, respectively and can be
viewed as a Han-Kobayashi scheme with Gaussian codebooks
and without time-sharing.
Theorem 6: The sum-capacity of a one-sided hybrid IFC
(Definition 6 with H2,1 = 0) is lower bounded by
max
P (H)∈P,αH∈[0,1]
min (S1 (αH, P (H)) , S2 (αH, P (H)))
(28)
where
S1 (αH, P (H)) = E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 αHP2 (H)
)]
+ E
[
C
(
|H2,2|2 P2 (H)
)]
, (29)
and
S2 (αH, P (H)) = E
[
C
(
|H2,2|2 αHP2 (H)
)]
+
E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
, (30)
such that αH is the power fraction allocated by user 2 in
fading state H to transmitting w2p and αH = 1− αH, αH ∈
[0, 1]. For EVS one-sided IFCs, the sum-capacity is achieved
by choosing αH = 0 for all H provided S1
(
0, P (wf) (H)
)
<
S2
(
0, P (wf) (H)
)
. For US one-sided IFCs, the sum-capacity
is given by (28) for αH = 0 for all H. For UW one-sided
IFCs, the sum-capacity is achieved by choosing αH = 1 and
maximizing S2 (1, P (H)) = S1 (1, P (H)) over all feasible
P (H) . For a hybrid one-sided IFC, the achievable sum-rate
is maximized by
α∗
H
=
{
α (H) ∈ (0, 1] fading state H is weak
0 fading state H is strong. (31)
and is given by (28) for this choice of α∗
H
.
Remark 13: The optimal α∗
H
in (31) implies that in general
for the hybrid one-sided IFCs joint coding the transmitted
message across all sub-channels is optimal. Specifically, the
common message is transmitted jointly in all sub-channels
while the private message is transmitted only in the weak sub-
channels.
Remark 14: The separation-based coding scheme of [34] is
a special case of the above HK-based coding scheme and is
obtained by choosing αH = 1 and αH = 0 for the weak and
strong states, respectively. The resulting sum-rate is at most
as large as the bound in (28) obtained for α∗
H
∈ (0, 1] and
α∗
H
= 0 for the weak and strong states, respectively.
Remark 15: In [35], a Han-Kobayashi based scheme using
Gaussian codebooks and no time-sharing is used to develop
an inner bound on the capacity region of a two-sided IFC.
2) Uniformly Weak IFC: Sum-Capacity Bounds: The sum-
capacity of a one-sided uniformly weak IFC in Theorem 5 is an
upper bound for that of a two-sided IFC for which at least one
of two one-sided IFCs that result from eliminating a cross-link
is uniformly weak. Similarly, a bound can be obtained from
the sum-capacity of the complementary one-sided IFC. The
following theorem summarizes this result.
Theorem 7: For a class of uniformly weak ergodic fading
two-sided Gaussian IFCs for which the entries of every fading
state h satisfy
|h1,1| > |h2,1| and |h2,2| > |h1,2| (32)
the sum-capacity is upper bounded as
R1 +R2 ≤ max
P (H)∈P
min
(
S(w,1) (P (H)) , S(w,2) (P (H))
)
.
(33)
Remark 16: For the non-fading case, the sum-rate bounds
in (33) simplify to those obtained in [9, Theorem 3].
IV. COMPOUND MAC: CAPACITY REGION AND OPTIMAL
POWER POLICIES
In this section, we prove Theorem 1 which establishes the
capacity region of ergodic fading C-MACs and discuss the
optimal power policies that achieve the points on the boundary
of the capacity region. As stated in Corollary 1, an inner bound
on the sum-capacity of an IFC can be obtained by allowing
both receivers to decode both messages, i.e., by determining
the sum-capacity of a C-MAC with the same inter-node links.
8A. Capacity Region
The capacity region of a discrete memoryless compound
MAC is developed in [36]. For each choice of input distribu-
tion at the two independent sources, this capacity region is an
intersection of the MAC capacity regions achieved at the two
receivers. The techniques in [36] can be easily extended to
develop the capacity region for a Gaussian C-MAC with fixed
channel gains. For the Gaussian C-MAC, one can show that
Gaussian signaling achieves the capacity region using the fact
that Gaussian signaling maximizes the MAC region at each
receiver. Thus, the Gaussian C-MAC capacity region is an
intersection of the Gaussian MAC capacity regions achieved
at D1 and D2. For a stationary and ergodic process {H}, the
channel in (1) can be modeled as a parallel Gaussian C-MAC
consisting of a collection of independent Gaussian C-MACs,
one for each fading state h, with an average transmit power
constraint over all parallel channels.
We now prove Theorem 1 and Corollary 1 stated in Section
III-A.1 which gives the capacity region of ergodic fading C-
MACs.
Proof: We first present an achievable scheme. Consider
a policy P (H) ∈ P . The achievable scheme involves re-
quiring each transmitter to encode the same message across
all sub-channels and each receiver to jointly decode over
all sub-channels. Independent codebooks are used for every
sub-channel. An error occurs at receiver j if one or both
messages decoded jointly across all sub-channels is differ-
ent from the transmitted message. Given this encoding and
decoding, the analysis at each receiver mirrors that for a
MAC receiver [29, 14.3]. In particular, one can easily ver-
ify that for reliable reception of the transmitted message at
receiver j, the rate pair (R1, R2) needs to satisfy the rate
constraints in (19) where in decoding wS = {wk : k ∈ S}
the mutual information collected in each sub-channel is given
by C
(∑
k∈S |Hj,k|2 Pk (H)
)
, for all S ⊆ K. Thus, for
any feasible P (H), the achievable rate region is given by
C1 (P (H))∩C2 (P (H)). From the concavity of the logarithm
function, the achievable region over all P (H) is given by
(18).
For the converse, the proof technique mirrors the proof for
the capacity of an ergodic fading MAC developed in [20,
Appendix A]. For any P (H) ∈ P , one can using similar
limiting arguments to show that for asymptotically error-free
performance at receiver j, for all j, the achievable region has
to be bounded as
RS ≤ E
[
C
(∑
k∈S |Hj,k|2 Pk (H)
)]
, j = 1, 2. (34)
The proof is completed by noting that, due to the concavity of
the logarithm it suffices to take the union of the region over
all P (H) ∈ P .
For continuously distributed fading channels, we begin our
proof by quantizing the fading space to a countably finite num-
ber of fading states and using a single codebook comprised of
codewords of length n. Each entry of the length-n codewords
is a vector whose entries, generated independently, are inputs
to the sub-channels, one for each sub-channel. Allowing the
quantization to become finer and finer and using limiting
arguments as in [19] and [20] complete the proof.
Corollary 1 follows from the argument that a rate pair in
CC-MAC is achievable for the IFC since CC-MAC is the capacity
region when both messages are decoded at both receivers.
Remark 17: An achievable scheme in which independent
messages are encoded in each sub-channel, i.e., separable
coding, will in general not achieve the capacity region. This
is due to the fact that for this separable coding scheme the
achievable rate in each sub-channel is a minimum of the rates
at each receiver. The average of such minima can at most be
the minimum of the average rates at each receiver, where the
latter is achieved by encoding the same message jointly across
all sub-channels (see also Remark 9).
B. Sum-Capacity Optimal Power Policies
The capacity region CC-MAC is a union of the intersection of
the pentagons C1 (P (H)) and C2 (P (H)) achieved at D1 and
D2, respectively, where the union is over all P (H) ∈ P . The
region CC-MAC is convex, and thus, each point on the boundary
of CC-MAC is obtained by maximizing the weighted sum µ1R1
+ µ2R2 over all P (H) ∈ P , and for all µ1 > 0 and µ2 > 0,
subject to (34). In this section, we determine the optimal policy
P ∗ (H) that maximizes the sum-rate R1 + R2 when µ1 =
µ2 = 1. Using the fact that the rate regions C1 (P (H)) and
C2 (P (H)), for any feasible P (H), are pentagons, in Figs. 3
and 4 we illustrate the five possible choices for the sum-rate
resulting from an intersection of C1 (P (H)) and C2 (P (H))
(see also [31]).
Cases 1 and 2, as shown in Fig. 3 and henceforth referred to
as inactive cases, are such that the constraints on the two sum-
rates are not active in C1 (P (H)) ∩ C2 (P (H)), i.e., no rate
tuple on the sum-rate plane achieved at one of the receivers
lies within or on the boundary of the rate region achieved
at the other receiver. In contrast, when there exists at least
one such rate tuple such that the two sum-rate constraints are
active in C1 (P (H)) ∩ C2 (P (H)) we obtain an active case.
This includes Cases 3a, 3b, and 3c shown in Fig. 4 where the
sum-rate at D1 is smaller, larger, or equal, respectively, to that
achieved at D2. By definition, the active set also includes the
boundary cases in which there is exactly one rate pair that lies
within or on the boundary of the rate region achieved at the
other receiver. There are six possible boundary cases (l,m)
that lie at the intersection of an inactive case l, l = 1, 2, and
an active case m, m = 3a, 3b, 3c.
In general, the occurrence of any one of the disjoint cases
depends on both the channel statistics and the policy P (H).
Since it is not straightforward to know a priori the power
allocations that achieve a certain case, we maximize the sum-
rate for each case over all allocations in P and explicitly
check whether the optimizing power allocation indeed results
in the corresponding case, i.e., satisfies the conditions for
that case. For example, from Fig. 3, Case 1 results only
when the sum-rate maximizing policy P (wf) (H) satisfies∑2
k=1 C
(
HkkP
(wf)
k (H)
)
< C
(∑2
k=1Hj,kP
(wf)
k (H)
)
, for
all j = 1, 2.
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Fig. 4. Rate regions C1(P (H)) and C2(P (H)) and sum-rate for cases 3a, 3b, and 3c.
We write Bi ⊆ P and Bl,m ⊆ P to denote the set
of power policies that achieve case i, i = 1, 2, 3a, 3b, 3c,
and case (l,m), l = 1, 2, m = 3a, 3b, 3c, respectively.
Explicitly distinguishing the boundary cases from the active
cases ensures that the sets Bi and Bl,m are disjoint for all i and
(l,m). As we will argue shortly, the optimization is simplified
when the conditions for each case are defined such that the
sets Bi and Bl,m are disjoint for all i, l, and m, and thus,
are either open or half-open sets such that no two sets share a
boundary. This in turn implies that the power policies resulting
in each case satisfy specific conditions that distinguish that
case from all others. Using these disjoint cases and the fact
that the rate expressions in (34) are concave (log) functions
of P (H) simplifies the optimization to a convex optimization
problem and allows us to develop closed form sum-capacity
results and optimal policies for all cases as explained below.
We write P (i)(H) and P (l,m)(H) to denote the optimal
policies for cases i and (l,m), respectively. we also write
S(i)(P (H)) and S(l,m)(P (H)) to denote the sum-rate bound
achieved for cases i and (l,m), respectively, for some P (H) ∈
P .
Uniqueness of P (i)(H) and P (l,m)(H): Consider case i.
The optimal P (i)(H) is first determined by maximizing the
sum rate for this case over all P . The resulting sum-rate
optimal P (i)(H) must satisfy the conditions for case i, i.e.,
we require P (i)(H) ∈ Bi. If P (i)(H) ∈ Bi, the optimality
of P (i)(H) follows from the fact that the rate function for
each case is strictly concave and that the sets Bi and Bl,m are
disjoint for all i and (l,m) as a result of which P (i)(H) does
not maximize the sum-rate for any other case. On the other
hand, when P (i)(H) 6∈ Bi, we now argue that R1+R2 achieves
its maximum outside Bi. The proof again follows from the
fact that R1+R2 for all cases is a strictly concave function of
P (H) for all P (H) ∈ P . Thus, when P (i)(H) 6∈ Bi, for every
P (H) ∈ Bi there exists a P ′(H) ∈ Bi with a larger sum-rate.
Combining this with the fact that the sum-rate expressions
are continuous while transitioning from one case to another
at the boundary of the open set Bi, ensures that the maximal
sum-rate is achieved by some P (H) 6∈ Bi. Similar arguments
justify maximizing the optimal policy for each case over all P .
Due to the strict concavity of the logarithm function, a unique
P (i)(H) or P (l,m)(H) will satisfy the conditions for its case.
The optimal P ∗(H) is given by this P (i)(H) or P (l,m)(H).
The optimization problem for case i or case (l,m) is given
by
max
P (H)∈P
S(i) (P (H)) or max
P (H)∈P
S(l,m) (P (H))
s.t. E [Pk(H)] ≤ P avgk , k = 1, 2,
Pk(H) ≥ 0, k = 1, 2, for all H
(35)
where
S(1) (P (H)) =
∑2
k=1E
[
C
(
|Hk,k|2 Pk (H)
)]
, (36)
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Fig. 6. Rate regions Rr(P (H)) and Rd(P (H)) for cases (2,3a), (2,3b), and (2,3c).
S(2) (P (H)) =
2∑
j=1,
2∑
k=1,k 6=j
E
[
C
(
|Hj,k|2 Pk (H)
)]
(37)
S(3a) (P (H)) = E
[
C
(∑2
k=1 |H2,k|2 Pk (H)
)]
(38a)
S(3b) (P (H)) = E
[
C
(∑2
k=1 |H1,k|2 Pk (H)
)]
(38b)
S(3c) (P (H)) = S(3a) (P (H)) ,
s.t. S(3a) (P (H)) = S(3b) (P (H)) (39)
S(l,m) (P (H)) = S(l) (P (H)) , s.t. (40)
S(l) (P (H)) = S(m) (P (H)) , for all (l,m) . (41)
Recall that case 3c results when the sum-rate bounds at both
receivers are the same. We capture this constraint in (39) by
setting S(3c) (·) as S(3a) (·) subject to the equality constraint
on S(3a) (·) and S(3b) (·). Similarly, the condition for case
(l,m) that the sum-rates for cases l and m are equal is
captured in (40).
The conditions for each case are (see Figs 3-6) given below
where for each case the condition holds true when evaluated
at the optimal policies P (i)(H) and P (l,m)(H) for cases i
and (l,m), respectively. For ease of notation, we do not
explicitly denote the dependence of S(i) and S(l,m) on the
appropriate P (i)(H) and P (l,m)(H), respectively but use a
subscript to indicate that the conditions are evaluated at the
optimal policies for each case.
Case 1 : S(1)
∣∣
P (1)(H)
< min
(
S(3a), S(3b)
)∣∣
P (1)(H)
(42)
Case 2 : S(2)
∣∣
P (2)(H)
< min
(
S(3a), S(3b)
)∣∣
P (2)(H)
(43)
Case 3a : S(3a)
∣∣
P (3a)(H)
< min
(
S(3b), S(1), S(2)
)∣∣
P (3a)(H)
(44)
Case 3b : S(3b)
∣∣
P (3b)(H)
< min
(
S(3a), S(1), S(2)
)∣∣
P (3b)(H)
(45)
Case 3c : S(3a)
∣∣
P (3c)(H)
= S(3b)
(
P (3c)(H)
)
< min
(
S(1), S(2)
)∣∣
P (3c)(H)
(46)
Case (1, 3a) :
(
S(3a) < S(3b)
)∣∣
P (1,3a)(H)
and(
S(1) < S(3b)
)∣∣
P (1,3a)(H)
(47)
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Case (2, 3a) :
(
S(3a) < S(3b)
)∣∣
P (2,3a)(H)
and(
S(2) < S(3b)
)∣∣
P (2,3a)(H)
(48)
Case (1, 3b) :
(
S(3b) < S(3a)
)∣∣
P(1,3b)(H)
and(
S(1) < S(3a)
)∣∣
P (1,3b)(H)
(49)
Case (2, 3b) :
(
S(3b) < S(3a)
)∣∣
P(2,3b)(H)
and(
S(2) < S(3a)
)∣∣
P (2,3b)(H)
(50)
Case (1, 3c) :
(
S(3a) = S(3b) = S(1) < S(2)
)∣∣
P (1,3c)(H)
(51)
Case (2, 3c) :
(
S(3a) = S(3b) = S(2) < S(1)
)∣∣
P (2,3c)(H)
.
(52)
The optimal policy for each case is determined using
Lagrange multipliers and the Karush-Kuhn-Tucker (KKT) con-
ditions. The sum-capacity optimal P ∗ (H) is given by that
P (i) (H) or P (l,m) (H) that satisfies the conditions of its case
in (42)-(52).
Remark 18: For cases 1 and 2, one can expand the ca-
pacity expressions to verify that the conditions S(l) <
min
(
S(3a), S(3b)
)
, l = 1, 2, imply that S(1) < S(2) and vice-
versa. Therefore, if the optimal policy is determined in the
order of the cases in (42)-(52), the conditions for cases (1, 3c)
and (2, 3c) are tested only after all other cases have been
excluded. Furthermore, the two cases are mutually exclusive,
and thus, (51) and (52) are simply redundant conditions written
for completeness.
Remark 19: For the two-user case the conditions can be
written directly from the geometry of intersecting rate regions
for each case. However, for a more general K-user C-MAC,
the conditions can be written using the fact that the rate
regions for any P (H) are polymatroids and that the sum-rate
of two intersecting polymatroids is given by the polymatroid
intersection lemma. A detailed analysis of the rate-region and
the optimal policies using the polymatroid intersection lemma
for a K-user two-receiver network is developed in [31].
C. Computing the Optimal Power Policies
The following theorem summarizes the form of P ∗ (H) and
presents an algorithm to compute it. The optimal policy maxi-
mizing each case can be obtained in a straightforward manner
using standard constrained convex maximization techniques.
The algorithm exploits the fact that each occurrence of one
case excludes all other cases and the case that occurs is the
one for which the optimal policy satisfies the case conditions.
We refer the reader to [31, Appendix] for a detailed analysis.
Theorem 8: The optimal policy P ∗ (H) achieving the sum-
capacity of a two-user ergodic fading C-MAC is obtained
by computing P (i) (H) and P (l,m) (H) starting with cases 1
and 2, followed by cases 3a, 3b, and 3c, in that order, and
finally the boundary cases (l,m), in the order that cases
(l, 3c) are the last to be optimized, until for some case the
corresponding P (i) (H) or P (l,m) (H) satisfies the case con-
ditions. The optimal P ∗ (H) is given by the optimal P (i) (H)
or P (l,m) (H) that satisfies its case conditions and falls into
one of the following three categories: Inactive Cases 1 and
2: The optimal policy for the two users is such that one user
applies waterfilling over its interference-free link to one of the
receivers while the other applies waterfilling over its link to
the other receiver; Cases (3a, 3b, 3c): The optimal user policy
for both users is opportunistic water-filling over its link to
destination 2 for case 3a and to destination 1 for case 3b. For
case 3c, P
(3c)
k (H), for all k = 1, 2, takes an opportunistic
generalized waterfilling form and depends on the channel gains
of user k at both receivers; Boundary Cases: The optimal user
policies P (l,m)k (H), for all k = 1, 2, takes an opportunistic
generalized waterfilling form.
Remark 20: The sum-rate optimal policies for a two-
transmitter two-receiver ergodic fading channel where one of
the receiver also acts as a relay is developed in [31]. The
analysis here is very similar to that in [31], and thus, we briefly
outline the proof of Theorem 8 below.
Proof: The optimal policy for each case can be de-
termined using Lagrange multipliers and the Karush-Kuhn-
Tucker (KKT) conditions. We consider the cases separately
and explain the policies for each case.
Cases 1 and 2: From (36) and (37), since the sum-rates
for cases 1 and 2 are a sum of the capacities of two point-
to-point non-interfering links, the sum-rate optimization for
these two cases simplifies to that for the classic ergodic
fading channel. The optimal policies for each users is thus
the classic point-to-point waterfilling solution [19] over its
bottle-neck link, i.e., over the direct interference-free link
to that receiver with the smaller (interference-free) ergodic
fading capacity. Thus for cases 1 and 2, each transmitter
waterfills on the (interference-free) point-to-point links to its
intended and unintended receivers, respectively. Thus, for case
1, P ∗k (H) = P
(1)
k (H) = P
wf
k (Hk,k), and for case 2,
P ∗k (H) = P
(2)
k (H) = P
wf
k (Hj,k), j, k = 1, 2, j 6= k, where
Pwfk (Hj,k) for j, k = 1, 2, is the waterfilling solution over
an ergodic fading link whose link gain is the random variable
Hj,k.
Cases (3a, 3b, 3c): For cases 3a and 3b, from (38), S(3a) (·)
and S(3b) (·) are the multiple access sum-capacities from both
users to receivers 2 and 1, respectively. Thus, for these two
cases, the optimal user policies P ∗k (H), for all k, are the well-
known opportunistic multiuser waterfilling solutions [21], [20]
over the multiaccess links to receivers 1 and 2, respectively.
We now briefly develop the optimization problem for case 3c
and show how the solution has an opportunistic generalized
waterfilling form. From (39) and (40), the KKT conditions for
each case x, x = i, (l,m), for all i and (l,m) are given as
f
(x)
k (P (h))− νk ln 2 ≤ 0,with equality for Pk (h) > 0,
k = 1, 2, for all h (53)
where νk, k = 1, 2, are dual variables (waterfilling levels)
chosen to satisfy the power constraints in (35) and f (x)k (·) is
specific to each case. For case 3c, The functions f (3c)k (P (h)),
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k = 1, 2, satisfying the KKT conditions in (53) are given as
f
(3c)
k (P (h)) = (1− α) f (3a)k (P (h)) + αf (3b)k (P (h)) ,
k = 1, 2 (54)
where
f
(3a)
k (P (h)) = |h2,k|2
/(
1 +
2∑
k=1
|h2,k|2 Pk (h)/ θ
)
, k = 1, 2, (55)
f
(3b)
k (P (h)) = |h1,k|2
/(
1 +
2∑
k=1
|h1,k|2 Pk (h)/ θ
)
,
k = 1, 2, (56)
and the Lagrange multiplier α accounts for the boundary
condition
S(3a) (·) = S(3b) (·) (57)
and the optimal policy P (3c) (H) ∈ B3c satisfies this condition
where B3c is the set of P (H) that satisfy (57). Using (53) it
can be shown in a straightforward manner that the optimal
user policies are opportunistic in form and are given by
f
(3c)
1 /ν1 > f
(3c)
2 /ν2 : P
(3c)
1 (h) =
(
root of F (3c)1 |P2=0
)+
,
P
(3c)
2 (h) = 0
f
(3c)
1 /ν1 < f
(3c)
2 /ν2 : P
(3c)
1 (h) = 0,
P
(3c)
2 (h) =
(
root of F (3c)2 |P1=0
)+
f
(3c)
1 /ν1 = f
(3c)
2 /ν2 : P
(3c)
1 (h) and P
(3c)
2 (h) obtained
using an iterative algorithm
(58)
where we write
F
(3c)
k = f
(3c)
k − νk ln 2 k = 1, 2. (59)
Analogously to cases 3a and 3b, the scheduling conditions in
(58) depend on both the channel states and the waterfilling
levels νk at both users. However, the conditions in (58) also
depend on the power policies, and thus, the optimal solutions
are referred to as generalized waterfilling solutions. In [31] we
show that the optimal user policies can be computed using an
iterative algorithm which starts by fixing the power policy of
one user, computing that of the other, and vice-versa until the
policies converge to the optimal policy; the convergence proof
hinges on the fact that the maximizing function S(3c) (P (H))
in (39) is a strictly concave function of P1 (H) and P2 (H) and
is bounded from above because of the power constraints at the
transmitters. The iterative algorithm is computed for increasing
values of α ∈ (0, 1) until the optimal policy satisfies (57) at
the optimal α∗.
Thus, for case 3c, P ∗k (H), for all k, takes an opportunistic
generalized waterfilling form and depends on the channel gains
for each user at both receivers.
Boundary Cases: A boundary case (l,m) results when
S(l) (·) = S(m) (·) l = 1, 2, and m = 3a, 3b, 3c. (60)
Recall that S(l) (·) and S(m) (·) are sum-rates for an inactive
case l, and an active case m, respectively. Thus, in addition
to the constraints in (35), the maximization problem for these
cases includes the additional constraint in (60). For all except
the two cases where m = 3c, the equality condition in (60)
is represented by a Lagrange multiplier α. The two cases
with m = 3c have two Lagrange multipliers α1 and α2 to
also account for both the equality condition in (60) and the
condition S(3a) = S(3b).
For the different boundary cases, the functions
f
(l,m)
k (P (h)), k = 1, 2, satisfying the KKT conditions
in (53) are given as
f
(l,m)
k (P (h)) = (1− α) f (l)k (P (h)) + αf (m)k (P (h)) ,
k = 1, 2,m 6= 3c (61)
f
(l,3c)
k (P (h)) = (1− α1 − α2) f (l)k (P (h)) +
α2f
(3a)
k (P (h)) + α1f
(3b)
k (P (h)) , k = 1, 2. (62)
For ease of exposition and brevity, we summarize the KKT
conditions and the optimal policies for case (1, 3a). It can be
shown using (53) that the optimal user policies P (1,3a)k (h) are
opportunistic in form and are given by
f
(1,3a)
1
ν1
>
f
(1,3a)
2
ν2
: P
(1,3a)
1 (h) =
(
root of F (1,3a)1 |P2=0
)+
,
P2 (h) = 0
f
(1,3a)
1
ν1
<
f
(1,3a)
2
ν2
: P
(1,3a)
1 (h) = 0,
P2 (h) =
(
root of F (1,3a)2 |P1=0
)+
f
(1,3a)
1
ν1
=
f
(1,3a)
2
ν2
: P
(1,3a)
1 (h) and P2 (h) solved jointly
using an iterative algorithm
(63)
where F (1,3a)k = f
(1,3a)
k − νk ln 2, for k = 1, 2. As in
case 3c, the optimal policies take an opportunistic generalized
waterfilling form and in fact can be obtained using an iterative
algorithm as described for case 3c.
Remark 21: The iterative algorithm discussed as an ap-
proach to compute the generalized waterfilling solution can
also be applied to determine the optimal policies for all cases
(see, for example, [37] where an iterative waterfilling approach
is applied for MIMO MACs).
D. Capacity Region: Optimal Policies
As mentioned earlier, each point on the boundary of
CC-MAC (P avg1 , P avg2 ) is obtained by maximizing the weighted
sum µ1R1 + µ2R2 over all P (H) ∈ P , and for all µ1 > 0,
µ2 > 0, subject to (34). Without loss of generality, we assume
that µ1 < µ2. Let µ denote the pair (µ1, µ2). The optimal
policy P ∗
(
H,µ
)
is given by
P ∗
(
H,µ
)
= argmax
P∈P
(µ1R1 + µ2R2) s.t.
(R1, R2) ∈ CC-MAC (P avg1 , P avg2 ) (64)
where µ1R1 + µ2R2, denoted by S(x)
(
µ, P (H)
)
for case
x = i, (l,m), for all i and (l,m), for the different cases are
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given by
S(1)
(
µ, P (H)
)
=
∑2
k=1 µkE
[
C
(
|Hk,k|2 Pk (H)
)]
S(2)
(
µ, P (H)
)
=
2∑
j=1
2∑
k=1,k 6=j
µkE
[
C
(
|Hj,k|2 Pk (H)
)]
S(i)
(
µ, P (H)
)
= µ1S
(i) (P (H))+
(µ2 − µ1) min
j=1,2
(
E
[
C
(
|Hj,2|2 P2 (H)
)])
, i = 3a, 3b
S(3c)
(
µ, P (H)
)
= S(3a) (P (H)) ,
s.t. S(3a)
(
µ, P (H)
)
= S(3b)
(
µ, P (H)
)
S(l,m)
(
µ, P (H)
)
= S(l) (P (H)) , for all (l,m)
s.t. S(l)
(
µ, P (H)
)
= S(m)
(
µ, P (H)
)
(65)
The expressions for µ2 < µ1 can be obtained from (65) by
interchanging the indexes 1 and 2 in the second term in the
expression for S(i)
(
µ, P (H)
)
, i = 3a, 3b. From the convexity
of CC-MAC, every point on the boundary is obtained from the
intersection of two MAC rate regions. From Figs. 3-6, we
see that for cases 1, 2, and the boundary cases, the region
of intersection has a unique vertex at which both user rates
are non-zero and thus, µ1R1 + µ2R2 will be tangential to
that vertex. On the other hand, for cases 3a, 3b, and 3c, the
intersecting region is also a pentagon and thus, µ1R1+µ2R2,
for µ1 < µ2, is maximized by that vertex at which user 2 is
decoded after user 1. The conditions for the different cases
are given by (42)-(52). Note that for case 1, since the sum-
capacity achieving policies also achieve the point-to-point link
capacity for each user to its intended destination, the capacity
region is simply given by the single-user capacity bounds on
R1 and R2.
The following theorem summarizes the capacity region of
an ergodic fading C-MAC and the optimal policies that achieve
it for µ1 < µ2. The policies for µ1 > µ2 can be obtained in a
straightforward manner.
Theorem 9: The optimal policy P ∗ (H) achieving the sum-
capacity of a two-user ergodic fading C-MAC is obtained by
computing P (i) (H) and P (l,m) (H) starting with the inactive
cases 1 and 2, followed by the active cases 3a, 3b, and 3c, in
that order, and finally the boundary cases (l,m), in the order
that cases (l, 3c) are the last to be optimized, until for some
case the corresponding P (i) (H) or P (l,m) (H) satisfies the
case conditions. The optimal P ∗ (H) is given by the optimal
P (i) (H) or P (l,m) (H) that satisfies its case conditions and
falls into one of the following three categories:
Inactive Cases: The optimal policies for the two users
are such that each user waterfills over its bottle-neck link.
Thus for cases 1 and 2, each transmitter applies water-
filling on the (interference-free) point-to-point links to its
intended and unintended receivers, respectively. Thus, for case
1, P
(∗)
k (H) = P
wf
k (Hk,k), and for case 2, P
(∗)
k (H) =
P
(2)
k (H) = µkP
wf
k (Hj,k), j, k = 1, 2, j 6= k, where
Pwfk (Hj,k) for j, k = 1, 2, is defined in Theorem 2.
Cases (3a, 3b, 3c): In general, the optimal policies for all
three cases are opportunistic generalized waterfilling solutions.
Boundary Cases: The optimal policies maximizing the con-
strained optimization of S(l,m)µ1,µ2 (P (H)) are also opportunistic
generalized waterfilling solutions.
V. PROOFS
A. Proofs for Non-separable IFCs
1) Ergodic VS IFCs: Proof of Theorem 2: Converse: An
outer bound on the sum-capacity of an interference channel
is given by the sum-capacity of an IFC in which interference
has been eliminated at one or both receivers. One can view
it alternately as providing each receiver with the codeword
of the interfering transmitter. Thus, from Fano’s and the data
processing inequalities we have that the achievable rate must
satisfy
n (R1 +R2)− nǫ ≤ I(Xn1 ;Y n1 |Xn2 ,Hn) (66a)
+ I(Xn2 ;Y
n
2 |Xn1 ,Hn)
= I(Xn1 ; Y˜
n
1 |Hn) + I(Xn2 ; Y˜ n2 |Hn)
(66b)
where ǫ→ 0 as n→∞ and
Y˜k = Hk,kXk + Zk, k = 1, 2. (67)
The converse proof techniques developed in [19, Appendix]
for a point-to-point ergodic fading link in which the transmit
and received signals are related by (67) can be applied directly
following (66b), and thus, we have that any achievable rate pair
must satisfy
R1 +R2 ≤
2∑
k=1
E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
. (68)
Achievable Scheme: Corollary 1 states that the capacity
region of an equivalent C-MAC is an inner bound on the
capacity region of an IFC. Thus, from Theorem 8 a sum-rate
of
2∑
k=1
E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
(69)
is achievable when P ∗ (H) = Pwf (Hk,k) satisfies the condi-
tion for case 1 in (42), which is equivalent to the requirement
that Pwf (Hk,k) satisfies (13).
Finally, since the achievable bound on the sum-rate in (69)
also achieves the single-user capacities, the capacity region of
an EVS IFC is given by (20).
Separability: Achieving the sum-capacity and the capacity
region of the C-MAC requires joint encoding and decoding
across all fading states. This observation also carries over to
the sub-class of ergodic very strong IFCs. In fact, any strategy
where each fading state is viewed as an independent IFC will
be strictly sub-optimal except for those cases where every sub-
channel is very strong at the optimal policy.
2) Uniformly Strong IFC: Proof of Theorem 3: Converse:
In the proof of Theorem 2, we developed a genie-aided outer
bound on the sum-capacity of ergodic fading IFCs. One can
use similar arguments to write the bounds on the rates R1 and
R2, for every choice of feasible power policy P (H), as
Rk ≤ E
[
log
(
1 + |Hk,k|2 Pk (H)
)]
, k = 1, 2. (70)
≤ E
[
log
(
1 + |Hj,k|2 Pk (H)
)]
, j = 1, 2, j 6= k,
(71)
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where (71) follows from the uniformly strong condition in
(12). We now present two additional bounds in which the genie
reveals the interfering signal to only one of the receivers. Con-
sider first the case in which the genie reveals the interfering
signal at receiver 2. One can then reduce the two-sided IFC
to a one-sided IFC, i.e., set H2,1 = 0.
For this genie-aided one-sided channel, from Fano’s in-
equality, we have that the achievable rate must satisfy
n (R1 +R2)−nǫ ≤ I(Xn1 ;Y n1 |Hn)+I(Xn2 ;Y n2 |Hn). (72a)
We first consider the expression on the right-hand side of (72a)
for some realization hn. We thus have
I(Xn1 ;Y
n
1 |Hn = hn) + I(Xn2 ;Y n2 |Hn = hn) =
I(Xn1 ;h
n
1,1X
n
1 + h
n
1,2X
n
2 + Z
n
1 )
+ I(Xn2 ;h
n
2,2X
n
2 + Z
n
2 ) (73)
where hnj,k is a diagonal matrix with diagonal entries denoted
as hj,k,i, for all i = 1, 2, . . . , n, such that hj,k,i is the channel
gain between transmitter j and receiver k in symbol time i.
Consider the mutual information terms on the right-hand side
of the equality in (73). We can expand these terms as
h
(
h
n
1,1X
n
1 + h
n
1,2X
n
2 + Z
n
1
)− h (hn1,2Xn2 + Zn1 ) (74a)
+ h
(
h
n
2,2X
n
2 + Z
n
2
)− h (Zn2 )
(a)
≤ n
n∑
i=1
(h (h1,1,iX1,i + h1,2,iX2,i + Z1,i)− h (Z2,i))
(74b)
− h (hn1,2Xn2 + Zn1 )+ h (hn2,2Xn2 + Zn2 ) ,
where (a) follows from the fact that conditioning does not
increase entropy. For the uniformly strong ergodic IFC satis-
fying (12), i.e., |h2,2,i| ≤ |h1,2,i| , for all i = 1, 2, . . . , n, the
third and fourth terms in (74b) can be simplified as
− h
(
Xn2 +
(
h
n
1,2
)−1
Zn1
)
+ h
(
Xn2 +
(
h
n
2,2
)−1
Zn2
)
(75a)
− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣)
= −h
(
Xn2 +
(
h
n
1,2
)−1
Zn1
)
(75b)
+ h
(
Xn2 +
(
h
n
1,2
)−1
Zn1 + Z˜
n
)
− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣)
= I(Z˜n;Xn2 +
(
h
n
1,2
)−1
Zn1 + Z˜
n) (75c)
− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣)
≤ I(Z˜n; (hn1,2)−1 Zn1 + Z˜n) (75d)
− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣)
= h(Zn2 )− h(Zn1 ) (75e)
=
n∑
i=1
(h(Z2,i)− h(Z1,i)) (75f)
where Z˜i ∼ CN
(
0,
∣∣h−12,2,i∣∣2 − ∣∣h−11,2,i∣∣2), for all i, and the
inequality in (75c) can be obtained as
I(Z˜n;Xn2 +
(
h
n
1,2
)−1
Zn1 + Z˜
n) (76a)
= H(Z˜n)−H(Xn2 +
(
h
n
1,2
)−1
Zn1 + Z˜
n) (76b)
≤ H(Z˜n)−H((hn1,2)−1 Zn1 + Z˜n) (76c)
= I(Z˜n;
(
h
n
1,2
)−1
Zn1 + Z˜
n) (76d)
where (76c) is due to the fact that mixing increases entropy,
and (75e) results from combining the two channel gains
entropy terms with the first mutual information term and is
analogous to inverting the step in (75a).
Substituting (75e) in (74b), we thus have that for every
instantiation, the n-letter expressions reduce to a sum of
single-letter expressions. Over all fading realizations, one can
thus write
(R1 +R2)− ǫ ≤ 1
n
n∑
i=1
I(X1,iX2,i;Y1,i|H = hi) (77)
where hi is the fading realization in the ith use of the channel.
Our analysis from here on is similar to that for the fading
MAC studied in [20, Appendix A], and thus, we omit it.
Effectively, the analysis involves considering an increasing
sequence of partitions (quantized ranges) Ik, k = I+, of the
alphabet of H, while ensuring that for each k, the transmitted
signals are constrained in power. Taking limits appropriately
over n and k, as in [20, Appendix A], we obtain
R1 +R2 − ǫ ≤ E
[
C
(∑2
k=1 |H1,k|2 Pk (H)
)]
(78)
where P (H) satisfies (4).
One can similarly let H1,2 = 0 and show that
R1 +R2 − ǫ ≤ E
[
C
(∑2
k=1 |H2,k|2 Pk (H)
)]
(79)
Combining (70), (71), (78), and (79), we see that, for every
choice of P (H), the capacity region of a uniformly strong
ergodic fading IFC lies within the capacity region of a C-
MAC for which the fading states satisfy (12). Thus, over all
power policies, we have
CIFC (P avg1 , P avg2 ) ⊆ CC-MAC (P avg1 , P avg2 ) . (80)
Achievable Strategy: Allowing both receivers to decode both
messages as stated in Corollary 1 achieves the outer bound.
For the resulting C-MAC, the uniformly strong condition in
(12) limits the intersection of the rate regions C1 (P (H)) and
C2 (P (H)), for any choice of P (H), to one of cases 1, 3a,
3b, 3c, or the boundary cases (1,m) for m = 3a, 3b, 3c, such
that (70) defines the single-user rate bounds.
The sum-capacity optimal policy for each of the above cases
is given by Theorem 8. Thus, the optimal user policies are
single-user waterfilling solutions when the uniformly strong
fading IFC also satisfies (13), i.e., the optimal policies satisfy
the conditions for case 1. For all other cases, the optimal
policies are opportunistic multiuser allocations. Specifically,
cases 3a and 3b the solutions are the classical multiuser
waterfilling solutions [20].
One can similarly develop the optimal policies that achieve
the capacity region. Here too, for every point µ1R1 + µ2R2,
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µ1, µ2, on the boundary of the capacity region, the optimal
policy P ∗ (H) is either P (1) (H) or P (n) (H) or P (1,n) (H)
for n = 3a, 3b, 3c.
Separability: See Remark 9.
3) Uniformly Mixed IFC: Proof of Theorem 4: The proof of
Theorem 4 follows directly from bounding the sum-capacity a
UM IFC by the sum-capacities of a UW one-sided IFC and a
US one-sided IFC that result from eliminating links one of the
two interfering links. Achievability follows from using the US
coding scheme for the strong user and the UW coding scheme
for the weak user.
B. Proofs for Separable IFCs
1) Uniformly Weak One-Sided IFC: Proof of Theorem 5:
We now prove Theorem 5 on the sum-capacity of a sub-class
of one-sided ergodic fading IFCs where every sub-channel is
weak, i.e., the channel is uniformly weak. We show that it is
optimal to ignore the interference at the unintended receiver.
Converse: From Fano’s inequality, any achievable rate pair
(R1, R2) must satisfy
n (R1 +R2)−nǫ ≤ I(Xn1 ;Y n1 |Hn)+I(Xn2 ;Y n2 |Hn). (81a)
We first consider the expression on the right-side of (81a) for
some instantiation hn, i.e., consider
I(Xn1 ;Y
n
1 |Hn = hn) + I(Xn2 ;Y n2 |Hn = hn)
= I(Xn1 ;h
n
1,1X
n
1 + h
n
1,2X
n
2 + Z
n
1 )
+ I(Xn2 ;h
n
2,2X
n
2 + Z
n
2 ) (82)
where hnj,k is a diagonal matrix with diagonal entries hj,k,i,
for all i = 1, 2, . . . , n. Let Nn be a sequence of independent
Gaussian random variables, such that[
Z1,i
Ni
]
∼ CN
(
0,
[
1 ρiσi
ρiσi σ
2
i
])
, (83)
and
ρ2i = 1−
(
|h1,2,i|2
/
|h2,2,i|2
)
(84)
ρiσi = 1 + |h2,2,i|2 P2,i. (85)
Let X∗k,i ∼ CN (0, Pk,i) for all i. We bound (82) as follows:
I(Xn1 ;Y
n
1 |hn) + I(Xn2 ;Y n2 |hn)
≤ I(Xn1 ;Y n1 , hn1,1Xn1 +Nn|hn) + I(Xn2 ;Y n2 |hn) (86)
= h
(
hn2,2X
n
2 + Z
n
2
)− h (Zn2 ) + h (hn1,1Xn1 +Nn) (87)
− h (Nn) + h (hn1,1Xn1 + hn1,2Xn2 + Zn1 |hn1,1Xn1 +Nn)
− h (hn1,2Xn2 + Zn1 |Nn)
≤
n∑
i=1
h
(
h1,1,iX
∗
1,i +Ni
)− n∑
i=1
h (Z2,i) (88)
−
n∑
i=1
h (Ni) + h
(
hn2,2X
n
2 + Z
n
2
)
− h (hn1,2Xn2 + Zn1 |Nn)
+
n∑
i=1
h
(
h1,1,iX
∗
1,i + h1,2,iX
∗
2,i + Z1,i|h1,1,iX∗1,i +Ni
)
=
n∑
i=1
{
h
(
h1,1,iX
∗
1,i +Ni
)− h (Z2,i)− h (Ni) (89a)
+ h
(
h2,2,iX
∗
2,i + Z2,i
)− h (h1,2,iX∗2,i + Z1,i|Ni)
+h
(
h1,1,iX
∗
1,i + h1,2,iX
∗
2,i + Z1,i|h1,1,iX∗1,i +Ni
)}
=
n∑
i=1
{
log
(
|h1,1,i|2 P1,i + σ2i
)
− h (σi) (89b)
+ log
(
|h2,2,i|2 P2,i + 1
)
− log
(
|h1,2,i|2 P2,i +
(
1− ρ2i
))
+ log
(
|h1,1,i|2 P1,i + |h1,2,i|2 P2,i + 1
−
(
|h1,1,i|2 P1,i + σi
)−1 (
|h1,1,i|2 P1,i + ρiσi
)2)}
=
n∑
i=1
log
(
|h2,2,i|2 P2,i + 1
)
(89c)
+
n∑
i=1
log
(
1 +
|h1,1,i|2 P1,i
1 + |h1,2,i|2 P2,i
)
(89d)
where (88) follows from the fact that conditioning does not
increase entropy and that the conditional entropy is maximized
by Gaussian signaling, which we denote for every channel use
i by a random variable X∗k,i ∼ CN (0, Pk,i); (87) follows from
applying chain rule for the mutual information expressions
in (86) and expanding the resulting terms as difference of
entropies; (89a) follows from (83) and (84) which imply that
var
(
h−11,2,iZ1,i|Ni
)
=
1− ρ2i
|h1,2,i|2
= |h2,2,i|−2 (90)
where var denotes the variance. Therefore, we have
h
(
hn2,2X
n
2 + Z
n
2
)− h (hn1,2Xn2 + Zn1 |Nn) (91a)
= log
(∣∣hn2,2∣∣)− log (∣∣hn1,2∣∣) (91b)
=
n∑
i=1
h
(
h2,2,iX
∗
2,i + Z2,i
)− h (h1,2,iX∗2,i + Z1,i|Ni) ;
(91c)
and (89c) follows from substituting (85) in (89b) and simpli-
fying the resulting expressions.
Our analysis from here on is similar to that for the US
IFC (see also [20, Appendix A]). Effectively, the analysis
again involves considering an increasing sequence of partitions
(quantized ranges) Ik, k = I+, of the alphabet of H, while
ensuring that for each k, the transmitted signals are constrained
in power. Taking limits appropriately over n and k, and using
the fact that the log expressions in (89c) are concave functions
of Pk,i, for all k, and that every feasible power policy satisfies
(4), we obtain
R1 +R2 − ǫ ≤ E
[
C
(
|H2,2|2 P2 (h)
)]
+ E
[
C
(
|H1,1|2 P1 (h)
1 + |H1,2|2 P2 (h)
)]
. (92a)
An outer bound on the sum-rate is obtained by maximizing
over all feasible policies and is given by (27) and (26).
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Achievable Strategy: The outer bounds can be achieved by
letting receiver 1 ignore (not decode) the interference it sees
from transmitter 2. Averaged over all sub-channels, the sum
of the rates achieved at the two receivers for every choice of
P (H) is given by (92a). The sum-capacity in (27) is then
obtained by maximizing (92a) over all feasible P (H).
Separability: The optimality of separate encoding and de-
coding across the sub-channels follows directly from the fact
that the sub-channels are all of the same type, and thus,
independent messages can be multiplexed across the sub-
channels. This is in contrast to the uniformly strong and
the ergodic very strong IFCs in which mixtures of different
channel types in both cases is exploited to achieve the sum-
capacity by encoding and decoding jointly across all sub-
channels.
Remark 22: A natural question is whether one can extend
the techniques developed here to the two-sided UW IFC. In
this case, one would have four parameters per channel state,
namely ρk (H) and σ2k (H), k = 1, 2. Thus, for example, one
can generalize the techniques in [5, Proof of Th. 2] for a
fading IFC with non-negative real Hj,k for all j, k, such that
H1,1 > H2,1 and H2,2 > H1,2, to outer bound the sum-rate
by
E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 P2 (H)
)]
+
+ E
[
C
(
|H2,2|2 P1 (H)
1 + |H2,1|2 P2 (H)
)]
, (93)
we require that P1 (H) and P2 (H) satisfy
H1,1H1,2
(
1 +H22,1P1 (H)
)
+H2,2H2,1
(
1 +H21,2P2 (H)
) ≤ H1,1H2,2. (94)
This implies that for a given fading statistics, every choice of
feasible power policies P (H) must satisfy the condition in
(94). With the exception of a few trivial channel models, the
condition in (94) cannot in general be satisfied by all power
policies. One approach is to extend the results on sum-capacity
and the related noisy interference condition for PGICs in [16,
Proof of Th. 3] to ergodic fading IFCs. Despite the fact that
ergodic fading channels are simply a weighted combination
of parallel sub-channels, extending the results in [16, Proof of
Th. 3] are not in general straightforward.
C. Achievable Schemes and Outer Bounds
1) Hybrid One-Sided IFC: Proof of Theorem 6: The bound
in (28) can be obtained from the following code construction:
user 1 encodes its message w1 across all sub-channels by
constructing independent Gaussian codebooks for each sub-
channel to transmit the same message. On the other hand,
user 2 transmits two messages (w2p, w2c) jointly across all
sub-channels by constructing independent Gaussian codebooks
for each sub-channel to transmit the same message pair. The
messages w2p and w2c are transmitted at (fading averaged)
rates R2p and R2c, respectively, such that R2p + R2c = R2.
Thus, across all sub-channels, one may view the encoding as
a Han Kobayashi coding scheme for a one-sided non-fading
IFC in which the two transmitted signals in each use of sub-
channel H are
X1 (H) =
√
P1 (H)V1 (H) , and (95)
X2 (H) =
√
αHP2 (H)V2 (H) +
√
αHP2 (H)U2 (H) (96)
where V1 (H), V2 (H), and U2 (H) are independent zero-mean
unit variance Gaussian random variables, and for all H, αH ∈
[0, 1], and αH = 1−αH are the power fractions allocated for
w2p and w2c, respectively. Thus, over n uses of the channel,
w2p and w2c are encoded via V n2 and Un2 , respectively.
Receiver 1 decodes w1 and w2c jointly and receiver 2
decodes w2p and w2c jointly across all channel states provided
R2p ≤ E
[
C
(
|H2,2|2 αHP2 (H)
)]
, (97a)
R2p +R2c ≤ E
[
C
(
|H2,2|2 P2 (H)
)]
, (97b)
R1 ≤ E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 αHP2 (H)
)]
, (98a)
R2c ≤ E
[
C
(
|H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
, and (98b)
R1 +R2c ≤ E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
.
(98c)
Using Fourier-Motzhkin elimination, we can simplify the
bounds in (97) and (98) to obtain
R1 ≤ E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 αHP2 (H)
)]
(99a)
R2 ≤ E
[
C
(
|H2,2|2 P2 (H)
)]
(99b)
R2 ≤ E
[
C
(
αH |H2,2|2 P2 (H)
)]
(99c)
+ E
[
|H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
]
R1 +R2 ≤ E
[
C
(
|H2,2|2 αHP2 (H)
)]
+ (99d)
E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
.
Combining the bounds in (99), for every choice of
(αH, P (H)), the sum-rate is given by the minimum of
two functions S1 (αH, P (H)) and S2 (αH, P (H)), where
S1 (P (H)) is the sum of the bounds on R1 and R2 in (99a)
and (99b), respectively, and S2 (αH, P (H)) is the bound on
R1 + R2 in (99d). The bound on R1 + R2 from combining
(99a) and (99c) is at least as much as (99d), and hence, is
ignored.
The maximization of the minimum of S1 (P (H)) and
S2 (αH, P (H)) can be shown to be equivalent to a minimax
optimization problem (see, for example, [38, II.C]) for which
the maximum sum-rate S∗ is given by three cases. The three
cases are defined below. Note that in each case, the optimal
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P ∗ (H) and α∗
H
maximize the smaller of the two functions
and therefore maximize both in case when the two functions
are equal. The three cases are
Case 1 : S∗ = S1 (α∗H, P ∗ (H)) < S2 (α∗H, P ∗ (H)) (100a)
Case 2 : S∗ = S2 (α∗H, P ∗ (H)) < S1 (α∗H, P ∗ (H)) (100b)
Case 3 : S∗ = S1 (α∗H, P ∗ (H)) = S2 (α∗H, P ∗ (H)) (100c)
Thus, for Cases 1 and 2, the minimax policy is the policy
maximizing S1 (P (H)) and S2 (αH, P (H)) subject to the
conditions in (100a) and (100b), respectively, while for Case 3,
it is the policy maximizing S1 (P (H)) subject to the equality
constraint in (100c). We now consider this maximization prob-
lem for each sub-class. Before proceeding, we observe that,
S1 (·) is maximized for α∗H = 0 and P ∗k (H) = P (wf)k (Hkk),
k = 1, 2. On the other hand, the α∗
H
maximizing S2 (·)
depends on the sub-class.
Uniformly Strong: The bound S2 (αH, P (H)) in (99d) can
be rewritten as
E
[
C
(
|H2,2|2 αHP2 (H)
)]
− E
[
C
(
|H1,2|2 αHP2 (H)
)]
+ E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 P2 (H)
)]
, (101)
and thus, when |h1,2| > |h2,2| for every fading instantiation,
for every choice of P (H), S2 (αH, P (H)) is maximized by
αH = 0, i.e., w2 = w2c. The sum-capacity is given by (23)
with H2,1 = ∞ (this is equivalent to a genie aiding one of
the receivers thereby simplifying the sum-capacity expression
in (23) for a two-sided IFC to that for a one-sided IFC).
Furthermore, αH = 0 also maximizes S1 (αH, P (H)). In
conjunction with the outer bounds for US IFCs developed
earlier, the US sum-capacity and the optimal policy achieving
it are obtained via the minimax optimization problem with
α∗
H
= 0 such that every sub-channel carries the same common
information.
Uniformly Weak: For this sub-class of channels, it is
straightforward to verify that for α∗
H
= 0 (100a) will not be
satisfied. Thus, one is left with Cases 2 and 3. From Theorem
5, we have that α∗
H
= 1 achieves the sum-capacity of one-
sided UW IFCs, i.e., w2 = w2p. Furthermore, S2 (1, P (H)) =
S1 (1, P (H)), and thus, the condition for Case 2 is not
satisfied, i.e., this sub-class corresponds to Case 3 in the
minimax optimization. The constrained optimization in (100c)
for Case 3 can be solved using Lagrange multipliers though
the solution is relatively easier to develop using techniques in
Theorem 5.
Ergodic Very Strong: As mentioned before, S1 (·) is max-
imized for α∗
H
= 0 and P ∗k (H) = P
(wf)
k (Hkk), k = 1, 2,
i.e. when w2 = w2c and each user applies waterfilling on
its intended link. From (100), we see that the sum-capacity
of EVS IFCs is achieved provided the condition for Case 1 in
(100) is satisfied. Note that this maximization does not require
the sub-channels to be UW or US.
Hybrid: When the condition for Case 1 in (100) with α∗
H
=
0 is satisfied, we obtain an EVS IFC. On the other hand, when
this condition is not satisfied, the optimization simplifies to
considering Cases 2 and 3, i.e., α∗
H
6= 0 for all H. Using
the linearity of expectation, we can write the expressions for
S1 (·) and S2 (·) as sums of expectations of the appropriate
bounds over the collection of weak and strong sub-channels.
Let S(w)k (·) and S(s)k (·) denote the expectation over the weak
and strong sub-channels, respectively, for k = 1, 2, such that
Sk (·) = S(w)k (·) + S(s)k (·), k = 1, 2.
Consider Case 2 first. For those sub-channels which are
strong, one can use (101) to show that α∗
H
= 0 maxi-
mizes S(s)2 (·). Suppose we choose α∗H = 1 to maximize
S
(w)
2 (·). From the UW analysis earlier, S(w)2 (1, P (H)) =
S
(w)
1 (1, P (H)), and therefore, (100b) is satisfied only when
S
(s)
2 (0, P (H)) < S
(s)
1 (0, P (H)). This requirement may not
hold in general, and thus, to satisfy (100b), we require that
α∗
H
∈ (0, 1] for those H that represent weak sub-channels.
Similar arguments hold for Case 3 too thereby justifying (31)
in Theorem 6.
Remark 23: The bounds in (97) are written assuming su-
perposition coding of the common and private messages at
transmitter 2. The resulting bounds following Fourier-Motzkin
elimination remain unchanged even if we included an addi-
tional bound on R2c at receiver 2 in (97).
2) Uniformly Weak IFC: Proof of Theorem 7: The proof of
Theorem 7 follows directly from bounding the sum-capacity
a UW IFC by that of a UW one-sided IFC that results
from eliminating one of the interfering links (eliminating an
interfering link can only improve the capacity of the network).
Since two complementary one-sided IFCs can be obtained
thusly, we have two outer bounds on the sum-capacity of a UW
IFC denoted by S(w,1) (P (H)) and S(w,2) (P (H)) in (33),
where S(w,1) (P (H)) and S(w,2) (P (H)) are the bounds for
one-sided UW IFCs with H2,1 = 0 and H1,2 = 0, respectively.
VI. DISCUSSION
A. Computing the Optimal Policies
When the channel statistics are assumed to be known a
priori, the optimal policies for those sub-classes for which
the sum-capacity is known can be computed beforehand.
Furthermore, since the transmitters are also assumed to know
the instantaneous channel state information, allocation from
the optimal policies which are a function of the fading states
can be done in each time symbol. Computing the optimal
policies for discrete channels is relatively straightforward
using standard optimization techniques (as summarized briefly
for the C-MAC model). For continuous fading models, a
closed form expression may not always be easy to derive and
numerical approaches may be needed. In the examples we
present shortly, we quantize a Rayleigh fading channel into a
large number (∼10,000) of discrete states and determine the
optimal policies for this model.
B. Illustration of Results
We now present an example for which the channel states
satisfy the EVS condition. Without loss of generality we
assume that the direct links are non-fading. We assume that
the cross-links are independent and identically distributed
Rayleigh faded links, i.e., Hj,k ∼ CN
(
0, σ2/2
)
for all j 6=
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k, j, k = 1, 2. Thus, for the case in which the fading statistics
and average power constraints P avgk satisfy the EVS conditions
in (13), it is optimal for transmitter k to transmit at P avgk .
Finally, we set P avg1 = P
avg
2 = P
avg
. For computational ease,
for the plots below we finely quantize the Rayleigh fading
channel to a large number of states (10, 000) and evaluate the
maximum average power P avg for which the EVS condition
holds for a chosen σ2.
From (8), we see that for a non-fading very strong IFC with
a given channel gain, the very strong condition sets an upper
bound on the average transmit power P avgk . In the ergodic
case, not every fading state is required to be strong or very
strong for the EVS conditions to be satisfied. However, one
can expect that for the EVS condition to be satisfied (on
average), the channel statistics must bound the average power
analogously to the non-fading bound in (8). Our first plot seeks
to understand the relationship between the fading variance
σ2 and the average transmit power P avg . For every choice
of the Rayleigh fading variance σ2, we determine P avgmax, the
maximum P avg , for which the EVS conditions in (13) hold.
The resulting feasible P avg vs. σ2 region is plotted in Fig.
7(a). Our numerical results indicate that for very small values
of σ2, i.e., σ2 < 1.5, where the cumulative distribution of
fading states with |Hj,k| < 1 is close to 1, the EVS condition
cannot be satisfied by any finite value of P avg , however
small. As σ2 increases thereby increasing the likelihood of
|Hj,k| > 1, P avg increases too. One can thus view P avgmax
for the EVS IFCs in Fig. 7 as an equivalent fading-averaged
bound. Also plotted in Fig. 7(b) is the EVS sum-capacity
achieved at P avgmax, the maximum P avg for every choice of
σ2.
A natural issue that arises is the rate loss resulting if sub-
optimal schemes such as time-sharing and interference as noise
were used. However, for interference as noise scheme, no
effective algorithm exists to compute the sum-rate maximizing
power policies and the problem is particularly intractable for a
large number of fading states as approximated for the Rayleigh
fading channel here. To this end, we compare the EVS sum-
capacity with a relatively simpler achievable scheme of time-
sharing. For the specific symmetric setup we consider, sharing
the bandwidth equally between the two users maximizes the
sum-rate. This is shown as the dashed curve in Fig. 7(b). As
expected, the rate loss of time-sharing relative to the EVS
sum-capacity is approximately half.
We next compare the effect of joint and separate coding for
one-sided EVS and US IFCs. For computational simplicity, we
consider a discrete fading model where the non-zero cross-link
fading state takes values in a binary set {h1, h2} while the
direct links are non-fading unit gains. For a one-sided EVS
IFC, we choose (h1, h2) = (0.5, 3.5) and P avg1 = P
avg
2 =
P avgmax where P avgmax is the maximum power for which the EVS
conditions in (13) are satisfied. Note that only one of the
conditions are relevant since it is a one-sided IFC. In Fig. 8, the
EVS sum-capacity is plotted along with the sum-rate achieved
by independent coding in each sub-channel as a function of the
probability p1 of the fading state h1. Here independent coding
means that each sub-channel is viewed as a non-fading one-
sided IFC and the sum-capacity achieving strategy for each
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Fig. 8. Plot comparing the sum-capacities and the sum-rates achieved by
separable coding for different values of (h1, h2) that result in either an EVS
or a US IFC.
sub-channel is applied.
As expected, as p1 → 0 or p1 → 1, the sum-rate achieved
by separable coding approaches the joint coding scheme. Thus,
the difference between the optimal joint coding and the sub-
optimal independent coding schemes is the largest when both
fading states are equally likely. In contrast to this example
where the gains from joint coding are not negligible, we also
plot in Fig. 8 the sum-capacity and sum-rate achieved by
independent coding for an EVS IFC with (h1, h2) = (0.5, 2.0)
for which the rate difference is very small. Thus, as expected,
joint coding is advantageous when the variance of the cross-
link fading is large and the transmit powers are small enough
to result in an EVS IFC. In the same plot, we also compare
the sum-capacity with the sum-rate achieved by a separable
scheme for two US IFCs, one given by (h1, h2) = (1.25, 1.75)
and the other by (h1, h2) = (1.25, 3.75). As with the EVS ex-
amples, here too, the rate difference between the optimal joint
strategy and the, in general, sub-optimal independent strategy
increases with increasing variance of the fading distribution.
One can similarly compare the performance of independent
and joint coding for two-sided EVS and US IFCs. In this case,
the more general HK scheme needs to be considered in each
fading state for the independent coding case. In general, the
observations on separability for the one-sided IFC also extend
to the two-sided IFC.
Finally, we demonstrate sum-rates achievable by Theorem
6 for a hybrid one-sided IFC. As before, for computational
simplicity, we consider a discrete fading model where the
cross-link fading states take values in a binary set {h1, h2}
while the direct links are non-fading unit gains. Without loss
of generality, we choose (h1, h2) = (0.5, 2.0) and assume
P avg1 = P
avg
2 = P
avg
. The sum-rate achieved by the proposed
HK-like scheme, denoted R(HK)sum , is determined as a function
of the probability p1 of the weak state h1. For each p1, using
the fact that a hybrid IFC is by definition one for which
the EVS condition is not satisfied, we choose P avg (p1) =
19
0 5 10 15 20
0
2
4
6
8
10
12
Rayleigh fading (cross−links) variance (σ2)
Av
er
ag
e 
Tr
an
sm
it 
Po
w
er
   P
a
vg
(a): Plot of P avg vs. σ2
 
 
EVS: Feasible Power−variance region
Max. Avg. Tx. Power for EVS
0 5 10 15 20
0
1
2
3
4
5
6
7
8
Rayleigh fading (cross−links) variance (σ2)
R
1+
R
2
(b): EVS Sum−Cap. vs. Time−sharing Sum−Rate
 
 
EVS Sum−Capacity
Equal time−sharing 
P
avg
1
= Pavg
2
= Pavg Pavg
1
= Pavg
2
= Pavg
Fig. 7. Feasible power-variance region for EVS and EVS sum-capacity.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
2
2.5
3
3.5
4
4.5
Probability p1 of weak state h1
R
1 
+
 R
2 
(bi
ts/
ch
. u
se
)
(a): Plot of R1 + R2 vs. p1 
 
 
0.2 0.4 0.6 0.8 1
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Probability p1 of weak state h1
α
h 1*
,
 
α
h 2*
(b): Plot of αh
1
*
, αh
2
*
 vs. p1 
 
 
Interference−free Outer Bound
Han−Kobayashi based
Independent Coding
αh
2
*
αh
2
*
P 1 (p1) = P 2 (p1) = P (p1)
h1 = 0.5
h2 = 2.0
Fig. 9. Sum-rate vs. p1 for HK-based and separable coding schemes and plots of optimal power fractions for the HK-based scheme.
P avgEV Smax (p1) + 1.5 where P avgEV Smax (p1) is the maximum
P avg for which the EVS conditions hold for the chosen p1
and (h1, h2).
In Fig. 9(a), we plot R(HK)sum as a function of p1. We
also plot the largest sum-rate outer bounds R(OB)sum obtained
by assuming interference-free links from the users to the
receivers. Finally, for comparison, we plot the sum-rate R(Ind)sum
achieved by a separable coding scheme in each sub-channel.
This separable coding scheme is simply a special case of
the HK-based joint coding scheme presented for hybrid one-
sided IFCs in Theorem 6 obtained by choosing α∗H = 0 and
α∗H = 1 in the strong and weak sub-channels, respectively.
Thus, R(Ind)sum ≤ R(HK)sum as demonstrated in the plot. In Fig.
9(b), the fractions α∗h1 and α∗h2 in the h1 (weak) and the h2(strong) states, respectively, are plotted. As expected, α∗h2 = 0;
on the other hand, α∗h1 varies between 0 and 1 such that for
p1 → 1, α∗h1 → 1 and for p1 → 1, α∗h1 → 1. Thus, when either
the weak or the strong state is dominant, the performance of
the HK-based coding scheme approaches that of the separable
scheme in [34].
VII. CONCLUSIONS
We have developed the sum-capacity of specific sub-classes
of ergodic fading IFCs. These sub-classes include the ergodic
very strong (mixture of weak and strong sub-channels satis-
fying the EVS condition), the uniformly strong (collection of
strong sub-channels), the uniformly weak one-sided (collection
of weak one-sided sub-channels) IFCs, and the uniformly
mixed (mix of UW and US one-sided IFCs) two-sided IFCs.
Specifically, we have shown that requiring both receivers to
decode both messages, i.e., simplifying the IFC to a compound
MAC, achieves the sum-capacity and the capacity region of the
EVS and US (one- and two-sided) IFCs. For both sub-classes,
achieving the sum-capacity requires encoding and decoding
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jointly across all sub-channels.
In contrast, for the UW one-sided IFCs, we have used
genie-aided methods to show that the sum-capacity is achieved
by ignoring interference at the interfered receiver and with
independent coding across fading states. This approach also
allowed us to develop outer bounds on the two-sided UW IFCs.
We have combined the UW and US one-sided IFCs results to
develop the sum-capacity for the uniformly mixed two-sided
IFCs and have shown that joint coding is optimal.
For the final sub-class of hybrid one-sided IFCs with a
mix of weak and strong sub-channels that do not satisfy the
EVS conditions, using the fact that the strong sub-channels
can be exploited, we have proposed a Han-Kobayashi based
achievable scheme that allows partial interference cancellation
using a joint coding scheme. Under the assumption of no
time-sharing, we have shown that the sum-rate is maximized
by transmitting only a common message on the strong sub-
channels and transmitting a private message in addition to this
common message in the weak sub-channels. Proving the opti-
mality of this scheme for the hybrid sub-class remains open.
However, we have also shown that the proposed joint coding
scheme applies to all sub-classes of one-sided IFCs, and
therefore, encompasses the sum-capacity achieving schemes
for the EVS, US, and UW sub-classes.
Analogously with the non-fading IFCs, the ergodic capacity
of a two-sided IFC continues to remain unknown in general.
However, additional complexity arises from the fact that the
fading states can in general be a mix of weak and strong IFCs.
A direct result of this complexity is that, in contrast to the
non-fading case, the sum-capacity of a one-sided fading IFC
remains open for the hybrid sub-class. The problem similarly
remains open for the two-sided fading IFC. An additional
challenge for the two-sided IFC is that of developing tighter
bounds for the uniformly weak channel. A related question
that arises is whether unlike the sub-classes for which we have
developed capacity results here, the channel phase information
will be pertinent to the remaining sub-classes.
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Ergodic Fading Interference Channels:
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Abstract
The sum-capacity of ergodic fading Gaussian two-user interference channels (IFCs) is developed
under the assumption of perfect channel state information at all transmitters and receivers. For the sub-
classes of uniformly strong (every fading state is strong) and ergodic very strong two-sided IFCs (a mix of
strong and weak fading states satisfying specific fading averaged conditions) the optimality of completely
decoding the interference, i.e., converting the IFC to a compound multiple access channel (C-MAC), is
proved. It is also shown that this capacity-achieving scheme requires encoding and decoding jointly
across all fading states. As an achievable scheme and also as a topic of independent interest, the capacity
region and the corresponding optimal power policies for an ergodic fading C-MAC are developed. For the
sub-class of uniformly weak IFCs (every fading state is weak), genie-aided outer bounds are developed.
The bounds are shown to be achieved by ignoring interference and separable coding for one-sided fading
IFCs. Finally, for the sub-class of one-sided hybrid IFCs (a mix of weak and strong states that do not
satisfy ergodic very strong conditions), an achievable scheme involving rate splitting and joint coding
across all fading states is developed and is shown to perform at least as well as a separable coding
scheme.
L. Sankar, X. Shang, and H. V. Poor are with the Department of Electrical Engineering, Princeton University, Princeton,
NJ 08544, USA. email: {lalitha,xshang,poor@princeton.edu}. E. Erkip is with the Department of Electrical and Computer
Engineering, Polytechnic Institute of New York University, Brooklyn, NY 11201, USA. email: elza@poly.edu. This research
was conducted in part when E. Erkip was visiting Princeton University.
This research was supported in part by the National Science Foundation under Grant CNS-06-25637 and in part by a fellowship
from the Princeton University Council on Science and Technology. The material in this paper was presented in part at the IEEE
International Symposium on Information Theory, Toronto, Canada, Jul. 2008 and at the 46th Annual Allerton Conference on
Communications, Control, and Computing, Monticello, IL, Sep. 2008.
October 22, 2018 DRAFT
2Index Terms
Interference channel, ergodic fading, strong and weak interference.
I. INTRODUCTION
The interference channel (IFC) models a wireless network where every transmitter (user) communicates
with its unique intended receiver while causing interference to the remaining receivers. For the two-user
IFC, the topic of study in this paper and henceforth simply referred to as an IFC, the capacity region
is not known in general even when the channel is time-invariant, i.e., non-fading. Capacity results are
known only for specific classes of non-fading two-user IFCs where the classes are identified by the
relative strength of the channel gains of the interfering cross-links and the intended direct links. Thus,
strong and weak IFCs refer to the cases where the channel gains of the cross-links are at least as large
as those of the direct links and vice-versa.
The capacity region for the class of strong Gaussian IFCs is developed independently in [1], [2], [3]
and can be achieved when both receivers decode both the intended and interfering messages. In contrast,
for the weak channels, the sum-capacity can be achieved by ignoring interference when the channel
gains of one of the cross-links is zero, i.e., for a one-sided IFC [4]. More recently, the sum-capacity of a
class of noisy or very weak Gaussian IFCs has been determined independently in [5], [6], and [7]. Outer
bounds for the IFC are developed in [8] and [9] while several achievable rate regions for the Gaussian
IFC are studied in [10].
The best known inner bound is due to Han and Kobayashi (HK) [3]. Recently, in [9] a simple HK type
scheme is shown to achieve every rate pair within 1 bit/s/Hz of the capacity region. In [11], the authors
reformulate the HK region as a sum of two sets to characterize the maximum sum-rate achieved by
Gaussian inputs and without time-sharing. More recently, the approximate capacity of two-user Gaussian
IFCs is characterized using a deterministic channel model in [12]. The sum-capacity of the class of
non-fading MIMO IFCs is studied in [13].
Relatively fewer results are known for parallel or fading IFCs. In [14], the authors develop an achievable
scheme of a class of two-user parallel Gaussian IFCs where each parallel channel is strong using
independent encoding and decoding in each parallel channel. In [15], Sung et al. present an achievable
scheme for a class of one-sided two-user parallel Gaussian IFCs. The achievable scheme involves encoding
and decoding signals over each parallel channel independently such that, depending on whether a parallel
channel is weak or strong (including very strong) one-sided IFC, the interference in that channel is either
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3viewed as noise or completely decoded, respectively. In this paper, we show that independent coding
across sub-channels is in general not sum-capacity optimal.
Recently, for parallel Gaussian IFCs, [16] determines the conditions on the channel coefficients and
power constraints for which independent transmission across sub-channels and treating interference as
noise is optimal. Techniques for MIMO IFCs [13] are applied to study separability in parallel Gaussian
IFCs (PGICs) in [17]. It is worth noting that PGICs are a special case of ergodic fading IFCs in which
each sub-channel is assigned the same weight, i.e., occurs with the same probability; furthermore, they
can also be viewed as a special case of MIMO IFCs and thus results from MIMO IFCs can be directly
applied.
For fading interference networks with three or more users, in [18], the authors develop an interference
alignment coding scheme to show that the sum-capacity of a K-user IFC scales linearly with K in the
high signal-to-noise ratio (SNR) regime when all links in the network have similar channel statistics.
In this paper, we study ergodic fading two-user Gaussian IFCs and determine the sum-capacity and
the corresponding optimal power policies for specific sub-classes, where we define each sub-class by
the fading statistics. Noting that ergodic fading IFCs are a weighted collection of parallel IFCs (sub-
channels), we identify four sub-classes that jointly contain the set of all ergodic fading IFCs. We develop
the sum-capacity for two of them. For the third sub-class, we develop the sum-capacity when only one
of the two receivers is affected by interference, i.e., for a one-sided ergodic fading IFC. While the four
sub-classes are formally defined in the sequel, we refer the reader to Fig. 1 for a pictorial representation.
An overview of the capacity results is illustrated in the sequel in Fig. 7.
A natural question that arises in studying ergodic fading and parallel channels is the optimality of
separable coding, i.e., whether encoding and decoding independently on each sub-channel is optimal in
achieving one or more points on the boundary of the capacity region. For each sub-class of IFCs we
consider, we address the optimality of separable coding, often referred to as separability, and demonstrate
that in contrast to point-to-point, multiple-access, and broadcast channels without common messages [19],
[20], [21], separable coding is not necessarily sum-capacity optimal for ergodic fading IFCs.
The first of the four sub-classes is the set of ergodic very strong (EVS) IFCs in which each sub-channel
can be either weak or strong but averaged over all fading states (sub-channels) the interference at each
receiver is sufficiently strong that the two direct links from each transmitter to its intended receiver are the
bottle-necks limiting the sum-rate. For this sub-class, we show that requiring both receivers to decode the
signals from both transmitters is optimal, i.e., the ergodic very strong IFC modifies to a two-user ergodic
fading compound multiple-access channel (C-MAC) in which the transmitted signal from each user is
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4intended for both receivers [22]. To this end, as an achievable rate region for IFCs and as a problem of
independent interest, we develop the capacity region and the optimal power policies that achieve them
for ergodic fading C-MACs (see also [22]).
For EVS IFCs we also show that achieving the sum-capacity (and the capacity region) requires
transmitting information (encoding and decoding) jointly across all sub-channels, i.e., separable coding
in each sub-channel is strictly sub-optimal. Intuitively, the reason for joint coding across channels lies in
the fact that, analogous to parallel broadcast channels with common messages [23], both transmitters in
the EVS IFCs transmit only common messages intended for both receivers for which independent coding
across sub-channels becomes strictly sub-optimal. To the best of our knowledge this is the first capacity
result for fading two-user IFCs with a mix of weak and strong sub-channels. For such mixed ergodic
IFCs, recently, a strategy of ergodic interference alignment is proposed in [24], and is shown to achieve
the sum-capacity in [25] for a class of K-user fading IFCs with uniformly distributed phase and at least
K/2 disjoint equal strength interference links.
The second sub-class is the set of uniformly strong (US) IFCs in which every sub-channel is strong,
i.e., the cross-links have larger fading gains than the direct links for each fading realization. For this
sub-class, we show that the capacity region is the same as that of an ergodic fading C-MAC with the
same fading statistics and that achieving this region requires joint coding across all sub-channels.
The third sub-class is the set of uniformly weak (UW) IFCs for which every sub-channel is weak. As
a first step, we study the one-sided uniformly weak IFC and develop genie-aided outer bounds. We show
that the bounds are tight when the interfering receiver ignores the weak interference in every sub-channel.
Furthermore, we show that separable coding is optimal for this sub-class. The sum-capacity results for
the one-sided channel are used to develop outer bounds for the two-sided case; however, sum-capacity
results for the two-sided case will require techniques such as those developed in [16] that also determine
the channel statistics and power policies for which ignoring interference and separable coding is optimal.
The final sub-class is the set of hybrid IFCs for which the sub-channels are a mix of strong and weak
such that there is at least one weak and one strong sub-channel but are not EVS IFCs (and by definition
also not US and UW IFCs). The capacity-achieving strategy for EVS and US IFCs suggest that a joint
coding strategy across the sub-channels can potentially take advantage of the strong states to partially
eliminate interference. To this end, for ergodic fading one-sided IFCs, we propose a general joint coding
strategy that uses rate-splitting and Gaussian codebooks without time-sharing for all sub-class of IFCs.
For two-sided IFCs, the coding strategy we present generalizes to a two-sided HK-based scheme with
Gaussian codebooks and no time-sharing that is presented and studied in [26].
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known in both cases. In fact, for the weak case the sum-capacity is achieved by ignoring the interference
and for the strong case it is achieved by decoding the interference at the receiver subject to the interference.
However, for ergodic fading one-sided IFCs, in addition to the UW and US sub-classes, we also have
to contend with the hybrid and EVS sub-classes each of which has a unique mix of weak and strong
sub-channels. The HK-based achievable strategy we propose applies to all sub-classes of one-sided IFCs
and includes the capacity-achieving strategies for the EVS, US, and UW as special cases.
The sub-class of uniformly mixed (UM) IFCs obtained by overlapping two complementary one-sided
IFCs, one of which is uniformly strong and the other uniformly weak, belongs to the sub-class of hybrid
(two-sided) IFCs. For UM IFCs, we show that to achieve sum-capacity the transmitter that interferes
strongly transmits a common message across all sub-channels while the weakly interfering transmitter
transmits a private message across all sub-channels. The two different interfering links however require
joint encoding and decoding across all sub-channels to ensure optimal coding at the receiver with strong
interference.
Finally, a note on separability. In [27], Cadambe and Jafar demonstrate the inseparability of parallel
interference channels using an example of a three-user frequency selective fading IFC. The authors use
interference alignment schemes to show that separability is not optimal for fading IFCs with three or
more users while leaving open the question for the two-user fading IFC. We addressed this question in
[28] for the ergodic fading one-sided IFC and developed the conditions for the optimality of separability
for EVS and US one-sided IFCs. In this paper, we readdress this question for all sub-classes of fading
IFCs. Our results suggest that in general both one-sided and two-sided IFCs benefit from transmitting
the same information across all sub-channels, i.e., not independently encoding and decoding in each
sub-channel, thereby exploiting the fading diversity to mitigate interference.
The paper is organized as follows. In Section II, we present the channel models studied. In Section
III, we summarize our main results. The capacity region of an ergodic fading C-MAC is developed in
Section IV. The proofs are collected in Section V. We discuss our results with numerical examples in
Section VI and conclude in Section VII.
II. CHANNEL MODEL AND PRELIMINARIES
A two-sender two-receiver (also referred to as the two-user) ergodic fading Gaussian IFC consists of
two source nodes S1 and S2, and two destination nodes D1 and D2 as shown in Fig. 2. Source Sk,
k = 1, 2, uses the channel n times to transmit its message Wk, which is distributed uniformly in the set
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US IFC:
every 
sub-ch.
is strong 
Two-user Erg. Fading One-sided IFCs
EVS IFC: 
mix of weak and 
strong sub-channels
Hybrid IFC: non-EVS 
mix of weak and strong
Mixed
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every
sub-ch
mixed
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strong sub-channels
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weak and strong
UW:  
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is strong UW:  
weak sub-channels
Fig. 1. A Venn diagram representation of the four sub-classes of ergodic fading one- and two-sided IFCs.
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Fig. 2. The two-user Gaussian two-sided IFC and C-MAC and the two-user Gaussian one-sided IFC.
{1, 2, . . . , 2Bk} and is independent of the message from the other source, to its intended receiver, Dk, at
a rate Rk = Bk/n bits per channel use. In each use of the channel, Sk transmits the signal Xk while
the destination Dk receives Yk, k = 1, 2. For X = [X1 X2]T , the channel output vector Y = [Y1 Y2]T
is given by
Y = HX+ Z (1)
where Z = [Z1 Z2]T is a noise vector with entries that are zero-mean, unit variance, circularly symmetric
complex Gaussian noise variables and H is a random matrix of fading gains with entries Hm,k, for all
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7m,k = 1, 2, such that Hm,k denotes the fading gain between receiver m and transmitter k. We use h to
denote a realization of H. We assume the fading process {H} is stationary and ergodic but not necessarily
Gaussian. Note that the channel gains Hm,k, for all m and k, are not assumed to be independent; however,
H is known instantaneously at all the transmitters and receivers.
Over n uses of the channel, the transmit sequences {Xk,i} are constrained in power according to
n∑
i=1
|Xk,i|2 ≤ nP k , for all k = 1, 2. (2)
Since the transmitters know the fading states of the links on which they transmit, they can allocate their
transmitted signal power according to the channel state information. A power policy P (h) is a mapping
from the fading state space consisting of the set of all fading states (instantiations) h to the set of non-
negative real values in R2+. The entries of P (h) are Pk(h), the power policy at user k, k = 1, 2. While
P (h) denotes the map for a particular fading state, we write P (H) to explicitly describe the policy for
the entire set of random fading states. Thus, we use the notation P (H) when averaging over all fading
states or describing a collection of policies, one for every h. The entries of P (H) are Pk(H), for all k.
For an ergodic fading channel, (2) then simplifies to
E [Pk(H)] ≤ P k for all k = 1, 2, (3)
where the expectation in (3) is over the distribution of H. We denote the set of all feasible policies
P (h), i.e., the power policies whose entries satisfy (3), by P. Finally, we write P to denote the vector
of average power constraints with entries P k, k = 1, 2.
For the special case where both receivers decode the messages from both transmitters, we obtain a
compound MAC (see Fig. 2(a)). A one-sided fading Gaussian IFC results when either H1,2 = 0 or
H2,1 = 0 (see Fig. 2(b)). Without loss of generality, we develop sum-capacity results for a one-sided
IFC (Z-IFC) with H2,1 = 0. The results extend naturally to the complementary one-sided model with
H1,2 = 0. A two-sided IFC can be viewed as a collection of two complementary one-sided IFCs, one
with H1,2 = 0 and the other with H2,1 = 0.
We write CIFC
(
P 1, P 2
)
and CC-MAC
(
P 1, P 2
)
to denote the capacity region of an ergodic fading IFC
and C-MAC, respectively. Our definition of average error probabilities, capacity regions, and achievable
rate pairs (R1, R2) for both the IFC and C-MAC mirror the standard information-theoretic definitions
[29, Chap. 14].
Non-fading IFCs can be classified by the relative strengths of the interfering to intended signals at
each of the receivers. A (two-sided non-fading) strong IFC is one in which the cross-link channel gains
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8are larger than the direct link channel gains to the intended receivers [1], i.e.,
|Hj,k| > |Hk,k| for all j, k = 1, 2, j 6= k. (4)
A strong IFC is very strong if the cross-link channel gains dominate the transmit powers such that (see
for e.g., [1], [2])
2∑
k=1
C
(
|Hk,k|2 Pk (H)
)
< C
(
2∑
k=1
|Hj,k|2 Pj (H)
)
for all j = 1, 2, (5)
where for the non-fading IFC, Pk (H) = P k in (2). One can verify that (5) implies (4), i.e., a very strong
IFC is also strong.
A non-fading IFC is weak when (4) is not satisfied for all j, k, i.e., neither of the two complementary
one-sided IFCs that a two-sided IFC can be decomposed into are strong. A non-fading IFC is mixed
when one of complementary one-sided IFCs is weak while the other is strong, i.e.,
|H1,2| > |H2,2| and |H2,1| < |H1,1| (6)
or
|H1,2| > |H2,2| and |H2,1| < |H1,1| . (7)
An ergodic fading IFC is a collection of parallel sub-channels (fading states), and thus, each sub-
channel can be either very strong, strong, or weak. Since a fading IFC can contain a mixture of different
types of sub-channels, we introduce the following definitions to classify the set of all ergodic fading
two-user Gaussian IFCs (see also Fig. 1). Unless otherwise stated, we henceforth simply write IFC to
denote a two-user ergodic fading Gaussian IFC.
Definition 1: A uniformly strong IFC is a collection of strong sub-channels, i.e., both cross-links in
each sub-channel satisfy (4).
Definition 2: An ergodic very strong IFC is a collection of weak and strong (including very strong) sub-
channels for which (5) is satisfied when averaged over all fading states and for Pk (H) = P (wf)k (Hkk),
where P (wf)k (Hkk) is the optimal waterfilling policy that achieves the point-to-point capacity for user k
in the absence of interference.
Definition 3: A uniformly weak IFC is a collection of weak sub-channels, i.e., in each sub-channel
both cross-links do not satisfy (4).
Definition 4: A uniformly mixed IFC is a pair of two complementary one-sided IFCs in which one of
them is uniformly weak and the other is uniformly strong.
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and one strong sub-channel that do not satisfy the conditions in (5) when averaged over all fading states
and for Pk (H) = P (wf)k (Hkk).
Since an ergodic fading channel is a collection of parallel sub-channels (fading states) with different
weights, throughout the sequel, we use the terms fading states and sub-channels interchangeably. In
contrast to the one-sided IFC, we simply write IFC to denote the two-sided model. Before proceeding,
we summarize the notation used in the sequel.
• Random variables (e.g. Hk,j) are denoted with uppercase letters and their realizations (e.g. hk,j)
with the corresponding lowercase letters.
• Bold font X denotes a random matrix while bold font x denotes an instantiation of X.
• I denotes the identity matrix.
• |X| and X−1 denotes the determinant and inverse of the matrix X.
• CN (0,Σ) denotes a circularly symmetric complex Gaussian distribution with zero mean and co-
variance Σ.
• K = {1, 2} denotes the set of transmitters.
• E (·) denotes expectation; C(x) denotes log(1 + x) where the logarithm is to the base 2, (x)+
denotes max(x, 0), I(·; ·) denotes mutual information, h (·) denotes differential entropy, and RS
denotes
∑
k∈SRk for any S ⊆ K.
III. MAIN RESULTS
The following theorems summarize the main contributions of this paper. The proof for the capacity
region of the C-MAC is presented in Section IV as are the details of determining the capacity achieving
power policies. The proofs for the remaining theorems, related to IFCs, are collected in Section V.
Throughout the sequel we write waterfilling solution to denote the capacity achieving power policy for
ergodic fading point-to-point channels [19].
A. Ergodic fading C-MAC
An achievable rate region for ergodic fading IFCs results from allowing both receivers to decode
the messages from both transmitters, i.e., by converting an IFC to a C-MAC. The following theorem
summarizes the sum-capacity CC-MAC of an ergodic fading C-MAC.
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Theorem 1: The capacity region, CC-MAC
(
P 1, P 2
)
, of an ergodic fading two-user Gaussian C-MAC
with average power constraints Pk at transmitter k, k = 1, 2, is
CC-MAC
(
P 1, P 2
)
=
⋃
P∈P
{C1 (P (H)) ∩ C2 (P (H))} (8)
where for j = 1, 2, we have
Cj (P (H)) =
{
(R1, R2) : RS ≤ E
[
C
(∑
k∈S
|Hj,k|2 Pk (H)
)]
, for all S ⊆ K
}
. (9)
The optimal coding scheme requires encoding and decoding jointly across all sub-channels.
Remark 1: The capacity region CC-MAC is convex. This follows from the convexity of the set P and
the concavity of the log function.
Remark 2: CC-MAC is a function of
(
P 1, P 2
)
due to the fact that union in (8) is over all feasible power
policies, i.e., over all P (H) whose entries satisfy (3).
Remark 3: In contrast to the ergodic fading point-to-point and multiple access channels, the ergodic
fading C-MAC is not merely a collection of independent parallel channels; in fact encoding and decoding
independently in each parallel channel is in general sub-optimal as demonstrated later in the sequel.
Corollary 1: The capacity region CIFC of an ergodic fading IFC is bounded as CC-MAC ⊆ CIFC.
B. Ergodic Very Strong IFCs
Theorem 2: The capacity region of an ergodic very strong IFC is
CEV SIFC =
{
(R1, R2) : Rk ≤ E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
, k = 1, 2
}
. (10)
The sum-capacity is
2∑
k=1
E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
(11)
where, for all k, Pwfk (Hj,k) is the optimal waterfilling solution for an (interference-free) ergodic fading
link between transmitter k and receiver k such that, Pwf (Hk,k) satisfies
2∑
k=1
E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
< min
j=1,2
E
[
C
(
2∑
k=1
|Hj,k|2 Pwfk (Hk,k)
)]
. (12)
The capacity achieving scheme requires encoding and decoding jointly across all sub-channels at the
transmitters and receivers respectively. The optimal strategy also requires both receivers to decode
messages from both transmitters.
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Remark 4: In the sequel we show that the condition in (12) is a result of the achievable strategy,
and therefore is a sufficient condition. For the special case of fixed (non-fading) channel gains H, and
P ∗k = P 1, (12) reduces to the general conditions for a very strong IFC (see for e.g., [1]) given by
|H1,2|2 > |H2,2|2
(
1 + |H1,1|2 P 1
)
(13a)
|H2,1|2 > |H1,1|2
(
1 + |H2,2|2 P 2
)
. (13b)
In contrast, the fading averaged conditions in (12) imply that not every sub-channel needs to satisfy (13)
and in fact, the ergodic very strong channel can be a mix of weak and strong channels provided P (wf)
satisfies (12). This in turn implies that not every parallel sub-channel needs to be a strong (non-fading)
Gaussian IFC.
Remark 5: The set of strong fading IFCs for which every sub-channel is strong and the optimal
waterfilling policies for the two interference-free links satisfy (12) is strictly a subset of the set of
ergodic very strong IFCs.
Remark 6: As stated in Theorem 2, the capacity achieving scheme for EVS IFCs requires coding
jointly across all sub-channels. Coding independent messages (separable coding) across the sub-channels
is optimal only when every sub-channel is very strong at the optimal policy P (wf).
C. Uniformly Strong IFC
In the following theorem, we present the capacity region and the sum-capacity of a uniformly strong
IFC.
Theorem 3: The capacity region of a uniformly strong fading IFC for which the entries of every fading
state h satisfy
|h1,1| ≤ |h2,1| and |h2,2| ≤ |h1,2| (14)
is given by
CUSIFC
(
P 1, P 2
)
= CC-MAC
(
P 1, P 2
) (15)
where CC-MAC
(
P 1, P 2
)
is the capacity of an ergodic fading C-MAC with the same channel statistics as
the IFC. The sum-capacity is
max
P (H)∈P
min
{
min
j=1,2
{
E
[
C
(∑2
k=1 |Hj,k|2 Pk (H)
)]}
,
2∑
k=1
E
[
C
(
|Hk,k|2 Pk (H)
)]}
. (16)
The capacity achieving scheme requires encoding and decoding jointly across all sub-channels at the
transmitters and receivers, respectively, and also requires both receivers to decode messages from both
transmitters.
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Remark 7: In contrast to the very strong case, every sub-channel in a uniformly strong fading IFC is
strong.
Remark 8: The uniformly strong condition may suggest that separability is optimal. However, the
capacity achieving C-MAC approach requires joint encoding and decoding across all sub-channels. A
strategy where each sub-channel is viewed as an independent IFC, as in [14], will in general be strictly sub-
optimal. This is seen directly from comparing (16) with the sum-rate achieved by coding independently
over the sub-channels which is given by
max
P (H)∈P
E
{
min
{
min
j=1,2
{
C
(∑2
k=1 |Hj,k|2 Pk (H)
)}
,
2∑
k=1
C
(
|Hk,k|2 Pk (H)
)}}
. (17)
The sub-optimality of independent encoding follows directly from the fact that for two random variables
A (H) and 6 B (H) , E[min (A (H) , B (H))] ≤ min (E[A (H)],E[B (H)])] with equality if and only if
for every fading instantiation h, A (H) (resp. B (H)) dominates B (H) (resp. A (H)). Thus, independent
(separable) encoding across sub-channels is optimal only when, at P ∗ (H), the sum-rate in every sub-
channel in (17) is maximized by the same sum-rate function.
D. Uniformly Weak One-Sided IFC
The following theorem summarizes the sum-capacity of a one-sided uniformly weak IFC in which
every sub-channel is weak.
Theorem 4: The sum-capacity of a uniformly weak ergodic fading Gaussian one-sided IFC for which
the entries of every fading state h satisfy
|h2,2| > |h1,2| (18)
is given by
max
P (H)∈P
{
S(w,1) (P (H))
}
(19)
where
S(w,1) (P (H)) = E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 P2 (H)
)
+ C
(
|H2,2|2 P2 (H)
)]
. (20)
Remark 9: One could alternately consider the fading one-sided IFC in which |h1,1| > |h2,1| and
h1,2 = 0 for the sum-capacity is given by (19) with the superscript 1 replaced by 2. The expression
S(w,2) (P (H)) is given by (20) after swapping the indexes 1 and 2.
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E. Uniformly Mixed IFC
The following theorem summarizes the sum-capacity of a class of uniformly mixed two-sided IFC.
Theorem 5: For a class of uniformly mixed ergodic fading two-sided Gaussian IFCs for which the
entries of every fading state h satisfy
|h1,1| > |h2,1| and |h2,2| ≤ |h1,2| (21)
the sum-capacity is
max
P (H)∈P
{
min
(
E
[
C
(∑2
k=1 |H1,k|2 Pk (H)
)]
, S(w,2) (P (H))
)}
(22)
where S(w,2) (P (H)) is given by (20) by swapping indexes 1 and 2.
Remark 10: One could alternately consider the fading IFC in which |h1,1| ≤ |h2,1| and |h2,2| > |h1,2|.
The sum-capacity is given by (22) after swapping the indexes 1 and 2.
Remark 11: For the special case of Hk,k =
√
SNRejφkk and Hj,k =
√
INRejφjk , j 6= k, where φj,k
for all j and k is independent and distributed uniformly in [−π, π], the sum-capacity in Theorems 3 and
5 can also be achieved by ergodic interference alignment as shown in [25].
F. Uniformly Weak IFC
The sum-capacity of a one-sided uniformly weak IFC in Theorem 4 is an upper bound for that of
a two-sided IFC for which at least one of two one-sided IFCs that result from eliminating a cross-link
is uniformly weak. Similarly, a bound can be obtained from the sum-capacity of the complementary
one-sided IFC. The following theorem summarizes this result.
Theorem 6: For a class of uniformly weak ergodic fading two-sided Gaussian IFCs for which the
entries of every fading state h satisfy
|h1,1| > |h2,1| and |h2,2| > |h1,2| (23)
the sum-capacity is upper bounded as
R1 +R2 ≤ max
P (H)∈P
min
(
S(w,1) (P (H)) , S(w,2) (P (H))
)
. (24)
Remark 12: For the non-fading case, the sum-rate bounds in (24) simplify to those obtained in [9,
Theorem 3].
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G. One-sided IFC: General Achievable Scheme
For EVS and US IFCs, Theorems 2 and 3 suggest that joint coding across all sub-channels is optimal.
Particularly for EVS, such joint coding allows one to exploit the strong states in decoding messages.
Relying on this observation, we present an achievable strategy based on joint coding all sub-classes of
one-sided IFCs with H2,1 = 0. The encoding scheme involves rate-splitting at user 2, i.e., user 2 transmits
w2 = (w2p, w2c) where w2p and w2c are private and common messages, respectively and can be viewed
as a Han-Kobayashi scheme with Gaussian codebooks and without time-sharing.
Theorem 7: The sum-capacity of a one-sided IFC is lower bounded by
max
P (H)∈P,αH∈[0,1]
min (S1 (αH, P (H)) , S2 (αH, P (H))) (25)
where
S1 (αH, P (H)) = E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 αHP2 (H)
)]
+ E
[
C
(
|H2,2|2 P2 (H)
)]
, (26)
S2 (αH, P (H)) = E
[
C
(
|H2,2|2 αHP2 (H)
)]
+ E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
, (27)
such that αH is the power allocated by user 2 in fading state H to transmitting w2p and αH = 1− αH,
αH ∈ [0, 1]. For EVS one-sided IFCs, the sum-capacity is achieved by choosing αH = 0 for all H
provided S1
(
0, P (wf) (H)
)
< S2
(
0, P (wf) (H)
)
. For US one-sided IFCs, the sum-capacity is given by
(25) for αH = 0 for all H. For UW one-sided IFCs, the sum-capacity is achieved by choosing αH = 1
and maximizing S2 (1, P (H)) = S1 (1, P (H)) over all feasible P (H) . For a hybrid one-sided IFC, the
achievable sum-rate is maximized by
α∗
H
=

 α (H) ∈ (0, 1] sub-channel H is weak0 sub-channel H is strong. (28)
and is given by (25) for this choice of α∗
H
.
Remark 13: The optimal α∗
H
in (28) implies that in general for the hybrid one-sided IFCs joint
coding the transmitted message across all sub-channels is optimal. Specifically, the common message
is transmitted jointly in all sub-channels while the private message is transmitted only in the weak
sub-channels.
Remark 14: The separation-based coding scheme of [30] is a special case of the above HK-based
coding scheme and is obtained by choosing αH = 1 and αH = 0 for the weak and strong states,
respectively. The resulting sum-rate is at most as large as the bound in (25) obtained for α∗
H
∈ (0, 1] and
α∗
H
= 0 for the weak and strong states, respectively.
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Remark 15: In [26], a Han-Kobayashi based scheme using Gaussian codebooks and no time-sharing
is used to develop an inner bound on the capacity region of a two-sided IFC.
IV. COMPOUND MAC: CAPACITY REGION AND OPTIMAL POLICIES
As stated in Corollary 1, an inner bound on the sum-capacity of an IFC can be obtained by allowing
both receivers to decode both messages, i.e., by determining the sum-capacity of a C-MAC with the same
inter-node links. In this Section, we prove Theorem 1 which establishes the capacity region of ergodic
fading C-MACs and discuss the optimal power policies that achieve every point on the boundary of the
capacity region.
A. Capacity Region
The capacity region of a discrete memoryless compound MAC is developed in [31]. For each choice
of input distribution at the two independent sources, this capacity region is an intersection of the MAC
capacity regions achieved at the two receivers. The techniques in [31] can be easily extended to develop the
capacity region for a Gaussian C-MAC with fixed channel gains. For the Gaussian C-MAC, one can show
that Gaussian signaling achieves the capacity region using the fact that Gaussian signaling maximizes
the MAC region at each receiver. Thus, the Gaussian C-MAC capacity region is an intersection of the
Gaussian MAC capacity regions achieved at D1 and D2. For a stationary and ergodic process {H}, the
channel in (1) can be modeled as a parallel Gaussian C-MACs consisting of a collection of independent
Gaussian C-MACs, one for each fading state h, with an average transmit power constraint over all parallel
channels.
We now prove Theorem 1 stated in Section III-A which gives the capacity region of ergodic fading
C-MACs.
Proof of Theorem 1
We first present an achievable scheme. Consider a policy P (H) ∈ P. The achievable scheme involves
requiring each transmitter to encode the same message across all sub-channels and each receiver to jointly
decode over all sub-channels. Independent codebooks are used for every sub-channel. An error occurs at
receiver j if one or both messages decoded jointly across all sub-channels is different from the transmitted
message. Given this encoding and decoding, the analysis at each receiver mirrors that for a MAC receiver
[29, 14.3] and one can easily verify that for reliable reception of the transmitted message at receiver j,
the rate pair (R1, R2) needs to satisfy the rate constraints in (9) where in decoding wS = {wk : k ∈ S}
the information collected in each sub-channel is given by C
(∑
k∈S |Hj,k|2 Pk (H)
)
, for all S ⊆ K.
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Fig. 3. Rate regions C1(P (H)) and C2(P (H)) and sum-rate for case 1 and case 2.
Thus, for any feasible P (H), the achievable rate region is given by C1 (P (H)) ∩ C2 (P (H)). From the
concavity of the log function, the achievable region over all P (H) is given by (8).
For the converse, the proof technique mirrors the proof for the capacity of an ergodic fading MAC
developed in [20, Appendix A]. For any P (H) ∈ P, one can using similar limiting arguments to show
that for asymptotically error-free performance at receiver j, for all j, the achievable region has to be
bounded as
RS ≤ E
[
C
(∑
k∈S |Hj,k|2 Pk (H)
)]
, j = 1, 2. (29)
The proof is completed by noting that due to the concavity of the log it suffices to take the union of the
region over all P (H) ∈ P.
Remark 16: An achievable scheme in which independent messages are encoded in each sub-channel,
i.e., separable coding, will in general not achieve the capacity region. This is due to the fact that for
this separable coding scheme the achievable rate in each sub-channel is a minimum of the rates at each
receiver. The average of such minima can at most be the minimum of the average rates at each receiver,
where the latter is achieved by encoding the same message jointly across all sub-channels.
Corollary 1 follows from the argument that a rate pair in CC-MAC is achievable for the IFC since CC-MAC
is the capacity region when both messages are decoded at both receivers.
B. Sum-Capacity Optimal Policies
The capacity region CC-MAC is a union of the intersection of the pentagons C1 (P (H)) and C2 (P (H))
achieved at D1 and D2, respectively, where the union is over all P (H) ∈ P. The region CC-MAC is
convex, and thus, each point on the boundary of CC-MAC is obtained by maximizing the weighted sum
October 22, 2018 DRAFT
17
R

R

R
Ł
R

   
R

R

 
(3 ) (3 )a bS S<
 
¡
¢
£
(3 ) (3 )b aS S< (3 ) (3 )a bS S=
Fig. 4. Rate regions Rr(P (H)) and Rd(P (H)) and sum-rate for cases 3a, 3b, and 3c.
µ1R1 + µ2R2 over all P (H) ∈ P, and for all µ1 > 0, µ2 > 0, subject to (29). In this section, we
determine the optimal policy P ∗ (H) that maximizes the sum-rate R1+R2 when µ1 = µ2 = 1. Using the
fact that the rate regions C1 (P (H)) and C2 (P (H)), for any feasible P (H), are pentagons, in Figs. 3
and 4 we illustrate the five possible choices for the sum-rate resulting from an intersection of C1 (P (H))
and C2 (P (H)) (see also [32]).
Cases 1 and 2, as shown in Fig. 3 and henceforth referred to as inactive cases, are such that the
constraints on the two sum-rates are not active in C1 (P (H)) ∩ C2 (P (H)), i.e., no rate tuple on the
sum-rate plane achieved at one of the receivers lies within or on the boundary of the rate region achieved
at the other receiver. In contrast, when there exists at least one such rate tuple such that the two sum-
rates constraints are active in C1 (P (H)) ∩ C2 (P (H)) are the active cases. This includes Cases 3a,
3b, and 3c shown in Fig. 4 where the sum-rate at D1 is smaller, larger, or equal, respectively, to that
achieved at D2. By definition, the active set also include the boundary cases in which there is exactly
one rate pair that lies within or on the boundary of the rate region achieved at the other receiver. There
are six possible boundary cases that lie at the intersection of an inactive case l, l = 1, 2, and an active
case n, n = 3a, 3b, 3c. There are six such boundary cases that we denote as cases (l, n), l = 1, 2, and
n = 3a, 3b, 3c.
In general, it is not possible to know a priori the type of intersection that will maximize the sum-
capacity. Thus, the sum-rate for each case has to be maximized over all P (H) ∈ P. To simplify
optimization and obtain a unique solution, we explicitly consider the six boundary cases as distinct from
the active cases thereby ensuring that the subsets of power policies resulting in the different cases are
disjoint, i.e., no power policy results in more than one case. This in turn implies that the power policies
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Fig. 6. Rate regions Rr(P (H)) and Rd(P (H)) for cases (2,3a), (2,3b), and (2,3c).
resulting in each case satisfy specific conditions that distinguish that case from all others. For example,
from Fig. 3, Case 1 results only when
∑2
k=1C
(
HkkP
(wf)
k (H)
)
< C
(∑2
k=1Hj,kP
(wf)
k (H)
)
, for all
j = 1, 2. Using these disjoint cases and the fact that the rate expressions in (29) are concave functions of
P (H) allows us to develop closed form sum-capacity results and optimal policies for all cases. Observe
that cases 1 and 2 do not share a boundary since such a transition (see Fig. 3) requires passing through
case 3a or 3b or 3c. Finally, note that Fig. 4 illustrates two specific C1 and C2 regions for 3a, 3b, and
3c. The conditions for each case are shown in Figs. 3-6.
Let P (i)(H) and P (l,n)(H) denote the optimal policies for cases i and (l, n), respectively. Let S(i)(P (H))
and S(l,n)(P (H)) denote the sum-rate achieved for cases i and (l, n), respectively, for some P (H) ∈ P.
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The optimization problem for case i or case (l, n) is given by
max
P (H)∈P
S(i) (P (H)) or max
P (H)∈P
S(l,n) (P (H))
s.t. E [Pk(H)] ≤ P k, k = 1, 2,
Pk(H) ≥ 0, k = 1, 2, for all H
(30)
where
S(1) (P (H)) =
∑2
k=1 E
[
C
(
|Hk,k|2 Pk (H)
)]
S(2) (P (H)) =
∑2
k=1 E
[
C
(
|Hj,k|2 Pk (H)
)]
, j, k = 1, 2, j 6= k
S(i) (P (H)) = E
[
C
(∑2
k=1 |Hj,k|2 Pk (H)
)]
, for (i, j) = (3a, 2) , (3b, 1)
S(3c) (P (H)) = S(3a) (P (H)) , s.t. S(3a) (P (H)) = S(3b) (P (H))
S(l,n) (P (H)) = S(l) (P (H)) , s.t. S(l) (P (H)) = S(n) (P (H)) . for all (l, n) .
(31)
The conditions for each case are (see Figs 3-6) given below where for each case the condition holds
true when evaluated at the optimal policies P (i)(H) and P (l,n)(H) for cases i and (l, n), respectively.
For ease of notation, we do not explicitly denote the dependence of S(i) and S(l,n) on the appropriate
P (i)(H) and P (l,n)(H), respectively.
Case 1 : S(1) < min
(
S(3a), S(3b)
) (32)
Case 2 : S(2) < min
(
S(3a), S(3b)
) (33)
Case 3a : S(3a) < min
(
S(3b), S(1), S(2)
) (34)
Case 3b : S(3b) < min
(
S(3a), S(1), S(2)
) (35)
Case 3c : S(3a) = S(3b) < min
(
S(1), S(2)
) (36)
Case (1, 3a) : S(3a) < S(3b) and S(1) < S(3b) (37)
Case (2, 3a) : S(3a) < S(3b) and S(2) < S(3b) (38)
Case (1, 3b) : S(3b) < S(3a) and S(1) < S(3a) (39)
Case (2, 3b) : S(3b) < S(3a) and S(2) < S(3a) (40)
Case (1, 3c) : S(3a) = S(3b) = S(1) < S(2) (41)
Case (2, 3c) : S(3a) = S(3b) = S(2) < S(1). (42)
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The optimal policy for each case is determined using Lagrange multipliers and the Karush-Kuhn-Tucker
(KKT) conditions. The sum-capacity optimal P ∗ (H) is given by that P (i) (H) or P (l,n) (H) that satisfies
the conditions of its case in (32)-(42).
Remark 17: For cases 1 and 2, one can expand the capacity expressions to verify that the conditions
S(l) < min
(
S(3a), S(3b)
)
, l = 1, 2, imply that S(1) < S(2) and vice-versa. Therefore, if the optimal
policy is determined in the order of the cases in (32)-(42), the conditions for cases (1, 3c) and (2, 3c) are
tested only after all other cases have been excluded. Furthermore, the two cases are mutually exclusive,
and thus, (41) and (42) simply redundant conditions written for completeness.
Remark 18: For the two-user case the conditions can be written directly from the geometry of in-
tersecting rate regions for each case. However, for a more general K-user C-MAC, the conditions can
be written using the fact that the rate regions for any P (H) are polymatroids and that the sum-rate of
two intersecting polymatroids is given by the polymatroid intersection lemma. A detailed analysis of the
rate-region and the optimal policies using the polymatroid intersection lemma for a K-user two-receiver
network is developed in [33].
The following theorem summarizes the form of P ∗ (H) and presents an algorithm to compute it.
The optimal policy maximizing each case can be obtained in a straightforward manner using standard
constrained convex maximization techniques. The algorithm exploits the fact that each the occurence of
one case excludes all other cases and the case that occurs is the one for which the optimal policy satisfies
the case conditions. We refer the reader to [33, Appendix] for a detailed analysis.
Theorem 8: The optimal policy P ∗ (H) achieving the sum-capacity of a two-user ergodic fading C-
MAC is obtained by computing P (i) (H) and P (l,n) (H) starting with cases 1 and 2, followed by cases
3a, 3b, and 3c, in that order, and finally the boundary cases (l, n), in the order that cases (l, 3c) are
the last to be optimized, until for some case the corresponding P (i) (H) or P (l,n) (H) satisfies the case
conditions. The optimal P ∗ (H) is given by the optimal P (i) (H) or P (l,n) (H) that satisfies its case
conditions and falls into one of the following three categories:
Cases 1 and 2: The optimal policies for the two users are such that each user water-fills over its
bottle-neck link, i.e., over the direct link to that receiver with the smaller (interference-free) ergodic
fading capacity. Thus for cases 1 and 2, each transmitter water-fills on the (interference-free) point-to-
point links to its intended and unintended receivers, respectively. Thus, for case 1, P (∗)k (H) = P
(1)
k (H) =
Pwfk (Hk,k), and for case 2, P
(∗)
k (H) = P
(2)
k (H) = P
wf
k
(
H{1,2}\k,k
)
, k = 1, 2. where Pwfk (Hj,k) for
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j, k = 1, 2, is defined in Theorem 2.
Cases (3a, 3b, 3c): For cases 3a and 3b, the optimal user policies P ∗k (H), for all k, are opportunistic
multiuser waterfilling solutions over the multiaccess links to receivers 1 and 2, respectively. For case 3c,
P ∗k (H), for all k, takes an opportunistic non-waterfilling form and depends on the channel gains for each
user at both receivers.
Boundary Cases: The optimal user policies P ∗k (H), for all k, are opportunistic non-waterfilling solu-
tions.
Remark 19: The sum-rate optimal policies for a two-transmitter two-receiver ergodic fading channel
where one of the receiver also acts as a relay is developed in [33]. The analysis here is very similar to
that in [33], and thus, we briefly outline the intuition behind the results in the proof below.
Proof: The optimal policy for each case can be determined in a straightforward manner using
Lagrange multipliers and the Karush-Kuhn-Tucker (KKT) conditions. Furthermore, not including all or
some of the constraints for each case in the maximization problem simplifies the determination of the
solution.
For cases 1 and 2, S(1) and S(2), respectively, are sum of two bottle-neck point-to-point links, and
thus, are maximized by the single-user waterfilling power policies, one for each bottle-neck link. For
cases 3a and 3b, the optimization is equivalent to maximizing the sum-capacity at one of the receivers.
Thus, applying the results in [20, Lemma 3.10] (see also [34]), for these two cases, one can show that
sum-capacity achieving policies are opportunistic waterfilling solutions that exploit the multiuser diversity.
For case 3c, the sum-rate S(3a) is maximized subject to the constraint S(3a) = S(3b). Thus, for this
case, the KKT conditions can be used to show that while opportunistic scheduling of the users based on a
function of their fading states to both receivers is optimal, the optimal policies are no longer waterfilling
solutions. The same argument also holds for the boundary cases (l, n) where S(l) is maximized subject to
S(l) = S(n). In all cases, the optimal policies can be determined using an iterative procedure in a manner
akin to the iterative waterfilling approach for fading MACs [35]. See [33, Appendix] for a detailed proof.
C. Capacity Region: Optimal Policies
As mentioned earlier, each point on the boundary of CC-MAC
(
P 1, P 2
)
is obtained by maximizing the
weighted sum µ1R1 + µ2R2 over all P (H) ∈ P, and for all µ1 > 0, µ2 > 0, subject to (29). Without
loss of generality, we assume that µ1 < µ2. Let µ denote the pair (µ1, µ2). The optimal policy P ∗
(
H,µ
)
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is given by
P ∗
(
H,µ
)
= argmax
P∈P
(µ1R1 + µ2R2) s.t. (R1, R2) ∈ CC-MAC
(
P 1, P 2
) (43)
where µ1R1+µ2R2, denoted by S(x)
(
µ, P (H)
)
for case x = i, (l, n), for all i and (l, n), for the different
cases are given by
S(1)
(
µ, P (H)
)
=
∑2
k=1 µkE
[
C
(
|Hk,k|2 Pk (H)
)]
S(2)
(
µ, P (H)
)
=
∑2
k=1 µkE
[
C
(
|Hj,k|2 Pk (H)
)]
, j, k = 1, 2, j 6= k
S(i)
(
µ, P (H)
)
= µ1S
(i) (P (H)) + (µ2 − µ1) min
j=1,2
(
E
[
C
(
|Hj,2|2 P2 (H)
)])
i = 3a, 3b
S(3c)
(
µ, P (H)
)
= S(3a) (P (H)) , s.t. S(3a)
(
µ, P (H)
)
= S(3b)
(
µ, P (H)
)
S(l,n)
(
µ, P (H)
)
= S(l) (P (H)) , s.t. S(l)
(
µ, P (H)
)
= S(n)
(
µ, P (H)
)
. for all (l, n) .
(44)
The expressions for µ2 < µ1 can be obtained from (44) by interchanging the indexes 1 and 2 in the
second term in the expression for S(i)
(
µ, P (H)
)
, i = 3a, 3b. From the convexity of CC-MAC, every point
on the boundary is obtained from the intersection of two MAC rate regions. From Figs. 3-6, we see
that for cases 1, 2, and the boundary cases, the region of intersection has a unique vertex at which both
user rates are non-zero and thus, µ1R1 + µ2R2 will be tangential to that vertex. On the other hand, for
cases 3a, 3b, and 3c, the intersecting region is also a pentagon and thus, µ1R1 + µ2R2, for µ1 < µ2, is
maximized by that vertex at which user 2 is decoded after user 1. The conditions for the different cases
are given by (32)-(42). Note that for case 1, since the sum-capacity achieving policies also achieve the
point-to-point link capacities for each user to its intended destination, the capacity region is simply given
by the single-user capacity bounds on R1 and R2.
The following theorem summarizes the capacity region of an ergodic fading C-MAC and the optimal
policies that achieve it for µ1 < µ2. The policies for µ1 > µ2 can be obtained in a straightforward
manner.
Theorem 9: The optimal policy P ∗ (H) achieving the sum-capacity of a two-user ergodic fading C-
MAC is obtained by computing P (i) (H) and P (l,n) (H) starting with the inactive cases 1 and 2, followed
by the active cases 3a, 3b, and 3c, in that order, and finally the boundary cases (l, n), in the order that
cases (l, 3c) are the last to be optimized, until for some case the corresponding P (i) (H) or P (l,n) (H)
satisfies the case conditions. The optimal P ∗ (H) is given by the optimal P (i) (H) or P (l,n) (H) that
satisfies its case conditions and falls into one of the following three categories:
Inactive Cases: The optimal policies for the two users are such that each user water-fills over its bottle-
neck link. Thus for cases 1 and 2, each transmitter water-fills on the (interference-free) point-to-point
links to its intended and unintended receivers, respectively. Thus, for case 1, P (∗)k (H) = P
wf
k (Hk,k),
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and for case 2, P (∗)k (H) = P
(2)
k (H) = µkP
wf
k
(
H{1,2}\k,k
)
, k = 1, 2, where Pwfk (Hj,k) for j, k = 1, 2,
is defined in Theorem 2.
Cases (3a, 3b, 3c): For cases 3a and 3b, the optimal policies are opportunistic multiuser solutions given
in for the special case where the minimum sum-rate and single-user rate for user 2 are achieved at the
same receiver. Otherwise, the solutions for all three cases are opportunistic non-waterfilling solutions.
Boundary Cases: The optimal policies maximizing the constrained optimization of S(l,n)µ1,µ2 (P (H)) are
also opportunistic non-waterfilling solutions.
V. PROOFS
A. Ergodic VS IFCs: Proof of Theorem 2
We now prove Theorem 2 on the sum-capacity of a sub-class of ergodic fading IFCs with a mix of
weak and strong sub-channels. The capacity achieving scheme requires both receivers to decode both
messages.
1) Converse: An outer bound on the sum-capacity of an interference channel is given by the sum-
capacity of a IFC in which interference has been eliminated at one or both receivers. One can view it
alternately as providing each receiver with the codeword of the interfering transmitter. Thus, from Fano’s
and the data processing inequalities we have that the achievable rate must satisfy
n (R1 +R2)− nǫ ≤ I(Xn1 ;Y n1 |Xn2 ,Hn) + I(Xn2 ;Y n2 |Xn1 ,Hn) (45a)
= I(Xn1 ; Y˜
n
1 |Hn) + I(Xn2 ; Y˜ n2 |Hn) (45b)
where
Y˜k = Hk,kXk + Zk, k = 1, 2. (46)
The converse proof techniques developed in [19, Appendix] for a point-to-point ergodic fading link in
which the transmit and received signals are related by (46) can be apply directly following (45b), and
thus, we have that any achievable rate pair must satisfy
R1 +R2 ≤
2∑
k=1
E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
. (47)
2) Achievable Scheme: Corollary 1 states that the capacity region of an equivalent C-MAC is an inner
bound on the capacity region of an IFC. Thus, from Theorem 8 a sum-rate of
2∑
k=1
E
[
C
(
|Hk,k|2 Pwfk (Hk,k)
)]
(48)
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is achievable when P ∗ (H) = Pwf (Hk,k) satisfies the condition for case 1 in (32), which is equivalent
to the requirement that Pwf (Hk,k) satisfies (12).
The conditions in (12) imply that waterfilling over the two point-to-point links from each user to its
receiver is optimal when the fading averaged rate achieved by each transmitter at its intended receiver is
strictly smaller than the rate it achieves in the presence of interference at the unintended receiver, i.e.,
the channel is very strong on average.
Finally, since the achievable bound on the sum-rate in (48) also achieves the single-user capacities,
the capacity region of an EVS IFC is given by (10).
3) Separability: Achieving the sum-capacity and the capacity region of the C-MAC requires joint
encoding and decoding across all sub-channels. This observation also carries over to the sub-class of
ergodic very strong IFCs that are in general a mix of weak and strong sub-channels. In fact, any strategy
where each sub-channel is viewed as an independent IFC will be strictly sub-optimal except for those
cases where every sub-channel is very strong at the optimal policy.
B. Uniformly Strong IFC: Proof of Theorem 3
We now show that the strategy of allowing both receivers to decode both messages achieves the sum-
capacity for the sub-class of fading IFCs in which every fading state (sub-channel) is strong, i.e., the
entries of h satisfy |h1,1| < |h2,1| and |h2,2| < |h1,2|.
1) Converse: In the Proof of Theorem 2, we developed a genie-aided outer bound on the sum-capacity
of ergodic fading IFCs. One can use similar arguments to write the bounds on the rates R1 and R2, for
every choice of feasible power policy P (H), as
Rk ≤ E
[
log
(
1 + |Hk,k|2 Pk (H)
)]
, k = 1, 2. (49)
≤ E
[
log
(
1 + |Hj,k|2 Pk (H)
)]
, j = 1, 2, j 6= k, (50)
where (50) follows from the uniformly strong condition in (14). We now present two additional bounds
where the genie reveals the interfering signal to only one of the receivers. Consider first the case where
the genie reveals the interfering signal at receiver 2. One can then reduce the two-sided IFC to a one-sided
IFC, i.e., set H2,1 = 0.
For this genie-aided one-sided channel, from Fano’s inequality, we have that the achievable rate must
satisfy
n (R1 +R2)− nǫ ≤ I(Xn1 ;Y n1 |Hn) + I(Xn2 ;Y n2 |Hn). (51a)
October 22, 2018 DRAFT
25
We first consider the expression on the right-side of (51a) for some instantiation hn. We thus have
I(Xn1 ;Y
n
1 |Hn = hn) + I(Xn2 ;Y n2 |Hn = hn) = I(Xn1 ;hn1,1Xn1 + hn1,2Xn2 + Zn1 ) + I(Xn2 ;hn2,2Xn2 + Zn2 )
(52)
where hnj,k is a diagonal matrix with diagonal entries hj,k,i, for all i = 1, 2, . . . , n. Consider the mutual
information terms on the right-side of the equality in (52). We can expand these terms as
h
(
h
n
1,1X
n
1 + h
n
1,2X
n
2 + Z
n
1
)− h (hn1,2Xn2 + Zn1 ) (53a)
+ h
(
h
n
2,2X
n
2 + Z
n
2
)− h (Zn2 )
(a)
≤ n
n∑
i=1
(h (h1,1,iX1,i + h1,2,iX2,i + Z1,i)− h (Z2,i)) (53b)
− h (hn1,2Xn2 + Zn1 )+ h (hn2,2Xn2 + Zn2 ) , (53c)
where (a) is from the fact that conditioning does not increase entropy. For the uniformly strong ergodic
IFC satisfying (14), i.e., |h2,2,i| ≤ |h1,2,i| , for all i = 1, 2, . . . , n, the third and fourth terms in (53b) can
be simplified as
− h
(
Xn2 +
(
h
n
1,2
)−1
Zn1
)
+ h
(
Xn2 +
(
h
n
2,2
)−1
Zn2
)
(54a)
− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣)
= −h
(
Xn2 +
(
h
n
1,2
)−1
Zn1
)
+ h
(
Xn2 +
(
h
n
1,2
)−1
Zn1 + Z˜
n
)
(54b)
− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣)
= I(Z˜n;Xn2 +
(
h
n
1,2
)−1
Zn1 + Z˜
n)− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣) (54c)
≤ I(Z˜n; (hn1,2)−1 Zn1 + Z˜n)− log (∣∣hn1,2∣∣)+ log (∣∣hn2,2∣∣) (54d)
= h(Zn2 )− h(Zn1 ) (54e)
=
n∑
i=1
(h(Z2,i)− h(Z1,i)) (54f)
where Z˜i ∼ CN
(
0,
∣∣∣h−12,2,i∣∣∣2 − ∣∣∣h−11,2,i∣∣∣2
)
, for all i, and the inequality in (54) results from the fact that
mixing increases entropy.
Substituting (54e) in (53b), we thus have that for every instantiation, the n-letter expressions reduce
to a sum of single-letter expressions. Over all fading instantiations, one can thus write
(R1 +R2)− ǫ ≤ I(X1 (Q (n))X2 (Q (n)) ;Y1 (Q (n)) |H (Q (n))Q (n)) (55)
where Q (n) is a random variable distributed uniformly on {1, 2, . . . , n}.
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Our analysis from here on is exactly similar to that for a fading MAC in [20, Appendix A], and thus,
we omit it in the interest of space. Effectively, the analysis involves considering an increasing sequence
of partitions (quantized ranges) Ik, k = I+, of the alphabet of H, while ensuring that for each k, the
transmitted signals are constrained in power. Taking limits appropriately over n and k, as in [20, Appendix
A], we obtain
R1 +R2 − ǫ ≤ E
[
C
(∑2
k=1 |H1,k|2 Pk (H)
)]
(56)
where P (H) satisfies (3).
One can similarly let H1,2 = 0 and show that
R1 +R2 − ǫ ≤ E
[
C
(∑2
k=1 |H2,k|2 Pk (H)
)]
(57)
Combining (49), (50), (56), and (57), we see that, for every choice of P (H), the capacity region of a
uniformly strong ergodic fading IFC lies within the capacity region of a C-MAC for which the fading
states satisfy (14). Thus, over all power policies, we have
CIFC
(
P 1, P 2
) ⊆ CC-MAC (P 1, P 2) . (58)
2) Achievable Strategy: Allowing both receivers to decode both messages as stated in Corollary 1
achieves the outer bound. For the resulting C-MAC, the uniformly strong condition in (14) limits the
intersection of the rate regions C1 (P (H)) and C2 (P (H)), for any choice of P (H), to one of cases 1,
3a, 3b, 3c, or the boundary cases (1, n) for n = 3a, 3b, 3c, such that (49) defines the single-user rate
bounds.
The sum-capacity optimal policy for each of the above cases is given by Theorem 8. Thus, the optimal
user policies are single-user waterfilling solutions when the uniformly strong fading IFC also satisfies
(12), i.e., the optimal policies satisfy the conditions for case 1. For all other cases, the optimal policies are
opportunistic multiuser allocations. Specifically, cases 3a and 3b the solutions are the classical multiuser
waterfilling solutions [20].
One can similarly develop the optimal policies that achieve the capacity region. Here too, for every
point µ1R1 + µ2R2, µ1, µ2, on the boundary of the capacity region, the optimal policy P ∗ (H) is either
P (1) (H) or P (n) (H) or P (1,n) (H) for n = 3a, 3b, 3c.
3) Separability: See Remark 8.
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C. Uniformly Weak One-Sided IFC: Proof of Theorem 4
We now prove Theorem 4 on the sum-capacity of a sub-class of one-sided ergodic fading IFCs where
every sub-channel is weak, i.e., the channel is uniformly weak. We show that it is optimal to ignore the
interference at the unintended receiver.
1) Converse: From Fano’s inequality, any achievable rate pair (R1, R2) must satisfy
n (R1 +R2)− nǫ ≤ I(Xn1 ;Y n1 |Hn) + I(Xn2 ;Y n2 |Hn). (59a)
We first consider the expression on the right-side of (59a) for some instantiation hn, i.e., consider
I(Xn1 ;Y
n
1 |Hn = hn) + I(Xn2 ;Y n2 |Hn = hn) = I(Xn1 ;hn1,1Xn1 + hn1,2Xn2 + Zn1 ) + I(Xn2 ;hn2,2Xn2 + Zn2 )
(60)
where hnj,k is a diagonal matrix with diagonal entries hj,k,i, for all i = 1, 2, . . . , n. Let Nn be a sequence
of independent Gaussian random variables, such that
 Z1,i
Ni

 ∼ CN

0,

 1 ρiσi
ρiσi σ
2
i



 , (61)
and
ρ2i = 1−
(
|h1,2,i|2
/
|h2,2,i|2
)
(62)
ρiσi = 1 + |h2,2,i|2 P2,i. (63)
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We bound (60) as follows:
I(Xn1 ;Y
n
1 |hn) + I(Xn2 ;Y n2 |hn)
≤ I(Xn1 ;Y n1 , hn1,1Xn1 +Nn|hn) + I(Xn2 ;Y n2 |hn) (64a)
= h
(
hn2,2X
n
2 + Z
n
2
)− h (Zn2 ) + h (hn1,1Xn1 +Nn)− h (Nn) (64b)
+ h
(
hn1,1X
n
1 + h
n
1,2X
n
2 + Z
n
1 |hn1,1Xn1 +Nn
)− h (hn1,2Xn2 + Zn1 |Nn)
≤
n∑
i=1
h
(
h1,1,iX
∗
1,i +Ni
)− n∑
i=1
h (Z2,i)−
n∑
i=1
h (Ni) + h
(
hn2,2X
n
2 + Z
n
2
) (64c)
− h (hn1,2Xn2 + Zn1 |Nn)+ n∑
i=1
h
(
h1,1,iX
∗
1,i + h1,2,iX
∗
2,i + Z1,i|h1,1,iX∗1,i +Ni
)
=
n∑
i=1
{
h
(
h1,1,iX
∗
1,i +Ni
)− h (Z2,i)− h (Ni) + h (h2,2,iX∗2,i + Z2,i) (64d)
− h (h1,2,iX∗2,i + Z1,i|Ni) +h (h1,1,iX∗1,i + h1,2,iX∗2,i + Z1,i|h1,1,iX∗1,i +Ni)}
=
n∑
i=1
{
log
(
|h1,1,i|2 P1,i + σ2i
)
− h (σi) + log
(
|h2,2,i|2 P2,i + 1
)
(64e)
− log
(
|h1,2,i|2 P2,i +
(
1− ρ2i
))
+ log
(
|h1,1,i|2 P1,i + |h1,2,i|2 P2,i + 1
−
(
|h1,1,i|2 P1,i + σi
)−1 (|h1,1,i|2 P1,i + ρiσi)2
)}
=
n∑
i=1
{
log
(
|h2,2,i|2 P2,i + 1
)
+ log
(
1 +
|h1,1,i|2 P1,i
1 + |h1,2,i|2 P2,i
)}
(64f)
where (64c) follows from the fact that conditioning does not increase entropy and that the conditional
entropy is maximized by Gaussian signaling, i.e., X∗k,i ∼ CN (0, Pk,i), (64d) follows from (61) and (62)
which imply
var
(
h−11,2,iZ1,i|Ni
)
=
1− ρ2i
|h1,2,i|2
= |h2,2,i|−2 (65)
and therefore,
h
(
hn2,2X
n
2 + Z
n
2
)− h (hn1,2Xn2 + Zn1 |Nn) (66a)
= log
(∣∣hn2,2∣∣)− log (∣∣hn1,2∣∣) (66b)
=
n∑
i=1
h
(
h2,2,iX
∗
2,i + Z2,i
)− h (h1,2,iX∗2,i + Z1,i|Ni) ; (66c)
and (64f) follows from substituting (63) in (64e) and simplifying the resulting expressions.
Our analysis from here on is similar to that for the US IFC (see also [20, Appendix A]). Effectively,
the analysis involves considering an increasing sequence of partitions (quantized ranges) Ik, k = I+,
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of the alphabet of H, while ensuring that for each k, the transmitted signals are constrained in power.
Taking limits appropriately over n and k, and using the fact that the log expressions in (64f) are concave
functions of Pk,i, for all k, and that every feasible power policy satisfies (3), we obtain
R1 +R2 − ǫ ≤ E
[
C
(
|H2,2|2 P2 (h)
)
+ C
(
|H1,1|2 P1 (h)
1 + |H1,2|2 P2 (h)
)]
. (67a)
An outer bound on the sum-rate is obtained by maximizing over all feasible policies and is given by (19)
and (20).
2) Achievable Strategy: The outer bounds can be achieved by letting receiver 1 ignore (not decode) the
interference it sees from transmitter 2. Averaged over all sub-channels, the sum of the rates achieved at
the two receivers for every choice of P (H) is given by (67a). The sum-capacity in (19) is then obtained
by maximizing (67a) over all feasible P (H).
3) Separability: The optimality of separate encoding and decoding across the sub-channels follows
directly from the fact that the sub-channels are all of the same type, and thus, independent messages
can be multiplexed across the sub-channels. This is in contrast to the uniformly strong and the ergodic
very strong IFCs where mixtures of different channel types in both cases is exploited to achieve the
sum-capacity by encoding and decoding jointly across all sub-channels.
Remark 20: A natural question is whether one can extend the techniques developed here to the two-
sided UW IFC. In this case, one would have four parameters per channel state, namely ρk (H) and
σ2k (H), k = 1, 2. Thus, for example, one can generalize the techniques in [5, Proof of Th. 2] for a fading
IFC with non-negative real Hj,k for all j, k, such that H1,1 > H2,1 and H2,2 > H1,2, to outer bound the
sum-rate by
E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 P2 (H)
)
+ C
(
|H2,2|2 P1 (H)
1 + |H2,1|2 P2 (H)
)]
, (68)
we require that ρk (H) and σ2k (H), for all H, satisfy
H1,1H1,2
(
1 +H22,1P1 (H)
)
+H2,2H2,1
(
1 +H21,2P2 (H)
) ≤ H1,1H2,2. (69)
This implies that for a given fading statistics, every choice of feasible power policies P (H) must satisfy
the condition in (69). With the exception of a few trivial channel models, the condition in (69) cannot in
general be satisfied by all power policies. One approach is to extend the results on sum-capacity and the
related noisy interference condition for PGICs in [16, Proof of Th. 3] to ergodic fading IFCs. Despite the
fact that ergodic fading channels are simply a weighted combination of parallel sub-channels, extending
the results in [16, Proof of Th. 3] are not in general straightforward.
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D. Uniformly Mixed IFC: Proof of Theorem 5
The proof of Theorem 6 follows directly from bounding the sum-capacity a UM IFC by the sum-
capacities of a UW one-sided IFC and a US one-sided IFC that result from eliminating links one of the
two interfering links. Achievability follows from using the US coding scheme for the strong user and the
UW coding scheme for the weak user.
E. Uniformly Weak IFC: Proof of Theorem 6
The proof of Theorem 6 follows directly from bounding the sum-capacity a UW IFC by that of a
UW one-sided IFC that results from eliminating one of the interfering links (eliminating an interfering
link can only improve the capacity of the network). Since two complementary one-sided IFCs can be
obtained thus, we have two outer bounds on the sum-capacity of a UW IFC denoted by S(w,1) (P (H)) and
S(w,2) (P (H)) in (24), where S(w,1) (P (H)) and S(w,2) (P (H)) are the bounds for one-sided UW IFCs
with H2,1 = 0 and H1,2 = 0, respectively.
F. Hybrid One-Sided IFC: Proof of Theorem 7
The bound in (25) can be obtained from the following code construction: user 1 encodes its message
w1 across all sub-channels by constructing independent Gaussian codebooks for each sub-channel to
transmit the same message. On the other hand, user 2 transmits two messages (w2p, w2c) jointly across
all sub-channels by constructing independent Gaussian codebooks for each sub-channel to transmit the
same message pair. The messages w2p and w2c are transmitted at (fading averaged) rates R2p and R2c,
respectively, such that R2p +R2c = R2. Thus, across all sub-channels, one may view the encoding as a
Han Kobayashi coding scheme for a one-sided non-fading IFC in which the two transmitted signals in
each use of sub-channel H are
X1 (H) =
√
P1 (H)V1 (H) (70)
X2 (H) =
√
αHP2 (H)V2 (H) +
√
αHP2 (H)U2 (H) (71)
where V1 (H), V2 (H), and U2 (H) are independent zero-mean unit variance Gaussian random variables,
for all H, αH ∈ [0, 1] and αH = 1−αH are the power fractions allocated for w2p and w2c, respectively.
Thus, over n uses of the channel, w2p and w2c are encoded via V n2 and Un2 , respectively.
Receiver 1 decodes w1 and w2c jointly and receiver 2 decodes w2p and w2c jointly across all channel
October 22, 2018 DRAFT
31
states provided
R2p ≤ E
[
C
(
|H2,2|2 αHP2 (H)
)]
(72a)
R2p +R2c ≤ E
[
C
(
|H2,2|2 P2 (H)
)]
(72b)
R1 ≤ E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 αHP2 (H)
)]
(73a)
R2c ≤ E
[
C
(
|H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
(73b)
R1 +R2c ≤ E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
. (73c)
Using Fourier-Motzhkin elimination, we can simplify the bounds in (72) and (73) to obtain
R1 ≤ E
[
C
(
|H1,1|2 P1 (H)
1 + |H1,2|2 αHP2 (H)
)]
(74a)
R2 ≤ E
[
C
(
|H2,2|2 P2 (H)
)]
(74b)
R2 ≤ E
[
C
(
αH |H2,2|2 P2 (H)
)]
+ E
[
|H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
]
(74c)
R1 +R2 ≤ E
[
C
(
|H2,2|2 αHP2 (H)
)]
+ E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 αHP2 (H)
1 + |H1,2|2 αHP2 (H)
)]
. (74d)
Combining the bounds in (74), for every choice of (αH, P (H)), the sum-rate is given by the minimum
of two functions S1 (αH, P (H)) and S2 (αH, P (H)), where S1 (P (H)) is the sum of the bounds on
R1 and R2 in (74a) and (74b), respectively, and S2 (αH, P (H)) is the bound on R1 +R2 in (74d). The
bound on R1 +R2 from combining (74a) and (74c) is at least as much as (74d), and hence, is ignored.
The maximization of the minimum of S1 (P (H)) and S2 (αH, P (H)) can be shown to be equivalent
to a minimax optimization problem (see for e.g., [36, II.C]) for which the maximum sum-rate S∗ is given
by three cases. The three cases are defined below. Note that in each case, the optimal P ∗ (H) and α∗
H
maximize the smaller of the two functions and therefore maximize both in case when the two functions
are equal. The three cases are
Case 1 : S∗ = S1 (α∗H, P ∗ (H)) < S2 (α∗H, P ∗ (H)) (75a)
Case 2 : S∗ = S2 (α∗H, P ∗ (H)) < S1 (α∗H, P ∗ (H)) (75b)
Case 3 : S∗ = S1 (α∗H, P ∗ (H)) = S2 (α∗H, P ∗ (H)) (75c)
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Thus, for Cases 1 and 2, the minimax policy is the policy maximizing S1 (P (H)) and S2 (αH, P (H))
subject to the conditions in (75a) and (75b), respectively, while for Case 3, it is the policy maximizing
S1 (P (H)) subject to the equality constraint in (75c). We now consider this maximization problem for
each sub-class. Before proceeding, we observe that, S1 (·) is maximized for α∗H = 0 and P ∗k (H) =
P
(wf)
k (Hkk), k = 1, 2. On the other hand, the α∗H maximizing S2 (·) depends on the sub-class.
Uniformly Strong: The bound S2 (αH, P (H)) in (74d) can be rewritten as
E
[
C
(
|H2,2|2 αHP2 (H)
)]
− E
[
C
(
|H1,2|2 αHP2 (H)
)]
+ E
[
C
(
|H1,1|2 P1 (H) + |H1,2|2 P2 (H)
)]
,
(76)
and thus, when Pr[|H1,2| > |H2,2|] = 1, for every choice of P (H), S2 (αH, P (H)) is maximized by
αH = 0, i.e., w2 = w2c. The sum-capacity is given by (16) with H2,1 =∞ (this is equivalent to a genie
aiding one of the receivers thereby simplifying the sum-capacity expression in (16) for a two-sided IFC
to that for a one-sided IFC). Furthermore, αH = 0 also maximizes S1 (αH, P (H)) . In conjunction with
the outer bounds for US IFCs developed earlier, the US sum-capacity and the optimal policy achieving
it are obtained via the minimax optimization problem with α∗
H
= 0 such that every sub-channel carries
the same common information.
Uniformly Weak: For this sub-class of channels, it is straightforward to verify that for α∗
H
= 0 (75a)
will not be satisfied. Thus, one is left with Cases 2 and 3. From Theorem 4, we have that α∗
H
= 1 achieves
the sum-capacity of one-sided UW IFCs, i.e., w2 = w2p. Furthermore, S2 (1, P (H)) = S1 (1, P (H)),
and thus, the condition for Case 2 is not satisfied, i.e., this sub-class corresponds to Case 3 in the minimax
optimization. The constrained optimization in (75c) for Case 3 can be solved using Lagrange multipliers
though the solution is relatively easier to develop using techniques in Theorem 4.
Ergodic Very Strong: As mentioned before, S1 (·) is maximized for α∗H = 0 and P ∗k (H) = P (wf)k (Hkk),
k = 1, 2, i.e. when w2 = w2c and each user waterfills on its intended link. From (75), we see that the
sum-capacity of EVS IFCs is achieved provided the condition for Case 1 in (75) is satisfied. Note that
this maximization does not require the sub-channels to be UW or US.
Hybrid: When the condition for Case 1 in (75) with α∗
H
= 0 is satisfied, we obtain an EVS IFC. On
the other hand, when this condition is not satisfied, the optimization simplifies to considering Cases 2
and 3, i.e., α∗
H
6= 0 for all H. Using the linearity of expectation, we can write the expressions for S1 (·)
and S2 (·) as sums of expectations of the appropriate bounds over the collection of weak and strong
sub-channels. Let S(w)k (·) and S(s)k (·) denote the expectation over the weak and strong sub-channels,
respectively, for k = 1, 2, such that Sk (·) = S(w)k (·) + S(s)k (·), k = 1, 2.
October 22, 2018 DRAFT
33
Consider Case 2 first. For those sub-channels which are strong, one can use (76) to show that
α∗
H
= 0 maximizes S(s)2 (·). Suppose we choose α∗H = 1 to maximize S(w)2 (·). From the UW analysis
earlier, S(w)2 (1, P (H)) = S
(w)
1 (1, P (H)), and therefore, (75b) is satisfied only when S(s)2 (0, P (H)) <
S
(s)
1 (0, P (H)). This requirement may not hold in general, and thus, to satisfy (75b), we require that
α∗
H
∈ (0, 1] for those H that represent weak sub-channels. Similar arguments hold for Case 3 too thereby
justifying (28) in Theorem 7.
Remark 21: The bounds in (72) are written assuming superposition coding of the common and private
messages at transmitter 2. The resulting bounds following Fourier-Motzkin elimination remain unchanged
even if we included an additional bound on R2c at receiver 2 in (72).
VI. DISCUSSION
As in the non-fading case (see [9] for a detailed development of outer bounds), the outer bounds and
capacity results we have obtained are in general tailored to specific regimes of fading statistics. Our results
can be summarized by two Venn diagrams, one for the two-sided and one for the one-sided, as shown
in Fig. 7. Taking a Han-Kobayashi view-point, the diagrams show that transmitting common messages is
optimal for the EVS and US IFCs, i.e., wk = wkc, k = 1, 2. Similarly, choosing only a private message
at the interfering transmitter, i.e., w2 = w2p for H2,1 = 0 and w1 = w1p for H1,2 = 0, is optimal for
the one-sided UW IFC. For the mixed IFCs, it is optimal for the strongly and the weakly interfering
users to transmit only common and only private messages, respectively. For the remaining hybrid IFCs
and two-sided UW IFCs, the most general achievable strategy results from generalizing the HK scheme
to the fading model, i.e., each transmitter in the two-sided IFC transmits private and common messages
while only the interfering transmitter does so in the one-sided model. These results are summarizes in
Fig. 7. The sub-classes for which either the sum-capacity or the entire capacity region is known are also
indicated in the Figure.
We now present examples of continuous and discrete fading process for which the channel states
satisfy the EVS condition. Without loss of generality in both examples we assume that the direct links
are non-fading. Thus, for the case where the fading statistics and average power constraints P k satisfy
the EVS conditions in (12), it is optimal for transmitter k to transmit at P k. For the continuous model,
we assume that the cross-links are independent and identically distributed Rayleigh faded links, i.e.,
Hj,k ∼ CN
(
0, σ2/2
)
for all j 6= k, j, k = 1, 2. For the discrete model, we assume that the cross-link
fading states take values in a binary set {h1, h2}. Finally, we set P 1 = P 2 = P .
For every choice of the Rayleigh fading variance σ2, we determine the maximum P for which the
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Fig. 7. Overview of capacity results for two-sided and one-sided ergodic fading IFCs.
EVS conditions in (12) hold. The resulting feasible P vs. σ2 region is plotted in Fig. 8(a). Our numerical
results indicate that for very small values of σ2, i.e., σ2 < 1.5, where the cumulative distribution of
fading states with |Hj,k| < 1 is close to 1, the EVS condition cannot be satisfied by any finite value of
P , however small. As σ2 increases thereby increasing the likelihood of |Hj,k| > 1, P increases too. Also
plotted in Fig. 8(b) is the EVS sum-capacity achieved at Pmax, the maximum P for every choice of σ2.
Furthermore, since the Rayleigh fading channel allows ergodic interference alignment [24], we compare
the EVS sum-capacity with the sum-rate achieved by ergodic interference alignment for every choice of
σ2 and the corresponding Pmax. This achievable scheme, whose sum-rate is the same as that achieved
when the users are time-duplexed, is closer to the sum-capacity only for small values of σ2. This is to
be expected as EVS IFCs achieve the largest possible degrees of freedom, which is 2 for a two-user IFC
while the scheme of achieves at most one degree of freedom.
From (12), one can verify that for a non-fading very strong IFC, the very strong condition sets an
upper bound on the average transmit power P k at user k as
P k < Hk,j/
(
|H1,1|2 |H2,2|2
)
− 1 j 6= k, j, k ∈ {1, 2} . (77)
One can view the upper bound on P for the EVS IFCs in Fig. 8 as an equivalent fading-averaged bound.
We next compare the effect of joint and separate coding for one-sided EVS and US IFCs. For
computational simplicity, we consider a discrete fading model where the non-zero cross-link fading
state take values in a binary set {h1, h2} while the direct links are non-fading unit gains. For a one-sided
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Fig. 8. Feasible Power-variance region for EVS, EVS sum-capacity, and Ergodic Interference Alignment Sum-Rate.
EVS IFC, we choose (h1, h2) = (0.5, 3.5) and P 1 = P 2 = Pmax where Pmax is the maximum power
for which the EVS conditions in (12) are satisfied (note that only one of the conditions are relevant
since it is a one-sided IFC). In Fig. 9, the EVS sum-capacity is plotted along with the sum-rate achieved
by independent coding in each sub-channel as a function of the probability p1 of the fading state h1.
Here independent coding means that each sub-channel is viewed as a non-fading one-sided IFC and the
sum-capacity achieving strategy for each sub-channel is applied.
As expected, as p1 → 0 or p1 → 1, the sum-rate achieved by separable coding approaches the joint
coding scheme. Thus, the difference between the optimal joint coding and the sub-optimal independent
coding schemes is the largest when both fading states are equally likely. In contrast to this example
where the gains from joint coding are not negligible, we also plot in Fig. 9 the sum-capacity and sum-
rate achieved by independent coding for an EVS IFC with (h1, h2) = (0.5, 2.0) for which the rate
difference is very small. Thus, as expected, joint coding is advantageous when the variance of the cross-
link fading is large and the transmit powers are small enough to result in an EVS IFC. In the same
plot, we also compare the sum-capacity with the sum-rate achieved by a separable scheme for two US
IFCs, one given by (h1, h2) = (1.25, 1.75) and the other by (h1, h2) = (1.25, 3.75). As with the EVS
examples, here too, the rate difference between the optimal joint strategy and the, in general, sub-optimal
independent strategy increases with increasing variance of the fading distribution.
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One can similarly compare the performance of independent and joint coding for two-sided EVS and
US IFCs. In this case, the more general HK scheme needs to be considered in each sub-channel for the
independent coding case. In general, the observations for the one-sided also extend to the two-sided IFC.
Finally, we demonstrate sum-rates achievable by Theorem 7 for a hybrid one-sided IFC. As before,
for computational simplicity, we consider a discrete fading model where the cross-link fading states take
values in a binary set {h1, h2} while the direct links are non-fading unit gains. Without loss of generality,
we choose (h1, h2) = (0.5, 2.0) and assume P 1 = P 2 = P . The sum-rate achieved by the proposed
HK-like scheme, denoted R(HK)sum , is determined as a function of the probability p1 of the weak state h1.
For each p1, using the fact that a hybrid IFC is by definition one for which the EVS condition is not
satisfied, we choose P (p1) = P
EV S
max (p1)+ 1.5 where P
EV S
max (p1) is the maximum P for which the EVS
conditions hold for the chosen p1 and (h1, h2).
In Fig. 10(a), we plot R(HK)sum as a function of p1. We also plot the largest sum-rate outer bounds R(OB)sum
obtained by assuming interference-free links from the users to the receivers. Finally, for comparison, we
plot the sum-rate R(Ind)sum achieved by a separable coding scheme in each sub-channel. This separable
coding scheme is simply a special case of the HK-based joint coding scheme presented for hybrid one-
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Fig. 10. Sum-Rate vs. p1 for HK-based scheme and Separable coding scheme and plots of optimal power fractions for HK-based
scheme.
sided IFCs in Theorem 7 obtained by choosing α∗H = 0 and α∗H = 1 in the strong and weak sub-channels,
respectively. Thus, R(Ind)sum ≤ R(HK)sum as demonstrated in the plot. In Fig. 10(b), the fractions α∗h1 and
α∗h2 in the h1 (weak) and the h2 (strong) states, respectively, are plotted. As expected, α∗h2 = 0; on the
other hand, α∗h1 varies between 0 and 1 such that for p1 → 1, α∗h1 → 1 and for p1 → 1, α∗h1 → 1. Thus,
when either the weak or the strong state is dominant, the performance of the HK-based coding scheme
approaches that of the separable scheme in [30].
VII. CONCLUSIONS
We have developed the sum-capacity of specific sub-classes of ergodic fading IFCs. These sub-classes
include the ergodic very strong (mixture of weak and strong sub-channels satisfying the EVS condition),
the uniformly strong (collection of strong sub-channels), the uniformly weak one-sided (collection of
weak one-sided sub-channels) IFCs, and the uniformly mixed (mix of UW and US one-sided IFCs)
two-sided IFCs. Specifically, we have shown that requiring both receivers to decode both messages, i.e.,
simplifying the IFC to a compound MAC, achieves the sum-capacity and the capacity region of the EVS
and US (one- and two-sided) IFCs. For both sub-classes, achieving the sum-capacity requires encoding
and decoding jointly across all sub-channels.
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In contrast, for the UW one-sided IFCs, we have used genie-aided methods to show that the sum-
capacity is achieved by ignoring interference at the interfered receiver and with independent coding
across sub-channels. This approach also allowed us to develop outer bounds on the two-sided UW IFCs.
We combined the UW and US one-sided IFCs results to develop the sum-capacity for the uniformly
mixed two-sided IFCs and showed that joint coding is optimal.
For the final sub-class of hybrid one-sided IFCs with a mix of weak and strong sub-channels that do
not satisfy the EVS conditions, using the fact that the strong sub-channels can be exploited, we have
proposed a Han-Kobayashi based achievable scheme that allows partial interference cancellation using
a joint coding scheme. Assuming no time-sharing, we have shown that the sum-rate is maximized by
transmitting only a common message on the strong sub-channels and transmitting a private message in
addition to this common message in the weak sub-channels. Proving the optimality of this scheme for
the hybrid sub-class remains open. However, we have also shown that the proposed joint coding scheme
applies to all sub-classes of one-sided IFCs, and therefore, encompasses the sum-capacity achieving
schemes for the EVS, US, and UW sub-classes.
Analogously with the non-fading IFCs, the ergodic capacity of a two-sided IFC continues to remain
unknown in general. However, additional complexity arises from the fact that the sub-channels can in
general be a mix of weak and strong IFCs. A direct result of this complexity is that, in contrast to the
non-fading case, the sum-capacity of a one-sided fading IFC remains open for the hybrid sub-class. The
problem similarly remains open for the two-sided fading IFC. An additional challenge for the two-sided
IFC is that of developing tighter bounds for the uniformly weak channel.
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