INTRODUCTION
Infrastructure systems affect development directly or indirectly depending on their structure, type, quality and quantity. Transportation infrastructure is one of the most important types of infrastructure since the improvements in transportation infrastructure has tangible and intangible benefits to economy such as reducing costs, increasing productivity and outputs.
Investment in transportation infrastructure contributes to economic development directly by lowering transportation costs and facilitating trade. Services provided by transport infrastructure are fundamental to economic activities due to enhanced mobility of goods and services. Lower costs and ease of access to markets causes a range of sectoral, spatial and regional developments from the private sector point of view 8 M. A. Beyzatlar, Y. R. Kuştepeli (Aschauer, 1989; Munnell, 1990; Gramlich, 1994; Bougheas, et al. 2000) . Improvements in transportation cause increased accessibility, specialization and market expansion thus causing increasing returns to scale and spatial agglomeration effects as well as innovation. As a result, total factor productivity and GDP growth increases (Bougheas et al., 2000; Lakshmanan, 2007) . The effects of transportation infrastructure to economic development are argued to be more interpretable in developing countries rather than developed countries (Zhou, Yang, Xu and Liu, 2007) .
The aim of this paper is to analyze the relationship between the transportation infrastructure and economic growth in Turkey for the period . Empirical analysis is carried through time series analysis; cointegration tests with and without structural breaks.
The rest of the paper is organized as follows: the second section provides the literature survey, while the third section consists of data and methodology and the fourth section shows the empirical results. The last part concludes the paper with interpretation of the findings and policy implications.
LITERATURE SURVEY
The relationship between transportation infrastructure and economic growth has been analyzed in many studies for regions, countries and continents by using production function or cost function approaches. The theoretical framework which argues that improvements in transportation infrastructure has positive effects on economic development, is supported with many empirical studies where transportation infrastructure is measured by highway lengths, railway lengths, transportation spending per capita and transportation capital such as water and sewer, electricity and gas, hospitals and passenger rail stations. These measures are selected according to the observed area (local, county or national). The improvement measures regarding economic development are generally per capita income, growth, investments (e. g. foreign direct investment, manufacturing industry), manufacturing costs, productivity, and rate of return, output, employment, and labor force. The evidence from empirical studies shows, in general, a positive relationship between transportation with all its components (investment, infrastructure) and development (productivity, economic growth, quality). There is a vast amount of literature on the relationship between transportation infrastructure and economic development. Therefore, Table A1 shows some selected studies with respect to infrastructure and development measures, observed area, period and results, while these studies are briefly summarized below.
Most of the research dealing with the economic effect of transport infrastructures has relied on the estimation of aggregated Cobb-Douglas production function. The initial novelty of including public capital as an input, along with labor and private capital, put aside many of the econometric problems that had been identified in the estimation of production functions, both at the firm level or on the aggregate. Therefore, in the first generation of studies on the effect of public infrastructure, the specification commonly used is a Cobb-Douglas production function estimated by OLS, despite the well-known econometric problems posed by this type of production function estimation (Griliches and Mairesse, 1998).
Production function approach has been first used by the most known researcher of that topic, Aschauer, also the pioneer of the relationship between infrastructure and development. Aschauer (1989) investigates the effects of public capital on the productivity of private sector. The results indicate that the elasticity of private sector productivity with respect to public capital is positive. Munnell (1990) also finds a positive (elasticity of 0.35) relationship between transportation investment and private sector productivity. Munnell and Cook (1990) investigate the impact of highways on Gross State Product (GSP) where they show that the elasticity of GSP with respect to highways 0.06 on the positive side. Duffy-Deno and Eberts (1991), Eisner (1991) , Garcia-Mila and McGuire (1992) and Moonmaw, et al. (1994) similarly obtain positive relationships between transport infrastructure and per capita income by using production function approach. Jones (1990) , Mofidi and Stone (1990) and Reynolds and Maki (1990) Fernald (1999) show that increases in highways raise manufacturing industry employment and productivity growth.
Berndt and Hansson (1992), Lynde and Richmond (1993) , Seitz (1993) , Nadiri and Mamuneas (1994), Conrad and Seitz (1994) and Boarnet (1996; 1998) use cost function approach for the investigation of the relationship between transport measures and development for Sweden, United Kingdom, West Germany and USA. The common finding of these studies is that the effects of transport measures are cost reducing elements.
Bougheas, Demetriades and Mamuneas (2000) also introduce infrastructure as a cost reducing technology in their cross country study and according to their approach, transportation infrastructure cause specialization and long run growth. Infrastructure as a technology which reduces costs in the production of intermediate inputs has more impact rather than as an input in the production of final goods. Bougheas, et al. (2000) argue that variation across countries is an important criterion due to the lack of infrastructure in less developed countries and abundance of infrastructure in developed countries.
Boopen (2006) and Zhou, Yang, Xu and Liu (2007) examine the growth impact of transportation capital for developing countries of Africa and China, respectively. The former study uses a Cobb Douglass production function which regress total output on labor, physical capital and transportation capital. The findings show that investment in transportation capital is more productive than investment on average in Africa. The second paper investigates China with regional perspective. The correlation matrix for highways, growth and exports shows that highway construction has significant and positive effect on economic growth. The study also stresses that the quality and the quantity of transportation infrastructure is crucial in terms of its contribution to economic development.
DATA AND METHODOLOGY
The data set for the analysis consists of three parts. The first part is infrastructure data (highway lengths in km, railway lengths in km, share of transport in fixed capital investment) which is obtained from the Canning database 13 and Turkish State Railways and General Directorate of Highways. The second part, labor data (labor force) and the third part, economic measurement data, (real GDP per capita), are obtained from OECD database 2 . All of the data is annual and covers the period 1970-2006. In the light of the literature on the relationship between infrastructure and economic growth, a Cobb-Douglass production function model is used as the econometric model for this analysis: (1) where GDP is the per capita GDP, A is total factor productivity, HW is the highway lengths in km, RRW is railway lengths in km, LF is the labor force, TS is the transportation share in fixed capital investment and U is the error term of the regression equation. To estimate and interpret the coefficients β 1 , β 2 , β 3 and β 4 , the natural logarithms of both sides of the model is taken to get. (2) In line with the theory, we expect β 1 , β 2 , and β 4 to be positive. Increases in highways and railways in length and investment in transportation help the cost of production to fall and lead to a rise in output. β 3 could be positive or negative depending on the productivity of the labor force which depends on many factors such as education, human capital etc.
Time series analysis requires that the variables are stationary or not. For example, for cointegration tests the variables should be non-stationary and integrated of the same order because the tests may falsely give evidence of cointegration if one or more of the variables are stationary. The time series properties of the variables are determined by the use of ADF (Augmented Dickey-Fuller), Phillips-Perron and KPSS unit root tests. We use these three different tests to check the robustness of the results. ADF is more efficient in large samples whereas KPSS is in small samples. KPSS and ADF tests should support each other, if the fractional stationarity does not exist. The rejection frequency of the ADF test falls dramatically in the presence of a break in the cointegration vector (Gregory and Hansen, 1996b ). In addition, auto-regressive process is suitable for ADF but moving average process fits Philips-Perron (PP) unit root test.
After the unit root tests, we conduct the Engle-Granger two-step cointegration test which does not take structural breaks into account. The Engle-Granger test applies ADF unit root test on the residuals of the equation with variables that are integrated of the same order. If the residuals are stationary, then the variables in question are cointegrated. Johansen-Juselius cointegration test is also performed to compare and add a new dimension to the results of Engle-Granger two-step cointegration test. Johansen-Juselius approach provide the possibility of multiple cointegration relationships. This test offers trace and maximum Eigen-value statistics for the rejection of the hypotheses.
As the data covers 37 years, the existence of structural breaks should also be investigated to make the analysis more robust. The Zivot-Andrews unit root test takes the structural breaks into account endogenously. This unit-root test has three models, which are shown below:
Zivot-Andrews actually follow the Perron's ADF testing strategy and use during testing the unit root regression equations. Their three model unit root testing differs with the exception of is to increase in absolute value the magnitude of the t statistic for testing . According to model A for a one time change in the level of the series, which is called crash model by Perron, this model detects the mean break, i.e the change in the intercept of the trend function at break time. Model B covers the change in the slope of the trend function occurring at break time, which is called changing growth by Perron, detecting the slope break. The last model C detects changes in both mean and slope at the break time. In these models, DU and DT are dummy variables that respectively capture a break in mean and slope occurring at the break time. The break point is TB where if , and zero otherwise. DT is equal to ( ), if ( ) and zero otherwise. The null hypothesis is rejected if the coefficient is statistically significant. Each model is estimated by ordinary least squares (OLS) with the break fraction . For each value of , the number of extra regressors, k is determined using the model selection criterions and the t-statistics for testing is computed.
Based on the results of this test, the long run relationship between the relevant variables is tested by the Gregory-Hansen cointegration test. The null hypothesis of Gregory-Hansen cointegration test is similar to the Engle-Granger test and the effect of an unknown structural break year is included by three types of models which are; shift in intercept (model C as level shift), shift in trend (model C/T as level shift with trend) and both trend and intercept shifts (model C/S as a regime shift).
Standard cointegration model with trend and no structural break can be shown as:
The motivation for this test is that there may be occasions in which the researcher may wish to test that cointegration holds over some (fairly long) period of time, but then shifts to a new 'long-run' relationship (Gregory and Hansen, 1996b). Gregory and Hansen treat the timing of this shift as unknown. The general kind of structural change considered in Gregory and Hansen (1996a) permits changes in the intercept and/or changes to the slope coefficients but not the trend coefficient .
To model the structural change, they define the dummy variable; (7) (8) where the unknown parameter denotes the (relative) timing of the change point, and [] denotes integer part. The level, level shift with trend and regime shift alternatives are:
(9) (10) (11) In this case and are the intercept, slope coefficients and trend coefficient respectively before the regime shift and and are the corresponding coefficients changes after the break. For each , the above models are estimated by OLS, yielding the residuals . From these residuals, the ADF test statistics and the Phillips' (1987) test statistics are estimated. statistics are acquired at the breaking point where the minimum ADF is found. Next, the null hypothesis of no co-integration is tested by using the smallest values of these statistics in the possible presence of breaks.
After Gregory-Hansen cointegration test, break years are used to estimate the coefficients by Stock-Watson (1993) Dynamic OLS model: (12) Highway and railway infrastructure, real income …
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The dummy variables D1 and D2 are determined according to the break years. As there are four independent variables in this study, the Stock-Watson Dynamic OLS model becomes:
(13)
EMPIRICAL RESULTS

Unit Root and Cointegration Testing without Structural Break
The results of unit root test (ADF, PP, and KPSS) are shown in Table 1 . According to the ADF and PP tests, all of the variables have one unit root (i.e. integrated of order one, I (1)), but KPSS test signals that the effect of structural breaks should be examined. For the analysis without structural breaks, we conclude that all variables are I (1). Table 2 . According to the first step, the ADF test for the residuals (unit root test) signals that the null hypothesis that the residuals have a unit root is rejected. This means that there is no long run relationship between the variables. The possibility of spurious results is ruled out as R-squared is less than the Cointegration Regression Durbin Watson (CRDW). The possibility of cointegration in the long run increases when CRDW is greater than R-squared.
The second step is the error correction mechanism (ECM), where the first differences of the variables and the residuals in period t-1 are included in the estimation. The magnitude of the residual is the derivation from long-run equilibrium in period (t-1). The coefficient of residuals in period (t-1) is found to be -0,132, which indicates that the ECM is working and there is a short run relationship between the variables. All of the independent variables have positive coefficients with only the share of transport in fixed capital investment being statistically significant. Note: * , ** , and *** indicate the rejection of null hypothesis at 10%, 5% and 1% significance levels, respectively. Critical values are based on MacKinnon (1991) and at 5% significance level are -4.413; models include constant and no trend; k is the lag length used in the test for each series and number of lags are determined according to the AIC and given in parenthesis.
After determining the appropriate lag length by Akaike Information Criterion (AIC) and Schwarz Bayesian Criterion (SBC), Johansen-Juselius cointegration procedure is applied on the variables. Table 3 below reports the results of this test. The t-values in parentheses show that except railway length all of the variables affect real GDP per capita positively, with the exception of the coefficient of labor force being statistically insignificant.
Unit Root and Cointegration testing with Structural Break
To investigate the possibility of structural breaks, Zivot and Andrews (1992) test is applied over the period 1970-2006. The results presented in Table 4 , reporting the minimum t statistics and their corresponding break times, confirm the results of the previous tests that all series are I(1). Break points coincide with the Military Coup years; 1980 for GDP per capita and 1982 for highways. For railways, labor force and transportation share in fixed capital investment; break points are 1988, 1993 and 1994, respectively which seem to coincide with the economic crisis. Note: * , ** , and *** indicate the rejection of null hypothesis at 10%, 5% and 1% significance levels, respectively. Critical values at 1%, 5% and 10% significance level are -5.57, -5.08 and -4.82 respectively (Zivot and Andrews, 1992) , k is the lag length used in the test for each series and selected criteria based on AIC, t statistics of the related coefficients are given in parenthesis. Gregory and Hansen (1996) extended the Engle-Granger cointegration test to allow for breaks in either just the intercept or both the intercept and trend of the cointegrating relationship at an unknown time. As stated by Gregory and Hansen (1996) , their testing procedure is of special value when the null hypothesis of no cointegration is not rejected by the conventional tests. The results of this test (Table 5) shows that for all models there is evidence of a cointegration with the exception the results of . Note: * , ** , and *** indicate the rejection of null hypothesis at 10%, 5% and 1% significance levels, respectively. Critical values for ADF and at 5% significance level is -6.84, and for is -88.47 respectively (Gregory and Hansen, 1996) .
We then proceed to Stock and Watson Dynamic OLS model shown in (13) to estimate the coefficients of cointegrated variables. The estimation results are presented in Table 6 . It can be seen that highway length and labor force has a negative and significant relationship with income while railway length affects it positively but the coefficient is not statistically significant. The coefficient of the share of transportation in fixed capital investment is both positive and significant as expected. Note: The numbers in parentheses are the t-statistics for the. *, ** and *** denotes the rejection of null that the corresponding coefficients are zero at 10%, 5% and 1% significance levels respectively. Dummy variables are as follows D1 t is 0 up to 1982 and 1 thereafter, and D2 t , D3 t , D4 t and D5 t are 0 up to 1994 and 1 thereafter.
Overall Results
When the empirical results from cointegration analysis without and with a structural break are considered, we see that the effects of highway length, railway length and labor force on real GDP per capita are contradictory. The results are summarized in Table 7 . The effect of share of transportation in fixed capital investment is positive and significant all through. 
CONCLUSION
This paper analyzes the relationship between the transportation infrastructure and economic growth in Turkey for the period 1970-2006. In order to determine the features of this relationship, cointegration tests with and without structural breaks are applied through time series dimension. The results obtained rom Engle-Granger, JohansenJuselius, Gregory-Hansen and Stock-Watson procedures show that while the effects of highway length, railway length and labor force on real income per capita vary across tests with respect to sign and statistical significance, the effect of share of transportation in fixed capital investment is positive and significant for all tests.
These results can be interpreted as follows. The amount and type of investment in transportation rather than length of infrastructure (highways and railways), is crucial for increasing real GDP per capita. As an example, public investment on highway infrastructure in Turkey was on average 2.36 % of the government budget for 1970-2005. Highway length in kilometers increased from 59,000 kms in 1970 to 61,000 kms in 2005 (Kuştepeli, Gülcan, Akgüngör, 2008) . The effects of transportation on real economic activities in manufacturing and service based sectors have visible benefits such as time consumption in shipping of both raw materials, semi-finished goods and produced goods. In that sense, private and public policies toward transportation infrastructure should target investments and improvements in the quality and quantity of transportation.
More generally, the results indicate that there is a (positive) relationship between the transportation infrastructure and real GDP per capita. Models designed to assess this relationship should be formed in a scrutinized manner in terms of economic theory, econometric and empirical tools.
Future research should be directed at explaining transportation infrastructure effects on different measures more directly related to up-to-date issues such as innovation performance, social network analysis, and online economic activities. Regional and national properties such as geographical characteristics, information systems play an important role and thus should be taken into account. Applying econometric methodology with cross-section dimension could supply more comparable results for policy implications; however this would only be possible whenever statistical institutions produce consistent time series data across countries.
