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Advances in our understanding of natural image statistics and of gain control within the retinal circuitry are
leading to new insights into the classic problem of retinal light adaptation. Here we review what we know
about how rapid adaptation occurs during active exploration of the visual scene. Adaptational mechanisms
must balance the competing demands of adapting quickly, locally, and reliably, and this balance must
be maintained as lighting conditions change. Multiple adaptational mechanisms in different locations
within the retina act in concert to accomplish this task, with lighting conditions dictating which mechanisms
dominate.Introduction
Our everyday visual experience relies on the ability to discrimi-
nate subtle differences in contrast, spatial position, and color.
Indeed, ourwell-being inmany casesdepends ondetecting rapid
changes in these image properties. Further, wemust detect such
changes across diverse lighting conditions. The most obvious
changes occur as the sun rises and sets; the mean light intensity
on a moonless night is a factor of at least 109 less than that on
a bright sunny day. But the visual system must also handle the
much more rapid, though smaller, changes in light inputs
produced as the eyes move from one location to another within
a single visual scene.
Much of the early, classical work on retinal adaptation focused
on mechanisms that adjust visual sensitivity to accommodate
day/night changes in light intensity. These include changes in
pupil size, changes in the photopigment content of the rods
and cones (Dowling, 1960, 1963; Burkhardt, 1994), and a shift
from cone- to rod-mediated vision (reviewed by Walraven
et al., 1990). Recent work has focused on the neural mechanisms
mediating changes in the gain of both the phototransduction
process in the photoreceptors and the circuitry reading out the
photoreceptor signals.
Neural mechanisms are particularly well suited to provide the
rapid adaptation required for efficient encoding of the range of
inputs encountered during exploration of single visual scenes.
These adaptational mechanisms operate across the visual hier-
archy, in the retina and in visual cortex (reviewed by Kohn, 2007).
They are sensitive to different aspects of the light inputs,
including the mean light intensity, the range of fluctuations rela-
tive to the mean (i.e., contrast), and more specific aspects of the
spatial context in which an object is viewed. A similar diversity of
inputs poses a challenge for neural coding by other sensory
systems and other neural circuits; thus, the insights gained
from understanding how visual adaptation works will improve
our general understanding of neural function.
Here we review how fast adaptational mechanisms enhance
the retina’s ability to encode single visual scenes and thus
promote visually guided behavior. Our focus is on primate retina
and behavior. We emphasize the general challenges created byactive exploration of a visual scene, as opposed to the require-
ments of adapting to the much slower variations in mean
intensity produced by the day/night cycle. We then describe
behavioral and physiological work that shows how some of
these challenges are met. Finally, we emphasize some issues
that deserve more attention. Throughout we will use ‘‘gain’’ to
refer to the amplitude of the physiological response to a physical
signal of fixed strength and ‘‘adaptation’’ to refer to changes
in gain.
Statistics of Natural Images and Constraints
on Adaptation
Adaptation permits the nervous system to make effective use of
the limited range of neural responses to encode widely varying
inputs such as those encountered in everyday visual scenes.
This wide range of inputs poses a significant challenge for any
imaging device.
Limitations of Digital Cameras
Figure 1 illustrates the inability of a standard digital camera to
cope with the range of inputs encountered in a typical visual
scene; the camera fails because each pixel is capable of encod-
ing only 256 intensity values, much less than the several thou-
sand-fold range of intensity values typical of many natural
scenes. Figures 1A and 1B show images of the same scene at
two different exposure settings. With a long exposure, the
camera captures details in the shadows but is saturated by
bright regions like the grass in the background. With a short
exposure, structure in the shadows is lost due to discretization,
while structure in the grass is captured.
Multiple approaches can help to mitigate this problem. For
example, high dynamic range imaging combines pictures taken
at multiple exposure settings (as in Figures 1A and 1B) into
a single image that captures more fully the entire range of light
inputs in a scene. Variants of such techniques have been around
for more than 150 years (Rosenblum, 1997). Ansel Adams’
photographs—showing sharp contrastive detail at many spatial
scales and over a large range of intensities—were produced by
tailoring the intensity range within each region of the scene to
the response range of the photographic film and paper. TheseNeuron 64, December 10, 2009 ª2009 Elsevier Inc. 605
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cameras because they require either multiple exposures of
the identical image, considerable sophistication of the user, or
specialized hardware for matching the local image content to
the range of available pixel values.
Biological Vision: Local versus Global Adaptation
Biological vision faces similar challenges. Visually guided
behavior relies on the ability of the retina to solve the problem
of matching the range of intensity levels in an image to the
operating range of the available neural machinery. The output
cells of the retina—the retinal ganglion cells—have a response
range not too different from the 256 levels of an 8 bit digital
camera. Weak input signals produce too small a change in
response to be encoded reliably given neural noise, while strong
inputs saturate a cell’s firing rate. Approaches to the problem of
encoding a large input range like those used in photography are
not viable. Indeed, the visual system uses a different approach
altogether—by relying on local rather than global adaptational
mechanisms.
The problem of neural adaptation has long been viewed as one
of matching a cell’s stimulus-response relation to the range of
environmental signals encountered (Barlow, 1961). Laughlin
formalized this intuitive description into a predictive rule based
on making optimal use of the range of signals a cell can produce
to encode its inputs (Laughlin, 1981). Assuming stimulus-inde-
pendent additive noise, the efficiency of neural coding is maxi-
mized by a stimulus-response relation that makes each possible
response equally likely given the distribution of input signals
(e.g., Figure 1C).
Laughlin’s rule, however, does not specify either the spatial

























Figure 1. Local Adaptation Is Required to
Encode Typical Visual Scenes
(A and B) Images of the same scene taken with
a standard digital camera with a long (A) and
a short (B) exposure setting. Images are raw
camera output. Neither exposure setting captures
the full range of intensities in the original image.
(C) Stretching the stimulus-response relation by
rescaling the x axis can compensate a shift in
mean light intensity and hold the distribution of
neural responses fixed.
(D) Stretching the stimulus-response relation
about its midpoint can compensate changes in
the contrast or width of the stimulus distribution.
Dashed lines in (C) and (D) identify equivalent
points on the stimulus distributions.
are to be matched or the dynamics with
which the matching should occur.
A single, global gain setting—no matter
how sophisticated in matching inputs
and outputs—is of limited use for the
problem illustrated in Figures 1A and 1B.
To be effective in the context of visual
scene encoding, Laughlin’s rule must be
applied locally, enhancing the encoding
of local input variations at the cost of
sensitivity to more global changes.
Furthermore, it must be applied dynamically so that the stim-
ulus-response relation is updated when the local inputs to
a cell change.
Mean and Contrast Adaptation
Laughlin’s rule specifies the optimal relationship between a
cell’s stimulus-response relation and the entire distribution of
input signals. Natural images have considerable structure in
many different statistical moments of the intensity distribution
(reviewed by Simoncelli and Olshausen, 2001). Of particular
importance for rapid adaptation in the retina are the first two
statistical moments: the mean intensity and contrast.
The mean and contrast are not properties of single pixels of an
image; as a consequence, their definition depends on the spatial
and temporal sampling properties of the mechanism under
consideration. Two separate notions of neurally defined contrast
are of particular importance for retinal adaptation. First, many
cells encode contrast due to the differentiation of inputs in
both time and space produced by their receptive field. Second,
adaptational mechanisms sample inputs over space and time
and adjust neural gain according to themean and contrast within
this spatiotemporal window. The latter sampling window does
not have to be the same as a given cell’s receptive field. For
example, adaptation of a retinal ganglion cell could be inherited
from upstream cells with smaller (e.g., photoreceptors) or larger
(e.g., some classes of amacrine cells) receptive fields. The
sampling properties of retinal adaptational mechanisms are
incompletely understood, an issue we return to below.
When defined for spatial regionswith a range of sizes including
those of most ganglion cell receptive fields, mean and spatial
contrast vary by factors of 1000 or more across images like
those in Figure 1 (Frazor and Geisler, 2006). Efficient coding606 Neuron 64, December 10, 2009 ª2009 Elsevier Inc.
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output relation to compensate for these local changes in mean
and contrast.
The required changes in the stimulus-response relation differ
considerably for mean and contrast adaptation (Figures 1C
and 1D). If a given distribution of surface reflectances is viewed
at two different illumination levels, the result is a scaling of the
intensity in each spatial region by a constant factor equal to
the ratio of the illumination levels (Figure 1C). This scaling
changes both themean and variance of the stimulus distribution,
but the contrast—i.e., the standard deviation divided by the
mean—remains constant. Stretching the x axis of the stimulus-
response relation by the ratio of the illumination levels will keep
the distribution of responses constant. This constancy can be
appreciated by noting that the correspondence between a given
point in the stimulus distribution and in the stimulus-response
relation is unaltered when the x axis of each is scaled by the
same factor (e.g., dashed lines in Figure 1C).
If the variance of the distribution of reflectances changes at
a constant illumination level, the mean of the stimulus distribu-
tion remains constant but the stimulus variance and contrast
change. In this case, the changes in stimulus distribution can
be matched by stretching the stimulus-response relation about
its midpoint (Figure 1D). Such a stretching will again retain the
correspondence between a point in the stimulus distribution
and the stimulus-response relation (e.g., dashed lines in
Figure 1D).
Local contrast adaptation can also serve to create an efficient
representation of natural images (Ruderman and Bialek, 1994;
Schwartz and Simoncelli, 2001). Natural images are highly
structured—i.e., the intensity in one region can be partially
predicted from the intensities in surrounding regions of an
image. Removing such statistical redundancy can produce a
more compact or efficient representation. The nonlinear process
of local contrast adaptation is much more effective in removing
such statistical structure than linear operations such as center-
surround filtering (Shapley and Enroth-Cugell, 1984).
Eye Movements Necessitate Rapid Adaptation
Active sampling of the visual environment through eye move-
ments (reviewed by Yarbus, 1967) complicates the task of
local adaptational mechanisms. To image successively different
regions of the visual scene on a high-resolution region of the
retina such as the fovea requires rapid and large eyemovements.
In humans, such saccades cause substantial changes in eye
position every few hundred milliseconds. During the fixation
periods between saccades, the eyes make smaller, largely
random, movements. Thus, the input signals encountered are
never constant but instead vary during a fixation due to local
spatial contrast and abruptly change following a saccade.
Saccades from dark to bright regions of a scene or from regions
with little spatial structure to high spatial structure can cause the
mean intensity or contrast encountered by a visual neuron to
increase by a factor of 1000 or more, as described above.
Although these are extreme changes, they are exactly the kind
of changes likely to be encountered when searching a new visual
environment for interesting or important objects. Maintaining
visual sensitivity under such conditions is of clear behavioral
importance.Both the mean intensity and the contrast encountered in
successively sampled patches of an image can be largely uncor-
related across fixations, particularly when exploring (i.e., when
saccades are relatively large) rather than focusing attention on
a single object or image area (Frazor andGeisler, 2006). The rela-
tively short fixation period and lack of substantial correlation of
the inputs between fixations requires that adaptation operate
quickly to be useful—i.e., adaptation should act more quickly
than the typical 200–600 ms fixation time.
Relating Behavioral and Physiological Measures
of Adaptation
The previous section describes the task faced by adaptational
mechanisms in encoding natural inputs. Most behavioral and
physiological studies use much simpler—and more easily quan-
tified—stimuli. Such work has provided numerous insights into,
but not a complete understanding of, the issues raised above.
Adaptation to the Mean Light Intensity:
Threshold-versus-Intensity Curves
The effect of background lights on behavioral sensitivity has
classically been described by plotting the strength of a just-
detectable flash against the intensity of the background
(reviewed by Barlow, 1965; Shapley and Enroth-Cugell, 1984;
Donner, 1992). Figure 2 shows examples of such threshold-
versus-intensity curves for rod (Figure 2A, crosses) and cone
(Figure 2B, crosses) vision. At very low light levels, behavioral
threshold is independent of background light. Behavioral thresh-
olds for rod vision begin to increase for backgrounds that
produce as few as 1–2 absorbed photons per 1000 rods per
second. For cone vision, the increase begins near 20–50 photons
per cone per second. For small, brief flashes, threshold increases
in proportion to the square root of the background—forming the
Rose-DeVries region of the threshold-versus-intensity curve
(Rose, 1942, 1948; de Vries, 1943). The clarity and even presence
of a Rose-DeVries region depends on stimulus parameters; for
example, larger or longer duration test flashes cause threshold
to rise more steeply than the square root of the background
(e.g., Aguilar and Stiles, 1954; Barlow, 1957). At higher back-
ground light levels, threshold increases proportionally with the
background—forming the Weber region of the curve (Figure 2B;
slope = 1).
Although the different regimes of behavioral threshold-versus-
intensity curves like those in Figure 2 are well established, their
physiological basis is not. Behavioral threshold is determined
by a combination of the gain of the physiological response to
light and the noise that obscures this signal; thus, an increase
in threshold could be due to a decrease in gain (i.e., adaptation)
and/or an increase in noise. Most physiological studies have
focused on how background lights affect the gain of neural
responses but have neglected their effect on noise. This makes
comparison between physiology and behavior ambiguous.
Below we step through each region of the threshold-versus-
intensity curves with this issue in mind. In discussing the factors
limiting visual threshold, we emphasize rod vision becausemuch
more is known about it.
‘‘Dark Light’’ Region. The region in which threshold is indepen-
dent of background is the region that has been most convinc-
ingly tied to physiological mechanisms. This region correspondsNeuron 64, December 10, 2009 ª2009 Elsevier Inc. 607
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for this region is that intrinsic noise in the retina creates a ‘‘dark
light’’ indistinguishable from real light input (von Goethe, 1810;
Fechner, 1860; von Helmholtz, 1867; Barlow, 1956). Dark light
sets the threshold in the absence of background light. Back-
grounds weaker than the dark light do not increase threshold
because the photon noise that they produce is overwhelmed
by the intrinsic noise (‘‘dark noise’’ hereafter) associated with
the dark light. For the same reason, these weak backgrounds
cannot produce neural adaptation. Spontaneous activation of
rhodopsin in the rod photoreceptors generates noise events
indistinguishable from those produced by photon absorption
(Baylor et al., 1980, 1984); it has been suggested that these
events account for the dark light, although this association is
tenuous (Field et al., 2005).
Rose-DeVries Region. Background lights necessarily produce
noise due to the quantal nature of light (photons) and associated
statistical fluctuations in the number of photon absorptions
produced by a background of fixed mean intensity. The transi-
tion from the dark light to the Rose-DeVries region of the
threshold-versus-intensity curve is believed to occur when the
quantal fluctuations begin to exceed the level of the dark noise.
However, it is unclear how such ‘‘photon noise’’ produces its
effect on visual threshold.
One possibility is that the increase in behavioral threshold in
the Rose-DeVries region is caused by photon noise obscuring
the test stimulus without any accompanying adaptation
(Figure 2C, black traces). The dependence of threshold on the
square root of the background would then be a natural conse-
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Figure 2. Effect of Backgrounds on Rod-
and Cone-Mediated Behavioral Responses
(A andB) Crosses plot the strength of a just-detect-
able flash in a light-adapted eye against back-
ground. Diamonds and squares show the strength
of flashes presented to a light-adapted eye that
match in apparent brightness each of two different
standard flashes presented to the other, dark-
adapted eye. Threshold and brightness matching
data fall on roughly linear segments when plotted
on a log-log scale.
(C) Simulated responses illustrating that the slope
1/2 portion of the threshold curve can be explained
either by an increase in noise (black) or a decrease
in gain (red).
(D) The matching experiment should be insensitive
to changes in noise alone and thus provide a more
direct probe of changes in neural gain. Adapted
with permission from Brown and Rudd (1998).
of photons at the retina. As the back-
ground intensity is increased, the strength
of a just-detectable flash would also need
to increase to compensate for the
increased photon noise. This scenario is
attractive because of its simplicity.
Alternatively, the threshold increase in
the Rose-DeVries region could be due to
adaptation (Figure 2C, red traces). As
the background light is increased, the flash strength would
need to be increased to compensate for the reduced gain. These
possibilities are not exclusive: an increase in photon noise and
a decrease in neural gain could combine to produce the square
root threshold increase.
Two lines of evidence argue for changes in the gain of rod-
mediated signals—i.e., signals in the rods themselves or in
downstream neurons—in the Rose-DeVries region. First, behav-
ioral experiments in which the subject is asked to match the
perceived strength of two bright flashes, one superimposed on
a background and the other delivered from darkness, show
a similar square root dependence on background (Brown and
Rudd, 1998); the apparent brightness of a flash superimposed
on a background is determined by the ratio of the flash strength
to the square root of the background. The matching task differs
from a threshold-detection task in that photon noise from the
background should not influence the match for bright flashes
unless it produces adaptation (Figure 2D, bottom). Furthermore,
the effect of the background in such experiments does not trans-
fer from one eye to another, suggesting that the adaptational
mechanism responsible for the Rose-DeVries region has a
retinal, or at least monocular, locus. A square root dependence
of gain on background would have the desirable effect of
causing the ganglion cell spike responses to encode effectively
signal-to-noise ratio rather than signal strength. In other words,
a criterion response from a ganglion cell would be equally
discriminable at different background light levels (Brown and
Rudd, 1998).
Second, the spike responses of toad retinal ganglion cells at
low light levels exhibit a range of backgrounds over which flash608 Neuron 64, December 10, 2009 ª2009 Elsevier Inc.
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background intensity to produce a criterion response (Donner
et al., 1990). This differs from electrophysiological experiments
in mammalian retina, however, which show changes in the gain
of rod-mediated responses at low background light levels, but
with a steeper than square root dependence on background
intensity (Barlow and Levick, 1969; Enroth-Cugell and Shapley,
1973; Frishman and Sieving, 1995; Frishman et al., 1996; Dunn
et al., 2006). Furthermore, there may be differences in physiolog-
ical adaptation for different ganglion cell classes or across
different species. Establishing a tighter correspondence
between retinal gain changes and the behavioral Rose-DeVries
region will require (1) behavioral and physiological experiments
using identical or near-identical stimuli and (2) physiological
experiments in primate that target the parasol (magnocellular-
projecting) ganglion cells that dominate responses to dim lights
(Purpura et al., 1988).
Adaptation in the Rose-DeVries region raises several inter-
esting issues. First, the noise that limits behavioral threshold
could be introduced either before or after the site of adaptation.
This issue is of general importance: the location of the dominant
noise source in a circuit relative to the site of adaptation has an
important bearing on the impact of adaptation on threshold. In
particular, adaptational mechanisms that act on both signal and
noise do not change threshold (Figure 3, left), while mechanisms
that act only on signal do (Figure 3, right). Important sources of
noise in rod- and cone-mediated signals include the phototrans-
duction process (Baylor et al., 1984; Schneeweis and Schnapf,
1999) and synaptic transmission (Borghuis et al., 2009).
A second issue raised by Rose-DeVries adaptation involves
the nature of the computation governing adaptation. One possi-
bility is that the underlying mechanism is controlled directly by
noise in the neural responses and acts to hold such noise
constant. If the neural noise is dominated by photon noise
from the background light, such a mechanism would naturally
reduce gain in inverse proportion to the square root of the back-
ground intensity as a consequence of the square root depen-
dence of photon noise on intensity. Alternatively, adaptation
could be controlled by the mean neural response, rather than
noise. If the mean response is proportional to the background,
the square root dependence could be produced by amechanism
that scales gain inversely with the square root of the mean
response. In either case, larger or longer duration test spots
that produce little or no Rose-DeVries region apparently alter
these mechanisms or recruit other mechanisms that obscure
them (Aguilar and Stiles, 1954).
Behavioral threshold and brightness matching experiments on
cone vision also show a region with a square root dependence
on background (Figure 2B). The physiological basis of this region
is unclear and will not be discussed further here.
Weber Region. The Weber region—in which threshold
increases in direct proportion to the background—spans much
of normal daylight conditions. As such, Weber adaptation is
particularly critical for cone-mediated vision. Weber adaptation
serves to make the encoding of contrast in an image indepen-
dent of the intensity of the illuminating light (e.g., Figure 1C).
Such contrast coding accounts for the similar appearance of
printed text when viewed at different illumination levels–e.g.,indoors or under direct sunlight. Despite its importance, a mech-
anistic explanation of the Weber region is lacking.
The gain of the light responses of the cone photoreceptors
decreases proportionally with increases in background light for
modest to bright backgrounds (Tranchina et al., 1984; Schnapf
et al., 1990; Burkhardt, 1994; Schneeweis and Schnapf, 1999).
This decrease in the gain of cone responses could account for
the Weber range if the noise that sets behavioral threshold is
independent of background. The gain of the cone-mediated
responses of primate ganglion cells declines in proportion with
background over a similar range of intensities (Purpura et al.,
1990; Lee et al., 1990); this adaptation appears to be largely
inherited from the cones themselves (Dunn et al., 2007; Smith
et al., 2008).
Light adaptation is accompanied by changes in response
kinetics that are not revealed by threshold-versus-intensity
curves. In particular, cone-mediated responses of cones (Tran-
china et al., 1984; Dunn et al., 2007), horizontal cells (Lankheet
et al., 1991; Smith et al., 2001) and retinal ganglion cells (Lee
et al., 1990; Purpura et al., 1990) exhibit a pronounced speeding
in the Weber range. Again this speeding appears largely domi-
nated by adaptation in the cones themselves (Dunn et al.,
2007). The speeding is due to a preferential attenuation of low
temporal frequencies. Thus, low temporal frequencies of the
response followWeber adaptation, while high temporal frequen-
cies show little attenuation with increasing backgrounds. Behav-
ioral contrast sensitivity shows a similar dependence on
temporal frequency across the same range of backgrounds
(Lee et al., 1990), although comparison of the changes in the
kinetics in the neural and behavioral data is confounded by













Figure 3. Importance of the Location of Noise Relative to Site of
Adaptation
(A) If noise is introduced prior to the site of adaptation, the signal-to-noise ratio
of the output signals is not altered by adaptation since both signal and noise
are equally affected by any change in gain.
(B) If noise is introduced after the site of adaptation, the output signal-to-noise






















Figure 4. Independence of Adaptation to Mean Light Intensity and Contrast
(A) Responses to drifting sinusoidal gratingswith a range of mean intensities and contrastswere fit by twomodels: (1) a descriptivemodel in which the response to
each combination of mean and contrast was fit separately by a linear filter followed by a thresholding nonlinearity and (2) a separable model in which the filter was
constructed from a ‘‘base’’ filter (pink) that was then convolved with a mean filter (blue) and a contrast filter (green).
(B) Examples of filters for each of the twomodels in (A) for two values of mean intensity and contrast. The descriptive filters are in red and separable filters in black.
Adapted with permission from Mante et al. (2005).Contrast Adaptation
Adaptation to contrast involves multiple mechanisms operating
in retina and cortex. Little is known, however, about the relative
contributions of retinal and cortical mechanisms to behavioral
measures of contrast adaptation. The sites and properties of
retinal contrast adaptation are the subject of a recent review
(Demb, 2008), so here we only touch on a few key issues
related to those discussed above for adaptation to the mean
light intensity.
Contrast adaptation requires comparing inputs over time and/
or space. The constant small eye movements that occur within
a single visual fixation translate spatial image contrast into
temporal variations in both the inputs and responses of retinal
neurons. Most work on retinal mechanisms has focused on
how either spatiotemporal or purely temporal variations in input
alter the gain of cone-mediated responses (reviewed by Demb,
2008). Temporal contrast adaptation in the retina operates on
time scales ranging from well under a second to many tens of
seconds. Rapid contrast adaptation has two primary compo-
nents: one produced within bipolar cells (Rieke, 2001; Brown
and Masland, 2001; Baccus and Meister, 2002; Beaudoin
et al., 2007) and another by spike generation in the ganglion cells
(Rudd and Brown, 1996; Kim and Rieke, 2001; Zaghloul et al.,
2005).
What about image statistics other than the mean and
contrast? Bonin et al. (2006) argue that changes in higher-order
statistical properties invoke little or no adaptation. They synthe-
sized random stimuli in which the distribution of intensities at
a given point in space and time was drawn from a distribution
with a fixed mean but variable standard deviation, skew, or
kurtosis (the centered third and fourth statistical moments of
the intensity distribution). Responses of neurons in the cat lateral
geniculate nucleus exhibited rapid adaptation to changes in the
standard deviation, but not the higher-order moments. These
neurons receive input directly from retinal ganglion cells and
are thought to inherit adaptation from the retina. Thus, for the610 Neuron 64, December 10, 2009 ª2009 Elsevier Inc.conditions tested, this work suggests that rapid adaptational
mechanisms in the retina are primarily sensitive to the mean
and contrast of the light inputs. One caveat is that temporal
and/or spatial filtering prior to the site of adaptation could
dilute image structure associated with skew or kurtosis by
causing themechanism to average overmultiple samples. Image
structure associated with the higher moments of the image
distribution could also produce adaptation later in the visual
system or contribute to slower components of retinal adaptation
(Hosoya et al., 2005). Indeed, the kinetics of slow contrast
adaptation are sensitive to kurtosis, even though changes in
kurtosis without a change in contrast produce little or no adapta-
tion (Wark et al., 2009).
Several issues will need to be resolved to determine the contri-
bution of retinal contrast adaptation to behavior. First, a compar-
ison between physiology and behavioral threshold requires
understanding the properties of the dominant noise in the system
and how it is affected by contrast adaptation. A key issue in this
regard is whether the noise originates before or after the site of
adaptation (see Figure 3). Second, many aspects of behavior
depend on responses frommultiple ganglion cell types that likely
differ in their adaptational properties (Shapley and Victor, 1981;
Smirnakis et al., 1997; Chander and Chichilnisky, 2001). Third,
a better understanding of the properties of retinal and cortical
contrast adaptation will help design behavioral experiments
that invoke primarily one or the other type of adaptation.
Adaptation and Encoding of Naturalistic Inputs
The weak correlation between the mean and contrast across
different regions of natural images suggests that adaptation
to mean intensity and contrast should act independently.
Mante et al. (2005) tested this prediction by recording spiking
responses of neurons in the cat lateral geniculate nucleus as
they varied the mean and contrast of the light inputs. Figure 4
illustrates their approach and results.
The response properties at a given mean and contrast were
probed using grating stimuli of various temporal frequencies.
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Figure 5. Importance of Spatial Pooling for
the Reliability of Adaptation
(A and B) Simulated responses in rod (A) and cone
(B) photoreceptor arrays. Each pixel in each image
represents the average rod or cone voltage
response for a 200ms (rod) or 50ms (cone) period,
similar to the integration times for rod and cone
responses. Noise originates from Poisson fluctua-
tions in the number of absorbed photons and esti-
mates of the intrinsic noise introduced within the
rod and cone phototransduction cascades (Baylor
et al., 1984; Schneeweis and Schnapf, 1999).
Mean photon absorption rates are 0.5 R*/rod/s in
(A) and 300 R*/cone/s in (B).
(C) Simulations of responses of pools of 1, 25, and
1000 rods during two 600 ms fixations.
(D) Simulations of responses of pools of 1, 9, and
100 cones during two 200 ms fixations.These responses were fit with two models, one in which the
temporal kinetics of the response were described by a single
filter fit empirically to the data (Figure 4A, top), and another in
which the filter was constrained to be a combination of a basic
filter with separate mean and contrast adaptation components
(Figure 4A, bottom). If mean and contrast adaptation interact,
the first model shouldmore accurately account for themeasured
responses. The two models, however, produced very similar
temporal filters (Figure 4B) and accounted approximately equally
well for the responses. This result held across a broad range
of mean intensities and contrasts. Thus, the mean and contrast
exerted independent (i.e., separable) effects on the cells’
responses. This matches nicely the statistical properties of
natural images.
Despite the large body of work on adaptation, few studies
have directly tackled the issue of how adaptation enhances the
encoding of naturalistic inputs. Recent papers from Lesica
et al. (2007) and Mante et al. (2008) provide exceptions. Mante
et al. specifically focused on rapid adaptation. Mean and
contrast adaptation in the spiking responses of LGN neurons
were characterized using drifting gratings as in Figure 4. Both
forms of adaptation were assumed to pool inputs over a spatial
area equal to the receptive field center. The resulting model ac-
counted for60%of the variance of the responses to naturalistic
inputs, compared to 80% for the grating stimuli. Thus adapta-
tion characterized using simple stimuli generalized, at least
partially, to account for adaptation to naturalistic inputs.
Adapting without Certainty
The need for rapid adaptation as the eyes move to sample
different regionsof thevisual sceneposesanadditional challenge.
Adaptation is usually treatedasadeterministic process—i.e., gain
is assumed tobe constant for a givenmean intensity andcontrast.
However, noise in the neural signals upon which adaptation is
based will cause gain to vary even if the input signals do not.
Such statistical gain fluctuations are a particular concern whenadaptation is rapid. Below we consider the consequences of
this issue for where and how adaptation operates.
Spatial Pooling and Receptor Noise
Figures 5A and 5B simulate the signal and noise properties of
the rod and cone photoreceptor arrays at light levels in the
middle of the Rose-DeVries range of the threshold-versus-
intensity curve for each photoreceptor type (0.5 R*/rod/s for
rods, 300 R*/cone/s for cones). The intensity of each pixel repre-
sents the average response of a single photoreceptor in a 200ms
period for the rods and a 50 ms period for the cones (the
approximate rod and cone integration times at these light levels);
noise has been added to simulate the effects of statistical fluctu-
ations in photon arrival and intrinsic photoreceptor noise (Baylor
et al., 1984; Schneeweis and Schnapf, 1999). For much of
rod-mediated vision photons arrive rarely at individual rods; the
resulting photon noise severely limits the reliability of the signals
upon which retinal adaptation must be based. Although photon
noise is much less problematic for cone vision due to the higher
photon fluxes, the intrinsic noise of the cones, expressed as
a rate of equivalent photon-like events, is more than 1000-fold
greater than that of the rods (Baylor et al., 1984; Schneeweis
and Schnapf, 1999, 2000); hence the cone responses are far
from noise free.
Spatial and/or temporal pooling are clearly essential to miti-
gate the impact of stimulus and photoreceptor noise on the reli-
ability of the signal controlling adaptation. Figures 5C and 5D
simulate the average responses for several pools of photorecep-
tors during two fixation periods in which the true local image
intensity differs by a factor of 2. Pool sizes for the different traces
approximate the number of photoreceptor inputs to a bipolar
and a ganglion cell in peripheral primate retina for rod (Figure 5C)
and cone (Figure 5D) circuitry. Photoreceptor and image noise
almost completely obscure the responses of single rods and
cones to a doubling of the mean or the contrast when viewed
for the 200 or 600 ms typical of a single fixation for cone and
rod vision. As a consequence, rapid adaptation in singleNeuron 64, December 10, 2009 ª2009 Elsevier Inc. 611
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tion improves with spatial pooling, as represented in Figures
5C and 5D by the increased ability to discern the change in input
statistics as the extent of spatial pooling increases.
To Adapt or Not to Adapt?
What are the deleterious consequences of basing adaptation on
a noisy neural signal? How does this compare to the conse-
quences of not adapting at all? Descriptions of adaptation like
those in Figures 1C and 1D assume that adaptation can
converge on the ideal stimulus-response relation—i.e., the rela-
tion that is matched to the distribution of input signals. This
requires that adaptational mechanisms have access to the requi-
site parameters of the image intensity distribution. Noise in the
neural signals controlling adaptation, however, will prevent
such an ideal match by causing gain to fluctuate over time
even if the statistical properties of the light inputs do not change.
Adaptation of rod-mediated signals illustrates this issue
clearly. At low light levels, signals traverse the retina through
the specialized rod bipolar pathway: rod/ rod bipolar cell/
AII amacrine cell/ cone bipolar cell/ ganglion cell (Figure 6).
The synapse between rod bipolar cells and AII amacrine cells is
a key site of adaptation in this circuit (Dunn et al., 2006). Gain at
this synapse is reduced by backgrounds in which photons are
absorbed only rarely within the pool of rods providing input to
a rod bipolar cell. Indeed synaptic gain is reduced for a few
hundred milliseconds following transmission of a single photon
response (Dunn and Rieke, 2008). Consequently, synaptic gain



















Figure 6. The Rod Bipolar Pathway
Signals generated in the rod photoreceptors traverse the retina through the
specialized circuit illustrated here. Hyperpolarizing light responses of rod
photoreceptors are transmitted via a sign inverting synapse to rod bipolar cells
(RBC). RBC responses are transmitted via a sign-conserving synapse to AII
amacrine cells. Responses of AII amacrines diverge to contact ON cone
bipolar cells (via electrical synapses), and OFF cone bipolar cells (via a sign-
inverting synapse). The cone bipolar cells then contact appropriate ganglion
cell types. AII amacrines can also contact OFF ganglion cells directly via
a sign-inverting synapse.612 Neuron 64, December 10, 2009 ª2009 Elsevier Inc.The gain fluctuations associated with stochastic adaptation
will introduce noise into neural responses that may mitigate or
even eliminate the benefits of matching the stimulus-response
relation to the range of inputs. Figure 7A illustrates this issue.
Here, we have assumed a Gaussian distribution of responses
(unlike Figure 1) so that the effect of variation in the input-output
relation (shaded regions in Figure 7A) is clear. Under such condi-
tions, it may be preferable to accept a poor match of the stim-
ulus-response relation and the input distribution than to adapt
(Figure 7B), particularly if adaptation can be achieved at a later
stage of retinal processing that benefits from a greater degree
of pooling.
Adaptation Pools for Rod and Cone Vision
Except for the specializedmidget pathway in the fovea (Rodieck,
1998), pooling (i.e., convergence) of photoreceptor responses
increases at each stage of retinal processing. Thus delaying
adaptation until late in the circuitry will naturally decrease the
risk of stochastic gain fluctuations. However, delaying adapta-
tion also increases the risk of saturating responses, e.g., due
to stimulus structure smaller than the extent of pooling within
a given circuit. Several aspects of retinal adaptation are elegantly
A  Noisy adaptation























Figure 7. Noise Limits the Effectiveness of Adaptation
(A) Nondeterministic adaptation introduces noise into neural responses. Adap-
tation based on noisy neural responses will cause the stimulus-response rela-
tion to shift even when the input distribution does not (red and blue shaded
regions). These shifts in the stimulus-response relation in turn will introduce
extra noise into the neural responses—as illustrated by the difference between
the solid and dashed response distributions.
(B) Without adaptation, the system fails to make effective use of the full range
of neural responses, as the fixed stimulus-response relation is well matched to





















































Figure 8. Switch in the Dominant Site of Adaptation for Cone-Mediated Signals
Each panel shows current responses of a given cell type to dim flashes at three backgrounds: a low background that isolates cone-mediated responses (black),
a background producing1000 absorbed photons per cone per second (1000 R*/cone/s; red) and a background 10-fold higher (blue). Cells were recorded in the
whole-cell patch-clamp configuration and voltage clamped near their resting potential. Cone and bipolar responses were recorded in a retinal slice preparation.
Ganglion cell responses were recorded in a flat-mount preparation. Responses have been normalized by the flash strength so that they provide ameasure of gain.
Increasing the background from near darkness to 1000 R*/cone/s decreased the gain of both midget and parasol ganglion cell responses but produced minimal
changes in cone or bipolar responses. Further increases produced similar changes in gain across all cell types. Modified from Dunn et al. (2007).suited to handle the conflicting demands of pooling over many
receptors to obtain a reliable signal and keeping the pool size
small so as to avoid saturation.
Rod Vision. Rushton (1965) argued many years ago that pool-
ing was required for adaptation in rod vision because it was initi-
ated at light levels when single rods absorbed photons only
rarely. Subsequent work on cat retinal ganglion cells showed
that adaptation at low backgrounds is controlled by the total
photon flux falling within the ganglion cell receptive field center,
and is insensitive to finer spatial structure (Enroth-Cugell and
Shapley, 1973; reviewed by Shapley and Enroth-Cugell, 1984).
Other physiological and behavioral work suggests that adapta-
tional mechanisms at low light levels involve less spatial pooling
(Dowling, 1967; MacLeod et al., 1989). For example, the adapta-
tion described above at the synapse between rod bipolar cells
and AII amacrine cells protects the AII responses from saturation
(Dunn et al., 2006; Dunn and Rieke, 2008). Adaptation in the rods
themselves contributes only at high backgrounds (Nakatani
et al., 1991; Schneeweis and Schnapf, 2000; Dunn et al.,
2006). Resolving how these different mechanisms work together
to control gain of rod-mediated signals is an important issue for
future work.
Cone Vision. The gain of cone-mediated responses in periph-
eral primate retina is controlled by both receptor and post-
receptor adaptation (Finkelstein and Hood, 1981; van Hateren,
2007; Dunn et al., 2007; Smith et al., 2008). At low backgroundlight levels, where the fidelity of the cone responses is poor,
adaptation occurs late in the retinal circuitry where it benefits
from substantial pooling of cone signals (Dunn et al., 2007). As
light levels increase, noise in the cone signals decreases relative
to the magnitudes of the stimulus-induced signals. Near typical
room light levels, the dominant site of adaptation switches
from the retinal circuitry to the cones (Dunn et al., 2007; see
also MacLeod et al., 1992).
Figure 8 illustrates this switch in the dominant site of adapta-
tion by comparing responses of cones, bipolar cells and ganglion
cells in primate retina at three background light levels. Cone
signals adapt only when background light levels exceed typical
interior lighting levels, and bipolar cells appear to inherit their
adaptation from the cones. Although cone-mediated responses
in the ganglion cells adapt at lower light levels than do the cones
and the bipolar cells, at higher backgrounds they inherit most
of their adaptation from the cones. Both cone and post-cone
adaptation are rapid and hence well suited to deal with the
problems of encoding visual scenes within the time window of
a single visual fixation (Enroth-Cugell and Shapley, 1973; Hay-
hoe et al., 1987; Schnapf et al., 1990; Lankheet et al., 1993;
Yeh et al., 1996; Lee et al., 2003).
A switch in the location of adaptation can also have important
consequences beyond the spatial scale over which adaptation
is controlled. For example, in cone vision a mixture of signals
generated in different cone types likely controls post-receptorNeuron 64, December 10, 2009 ª2009 Elsevier Inc. 613
Neuron
Reviewretinal adaptation. Such a mechanism would have a limited
ability to compensate for changes in the distribution of light
inputs across wavelengths because an increase in photon flux
for one cone type would affect the gain of signals from all cone
types. Adaptation in the cones themselves is naturally cone-
type specific, and hence more capable of compensating for
changes in the wavelength spectrum of the input signals. Such
cone-type-specific adaptation makes an important contribution
to color constancy (von Kries, 1878, 1905; Ives, 1912; Smithson
and Zaidi, 2004; Smithson, 2005).
Contrast Adaptation. Rapid contrast adaptation also exhibits
a shift in both mechanism and retinal locus with changes in the
lighting conditions. Beaudoin et al. (2008) compared contrast
adaptation in the synaptic inputs and spike outputs of Y-type
ganglion cells of the guinea pig across a broad range of light
levels. At cone light levels, increases in contrast reduced the
gain of both the synaptic inputs to these ganglion cells and their
spike outputs. Adaptation in the synaptic inputs likely originates
in the bipolar cells, and thus has limited spatial pooling (Rieke,
2001; Beaudoin et al., 2007). At low light levels, when signals
traverse the retina through the specialized rod bipolar circuit,
increases in contrast did not change the gain of the ganglion
cell synaptic inputs but did change the gain of the spike outputs.
This result suggests that contrast adaptation in the rod bipolar
pathway is dominated by spike generation in the ganglion cells
(Rudd and Brown, 1996; Kim and Rieke, 2001; Zaghloul et al.,
2005). If so, the pool of rods contributing to contrast adaptation
consists of the entire population of rods within the ganglion cell
receptive field.
Concluding Remarks
Vision requires a panoply of physiological adaptational mecha-
nisms to be effective. Here we have emphasized that reliable
encoding of typical visual scene requires rapid retinal adaptation
to the local mean intensity and contrast. Such adaptation is
highly constrained by the statistics of natural images and by
stimulus and neural noise. These constraints appear to play an
important role in where and how adaptation works.
The large range of input signals encountered in different
regions of a scene renders global adaptational mechanisms
(such as changes in pupil size) ineffective because of the limited
range of physiological responses available for encoding the
stimulus. Mechanisms that adjust neural gain to the local mean
and contrast are therefore essential. The short intervals between
changes in input statistics produced by eye movements require
that adaptation operate quickly—on the few hundredmillisecond
time scale of a single fixation. But local and rapid adaptation will
invariably be stochastic—and thus potentially unreliable—as
a result of both stimulus and neural noise. Stochastic variations
in the signal controlling adaptation can potentially make adapta-
tion more detrimental than helpful.
Spatial pooling is necessary to guard against the danger of
adapting to unreliable inputs. At low light levels, adaptation is
dominated by mechanisms that pool over many photorecep-
tors—a requirement to obtain a reliable signal. As light levels
increase, mechanisms with less pooling but more spatial
specificity begin to contribute to and eventually dominate retinal
adaptation. The picture that emerges is one in which the need to614 Neuron 64, December 10, 2009 ª2009 Elsevier Inc.obtain a reliable signal to control adaptation determines how
multiple mechanisms will operate in concert to maintain visual
sensitivity.
Similar considerations should apply to the kinetics of adapta-
tion. With more reliable changes in input signals, adaptation
should be able to operate more rapidly. Recent work has shown
that this is indeed the case for slow adaptation (Wark et al.,
2009): adaptation kinetics depend on the discriminability of
changes in the input. It will be interesting to see if this is also
true for rapid adaptation.
Importantly, the trade-offs discussed here suggest that a set
of rules or computational principles govern how the competing
demands of local, rapid and reliable adaptation are optimally
balanced (van Hateren, 1993). A goal of future work will be to
identify such rules or principles against which the performance
of retinal adaptation mechanisms can be compared.
ACKNOWLEDGMENTS
We thank Larry Brown, Felice Dunn, Martin Lankheet, Fred Soo, and Barry
Wark for helping develop many of the ideas described here. We also thank
Matteo Carandini and Valerio Mante for contributing Figure 4. Support was
provided by HHMI and NIH (EY-11850).
REFERENCES
Aguilar, M., and Stiles, W.S. (1954). Saturation of the rod mechanism of the
retina at high levels of stimulation. Opt. Acta (Lond.) 1, 59–65.
Baccus, S.A., and Meister, M. (2002). Fast and slow contrast adaptation in
retinal circuitry. Neuron 36, 909–919.
Barlow, H.B. (1956). Retinal noise and absolute threshold. J. Opt. Soc. Am. 46,
634–639.
Barlow, H.B. (1957). Temporal and spatial summation in human vision at
different background intensities. J. Physiol. 141, 337–350.
Barlow, H.B. (1961). Possible principles underlying the transformations
of sensory messages. In Sensory Communication, W.A. Rosenblith, ed.
(Cambridge, MA: MIT Press), pp. 217–234.
Barlow, H.B. (1965). Optic nerve impulses andWeber’s law. Cold Spring Harb.
Symp. Quant. Biol. 30, 539–546.
Barlow, H.B., and Levick, W.R. (1969). Changes in the maintained discharge
with adaptation level in the cat retina. J. Physiol. 202, 699–718.
Baylor, D.A., Matthews, G., and Yau, K.W. (1980). Two components of electri-
cal dark noise in toad retinal rod outer segments. J. Physiol. 309, 591–621.
Baylor, D.A., Nunn, B.J., and Schnapf, J.L. (1984). The photocurrent, noise and
spectral sensitivity of rods of the monkey Macaca fascicularis. J. Physiol. 357,
575–607.
Beaudoin, D.L., Borghuis, B.G., and Demb, J.B. (2007). Cellular basis for
contrast gain control over the receptive field center of mammalian retinal
ganglion cells. J. Neurosci. 27, 2636–2645.
Beaudoin, D.L., Manookin, M.B., and Demb, J.B. (2008). Distinct expressions
of contrast gain control in parallel synaptic pathways converging on a retinal
ganglion cell. J. Physiol. 586, 5487–5502.
Bonin, V., Mante, V., and Carandini, M. (2006). The statistical computation
underlying contrast gain control. J. Neurosci. 26, 6346–6353.
Borghuis, B.G., Sterling, P., and Smith, R.G. (2009). Loss of sensitivity in an
analog neural circuit. J. Neurosci. 29, 3045–3058.
Brown, S.P., and Masland, R.H. (2001). Spatial scale and cellular substrate of
contrast adaptation by retinal ganglion cells. Nat. Neurosci. 4, 44–51.
Neuron
ReviewBrown, L.G., and Rudd, M.E. (1998). Evidence for a noise gain control mech-
anism in human vision. Vision Res. 38, 1925–1933.
Burkhardt, D.A. (1994). Light adaptation and photopigment bleaching in cone
photoreceptors in situ in the retina of the turtle. J. Neurosci. 14, 1091–1105.
Chander, D., and Chichilnisky, E.J. (2001). Adaptation to temporal contrast in
primate and salamander retina. J. Neurosci. 21, 9904–9916.
de Vries, H.L. (1943). The quantum character of light and its bearing upon
threshold of vision, the differential sensitivity and visual acuity of the eye.
Physica 10, 553–564.
Demb, J.B. (2008). Functional circuitry of visual adaptation in the retina.
J. Physiol. 586, 4377–4384.
Donner, K. (1992). Noise and the absolute thresholds of cone and rod vision.
Vision Res. 32, 853–866.
Donner, K., Copenhagen, D.R., and Reuter, T. (1990). Weber and noise adap-
tation in the retina of the toad Bufo marinus. J. Gen. Physiol. 95, 733–753.
Dowling, J.E. (1960). Chemistry of visual adaptation in the rat. Nature 188,
114–118.
Dowling, J.E. (1963). Neural and photochemical mechanisms of visual adapta-
tion in the rat. J. Gen. Physiol. 46, 1287–1301.
Dowling, J.E. (1967). The site of visual adaptation. Science 155, 273–279.
Dunn, F.A., and Rieke, F. (2008). Single-photon absorptions evoke synaptic
depression in the retina to extend the operational range of rod vision. Neuron
57, 894–904.
Dunn, F.A., Doan, T., Sampath, A.P., and Rieke, F. (2006). Controlling the gain
of rod-mediated signals in the Mammalian retina. J. Neurosci. 26, 3959–3970.
Dunn, F.A., Lankheet, M.J., and Rieke, F. (2007). Light adaptation in cone
vision involves switching between receptor and post-receptor sites. Nature
449, 603–606.
Enroth-Cugell, C., and Shapley, R.M. (1973). Flux, not retinal illumination, is
what cat retinal ganglion cells really care about. J. Physiol. 233, 311–326.
Fechner, G.T. (1860). Elements of Psychophysics, [reprinted in 1966] (New
York: Holt, Rinehart, and Winston).
Field, G.D., Sampath, A.P., and Rieke, F. (2005). Retinal processing near
absolute threshold: from behavior to mechanism. Annu. Rev. Physiol. 67,
491–514.
Finkelstein, M.A., and Hood, D.C. (1981). Cone system saturation: more than
one stage of sensitivity loss. Vision Res. 21, 319–328.
Frazor, R.A., and Geisler, W.S. (2006). Local luminance and contrast in natural
images. Vision Res. 46, 1585–1598.
Frishman, L.J., and Sieving, P.A. (1995). Evidence for two sites of adaptation
affecting the dark-adapted ERG of cats and primates. Vision Res. 35, 435–442.
Frishman, L.J., Reddy, M.G., and Robson, J.G. (1996). Effects of background
light on the human dark-adapted electroretinogram and psychophysical
threshold. J. Opt. Soc. Am. A Opt. Image Sci. Vis. 13, 601–612.
Hayhoe, M.M., Benimoff, N.I., and Hood, D.C. (1987). The time-course of
multiplicative and subtractive adaptation process. Vision Res. 27, 1981–1996.
Hosoya, T., Baccus, S.A., and Meister, M. (2005). Dynamic predictive coding
by the retina. Nature 436, 71–77.
Ives, H.E. (1912). The relation between the color of the illuminant and the color
of the illuminated object. Trans Illuminat Eng Soc. 7, 62–72.
Kim, K.J., and Rieke, F. (2001). Temporal contrast adaptation in the input and
output signals of salamander retinal ganglion cells. J. Neurosci. 21, 287–299.
Kohn, A. (2007). Visual adaptation: physiology, mechanisms, and functional
benefits. J. Neurophysiol. 97, 3155–3164.
Lankheet, M.J., van Wezel, R.J., and van de Grind, W.A. (1991). Light adapta-
tion and frequency transfer properties of cat horizontal cells. Vision Res. 31,
1129–1142.Lankheet, M.J., Van Wezel, R.J., Prickaerts, J.H., and van de Grind, W.A.
(1993). The dynamics of light adaptation in cat horizontal cell responses. Vision
Res. 33, 1153–1171.
Laughlin, S. (1981). A simple coding procedure enhances a neuron’s informa-
tion capacity. Z. Naturforsch. [C] 36, 910–912.
Lee, B.B., Pokorny, J., Smith, V.C., Martin, P.R., and Valberg, A. (1990). Lumi-
nance and chromatic modulation sensitivity of macaque ganglion cells and
human observers. J. Opt. Soc. Am. A 7, 2223–2236.
Lee, B.B., Dacey, D.M., Smith, V.C., and Pokorny, J. (2003). Dynamics of
sensitivity regulation in primate outer retina: the horizontal cell network.
J. Vis. 3, 513–526.
Lesica, N.A., Jin, J., Weng, C., Yeh, C.I., Butts, D.A., Stanley, G.B., and Alonso,
J.M. (2007). Adaptation to stimulus contrast and correlations during natural
visual stimulation. Neuron 55, 479–491.
MacLeod, D.I., Chen, B., and Crognale, M. (1989). Spatial organization of
sensitivity regulation in rod vision. Vision Res. 29, 965–978.
MacLeod, D.I., Williams, D.R., andMakous, W. (1992). A visual nonlinearity fed
by single cones. Vision Res. 32, 347–363.
Mante, V., Frazor, R.A., Bonin, V., Geisler, W.S., and Carandini, M. (2005).
Independence of luminance and contrast in natural scenes and in the early
visual system. Nat. Neurosci. 8, 1690–1697.
Mante, V., Bonin, V., and Carandini, M. (2008). Functional mechanisms
shaping lateral geniculate responses to artificial and natural stimuli. Neuron
58, 625–638.
Nakatani, K., Tamura, T., and Yau, K.W. (1991). Light adaptation in retinal
rods of the rabbit and two other nonprimate mammals. J. Gen. Physiol. 97,
413–435.
Purpura, K., Kaplan, E., and Shapley, R.M. (1988). Background light and the
contrast gain of primate P and M retinal ganglion cells. Proc. Natl. Acad. Sci.
USA 85, 4534–4537.
Purpura, K., Tranchina, D., Kaplan, E., and Shapley, R.M. (1990). Light adap-
tation in the primate retina: analysis of changes in gain and dynamics of
monkey retinal ganglion cells. Vis. Neurosci. 4, 75–93.
Rieke, F. (2001). Temporal contrast adaptation in salamander bipolar cells.
J. Neurosci. 21, 9445–9454.
Rodieck, R.W. (1998). The First Steps in Seeing (Sunderland, MA: Sinauer).
Rose, A. (1942). The relative sensitivities of television pick-up tubes, photo-
graphic film, and the human eye. Proc Inst Radio Engrs. 30, 293–300.
Rose, A. (1948). The sensitivity performance of the human eye on an absolute
scale. J. Opt. Soc. Am. 38, 196–208.
Rosenblum, N. (1997). A World History of Photography (New York: Abbeville
Press).
Rudd, M.E., and Brown, L.G. (1996). Stochastic retinal mechanisms of light
adaptation and gain control. Spat. Vis. 10, 125–148.
Ruderman, D.L., and Bialek, W. (1994). Statistics of natural images: scaling in
the woods. Phys. Rev. Lett. 73, 814–817.
Rushton, W.A. (1965). Visual Adaptation. Proc R Soc Lond B Biol Sci. 162,
20–46.
Schnapf, J.L., Nunn, B.J., Meister, M., and Baylor, D.A. (1990). Visual trans-
duction in cones of the monkey Macaca fascicularis. J. Physiol. 427, 681–713.
Schneeweis, D.M., and Schnapf, J.L. (1999). The photovoltage of macaque
cone photoreceptors: adaptation, noise, and kinetics. J. Neurosci. 19,
1203–1216.
Schneeweis, D.M., and Schnapf, J.L. (2000). Noise and light adaptation in rods
of the macaque monkey. Vis. Neurosci. 17, 659–666.
Schwartz, O., and Simoncelli, E.P. (2001). Natural signal statistics and sensory
gain control. Nat. Neurosci. 4, 819–825.Neuron 64, December 10, 2009 ª2009 Elsevier Inc. 615
Neuron
ReviewShapley, R., and Enroth-Cugell, C. (1984). Visual adaptation and retinal gain
controls. In Retinal Research, Volume 3, N. Osborne and G. Chader, eds. (Lon-
don: Pergamon), pp. 263–346.
Shapley, R.M., and Victor, J.D. (1981). How the contrast gain control modifies
the frequency responses of cat retinal ganglion cells. J. Physiol. 318, 161–179.
Simoncelli, E.P., and Olshausen, B.A. (2001). Natural image statistics and
neural representation. Annu. Rev. Neurosci. 24, 1193–1216.
Smirnakis, S.M., Berry, M.J., Warland, D.K., Bialek, W., andMeister, M. (1997).
Adaptation of retinal processing to image contrast and spatial scale. Nature
386, 69–73.
Smith, V.C., Pokorny, J., Lee, B.B., and Dacey, D.M. (2001). Primate horizontal
cell dynamics: an analysis of sensitivity regulation in the outer retina. J. Neuro-
physiol. 85, 545–558.
Smith, V.C., Pokorny, J., Lee, B.B., and Dacey, D.M. (2008). Sequential pro-
cessing in vision: The interaction of sensitivity regulation and temporal
dynamics. Vision Res. 48, 2649–2656.
Smithson, H.E. (2005). Review. Sensory, computational and cognitive compo-
nents of human colour constancy. Philos. Trans. R Soc. Lond. B Biol. Sci. 360,
1329–1346.
Smithson, H., and Zaidi, Q. (2004). Colour constancy in context: roles for local
adaptation and levels of reference. J. Vis. 4, 693–710.
Tranchina, D., Gordon, J., and Shapley, R.M. (1984). Retinal light adaptation—
evidence for a feedback mechanism. Nature 310, 314–316.
van Hateren, J.H. (1993). Spatiotemporal contrast sensitivity of early vision.
Vision Res. 33, 257–267.616 Neuron 64, December 10, 2009 ª2009 Elsevier Inc.van Hateren, J.H. (2007). A model of spatiotemporal signal processing by
primate cones and horizontal cells. J. Vis. 7, 3.
von Goethe, J.W. (1810). Theory of Colors [based on the 1840 English transla-
tion of Zur Farbenlehre by C.L. Eastlake; reprinted in 1970] (Cambridge, MA:
MIT Press).
von Helmholtz, H.L.F. (1867). Treatise on Physiological Optics [J.P.C. Southall,
translator; reprinted in 1924] (Rochester, NY: Optical Society of America).
von Kries, J. (1878). Physiology of visual sensations. In Sources of Color
Science, D.L. MacAdam, ed. (Cambridge, MA: MIT Press), pp. 101–108.
von Kries, J. (1905). Die Gesichtsempfindungen. In Handbuch der Physiologie
des Menschen, Volume 3, Physiologie der Sinne, W. Nagel, ed. (Braunsch-
weig: Vieweg und Sohn).
Walraven, J., Enroth-Cugell, C., Hood, D.C., Dia, M., and Schnapf, J.L. (1990).
The control of visual sensitivity. In Visual Perception: The Neurophysiological
Foundations (New York: Academic Press), pp. 53–101.
Wark, B., Fairhall, A., and Rieke, F. (2009). Timescales of inference in visual
adaptation. Neuron 61, 750–761.
Yarbus, A.L. (1967). Eye Movements and Vision (New York: Plenum).
Yeh, T., Lee, B.B., and Kremers, J. (1996). The time course of adaptation in
macaque retinal ganglion cells. Vision Res. 36, 913–931.
Zaghloul, K.A., Boahen, K., and Demb, J.B. (2005). Contrast adaptation in
subthreshold and spiking responses of mammalian Y-type retinal ganglion
cells. J. Neurosci. 25, 860–868.
