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RESUMO
As técnicas tradicionais de recomendação não consideram as preferências do usuário de acordo
com o contexto no qual está inserido. Não obstante, os sistemas de recomendação que agregam
elementos contextuais são geralmente baseados em descrições sintáticas ou em valores numéricos
informados explicitamente pelo usuário, o que pode gerar recomendações fora do domínio desejado,
além de limitar a transparência do sistema quanto a interação usuário-ambiente, um dos princi-
pais objetivos da Computação Pervasiva. Deste modo, para que o processo de recomendação seja
personalizado e transparente ao usuário, faz-se necessária uma aplicação que ﬁltre proativamente o
conteúdo das informações conforme contexto corrente e às preferências do usuário. Neste sentido,
o objetivo deste trabalho é propor uma arquitetura baseada no paradigma de agentes de software,
que permita a extração incremental de padrões comportamentais semanticamente relacionados pela
aplicação da Teoria de Propagação da Ativação da Memória, possibilitando a oferta de informa-
ções contextualizadas aos usuários em ambientes distintos, como em um campus universitário. A
prova de conceito da arquitetura proposta foi realizada pelo desenvolvimento de uma aplicação
denominada eAgora?, a qual foi utilizada em um cenário de recomendação de eventos acadêmicos
e culturais no campus Darcy Ribeiro da Universidade de Brasília.
ABSTRACT
Traditional recommendation techniques don't consider user's preferences according to context. Ne-
vertheless, the recommendation systems that add contextual elements are often based on syntactic
descriptions and numerical values, which are explicitly informed by users. As a result, recommen-
dation outside the desired domain can be generated. Also the Pervasive Computing major goal can
be limited by the system transparency. Thus, for a transparent and customized recommendation
process it is necessary an application that proactively ﬁlters the information content according to
the current context and user's preferences. This research aims to propose an architecture based
on the agents paradigm, that enables incremental extraction of semantically related behaviour
patterns. Also, the use of Spreading Activation Theory of Memory enables that contextual infor-
mation is oﬀered in distinct environments, e.g., the university campus. The proposed architecture
has been validated through the development of eAgora? application, which is used in academic
and cultural events recommendation at the Darcy Ribeiro Campus of the Brasília University.
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Capítulo 1
Introdução
Este capítulo apresenta a principal motivação
deste projeto. Em seguida, os objetivos são apre-
sentados, a ﬁm de satisfazer os propósitos do es-
tudo que nortearam o desenvolvimento deste tra-
balho, e, por ﬁm, a estrutura da tese é especiﬁ-
cada.
1.1 Contextualização
A harmonização e evolução contínua das estruturas educativas superiores impulsionada, princi-
palmente, pela incorporação e desenvolvimento tecnológico, fundamenta a criação de universidades
inteligentes. Neste cenário, surge a Universidade Pervasiva (Tavangarian et al., 2009), também co-
nhecida como Campus Inteligente (Ng et al., 2010), onde a instituição educacional é enriquecida por
meio de uma infraestrutura digital disponível para todos, criando um campus acessível, integrado,
que auxilia os usuários e suporta um novo tipo de processo educativo.
Um dos desaﬁos para a construção da Universidade Pervasiva é a oferta de serviços e eventos
de modo dinâmico, contextualizado, personalizado e automatizado. Considerando que em uma
universidade existem diferentes tipos de informações a serem prestadas, como matrícula, horário
de aula, palestras e cardápio do dia no restaurante universitário, podem ser citadas como questões
básicas da vida estudantil: Onde ﬁca sala X?, O que está acontecendo no campus? e Quais
os eventos acadêmicos e culturais que eu teria interesse em participar?. Mas estas perguntas nem
sempre são facilmente respondidas aos interessados durante todo o ciclo de vida acadêmico de
forma automatizada, dinâmica, contextualizada e personalizada.
Neste caso, o problema não é a quantidade de dados, mas como a informação é disponibilizada,
com uso de ﬁltros personalizados por relevância de conteúdo, conforme o contexto corrente (Hus-
sein and Neuhaus, 2010). Diante deste cenário, sistemas de recomendação sensível ao contexto
destacam-se como uma solução adequada, porque geram recomendações contextualizadas para um
indivíduo ou grupo considerando os interesses e necessidades de cada um (Adomavicius and Tuzhi-
lin, 2005). Tais sistemas, diferem-se das abordagens tradicionais de recomendação por explorarem
o contexto do usuário, melhorando a qualidade do processo de recomendação por meio de aspectos
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de dinamicidade e personalização.
Porém, os sistemas de recomendação que agregam elementos contextuais, geralmente, são ba-
seados em descrição sintática ou em valores numéricos informados explicitamente pelo usuário
(Adomavicius and Tuzhilin, 2005), o que pode acarretar consequências indesejáveis, tais como:
• gerar recomendações fora do domínio desejado, já que a descrição sintática utiliza palavras-
chave e não diferencia palavras sinônimas e homônimas; e
• limitar a transparência do sistema na interação usuário-ambiente, pois o sistema constante-
mente solicita ao usuário algum tipo de informação.
Conforme exposto, o objetivo deste trabalho é propor uma arquitetura de software, que per-
mita a extração incremental de padrões comportamentais semanticamente relacionados e oferte
informações contextualizadas e personalizadas aos usuários em um campus universitário. A idéia
é facilitar o acesso à informação, auxiliando na interação do usuário com o ambiente acadêmico.
É importante destacar que a recomendação não é apenas comunicar ao ator o que acontece no
campus, e sim que as informações a serem apresentadas caracterizem o contexto analisado e sejam
entregues em tempo hábil para a tomada de decisão.
Deste modo, a arquitetura utiliza o paradigma de agentes de software (Wooldridge, 2009)
para especiﬁcar os atores e as interações sociais que ocorrem no ambiente pervasivo, além de
suportar a natureza dinâmica e distribuída das aplicações sensíveis ao contexto. O paradigma de
agentes é constituído de entidades que apresentam capacidade de percepção e ação, que permitem
modularizar e abstrair a complexidade inerente das aplicações sensíveis ao contexto. Além de
permitir a integração entre dispositivos e serviços, por meio de uma abordagem de cooperação entre
os agentes do ambiente para desempenhar tarefas especíﬁcas ou globais (Qingfeng and Longqing,
2011; Ng et al., 2011).
Para identiﬁcar os padrões comportamentais, interesses ou necessidades é proposto o uso da
Teoria de Propagação da Ativação da Memória (Spreading Activation Theory of Memory - SATM)
(Collins and Loftus, 1975). SATM procura explicar como as informações são organizadas e recu-
peradas na memória humana, uma vez que os interesses podem mudar de acordo com o contexto
corrente.
Em razão da heterogeneidade do ambiente acadêmico e para evitar recomendações ambíguas,
é importante deﬁnir um vocabulário comum, que permita a interoperabilidade entre as entidades
presentes. Este entendimento comum, pode ser alcançado com o uso de ontologias (Studer et al.,
1998), as quais viabilizam a representação do conhecimento de modo semântico e estruturado, o
que facilita a aplicação da SATM.
Com isso, espera-se que o processo de aprendizado e fornecimento de informações seja proativo,
personalizado e transparente quanto à interação usuário-ambiente. Como prova de conceito da
arquitetura proposta foi desenvolvida uma aplicação denominada eAgora?, a qual foi ilustrada
neste trabalho com dois exemplos no campus Darcy Ribeiro da UnB, sendo um usuário calouro e
outro veterano de um determinado curso de graduação.
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1.2 Justiﬁcativa
A oferta de informações no ambiente universitário não é realizada de modo ideal, uma vez que
é apresentada desorganizada, em excesso e não considera os interesses e necessidades especíﬁcos
dos diversos atores envolvidos na comunidade, sejam estes estudantes, professores e/ou servidores
técnicos administrativos. Acrescenta-se ainda, quando este processo é automatizado, a falta de
transparência na interação usuário-sistema por solicitar explicitamente aos usuários descrições sin-
táticas ou valores numéricos para o conteúdo ofertado. Considerando o processo de recomendação
sensível ao contexto em ambientes pervasivos, existe ainda a necessidade de fornecer serviços e
informações que sejam relevantes de modo menos intrusivo para o usuário.
1.3 Objetivos
O objetivo geral deste trabalho é propor uma arquitetura baseada em agentes para a extração
incremental de padrões comportamentais do usuário e oferta de informações contextualizadas, de
modo que o processo de recomendação seja contextualizado, personalizado, proativo, transparente
e dinâmico.
Os objetivos especíﬁcos são:
• proceder uma revisão sistemática na área de recomendação sensível ao contexto com foco na
Universidade Pervasiva e Campus Inteligente;
• modelar o domínio  visa o desenvolvimento de um modelo de conhecimento que represente
a semântica do ambiente sensível ao contexto da Universidade Pervasiva;
• modelar a aplicação  seleção dos conceitos e relações que estão envolvidos diretamente com
a aplicação, pois, nem todos os conceitos presentes na ontologia de domínio precisam ser
apresentados ao usuário;
• modelar os agentes  objetiva desenvolver um modelo de sociedade que represente os agentes,
especiﬁcando papéis, comportamentos e relações, bem como as características do ambiente
em que estão inseridos;
• desenvolver aplicação  visa a construção de uma aplicação que explore e valide a arquitetura
proposta para recomendação personalizada de eventos.
Vale ressaltar que alguns destes objetivos especíﬁcos foram alcançados por outros discentes
conforme apresentado na Seção 1.4.
1.4 Contribuições
As contribuições deste trabalho para o estado-da-arte de sistemas de recomendação sensíveis
ao contexto são:
3
• deﬁnição de uma arquitetura distribuída e transparente ao usuário, baseada em métodos
cognitivos para ambiente pervasivos;
• deﬁnição de uma arquitetura que permite a aprendizagem incremental e dinâmica de perﬁl
e contexto corrente de usuários;
• propor uma solução viável para o problema de inicialização nos sistemas de recomendação
(cold-start), já que a aplicação eAgora? consegue recomendar eventos acadêmicos e culturais
para novos usuários; e
• deﬁnição de uma arquitetura que possa ser estendida para outros domínios além do cenário
universitário.
Conforme apresentado nos trabalhos correlatos (Seção 2.8), não foi encontrado na literatura
abordagem similar ao proposto, no sentido de utilizar os conceitos e técnicas de modo integrado na
arquitetura de recomendação sensível ao contexto. Deste modo, as contribuições descritas tornam
a abordagem adotada inovadora, tratando algumas limitações que existem, principalmente, pela
combinação de diferentes conceitos e técnicas integradas na arquitetura proposta.
Além disso, alguns trabalhos foram realizados paralelamente considerando a proposta deste
projeto:
• dissertação de mestrado do discente Humphrey Fonseca  onde foi deﬁnida e avaliada uma
arquitetura baseada em agentes para a localização interna de usuários nas instalações da
UnB por meio de redes neurais artiﬁciais, que foram treinadas com dados de intensidade de
sinal de três protocolos de redes sem ﬁo: Bluetooth (IEEE 802.15.1), Zigbee (IEEE 802.15.4)
e Wi-Fi (IEEE 802.11) (Fonseca, 2011);
• projeto de iniciação cientíﬁca (PIBIC) da discente Danielli dos Santos  teve como resultado
a construção da ontologia de domínio OntoUnB (Santos, 2012);
• monograﬁa dos discentes Elton Garcia e Felipe César  que apresenta uma aplicação de
geolocalização para usuários com dispositivos móveis para a localização externa e a interação
entre os usuários no campus Darcy Ribeiro da UnB (Santana and César, 2013);
• monograﬁa do discente Álvaro Fonseca  que apresentou um estudo sobre a viabilidade de
aplicação do eAgora? (Carvalho, 2013).
Como resultados desta pesquisa foram publicados os seguintes artigos em veículos da área de
Engenharia e Computação:
• Localização de usuários em ambiente interno utilizando abordagem de sistema multiagente
(Neves et al., 2010a)  iSys - Revista Brasileira de Sistemas de Informação  Qualis B3 na
Ciência da Computação e B5 nas Engenharias III e IV;
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• Prototype for indoor localization based on multi-agent system (Neves et al., 2010b)  Procee-
dings of the Third International Conference on Intelligent and Advanced Systems (ICIAS'10)
 Qualis B4 na Ciência da Computação;
• A User Location Case Study Using Diﬀerent Wireless Protocols (Fonseca et al., 2011) 
Proceedings of the 9th ACM International Symposium on Mobility Management and Wireless
Access (MobiWac'10)  Qualis B3 na Ciência da Computação;
• An Agent-Based Architecture for Personalized Recommendation Using Spreading Activation
(Neves et al., 2013b)  Proceedings of the 8th International Conference on Information Pro-
cessing, Management and Intelligent Information Technology (ICIPT'13);
• Location Agent: A Study Using Diﬀerent Wireless Protocols for Indoor Localization (Neves
et al., 2013c)  International Journal of Wireless Communications and Mobile Computing
(Open access); e
• Agent-based Architecture for Context-aware and Personalized Event Recommendation (Neves
et al., 2013a)  Expert Systems With Applications (no prelo)  Qualis A1 na Ciência da
Computação e A2 nas Engenharias I, III e IV.
1.5 Limitações do projeto
Algumas limitações devem ser consideradas na implantação deste projeto e dependem da in-
fraestrutura tecnológica de cada universidade, tais como:
• a deﬁnição dos parâmetros do algoritmo e do tamanho da rede semântica para aplicar a
SATM;
• a instanciação e manutenção da ontologia de mais de trinta mil alunos, considerando ainda
professores e servidores administrativos;
• a privacidade e segurança das informações de perﬁl cadastradas;
• a manutenção e gerência das ilhas de informações pelos diversos departamentos, com o obje-
tivo de manter os cadastros, de eventos acadêmicos e culturais na universidade, atualizados.
1.6 Apresentação do manuscrito
No Capítulo 2 será apresentada a revisão teórica desta pesquisa, para a qual utilizou-se a técnica
de revisão sistemática. No Capítulo 3 será descrito o modelo conceitual com foco na arquitetura
proposta para a recomendação contextualizada, personalizada e proativa de eventos aos usuários na
Universidade Pervasiva. No Capítulo 4 será apresentado o desenvolvimento da aplicação eAgora?,
a qual serve como prova de conceito da arquitetura proposta; seguindo das conclusões e trabalhos




Este capítulo apresenta a metodologia de pesquisa
que direcionou o desenvolvimento deste capítulo e
os conceitos das áreas de pesquisa envolvidas, in-
cluindo: Sensibilidade ao contexto, Universidade
Pervasiva ou iCampus, Sistema Multiagente, On-
tologia e Trabalhos correlatos.
2.1 Metodologia
A revisão teórica desta pesquisa foi baseada na técnica de Revisão Sistemática (ReS) como
uma estratégia de pesquisa bem deﬁnida e documentada. A ReS auxilia a coleta e avaliação de
estudos relevantes relacionados a um determinado tema, por meio de uma sequência bem deﬁnida
de passos metodológicos, seguindo protocolos desenvolvidos com raciocínio a priori, o que diferencia
de revisões comuns (Kitchenham, 2004).
A técnica de ReS divide-se em três passos metodológicos, a saber:
1. planejamento  é deﬁnido o problema a ser pesquisado, os critérios de seleção de estudos e o
protocolo de revisão sistemática utilizado para o planejamento da revisão bibliográﬁca;
2. condução  é feita uma análise da pesquisa bibliográﬁca a partir dos critérios estabelecidos no
protocolo, incluindo ou excluindo estudos e extraindo informações detalhadas desta pesquisa;
e
3. análise de resultados  são documentados os resultados e conclusões obtidas da ReS.
O protocolo de ReS é usado para o planejamento (1) da revisão bibliográﬁca e garante a exe-
cução com rigor de pesquisa. O protocolo utilizado nesta tese foi baseado nos conceitos propostos
por Kitchenham (2004) e Biolchini et al. (2005):
• objetivos: (i) analisar, por meio de pesquisas bibliográﬁcas, as bases do conceito de Uni-
versidade Pervasiva e iCampus, quais as universidades estão em processo de implementação
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deste conceito, os problemas encontrados e quais técnicas estão sendo utilizadas para extra-
ção de padrões comportamentais e oferta de serviços personalizados; e (ii) avaliar os estudos
experimentais realizados recentemente envolvendo recomendação de serviços personalizados
e análise de padrões comportamentais aplicado em Universidade Pervasiva ou iCampus;
• questões de pesquisa: Como aplicar os conceitos de Computação Pervasiva no setor educa-
cional?; Quais universidades estão na direção da Universidade Pervasiva?; Como deﬁnir
e modelar o contexto do ambiente, incluindo também o usuário e dispositivos?; Quais
técnicas podem ser utilizadas para descobrir interesses e padrões comportamentais dos usuá-
rios?; Como prover informações ao usuário de acordo com o contexto?; Quais técnicas de
aprendizagem de máquina suportam a modelagem semântica? e Quais as abordagens que
permitem representar o indivíduo, especiﬁcando comportamentos e interações sociais?;
• fontes utilizadas: foram selecionadas bases importantes e conhecidas da área de engenharia e
computação disponíveis na web, a saber  IEEE Xplore Digital Library, ACM Digital Library,
Springer e Science Direct ;
• critérios de inclusão: para serem incluídos na fundamentação teórica os trabalhos deveriam
 (i) conceituar extratores de padrões comportamentais para recomendação de informações;
(ii) modelar o contexto baseado em ontologia; (iii) conceituar técnicas de recomendação e
(iv) aplicar tais técnicas em Universidade Pervasiva ou iCampus;
• critérios de exclusão: foram descartados trabalhos que  (i) eram baseados no conceito de
smart campus; (ii) não abordavammodelagem do ambiente sensível ao contexto por ontologia;
e (iii) apresentavam técnicas de aprendizagem de máquina que não são baseadas em modelo
semântico;
• palavras-chave: as palavras utilizadas para conduzir esta revisão foram  Pervasive Univer-
sity ; Intelligent Campus; Context-Aware computing ; Ontology, Machine Learning, Context-
Aware Recommender Systems, MultiAgent System.
Após a ﬁnalização da fase de protocolo de revisão, é iniciada a fase de condução ou execução da
ReS (2). Nessa fase são realizadas as pesquisas nas fontes listadas, utilizando-se as combinações de
palavras-chave referentes a cada uma delas, a ﬁm de encontrar trabalhos relevantes relacionados
ao tema. Inicialmente, a condução foi feita no segundo semestre de 2010, durante os anos de
2011 e 2012. Adicionalmente, no primeiro semestre de 2013 foi realizada mais uma pesquisa para
atualização da base. A Tabela 2.1 exibe alguns exemplos de estratégias de busca efetuadas nas
bases selecionadas.
Para documentação das fontes foram preenchidos Formulários de Condução, que registram os
trabalhos encontrados. Foram analisados os títulos e os resumos para saber quais seriam incluídos
ou descartados. Essa escolha é feita com base nos critérios de inclusão e exclusão citados anteri-
ormente. Além disso, foi utilizado um teste de relevância (Pereira, 2006) aplicado às referências
e resumos dos artigos. Este teste é composto por uma lista de perguntas claras e objetivas que
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Tabela 2.1: Estratégias de busca nas bases selecionadas
Base Estratégias Número de
de dados de busca artigos
IEEE Pervasive University OR Intelligent campus 19
Context-Aware Recommender Systems AND Intelligent campus 186
ACM Context-Aware computing AND University OR Campus 296
Context-Aware Recommender Systems 203
Context-Aware Recommender Systems AND Machine Learning 95
Springer Intelligent campus AND MultiAgent System 426
MultiAgent System AND Context-Aware Recommender Systems 53
Science Direct Context-Aware computing AND Ontology 84
Context-Aware computing AND Machine Learning 58
geram respostas aﬁrmativas ou negativas, as quais reﬁnam os artigos que serão acessados na ínte-
gra. A Tabela 2.2 apresenta os questionamentos feitos durante a pesquisa para seleção dos artigos
recuperados na fase anterior.
Tabela 2.2: Teste de relevância (adaptado de Pereira, 2006).
Referência de estudo:
Questões Sim Não
1. O estudo está de acordo com o tema investigado?
2. O estudo foi publicado dentro do período deﬁnido no projeto?
3. O estudo foi publicado no idioma deﬁnido no projeto?
4. O estudo aborda a solução do problema que está sendo investigado?
O estudo foi conclusivo?
Os artigos selecionados no teste de relevância foram acessados na íntegra para análise. Os
Apêndices A, B, C e D contêm os formulários que auxiliam o desenvolvimento da ReS, conforme
Biolchini et al. (2005). Esses formulários auxiliaram a última fase da ReS, análise de resultados
(3), por terem dados extraídos dos trabalhos de um modo mais detalhado. O resultado ﬁnal da
ReS incluiu o estudo de:
• cinquenta e um artigos em periódicos;
• cinquenta artigos em conferências internacionais;
• seis teses de doutorado;
• treze livros;
• oito relatórios técnicos; e
• sete trabalhos não-publicados.
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Estas referências serviram como base para o desenvolvimento deste capítulo e serão descritas
nas próximas seções.
2.2 Sensibilidade ao contexto
O crescimento do poder computacional, a ampliação do uso de dispositivos móveis aliado à ex-
pansão das redes sem ﬁo forneceram a infraestrutura necessária para o desenvolvimento da Compu-
tação Pervasiva (Ye et al., 2012). Considerada por muitos como o novo paradigma computacional
do século XXI (Saha and Mukherjee, 2003; Carvalho et al., 2006), compreende a computação e
comunicação a qualquer hora, lugar e em qualquer dispositivo, exigindo a intervenção mínima do
usuário e adequando a tecnologia ao cotidiano. Indica uma tendência crescente para dispositivos
móveis ou embutidos no ambiente, dotados de poder computacional, totalmente integrados e conec-
tados a uma infraestrutura de rede, com atuação imperceptível e uso tão natural que será invisível
aos usuários. Neste mundo, a computação está em toda a parte provendo serviços, informações e
entretenimento.
Em 1998, com cunho mercadológico, a International Business Machines (IBM) utilizou este
termo, Computação Pervasiva, para denominar um mundo pós-computador pessoal1, visando prin-
cipalmente os dispositivos e componentes, como semicondutores que utilizam pouca energia elétrica.
Ambientes pervasivos são considerados: (i) intrinsecamente dinâmicos, em virtude da mobili-
dade do usuário; e (ii) heterogêneos, em razão da variedade de dispositivos presentes, o que deﬁne
vários cenários de atuação. Assim, para suportar a percepção do ambiente, as aplicações devem
ser sensíveis ao contexto (Satyanarayanan, 2001).
O termo sensibilidade ao contexto foi utilizado pela primeira vez por Schilit and Theimer (1994)
e, segundo Malik et al. (2007), refere-se à habilidade de um dispositivo ou aplicação perceber e se
adaptar à situação corrente do usuário. Também pode envolver a entrega de informações e serviços
mais relevantes e voltados ao usuário, diferenciando-se das aplicações tradicionais que apresentam
características estáticas e baseadas em desktops.
Diferentes deﬁnições são encontradas na literatura para o termo contexto. Elas podem englobar
a referência de contexto com exemplos ou subgrupos, ou seja, qualquer atributo que descreva o
usuário, o dispositivo, a rede física ou o ambiente, podendo ser o nível de bateria ou a temperatura
do ambiente (Schilit and Theimer, 1994; Olsen, 2007). Uma deﬁnição operacional de contexto é
encontrada em Abowd et al. (1999) e Dey (2000) onde:
contexto é qualquer informação que caracteriza a situação de uma entidade, que
pode ser pessoa, lugar ou objeto, considerada relevante em uma interação usuário-
aplicação, incluindo o próprio usuário e a aplicação.
Destas deﬁnições, compreende-se que a sensibilidade ao contexto é a capacidade da aplicação




Também, observa-se que a caracterização da situação é dependente do domínio e a relevância está
relacionada com o que o usuário está fazendo em um momento especíﬁco, considerando o objetivo
desta atividade.
Aplicações pioneiras, como Active Badge Location System (Want et al., 1992) e Active Maps
(Schilit and Theimer, 1994), utilizavam mecanismos emissores de sinais que determinavam a lo-
calização atual de usuários para prover serviços, como encaminhar as ligações telefônicas para o
telefone mais próximo. Porém, há muitas outras informações que podem ser utilizadas além de
localização e identiﬁcação de pessoas e objetos. Para auxiliar esta escolha, Abowd et al. (1999);
Abowd and Mynatt (2000) e Truong et al. (2001) deﬁniram um conjunto com seis dimensões
semânticas para especiﬁcação mínima do contexto, conhecido como (5Ws + 1H):
• quem? (who?)  identiﬁcar o usuário que está utilizando a aplicação;
• onde? (where?)  localizar o usuário;
• quando? (when?)  o momento que a interação está ocorrendo;
• o quê? (what?)  a atividade corrente do usuário;
• por quê? (why?)  entender as razões das ações do usuário; e
• como? (how?)  de que maneira as informações contextuais serão capturadas.
É possível deﬁnir um ﬂuxo básico de processamento de contexto (Loke, 2006; Baldauf et al.,
2007; Hoh et al., 2008), o qual é similar ao processamento de informação de modo geral, a saber:
1. aquisição do contexto;
2. representação do contexto;
3. processamento da informação; e
4. entrega da informação.
As próximas subseções descrevem cada etapa envolvida no ﬂuxo básico de processamento de
contexto apresentado.
2.2.1 Aquisição do contexto
A aquisição dos dados e/ou informações de contexto está relacionada ao monitoramento e
obtenção de informações contextuais de fontes heterogêneas pela aplicação. Essas fontes podem
estar associadas ao ambiente físico por meio de:
• sensores físicos, lógicos ou virtuais que captam, por exemplo, a localização, temperatura e
atividades;
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• informadas pelo próprio usuário, como preferências; e
• inferidas de outras informações pela aplicação.
Henricksen and Indulska (2006) propuseram uma classiﬁcação de tipos de aquisição de contexto,
a saber:
• percebida  provenientes de sensores físicos, lógicos ou virtuais;
• estáticas  adquiridas de fontes persistentes de dados, como bibliotecas digitais;
• providas  fornecidas explicitamente pelo usuário à aplicação; e
• derivadas  inferidas por algum processo de raciocínio a partir de dados e/ou informações
existentes.
Um possível cenário para aquisições derivadas é apresentado em Castro and Favela (2005),
onde Redes Neurais Artiﬁciais (RNAs) são utilizadas para o rastreamento contínuo de usuários em
um ambiente interno a partir de valores da intensidade do sinal recebido (Receive Signal Strength
Indication - RSSI) da infraestrutura de rede sem ﬁo existente.
Um ponto importante a ser destacado no momento da aquisição é que quanto mais transparente
for, menos intrusiva será a consulta de contexto e a aplicação estará na direção da Computação
Pervasiva, a qual visa a transparência na interação com o usuário. Contudo, para essas informações
terem um sentido, elas precisam ter um valor e um signiﬁcado agregado, isto é alcançado com a
representação do contexto.
2.2.2 Representação do contexto
De modo geral, em um ambiente sensível ao contexto entidades heterogêneas trocam informa-
ções ou dados constantemente. O ambiente deve traduzí-los em abstrações estabelecidas em um
modelo de contexto. Este modelo formaliza as entidades, dados e informações que serão utilizados
no ambiente, além dos relacionamentos entre as entidades.
Conforme Seção 2.1, uma questão de pesquisa deﬁnida neste trabalho é Como deﬁnir e modelar
o contexto do ambiente, incluindo também o usuário e dispositivos?. Os resultados decorrentes
da pesquisa para esta pergunta foram baseados nos estudos de Strang and Popien (2004), que
descrevem e comparam algumas abordagens que podem ser utilizadas para representar o contexto,
as quais são:
• pares de chave-valor  é o modelo mais simples para representar a informação contextual,
onde um atributo caracteriza uma propriedade de contexto com um valor associado;
• linguagens de marcação  utiliza a linguagem de marcação eXtensible Markup Language
(XML) para representar o contexto em uma estrutura de dados hierárquica composta de
pares atributo-valor;
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• gráﬁcos  modela o contexto por meio de linguagens gráﬁcas, como a Uniﬁed Modeling
Language (UML), aproveitando a natureza genérica de representação, porém são limitadas
quanto à modelagem do comportamento dinâmico do contexto;
• orientado a objetos  utiliza as características do paradigma orientado a objetos, como en-
capsulamento e reusabilidade, para lidar com os problemas da dinâmica do contexto;
• lógica  apresenta um alto grau de formalismo e representa o contexto por meio de fatos,
expressões ou regras; e
• ontologias  representam as informações contextuas e seus inter-relacionamentos por meio de
um vocabulário comum, o qual pode ser compartilhado, inferido e reutilizado.
Como exposto na Seção 1.1, motivado pela heterogeneidade do ambiente sensível ao contexto,
este trabalho utiliza ontologias para modelagem de contexto, com o intuito de alcançar um voca-
bulário comum que permita a interoperabilidade semântica entre as diversas entidades presentes.
Este conceito é apresentado na Seção 2.7.
2.2.3 Processamento da informação
Após a etapa de representação do contexto, ocorre a manipulação do contexto adquirido, o
qual inclui mecanismos de inferência que auxiliam o processo de tomada de decisão nas aplicações.
Por exemplo, Lech and Wienhofen (2005) propõem o sistema AmbieAgents orientado a agentes
que utiliza raciocínio baseado em casos a ﬁm de determinar a situação do usuário e recomendar
informações relevantes. Em Chen and Lin (2012), RNAs são aplicadas para estimar a localização
do usuário em um ambiente interno a partir do padrão ZigBee.
Geralmente, informações separadas podem não ser expressivas para uma aplicação, sendo a
composição do contexto mais signiﬁcativa. Como apresentado em Panu et al. (2003), a localização
interna ou externa do usuário é inferida a partir de sensores que mensuram luminosidade, som,
temperatura e umidade do ambiente, acrescido da atividade corrente do usuário e posição do
dispositivo.
Algumas aplicações veriﬁcam e tratam inconsistências, já que, o contexto pode ser coletado
por diferentes fontes distribuídas no ambiente. Dados ruidosos, rápida mudança de contexto e
falhas de conexão são alguns exemplos que podem levar a um estado inconsistente. Em Gu et al.
(2004), as informações de contexto são organizadas em diferentes níveis de conﬁança, deste modo,
o contexto deﬁnido é classiﬁcado como mais conﬁável que o percebido e o deduzido. É importante
ressaltar que o tratamento de inconsistência de contexto é um tema que, por si só, gera várias teses
nas áreas de redes Ad Hoc e Computação Pervasiva, não sendo o tema de foco desta pesquisa.
2.2.4 Entrega da informação
Depois do processamento, três situações podem ocorrer: (i) a entrega imediata ao usuário; (ii)
a adaptação do conteúdo; e (iii) armazenamento das informações percebidas ou derivadas.
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A entrega do conteúdo pode passar por um processo de adaptação em resposta às mudanças de
contexto do usuário, como o tipo de dispositivo ou o estado da conexão. Esta adaptação também
pode ser direcionada para um usuário especíﬁco, denominada personalização (Endler et al., 2010).
Chang and Hsu (2012) utilizam a tecnologia RFID (Radio-Frequency IDentiﬁcation), estratégias de
recomendação personalizadas e Web Services para desenvolver um ambiente de shopping sensível
ao contexto, onde serviços personalizados são providos.
Algumas aplicações requerem o armazenamento das informações para criação de um histórico
de contexto, o qual servirá para analisar padrões comportamentais do usuário e estabelecer ten-
dências. Hong et al. (2009) propuseram um framework baseado em agentes para oferta de serviços
personalizados, onde as informações, como preferências do usuário, padrões e hábitos, são extraídas
do histórico de contexto.
Desse modo, compreende-se que o contexto está relacionado com as variações de características
de um ambiente no qual o usuário se encontra, incluindo também o próprio usuário e os dispositivos
presentes. De modo geral, uma infraestrutura deve prover meios para coletar, armazenar, processar
e disseminar informações de contexto obtidas a partir de fontes diversas. Outras questões também
devem ser tratadas, como:
• segurança e privacidade, para troca de dados entre usuários e aplicações;
• distribuição das informações, especiﬁcando como os atributos de contexto serão distribuídos;
• comunicação entre as diversas entidades presentes no ambiente; e
• o gerenciamento das diferentes fontes de contexto e da qualidade dessas informações por
causa da natureza dinâmica e heterogênea destes elementos.
Entende-se que a Computação Pervasiva beneﬁcia-se da sensibilidade ao contexto para enri-
quecer a interação usuário-ambiente. Sob esse novo paradigma, as aplicações tendem a ser trans-
parentes, proativas e a entregar serviços, informações e entretenimento relevantes ao usuário em
tempo real. A Computação Pervasiva é aplicada em diferentes domínios, tais como:
• ambiente de vida assistida (Rodríguez and Favela, 2008; Tiberghien et al., 2012)  auxilia as
atividades diárias de pessoas idosas, proporcionando um ambiente inteligente para melhorar
a qualidade de vida e reduzindo os custos com a saúde;
• esportes (Baca et al., 2010)  monitora o desempenho dos atletas em treino ou competição,
com o objetivo de melhorar o condicionamento do atleta;
• sistemas de comunicação  para prover uma comunidade social virtual (Ng et al., 2011); e
• educação (Tavangarian et al., 2009; Nelaturu et al., 2010)  a instituição educacional é enri-
quecida por meio de uma infraestrutura digital disponível para todos e com aplicações que
sustentem essa relação, criando um campus acessível e integrado, principalmente, ao suporte
pessoal e no processo educativo.
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Dentre as áreas citadas, o domínio de interesse deste trabalho é o educacional, especiﬁcamente
o ambiente universitário, o qual é descrito na Seção 2.3 e refere-se à questão de pesquisa deﬁnida
na Seção 2.1: Como aplicar os conceitos de Computação Pervasiva no setor educacional?.
2.3 Universidade Pervasiva ou iCampus
Em 1999 foi assinado na Europa o Processo de Bolonha2 que deﬁne um conjunto de etapas
para a reforma, integração e harmonização do ensino superior europeu nos quarenta e seis países
signatários. Compreende mudanças curriculares, de metodologias de ensino/aprendizagem, coope-
ração internacional e aumento da mobilidade de docentes e discentes. O que levou a formação do
Espaço Europeu do Ensino Superior (EEES) em 2010.
Para controle e análise das mudanças ocorridas, o Artigo 66.-A do Decreto -Lei no 107/2008
exige que os estabelecimentos de ensino superior elaborem um relatório anual, público, acerca
do progresso na concretização dos objetivos do processo. Alguns relatórios foram analisados3 e
veriﬁcou-se que, entre outros pontos importantes, existe a necessidade de modernização da infra-
estrutura tecnológica das universidades como atrativo para a mobilidade dos discentes e docentes.
A Computação Pervasiva, citada na Seção 2.2, quando aplicada ao domínio educacional, per-
mite a modernização da estrutura tradicional de ensino e a adequação a um novo tipo de compor-
tamento, onde os dispositivos móveis estão ativamente inseridos no cotidiano do usuário. Neste
sentido, algumas deﬁnições foram apresentadas para a evolução da universidade tradicional im-
pulsionada pelo uso da tecnologia (Zender and Tavangarian, 2009; Nelaturu et al., 2010; Bromuri
et al., 2010; Mircea and Andreescu, 2012). Duas representativas deﬁnições são:
• A Universidade Pervasiva é uma instituição educacional enriquecida por mecanismos e ar-
tefatos da Computação Pervasiva de modo segmentado. Apresenta suporte integrado de
tecnologia da informação (TI) em todos os campos de atividade, por exemplo: eApren-
dizado/eEnsino, ePesquisa e eAdministração. Do ponto de vista técnico, é um ambiente
pervasivo, onde os componentes e padrões de interação são adaptados para as características
de uma universidade (Tavangarian et al., 2009).
• Campus inteligente (iCampus) é a evolução de sistemas que têm apenas a capacidade de
adaptação às mudanças ocorridas no ambiente, para os que conseguem pensar, raciocinar,
entender, aprender e adaptar aos diferentes contextos em uma universidade. É constituído
de seis áreas principais: (i) aprendizado; (ii) gerenciamento; (iii) governança; (iv) social; (v)
saúde; e (vi) sustentabilidade (Ng et al., 2010).
Para complementar a deﬁnição especiﬁcada por Tavangarian et al. (2009), o autor considera
que Computação Pervasiva é um alto grau de TI em um ambiente, com suporte inteligente para





O termo iCampus foi inicialmente explorado pelo Instituto de Tecnologia de Massachusetts
(MIT) em colaboração com a Microsoft Research, teve como objetivo criar uma melhor infraestru-
tura para a universidade e favorecer a educação por meio da TI4. A Figura 2.1 apresenta as seis
áreas deﬁnidas por Ng et al. (2010).
Figura 2.1: Visão geral do conceito de iCampus (adaptado de Ng et al., 2010).
O i na frente de cada área signiﬁca inteligente, com diversos graus e formas de inteligência,
e integrado, onde a comunicação ocorre entre e dentro das áreas. São responsáveis por:
• aprendizado  alterações que ocorrem no modo de ensino, como professores e alunos não
precisarem mais estar presentes no mesmo lugar e hora, acesso remoto, palestras a distância
e cursos personalizados;
• gerenciamento  aspectos de instalações e infraestrutura nos prédios do campus, além do
corpo de funcionários, estudantes e visitantes;
• governança  considera os recursos sociais e econômicos, a capacidade dos governos de pla-
nejar, formular e implementar políticas e cumprir funções;
• social  envolve atividades curriculares, extracurriculares e as atividades sociais em geral que
ocorrem dentro do campus;
• saúde  garantir, rastrear e manter a saúde não só do campus, mas dos funcionários e estu-
dantes. Esta ação não pode ser muito intrusiva, ou seja, a interação com a tecnologia deve
ser transparente ou exigir a mínima atenção do usuário (mobile health); e
• sustentabilidade  aspectos sustentáveis do campus, como o uso de energia renovável.




• modernização da universidade, por meio da tecnologia, a ﬁm de adequá-la ao novo contexto
emergente causado pelo avanço das tecnologias de redes sem ﬁo e dispositivos móveis;
• um modelo integrado de universidade, onde todos os setores da universidade são colaborativos
e ocorre comunicação entre estudantes, professores e gestão;
• suporte de todo o ciclo de vida estudantil na universidade de modo transparente e persona-
lizado;
• recomendação personalizada de serviços e eventos que ocorrem no campus;
• o valor adicionado à universidade vai além do uso de dispositivos móveis e redes sem ﬁo,
incorporando também sensibilidade ao contexto, transparência e proatividade no ambiente;
• o alcance da universidade é estendido sem a expansão de instalações físicas; e
• enriquecimento da aprendizagem, ensino e pesquisa ultrapassando fronteiras.
Entende-se que, neste cenário, a universidade é deﬁnida como sendo:
• dinâmica  pela mobilidade dos indivíduos o que determina diversos contextos;
• heterogênea  considerando os diferentes dispositivos presentes, interações que podem ocorrer
e serviços disponíveis;
• integrada  os setores da universidade estão integrados, como educacional, administrativo ou
social;
• inteligente  pois deve ser proativa e capaz de perceber, aplicar mecanismos de raciocínio e
realizar ações no ambiente; e
• contextualizada  pela sensibilidade ao contexto, onde um modelo deﬁne formalmente os
conceitos relacionados ao cenário, possibilitando o entendimento das variáveis relevantes para
a situação corrente, seguido do suporte ao usuário.
Outra questão de pesquisa deﬁnida na Seção 2.1 da ReS refere-se à: Quais universidades estão
na direção da Universidade Pervasiva?. Neste sentido, alguns exemplos de aplicação são:
• MirRTLE (Mixed Reality Teaching and Learning Environment) (Callaghan et al., 2008; Do-
oley et al., 2011) da Universidade de Essex em Londres  projeto colaborativo para criar
um ambiente de realidade integrada de ensino e aprendizado, onde professores e estudantes
participam de uma aula online em tempo real.A interação ocorre por meio de avatares que
representam professores e estudantes no sistema;
• ônibus iCampus (Mustapha et al., 2010) na Universidade de Kebangsaan na Malásia  um
sistema é aplicado para monitorar o movimento do ônibus dentro da universidade;
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• paciente virtual (Imison and Hughes, 2008) da Universidade Nova Gales do Sul na Austrália
 pacientes virtuais permitem que estudantes de medicina desenvolvam habilidades de clínica
e diagnóstico por meio de um cenário online;
• eCampus5 (Mitchell and Race, 2006) da Universidade de Lancaster  objetiva criar uma
infraestrutura de comunicação pervasiva espalhada pelo campus;
• campus inteligente6 na Universidade Federal da Paraíba  representado por um campus
virtual, onde são disponibilizados serviços voltados ao apoio de ensino, como ferramentas
educativas, laboratórios remotos e de interesse social; e
• sistema de informação inteligente baseado em agentes IABUIS (Intelligent Agent-Based Uni-
versity Information System) (Cabukovski, 2011) implementado na Faculdade de Ciências
Naturais e Matemática em Skopje na República de Macedônia.
Na Universidade Pervasiva, os serviços disponíveis devem ser ofertados de modo proativo,
transparente e que seja mais próximo às preferências e situação corrente do usuário. Diante deste
cenário, os Sistemas de Recomendação (SR) (Jannach et al., 2010; Lü et al., 2012; Deuk et al.,
2012) destacam-se como uma possível solução para esse problema. A caracterização desse tipo de
sistema é descrita na Seção 2.4.
2.4 Sistemas de recomendação
Ressalta-se na literatura que com a quantidade de conteúdo disponível na Internet e a facilidade
de acessá-lo por meio de dispositivos móveis, muitas vezes o usuário tem diﬁculdade em encontrar
algo de seu real interesse (Lorenzi, 2010; Davidsson and Moritz, 2011; Xu et al., 2012; Bouneﬀouf
et al., 2012). Como exposto na Seção 1.1, este trabalho segue a visão de Hussein and Neuhaus
(2010), onde aﬁrmam que o problema não é a sobrecarga de informação, e sim encontrar um modo
de ﬁltrar este conteúdo para que seja relevante ao usuário na situação corrente em que ele se
encontra. Uma das soluções é o uso de SR.
SR podem ser deﬁnidos como qualquer sistema que gere recomendações signiﬁcativas de itens
para um indivíduo ou grupo, de acordo com o interesse ou necessidade dos usuários (Jannach
et al., 2010). Deste modo, o objetivo dos SR é auxiliar o usuário a encontrar facilmente o conteúdo
que seja relevante para ele, quer sejam produtos, informações, serviços e pessoas. Neste trabalho,
as palavras item e conteúdo são utilizadas para expressar este conjunto de opções que pode ser
recomendado.
São aplicados em áreas como:
• comércio eletrônico (Dutta and Mukhopadhyay, 2011);




• recomendação de ﬁlmes, como o provedor americano Netﬂix 7, de livros na loja de compras
online Amazon8 e de músicas, como encontrado no site TasteKid9; e
• educação (Sikka et al., 2012).
Os SR podem apresentar um recurso complementar conhecido como personalização. Refere-se
à exploração do conhecimento sobre um indivíduo ou grupo mediante construção e análise de perﬁl,
tem como objetivo adequar e recomendar o conteúdo disponível de acordo com as necessidades e
preferências correntes. Por exemplo, em uma loja de livros o sistema pode guardar todos os livros
vistos ou comprados pelo usuário para predição de interesses. Uma das deﬁnições encontradas na
literatura é a de Choi and Han (2008), onde descrevem que personalização é a integração das
preferências e interesses do usuário no processo de entrega de conteúdo ou de um serviço.
Neste trabalho, a arquitetura de um SR é especiﬁcada de acordo com a deﬁnição proposta por
Adomavicius and Tuzhilin (2005) para recomendações personalizadas. A recomendação personali-
zada é apresentada como um processo iterativo caracterizando um ciclo de entendimento-entrega-
medida (Understand-Deliver-Measure), conforme ilustrado na Figura 2.2, onde o ciclo inclui:
Figura 2.2: Processo de recomendação personalizada (adaptado de Tuzhilin, 2009).
• entendimento  coleta informações sobre o usuário e as armazena em um perﬁl;
• entrega  entrega de conteúdo personalizado baseado no perﬁl e nos itens disponíveis; e
• medida  mensura o impacto da personalização determinando quando o consumidor está
satisfeito com o que lhe foi sugerido.
Ainda de acordo com a Figura 2.2, o ciclo contém seis etapas a partir da opção de identiﬁcação





e apresentação; (v) avaliação do impacto; e (vi) estratégia de ajuste. Cada etapa é detalhada da
Subseção 2.4.1 à 2.4.7.
2.4.1 Identiﬁcação do usuário
O processo de identiﬁcação é opcional e depende do sistema apresentar a capacidade de fazer
recomendações personalizadas. Neste caso, o SR deve identiﬁcar o usuário para criar e manter
uma base de dados que contenha informações pessoais sobre ele. A identiﬁcação e autenticação no
sistema, geralmente ocorre por um login e senha.
Esta etapa é facultativa, pois depende do nível de personalização implementado pelo SR, po-
dendo ser (Schafer, 2001):
• não recomendação  os mesmos itens são recomendados para todos os usuários, por exemplo,
os produtos mais vendidos e os que estão em promoção;
• efêmera  é baseada na interação corrente do usuário com o sistema, sem armazenar qualquer
tipo de informação anterior; e
• persistente  as recomendações são baseadas em um perﬁl construído do usuário.
2.4.2 Coleta de dados
Os SR trabalham com um conjunto de dados de entrada para recomendar o conteúdo. Estes
dados são coletados de um indivíduo ou um grupo de modo explícito ou implícito (Schafer, 2001).
Quanto mais informações o sistema coleta, o processo de recomendação se especializará de acordo
com as preferências do usuário.
O modo explícito envolve a participação ativa do usuário mediante o preenchimento de questi-
onários indicando preferências e dados pessoais para criação de um perﬁl. Também considera-se as
avaliações quantitativas (escala numérica de pontuação) ou qualitativas (comentário sobre o item
visitado ou adquirido) de itens. O processo implícito é menos intrusivo porque infere o padrão
comportamental por meio da análise da interação com o sistema ou baseia-se em um histórico de
ações. Tkalcivc et al. (2012) comparam o efeito de rotulagem afetiva implícita e explícita para um
SR de imagem. O método implícito detecta as expressões faciais dos usuários e o explícito solicita
ao usuário para determinar um rótulo afetivo para o conteúdo observado.
2.4.3 Construção do perﬁl
Os perﬁs são construídos de acordo com os dados coletados e são baseados no conhecimento
ou comportamento do usuário. São construídos de modo explícito e implícito, como descrito
anteriormente na etapa de Coleta de dados. Um exemplo de construção do perﬁl de modo explícito
e interativo é encontrado em Rokach and Kisilevich (2012), onde por meio de um questionário o
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usuário é solicitado a escolher o item de preferência entre dois apresentados. Assim, quanto mais
respostas forem fornecidas, mais completo será o perﬁl.
2.4.4 Comparação
Após a construção do perﬁl, o sistema deve encontrar o conteúdo disponível mais relevante
de acordo com as preferências descritas. Neste etapa, técnicas de recomendação são aplicadas.
Segundo Burke (2002), um SR apresenta:
• dados do sistema  contemplam dados que o sistema contém antes do processo iniciar, como
a relação de conteúdo que pode ser recomendado;
• dados de entrada  correspondem aos dados informados pelo usuário; e
• um algoritmo que combine estes dados para chegar a uma recomendação.
Quanto aos algoritmos de combinação, cinco diferentes técnicas podem ser identiﬁcadas (Burke,
2002; Jannach et al., 2010; Pagare and Shinde, 2012):
• ﬁltragem colaborativa  considerada a técnica mais popular em SR (Resnick et al., 1994).
Procura identiﬁcar indivíduos que possuam perﬁs comuns para formar grupos e recomendar
itens baseado na opinião de cada grupo. Por exemplo, Chen and Chiang (2009) associaram
esta técnica com ontologia para construção de um perﬁl semântico e oferta personalizada de
documentos eletrônicos em um repositório. Alguns problemas deste tipo de ﬁltragem devem
ser considerados:
 inicialização (cold-start)  (i) relacionado ao novo usuário no sistema, como ainda não
existem avaliações realizadas por ele, o perﬁl de avaliações está vazio; e (ii) novos itens,
um item deve ter avaliação mínima para poder ser recomendado;
 esparcidade (sparsity)  geralmente, o número de avaliações já obtidas é muito pequeno
quando comparado com as que ainda necessitam ser feitas; e
 escalabilidade  relativo ao aumento de usuários e conteúdo disponível para que reco-
mendações possam ser geradas com o mínimo de atraso.
• baseada em conteúdo  calcula a similaridade entre o perﬁl do usuário, que contém avaliações
sobre itens comprados ou preferenciais, e itens disponíveis. Baseia-se no fato de que se
o usuário gosta de um produto, provavelmente irá gostar de outros similares à ele. Lops
et al. (2009) descrevem um SR, chamado de FIRSt, para a personalização do patrimônio
cultural. O sistema FIRSt permite inferir os interesses dos usuários aplicando técnicas de
aprendizagem de máquina. Além disso, emprega análise semântica para descobrir possíveis
preferências em palavras-chave. Os problemas inerentes a esta abordagem são:
 super especialização (serendipity)  o sistema recomenda apenas conteúdos que apre-
sentam correspondência com o perﬁl do usuário;
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 qualidade dependente do número de itens que constituem o perﬁl do usuário; e
 limitações na representatividade do perﬁl.
• baseada em conhecimento  utiliza o conhecimento sobre os usuários e produtos para inferir
preferências. Como descrito no trabalho de Lorenzi (2010), o qual apresenta a abordagem
MATRES (MultiAgent REcommenderS ). O sistema é baseado em suposições e conﬁança dos
agentes para recomendação multiagente, onde é necessário conhecimento distribuído e espe-
cíﬁco. Neste caso, os agentes são colaborativos e geram recomendações de qualidade mesmo
em situações críticas, como a falta de informação para gerar a recomendação. O cenário de
aplicação é uma agência de viagem para oferta de pacotes turísticos, onde o conhecimento
do domínio foi representado como casos (von Wangenheim and von Wangenheim, 2003). A
principal limitação desta técnica é a aquisição do conhecimento, considerada o gargalo para
esse tipo de sistema (Adomavicius and Tuzhilin, 2005);
• ﬁltragem demográﬁca  pode ser considerada uma extensão da ﬁltragem colaborativa (Ado-
mavicius and Tuzhilin, 2005) porque baseia-se no cálculo de similaridade entre usuários.
Porém, utiliza dados demográﬁcos, como idade, região e gênero, para construir o perﬁl, ao
invés do histórico de avaliações. Em Chen and He (2009), um SR baseado em ﬁltragem de-
mográﬁca é descrito, onde a base de usuários é criada mediante os dados de idade, proﬁssão
e sexo; e
• ﬁltragem híbrida  agrega uma ou mais técnicas de recomendação para limitar os pontos
fracos de cada abordagem. Um sistema pioneiro nesta abordagem é o FAB (Balabanovi¢
and Shoham, 1997), que recomenda páginas web utilizando a técnica colaborativa e baseada
em conteúdo. Esmaeili et al. (2012) também combinam estas técnicas para desenvolver uma
abordagem híbrida de recomendação de comunidades virtuais e redes sociais considerando as
preferências do usuário.
Estas técnicas podem ser classiﬁcadas em dois grandes grupos: (i) as que consistem nas carac-
terísticas dos itens, como a baseada em conteúdo; e (ii) as que consideram os usuários, como as
técnicas de ﬁltragem colaborativa, demográﬁca e baseada em conhecimento. Para a especiﬁcação
detalhada das técnicas descritas consultar Burke (2002); Jannach et al. (2010) e Pagare and Shinde
(2012).
2.4.5 Entrega e apresentação
Etapa na qual é deﬁnido o momento mais apropriado e o meio a ser utilizado para a entrega,
além de como o conteúdo será apresentado (Tuzhilin, 2009), sendo o menos intrusivo possível para
o usuário.
Segundo Schafer (2001), a recomendação pode ser entregue via correio eletrônico ou mensagens
de texto (push technologies), por solicitação do usuário (pull technologies) ou passivamente, quando
conteúdos são recomendados em tempo real de acordo com o item corrente, por exemplo, Quem
se interessou por x, também se interessou por y.
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Os modos de visualização desta saída são:
• lista ordenada de acordo com critérios pré-estabelecidos, como itens mais vendidos ou uma
categorização deﬁnida pelo sistema;
• lista não-ordenada para não inﬂuenciar a escolha do usuário ou possibilitar a perda de inte-
resse;
• uma escala de classiﬁcação de acordo com a relevância do item e não por um critério estabe-
lecido;
• um único conteúdo apenas, geralmente, são apresentadas como sugestões em frases do tipo:
Temos uma recomendação para você! ou Você vai gostar deste livro;
• resenhas que expressam, textualmente ou por classiﬁcação, as opiniões dos usuários acerca
de um item; e
• avaliações numéricas, onde os usuários estabelecem notas para o conteúdo.
2.4.6 Avaliação
Após a entrega, é aconselhável mensurar o impacto da recomendação a ﬁm de melhorar este
processo. Este cálculo é feito a partir do retorno (feedback) que o usuário fornece ao que foi suge-
rido, podendo ser por meio de avaliações explícitas, quantitativas e qualitativas, ou implícitas em
observações comportamentais, como descrito na etapa de Coleta de dados. Em algumas aborda-
gens, este processo serve para a construção de perﬁs (Samaras and Panayiotou, 2002). Geralmente,
é possível distinguir dois tipos de retorno (Lops et al., 2011): (i) positivo, avalia características po-
sitivas feitas pelo usuário; e (ii) negativa, estima o que não foi considerado relevante. Em Jawaheer
et al. (2010), é apresentado um estudo comparativo dos modos de retorno aplicado em um SR de
músicas online. Oard and Kim (1998) descrevem os tipos de comportamento observáveis para o
retorno implícito.
2.4.7 Estratégia de ajuste
Para ﬁnalizar o ciclo, após o cálculo do impacto efetuado, possíveis melhorias podem ser feitas
nas etapas anteriores da recomendação. Caso o resultado das métricas não seja satisfatório, as
causas do baixo desempenho devem ser identiﬁcadas e ajustadas de acordo com o retorno do
usuário, como apresentado na Figura 2.2. Quando o retorno está integrado à recomendação,
a qualidade do processo tende a melhorar com o tempo resultando em um ciclo virtuoso de
recomendação (Tuzhilin, 2009).
2.4.8 Recomendação sensível ao contexto
Tradicionalmente, os SR tratam apenas das preferências do usuário, não considerando as mu-
danças de ambiente e da situação corrente, ou seja, o contexto; o qual inﬂuencia diretamente nos
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interesses dele. Por exemplo, um indivíduo pode preferir um estilo de ﬁlme para ver sozinho e
outro acompanhado. Neste caso, as preferências estão de acordo com o contexto corrente (Hong
et al., 2009).
Esta necessidade intensiﬁcou-se com o acesso às tecnologias móveis, porque permitiu a dispo-
nibilização de informações a qualquer hora e lugar (Bouneﬀouf et al., 2012). Com isso, houve uma
mudança de paradigma, onde informações de contexto são agregadas ao processo de recomendação
surgindo os Sistemas de recomendação sensíveis ao contexto (Context-aware recommender systems
- CARS) (Adomavicius and Tuzhilin, 2008; Asabere, 2013).
A noção de contexto foi descrita na Seção 2.2 e caracteriza-se como qualquer informação re-
levante do usuário e do ambiente para o sistema. Com isso, o processo de recomendação passa a
considerar mudanças dinâmicas de contexto ocasionadas pela mobilidade do usuário. Neste sentido,
são acrescentadas novas exigências, como (Arbanowski et al., 2004):
• manipulação de um conjunto extensível de preferências dos usuários;
• deﬁnição de múltiplos perﬁs associados às diferentes situações, já que as preferências variam
com o contexto corrente;
• suporte para acessibilidade do conteúdo apresentado, caso necessário; e
• criação de diferentes perﬁs de rede e conteúdo, pois o tipo de conteúdo é dependente da
situação.
A tendência em CARS é o uso de técnicas de aprendizagem de máquinas, como RNAs (Jiang,
2010), para permitir o acompanhamento das constantes mudanças de contexto que ocorrem no
ambiente. Neste sentido, este projeto utiliza a Teoria de Propagação da Ativação da Memória
(Spreading Activation Theory of Memory - SATM) (Collins and Loftus, 1975) para permitir o pro-
cesso contínuo de adaptação, suportar a característica dinâmica do contexto e possibilitar o retorno
implícito da recomendação feita. Esta teoria é descrita na Seção 2.5 e foi obtida como resposta
para três questões de pesquisa deﬁnidas na Seção 2.1: (i) Quais técnicas podem ser utilizadas para
descobrir interesses e padrões comportamentais dos usuários?; (ii) Como prover informações ao
usuário de acordo com o contexto e que permita o aprendizado dinâmico em diferentes situações?;
e (iii) Quais técnicas de aprendizagem de máquina suportam a modelagem semântica?;
2.5 Teoria da propagação da ativação da memória
A Teoria da Propagação da Ativação da Memória (SATM) procura explicar como funciona a
recuperação de informações na memória humana. Propõe que a memória de longo prazo pode
ser representada como uma rede estruturada de conceitos semânticos, onde os termos relacionados
estão conectados, conforme ilustrado na Figura 2.3. Considera que quando um conceito é o foco
da atenção, todos os conceitos a ele associados também são ativados (Anderson, 1983).
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Figura 2.3: Um exemplo de rede semântica (adaptado de Crestani, 1997).
O conceito básico de SATM é que todas as informações importantes para um domínio são
mapeadas em uma rede estruturada. Cada conceito na rede é representado por um nó i que está
relacionado com outros nodos, por exemplo, o nó j. As relações podem ter um peso associado wij
e indica a força ou grau da conexão, conforme apresentado na Figura 2.4. Quando um conceito é
ativado, o respectivo nó do conceito também é, iniciando, assim, a propagação da ativação para os
nós adjacentes que vai atenuando conforme se afasta do nó inicial ativado.
Figura 2.4: Rede estruturada de um modelo de SA (Crestani, 1997).
2.5.1 Algoritmo de propagação da ativação
O algoritmo spreading activation (SA) apresenta como estrutura uma rede semântica (RS)(NS,
AS), onde:
• RS  rede semântica de tamanho ﬁnito e limitada pelo ambiente onde o algoritmo executa;
• NS  nós semânticos ou conjunto de nodos; e
• AS  arestas semânticas ou conjunto de arestas da RS.
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Considerando a Figura 2.4, o algoritmo SA atua iterativamente sobre esta RS e apresenta oito
elementos, os quais são:
1. nodo (i)  é um elemento do NS, ou seja, um nodo da RS. Representa um termo para o
domínio e pode referenciar um conceito ou instância de conceito;
2. sementes (K)  o conjunto de nós que iniciarão a execução do algoritmo e a cada iteração é
determinado um novo conjunto K a ser ativado;
3. peso da relação (wij)  uma aresta determina a associação semântica entre os nodos i e j.
Esta relação possui um peso wij , que pode ser binário (0 ou 1) ou pertencer ao conjunto dos
números reais e são dependentes do tipo da aplicação. Por exemplo, em uma aplicação com
representação binária, caso não exista relação entre os nós i e j, então wij = 0;
4. valor de ativação (Ai)  refere-se ao valor atribuído ao nodo (i) em uma passagem do algoritmo
por este nó, também podendo ser binário (0 ou 1) ou pertencer ao conjunto dos números
reais. A cada pulso p todo nó i tem um nível de ativação Ai e uma saída Oi que é uma
função do seu nível de ativação, conforme Equação 2.1 (Tsatsaronis et al., 2007).
Oi(p) = f(Ai(p)) (2.1)
A saída do nó i afeta o próximo valor de ativação de qualquer nó j que está diretamente
relacionado. Então, o valor de ativação de cada nó j da rede, no pulso p, é a soma da função
de saída Oi do nó i no pulso p− 1 com o peso wij da relação, de acordo com a Equação 2.2





5. pulso (p)  corresponde ao ciclo de disparo do algoritmo SA, onde o nó i ou os nodos
selecionados para ativação têm seus valores Ai(p − 1) atualizados para Ai(p), considerando
os pesos dos nodos adjacentes. A idéia básica de um pulso é avançar um passo na RS por
meio das associações semânticas entre o nó i e seus adjacentes;
6. threshold  o ponto-chave no algoritmo é determinar quando um nó é ativado ou não, o que
permite que o algoritmo espalhe a ativação sobre a rede (Kandefer and Shapiro, 2011). Uma
das funções mais utilizadas é a limiar (Crestani, 1997), a qual determina se o nodo i deve ser
considerado ativo e, portanto, propagar a ativação para outros nós adjacentes. Por exemplo,
em um pulso p o nodo i tem como valor de ativação Ai(p) = 0, 79, se threshold = 0, 8, então
o nodo i não será marcado para ativação e consequentemente não terá o seu valor de ativação
atualizado;
7. fator de decaída (decay factor) (D)  este fator faz com que o valor de ativação Aj de um
nodo diminua à medida que se afasta do nó inicial, caracterizando a diminuição da força
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de ativação. Deste modo, deﬁne-se uma função h para penalizar a saída Oj de um nodo j,
conforme Equação 2.3 (Rodríguez et al., 2013).
Oj = h(Aj) (2.3)
8. relevância semântica  valor de ativação ﬁnal de Ai de um nodo i, já que o algoritmo pode
passar várias vezes pelo nodo i e atualizar Ai. Este valor de relevância semântica é retornado
em uma lista junto a cada um dos nodos que tenham alcançado o valor de threshold aceito.
Uma vez apresentados os elementos do algoritmo SA, é descrito o ﬂuxo de processamento
clássico, de acordo com a Figura 2.5, onde cada iteração ou pulso compreende: (i) um ou mais
pulsos; e (ii) condição de parada. Um pulso é composto por três fases:
• pré-ajuste  determina o valor dos pesos iniciais dos nós preparando a RS. Este passo de-
termina o valor inicial dos nodos, podendo ser 1 para os nós pertencentes ao conjunto de
sementes K e 0 para os demais;
• propagação  consiste na ação iterativa de difundir a ativação de um nó i para todos os nodos
adjacentes, o qual pode ser interrompido por alguma condição de parada. A cada propagação,
um conjunto de nodos é ativado e os seus valores de relevância semântica são ajustados. O
cálculo do valor de ativação Ai do nó i é deﬁnido, como apresentado na Equação 2.2; e
• pós-ajuste  esta fase determina quais os nodos adjacentes de i que serão marcados para
ativação no pulso seguinte.
Figura 2.5: Fluxo básico do algoritmo SA (adaptado de Crestani, 1997).
As fases de pré e pós-ajuste são opcionais e utilizadas para evitar a retenção de pulsos anteriores,
permitindo o controle da ativação dos nós individualmente e da rede (Crestani, 1997). Após a fase
de pós-ajuste, a condição de parada é veriﬁcada, que pode ser:
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• quando todos os nós são disparados;
• quando o número de iterações ou pulsos é alcançado; e
• a propagação alcança o mesmo nodo por arestas diferentes.
Deste modo, o algoritmo SA é iterativo, compreendendo um sequência de pulsos e veriﬁcação
de condição de parada. Pulso após pulso, a ativação se propaga pela rede atingindo os nodos que
estão relacionados aos nós ativados inicialmente. Após a condição de parada ter sido alcançada, o
algoritmo gera como resultado uma lista que contém os conceitos que foram ativados, ordenados
pela medida de relevância semântica e representa os conceitos mais relacionados com o de interesse.
O algoritmo SA clássico apresenta algumas limitações, como a ativação ser propagada por toda
a rede, por isso, restrições devem ser aplicadas, tais como (Crestani, 1997):
• de distância  determina a quantidade de níveis a serem ativados. Deve considerar relações
de até terceira ordem;
• de propagação  a propagação deve parar ao encontrar nós com um grande número de as-
sociações, o que evita a ativação de grandes áreas. Considera que um termo com muitos
relacionamentos é genérico e não deve ser expandido;
• de caminho  a difusão da ativação deve ser feita por caminhos mais signiﬁcativos, de acordo
com as regras de inferência da aplicação. Isso pode ser modelado por pesos nas arestas ou
por rótulos; e
• de ativação  deﬁne um limiar para a ativação do nó, controlando a propagação na rede.
Caso um nó não alcance este valor, o ﬂuxo não prossegue neste nodo.
Estas estratégias de controle atuam na propagação e evitam que a difusão ocorra em toda a
rede, diminuindo o esforço computacional.
As Figuras 2.6(a) e 2.6(b) apresentam um trecho de uma rede semântica para os pré-requisitos
da disciplina de Circuitos Digitais, ou seja, semente (K)=Circuitos Digitais. O pulso p = 0 indica
que o algoritmo ainda não iniciou. Após o disparo do primeiro pulso (p = 1), o valor de ativação
ACircuitosDigitais é atualizado e K é expandido para um conjunto de sementes K ′, onde os conceitos
são semanticamente relacionados na RS. Este conjunto K ′ contém os termos: Física III, Física III
Experimental e Eletromagnetismo I. A Figura 2.6(b) ilustra os nós marcados para a propagação,
repetindo assim o processo iterativo.
Um pseudocódigo para o algoritmo SA pode ser escrito deﬁnindo as fases de pré-ajuste e
propagação, conforme ilustrado na Figura 2.7.
Candan and Sapino (2010) descrevem três algoritmos geralmente utilizados para implementar
a SATM, que são: (i) rede de Hopﬁeld; (ii) branch-and-bound (ramiﬁcação e corte); e (iii) Constrai-
ned Leaky Capacitor Model. Porém, todos seguem o mesmo processo: ativação do nó, propagação
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(a) Rede semântica no pulso (p) = 0
(b) Rede semântica no pulso (p) = 1
Figura 2.6: Exemplo de um pulso do algoritmo de propagação de ativação (a) e (b)
do pulso pela rede e veriﬁcação da condição de parada. Este trabalho utiliza o framework OntoS-
pread10 desenvolvido em Java sob a licença GPL (GNU - General Public License). Ele foi escolhido
porque fornece uma interface de programação de aplicativo que permite o desenvolvimento, con-
ﬁguração, personalização e execução do algoritmo original de SA, aplicando níveis de restrição,
como a diminuição dos pesos de acordo com a distância do nó ativado. Além disso, permite o uso
do algoritmo no campo da Web Semântica com as linguagens deﬁnidas pelo W3C, como RDF e
OWL.
2.5.2 SATM e Inteligência Artiﬁcial
A SATM é mais análoga ao modelo conexionista da Inteligência Artiﬁcial (IA) (Rodriguez et al.,
2010). Uma das técnicas da IA que pode se assemelhar à esta teoria é a Rede Neural Artiﬁcial
(RNA), onde é deﬁnida como um processador massivamente paralelo distribuído, constituído de
10https://code.google.com/p/ontospread/
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Figura 2.7: Pseudocódigo para o algoritmo SA.
unidades de processamento simples, que têm a propensão natural de armazenar conhecimento
experimental e torná-lo disponível para uso (Haykin, 1998).
Porém, algumas diferenças podem ser destacadas, como:
• o algoritmo SA é aplicado em uma rede semântica, onde todos os nós da rede representam
um conceito para um domínio;
• os nós da rede semântica estão conectados por relacionamento, ou seja, os termos que apre-
sentam relação semântica estão conectados;
• a aplicação do algoritmo SA não é dividida em fase de treinamento e teste, como ocorre nas
redes múltiplas camadas (Haykin, 1998); e
• os pesos da RNA são ﬁxos após o treinamento, enquanto que os pesos na rede semântica são
variáveis e indicam a relevância semântica dos termos. Deste modo, quando o usuário escolhe
algum termo semântico indicado pelo algoritmo, o valor do peso da conexão é atualizado.
O algoritmo SA é para ser aplicado em redes semânticas e associativas. Segundo Teuﬂ et al.
(2009), redes semânticas são consideradas como um modo de representação do conhecimento por
notação gráﬁca, onde os nós armazenam conceitos e as arestas representam a relação entre es-
ses conceitos; já as redes associativas são consideradas como sendo mais gerais do que as redes
semânticas e as relações são ponderadas de acordo com as forças das associações .
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2.5.3 SATM em sistemas de recomendação
Alguns trabalhos que aplicam SATM em sistemas de recomendação, como em Hussein et al.
(2007); Troussov et al. (2009) e Alvarez et al. (2011), apresentam as seguintes características:
• aprendem iterativamente o comportamento do usuário de modo transparente, ou seja, sem
solicitar o preenchimento de cadastros ou indexação de pontos;
• permite o acompanhamento dinâmico das preferências do usuário em diferentes contextos;
• ofertas personalizadas;
• uma interação mais natural com o sistema; e
• possibilita o retorno implícito para ajuste do processo de recomendação.
Hussein et al. (2007) ressaltam as vantagens de aplicar SATM em CARS, as quais são:
• os nós ativados estão de acordo com o contexto corrente do usuário;
• a rede construída é personalizada;
• possibilita a construção de um perﬁl dinâmico;
• facilita o aprendizado do sistema pelas preferências do usuário considerando o contexto; e
• permite o retorno implícito.
Como especiﬁcado na Seção 1.1, este trabalho baseia-se na proatividade e transparência da
recomendação contextualizada, representando o indivíduo na sociedade e a própria sociedade,
enfatizando o comportamento e a interação social, particularmente entre usuário e aplicação. Para
alcançar este nível de representação, é proposto o uso de agentes (Wooldridge, 2009), já que outros
paradigmas não conseguem representar esse tipo de modelo. Além disso, aplicações sensíveis
ao contexto são intrinsecamente dinâmicas e distribuídas, por isso, precisam de uma abordagem
que permita a deﬁnição de comportamentos autônomos e proativos para antecipar e adaptar às
mudanças ocorridas no ambiente.
A próxima seção corresponde ao último questionamento deﬁnido na Seção 2.1: Quais as abor-
dagens que permitem representar o indivíduo, especiﬁcando comportamentos e interações sociais?.
2.6 Sistema Multiagente
O paradigma de agentes de software fundamenta o estudo e deﬁnição de Sistema Multiagente
(SMA). Uma deﬁnição intuitiva de SMA é um sistema que possui dois ou mais agentes inteligentes
interagindo em um ambiente para satisfazer um conjunto de objetivos individuais ou coletivos. Para
Wooldridge (2009), um SMA é composto de agentes autônomos que interagem e atuam segundo
30
Figura 2.8: Visão geral de um SMA (adaptado de Wooldridge, 2009).
seus objetivos em um ambiente, apresentando diferentes esferas de inﬂuência e são ligados por
relações organizacionais, como ilustrado na Figura 2.8.
Deste modo, cada agente em um SMA será composto de:
• diferentes capacidades de percepção e ação no ambiente;
• distintas esferas de inﬂuência, isto é, cada um inﬂuencia uma parte do ambiente, podendo
ocorrer sobreposição; e
• várias organizações de acordo com as suas atividades e objetivos a serem alcançados.
2.6.1 Agentes
Um agente é uma entidade unitária de um SMA, é tudo o que pode ser considerado capaz de
perceber seu ambiente por meio de sensores e agir sobre ele por intermédio de atuadores (Russell
and Norvig, 2009). A Figura 2.9 ilustra uma arquitetura de alto nível de um agente.
Um agente é considerado inteligente quando apresenta as seguintes características (Wooldridge,
2009):
• autonomia  exerce controle sobre suas ações;
• reatividade  respondem às mudanças que ocorrem no ambiente;
• proatividade  é capaz de ter iniciativa para satisfazer objetivos próprios; e
• sociabilidade  é capaz de comunicar-se, cooperar e raciocinar;
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Figura 2.9: Agente percebendo e atuando em um ambiente (adaptado de Russell and Norvig,
2009).
Segundo Russell and Norvig (2009), um agente é classiﬁcado em quatro tipos básicos de acordo
com o raciocínio empregado:
• agentes reativos simples  são considerados os agentes mais simples devido ao seu compor-
tamento puramente reativo. Eles apenas escolhem uma ação baseada na sua percepção;
• agentes reativos baseados em modelos  mantêm um estado interno que depende de seu
histórico de percepções e ações. São igualmente conhecidos como agentes reativos com estado
e suas ações dependem não só da percepção, mas também do estado interno;
• agentes baseados em objetivos  mantêm o registro de estado interno e um conjunto de metas
que tentam alcançar. As ações dos agentes são guiadas por objetivos, considerando também
a análise do estado atual do ambiente; e
• agentes baseados em utilidades  além dos objetivos, utilizam uma função de utilidade para
mensurar o grau de satisfação do agente a partir do estado no qual se encontra. A função de
utilidade mapeia um estado ou uma sequência de estados em um número real, que descreve
o grau de utilidade. O agente sempre escolherá a ação que leva a uma maior utilidade.
2.6.2 Projeto de um agente
Para desenvolver um projeto de agente inteligente deve-se especiﬁcar as percepções e ações
possíveis de cada agente, os objetivos ou medidas de desempenho a serem alcançados, assim como
o tipo de ambiente onde o agente irá atuar (Russell and Norvig, 2009). Logo, um agente inteligente
pode ser caracterizado por percepções (Percepts), ações (Actions), objetivos (Goals) e ambiente
(Environment) onde está inserido, também conhecido como PAGE.
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2.6.2.1 Ambiente
Weyns and Holvoet (2004) deﬁnem que o ambiente neste paradigma é uma abstração de pri-
meira classe que fornece as condições para os agentes existirem, além de mediar a interação entre
eles e o acesso aos recursos. Por isso, deﬁnir suas propriedades é uma decisão de projeto que de-
pende dos requisitos do domínio do problema e afeta diretamente a percepção do agente, além da
complexidade do processo de concepção do agente. Segundo Russell and Norvig (2009), o ambiente
pode ser caracterizado de acordo com os seguintes parâmetros:
• acessível vs. inacessível  determina se um agente consegue obter, por meio de sensores, in-
formações completas e precisas sobre o ambiente. Caso isto ocorra, o ambiente é considerado
acessível; do contrário, é considerado inacessível. Quanto mais acessível um ambiente for,
mais simples será projetar e construir agentes para agirem eﬁcazmente dentro dele;
• determinístico vs. não-determinístico  em um ambiente determinístico cada ação tem um
efeito único garantido, não existindo qualquer incerteza quanto ao resultado da sua execução;
já o não-determinístico pode encerrar ações falhas ou não apresentar um efeito único bem
determinado;
• estático vs. dinâmico  um ambiente dinâmico pode mudar seu estado enquanto um agente
está deliberando, pois existem outros agentes agindo neste ambiente simultaneamente; no
estático é suposto permanecer inalterado enquanto o agente decide a próxima ação a executar;
• discreto vs. contínuo  um ambiente é discreto quando existe um número limitado de per-
cepções e ações possíveis para o agente. Enquanto que no contínuo é impossível enumerar
todos os estados possíveis; e
• episódico vs. não-episódico  em ambientes episódicos a escolha de cada ação depende so-
mente do episódio em si, ou seja, é independente dos anteriores. Por exemplo, localizar peças
defeituosas em etapas distintas de uma linha de montagem. Em contraste, nos não-episódicos
a ação atual pode afetar decisões futuras, como em jogos de xadrez.
Analisando as propriedades dos ambientes pode-se concluir que os mais complexos de serem
implementados são os inacessíveis, não-determinísticos, dinâmicos, contínuos e não-episódicos, por
exemplo, o mundo real.
2.6.2.2 Arquitetura
O projeto de um agente também especiﬁca a deﬁnição da arquitetura a ser utilizada, a qual
contém a estrutura do modo de relacionamento dos agentes por meio do uso de protocolos de
comunicação e interação. As arquiteturas podem ser classiﬁcadas como (Wooldridge, 2009; Weiss,
1999):
• baseada em lógica  os agentes tomam decisões por meio de deduções lógicas e o ambiente é
simbolicamente representado e manipulado por formalização matemática;
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• reativa  os agentes desta arquitetura mapeiam diretamente uma situação para ação;
• BDI (Beliefs, Desires, Intentions)  o estado interno de processamento de um agente é
descrito por meio de um conjunto de estados mentais deﬁnidos, como crenças (Beliefs),
desejos (Desires) e intenções (Intentions); e
• híbrida ou em camada  os agentes apresentam comportamento ativo e reativo; e as decisões
são tomadas por múltiplas camadas, cada uma representando um nível de abstração.
A arquitetura híbrida pode ser classiﬁcada de acordo com o ﬂuxo de controle, o qual pode ser
horizontal (Figura 2.10(a)) e vertical (Figura 2.10(b)) (Wooldridge, 2009).
(a) Arquitetura de camadas horizontais (b) Arquitetura de camadas verticais
Figura 2.10: Tipos de arquitetura (a) e (b) (adaptado de Wooldridge, 2009).
A Figura 2.10(a) ilustra a arquitetura em camadas horizontais, onde cada camada é um agente
e produz sugestões sobre que ação executar. Apresenta como vantagem a simplicidade conceitual,
visto que, caso seja necessário que um agente tenha n tipos diferentes de comportamentos, então
implementa-se n camadas diferentes. Porém, uma vez que as camadas competem entre si para
gerar as ações, uma função mediadora deve ser incluída, o que pode ocasionar um gargalo no
processo de decisão do agente.
A Figura 2.10(b) apresenta a arquitetura em camadas verticais, onde o sensor de entrada e a
ação de saída estão localizados em no máximo uma camada. As camadas não competem entre si
para gerar ações, porém para uma decisão ser tomada um ﬂuxo de controle deve passar por todas
as camadas e caso uma delas falhe, o agente terá problemas para gerar e executar uma ação. Pode
conter:
• um ﬂuxo de controle (1)  o ﬂuxo passa sequencialmente por cada camada até a última, onde
é gerada a ação a executar;
• dois ﬂuxos de controle (2)  primeiro o ﬂuxo sobe as várias camadas até o nível superior, e,
depois, o ﬂuxo segue o sentido inverso, dando origem à ação a executar.
2.6.3 Características de SMA
A partir do momento que dois agentes estão presentes em um ambiente, ocorre a necessidade




Na deﬁnição apresentada na Seção 2.6.1, assume-se que um agente possui habilidade social para
interagir com outros agentes presentes no ambiente. Neste sentido, uma importante característica
do SMA é a comunicação de alto nível. Segundo Russell and Norvig (2009), comunicação é a
troca intencional de informações estimulada pela produção e percepção de sinais extraídos de um
ambiente compartilhado.
A capacidade de comunicação de um agente permite a troca de informações e a coordenação
de atividades, resultando em sistemas mais coerentes. Esta interação ocorre por meio de uma
linguagem comum dentro de um domínio especíﬁco e deve apresentar:
• sintaxe  parte da gramática que contém as regras relativas à disposição das palavras na
frase e a das frases no discurso, bem como a relação das palavras e das frases entre si;
• semântica  parte que deﬁne o signiﬁcado dos símbolos e de suas combinações;
• vocabulário  deﬁnição do conjunto de palavras que encerram uma linguagem ou língua;
• pragmática  conjunto de regras para interpretar os símbolos utilizados na comunicação; e
• modelo do domínio de discurso  signiﬁcado de um conjunto de símbolos dentro de um
contexto especíﬁco.
Algumas linguagens foram deﬁnidas no contexto da comunicação em SMA e pode-se destacar
(Bellifemine et al., 2007):
• KQML (Knowledge Query and Manipulation Language) (Chalupsky et al., 1992)  é base-
ada em troca de mensagens e caracteriza-se por especiﬁcar toda a informação necessária à
compreensão do conteúdo da mensagem, ou seja, a linguagem não está preocupada com o
conteúdo da mensagem; e
• FIPA ACL - (Foundation for Intelligent Physical Agents - Agent Communication Language11)
 deﬁne essencialmente a estrutura exterior da mensagem e assemelha-se no formato à KQML,
porém, contém uma semântica mais compreensível.
Observa-se que os agentes precisam de uma linguagem de comunicação que particularize as
mensagens que podem ser trocadas e um vocabulário comum bem deﬁnido para entender o que
está sendo dito. Neste sentido, justiﬁca-se o uso de ontologias neste trabalho (Seção 2.7) para




Após a linguagem de comunicação ser deﬁnida, é preciso discutir sobre os mecanismos de
interação. Nesta direção, os protocolos de interação estabelecem as etapas de troca de mensagem
entre os agentes.
A interação dos agentes deve ser coordenada para resultar um sistema coerente. De acordo
com Weiss (1999), a coordenação é uma característica essencial para um sistema de agentes que
realizam alguma atividade em um ambiente compartilhado. Assim, coordenar é a capacidade de
fazer com que os agentes trabalhem em conjunto e consigam combinar seus objetivos para alcança-
rem o objetivo ﬁnal do sistema. Existem basicamente duas abordagens para o modo de interação
(Wooldridge, 2009):
• cooperativa  todos os agentes do sistema trabalham juntos para alcançar um objetivo geral
apoiados na noção de auxílio mútuo; e
• competitivo  os agentes apresentam os mesmos objetivos e usam estratégias individuais para
alcançá-los. Geralmente, são aplicados protocolos de negociação, como Contract Net (Smith,
1980), para deﬁnir um acordo entre os agentes.
2.6.4 Metodologias
Há diversas metodologias de desenvolvimento de software orientado a agentes e uma compa-
ração entre elas, como Gaia, Tropos, Prometheus, MaSE e Passi, é apresentada nos trabalhos de
Dam and Winikoﬀ (2003); Henderson-Sellers and Giorgini (2005) e Wooldridge (2009). De modo
geral, são denominadas de metodologias AOSE (Agent Oriented Software Engineering) e muitas
delas foram baseadas nos conceitos de Orientação a Objeto (OO), como exibe a Figura 2.11.
Figura 2.11: Metodologias AOSE (Henderson-Sellers and Giorgini, 2005).
Após estudo, optou-se utilizar a metodologia Prometheus (Padgham and Winikoﬀ, 2002, 2004)
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no desenvolvimento do projeto da arquitetura proposta, pois deﬁne um processo detalhado e itera-
tivo para a especiﬁcação, projeto, implementação, teste e depuração de sistemas de software orien-
tados a agentes. Inclui aspectos do ambiente que o agente está inserido e da organização. Permite o
uso tanto por especialistas, quanto por usuários comuns. Oferece ferramentas de suporte gratuitas,
como a Prometheus Design Tool12 (PDT), que permite ao usuário veriﬁcar inconsistências, gerar
automaticamente um conjunto de diagramas e a descrição do projeto, o que inclui descritores para
cada entidade, um dicionário para o projeto e os diagramas gerados anteriormente; porém não
são obrigatórias para a aplicação desta metodologia. Os artefatos que constituem a metodologia
Prometheus são apresentados no Anexo E.
Apresenta três fases de desenvolvimento:
1. especiﬁcação do sistema  identiﬁca os objetivos, as funcionalidades básicas do sistema, as
ações e percepções dos agentes;
2. projeto arquitetural  utiliza as saídas da fase anterior para determinar os tipos de agentes
do sistema e como irão interagir; e
3. projeto de desenvolvimento detalhado  deﬁne informações detalhadas sobre cada agente e
como eles vão realizar as tarefas dentro do sistema global.
Figura 2.12: Fases da metodologia Prometheus (adaptado de Padgham and Winikoﬀ, 2004).
12http://www.cs.rmit.edu.au/agents/pdt/index.shtml
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A primeira fase, especiﬁcação do sistema, está diretamente ligada à importância do ambiente
(Seção 2.6.2.1) e consiste nos seguintes passos:
• descrever o sistema em alto nível;
• desenvolver cenários de caso de uso; e
• especiﬁcar a interface do sistema.
A descrição de alto nível do sistema envolve a deﬁnição dos objetivos e funcionalidades. As
operações do sistema são ilustradas por meio de casos de uso e a descrição da interface encerra a
relação entre o sistema e o ambiente em termos de ações (saídas), percepções (entradas) e dados
externos. Estes passos, não sequenciais, devem ser repetidos até obter o nível de detalhamento
desejado.
A segunda fase, projeto arquitetural, foca principalmente na deﬁnição dos agentes (Seção 2.6.1).
Segundo Padgham andWinikoﬀ (2004), a maior decisão a ser tomada durante esta fase é determinar
quais agentes devem existir; sendo constituída por três atividades:
• deﬁnir os tipos de agentes;
• projetar a estrutura global do sistema; e
• deﬁnir as interações entre os agentes.
A deﬁnição dos tipos de agentes é baseada no agrupamento das funcionalidades. Isto envolve
analisar se as funcionalidades lidam com os mesmos dados ou não. Após a caracterização dos tipos,
determina-se os descritores de agentes que contêm informações de alto nível, como o ciclo de vida,
os dados que utiliza e produz, os eventos que o agente irá reagir, os objetivos, entre outros. A
estrutura geral e estática do sistema é apresentada por um diagrama de visão do sistema (agentes
+ eventos + dados), enquanto que o comportamento dinâmico dos agentes é representado por meio
de diagramas e protocolos de interação.
A última fase, projeto de desenvolvimento detalhado, corresponde à estrutura interna de cada
agente e à realização das tarefas no sistema global; consiste das seguintes atividades:
• deﬁnir cada agente em termos de capacidade;
• desenvolver processo de especiﬁcação;
• modelar planos para tratar eventos; e
• deﬁnir detalhes dos eventos, planos e dados.
O reﬁnamento progressivo em termos de capacidade gera um diagrama de visão geral dos agen-
tes, focando na estrutura interna do agente fora do sistema. Também são deﬁnidos os descritores
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que contêm informações sobre quais eventos são gerados e recebidos pelo agente, quais são as trocas
de dados e objetivos individuais.
É uma fase que deve ser intercalada e repetida, onde ocorre a tradução iterativa da parte
dinâmica do sistema, ou seja, protocolos de interação em especiﬁcações de processo. Inclui igual-
mente a determinação de planos para caracterizar o comportamento do agente frente aos eventos.
Além da descrição dos detalhes para os eventos, planos e dados para poder iniciar o processo de
implementação do sistema.
Deste modo, a metodologia Prometheus provê suporte completo e detalhado para cada fase
de desenvolvimento de um projeto de SMA com a disponibilização de uma documentação bem
deﬁnida, além de ferramentas para o projeto de diagramas.
2.6.5 Aplicações de SMA
SR podem utilizar agentes para inserir características, como autonomia, reatividade, proativi-
dade e habilidade social, visando melhorar a qualidade da recomendação ao usuário. Por exemplo,
Al Tair et al. (2012) apresentam uma arquitetura baseada em agentes para incluir proatividade em
recomendações sensíveis ao contexto de pacotes turísticos. Vizcaíno et al. (2010) utilizam agentes
para simular o comportamento social de um indivíduo em uma sociedade, onde uma arquitetura de
agentes recomenda documentos em uma comunidade. Algumas iniciativas de pesquisa em CARS
para Universidade Pervasiva, que se correlacionam com a proposta deste trabalho, são apresentadas
na Seção 2.8.
2.7 Ontologia
Um ambiente sensível ao contexto é inerentemente heterogêneo e dinâmico, onde diferentes
dispositivos devem interagir e ter mobilidade entre os ambientes. Esta interação deve ser o mais
consensual possível para evitar interpretações ambíguas a respeito da semântica dos termos de um
domínio. Assim, entende-se que para possibilitar a representação de um domínio, a interopera-
bilidade semântica e o conhecimento compartilhado de um grupo heterogêneo, é importante uma
ferramenta que determine um vocabulário comum bem deﬁnido. O uso de ontologias permite a es-
peciﬁcação formal e conceitual sobre um domínio de interesse, incluindo conceitos, relacionamentos,
restrições e instâncias.
Na área da Ciência da Computação, uma deﬁnição clássica de ontologia é apresentada por
Gruber (1993), em que ontologia é uma especiﬁcação explícita de uma conceitualização. Este
trabalho adota a deﬁnição de Studer et al. (1998):
uma ontologia é uma especiﬁcação formal e explícita de uma conceitualização com-
partilhada.
Deste modo, as entidades relevantes para um domínio especíﬁco podem ser conceitualizadas,
isto é, representadas e deﬁnidas. Após a conceitualização, a noção de domínio pelas entidades é
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consensual; e para permitir o compartilhamento, os conceitos devem apresentar uma especiﬁcação
formal e explícita. Com isso, é reduzida a ambiguidade na interpretação do vocabulário deﬁnido.
As ontologias podem ser classiﬁcadas de acordo com: (i) a função; (ii) o grau de formalismo
do vocabulário; (iii) a aplicação; e (iv) a estrutura e conteúdo da conceitualização (Almeida and
Bax, 2003). Segundo Almeida and Bax (2003), mesmo sem um consenso no critério de classiﬁca-
ção, existem semelhanças entre suas funções. Isto permite a inserção simultânea de uma ontologia
em mais de uma classiﬁcação. Conhecer os principais tipos e características de cada classiﬁcação
possibilita deﬁnir uma que seja adequada à utilização desejada. A Figura 2.13 apresenta a clas-
siﬁcação de acordo com a estrutura (Guarino, 1998), a qual serviu como fundamentação para o
desenvolvimento da ontologia deﬁnida neste projeto de pesquisa.
Figura 2.13: Tipos de ontologias e seus relacionamentos (adaptado de Guarino, 1998).
• alto nível  descreve conceitos gerais, como espaço, tempo, e são independentes de um pro-
blema particular ou domínio especíﬁco;
• domínio  descreve o vocabulário relacionado ao domínio geral por meio da especiﬁcação de
conceitos introduzidos na ontologia de alto nível;
• tarefa  refere-se ao vocabulário de uma tarefa ou atividade geral por meio da especiﬁcação
de conceitos introduzidos na ontologia de alto nível; e
• aplicação  ontologia mais especíﬁca que deﬁne os conceitos relativos a uma determinada
aplicação.
Oberle et al. (2009) ressaltam que a ontologia de domínio é apenas uma referência para o
domínio a ser representado. Em aplicações computacionais, as ontologias devem ser simpliﬁcadas
para ontologias de aplicação. Deste modo, uma ontologia de aplicação é deﬁnida e utilizada nesta
pesquisa conforme apresentado na Seção 4.
Noy and McGuinness (2001) identiﬁcam as características básicas de uma ontologia:
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• classes  conceitos relevantes de um domínio organizados em uma hierarquia taxonômica;
• relações  tipo de associação entre os conceitos de um domínio particular;
• axiomas  usados para modelar sentenças sempre verdadeiras; e
• instâncias  representam elementos ou indivíduos em um domínio.
A Figura 2.14 ilustra os componentes citados em um domínio para vinhos, onde as classes são
representadas em preto e as instâncias em vermelho. As arestas representam os relacionamentos
dos tipos: relações entre classes e instâncias (rotuladas com io  is of ) e propriedades (rotuladas
com o nome das propriedades). As restrições são expressas em axiomas utilizando lógica descritiva
e não são representadas graﬁcamente.
Figura 2.14: Representação simpliﬁcada dos componentes básicos da ontologia (adaptado de Noy
and McGuinness, 2001).
Para que uma ontologia possa ser efetivamente utilizada, ela precisa ser especiﬁcada em uma
determinada linguagem. Segundo Corcho et al. (2003), as linguagens para a representação formal
de ontologias podem ser classiﬁcadas em três categorias, que diferem em graus de formalismo e
poder de expressividade:
• linguagens tradicionais  CycL (Lenat and Guha, 1989), KIF (Knowledge Interchange For-
mat) (Genesereth and Fikes, 1992), Ontolingua (Gruber, 1992), CML (Conceptual Model-
ling Language) Schreiber et al. (1994), OCML (Operational Conceptual Modelling Language)
(Shadbolt et al., 1993);
• linguagens padrões para Web  XML (Extensible Markup Language) (Quin, 2001) e RDF
(Resource Description Framework) (Beckett, 2004); e
• linguagens para ontologia no contexto da Web Semântica  OIL (Ontology Inference Layer)
(Fensel et al., 2000), DAML+OIL (DARPA Agent Markup Language) (Harmelen et al., 2001),
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SHOE (Simple HTML Ontology Extensions) (Luke and Heﬂin, 2000), XOL (Ontology Ex-
change Language) (Karp et al., 2000) e OWL (Ontology WeB Language) (McGuinness and
Harmelen, 2004).
Uma descrição, comparação e avaliação entre as linguagens acima citadas pode ser encontrada
em Su and Ilebrekke (2002) e Corcho et al. (2003).
Ante o exposto, ao representar o conhecimento de um domínio especíﬁco por meio de uma
ontologia, obtém-se a representação semântica e explícita do conjunto das informações relevantes
para o contexto, que podem ser manipuladas para direcionar o comportamento de aplicações sensí-
veis ao contexto. Além disso, permite que os agentes compartilhem e reutilizem as informações de
contexto. Porém, Henricksen et al. (2004) apontam alguns problemas neste tipo de representação:
• os padrões nos quais as ontologias e seus motores de inferência se baseiam ainda são limitados;
• a linguagem OWL ainda não provê suporte direto para regras axiomáticas, o que limita os
tipos de raciocínio;
• não suportam adequadamente raciocínio sobre informações de contexto consideradas impre-
cisas ou ambíguas; e
• criar ou estender ontologias para informações de contexto é complexo e sujeito a falhas.
A modelagem de contexto por ontologias permite além do compartilhamento e o reuso do co-
nhecimento, a inferência de novas informações por meio de mecanismos de raciocínio, aproveitando
o conhecimento implícito, ou seja, aquele que não está diretamente incluído em uma ontologia. Por
exemplo, uma ontologia em que parente está deﬁnido como um relacionamento mais geral do que
irmão; neste caso, se João é irmão de José, o sistema conclui que João é parente de José. Assim,
se um usuário consultar esta ontologia perguntando quem é parente de João, o sistema responderá
que José é parente de João, sem que esse fato tenha sido declarado.
Este trabalho utiliza a linguagem OWL para a descrição semântica do ambiente, uma vez que
pretende disponibilizar informações no ambiente Web. Em relação à representação de contexto, foi
utilizado o modelo ontológico denominado Semantic Context Model (SeCoM) (Bulcão Neto, 2006),
o qual é baseado em ontologias e em padrões de Web Semântica. O modelo SeCoM foi deﬁnido
para apoiar o desenvolvimento de aplicações sensíveis ao contexto, conforme será apresentado na
Seção 3.2.
2.8 Trabalhos Correlatos
Os trabalhos de pesquisa apresentados nesta seção foram escolhidos durante o processo de
ReS descrito na Seção 2.1, especiﬁcamente para responder a questão de projeto: Como prover
informações ao usuário de acordo com o contexto?. Ressaltando que o domínio de oferta dessas
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informações é o da Universidade Pervasiva. Principalmente, os que têm como objetivo auxiliar de
modo personalizado o ciclo de vida estudantil dentro da universidade a qualquer hora e lugar.
Al Takrouri et al. (2007) apresentam o eyeJOT, um sistema de informação sensível ao contexto
baseado em proximidade. A principal motivação do desenvolvimento do projeto é prover um quadro
de avisos interativo e comunitário inserindo sensibilidade ao contexto no ambiente. Os estudantes
são capazes de recuperar e compartilhar informações sobre as atividades que ocorrem no campus,
como eventos e calendário do semestre. O nível de proximidade com o quadro de avisos rege a
zona de personalização que pode ser:
• módulo protetor de tela  nenhum estudante é detectado no raio de alcance do sistema;
• mensagens comunitárias  um aluno é detectado dentro de um raio de 1.5 metros a 3 metros
e informações gerais são exibidas no quadro de avisos; e
• informações personalizadas  são apresentadas de acordo com o perﬁl cadastrado pelo estu-
dante no sistema, neste caso, uma agenda detalhada do mês corrente.
O contexto é deﬁnido como: (i) identiﬁcação do estudante por meio de dispositivos com Blu-
etooth; (ii) localização física; (iii) hora e data corrente; (iv) agenda pessoal; e (v) calendário. As
informações de perﬁl são conﬁguradas manualmente pelos estudantes que acessam o sistema.
Furbach et al. (2007) e Maron et al. (2008) descrevem o sistema de informação Campus News13,
o qual permite que os estudantes da Universidade de Koblenz-Landau, na Alemanha, encontrem e
acessem informações relevantes de acordo com os interesses por eles deﬁnidos. Os autores conside-
ram este sistema como uma parte do quebra-cabeça para a construção da Universidade Pervasiva.
Nodos de serviços estão espalhados pelo campus ofertando informações sobre a cafeteria, promoções
no restaurante e eventos que ocorrem na universidade. Estas ofertas são enviadas por mensagens
broadcasting para usuários próximos aos nós e que possuam dispositivos habilitados para Blueto-
oth. As informações são ﬁltradas pelos servidor baseado no perﬁl do estudante, que foi cadastrado
por meio de um questionário em uma página web indicando interesses próprios. A arquitetura do
sistema consiste de três componentes: (i) uma aplicação web para interface com o usuário; (ii) o
servidor; e (iii) os nós de serviço que entregam as informações nos dispositivos móveis.
Haron et al. (2010) apresentam o R-CCANS, um sistema de notiﬁcação sensível ao contexto
baseado em tecnologia RFID para estudantes universitários. Uma das motivações dos autores
coincide com a deste projeto de tese, pois aﬁrmam que os canais de comunicação existentes em uma
universidade, como o quadro de avisos, diﬁcilmente alcançam a audiência pretendida e interessada
devido ao limite de área de cobertura deste meio. Por isso, a necessidade de um sistema sensível
ao contexto que informe de modo personalizado os estudantes. O contexto foi modelado como: (i)
hora corrente; (ii) identiﬁcação, consiste no perﬁl do estudante composto de id, curso e preferências
(livro, classes, esporte, eventos e miscelânea); e (iii) localização. As informações personalizadas são
derivadas do perﬁl que é adquirido diretamente do estudante pelo preenchimento de um cadastro.
O mecanismo de inferência do sistema é baseado em regras de produção. Como o ambiente real é
13http://campusnews.uni-koblenz.de/
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contínuo e estocástico, o uso de regras pode prejudicar o desempenho do sistema de recomendação
na ocorrência de uma situação não prevista pelo sistema.
Lin et al. (2013) propõem a recomendação de cursos dirigida por meio de um protocolo de nego-
ciação que considera as preferências e prioridades dos estudantes e da administração da instituição
de ensino. Todo o sistema é baseado em agentes porque permitem a representação de um indivíduo
autônomo com objetivos, a integração desses indivíduos, além da ﬂexibilidade que apresentam para
reagir às mudanças ocorridas no ambiente. Deste modo, os estudantes e a administração são mo-
delados por agentes com interesses próprios. A interação entre os agentes ocorre quando uma lista
de matérias é apresentada pelo agente de administração, esta ação inicia o processo de negociação
com os agentes estudantes para a recomendação de matérias em um semestre especíﬁco, conforme
as preferências e prioridades de cada um.
A análise destes trabalhos permitem a identiﬁcação de características importantes para a reco-
mendação de serviços baseado em contexto em um ambiente pervasivo como:
• tipo de modelagem do perﬁl do usuário;
• deﬁnição do contexto de recomendação;
• o modo de interação usuário-sistema; e
• decisão de aplicação de métodos de aprendizagem.
Porém, diferente das iniciativas apresentadas, este trabalho foca na transparência de interação e
proatividade da recomendação contextualizada e personalizada baseada em agentes, considerando
o domínio da Universidade Pervasiva. O paradigma de agentes foi escolhido por ser capaz de
representar o indivíduo, o ambiente e as interações sociais que ocorrem entre os indivíduos e
indivíduo-aplicação em uma Universidade Pervasiva, onde a dinamicidade do domínio pode ser
representada por meio de diferentes tipos de agentes.
Outra diferença da proposta desta tese dos trabalhos de Al Takrouri et al. (2007); Furbach
et al. (2007); Maron et al. (2008); Haron et al. (2010) e Lin et al. (2013) é o uso do algoritmo de
propagação da ativação (Seção 2.5), que possibilita a recomendação de acordo com as diferentes
situações de contexto de modo implícito. Permitindo que a aplicação se adapte às preferências do
usuário em contextos variados e sem solicitar constantemente sua atenção. Estas características
citadas permitem a transparência, proatividade e personalização da recomendação contextualizada
em um ambiente pervasivo.
O Capítulo 3 descreve o modelo conceitual e arquitetural de recomendação sensível ao contexto




Este capítulo apresenta a modelagem semântica
do contexto por meio de ontologia, a descrição
arquitetural dos agentes baseado na metodologia
Prometheus e o algoritmo de propagação da ati-
vação utilizado neste trabalho.
3.1 Visão geral
O trabalho de pesquisa descrito nesta tese resultou no desenvolvimento do modelo arquitetural
proposto, o qual inclui quatro etapas distintas, que serão detalhadas nas seções subsequentes, a
saber:
1. modelo de contexto  a deﬁnição do modelo de contexto segue a estrutura da informação
deﬁnida pelo modelo SeCoM, proposto por Bulcão Neto (2006), juntamente com a ontologia
de domínio denominada OntoUnB, a qual foi deﬁnida utilizando o Método 101 (Noy and
McGuinness, 2001);
2. modelo arquitetural  a modelagem dos agentes foi realizada utilizando a metodologia Pro-
metheus (Padgham and Winikoﬀ, 2002, 2004);
3. recomendação  módulo que agrega o framework OntoSpread (Rodríguez et al., 2013) aos
demais elementos arquiteturais; e
4. integração  integração do modelo de contexto à arquitetura de agentes com o framework
OntoSpread, os quais foram testados pelo desenvolvimento da aplicação eAgora?.
3.2 Modelo de contexto
Pelo exposto na Seção 2.7, o modelo de contexto deste trabalho conta com a deﬁnição de uma
ontologia, a qual é importante para:
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• a representação semântica do domínio especíﬁco, onde são deﬁnidos formalmente os conceitos
e relações existente;
• a interoperabilidade semântica dos agentes, o que viabiliza o compartilhamento de informa-
ção; e
• a manipulação e recomendação de informação envolvida no domínio, a qual está sendo tratada
pela aplicação.
O modelo de contexto foi deﬁnido utilizando o editor de ontologia Protégé versão 4.1 beta, de
código aberto, uma vez que este permite a criação, visualização e manipulação de ontologias em
diferentes formas de representação. O Protégé permite o desenvolvimento de ontologias em diversas
linguagens reconhecidas peloWorld Wide Web Consortium (W3C), mas foi utilizado neste trabalho
a linguagem OWL, porque além de ser padrão W3C, ela facilita a manipulação de conteúdos na
Web via aplicações.
Existem algumas metodologias que auxiliam na construção de uma ontologia, como aOntoClean
(Guarino and Welty, 2002), Enterprise Ontology (Uschold et al., 1995) e Método 101 (Noy and
McGuinness, 2001). Para a escolha da metodologia são identiﬁcados o que é abordado em cada
uma delas, destacando as vantagens e limitações. A partir disso, é avaliada a melhor metodologia
que atende às necessidades para a formalização da ontologia.
O processo de especiﬁcação da ontologia de domínio deste trabalho, doravante denominada
OntoUnB, seguiu o Método 101 (Noy and McGuinness, 2001) por apresentar etapas bem deﬁnidas
e detalhadas, proporcionando maior facilidade de especiﬁcação. Além disso, Noy and McGuin-
ness (2001) destacam que não há uma forma ou metodologia correta para o desenvolvimento de
ontologias. O Método 101 é composto por sete passos, a saber:
1. deﬁnir o domínio e o escopo da ontologia;
2. considerar o reuso de ontologias já existentes;
3. enumerar os termos importantes da ontologia;
4. deﬁnir as classes e as hierarquias;
5. deﬁnir as propriedades das classes;
6. deﬁnir os valores das propriedades; e
7. criar instâncias individuais das classes.
Após a deﬁnição do domínio e o escopo da ontologia voltado para o ambiente universitário,
optou-se reutilizar o modelo SeCoM (Bulcão Neto, 2006) baseado em ontologia e em padrões
da WeB Semântica. O modelo SeCoM foi escolhido por apoiar o desenvolvimento de aplicações
sensíveis ao contexto e ser caracterizado como um modelo independente de domínio. Neste modelo,
as informações de contexto são representadas com semântica explícita de modo a facilitar o seu
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compartilhamento, reúso para diferentes domínios de aplicação e processamento de sistemas de
software. Ele também é escrito na linguagem OWL e segue as dimensões semânticas deﬁnidas
por Abowd and Mynatt (2000) e Truong et al. (2001) apresentadas na Seção 2.2: quem? (who? ),
onde? (where? ), quando? (when? ), o quê (what? ), por quê? (why? ) e como? (how? ). O modelo
SeCoM é dividido em duas camadas conforme Figura 3.1:
• camada superior  representa o modelo em si e contém as sete classes principais do modelo
representado no formato oval escuro; e
• camada inferior  composta por seis classes de apoio representado no formato oval claro,
construída com conceitos especíﬁcos da aplicação sensível ao contexto que está sendo desen-
volvida.
Figura 3.1: Visão Geral do Modelo SeCoM (Bulcão Neto, 2006).
Segue uma breve descrição semântica das classes principais (ovais escuras) e das classes de
apoio (ovais claras) representadas na Figura 3.1:
• Ator (Actor)  representa informações de contexto de entidades que executam alguma ação
em uma interação usuário-computador;
• Espaço (Spatial)  descreve informações de localização;
• Evento espacial (Spatial Event)  extensão da classe Espaço para representar eventos que
ocorrem em algum espaço físico ou virtual e as relações espaciais e mereológicas entre esses
elementos;
• Tempo (Time)  representa a idéia temporal no modo de instantes ou intervalos de tempo e
as relações temporais entre esses elementos;
• Evento temporal (Temporal Event)  complementa as informações descritas na classe Tempo
e representa eventos que possuem alguma extensão temporal;
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• Atividade (Activity)  descreve as ações que os atores realizam em um ambiente sensível ao
contexto;
• Dispositivo (Device)  refere-se aos dispositivos computacionais de captura e acesso das
informações de um ambiente sensível ao contexto;
• Conhecimento (Knowledge)  descreve informações sobre o conhecimento e interesse de uma
pessoa a respeito de uma área de conhecimento especíﬁca;
• Relacionamento (Relationship)  modela os tipos de relacionamentos sociais existentes entre
pessoas, por exemplo, se as pessoas são amigas, então elas se conhecem;
• Papel (Role)  descreve informações sobre o papel social de um ator, por exemplo, aluno e
empregado;
• Contato (Contact)  descreve informações de contato de um ator, como número de telefone
e endereço;
• Documento (Document)  descreve informações de artefatos produzidos por um ator na forma
de documentos físicos ou eletrônicos; e
• Projeto (Project)  modela projetos que atores podem estar envolvidos.
As classes de apoio do modelo SeCoM: (i) Conhecimento; (ii) Relacionamento; (iii) Papel; (iv)
Contato; (v) Documento; e (vi) Projeto, suportam a descrição de perﬁs de atores. Por esse motivo,
elas importam a classe Ator. Para maiores detalhes consultar Bulcão Neto (2006).
Após o estudo das noções conceituais das classes e dos relacionamentos existentes entre elas no











As classes: (i) Dispositivo; (ii) Relacionamento; (iii) Documento; e (iv) Projeto foram suprimi-
das por não se aplicarem às informações de contexto deﬁnidas neste trabalho de pesquisa. A Figura
3.2 apresenta as principais classes e relações da OntoUnB. A Tabela 3.1 exibe a relação entre as
classes da OntoUnB e o modelo SeCoM. A classe informações foi acrescentada na OntoUnB para
representar: (i) eventos culturais; (ii) eventos acadêmicos; e (iii) serviço de localização.
Figura 3.2: Visão Geral da OntoUnB.












Na terceira fase do Método 101, enumerar os termos importantes para a ontologia, determina-se
neste trabalho que uma universidade pode ser deﬁnida de acordo com cinco entidades básicas, a
saber (Lamas, 2009):
• pessoas  constituem os estudantes, funcionários e visitantes do campus. Sendo que os
estudantes podem ser de graduação ou pós-graduação e os funcionários podem ser professores,
servidores técnicos administrativos ou terceirizados;
• estrutura administrativa  reﬂete a estrutura hierárquica da universidade, incluindo, conse-
lhos superiores, reitoria, unidades acadêmicas, órgãos complementares e centros;
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• estrutura acadêmica  representa os institutos e as faculdades, bem como as atividades de
ensino, pesquisa e extensão nas respectivas áreas;
• atividades  corresponde às tarefas que os usuários podem realizar no campus. Importante
para a recomendação de eventos acadêmicos e culturais que ocorrem no campus;
• infraestrutura representada espacialmente  encerra as estruturas que apresentam uma re-
presentação geo-espacial no campus.
Deste modo, o modelo de contexto da OntoUnB foi conceituado de acordo com estas entidades
e o estatuto da Universidade de Brasília (UnB1) resultando em quatro entidades de contexto, a
saber:
• Informações  representam os eventos acadêmicos e culturais que ocorrem no campus, além
do serviço de localização;
• Pessoa  representa um papel importante e central para a aplicação. Deﬁne o vocabulário
para descrever entidades que executam alguma interação usuário-computador, encerra os
visitantes, o perﬁl e as atividades realizadas por ele;
• Campus  localização do usuário e dos eventos que ocorrem no campus; e
• Intervalo Temporal  descreve o tempo do usuário e dos eventos.
A delimitação dessas entidades de contexto facilita a aplicação identiﬁcar quais informações
devem ser manipuladas durante um interação usuário-sistema para poder recomendar eventos;
além de determinar as classes, hierarquias e propriedades do domínio, respectivamente quarta e
quinta fase do Método 101.
Neste trabalho, a especiﬁcação de classes adota um processo de desenvolvimento top-down,
ou seja, começa com a deﬁnição dos conceitos mais gerais do domínio e, posteriormente, é feita a
especialização desses conceitos. Deste modo, o modelo completo da OntoUnB é composto por mais
de duzentas classes, sendo que as classes principais são: (i) Informações; (ii) Pessoa; (iii) Campus;
e (iv) Intervalo Temporal. A Figura 3.3 representa graﬁcamente a taxonomia de classes por meio
do plugin OWL Viz disponível no editor Protégé.
Cada uma das classes que compõem a OntoUnB representadas na Figura 3.3 são descritas a
seguir.
3.2.1 Informações
A classe Informações é deﬁnida como um conjunto organizado de dados que descreve os eventos
acadêmicos e culturais que são recomendados aos usuários do campus universitário. Ela foi baseada
no informativo UnB Hoje, que divulga diariamente os eventos acadêmicos, cientíﬁcos e culturais
da UnB há 27 anos. Além disso, contém o serviço de localização disponível para todas as pessoas
que circulam no campus, no caso de visitantes este serviço se mostra de grande utilidade.
1http://www.unb.br/unb/transparencia/downloads/regimento_estatuto_unb.pdf
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Figura 3.3: Taxonomia de classes da OntoUnB.
A classe Informações apresenta três subclasses: (i) Eventos Acadêmicos; (ii) Eventos Culturais;
e (iii) Serviço de Localização, conforme Figura 3.4. A subclasse Eventos Acadêmicos descreve os









A subclasse Eventos Culturais representa os eventos culturais que acontecem no campus uni-
versitário e podem ser classiﬁcados em:
• ﬁlme;
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Por último, a subclasse Serviço de Localização está associada ao fornecimento da localização
simbólica, interna ou externa, do usuário no campus universitário.
3.2.2 Pessoa
Derivada conceitualmente da classe Ator e suas extensões (Atividade, Conhecimento, Papel e
Contato) do modelo SeCoM, a classe Pessoa é deﬁnida para representar as pessoas que circulam
pelo campus universitário, como os estudantes, funcionários e visitantes, e, consequentemente,
interagem com a aplicação. Conforme apresentado na Figura 3.5, esta classe possui três subclasses,
a saber:
• Atividade  os usuários estão envolvidos em alguma atividade no campus, a qual ocorre em
um intervalo de tempo e uma localização física;
• Perﬁl  representa um papel importante para a aplicação de recomendação sensível ao con-
texto, pois é nesta subclasse que estão contidas as informações que indicam as preferências









 grandes áreas; e
 idioma.
• Visitante  representa as pessoas que frequentam o campus e não apresentam vinculação
institucional.
Figura 3.5: Taxonomia expandida da classe Pessoa.
Para relacionar as subclasses foram criadas as seguintes propriedades de objeto, a saber:
• temAtividade  relaciona a classe Pessoa com a subclasse Atividade;
• temLocalizaçãoFísica  relaciona a subclasse Localização Física com a classe Atividade;
• temPerﬁl  relaciona a subclasse Perﬁl com a classe Pessoa; e
• temVisitante  relaciona a subclasse Visitante com a classe Pessoa.
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3.2.3 Campus
A classe Campus, derivada conceitualmente da classe Espaço e Evento Espacial do modelo
SeCoM, deﬁne os locais físicos dentro do campus universitário. O local pode ser o próprio campus,
o qual possui uma estrutura administrativa e acadêmica. A Figura 3.6 contém quatro subclasses
que referenciam os campus Ceilândia, Planaltina, Gama e Darcy Ribeiro.
Figura 3.6: Taxonomia expandida da classe Campus.
A priori, apenas a subclasse Darcy Ribeiro foi mapeada e contém os principais prédios existentes
no campus. Dentro de cada ediﬁcação, constam as estruturas acadêmicas ou administrativas. Esta
subclasse está relacionada com a localização espacial do campus, de modo que cada ediﬁcação
possui uma coordenada espacial.
A estrutura acadêmica e administrativa da UnB é composta pela: Reitoria, Vice-Reitoria, De-
canatos, Centros, Órgãos Auxiliares, Órgãos Complementares, Diretorias, Faculdades, Institutos
e Departamentos. Os diversos cursos com suas disciplinas são vinculados aos Departamentos, os
quais estão integrados a uma especíﬁca Faculdade ou Instituto. Para relacionar os indivíduos
existentes dentro da subclasse Darcy Ribeiro, foram criadas propriedades de objetos (Object Pro-
perties) para as principais ediﬁcações da instituição, como Instituto Central de Ciências (ICC),
Faculdade de Tecnologia (FT) e Restaurante Universitário (RU). A Figura 3.6 foi editada por
questões de formatação, mas todas as unidades contantes da estrutura da UnB estão deﬁnidas na




A classe Intervalo Temporal, derivada conceitualmente das classes Tempo e Evento Temporal
do modelo SeCoM, deﬁne o tempo relacionado às atividades de cada usuário e o intervalo de tempo
relacionado aos eventos no campus. É constituída de duas subclasses, conforme Figura 3.7: (i)
Tempo Evento e (ii) Tempo Pessoa. Sendo que a subclasse Tempo Evento também apresenta
duas subclasses: (i) Tempo Início e (ii) Tempo Término, relacionadas com o início e término de
um evento, respectivamente. Esta classe facilita a validação de informações inconsistentes, por
exemplo, recomendar um evento que já passou para um usuário.
Figura 3.7: Taxonomia expandida da classe Intervalo Temporal.
Para relacioná-las, foram criadas as seguintes propriedades de objetos:
• temTempoPessoa que relaciona a classe Intervalo Temporal com a subclasse Tempo Pessoa;
• temTempoEvento que relaciona a classe Intervalo Temporal com a subclasse Tempo Evento;
• temTempoInicio que relaciona a subclasse Tempo Evento com a subclasse Tempo Início; e
• temTempoTermino que relaciona a subclasse Tempo Evento com a subclasse Tempo Término.
Após a deﬁnição das classes, propriedades e valores (Fases quatro, cinco e seis do Método 101),
começa a última fase do desenvolvimento de uma ontologia que é a instanciação. Estas instâncias
são especiﬁcadas na Seção 4.1 por meio de uma prova de conceito do modelo proposto.
Uma vez que as entidades de contexto de um ambiente tenham um modelo semântico, uniforme
e padronizado de representação, o entendimento durante o processo de comunicação e manipulação
de informações pelos diversos agentes da arquitetura é único. Depois deste modelo formalizado, é
necessário uma arquitetura que a suporte e seja capaz de manipular tais informações para reco-
mendar eventos em um campus universitário. Assim, a Seção 3.3 apresenta a arquitetura proposta
nesta pesquisa.
3.3 Modelo arquitetural
Pelo exposto na Seção 2.6, SMA é utilizado neste trabalho para a modelagem dos agentes e as
interações com o sistema. Por isso, esta seção apresenta os detalhes da modelagem da arquitetura
baseada em agentes por meio da metodologia Prometheus (Seção 2.6.4). Utilizou-se a ferramenta
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PDT para a especiﬁcação dos agentes. As três fases da metodologia são tratadas dentro da ferra-
menta e os respectivos digramas utilizados nesta modelagem são apresentados nas Figuras 3.8(a),
3.8(b), 3.8(c), 3.9(a), 3.9(b), 3.9(c) e 3.10. O Apêndice E apresenta o detalhamento dos artefatos
que constituem a metodologia Prometheus em suas três fases, a saber:
1. Especiﬁcação do sistema  responsável pelas questões do ambiente, onde o sistema é deﬁ-
nido em termos de objetivos, funcionalidades, ações, percepções e cenários de casos de uso.
Representado pelo diagrama:
• papéis do sistema (system roles) (Figuras 3.8(a), 3.8(b) e 3.8(c))  diagrama responsável
por apresentar uma visão geral das principais funcionalidades do sistema.
2. Projeto arquitetural  determina os tipos de agentes e as interações entre eles. Contém os
seguintes diagramas:
• diagrama de visão geral do sistema (system overview) (Figuras 3.9(a), 3.9(b) e 3.9(c))
 ponto central do projeto, pois ilustra a convergência de todos os outros diagramas do
sistema. Com este diagrama é possível ter uma visão geral de todo o sistema, mostrando
os agentes, seus relacionamentos e interações.
3. Projeto de desenvolvimento detalhado (Figura 3.10)  última fase da metodologia, que des-
creve a estrutura interna de cada agente deﬁnido e como ele realiza tarefas especíﬁcas no
sistema. As funcionalidades da fase de Especiﬁcação do sistema formam um conjunto de
capacidades, as quais são deﬁnidas nesta fase.
Cada etapa apresentada é descrita nas próximas subseções.
3.3.1 Especiﬁcação do sistema
Com base na arquitetura deﬁnida foi desenvolvido o protótipo de uma aplicação denominada
eAgora?. O eAgora? foi descrito por meio de um cenário de aplicação, requisitos do sistema e
descrição básica dos papéis dos atores.
Um cenário típico (A1) para ilustrar o funcionamento da aplicação com a sequência de respostas
para um evento especíﬁco é: eAgora? instalada na universidade e disponível para dispositivos
móveis, com o objetivo de auxiliar os diversos atores presentes, como estudantes, professores,
servidores administrativos e visitantes, a se localizar no ambiente e receber sugestões personalizadas
de eventos que ocorrem no campus de acordo com o contexto corrente. A aplicação deve ter a
capacidade de registrar padrões de comportamento pelo uso do algoritmo de propagação da ativação
(SA).
Os requisitos gerais funcionais (RF) para o cenário A1 são:
• A1-RF1  login do usuário, informação de identiﬁcação com um nome e senha;
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• A1-RF2  localizar usuário;
 A1-RF2.1  localizar usuário no ambiente externo; e
 A1-RF2.2  localizar usuário no ambiente interno por meio da infraestrutura de rede
sem ﬁo existente (WiFi, Bluetooth e ZigBee), usando mapeamento de intensidade sinais
por redes neurais artiﬁciais.
• A1-RF3  coletar perﬁl do usuário;
• A1-RF4  sugestões personalizadas  recomendações contextualizadas de eventos acadêmicos
e culturais que ocorrem no campus;
 A1-RF4.1  recomendação de evento  funcionalidade do eAgora? que objetiva re-
comendar eventos culturais e acadêmicos que podem ser relevantes para o usuário no
contexto corrente. O contexto deﬁnido é a entrada da função: perﬁl do usuário, data,
hora e localização corrente dos eventos e do usuário, lista com as descrição dos eventos.
Importante ressaltar que cada departamento é responsável por manter uma lista pró-
pria de eventos. No contexto coletado é aplicado o algoritmo SA para recomendações
personalizadas de eventos para o usuário;
 A1-RF4.2  retorno (feedback) implícito possibilitando a interação do usuário com a apli-
cação mais dinâmica e transparente. Este processo enfatiza o conceito de proatividade
e transparência de ambientes pervasivos; e
 A1-RF4.3  armazena e pontua as sugestões aceitas pelo usuário promovendo melhorias
no processo de recomendação.
Os requisitos não-funcionais deﬁnidos para o cenário A1 são:
• A1-RNF1  visão única de bases de dados distribuídas; e
• A1-RNF2  interação com a aplicação deve ocorrer em tempo real.
Após a deﬁnição do cenário e das funcionalidades gerais, os papéis da aplicação devem ser
caracterizados para reﬂetir as funcionalidades descritas, ou seja, os atores e as interações com a
aplicação são determinados em termos de percepções, ações e objetivos. Segundo Padgham and
Winikoﬀ (2004), atores podem ser qualquer pessoa ou entidade que irá interagir com o sistema.
Três papéis foram identiﬁcados, conforme ilustrado nas Figuras 3.8(a), 3.8(b) e 3.8(c).
• autenticar  é responsável pela autenticação dos usuários na aplicação;
• localizar  tem como objetivo localizar os usuários no ambiente interno ou externo; e
• recomendar  responsável por alcançar o objetivo de recomendações personalizadas e para
isso usa o algoritmo SA. Tem como entrada as informações dos papéis Autenticar e Localizar.
A Tabela 3.2 apresenta as entidades deﬁnidas nas Figuras 3.8(a), 3.8(b) e 3.8(c), em termos de
percepções e ações.
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(a) Diagrama do papel Autenticar. (b) Diagrama do papel Localizar.
(c) Diagrama do papel Recomendar.
Figura 3.8: Diagrama de papéis do sistema (a), (b) e (c).
3.3.2 Projeto arquitetural
A ferramenta PDT utiliza como entrada os resultados produzidos na etapa de Especiﬁcação
do sistema (Seção 3.3.1) para determinar os tipos de agentes que serão incluídos na aplicação e as
interações entre esses agentes. As Figuras 3.9(a), 3.9(b) e 3.9(c) apresentam o diagrama detalhado
dos agentes identiﬁcados.
3.3.3 Projeto de desenvolvimento detalhado
A última fase de especiﬁcação consiste no desenvolvimento da estrutura interna de cada agente
e como ele realiza as tarefas no sistema. As Figuras 3.8(a), 3.8(b), 3.8(c), 3.9(a), 3.9(b) e 3.9(c),
que representam as deﬁnições das fases de Especiﬁcação do sistema e Projeto arquitetural, res-
pectivamente, serviram como base para esta etapa. A Figura 3.10 apresenta a arquitetura ﬁnal
proposta com os seguintes agentes:
• Agente de Localização  agente reativo que localiza o usuário no campus e envia esta in-
formação para o Agente de Recomendação. Este agente é composto de dois módulos: (i)
indoor; e (ii) outdoor, responsáveis por monitorar e coletar informações de localização nas
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Tabela 3.2: Descrição das percepções e ações das entidades do sistema.
Papel Percepção Ação
Autenticar - recebe solicitação de autenticação do usuário - procura na base Usuário
- autentica usuário
- envia o perﬁl do usuário para
Recomendar
Localizar - recebe solicitação do usuário - procura nas bases Mapa e
- recebe solicitação da aplicação Geográﬁca
- localiza o usuário no ambiente
interno ou externo
- envia a localização para
Recomendar
Recomendar - recebe perﬁl do usuário de Autenticar - agrega as informações recebidas
- recebe a localização do usuário de Localizar - aplica o algoritmo SA
- recebe as sugestões aceitas pelos usuário - recomenda personalizadamente
evento
- atualiza a base eAgora?
bases Mapa e Geográﬁca, neste último caso por meio de uma arquitetura Web Service (WS3);
• Agente de Controle de acesso  agente reativo responsável pela autenticação do usuário.
Consulta a base Usuário por meio de WS; e
• Agente de Recomendação  agente orientado a objetivo que infere a recomendação persona-
lizada de acordo com o contexto. É composto de dois módulos: (i) agregação, que agrega
as informações sobre o usuário (localização e perﬁl); e (ii) ativação, que aplica o algoritmo
SA para se adaptar ao contexto corrente, recomendando eventos de modo contextualizado e
personalizado.
A Figura 3.10 também apresenta todas as bases de dados da aplicação, a saber:
• base Usuário  informações que a UnB contém sobre estudantes, professores e servidores
administrativos;
• base eAgora?  contém as informações de contexto dos usuários da aplicação;
• base Mapa  contém o mapeamento de intensidade de sinais do ambiente interno; e
• base Geográﬁca  contém informações sobre as estruturas externas de todo o campus uni-
versitário.
Um ﬂuxo básico do processo de recomendação é ilustrado na Figura 3.11, onde o ﬂuxo de
ação é representado pela seta contínua e o retorno à recomendação do evento pela seta tracejada.
3http://www.w3.org/TR/ws-arch/
59
(a) Agente de Controle de acesso. (b) Agente de Localização.
(c) Agente de Recomendação.
Figura 3.9: Diagrama de visão geral do sistema (a), (b) e (c).
O usuário efetua login na aplicação eAgora? e os dados de localização e informação de perﬁl
são recuperados pelos agentes que tem acesso as bases de dados institucionais onde os usuários
estão cadastrados. Após agregação dos dados do usuário, estes conceitos são os nós iniciais K da
rede semântica, que serão considerados como as sementes para aplicação do algoritmo SA (vide
Seção 2.5.1). Os conceitos relacionados às sementes iniciais são ativados e o ciclo de propagação
se inicia. Quando a condição de parada é alcançada, uma lista ordenada de termos relacionados
com K, de acordo com a relevância semântica, é gerada. A partir desta lista, os agentes buscam
no departamento os eventos correspondentes e ofertam ao usuário. Quando o usuário aceita um
evento recomendado, o valor da conexão desta relação é atualizado. Aumentando, deste modo, a
relevância semântica dos termos relacionados ao contexto corrente.
3.4 Recomendação por propagação da ativação
O módulo de recomendação é o mais importante da arquitetura e objetiva recomendações
contextualizadas e personalizadas por meio da aplicação do algoritmo SA (Seção 2.5.1). O uso do
algoritmo é dividido em duas etapas:
60
Figura 3.10: Arquitetura geral proposta baseada em agentes.
• construção do modelo de contexto para representar o domínio de conhecimento da aplicação
(Seção 3.2);
• atuação do algoritmo na rede semântica deﬁnida para descobrir possíveis interesses de acordo
com o contexto corrente.
Deste modo, o processo de recomendação consegue ofertar conteúdos mais relevantes para o
usuário, pois os termos ativados pelo algoritmo na rede estão de acordo com o contexto e o perﬁl
atual. Para este ﬁm, o framework OntoSpread (Seção 2.5) foi utilizado.
Outras vantagens que este módulo oferece para o processo de recomendação sensível ao contexto
por meio do algoritmo SA são:
• as recomendações só são ofertadas quando o usuário as solicita;
• todo o processo de recomendação é transparente ao usuário;
• o processo é proativo, pois se inicia no momento que o usuário efetua login na aplicação
eAgora? ; e
• o processo também pode ser considerado dinâmico porque acompanha as variações de con-
texto e perﬁl do usuário.
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Figura 3.11: Fluxo básico para recomendação contextualizada e personalizada.
3.5 Integração da aplicação eAgora?
Na arquitetura proposta apresentada na Figura 3.10 são identiﬁcadas cinco questões a serem
abordadas quando é considerado um ambiente real:
• Aplicação principal e interface  relacionado ao desenvolvimento da aplicação eAgora? e a
interface de interação com o usuário;
• Controle de acesso  deﬁne o modelo de autenticação do usuário na aplicação;
• Localização  representa as técnicas a serem aplicadas para localizar o usuário no ambiente;
• Agregação e Propagação da ativação  deﬁne como as informações de contexto serão agrega-
das e o uso algoritmo de propagação da ativação para recomendações sensíveis ao contexto;
e
• Integração  aborda a integração de todas as ferramentas utilizadas na aplicação.
Cada etapa apresentada é analisada a seguir.
3.5.1 Aplicação principal e interface
Seis classes foram deﬁnidas para a aplicação eAgora?, conforme Figura 3.12:
• usuário  representa o usuário;
• evento  descrição dos eventos culturais e acadêmicos que ocorrem no campus;
• área  representa as áreas de conhecimento relacionadas aos eventos;
• local  representa a localização simbólica de um evento dentro do campus;
• tipo evento  descrição do tipos de eventos que ocorrem no campus, por exemplo, uma
palesta;
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Figura 3.12: Modelo de classes para aplicação eAgora?.
• tipo área  descrição dos tipos das áreas de conhecimento.
A modelagem proposta permite o armazenamento dos dados relativos aos usuários da aplicação
e das preferências de cada um deles, além da localização descoberta pelo eAgora?.
3.5.2 Controle de acesso
Esta etapa requer análises sobre os modos disponíveis na UnB. Optou-se utilizar o componente
de autenticação integrado ao framework JBoss Seam, que fornece uma API para abstrair todo o
desenvolvimento de uma camada de autenticação. Ao implementar um método responsável pelo
login do usuário, os dados de contexto relacionados à identidade do usuário são automaticamente
disponibilizados na camada de negócio da aplicação, o que facilita o desenvolvimento de regras
relacionadas aos perﬁs de usuário.
3.5.3 Localização
A localização do usuário é a primeira etapa a ser realizada em um aplicação sensível ao contexto,
a qual deve ser feita de modo dinâmico e inteligente. A localização em um ambiente interno foi
descrita em Fonseca et al. (2011) e Neves et al. (2013c), onde três diferentes protocolos de redes
sem ﬁo, WiFi (IEEE 802.11), Bluetooth (IEEE 802.15.1) e ZigBee (IEEE 802.15.4), foram testados
e seus resultados comparados para localização nos laboratórios da UnB, usando mapeamento de
intensidade de sinais por RNAs e baseado em agentes. Deste modo, obteve-se um modo dinâmico
e inteligente para localização interna. Este módulo ainda não está agregado à aplicação eAgora?
e, por isso, o estudo de caso é apresentado apenas para localizações externas na universidade.
A Figura 3.13 apresenta as classes deﬁnidas para o módulo de localização externa. Duas entida-
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des são representadas no domínio: (i) Local, pode representar uma sala, anﬁteatro ou auditório; e
(ii) Estrutura, pode representar um departamento ou instituto. A partir desta deﬁnição, é possível
associar eventos acadêmicos e culturais às localizações dentro da universidade.
Figura 3.13: Modelo de classes para o módulo de localização externa.
Um cenário de interação do usuário e o agente de localização é exibido na Figura 3.14 por meio
de um diagrama de sequência, onde podem ser identiﬁcadas três etapas:
• obter a localização geográﬁca (externa) do usuário;
• buscar as estruturas dentro de um raio deﬁnido que seja próximo ao usuário; e
• buscar eventos que ocorram no local destas estruturas identiﬁcadas.
A sequência da interação ilustrada na Figura 3.14 é: (1) o usuário efetua login na aplicação;
(1.1) o controlador principal busca a posição geográﬁca deste usuário; (1.1.1) as estruturas que
estão deﬁnidas nesta posição são retornadas para o usuário exibindo a localização externa na qual
se encontra; (2) neste diagrama é o usuário que solicita os eventos; e (2.1) os eventos a serem
ofertados são ﬁltrados de acordo com o contexto corrente e uma lista de eventos baseado nesse
contexto é recomendada ao usuário.
A priori, a localização geográﬁca do usuário é baseada na API Geolocation4 especiﬁcada pelo
W3C, permitindo a apresentação da localização na tela do dispositivo móvel integrada com a
interface do Google Maps5.
3.5.4 Agregação e Propagação da ativação
Esta etapa envolve o uso do modelo de contexto na linguagem OWL, isto é, da OntoUnB, como
descrito na Seção 3.2, e do framework OntoSpread.
3.5.5 Integração
Entende-se que a recomendação contextualizada em uma Universidade Pervasiva é um pro-
blema que requer uma abordagem distribuída. Neste sentido, é proposta uma arquitetura onde os




Figura 3.14: Diagrama de sequência para localização externa.
é de interesse de cada departamento manter um registro de controle sobre os eventos que estão
relacionados. Considerando este caso, o uso da aplicação eAgora? também é justiﬁcado para a
universidade, sendo um aplicação que pode buscar informações em outros sistemas, aumentando a
eﬁciência e distribuindo as responsabilidades das entidades envolvidas.
O protótipo tem como requisito o acesso por dispositivos móveis e, por isso, optou-se por
desenvolver uma aplicação Web adaptada para ser acessada por esses dispositivos. Esta decisão
foi tomada para diminuir o número de tecnologias a serem integradas em uma solução completa.
Foi desenvolvido na plataforma Java Enterprise Edition6 (JavaEE) versão 6, que oferece uma
API e ambiente de execução para a programação de aplicações de grande porte, distribuídas,
multicamada, escaláveis e conﬁáveis. O servidor JBoss AS 7 7 foi escolhido para a execução da
aplicação.
Além disso, foi utilizada a ferramenta Apache Maven8, que tem um arquivo XML (POM) para
descrever o projeto de software, as dependências sobre os módulos e os componentes externos, a
ordem de compilação, diretórios e plugins necessários. A Figura 3.15 apresenta o diagrama de
componentes do eAgora?, que contém além dos componentes, as outras entidades no ambiente da
UnB para implantação do projeto.
Baseada na arquitetura apresentada na Figura 3.15, agentes com capacidade cognitiva e reativa
buscam as informações distribuídas no ambiente e aplicam mecanismos de inferência para tratá-





Figura 3.15: Arquitetura geral de implementação.
framework Java Agent DEvelopment versão 4.3.0 (JADE9).
Os agentes integrados ao sistema Web podem se comunicar com plataformas de agentes de
outras aplicações ou consumir WS. Deste modo, a integração de uma plataforma Web com o
JADE é feita por meio da tecnologia Open Services Gateway Initiative (OSGi10), que permite a
instalação, remoção e atualização de componentes sem precisar reiniciar a aplicação. Para diminuir
o acoplamento e permitir que esses componentes se comportem de maneira dinâmica, a plataforma
foi projetada utilizando uma arquitetura orientada a serviços ou Service Oriented Architecture
(SOA) (Bianco et al., 2007). Desse modo, os componentes podem publicar e descobrir serviços
prestados por outros por intermédio da plataforma em tempo de execução. Esses componentes
são chamados de bundles. A Figura 3.16 apresenta o diagrama integrado de todos os módulos
identiﬁcados no ambiente.
O Capítulo 4 apresenta dois cenários de aplicação para prova de conceito da arquitetura pro-








Este capítulo apresenta os cenários para a prova
de conceito arquitetural por meio da aplicação eA-
gora? para recomendação sensível ao contexto de
eventos no domínio da Universidade Pervasiva.
4.1 Cenários
Após deﬁnição e implementação da arquitetura, como descrito na Seção 3, foi realizada a prova
de conceito da arquitetura proposta com a aplicação eAgora?. A prova envolve dois cenários dife-
rentes com estudantes do curso de Bacharelado em Ciência da Computação da UnB. O estudante
identiﬁcado como X está cursando o segundo semestre do curso, enquanto o estudante identiﬁcado
como Y está no sétimo semestre.
Além do contexto corrente, que contém a localização e intervalo temporal, o eAgora? agrega
o perﬁl básico gerado e mantido pelo sistema da UnB no momento da matrícula do aluno. O
perﬁl do usuário é composto de: (i) curso; (ii) período corrente; e (iii) matérias cursadas. Este
perﬁl foi deﬁnido apenas para a prova de conceito e pode ser modiﬁcado com o acréscimo de novas
características, como estilo musical, preferências literárias e gêneros de ﬁlmes.
Para ilustrar os cenários testados, o perﬁl do estudante X inclui:
• curso  Bacharelado em Ciência da Computação;
• período  segundo semestre; e
• disciplinas cursadas 
 Cálculo 2;
 Probabilidade e Estatística;
 Estrutura de dados;
 Física 2; e
 Física 2 Experimental.
Para o estudante Y:
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• curso  Bacharelado em Ciência da Computação;
• período  sétimo semestre; e
• disciplinas cursadas 
 Introdução a Teoria dos Grafos;
 Tradutores;
 Sistemas operacionais;
 Análise e Projeto de Sistemas;
 Modelagem orientada a objetos;
 Projeto análise de algoritmos; e
 Teleinformática e Redes 2.
O cenário I é aplicado ao aluno X, o qual foi localizado pela aplicação próximo ao Departamento
de Física. O cenário II é aplicado ao estudante Y, que está localizado no Departamento de Ciência
da Computação.
4.1.1 Ontologia de aplicação
Parte da ontologia de domínio deﬁnida, OntoUnB (Seção 3.2), foi instanciada criando-se a
ontologia de aplicação. Esta ontologia está de acordo com a grade curricular da UnB para o




• Engenharia Elétrica (ENE);
• Línguas estrangeiras e Tradução (LET);
• Linguística, Português e Línguas Clássicas (LIP); e
• Instituto de Física (IF).
Esta relação semântica foi deﬁnida porque eventos acadêmicos e culturais em uma universidade
estão ligados às áreas de conhecimento. Para a deﬁnição destas áreas, foi utilizada a classiﬁcação
disponível na Capes1, uma vez que trata-se de uma classiﬁcação amplamente aplicada no âmbito




Figura 4.1: Ontologia de aplicação.
4.1.2 Recomendação
O módulo de recomendação é o mais importante da arquitetura, como descrito na Seção 3.4.
Assim, para os cenários apresentados na etapa anterior são ofertados eventos acadêmicos e culturais
que acontecem no campus, de acordo com as informações da Secretaria de Comunicação (SeCom2)
da UnB. Para este ﬁm, uma outra aplicação Web foi desenvolvida, onde os eventos são cadastrados
e mantidos (Figura 4.2), e simula os serviços disponíveis de outros sistemas que os agentes irão
consumir.
Após a realização do login na aplicação eAgora?, os estudantes X e Y são localizados no campus.
As informações contextuais, localização, intervalo temporal e perﬁl, são agregadas e o algoritmo
SA é aplicado para gerar recomendações de eventos acadêmicos relacionadas ao contexto corrente
e perﬁl.
A Tabela 4.1 exibe as conﬁgurações do algoritmo SA aplicadas nos dois cenários apresentados
(Seção 2.5.1), que são:
• o valor mínimo da ativação corresponde ao threshold  determina o valor mínimo para um
nó ser ativado;
• número máximo de conceitos propagados (M)  o processo de ativação e propagação será
executado, na maioria, até M conceitos terem sido propagados;
2http://www.secom.unb.br/
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Figura 4.2: Tela do protótipo de cadastro e publicação de eventos.
• número mínimo de conceitos propagados (Mmin)  o processo de ativação e propagação será
executado, em pelo menos, Mmin conceitos terem sido propagados;
• pesos entre conceitos  corresponde ao peso da relação entre os nodos; e
• fator de decaída  responsável por diminuir a força da propagação à medida que se afasta do
nó inicial, conforme a Equação 2.3.
Esses valores foram mantidos constantes porque o interesse deste trabalho é analisar as su-
gestões ofertadas pelo algoritmo SA conforme as mudanças de contexto e perﬁl do usuário no
ambiente, e não o desempenho do algoritmo com diferentes conﬁgurações. No entanto, sugere-
se que em trabalhos futuros os parâmetros do algoritmo de SA sejam validados em testes mais
extensos para avaliação do desempenho do algoritmo em estudos de casos com bases reais da UnB.
4.1.3 Testes do protótipo
Os testes foram executados com browser Android, celular Samsung Galaxy Ace com sistema
operacional Android 2.3.6. A Figura 4.3 apresenta a tela de autenticação do protótipo para o aluno
X com matrícula 0678325.
Após a autenticação, o estudante pode ser localizado no campus (Figura 4.4(a)) e interagir com
a aplicação eAgora? por meio do menu de opções (Figura 4.4(b)).
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Tabela 4.1: Conﬁgurações do algoritmo de propagação da ativação.
Conﬁguração Cenário I Cenário II
Valor mínimo de ativação 1.0 1.0
Número máximo de conceitos propagados 3 3
Número mínimo de conceitos propagados 3 3
Pesos entre conceitos 1.0 1.0
Fator de decaída h1 h1
Figura 4.3: Tela de login do protótipo eAgora?.
As Figuras 4.5(a) e 4.5(b) representam os perﬁs dos alunos X e Y, respectivamente, e as listas
de sugestões geradas após aplicação do algoritmo SA. Essas listas contêm as áreas que apresentam
eventos relacionados ao perﬁl e contexto corrente dos estudantes.
O protótipo Web desenvolvido também apresenta uma interface que simula a descrição dos
eventos próximos recomendados, conforme as Figuras 4.6(a) e 4.6(b). Tags semanticamente re-
lacionadas são utilizadas para oferta contextualizada de eventos próximos (físico e temporal) de
acordo com o perﬁl do usuário. Neste caso, cada evento está relacionado com um ou mais assuntos
nomeados como tags.
Além disso, o estudante pode veriﬁcar detalhes sobre os eventos. Informações, como categoria,
data e hora do evento, são exibidas para o usuário, conforme as Figuras 4.7(a) e 4.7(b).
4.2 Discussão dos resultados
A Tabela 4.2 apresenta algumas estatísticas extraídas referentes aos resultados ilustrados nas
Figuras 4.5(a) e 4.5(b). A principal diferença apresentada na Tabela 4.2 é referente aos números de
conceitos ativados. Isso ocorre porque a rede semântica do estudante Y apresenta mais termos, que
já foram ativados com o passar do ciclo de vida estudantil, do que a rede do estudante X, que ainda
está no início da sua vida acadêmica. Deste modo, o algoritmo consegue acompanhar as mudanças
de contexto que ocorrem, de modo transparente, deﬁnindo dinamicamente a importância de cada
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(a) Tela de boas-vindas e menu prin-
cipal.
(b) Menu principal com opções.
Figura 4.4: Telas iniciais do protótipo eAgora? (a) e (b).
Tabela 4.2: Estatísticas dos resultados sobre a ontologia de aplicação nos cenários I e II.
Contexto de ativação Cenário I Cenário II
Nós ativados 14 34
Nós propagados 3 3
Maior valor de ativação 8 8
Profundidade do caminho propagado 2 2
Conceitos (name:value) #Materias_If:8.0, #Materias_Comp:8.0,
#Fisica_II_Experimental:2.0 #Teleinformatica_Redes_I:2.0
conceito para um contexto. Essa transparência ocorre, principalmente, porque o algoritmo faz esse
mapeamento sem que seja necessária a intervenção direta do usuário.
Uma característica importante a ser ressaltada é a atualização da relevância semântica entre
os conceitos, a qual pode ser enfraquecida ou reforçada com o passar do tempo, por exemplo,
termos que não são mais utilizados e, por isso, não apresentam alterações de pesos, não são mais
recomendados. Agregando esta característica com a capacidade de adaptação dinâmica, o algoritmo
consegue recomendar conteúdo mais relevante e útil conforme a situação corrente.
Dos quatorze conceitos ativados na rede do estudante X no cenário I, treze são ilustrados
em verde na Figura 4.8. O conceito que não aparece refere-se à Materias_If, que corresponde
ao conceito onde estão contidas todas as matérias ofertadas pelo Instituto de Física, conforme
grade curricular da UnB. Esta rede representa parte dos setenta e sete conceitos deﬁnidos na rede
semântica, conforme a classiﬁcação da Capes para as áreas de conhecimento (Seção 4.1.1), que são:
Ciências Exatas e da Terra, Ciências Biológicas, Engenharias, Ciências da Saúde, Ciências Agrárias,
Ciências Sociais Aplicadas, Ciências Humanas, Linguística, Letras e Artes e Multidisciplinar.
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(a) Tela de sugestões para o estu-
dante X no cenário I.
(b) Tela de sugestões para o estu-
dante Y no cenário II.
Figura 4.5: Telas de recomendações do protótipo eAgora? (a) e (b).
Os conceitos ativados na Figura 4.8 correspondem à lista de relevância semântica (Apêndice F)
gerada após execução do algoritmo SA para o cenário I. O Apêndice G contém a lista de relevância
semântica para o cenário II. A partir dessa lista, os agentes buscam os eventos relacionados. Os
conceitos que tiverem eventos disponíveis serão recomendados ao usuário, conforme Figura 4.5(a).
A Tabela 4.2 também apresenta o número de nós propagados igual a três e corresponde ao
número máximo de conceitos que foram propagados, como deﬁnido nas conﬁgurações (Tabela 4.1).
Além disso, demonstra que após a atualização dos pesos, o maior valor de ativação alcançado
foi oito para o conceito Materias_If. Outra informação presente na tabela é a restrição imposta
de distância (Seção 2.5.1), ou seja, a deﬁnição da quantidade de níveis que serão ativados. Nos
cenários I e II, a profundidade do caminho propagado foi de dois níveis na rede. A condição de
parada para o algoritmo foi deﬁnida como sendo a restrição de distância.
Os Apêndices H e I apresentam os logs do algoritmo SA para os cenários I e II, respectivamente.
Correspondem às três fases do algoritmo, conforme apresentado na Seção 2.5.1, que são: pré-ajuste
(pre-adjustment), propagação (spreading) e pós-ajuste (post-adjustment). Deste modo, indicam os
conceitos que foram inicializados, ativados e propagados; com as respectivas atualizações de pesos
e nível de profundidade da rede.
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(a) Tela de eventos para a opção Fí-
sica II Experimental para o estudante
X no cenário I.
(b) Tela de eventos para a opção Te-
leinformática e Redes I para o estu-
dante Y no cenário II.
Figura 4.6: Telas dos eventos próximos recomendados pelo eAgora? (a) e (b).
(a) Tela de apresentação dos detalhes
do evento selecionado para o estu-
dante X no cenário I.
(b) Tela de apresentação dos deta-
lhes do evento selecionado para o es-
tudante Y no cenário II.
Figura 4.7: Telas de apresentações dos eventos próximos recomendados pelo eAgora? (a) e (b).
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A recomendação sensível ao contexto no domínio pervasivo não é um problema trivial, pois
envolve muitos aspectos relacionados à dinamicidade do ambiente, à mobilidade dos usuários e aos
limites tecnológicos, a saber:
• suportar as diversas fontes de serviços espalhadas pelo campus;
• lidar com a mobilidade do usuário e as constantes mudanças de contexto;
• prover meios para uma comunicação homogênea entre as diferentes entidades no ambiente;
• suportar a heterogeneidade do ambiente;
• disponibilizar meios que auxiliem estudantes, professores e servidores administrativos em
suas atividades; e
• dispor meios que ﬁltrem de modo contextualizado itens relevantes e que sejam entregues em
tempo hábil para a tomada de decisão.
Conforme apresentado no Capítulo 2, as abordagens tradicionais de recomendação no domínio
da Universidade Pervasiva apresentam algumas restrições:
• o modelo do perﬁl do usuário é gerado por preenchimento de questionários e não prevê as
mudanças de preferências de acordo com a dinamicidade do contexto;
• requisição ativa do usuário pelo sistema de recomendação para avaliação de itens recomen-
dados ou por construção manual de perﬁl;
• uso de avaliações quantitativas ou descrições sintáticas podendo gerar ambiguidades na re-
comendação; e
• ausência de um método de adaptação dinâmica do contexto para tornar a interação usuário-
sistema mais transparente e menos intrusiva.
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Conforme exposto, esta pesquisa tem como objetivo geral propor uma arquitetura baseada em
agentes para a extração incremental de padrões comportamentais do usuário e oferta de infor-
mações contextualizadas, de modo que o processo de recomendação seja personalizado, proativo,
transparente e dinâmico.
Como prova de conceito para a proposta arquitetural foi desenvolvida a aplicação eAgora?,
que utiliza o algoritmo SA para acompanhar as mudanças de contexto e perﬁl do usuário, já
que modelos estáticos de recomendação não conseguem mapear estas modiﬁcações. Com isso,
recomendações mais relevantes são geradas para o usuário, pois reﬂetem o contexto corrente.
Além disso, as interações com o sistema de recomendação tornam-se mais transparentes e menos
intrusivas porque com o uso do algoritmo são evitadas as constantes solicitações para a construção
manual do perﬁl, por exemplo.
A abordagem proposta ainda permite a exploração de características intrínsecas aos agentes,
como habilidade social, autonomia de interação e atuação, de acordo com os objetivos deﬁnidos
no contexto da Universidade Pervasiva. Neste sentido, a abordagem orientada a agentes permite a
deﬁnição de indivíduos, como elementos dentro de uma sociedade, a própria sociedade, formada por
todos os seus elementos, o ambiente pervasivo, representando também o comportamento autônomo
dos agentes que se adaptam às mudanças ocorridas no ambiente de modo dinâmico. Além da
modularização da solução dentro do ambiente pervasivo, a qual permite o tratamento de ambientes
complexos inerentes ao mundo real.
Para tratar a heterogeneidade de ambientes pervasivos, ontologias foram utilizadas para a cons-
trução da OntoUnB no contexto da Universidade Pervasiva. Provendo um vocabulário formalizado
e comum entre as diversas entidades presentes, o que permite a interoperabilidade semântica e a
diminuição da ambiguidade no processo de recomendação.
A contribuição principal deste trabalho é o desenvolvimento de uma arquitetura modularizada,
que permite a deﬁnição de comportamentos autônomos e cognitivos para recomendações sensíveis
ao contexto no âmbito da Universidade Pervasiva. Esta arquitetura pode se adaptar às mudanças
de contexto ocorridas no ambiente, o que gera recomendações relevantes, contextualizadas e per-
sonalizadas para o usuário. Ressaltando ainda a interação transparente usuário-aplicação, um dos
objetivos da Computação Pervasiva.
Em visitas realizadas nas universidades de Londres (Universidade de Essex e College London),
de Bordeaux e Coimbra, percebeu-se o interesse crescente na área de Universidade Pervasiva, com
a formação de grupos ativos de pesquisa que aplicam na própria universidade os projetos desen-
volvidos, objetivando a melhoria da estrutura tradicional de ensino. Esta área é promissora, com
pesquisas importantes porque adequam as universidade a uma tendência mundial de moderniza-
ção da estrutura de ensino e aos novos paradigmas tecnológicos, como Computação Pervasiva e
Computação sensível ao contexto.
A autora observou que a Universidade Pervasiva é considerada como a evolução da estrutura
tradicional de ensino superior, por isso, o interesse da continuidade dos estudos nessa área. Neste
sentido, a Universidade de Melbourne (UoM), na Austrália, está com chamada aberta para pós-
doutorado no projeto Living Campus, que visa transformar o campus da UoM em um ambiente
78
de testes para pesquisas com participação do cidadão, engajamento da comunidade, redes sociais,
dinâmica populacional, entre outros. É um projeto que conta com a colaboração da IBM Research.
A Universidade Pervasiva é muito mais do que um problema tecnológico, pois representa uma
mudança de paradigma no ensino superior, onde a preocupação principal está na aprendizagem com
qualidade e na viabilização do bem estar de todos os atores envolvidos. Espera-se que este trabalho
de pesquisa tenha viabilizado a reﬂexão de pontos importantes neste cenário. Principalmente, para
a importância do papel das competências, pois ele não se restringe apenas aos aspectos de passagem
de conteúdos disciplinares, mas é a universidade integrada com a participação ativa e consciente de
todos. É certo que este é o caminho para ser alcançada a educação pervasiva no mundo globalizado
e inteligente.
5.1 Trabalhos Futuros
Este trabalho deixa muitas questões em aberto para prospecção futura. Portanto, para não ser
exaustivo, seguem algumas sugestões:
• integrar o código desenvolvido para o módulo de Localização interna e externa com a apli-
cação eAgora? ;
• implantar a aplicação eAgora? na UnB, inclusive analisando os sistemas de segurança utili-
zados pela universidade para compor o módulo de Controle de acesso da aplicação;
• integrar a aplicação eAgora? com as redes sociais viabilizando um rede social interna à UnB,
onde os atores possam compartilhar informações de acordo com categorias de anúncio, por
exemplo, compra e venda;
• integrar a aplicação com os bancos de dados institucionais e outros sistemas legados (e.g.,
SIGRA, SIPPOS, SIPES), além da plataforma Lattes do CNPq; e
• fazer um levantamento sobre o desenvolvimento de sistemas e aplicativos construídos por
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3. Critérios de seleção de fontes:
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6. Listagem de fontes:
........................................................................................................................................................
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7. Tipos dos artigos:
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8. Idioma dos artigos:
........................................................................................................................................................
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9. Critérios de inclusão e exclusão dos artigos:
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10. Critérios de qualidade dos estudos primários:
........................................................................................................................................................
........................................................................................................................................................
11. Processo de seleção dos estudos primários:
........................................................................................................................................................
........................................................................................................................................................
12. Avaliação da qualidade dos estudos primários:
........................................................................................................................................................
........................................................................................................................................................
13. Estratégia de extração de informação:
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Formulário de Condução da Revisão
Sistemática
1. Fonte (fonte na qual a busca foi conduzida):
........................................................................................................................................................
........................................................................................................................................................






4. Strings de busca utilizadas (combinação de palavras-chave utilizadas):
........................................................................................................................................................
........................................................................................................................................................
5. Lista de artigos encontrados (referências dos artigos encontrados pela busca):
........................................................................................................................................................
........................................................................................................................................................
6. Lista dos artigos incluídos:
• Nome do artigo:
 autores:
 data de publicação:
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 veículo de publicação:
• Critérios de inclusão e exclusão:
• Justiﬁcativa:
7. Lista dos artigos excluídos:
• Nome do artigo:
 autores:
 data de publicação:
 veículo de publicação:




Formulário de Seleção de Estudos da
Revisão Sistemática
1. Nome do artigo:
• autores:
• data de publicação:
• veículo de publicação:
• fonte (na qual o artigo foi obtido):
• situação (incluído ou excluído):
2. Critérios de Inclusão e Exclusão:
Tabela C.1: Critérios de Inclusão e Exclusão
Critérios Resultado
1. Os artigos devem estar disponíveis na Web? Sim ou Não
2. Os artigos devem apresentar textos completos dos estudos Sim ou Não
em formato eletrônico? Sim ou Não
3. Os artigos devem estar descritos em inglês? Sim ou Não
4. Os artigos devem contemplar técnicas de inspeção? Sim ou Não
de documentos de requisitos descritos em linguagem natural?
5. Os artigos devem contemplar a execução de estudos Sim ou Não





Formulário de Extração de Dados da
Revisão Sistemática
1. Nome do artigo:
• autores:
• data de publicação:
• veículo de publicação:
• fonte:
• abstract:
• resumo (feito pelo pesquisador):
2. Estudo
• data de execução:
• local:




















9. Projeto do estudo:
........................................................................................................................................................
........................................................................................................................................................






12. Comentários adicionais (comentário do pesquisador acerca do estudo):
........................................................................................................................................................
........................................................................................................................................................





Artefatos da Metodologia Prometheus
A seguir são apresentados detalhadamente os artefatos que constituem a metodologia Pro-
metheus.
1. Objetivos e Funcionalidades.




Funcionalidades: Objetivo Associado #
........................................................................................................................................................
........................................................................................................................................................
2. Descritor de Funcionalidade.



























Passos do cenário: (Percepção/ Ação/ Mensagem/ Atividade com as funcionalidades associa-
das e os dados)
Passo Descrição Funcionalidades Dados lidos Dados escritos
........................................................................................................................................................
........................................................................................................................................................




4. Diagrama de ligação de dados.
Utilizar os descritores de funcionalidade para auxiliar na identiﬁcação de possíveis agrupamen-
tos de agentes e consequentemente na elaboração deste diagrama (Figura E.1)
Figura E.1: Diagrama de ligação de dados
5. Diagrama de relacionamento do agente.
Detalhar (Figura E.2)
• tipo (classes) de agentes;
• número esperado de cada tipo de agente; e
• a interação entre agentes de diferentes tipos.
Figura E.2: Diagrama de relacionamento entre agentes
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8. Diagrama de revisão do sistema
O diagrama de revisão de sistema (Figura E.3) ilustra os agentes, as percepções, ações, as
mensagens entre os agentes e o uso de arquivos de dados compartilhados ou externos. Além disso,
exibe as interfaces com as partes que não são agentes do sistema ou outros sub-sistemas.
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Figura E.3: Diagrama de revisão do sistema
9. Diagrama de interação
Para desenvolver o diagrama de interação (Figura E.4) é utilizado os cenários e as mensagens
sobre quais funcionalidades pertencem aos agentes. Deste modo, são identiﬁcados os agentes e
sobre como as mensagens são trocadas entre os agentes.
10. Diagrama de revisão do agente
Cada agente pode possuir uma ou várias capacidades. As capacidades são blocos construtivos
que podem ser reutilizados pelos agentes. Para aumentar a funcionalidade da capacidade, elas po-
dem se incorporadas a outras. O diagrama de revisão do agente (Figura E.5) ilustra as capacidades
de cada agente, o evento gerado e manipulado de cada capacidade.
11. Diagrama de revisão da capacidade (Dado-Evento-Plano)






Figura E.4: Diagrama de interação


















Figura E.5: Diagrama de revisão do agente
........................................................................................................................................................
........................................................................................................................................................































Sobreposição de respostas para um evento:
........................................................................................................................................................
........................................................................................................................................................
14. Crenças e Estruturas de dados
Descrição de projeto detalhado da estrutura de crenças, o qual inclui:
• plataforma de implementação;
• linguagem de programação; e
• especiﬁcação dos dados por meio de diagramas apropriados.
15. Dicionário de projetos




























Lista de relevância semântica para o
cenário I
A lista de relevância semântica gerada após execução do algoritmo SA para o cenário I, que
corresponde ao estudante X do segundo período do curso de Bacharelado em Ciência da Compu-
tação e localizado próximo ao Instituto de Física. Esta lista contém além das instâncias, o valor
do peso ﬁnal e a profundidade da rede, respectivamente. As quatorze instâncias representam as
seguintes disciplinas:
• Materias_If;
• Física I Experimental;
• Física I;
• Física II;
• Física III Experimental;
• Física III;
• Instituto_Fisica;
• Física II Experimental;
• Física Geral II Experimental;
• Física Geral II;
• Física Geral I Experimental;
• Física Geral I;




null, null), 8.0, 1
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28,
null, null), 3.0, 1
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_25,
null, null), 3.0, 1 =
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24,
null, null), 3.0, 1
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_31,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_30,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#Instituto_Fisica,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_29,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_27,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_26,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_23,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_22,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_83,
null, null), 1.0, 1
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_72,
null, null), 1.0, 1
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Apêndice G
Lista de relevância semântica para o
cenário II
A lista de relevância semântica gerada após execução do algoritmo SA para o cenário II, que
corresponde ao estudante Y do sétimo período do curso de Bacharelado em Ciência da Computação
e localizado próximo ao Departamento de Ciência da Computação. Esta lista contém além das
instâncias, o valor do peso ﬁnal e a profundidade da rede, respectivamente. As trinta e quatro
instâncias representam as seguintes disciplinas:
• Materias_Comp;
• Linguagem de programação;
• Engenharia de software;
• Modelagem orientada a objetos;
• Organização de arquivos;
• Teleinformática e Redes II;
• Sistemas de informação;
• Estrutura de dados;
• Trabalho de graduação II;
• Trabalho de graduação I;





• Transmissão de dados;
• Organização e arquitetura de computadores;
• Lógica computacional I;
• Segurança de dados;
• Informática e Sociedade;
• Levantamento de dados e Pesquisa;
• Gerência de projetos;
• Tradutores;
• Teleinformática e Redes I;
• Instituto_de_Ciencias_Exatas;
• Programação sistemática;
• Introdução a Ciência da Computação;
• Projeto e Análise de algoritmos;
• Computação básica;
• Gerência de redes;
• Redes de computadores;
• Sistemas operacionais;
• Banco de dados;
• Programação avançada; e
• Teoria dos números I.
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
null, null), 8.0, 1
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_53,
null, null), 5.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61,
null, null), 3.0, 1
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
null, null), 3.0, 1
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_50,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_54,
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null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_51,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_52,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_47,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_46,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_45,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_44,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_49,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_48,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_40,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_66,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_41,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_60,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_42,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_43,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_63,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_64,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_65,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#
Instituto_de_Ciencias_Exatas,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_56,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_38,
null, null), 2.0, 2
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(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_55,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_37,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_58,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_39,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_57,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_59,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_36,
null, null), 2.0, 2
(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_70,
null, null), 1.0, 1
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Apêndice H
Log do algoritmo de propagação da
ativação para o cenário I
O cenário I corresponde ao estudante X do segundo período do curso de Bacharelado em Ciência
da Computação e foi localizado próximo ao Instituto de Física.
Init ontospread
Jena model for is null: creating new Jena Model
Opening resource input stream for filename: relation-weights.rdf
Loading 1 resources into the model
Loading RDF relation-weights.rdf
RDF stream loaded, model contains 49 triplets
Loaded Jena Rdf model
Applying pre adjustement
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28
to value 1.0
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_83
to value 1.0
Jena model for is null: creating new Jena Model
Add location: LocatorFile
Add location: ClassLoaderLocator











Opening resource input stream for filename: eAgora2O.owl
Loading 1 resources into the model
Loading OWL eAgora2O.owl
Loaded eAgora2O.owl
Loaded Jena Owl model
Creating concept for resource http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28
Discarding instance concept Fisica_II^^http://www.w3.org/2001/XMLSchema#string




























Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_If
to value 1.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Materias_If




Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24
to value 1.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_72 from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28 on
http://www.owl-ontologies.com/unnamed.owl#requisito_if
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_72
to value 1.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_72
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_25 from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28 on
http://www.owl-ontologies.com/unnamed.owl#requisito_if
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_25
to value 1.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_25
Activation for http://www.owl-ontologies.com/unnamed.owl#Materias_If from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28 on
http://ontospread.sf.net#INSTANCE_OF
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_If from
value 1.0 to 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Materias_If
Creating concept for resource http://www.owl-ontologies.com/\\unnamed.owl#Materias_If
Adding relations org.ontospread.xmlbind.Relations@2814a18d
Adding superclasses com.hp.hpl.jena.util.iterator.UniqueExtendedIterator@4929b0e1
Creating relations with SUPERCLASS
http://www.owl-ontologies.com/unnamed.owl#Instituto_Fisica
Added relation with hierarchy SUPERCLASS on property null
End relations with SUPERCLASS
Creating relations with SUBCLASS
End relations with SUBCLASS
Relations 1
Processing concept http://www.owl-ontologies.com/unnamed.owl#Materias_If
Adding null object http://www.owl-ontologies.com/unnamed.owl#Instituto_Fisica
Adding subclass http://www.owl-ontologies.com/unnamed.owl#Instituto_Fisica
SPREADING http://www.owl-ontologies.com/unnamed.owl#Materias_If
DEPTH 2 SCORE 2.0 related 11
Activation for http://www.owl-ontologies.com/unnamed.owl#Instituto_Fisica from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#SUPERCLASS
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#Instituto_Fisica
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Instituto_Fisica
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Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24 from
value 1.0 to 3.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_31 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_31
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_31
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28 from
value 1.0 to 3.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_28
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_25 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_25 from
value 1.0 to 3.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_25
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_22 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_22
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_22
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_29 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_29
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_29
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_23 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_23
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_23
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Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_30 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_30
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_30
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_27 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_27
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_27
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_26 from
http://www.owl-ontologies.com/unnamed.owl#Materias_If on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_26
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_26
Creating concept for resource http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24
Discarding instance concept Fisica_I^^http://www.w3.org/2001/XMLSchema#string conversion to








DEPTH 2 SCORE 3.0 related 2
Activation for http://www.owl-ontologies.com/unnamed.owl#Materias_If from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24 on
http://www.w3.org/1999/02/22-rdf-syntax-ns#type
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_If from
value 2.0 to 5.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Materias_If
Activation for http://www.owl-ontologies.com/unnamed.owl#Materias_If from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_24 on
http://ontospread.sf.net#INSTANCE_OF
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_If from
value 5.0 to 8.0












































































Log do algoritmo de propagação da
ativação para o cenário II
O cenário II corresponde ao estudante Y do sétimo período do curso de Bacharelado em Ciência
da Computação e foi localizado próximo ao Departamento de Ciência da Computação.
Init ontospread
Jena model for is null: creating new Jena Model
Opening resource input stream for filename: relation-weights.rdf
Loading 1 resources into the model
Loading RDF relation-weights.rdf
RDF stream loaded, model contains 49 triplets
Loaded Jena Rdf model
Applying pre adjustement
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62
to value 1.0
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_70
to value 1.0
Jena model for is null: creating new Jena Model
Add location: LocatorFile
Add location: ClassLoaderLocator











Opening resource input stream for filename: eAgora2O.owl
Loading 1 resources into the model
Loading OWL eAgora2O.owl
Loaded eAgora2O.owl
Loaded Jena Owl model
Creating concept for resource http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62
Discarding instance concept Modelagem_Orientada_Objetos^^
http://www.w3.org/2001/XMLSchema#string


















Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_Comp
to value 1.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Materias_Comp
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61 from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62 on
http://www.owl-ontologies.com/unnamed.owl#requisito_cic
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61
to value 1.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61
Activation for http://www.owl-ontologies.com/unnamed.owl#Materias_Comp from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62 on
http://ontospread.sf.net#INSTANCE_OF
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_Comp from
value 1.0 to 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Materias_Comp
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Creating concept for resource http://www.owl-ontologies.com/unnamed.owl#Materias_Comp
Adding relations org.ontospread.xmlbind.Relations@2814a18d
Adding superclasses com.hp.hpl.jena.util.iterator.UniqueExtendedIterator@4929b0e1
Creating relations with SUPERCLASS
http://www.owl-ontologies.com/unnamed.owl#Instituto_de_Ciencias_Exatas
Added relation with hierarchy SUPERCLASS on property null
End relations with SUPERCLASS
Creating relations with SUBCLASS
End relations with SUBCLASS
Relations 1
Processing concept http://www.owl-ontologies.com/unnamed.owl#Materias_Comp
Adding null object http://www.owl-ontologies.com/unnamed.owl#Instituto_de_Ciencias_Exatas
Adding subclass http://www.owl-ontologies.com/unnamed.owl#Instituto_de_Ciencias_Exatas
SPREADING http://www.owl-ontologies.com/unnamed.owl#Materias_Comp
DEPTH 2 SCORE 2.0 related 32
Activation for http://www.owl-ontologies.com/unnamed.owl#Instituto_de_Ciencias_Exatas from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#SUPERCLASS
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#
Instituto_de_Ciencias_Exatas
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Instituto_de_Ciencias_Exatas
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62 from
value 1.0 to 3.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_65 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_65
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_65
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_60 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_60
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_60




Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_48
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_48
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_50 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_50
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_50
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_63 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_63
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_63
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_46 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_46
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_46
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_44 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_44
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_44
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_36 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_36
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_36
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_49 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_49
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_49




Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_42
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_42
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_51 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_51
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_51
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_64 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_64
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_64
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_58 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_58
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_58
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_66 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_66
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_66
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_37 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_37
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_37
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_56 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_56
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_56




Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_52
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_52
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_54 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_54
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_54
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_38 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_38
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_38
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_59 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_59
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_59
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_57 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_57
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_57
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61 from
value 1.0 to 3.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_40 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_40
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_40




Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_53
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_53
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_55 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_55
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_55
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_47 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_47
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_47
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_39 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_39
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_39
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_45 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_45
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_45
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_41 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_41
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_41
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_43 from
http://www.owl-ontologies.com/unnamed.owl#Materias_Comp on
http://ontospread.sf.net#INSTANCE
Initializing score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_43
to value 2.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_43
Creating concept for resource http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61
Discarding instance concept Engenharia_de_Software^^
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http://www.w3.org/2001/XMLSchema#string conversion to













DEPTH 2 SCORE 3.0 related 3
Activation for http://www.owl-ontologies.com/unnamed.owl#Materias_Comp from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61 on
http://www.w3.org/1999/02/22-rdf-syntax-ns#type
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_Comp from
value 2.0 to 5.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#Materias_Comp
Activation for http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_53 from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61 on
http://www.owl-ontologies.com/unnamed.owl#requisito_cic
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_53 from
value 2.0 to 5.0
Adding to stack http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_53
Activation for http://www.owl-ontologies.com/unnamed.owl#Materias_Comp from
http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_61 on
http://ontospread.sf.net#INSTANCE_OF
Updating score of concept http://www.owl-ontologies.com/unnamed.owl#Materias_Comp from
value 5.0 to 8.0






























































































































































null, null), 2.0, 2 ={PathTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
{http://www.w3.org/1999/02/22-rdf-syntax-ns#type}),
PathTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
{http://ontospread.sf.net#INSTANCE})})
SpreadedConceptTO(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_37,
null, null),
2.0, 2 ={PathTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
{http://www.w3.org/1999/02/22-rdf-syntax-ns#type}),
PathTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
{http://ontospread.sf.net#INSTANCE})})
SpreadedConceptTO(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_58,
null, null),
2.0, 2 ={PathTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
{http://www.w3.org/1999/02/22-rdf-syntax-ns#type}),
PathTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
{http://ontospread.sf.net#INSTANCE})})
SpreadedConceptTO(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_39,
null, null),
2.0, 2 ={PathTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
{http://www.w3.org/1999/02/22-rdf-syntax-ns#type}),
PathTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
{http://ontospread.sf.net#INSTANCE})})
SpreadedConceptTO(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_57,
null, null),
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2.0, 2 ={PathTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
{http://www.w3.org/1999/02/22-rdf-syntax-ns#type}),
PathTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
{http://ontospread.sf.net#INSTANCE})})
SpreadedConceptTO(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_59,
null, null),
2.0, 2 ={PathTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
{http://www.w3.org/1999/02/22-rdf-syntax-ns#type}),
PathTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
{http://ontospread.sf.net#INSTANCE})})
SpreadedConceptTO(ConceptTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_36,
null, null),
2.0, 2 ={PathTO(http://www.owl-ontologies.com/unnamed.owl#eAgora2_Instance_62,
{http://www.w3.org/1999/02/22-rdf-syntax-ns#type}),
PathTO(http://www.owl-ontologies.com/unnamed.owl#Materias_Comp,
{http://ontospread.sf.net#INSTANCE})})
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