We provide an algorithm to compute the 2-norm maximum of a multilinear map over a product of spheres. As a corollary we give a method to compute the first singular value of a linear map and an application to the theory of entangled states in quantum physics. Also, we give an application to find the closest rank-one tensor of a given one.
Introduction.
A lot of problems in mathematics need to maximize a bilinear form over a product of spheres, for example the 2-norm of a matrix is given by the maximum of the bilinear form (x, y) → x t Ay, where x = y = 1. Another interesting problem is to find the closest rank-one tensor of a given tensor a i jk x i ⊗ y j ⊗ z k . To answer this problem one has to find the maximum of a trilinear form over a product of three spheres (see the examples).
This article provides an algorithm to find the maximum of a multilinear map over a product of spheres, ℓ : R n 1 +1 × . . . × R n r +1 → R n r+1 +1 , max
ℓ(x 1 , . . . , x r ) .
We have reduced the problem of finding the maximum of ℓ to a problem of finding fixed points of a map ∇ℓ : P n 1 × . . . × P n r+1 → P n 1 × . . . × P n r+1 . The advantage of this reduction is the possibility to count the number of extreme points of ℓ, and also, to find the fixed points of ∇ℓ solving a system of polynomial equations. There are standard algebro-geometric tools to solve systems of polynomial equations.
In Section 1 we review some concepts and definitions in algebraic geometry, such as, projective space, maps, products of projective spaces and maps between them. We use these definitions in the article.
In Section 2, using Lagrange's method of multipliers, see [1, §13.7] , we reduce the problem of finding the maximum of a multilinear map ℓ, to the problem of finding fixed points of a map ∇ℓ. We compare our approach with the ones in the literature.
In Section 3 we make a digression to discuss the number of extreme points of a multilinear map over a product of spheres. We use intersection theory to count the number of fixed points of the map ∇ℓ : P n 1 × . . . × P n r+1 → P n 1 × . . . × P n r+1 . Recall that the number of fixed points of a generic map F :
In this section we give a formula to compute the number of extreme points of a multilinear map over a product of spheres. If the map is generic, this number is achieved over C, and if it is not generic, this number is a bound when the extreme points are finite. In the literature, the extreme points of ℓ are called singular vectors (see [16] ) and in this section we count them.
In Section 4 we use our approach to find the maximum of a bilinear form over a product of spheres. In the bilinear case, the map ∇ℓ, induces a linear map L : P N → P N , where N is a natural number, and we prove that for a generic q ∈ P N , the sequence {q, L(q), L 2 (q), . . .} converges to the absolute maximum. In other words, the absolute maximum is an attractive fixed point of L. Also, with the same tools, we give an algorithm to find the spectral radius of a square matrix.
In Section 5 we use the theory developed to present the algorithm. We take advantage of a result in Section 2; the classes of extreme points of the multilinear form ℓ are in bijection with the fixed points of the map ∇ℓ. We reduce the problem of finding fixed points of ∇ℓ to solve a system of polynomial equations with finitely many solutions. In the literature about computational aspects of algebraic geometry, there exists a lot of algorithms to solve a system of polynomial equations with finitely many solutions, see [9] . This gives us the ability to find the absolute maximum of ℓ. It is important to mention that the system of polynomial equations obtained with our approach is slightly different from the system of polynomial equations obtained naively from the method of Lagrange's multipliers. Our approach in projective geometry, allows us to find the correct solution removing some constrains. In the first part of the section, we present a direct method to find the maximum value of a generic multilinear form over a product of spheres. Basically, it reduces to find the spectral radius of a matrix. In the second part of the section, we give an algorithm to find the point (x 1 , . . . , x r ) ∈ R n 1 +1 × . . . × R n r +1 , where x i = 1, 1 ≤ i ≤ r, such that |ℓ(x 1 , . . . , x r )| is maximum. This last algorithm, requires the extra hypothesis, 2n 1 , . . . , 2n r ≤ n 1 + . . . + n r .
In Section 6 we use the theory developed to compute a lot of examples and applications. One of them is the ability to find the closest rank-one tensor of a given tensor. We prove that this problem is well posed and we apply our algorithm to solve it. Another application that we will give is related to quantum physics. It is a criterion of separability, given a quantum state, we can say if it is separable (see Remark 22 for definitions and related concepts).
Review on Projective Geometry.
In this section we give basics definitions that we are going to use, such as, projective space, maps, projective tangent space, product of projective spaces and maps between them. In this section we are assuming that the base field is R, but all the definitions are true in the complex case. All the notions in this section may be found in [13] .
Definition 1.
Let n be a natural number and let R n+1 be a real vector space of dimension n + 1. The projective space, P n , is the space of lines passing throw the origin in R n+1 . We say that the dimension of P n is n. Every nonzero vector v in R n+1 determines the line [v] that joins v with the 2 origin 0 ∈ R n+1 . The vector v and λv, for λ ∈ R, λ 0, determines the same point [v] ∈ P n .
Let's fix a basis {v 0 , . . . , v n } of R n+1 . If the coordinates, in this basis, of v are (a 0 , . . . , a n ), then the coordinates of the point [v] are
[v] = (a 0 : . . . : a n ) = (λa 0 : . . . : λa n ), λ ∈ R, λ 0.
In general we denote [v] ∈ P n to remark that the point [v] is represented by the vector v ∈ R n+1 . Also, we denote an arbitrary point in projective space, p ∈ P n . The projective space P n is a compact space.
Let n and m be two natural numbers. We say that a polynomial P in n + 1 variables is homogeneous of degree d, where d is a natural number, if
For example, a linear form is homogenous of degree 1.
A map F from P n to P m , denoted F : P n → P m , is given by m + 1 homogeneous polynomials, Let n 1 , . . . , n r be a list of natural numbers. A multihomogeneous polynomial is a polynomial P in variables
).
The vector (d 1 , . . . , d r ) is called the multidegree of P. For example, a multilinear form is a multihomogeneous polynomial of multidegree (1, . . . , 1). Finally, a map F :
Note that the multidegree of F i may differs from the multidegree of F j , i j. When all the forms {F 1 , . . . , F s } are multilinear, we say that F is a multilinear map.
Definition 2.
Let n and m be two natural numbers and fix a basis for R n+1 and for R m+1 . Every vector v ∈ R n+1 has associated a vector space of dimension n + 1; the tangent space, denoted
In projective space the situation is similar, [13, p.181] . Every point x ∈ P n has associated an n-dimensional projective space; the projective tangent space, denoted
= y induces a linear map between projective tangent spaces,
Given that the partial derivative of a homogeneous polynomial is also homogeneous, the map dF x is well defined.
Remark 3.
Recall the Euler relation for a homogeneous polynomial P of degree d, [13, p. 182 
The relation follows at once by differentiating both sides of the equation
N is a map of degree d and x ∈ P N is a point such that F(x) = x, then, using the Euler relation, we get dF x (x) = x,
, and the matrix dF x represent the linear map dF x ,
then, v is an eigenvector of dF x . Let's compute the eigenvalue of the eigenvector v. Given that
Then, the eigenvalue of v is d · λ, where d is the degree of the map F.
Theory for a multilinear map.
In this section we translate the problem of finding a maximum of a multilinear map to a problem of finding fixed points. Let's present the notation and some basics preliminaries.
Let S n be the sphere in R n+1 ,
and let −, − : R n+1 × R n+1 → R be the inner product, x, y = x 0 y 0 + . . . + x n y n . The norm associated to this inner product is the usual 2-norm, u, u = u 2 . When the codomain of a map is R, we say that the map is a form.
Lemma 4. Given a multilinear map
such that max
Proof. The proof is bases on the compactness of the sphere. Let (x 1 , . . . , x r ) ∈ S n 1 × . . . × S n r be a point such that z = ℓ(x 1 , . . . , x r ) has the maximum norm and let y = z/ z . Then
As a corollary of the previous lemma, we will work with multilinear forms. Specifically, to make the notation easiest, we will work with ℓ :
Our goal is to find the maximum of ℓ over a product of three spheres.
Using Lagrange's method of multipliers, ([1, §13.7]), we know that the extreme points of ℓ,
Let's use a better notation,
for some α, β, λ ∈ R. Note that if (x, y, z) is an extreme point, then (±x, ±y, ±z) is also an extreme point. We say that they belong to the same class.
Proposition 6. There is a bijection between classes of extreme points of ℓ and fixed points of the map
∇ℓ : P n × P m × P s → P n × P m × P s , ([x], [y], [z]) → ∂ℓ ∂x ([x], [y], [z]), ∂ℓ ∂y ([x], [y], [z]), ∂ℓ ∂z ([x], [y], [z]) .
Proof. Given an extreme point (x, y, z), consider ([x], [y], [z]
). This assignment is independent of the class of (x, y, z). By definition, it gives a fixed point of ∇ℓ.
Remark 7. The map ∇ℓ :
but this set is empty if and only if the hyperdeterminant of ℓ is zero. The hyperdeterminant is a polynomial in the coefficient of ℓ, for the definition and some properties see [12, §14] .
2n, 2m, 2s ≤ n + m + s then a generic choice of ℓ will make ∇ℓ defined everywhere.
In the article [16] , there is a definition of singular values and singular vectors for a multilinear form ℓ. For example, for a trilinear form ℓ, the author defined the singular vectors of ℓ as the solutions of the system ∇ℓ(x, y, z) = (2αx, 2βy, 2λz). It is the same as our definition of extreme points. It is of interest to know the number of singular values/vectors of ℓ, and in Section 3, we count them. In the same article, the author proved that the first singular value is the maximum of ℓ over a product of spheres. Also, under the hypothesis 2n, 2m, 2s ≤ n + m + s, he proved that the hyperdeterminant of ℓ is zero if and only if 0 is a singular value of ℓ. The hyperdeterminant is a polynomial in the coefficients of ℓ, so, in the generic case, the number 0 is not a singular value of ℓ. There exists another article to mention, [7] . In it, the authors proposed a multidimensional singular value decomposition, but it does not preserve the properties that we need, for example, that the first singular value of ℓ corresponds to the maximum of ℓ over a product of spheres. 6
Number of extreme points of a multilinear form.
In this section we use Intersection Theory ( [11, 8.4] ) to count the number of fixed points of a generic map
Recall from Proposition 6 that there is a bijection between fixed points of
and classes of extreme points of the trilinear form ℓ over
The number of fixed points of ∇ℓ gives a bound to the number of classes of extreme points of ℓ that contains a point with maximum value. It is known that if F :
Here we generalize this result to a generic map between products of projective spaces.
Before we continue with this section, let's make a survey of some related concepts that are in the literature.
In [6] , [21] , [20] , [5] , [15] and [3] there is a notion of eigenvectors and eigenvalues associated to a multilinear form ℓ. There are a lot of applications and in [5] , the authors counted the number of eigenvalues of ℓ as the number of roots of a characteristic polynomial associated to ℓ. The idea is to look at ℓ :
. . , x, −) and then, an eigenvector of ℓ is a vector x ∈ C n such that P(x) = λx. If ℓ is m-multilinear, P has degree m − 1 and as a map
n−2 + . . .+ 1 fixed points, i.e. eigenvectors of P. They arrived at this number using toric varieties and Newton polytopes.
In [9, 7.1.4] and [19, 3.1] there is a theory of multihomogeneous Bézout number, or mBézout. The m-Bézout gives an upper bound on the cardinality of the intersection of multihomogeneous polynomials in P n 1 × . . . × P n k . Given that we are counting the fixed points of a map
, in order to apply this formula, we need to realize the fixed points of F as an intersection in some product of projective spaces. Concretely, the intersection of the graph of F and the diagonal. Let's make an explicit example. Assume for simplicity, that F is linear, F : P n → P n , we will see that the m-Bézout formula gives a very bad bound. Recall that the number of fixed points in this situation is the number of eigenvectors, that is, n + 1. Let's apply the formula to the equations of the graph Γ = {(x, F(x))} and the diagonal △ = {(x, x)}. The points in the intersection satisfy the following equations,
Note that the equations correspond to the fact that the following matrices have rank one,
By abuse of notation, we denote the equations,
Given that the equations have bidegree (1, 1), the m-Bézout number is the coefficient of α n + 1. 7
Bernstein proved in [4] that the number of solutions of a sparse system equals the mixed volume of the corresponding Newton polytopes. A sparse system is a collection of Laurent polynomials,
where A i are fixed finite subsets of Z n . Its convex hull
where vol is the usual Euclidean volume in R n and Q + Q ′ denotes the Minkowski sum of polytopes. It is a fact that R is a homogeneous polynomial and the coefficient of the monomial λ 1 . . . λ n is called the mixed volume of Q 1 , . . . , Q n . The mixed volume (i.e the number of solutions of a sparse system) is a very difficult number to compute by hand. In some situations, this is possible and in the general case, there are a lot of algorithms to compute it. In our situation, we are working with a multihomogeneous polynomial system, and using Bernstein's theorem, in the paper [18] , the author gives a recursive formula to compute this number. In fact, it is proved that, under some hypothesis, if the system is over R and the functions are generic, then all the solutions are reals. Here, we present a different and more direct method using intersection theory.
In the article [16, 3] there is a definition of generalized singular values for a generic multilinear form. In this section we count them.
Let's make an introduction to Intersection Theory. The germ of intersection theory is the Fundamental Theorem of Algebra. It implies that given a generic homogeneous polynomial in two variables F of degree d, the set of zeroes {x ∈ P 1 , F(x) = 0} has d points. Generalizing this idea, Bézout's theorem, says that given two generic homogeneous polynomials in three variables of degree d and e, the set of zeroes {x ∈ P 2 , F 1 (x) = F 2 (x) = 0} consists of de points. In P ). The Chow ring is very useful to solve problems in enumerative geometry. For example, to count the number of fixed points of a generic map P r → P r the procedure is the following. Let A(P r × P r ) be the Chow ring of
be the class of the diagonal, △ = {(x, x)}, and let [Γ] ∈ A(P r × P r ) be the class of the graph of F, Γ = {(x, F(x))}. Given that
[Γ] is a multiple of the class of a point, da r α r , [11, §8.3] . The coefficient d is the number of fixed points of F.
The Chow ring of a product of projective spaces, [11, Ex. 8.3.7] , is
Note that in A(P n 1 × . . . × P n k ) there is only one class of a point, α The last thing to mention is that every map F :
For a more extensive treatment of intersection theory, see [14, §A] , [11] .
Let's use the previous introduction. First, we will compute the number of fixed points of a generic map F : P r → P r of degree d. Then, we will adapt the proof to a generic map
formed by multihomogeneous polynomials of some multidegree.
Proposition 8.
The number of fixed points of a generic map F : P r → P r of degree d is
Proof. The following proof is standard in intersection theory. The fixed points of a map F : P r → P r may be computed in A(P r × P r ) as the degree of the product of the class of the graph of F, [Γ] , and the class of the diagonal, [△] . First, let's find out the class of the diagonal,
Being of codimension r, the class is a homogeneous polynomial of degree r,
Here, a represents a class of a hyperplane in P r and a i represents the intersection of i of these generic hyperplanes, in other words, a i is a generic space P r−i inside P r . Same for α and α j . Viewed in P r × P r , a i is the class of U × P r , a i = [U × P r ], and α j is the class of P r × V,
, where dim U = r − i and dim V = r − j. The class a i α j , represents a product of general linear spaces U × V ⊆ P r × P r , where dim U = r − i and dim V = r − j.
The class of the diagonal is determined by the coefficients t 0 , . . . , t r . Note that t i = [△].a r−i α i . Then, we need to count the number of points in (U × V) ∩ △,
Now, let's compute the class of the graph of a map,
it is also a homogeneous polynomial of degree r,
Again, we have τ i = [Γ].a r−i α i so we need to count the points in Γ ∩ (U × V), where dim U = i and dim V = r − i,
If F is formed by homogeneous polynomials of degree d, the pull-back of a hyperplane is a hypersurface of degree d, then
Given that a constant map has one fixed point, we use the convention
Let's adapt the previous calculation to P n ×P m ×P s . We will compute the class of the diagonal and the class of a graph, and then we will multiply them to obtain the number of fixed points.
Theorem 9. The number of fixed points of a map F
, (e 1 , e 2 , e 3 ) and (
is the multidegree of F 1 , F 2 and F 3 respectively. For a generic map F :
Proof. The class of the diagonal
Instead of doing the same computation as before, let
be the projection in the first and fourth factor (same for π 2,5 and π 3, 6 ) and let △ n ⊆ P n × P n be the diagonal of P n (same for △ m and △ s ). Then we have
Where deg is the coefficient of a n α n b m β m c s γ s . Note that the integer τ i jki jk is the degree of
Let's use the fact that F is equal to (F 1 , F 2 , F 3 ),
, (e 1 , e 2 , e 3 ) and ( f 1 , f 2 , f 3 ) is the multidegree of F 1 , F 2 and F 3 respectively. Then
. Thus, the class of the intersection that defines τ i jki jk in the Chow ring A(P n × P m × P s ), is
Example 10. Let's apply the previous formula to ∇ℓ where ℓ : S 2 × S 2 × S 2 → R is a generic trilinear form. The multidegree of ∂ℓ/∂x, ∂ℓ/∂y and ∂ℓ/∂z is (0, 1, 1), (1, 0, 1) and (1, 1, 0) respectively. Then the number of fixed points of this map (over C) is equal to 37. The number 37, according to [16, 3] , is the number of generalized singular values of ℓ.
Example 11. Let's apply the formula to count the number of eigenvectors of a generic linear map L :
The map P n → P n has n + 1 fixed points over C, that is, L has n + 1 eigenvectors over C. Then, ∇ℓ : P n × P m → P n × P m has m + 1 fixed points, that is, L has m + 1 singular values over C. We used the variational definition of singular values, see [16] . In case n < m we can use the fact that the number of non-zero singular values of L and L t : R m+1 → R n+1 are the same.
Theory for a bilinear form.
In this section we present a method to find the maximum of a bilinear form, ℓ, over a product of spheres, S n × S m . This case is very special and the method presented here does not work for a general multilinear form.
The key point of this method is the fact that the partial derivatives of ℓ = a i j x i y j are linear, 
Theorem 13. Let p
for a generic q ∈ P n+m+1 .
Proof. Let A ∈ R n+m+2×n+m+2 be a matrix representing the linear map L. Given that L is linear, the differential of L at any point, q, is equal to L,
In particular, the matrix A, also represents the differential of L at p,
Let {v 0 , . . . , v n+m+1 } be a basis of R n+m+2 formed by eigenvectors of A. Let λ i be the eigenvalue of v i , 0 ≤ i ≤ n + m + 1. By Remark 3 we know that p is an eigenvector of A with eigenvalue ℓ(p). 
In the proof of the previous theorem, we saw that the iterations of a linear map in projective space converges to an eigenvector of maximum eigenvalue. In particular, given a square matrix A ∈ R n+1×n+1 and a generic vector w ∈ R n+1 , the sequence
The rate of convergence of this method is linear.
Remark 14.
Let's give an algorithm to find the absolute maximum of a generic bilinear form,
based on Theorem 13. Let ∇ℓ = (∂ℓ/∂x, ∂ℓ/∂y) be the gradient of ℓ and let q be the initial condition, where q = (x, y), x ∈ R n+1 , x 0 and y ∈ R m+1 , y 0.
The iterations stops when the points in projective space are equal, in other words, when the cosine of the angle between q and aux is 1 or −1 (when they are aligned). Given that the absolute maximum is attractive (see Theorem 13), the program ends. The maximum value is |ℓ(x, y)|.
Remark 15.
We may adapt this algorithm to a multilinear form, but in the multilinear case, in general, the absolute maximum is not an attractive fixed point. For example, the trilinear form ℓ :
induces a map P 5 → P 5 of degree 2 without attractive fixed points. Even more, the 4-multilinear form ℓ :
induces a map P 7 → P 7 of degree 3 with two attractive fixed points. One is the absolute maximum.
Presentation of the general algorithm.
In this section we present an algorithm to find the maximum of a multilinear form over a product of spheres. First, we reduce the problem to a system of multilinear equations and then we resolve the system using algebro-geometric tools. In the first part of the section, we present an algorithm to find the absolute maximum of a multilinear form. In the second, we give an algorithm to find the point where the maximum occurs. This last algorithm requires some extra hypothesis.
generic trilinear form. There exists a bijection between classes of extreme points of ℓ and solutions of the following system of trilinear equations in
The vector e k satisfies (e k ) l = 0 if l k and (e k ) k = 1.
In the multilinear case, we obtain a similar result; a system of multilinear equations.
Proof. From Proposition 6 we know that every class of an extreme point of ℓ, is a fixed point of ∇ℓ :
If ℓ is a generic trilinear form, we know that the number of fixed points is finite (see Section 3).
A fixed point of ∇ℓ,
where α, β and λ are three nonzero real numbers. In P n × P m × P s , the equations are
The result follows from the equalities,
Let's present the algorithm to find the absolute maximum of a generic multilinear form. The resolution of the system is bases on Eigenvalue Theorem. Let's recall it. Consider a system of polynomial equations with finitely many solutions in 
where g denotes the class of the polynomial g in the quotient ring A. The matrix of M is called the multiplication matrix associated to the polynomial f . The algorithm in Appendix A, first generates the following system of polynomial equations, Note that the Theorem requires that the variables {x 1 , . . . , x n } are elements of the basis B. It could be the case that some variables are missing from B. For example, if x 1 , . . . , x i ∈ B, and x i+1 , . . . , x n B, then, every missing variable, say x j , is a linear combination of {x 1 , . . . , x i }, In order to apply the previous Theorem, we need to guarantee that the basis B contains all the variables. The affine system in Proposition 16 is,
Theorem (Eigenvalue Theorem
The solutions of this system determine classes of extreme points of ℓ. The genericity of ℓ implies that all the extreme points of ℓ, (x, y, z), satisfy x 0 0, y 0 0, z 0 0. Then, all the classes of extreme points appear as the solutions of the affine system in Proposition 16. In the multilinear case, we obtain a similar result.
Proof. Given that the equations in Proposition 16 are multilinear, the quotient ring, A, is multigraded. Let's denote
The hypothesis 2n, 2m, 2s ≤ n + m + s, implies that the following set is empty,
Then, the equations {∂ℓ/∂x i } n i=0 are linearly independent. Same for {∂ℓ/∂y j } m j=0 and {∂ℓ/∂z k } s k=0 . In the quotient ring, A, the partial derivatives, are proportional to the variables, thus, the variables are linearly independent too. For example, a basis for the multidegree part (0, 0, 0) is {1}, and a basis for the multidegree part (1, 0, 0) is {x 0 , . . . , x n }. Even more, a basis for
Let's add the equations x 0 = y 0 = z 0 = 1 to the system of polynomial equations. The equations are not multilinear, so the corresponding quotient ring is not multi-graded,
Let's see that the variables {x 1 , . . . , x n , y 1 , . . . , y m , z 1 , . . . , z s } are linearly independent in A. This implies that the basis B of A, formed by monomials, contains all the variables.
where P is a polynomial combination of x 0 − 1, y 0 − 1 and z 0 − 1.
Denote
Given that A is multi-graded, we get the following equalities in A,
Using the fact that the variables {x 0 , . . . , x n } are linearly independent in A, we obtain that x 0 is not a variable in P. Same for y 0 and z 0 . Given that P is a polynomial combination of x 0 − 1, y 0 − 1 and z 0 − 1, it must be 0. Then, α 1 = . . . = α n = 0, β 1 = . . . = β m = 0 and λ 1 = . . . = λ s = 0.
16
Remark 18. The algorithm to find the point (x, y, z) ∈ S n × S m × S s such that |ℓ(x, y, z)| is maximum, is the following.
The reader may adapt the algorithm to a multilinear form. With the algorithm in Appendix A to the trilinear form
we get that the maximum is 0.7228016991. Finally
|ℓ(x, y, z)| 
Remark 24.
Our final application is the ability to find numerically the closest rank-one tensor of a given tensor. In the article [8] , the authors considered the problem of finding the best rankr approximation of a given tensor. They proved that for r > 1 the problem is ill-posed, but when r = 1 the problem has a solution, [8, 4.5] . Here we find the solution. Let's prove that a computation of the absolute maximum of ℓ over a product of spheres gives the closest rank-one multilinear form to ℓ. A rank-one multilinear form is a product of linear forms, ℓ 1 . . . ℓ s , where ℓ i : R n i +1 → R, 1 ≤ i ≤ s. We choose to do this remark about multilinear forms, but dually, the same is true for tensors.
For simplicity, we do the proof for a trilinear form. The proof is similar in the multilinear case. Consider the affine Segre map (it is not an isometry)
Using the usual inner product in the tensor product, we identify
We can identify the following three different notations ℓ(x, y, z) = ℓ(x ⊗ y ⊗ z) = ℓ, x ⊗ y ⊗ z .
The first equality identifies a trilinear form with a linear map ℓ : R n+1 ⊗ R m+1 ⊗ R s+1 → R. The second equality identifies, under the isometry (R n+1 ⊗ R m+1 ⊗ R s+1 ) ∨ R n+1 ⊗ R m+1 ⊗ R s+1 , the linear form ℓ with the tensor ℓ ∈ R n+1 ⊗ R m+1 ⊗ R s+1 . Let S be the immersion of S n × S m × S s under the Segre map,
Then, for all φ = x ⊗ y ⊗ z, − ∈ S, we have ℓ − φ 2 = ℓ 2 + φ 2 − 2 ℓ, φ = ℓ 2 + 1 − 2ℓ(x, y, z).
In other words, a local maximum of ℓ is a local minimum of the distance function, ℓ − φ . Let B be the image, under the Segre map, of a product of balls,
Note that the elements of B are rank-one multilinear forms. It is easy to see that B is compact and convex, so the distance from ℓ to B is achieved in S (the border). In other words, the closest rank-one multilinear form to ℓ is an element of S. Summing up, a computation with the algorithm in Remark 18 of the absolute maximum of ℓ, gives a closest rank one multilinear form to ℓ. Using the algorithm in Remark 18, we get that the closest rank one multilinear form is ℓ 1 (x)ℓ 2 (y)ℓ 3 (z)ℓ 4 (t), ℓ 1 (x) = 0.4799354720x 1 − 0.8773037918x 2 ℓ 2 (y) = 0.2732019392y 1 − 0.9619567040y 2 ℓ 3 (z) = 0.7563638894z 1 + 0.6541511043z 2 ℓ 4 (t) = 0.3260948315t 1 + 0.9453370622t 2 .
The value of the absolute maximum of ℓ is 16.71262553.
Example 26. Let v ∈ R 2 ⊗ R 3 be the following tensor v = 4x 1 ⊗ y 1 − 9x 2 ⊗ y 1 + 2x 1 ⊗ y 2 + x 2 ⊗ y 2 − 5x 1 ⊗ y 3 − 7x 2 ⊗ y 3 .
Using the algorithm in Remark 18 we get that the closest rank one tensor is 
