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Brain computer interface provides communication opportunity between the brain and the environment
around a person with severe motor disabilities. However, the implementation of such interfaces requires
a good signal processing scheme, whose performances depend principally on the technique used to
select the best features, and the classiﬁcation technique used to perform the discrimination between the
different categories. This work proposes a new hybrid structure based on two stages with supervised and
unsupervised learning. The ﬁrst stage consists of a Self Organizing Map which allows to cluster the
redundant irrelevant features and select the best descriptors. The second stage uses, a Probabilistic
Quadratic Loss Multi-Class Support Vector Machine for the ﬁnal classiﬁcation. Five mental tasks namely:
Baseline, Multiplication, Letter, Rotation, and Counting are considered, and an average accuracy between
81.73% and 91.90% is achieved. This result shows the effectiveness of the proposed method to enhance
the performance of electroencephalogram classiﬁcation problem.
& 2016 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Recently, there have been many interesting researches in the
Brain Computer Interface (BCI) area. In fact, a BCI constitutes a
direct communication device between the brain and the computer
through brain signals. Its aim is to interpret the thoughts (mental
tasks) of persons affected by a number of motor disabilities
(without having to speak or to perform muscular activities) in a
numerical form, that acts as a command to a computer [30,32].
We can ﬁnd several invasive and non-invasive techniques to
record the brain activities, with which we can determine the
mental tasks: ElectroEncephaloGram (EEG), Functional Magnetic
Resonance Imaging (fMRI), Magneto EncephaloGraphy (MEG),
Near-Infrared SpectroScopy (NIRS), Positron Emission Tomography
(PET), Event-Related Optical Signal (EROS) [30]. Among these
techniques, EEG is the most used due to its ability to record the
brain signals in a non-anvasive manner and its low cost.
The determination of patterns from the EEG signals, include
two approaches. The ﬁrst approach is based on the analysis of
Event-Related Potentials (ERPs). This last one represents the
modiﬁcation of the electrical potential generated by the brain in
response to internal or external stimulus [3,22,33]. This signals aren open access article under the CC
del).generally of very low amplitude, so it is obligatory to perform
multiple recordings and then averaging all of these measures,
which allows to increase the Signal to Noise Ratio (SNR) and
obtain reliable characteristics of the invoked potential. The
invoked process can take a long time, and makes this method
relatively slow to be useful in real-time control applications. The
second approach, which is much more practical [3] and which is
considered in this study, consists in analysing the ﬁve main fre-
quency bands that characterize the EEG signals [30,32]: delta (δ:
0.5–3.9 Hz), theta (θ: 3.9–7.8 Hz), alpha (α: 7.8–15.3 Hz), beta (β:
15.3–31.5 Hz), and gamma (γ: 31.5–40 Hz) bands.
However, the implementation of a typical BCI system requires a
good signal processing scheme, whose performances are mainly
associated to the technique used to select the best features from
the EEG signals, and the classiﬁcation technique used to interpret
the obtained components. So, in this study, we focus especially on
this two parts.
The selected features must be highly signiﬁcant to achieve well
discrimination between the different mental tasks. Many inter-
esting approaches of EEG feature extraction have been proposed in
the literature. They include Discrete Wavelet Transform (DWT)
[29,9,1], Empirical Mode Decomposition (EMD) [8], Fast Fourier
Transform [19], Short-Time Fourier Transform [1], AutoRegressive
features (AR) [14,17], and Discreet Fourier Transform [27]. Among
the mentioned approaches, the DWT has been used successfully in
feature extraction of EEG signals, because it provides a rigorousBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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the non-stationary signals in time and frequency domain.
The EEG signals are obtained from several channels, and the
feature vectors are constructed by concatenation of the descrip-
tions that were obtained from the multiple used channels. This
results in a large feature vectors while the number of samples of
the training set is limited (which leads to the curse-of-
dimensionality and the overtraining) [28]. Therefore, it is neces-
sary, to perform feature selection and/or select a good classiﬁer
that is insensitive to these two problems.
The variable selection process is characterized by: the Feature
Selection Algorithm (FSA), and the Evaluation Criterion of the
Selected Features (ECSF). The FSA can be classiﬁed into two cate-
gories. Myopic algorithms that estimate the relevance of a
descriptor without considering the other parameters, and Con-
textual algorithms that take into account the interactions (corre-
lations) between all descriptors. The ECSF allows to evaluate the
aptitude of the selected subset to discriminate between classes.
Several methods are associated with this criterion and the most
used are Filter and Wrapper methods. The ﬁrst approach works
independently from the classiﬁcation algorithm (the selection is
done before learning). However, the second approach uses a
classiﬁcation method to test the suitability of the selected vari-
ables. In this context, some approaches have been proposed, they
include: Genetic Algorithm (AG) [18], Principal Component Ana-
lysis (PCA) [3], Common Spatial Patterns (CSP) [34], Forward
Sequential Feature Selection (FSFS) [14], and Wilks Lambda mea-
sure (WLM) [8], Distinctive Sensitive Learning Vector Quantization
(DSLVQ) [24], etc.
As for classiﬁcation, many models have been implemented in the
framework and the most common are: Artiﬁcial Neural Networks
(ANN) [17,29,8,20,6], Support Vector Machine (SVM) [11,17,1], Bayes
Quadratique (BQ) classiﬁer [14], Linear Discriminant Analysis (LDA)
[11], k-Nearest Neighbors (KNN) [11,19] and Extreme Learning
Machine (ELM) [17]. Over the proposed classiﬁers, the ones that have
given the best results and the most used are the SVM; they provide
good generalization, great performance to the curse of dimension-
ality, and insensitivity to overtraining. However, they were originally
designed for binary problems and their extension to multiclass
problems is still an active research issue. We can ﬁnd two approa-
ches, the indirect approach that involves only bi-class SVMs and the
direct approach that considers all classes simultaneously. The ﬁrst
one treats the problem partially and covers three main methods:
1-against-1, 1-against-all and Error Correcting Output Code. At the
opposite, the second one treats the SVM learning problem as a global
optimization one. We ﬁnd four large direct models on which the
scientiﬁc community is currently focusing: Weston and Watkins
(WW) [31] model, Grammer and Singer (GS) [7] model, Lee et al.
(LLW) [16] model, and the Quadratic Loss Multi-Class Support Vector
Machine (M-SVM2) model [10] introduced by Guermeur and
Monfrini.
The current study proposes a new hybrid structure based on two
stages, with supervised and unsupervised learning. This approach is
validated on EEG database of Keirn and Aunon [13], that consists on
EEG recordings of 7 subjects performing ﬁve different mental tasks
namely: Baseline, Multiplication, Letter, Rotation, and Counting. The
ﬁrst stage consists of a Self Organizing Map (SOM) that reduces the
original variable set (150 components obtained from DWT decom-
position) into a smaller feature set, enabling to cluster the redun-
dant irrelevant features and select the best descriptors to enhance
the performance of the ﬁnal classiﬁer. The second stage uses a
Quadratic Loss Multi-Class Support Vector Machine (M-SVM2). It
receives as input the obtained feature set from the ﬁrst stage and
outputs class posterior probability estimates.
The remainder of the paper is organized as follows. Section 2
summarizes some previous works using Keirn and Aunondatabase. Section 3 gives a description of the used database,
explains the methodology adopted to build the ﬁrst feature set,
and presents details of our proposed hybrid structure. Section 4
exposes the obtained results. Section 5 discusses the results, and
Section 6 concludes the study.2. Related works
One can ﬁnd many models proposed in the literature for the
interpretation of mental tasks using ElectroEncephaloGram (EEG)
signals. Hereafter, we have selected those whose database is
similar to ours (see Section 3.1).
Keirn and Aunon [14] proposed a method based on AR features
and BQ classiﬁer. They demonstrate the necessity to use (δ, θ, α,
and β) bands and AR features to enhance the classiﬁcation results.
First, the EEG signals are subdivided into 1/4 s segments, and 36
AR features are estimated for each segment. Then, BQ classiﬁer is
proposed to classify combinations case of task pairs for ﬁve sub-
jects, and achieved an average accuracy of 84.6% across all task
pairs and over all the ﬁve subjects.
Palaniappan [21] divided the EEG signals into 20 segments with
a length of 1/2 s. Then, computed for each segment, the Power
Spectrum (PS) and the ASymmetry Ratios (ASR) for, δ, θ, β, and
gamma (γ) bands as features. The obtained components were
presented as inputs of ENN classiﬁer. He reported, from this study,
that the performance was improved by the addition of the gamma
band. Also, an average accuracy of: Subject 1: 79.8%, Subject 2:
69.1%, Subject 3: 70.2%, Subject 4: 80.3% were achieved over
pairs tasks.
In [17], Liang et al., subdivided the EEG signals into 1/2 s seg-
ments with an overlap of 1/4 s between adjacent segments, and
count for each segments the same AR features used by Keirn and
Aunon [14]. Then, an ELM was proposed as a method of classiﬁ-
cation of ﬁve mental tasks. In addition, the authors smoothed the
output vectors of classiﬁer over 20 consecutive segments. The
results indicate signiﬁcant improvement in the testing accuracy for
classiﬁer, and an average accuracy between 57.37% and 86.70%
were achieved.
Zhiwie and Minfen [35] proposed a method using Wavelet
Packet Entropy (WPE) and SVM. They divided the EEG signals into
1 s segments that overlapped by 0.8 s, and performed the entropy
algorithm on each of δ, θ, α, and β bands. Then, the SVM classiﬁer
was trained to discriminate between 2-class, 3-class, 4-class, and
5-class. The proposed system achieved an average accuracy for
ﬁve-class of: (76.3%) for subject 1 and (68.5%) for subject 2. It is
shown from the study, that WPE can be a great method for feature
extraction and the SVM can be a great method to discriminate
between different tasks.
Diez et al. [8] applied their proposed features extraction
method, on EEG segments of 1 s duration. This method is based on
the EMD and the estimation of six features: Root Mean Square
(RMS), Variance, Shannon Entropy, Lempel-Ziv Complexity Value,
and Central and Maximum Frequencies. Then, reduction of
dimensionality was performed, based on the WL parameter. Two
classiﬁers were employed to performed the classiﬁcation LDA and
ANN. With this method, the best average classiﬁcation of 91.17%
was obtained cross all task pairs and using LDA classiﬁer. These
results conclude the effectiveness of EMD to process nonstationary
and nonlinear signals as the EEG.
Tolic and Jovic [29] presented a method based on DWT and
Backpropagation Neural Network (BPNN) to classify two, four and
ﬁve mental tasks relative to subject 1 and subject 2. They
decomposed each EEG signal in to 1/2 s segments, and they
applied DWT to extract different frequency bands. The features are
then calculated as wavelet energies of the obtained bands. The
Fig. 1. Diagram scheme of the proposed method for one EEG recording.
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which achieved an average accuracy of 90.75% for subject 1 and
ﬁve mental tasks.
The obtained results of different studies summarized in this
section are given in Table 3.3. Methods
In this section, we ﬁrstly give a description of the used database. Then, we
expose details of the feature extraction method, and ﬁnally we present our pro-
posed hybrid structure (Fig. 1).
3.1. Description of the database
The EEG database used in this study was assembled by Keirn [13], and dis-
tributed online by Anderson [2]. It consists of 325 EEG recordings from seven
subjects 21–48 years old performing ﬁve distinct mental tasks, namely:
 Baseline Task (BT), the subjects were invited to relax and think of nothing in
particular.
 Multiplication Task (MT), all subjects were asked to solve a nontrivial multi-
plication problem (eg. 28*62). The subjects were not vocalizing nor making
movements when they were solving the problem.
 Letter Task (LT), subjects were instructed to mentally compose a letter to
another person without vocalizing. Rotation Task (RT), the subjects were given 30 s to see a rotating 3D object. After
removing the object, they were invited to imagine that object being rotating
around an axis.
 Counting Task (CT), all subjects were asked to imagine a blackboard and to
visualize numbers being written on it sequentially.
An electro-cap was used to obtain each EEG recording from six channels: C3, C4, P3,
P4, O1 and O2, according to the 10–20 systems. The obtained signals were recorded
for 10 s at 250 Hz during each task. We used all the subjects of the database except
subject four because of the invalidation of the signals in several trials as reported by
Liang et al. [17]. Each subject attended (1 session, 2 sessions, or 3 sessions) of ﬁve
trials per session. Each trial contains ﬁve recordings, and each recording represents
one of the ﬁve distinct mental tasks.
We note the existence of a seventh channel named ElectroOculoGraphy (EOG),
that helps to locate the eye blinks, by performing a signal processing on it. In
[14,17,35], the authors proposed detection schemes to locate and to perform ocular
artifact correction. However, this channel was not used in this work, because the
effects of eye blink is low at the central and occipital region where the six other
channels were located [29].
3.2. Feature extraction method
In this subsection, we describe the feature extraction method that includes the
preprocessing and the parameter estimation steps. In the preprocessing step, we
remove artifacts and divide the EEG signals into 46 1 s. EEG segments. Then, in the
parameter estimation step, we use the DWT to extract from each segment the ﬁve
main sub-bands that characterize the EEG signals δ, θ, α, β and γ bands, then we
compute for each band and each EEG channel ﬁve descriptions to provide a feature
vector of 150 components.
Fig. 2. Result of band-pass ﬁlter and segmentation.
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We ﬁrst apply using a Hamming window, a Finite Impulse Response (Fir) band
pass ﬁlter (of type 1 and order 49) with a cut-off frequency between [0.5, 40] Hz to
include all the ﬁve sub-bands and remove artifacts of internal and external sources
(muscle movements, power line interference, electrode movements, etc.). Then,
each EEG signal is divided into 46 descriptions representing the content of a sliding
window of 1 s with an overlap of 0.8 s between adjacent segments [35]. So, the ﬁrst
segment corresponds to a window located between [1, 250] samples, the next
segment between [51, 300] samples, and so on. Fig. 2 illustrates the results
obtained after ﬁltering and segmentation.
3.2.2. Parameters estimation
The DWT is a powerful method able to represent the non-stationary signals
such the EEG signals, in time and frequency domain. Moreover the coefﬁcients at
each stage of DWT are almost stationary and low auto-correlated, which provide
better characteristics of signals. sþ1. In DWT analysis, a signal is subdivided into an
approximation (A) and a detail (D), obtained respectively by the use of low-pass
and high-pass ﬁlters. The approximation at stage sis split into a next-level
approximation and detail S þ 1, and the process is continued. In this study, we
use 5 stages of decomposition and Daubechies 4 (db4) wavelets to subdivise each
1 s. EEG segment into ﬁve different frequency bands (see Fig. 3): A5 (δ: 0.5–3.9 Hz),
D5 (θ: 3.9–7.8 Hz), D4 (α: 7.8–15.3 Hz), D3 (β: 15.3–31.5 Hz) and D2 (γ: 31.5–40 Hz)
according to the following expressions for approximation:
0;
Fs
2ðnþ1Þ
 
; ð1Þ
and detail:
Fs
2ðnþ1Þ
;
Fs
2n
 
: ð2ÞWe extract from the sub-bands (D2, D3, D4, D5 and A5), ﬁve statistical features
as descriptors of the signal.
 Signal energy: The energy of a signal is calculated as following:
Ex ¼ 1N
XN
n ¼ 1
xðnÞ2
 
: ð3Þ
Where, x(n) is the signal, and N is the number of samples.
 Signal Variance: The variance of a signal is determined by the following
mathematical equation:
σ2x ¼
1
N
XN
n ¼ 1
xðnÞxð Þ2 : ð4Þ
Where, x(n) is the signal, x is the signal sample mean and N is the number of
samples.
 Variance of the autocorrelation function of a signal: The autocorrelation func-
tion represents a metric to measure the simi-larity between a signal x(i) and its
shifted version. Its variance is calculated accordingto the following equation:
σðRxx lð ÞÞ ¼ σ
XN j kj  l
n ¼ i
x nð Þx n lð Þ 2
 !
: ð5Þ
where, l is the time shift index. i¼ l; k¼ 0 for l4 ¼ 0, and i¼ 0; k¼ 1 for
lo0.
 Min (x(n)): represents the smallest amplitude.
 Max (x(n)): represents by the highest amplitude.
As mentioned in Section 3.1, the electrical activity of the brain is reﬂected by six
electrodes C3, C4, P3, P4, O1 and O2, for each task. Hence, our feature vectors will
Fig. 3. Detail coefﬁcients (D2, D3, D4 and D5)and the ﬁfth approximation A5 for a given segment.
Fig. 4. Proposed hybrid structure.
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the other hand, and in order to standardize all descriptors at the same level
[1,þ1], the normalization process is applied as follows:
~xij ¼ tansig
ðxijxjÞ
σxj
 	
: ð6Þ
where xj and σxj are respectively the mean and the standard deviation of the jth
parameter of the feature vectors, across each subject and each session. tansig is a
hyperbolic tangent sigmoid transfer function.
3.3. Proposed hybrid structure
We report in this subsection, the methodology adopted to construct our hybrid
system, based on SOM map and probabilistic M-SVM2 to recognize a mental task
(Fig. 4).
3.3.1. Feature selection and clustering using SOM
In general, an observation is characterized by a set of descriptors that are not all
informative. Indeed, some of them can be insigniﬁcant, correlated or not relevant to
the classiﬁcation task. Therefore, the selection of relevant parameters presents a
major interest which enables to reduce the volume of information to be treated and
consequently to reduce the complexity of the classiﬁcation algorithms and also
improve their generalization performance.
In this study, we propose a new alternative of feature selection using SOM
algorithm. This choice is mainly based on the fact that the SOM algorithm has the
particularity to cluster high-dimensional sets in an unsupervised manner. This
approach can be considered as contextual since it takes into account theinteractions (correlations) between all parameters, and Wrapper because we use an
MLP classiﬁer to evaluate and select a subset of parameters.Unsupervised learning of an SOM
The simulated system is a two-dimensional SOM with n  n
artiﬁcial neurons:
 Each input vector X1 represents the line of the description space
X ðp;mÞ (with m the number of samples of the learning set, and
p the number of parameters ¼150) and it is linked to each
neuron of the map.
 The external connections of the neuron iA ½1;n  n with the
input vector X1 is materialized by a synaptic weight vector
Vi ¼ ½vi1; vi2;…; vim. Also, each neuron of the map is related to all the other neurons.
The weights of the internal connections Wir of the neuron i with
its neighbors r(t) are given by the function called the
“Mexican hat”.
During the learning phase, the network adapts itself to differ-
ent input vectors by adapting the external map weight connection
as following:
Fig. 5. Result of the feature selection and clustering using SOM.
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each weight vector is calculated according to the following
expressions:
diðtÞ ¼ X1ðtÞViðtÞk


 ð7Þ
 Then, the neuron c that gives the minimum distance from the
input vector is selected as the winner and characterized by the
same distance:
dc ¼minðdiðtÞÞ; iA ½1;nn ð8Þ
 Finally, the weights of the winner neuron and its neighbors r(t)
are updated as follows:
Vcðtþ1Þ ¼ VcðtÞαðtÞ X1ðtÞViðtÞk


 ð9Þ
Viðtþ1Þ ¼ ViðtÞαðtÞ X1ðtÞViðtÞ iA rðtÞ




 ð10Þ
with αðtÞ the learning rate used to modulate the new weight;
αðtÞ and rðtÞ decrease with t.
At the end of the training process, we obtain a map that is self-
organized in ðn  nÞ neurons. Each neuron represents one or more
components. The most relevant parameters (that are independent
of the other) are individually represented by a single neuron.
However, the correlated parameters are grouped in the same
neuron. So, we can extract the parameters that constitute each
neuron of the obtained map. Also, there are neurons that have no
descriptors and represent the death neurons, these neurons areFig. 6. Training time (s)ignored and removed. The resulting map will then represent the
new learning set (Fig. 5).
The parameters of each new example are ﬁrst grouped in
similar combinations to those of the obtained map in the learning
step. Then, the new reduced vector is calculated by averaging the
parameter values of each neuron. Therefore, we obtain a vector
X ðp0;mÞ with p0o150rn  n.
3.3.2. Classiﬁcation using probabilistic M-SVM2
The M-SVM 2 is a Kernel machines Method [26,25], that oper-
ates in the functional class induced by a Mercer kernel [5]. In what
follows, X is the description space, Y is the set of the categories
A11;QU with 3rQoþ1; κ is a kernel of Mercer on X2;
Hκ ; 〈; 〉Hκ
 
is the Reproducing kernel Hilbert Space (RKHS) with
kernel κ, and C is the penalty parameter. For mAN, let zm ¼
xi; yi
  
1r irmA X  11;QU
 m
; ym ¼ yi
 
1r irm; ξAR
Qm ym
 
. A
Q-category M-SVM2 with a kernel κ, a RKHS Hκ ; 〈; 〉Hκ
 
, and a
“training set” zm is a large margin discriminant model trained by
solving a convex quadratic programming problem of the form: (for
more detail see [10]).
Learning problem of an M-SVM2, primal formulation
min
h;ξ
1
2
XQ
k ¼ 1
wk
2þCξTMξ



 os:t:



(
8 iA11;mU; 8kA11;QU⧹ yi
 
; hkðxiÞr 1Q 1þξikPQ
k ¼ 1 hk ¼ 0
8<
:
where MAMQm;Qm is a matrix of rank Q1ð Þm, with a general
term deﬁned as follows:
mð2Þik;jl ¼ 1δyi ;k
 
1δyj ;l
 
δk;lþ
ﬃﬃﬃﬃ
Q
p
1
Q1
 !
δi;j;
In our experiments we used the M-SVM package (M-SVMpack)
[15], which allowed us to implement all the different M-SVM
models (WW model, CS model, LLW model, and M-SVM2 model).
Post-processing the outputs of the M-SVM2 To obtain the
probabilistic M-SVM2, we extend Platts bi-class solution [20] to
the multi-category case, according to the softmax function, [23],
given by Eq. (11):
8kA11;QU; ~hk ¼
exp hkð Þ
exp
PQ
l ¼ 1
hk
 ! ð11Þ4. Results
As mentioned in Section 3.1, we have used all the subjects of the database
except subject four. Each subject was evaluated separately, session by session,of ELM and MSVM2.
Table 1
classiﬁcation results of the proposed hybrid structure (%).
Subject and session BT MT LT RT CT Accuracyþconﬁdence interval of 95% Reject Rejectþaccuracy
Subject 1
Session1 84.78 90.43 98.69 87.82 84.78 89.3 [84.64–92.66] 6.60 95.9
Sesson2 96.08 99.56 93.04 84.78 86.08 91.90 [86.94–94.29] 6.17 98.07
Subject 2
Session1 70.43 83.47 89.56 95.65 91.30 86.08 [81.01–89.96] 7.73 93.81
Subject 3
Session1 70.00 86.52 76.52 65.65 72.60 74.25 [68.23–79.47] 18.95 93.2
Session2 87.82 79.13 86.52 77.82 77.39 81.73 [76.22–86.18] 14.52 96.25
Subject 5
Session1 92.17 64.34 88.26 82.60 66.08 78.69 [72.94–83.48] 17.73 96.42
Session2 83.47 65.65 88.69 73.47 66.08 75.47 [69.52–80.58] 18.08 93.55
Session3 86.08 86.08 94.34 83.47 66.95 83.38 [78.02–87.63] 10.17 93.55
Subject 6
Session1 95.21 91.73 95.65 85.21 91.30 91.82 [87.55–94.71] 7.73 99.55
Session2 90.43 97.39 86.95 83.91 95.21 90.77 [86.33–93.87] 7.04 97.81
Subject 7
Session1 96.08 87.82 97.82 86.08 87.39 91.03 [86.63–94.08] 7.82 98.85
Average 98.08%
sd 7 – – – – – – – 2.3
Table 2
learning and testing time (in s) for MSVM2.
Session Sub1 Sub2 Sub3 Sub4 Sub5 Sub6 Sub7
Session1
Learning 0.488 0.620 0.640 – 0.608 0.574 0.486
Testing 0.012 0.020 0.016 – 0.023 0.017 0.020
Session2
Learning 0.554 – 0.668 – 0.688 0.428 –
Testing 0.01 – 0.004 – 0.008 0.004 –
Session3
Learning – – – – 0.464 – –
Testing – – – – 0.014 – –
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different. Then, to illustrate the results, ﬁve-fold cross-validation procedure was
performed using ﬁve distinct trials. We trained on three trials (15 tasks*46
segments¼690 segments), used a fourth trial on validation (5 tasks*46
segments¼230 segments), and tested on the ﬁfth trial (5 tasks*46 segments¼230
segments).
4.1. Selection of SOM and M-SVM2 parameters
In general, to ﬁnd the best hyperparameters for any method, it is recommended
to perform the model selection. This is done on the validation data. Then, the best
set of parameters obtained is used to build the model for future testing.
For the SOM Model, the main parameter that should be optimized is the one
related to the size of the map. So, to ﬁnd the best map (using the training set), ﬁve
ðn  nÞ topologies have been tested (with nA ½4; 8) and each topology has been
repeated twenty times, for a total of 100 epochs for each validation set. Then, for
each epoch, we modify the validation set according to the obtained map (resulting
learning set), then an MLP network was used for evaluating the performance of
each topology (Wrapper method). The MLP was trained on the resulting learning
set and tested on modiﬁed validation set. Finally, the best selected map will allow
to generate the new testing set. Thus, the learning and the validation sets (of the
best selected map) added to the resulting testing set will be used on the
second ﬂoor.
As for the M-SVM2 model, the parameters that should be optimized are those
related to the penalty parameter and kernel parameter. We note that three types of
kernels are available in the MSVMpack (Linear, Polynomial, and Gaussian RBF).
Here, we save the “Gaussian RBF” kernel which is the most used one. So, for M-
SVM2 with “Gaussian RBF” kernel, two parameters are optimized: C and kernel
parameter γ over ﬁve-fold, cross-validation. For each fold set we test 15 15¼ 225
different combinations of ðC; γÞ; γ ¼ ½24;23 ;22;…;210 and C ¼ ½212 ;211;210;…;
22 [12]. For each combination, the validation performance is calculated by
training on the training set and testing on the validation set. In the prediction
phase, we train on the same training set using the pair of ðC; γÞ that gives the best
validation rate, and predict on the test set.
4.2. Evaluation of the proposed classiﬁcation scheme
Table 1 exposes the results obtained with the proposed hybrid structure as
follows:
 Accuracy for each task that represents an average accuracy per mental task over
the ﬁve-fold cross-validation that were conducted.
 The test accuracy for each session that represents an average accuracy of all
mental tasks per session.
 The reject accuracy for each session that represents an average accuracy of
accumulated rejects over the ﬁve-fold cross-validation.Also, to associate a degree of reliability to the proposed system, we used the
following statistical measure proposed by [4]. It allows to give the interval of
correct classiﬁcation rate for future test sets, with a conﬁdence rate of α%.
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where N is the size of testing set, T is the correct classiﬁcation rate, and Zα ¼ 1:96
for α¼ 95%.
On the other hand, we post-process the outputs of the M-SVM2 model in order
to generate the class posterior probability estimates. Then, if the probability asso-
ciated to a class is higher than 0.75, the task is considered correctly classiﬁed.
Otherwise the task is assigned to the reject class. It is more informative to take a
decision if we know that there is 90% of chance that the task belongs to a
given class.
According to the obtained results, it can be seen that the proposed classication
system is able to produce a promising accuracy between 74.25% and 91.90%. In fact,
one can see from the obtained conﬁdence intervals, that even in the worst case, the
proposed system is able with a conﬁdence of 95%, to achieve a good classiﬁcation
rate for future test sets.
We also notice that, the accuracy of the reject class (per session) in addition to
the accuracy of the same session is around (96:08%sd72:3) for all subjects (where
sd is the standard deviation and 96.08% is an average). This observation proves, that
the number of misclassiﬁed tasks achieved by the proposed system is low, even
though it is unable to well classify a given task (it is better to say “I don't know”
than giving a false prediction).
The learning time an the testing time of MSVM2 classiﬁer are reported in
Table 2 as an average training/testing time per session over the ﬁve-fold cross-
validation that were conducted.
Table 3
Results of related works (%).
Method Sub1 Sub2 Sub3 Sub4 Sub5 Sub6 Sub7 Average
ARþBQ [14] – – – – – – – 84.16
2 classes
(PSþASR)þ
ENN [21]
79.80 69.10 70.20 80.30 – – – 74.85
2 classes
ARþ ELM [17] S2: S1: S2: – S3: S1: S1:
5 classes 86.70 75.99 57.37 – 62.79 72.62 74.81 71.71
WPEþSVM [35] S2 S1 – – – – –
5 classes 76.30 68.50 – – – – – 72.4
EMDþLDA [8] 95.00 92.45 80.93 92.73 85.13 94.61 97.36 91.17
2 classes
DWTþBPNN
[29]
S2: S1: – – – – –
5 classes 90.75 73.30 – – – – – 82.02
Our method S2: S1: S2: – S3: S1: S1:
5 classes 91.90 86.08 81.73 – 83.38 91.82 91.03 87.65
M. Hendel et al. / Informatics in Medicine Unlocked 4 (2016) 1–98It can be seen from the table, that the accumulated testing time is between
0.004 s and 0.023 s, and accumulated training time is between 0.464 s and 0.764 s.
This concluded that the MSVM2 requires a reasonable and proper computational
time for real applications.5. Discussion
To prove the contribution of the proposed approach to enhance
the performances of BCI, it is interesting to compare our results
with those of methods summarized in Section 2. (See Table 3).
 In [14] ﬁve subjects were considered and ten combinations case
of task pairs were tested. The results were given as the total
classiﬁcation accuracy, averaged across all ten task pairs and
over all the ﬁve subjects.
 Palaniappan [21] and Diez et al. [8], have respectively consid-
ered four and ﬁve subjects. The results were obtained for each
subject as the average values over all the ten task pairs and over
all the attended sessions. Also, the overall mean accuracy of the
considered subjects was reported.
 For [17,35,29] and the proposed method, ﬁve tasks were tested
simultaneously. The results were presented as the best average
accuracy of the attended sessions per subject, and the global
rate of reported sessions over the considered subjects (two
subjects were utilized in [29,35], and six subjects were used in
[17] and our method).
However, so that our comparison will be completely fair, it is
necessary to take into consideration the number of classes and the
number of subjects considered in the different studies. As con-
sequence, we focused our comparaison only with the summarized
methods that consider ﬁve classes.
 Liang et al. [17] achieve classiﬁcation accuracy between 57.37%
and 86.70%, and global rate of 71.71%. The proposed classication
system is able to produce a promising accuracy between 81.73%
and 91.90%, and global rate of 87.65%.
 Zhiwie and Minfen [35], achieve a classiﬁcation accuracy of
76.30% for subject 1% and 68.50% for subject 2. Also, Tolic and
Jovic [29] archive an accuracy of 90.75%, 73.30% for subjects 1,
and subjects 2, respectively. The proposed method exceeds
these results with an accuracy of 91.90% for subject 1% and
86.08% for subject 2.
As mentioned above, the results were presented in Table 3 as
the best average accuracy of the attended sessions per subject.Since in general, when we want to adopt a real system at a given
subject, it is necessary to perform several learning sessions, and
maintain thereafter the one that gives the best performance for
efﬁcient future use.
Also, we wanted to discute the computational time between
MSVM2 and compared methods. However, the presented related
work, have not exposed the computational time of their classiﬁers,
except [17], that exposed the training time. So, we expose in Fig. 6
the training time of ELM and MSVM2. We can observe that The
computation time of ELM is smaller in comparison with that of the
MSVM2. However, in general, we does not take into consideration,
the time required for adjusting the parameters of a real system,
and the time required for its learning in order to adopt it to a given
subject. Which is more important, is the necessary time to
recognize a given mental task. Indeed, as mentioned in Section 4
the MSVM2 has a low generalization time.6. Conclusion
In this study, we have proposed and implemented a new hybrid
structure based on two stages to discriminate between ﬁve dis-
tinct tasks taken from the Keirn and Aunon database. In the ﬁrst
stage, we have proposed a new alternative of feature selection
using SOM algorithm with unsupervised learning. The map
received as input the 150 components obtained from wavelet
decomposition. In the second stage, we have used a Probabilistic
M-SVM2 with supervised learning for the ﬁnal classiﬁcation. The
M-SVM2 received as input the vector parameters that was reduced
by the SOM map. The proposed approach surpassed the results
from the previous systems proposed in this framework, with a
best average accuracy across sessions per subject between 81.73%
and 91.90%. These observations conclude that our method can be
an excellent alternative to enhance the performances of BCI
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