We investigate the geometry and topology of extremal domains in a manifold with negative sectional curvature. An extremal domain is a domain that supports a positive solution to an overdetermined elliptic problem (OEP for short). We consider two types of OEPs.
Introduction
Alexandrov [1] introduced the moving plane method and used it to prove a very classical result in the theory of constant mean curvature (CMC for short) hypersurfaces: the only compact CMC hypersurfaces embedded in the Euclidean n-space R n are spheres. By also applying the moving plane method and meanwhile improving the boundary point maximum principle to a more delicate version (cf. [38, Lemma 1] ), Serrin [38] proved that if the OEP    
in Ω, u = 0 on ∂ Ω, ∇u, v R n = α on ∂ Ω, (1.1) has a solution u ∈ C 2 (Ω), then Ω must be a ball, where Ω is a bounded open connected domain in R n , v the unit outward normal vector of the boundary ∂ Ω, ·· R n the inner product in R n , and α a non-positive constant. This result of Serrin is of great importance, since it made the moving plane method available to a large part of the mathematical community. If the constant −1 in the first equation of the above OEP (1.1) is replaced by a function f with Lipschitz regularity, Pucci and Serrin [34] can also get the symmetry result, i.e., the domain Ω must be a ball in R n also. The OEP has wide applications in physics, which can be used to describe some physical phenomenons. For instance, if the constant −1 in (1.1) is replaced by some constant −k depending on the viscosity and the density of a viscous incompressible fluid moving in straight parallel streamlines through a straight pipe of given cross sectional form Ω, and moreover, if we set up rectangular coordinates (x, y, z) with the z-axis directed along the pipe, then the velocity u of this flow satisfies the equation
with the boundary condition u = 0 on ∂ Ω. Applying Serrin's result, we can claim that the tangential stress per unit area on the pipe wall, which is represented by µ(∇u, v) where µ is the viscosity, is the same at all points of the wall if and only if it has a circular cross section. Besides, in the linear theory of torsion of a solid straight bar of cross section Ω, and also in the Signorini problem, the OEP introduced above is related to the physical models therein (see, e.g., [19, 40] for the details).
We know that if one imposes suitable conditions on the separation interface of the variational structure, overdetermined boundary conditions naturally appears in free boundary problems (see, for instance, [2] ). In this process, several methods based on blow-up techniques applied to the intersection of Ω with a small ball centered at a point of ∂ Ω were used to locally study the regularity of solutions of free boundary problems. This leads to the study of an elliptic equation in an unbounded domain. In this situation, Berestycki, Caffarelli and Nirenberg [4] where Ω ⊂ R n is an unbounded open connected domain, f is a Lipschitz function. They proved that if furthermore Ω is a Lipschitz epigraph with some suitable control at infinity, and the above OEP has a bounded smooth solution, then Ω is a half-space. Also in this paper, they gave a very nice conjecture as follows.
BCN-Conjecture: If f is a Lipschitz function on R + , and Ω is a smooth domain in
R n such that R n \Ω is connected, then the existence of a bounded solution to OEP (1.2) implies that Ω is either a ball, a half-space, a generalized cylinder B k × R n−k , where B k is a ball in R k , or the complement of one of them.
BCN-Conjecture has motivated many interesting works. For instance, A. Farina and E. Valdinoci [16, 17, 18] obtained some natural assumptions to conclude that if Ω is an epigraph where there exists a solution to OEP (1.2) then, under those assumptions, Ω must be a half-space and u is a function of only one variable. When f is a linear function f (t) = λ t, t > 0, and n 3, by constructing a periodic perturbation of the straight cylinder B n 1 × R, where B n 1 is the unit ball of R n , that supports a periodic solution to OEP (1.2), P. Sicbaldi [39] successfully gave a counterexample to the BCN-Conjecture in dimension greater than or equal to 3. Although the BCN-Conjecture is invalid for n 3, the 2-dimensional case is still an open problem. Recently, A. Ros and P. Sicbaldi [35] have given a partial answer to the BCN-Conjecture in the case of dimension 2. More precisely, they proved that if Ω is contained in a half-plane and |∇u| is bounded, or if there exists a positive constant λ such that f (t) λ t for all t > 0, then the BCN-Conjecture is true for n = 2. Besides, A. Ros and P. Sicbaldi [35] have also shown that some classical results in the theory of CMC hypersurfaces extend to the context of OEPs (see [35, Theorems 2.2, 2.8 and 2.13]).
From the above discussion, we know that the OEP is an interesting and important topic, which is worthy of investigating and still has some unsolved problems left.
The purpose of this paper is to study the geometry and the topology of a domain Ω ⊂ M, where M is an n-dimensional (n 2) manifold with negative sectional curvature, on which the OEP (1.3) or (1.4) below can be solved. For convenience, we call such domain Ω to be the f -extremal domain of the OEP (1.3) or (1.4) .
In this paper, we first consider the following OEP        ∆u + f (u) = 0 in Ω,
where Ω is an open connected domain in a complete Hadamard n-manifold (M, g) with boundary ∂ Ω of class C 2 , f is a given Lipschitz function, ·, · M is the inner product on M induced by the metric g, v the unit outward normal vector of the boundary ∂ Ω and α a non-positive constant.
In Section 2, we prove narrow properties for the f -extremal domain Ω ⊂ M of the OEP (1.3), provided the function f satisfies a property P 1 described in Proposition 2.1 in Section 2. . In particular, the Hausdorff dimension of ∂ ∞ Ω satisfies dim H (∂ ∞ Ω) < n − 1. Here, c 1 (n, k 1 ) is a uniform constant depending only on n and k 1 . , for any point p ∈ M. Geometrically speaking, a conical point x ∈ ∂ ∞ Ω of radius r (see Definition 2.5) means that Ω contains a neighborhood at infinity of the set of points at fixed distance r from a complete geodesic γ in M. Then, as an immediate consequence we get Corollary 2.7. If f satisfies property P 1 mentioned in Lemma 2.1 for some constant λ satisfying λ > (n−1) 2 k 1 4 , then a horoball can not be a f -extremal domain in a Hadamard manifold M of sectional curvature −k 1 K −k 2 < 0.
Theorem 2.6. Let Ω be an open (bounded or unbounded) connected domain of an n-dimensional (n 2) Hadamard manifold M whose sectional curvature K of M is pinched as follows
In Section 3, we focus on a more general OEP, that is, we consider the OEP
where Ω is an open (bounded or unbounded) connected domain, with boundary ∂ Ω of class C 2 , in the hyperbolic n-space H n (−k) with constant sectional curvature −k < 0, ·, · H n (−k) is the inner product on H n (−k), and α, v have the same meanings as those in the OEP (1.2). Moreover, a i (u, |∇u|) and f (u, |∇u|) are continuously differentiable functions with respect to variables u and |∇u|, with |∇u| the norm of the gradient vector ∇u = (∂ 1 u, . . . , ∂ n u), respectively. Here we have used a convention that for a local coordinate system {x i } 1 i, j n on H n (−k), ∂ i u stands for the partial derivative of u in the x i -direction, and then naturally,
denote the covariant derivatives. Besides, we require that the first PDE in (1.4) is uniformly elliptic, that is, there exist positive constants 0 < Λ 1 < Λ 2 such that
Remark 1.1. We claim that the first PDE in (1.4) is well defined, which is equivalently said that the operator
is independent of the choice of the local coordinate system {x i } 1 i, j n on H n (−k).
In fact, set diagonal matrix A = a i (u, |∇u|)δ i j n×n , δ i j are the Kronecker symbols, and then we can rewrite F u as
where Tr(·) denotes the trace of a given matrix, and ∇ 2 u is the Hessian of u. Clearly, Tr A∇ 2 u is a well defined operator which is independent of the choice of coordinates. Therefore, F u is globally defined on H n (−k), and the first PDE in (1.4) makes sense.
Symmetry and boundedness properties related to the f -extremal domain Ω of the OEP (1.4) will be given in Sections 3. In certain sense, the Hyperbolic geometry imposes more restrictions to the extremal domain than the Euclidean geometry. We prove: Assume that ∂ ∞ Ω ⊂ E, where E is an equator at the boundary at infinity H n ∞ = S n−1 . Let P be the unique totally geodesic hyperplane whose boundary at infinity is E, i.e., ∂ ∞ P = E.
It holds:
• If ∂ ∞ Ω = Ø, then Ω is a geodesic ball and u is radially symmetric.
• If ∂ ∞ Ω = Ø, then Ω is invariant by the reflection R P through P , i.e.,
As we pointed out above, A. Ros and P. Sicbaldi [35] showed that when the extremal domain is contained in the Euclidean Space Ω ⊂ R n , there exists a close relation between OEP and properly embedded CMC hypersurfaces in R n . They showed analogous results to those for properly embedded CMC hypersurfaces in the Euclidean Space developed by Korevaar-Kusner-Meeks-Solomon [25, 26, 32] . In the Hyperbolic setting, Theorem 3.3 could be seen as the extension of LevittRosenberg's Theorem [27] for OEP.
We mention here two important consequences of Theorem 3.3. The first one can be seen as the OEP version of the famous do Carmo-Lawson Theorem [11] . Theorem 3.8. Assume that Ω is a domain in H n , with boundary a C 2 properly embedded hypersurface Σ and whose asymptotic boundary is a point x ∈ ∂ ∞ H n , on which the OEP (1.4) has a solution u ∈ C 2 (Ω).
Then, Ω is a horoball D x (t), for some t ∈ R and u is horospherically symmetric.
See Definition 3.7 for a precise definition of horospherically symmetric. And the OEP version of the Hsiang's Theorem [23] .
Theorem 3.12.
Assume that Ω is a domain in H n , with boundary a C 2 properly embedded hypersurface Σ and whose asymptotic boundary consists in two distinct points x, y ∈ S n−1 , x = y, on which the OEP (1.4) has a solution u ∈ C 2 (Ω). Then Ω is rotationally symmetric with respect to the axis given by the complete geodesic β whose boundary at infinity is {x, y}, i.e., β + = x and β − = y. In other words, Ω is invariant by the one parameter group of rotations in H n fixing β . Moreover, u is axially symmetric w.r.t. β .
Note that Theorem 3.3 and Theorem 3.10 prove the BCN-conjecture in H n under assumptions on its boundary at infinity. That is, Corollary 3.13. Assume that Ω is a domain in H n , with boundary a C 2 properly embedded hypersurface Σ and whose asymptotic boundary consists at most in one point x ∈ S n−1 , on which the OEP (1.4) has a solution u ∈ C 2 (Ω). Then,
• either Ω is a geodesic ball and u is radially symmetric,
• or Ω is a horoball and u is horospherically symmetric.
In Section 4, we prove the BCN-conjecture in dimension n = 2 under assumptions on the OEP. Specifically: Theorem 4.2. Let Ω ⊂ H 2 a domain with properly embbeded connected C 2 boundary such that H 2 \ Ω is connected. If there exists a (strictly) positive function u ∈ C 2 (Ω) that solves the equation 
Narrow properties of f -extremal domains
We begin this section by proving that a f -extremal domain cannot be too big in H n (−k) under certain conditions on f , that is, a f -extremal domain Ω ⊂ H n (−k) does not contain a ball of radius R, R depends only on k and n. We extend this result to Hadamard manifolds. We continue by studying the boundary at infinity of a f -extremal domain in a Hadamard manifold and how is the behavior of the points at the boundary at infinity. In particular, we show that a horoball cannot be a f -extremal domain. Finally, we exhibit some interesting analogies with the singular Yamabe Problem.
The Narrow property of f -extremal domains
We first recall some fundamental results on the Dirichlet problem on hyperbolic spaces. Consider the eigenvalue problem in the hyperbolic n-space H n (−k) with constant sectional curvature −k < 0 given by
where B H n (−k) (R) is a geodesic ball of radius R > 0 in H n (−k). One does not need to specify a center for the geodesic ball since the hyperbolic space is two-points homogeneous, which implies that the first Dirichlet eigenvalue of the Laplacian of two geodesic balls of same radius but different centers are the same.
On the one hand, consider geodesic polar coordinates (t, ξ ) ∈ [0, +∞) × S n−1 set up at arbitrary point p of H n (−k), the Laplace operator ∆ can be rewritten as
is the distance to p on H n (−k) and ∆ S n−1 is the Laplacian on the unit (n − 1)-sphere S n−1 . By Courant's nodal domain Theorem (see, e.g., page 19 of [7] ), we know that the dimension of the eigenspace of the first Dirichlet eigenvalue is 1 and its eigenfunction is the only eigenfunction which cannot change sign within the specified domain. Based on these two facts and (2.1), we know that the first Dirichlet eigenvalue λ 1 (R) of the Laplacian on a geodesic ball of radius R in H n (−k) and its eigenfunction v satisfies the following ODE
which implies that the corresponding eigenfunction v is radial. There are several interesting estimates for the first Dirichlet eigenvalue λ 1 (R) in H n (−k) that we would like to mention here. More precisely, McKean [31] proved that λ 1 (R) satisfies
and moreover, the asymptotical property
holds. Savo [36] improved McKean's result in the following sense: if k = 1, he gave the estimate
where c =
dt. Moreover, this estimate can be sharpen if n = 3. More precisely, if n = 3, Savo proved that the first Dirichlet eigenvalue
Recently, Savo's estimates has been generalized by Artamoshin. In fact, Artamoshin [3] gave estimates for the first Dirichlet eigenvalue λ 1 (R) in H n (−k) as follows:
for n = 2; he can obtain the same estimate as Savo's showed using a different way for n = 3;
for n 4. Therefore, according to the facts above and applying the domain monotonicity of eigenvalues (see, e.g., page 17 of [7] ), we know that: for any number
In other words, for any constant
there exists a function v such that
hods on a geodesic ball B H n (−k) (p, R λ ,n ) ⊂ H n (−k), with center p ∈ H n (−k) and radius R λ ,n , and λ 1 (R λ ,n ) = λ . Clearly, this radius R λ ,n depends on n and the chosen number λ , and which can always be found. Now, by (2.3) and the maximum principle, we can prove the following narrow property for the f -extremal domain on H n (−k). 
where f : (0, +∞) → R satisfies the property Proof. In this proof, unless specified, H n will denote H n (−k). Let u be a solution to (2.4) with f satisfying the property P 1 . Suppose that there exists a point p ∈ H n such that B(p, R λ ,n ) ⊆ Ω. (
Now, we would like to apply the maximum principle to the function u − v ε . In fact, by the property P 1 , we have
which implies that u − v ε is a super-harmonic function on B(p, R λ ,n ). Besides, we have (u − v ε )(x) 0 for any x ∈ ∂ B(p, R λ ,n ). Hence, by applying the maximum principle to u − v ε , we know that u − v ε should attain its minimum 0 at the boundary ∂ B(p, R λ ,n ). However, at the interior point x 0 we also have (u − v ε )(x 0 ) = 0. This is a contradiction. Therefore, our assumption cannot hold, which means that Ω does not contain any closed geodesic ball of radius R λ ,n . This completes the proof of the first assertion.
We will prove the second assertion by contradiction. Assume that the second claim is not true. Then there should exist some point p ∈ H n such that B(p, R λ ,n ) ⊆ Ω, and moreover, p can be chosen suitably such that the boundary of B(p, R λ ,n ) internally touches the boundary of Ω at some point q. The existence of the point q can always be assured. If at the beginning one chooses a point p such that B(p, R λ ,n ) ∩ ∂ Ω = / 0, in this case, one just needs to move B(p, R λ ,n ) inside Ω along a fixed direction gradually such that B(p, R λ ,n ) tangents internally to ∂ Ω at some point, since ∂ Ω is C 2 , and then this point is just the point q one wants to find. On the other hand, boundary conditions (2.5) imply that there exists a positive constant ℓ 0 such that the function
has the following properties:
(
the Neumann data of v ℓ 0 at the boundary ∂ B(p, R λ ,n ) are equal to a constant β such that α < β < 0.
Defining a function v ℓ as v ℓ := ℓ · v and then increasing the parameter ℓ starting from ℓ 0 gradually, one of the following two situations happens:
(1) there exists some
In case (1), applying the maximum principle to the function u − v ℓ , it follows that u ≡ v ℓ and then Ω = B(p, R λ ,n ).
In case (2), we know that
which implies that u − v ℓ is a super-harmonic function in B(p, R λ ,n ). Together with the fact that (u−v ℓ )(q) = 0 and ∇(u−v ℓ ), v H n = 0 at the point q ∈ ∂ Ω∩∂ B(p, R λ ,n ), we can obtain that u−v ℓ vanishes in a neighborhood of q within Ω. This is contradict with the fact that (u − v ℓ )(x) > 0 for any interior point x ∈ B(p, R λ ,n ). So, in case (2) , Ω can only be a geodesic ball with radius R λ ,n . This completes the proof of the second assertion.
The conclusion of Lemma 2.1 can be improved to Hadamard manifolds (i.e., simply connected Riemannian manifolds with non-positive sectional curvature) as follows. .
Then, Ω does not contain any closed geodesic ball of radius
, where c 1 (n, k 1 ), only depending on n and k 1 
, is the first positive zero-point of the function z(t) satisfying the following boundary value problem
   z ′′ (t) + (n − 1) √ k 1 coth( √ k 1 t)z ′ (t) + z = 0, z ′ (0) = 0, z(0) = 1.
Moreover, if u satisfies the boundary conditions
for some negative constant α, then either the closure Ω does not contain any closed geodesic ball of radius
or Ω is isometric to a geodesic ball of radius
Proof. For any point p ∈ M and a positive constant λ > −
, there exists some constant R λ ,n,p > 0, depending on λ , n, and the point p, such that
is the geodesic ball on M with center p and radius R λ ,n,p , and, as before, λ 1 (·) denotes the first Dirichlet eigenvalue of the Laplacian on the corresponding geodesic ball. So, there exists a func-
hods. Clearly, v is the eigenfunction of λ 1 (B M (p, R λ ,n,p )) = λ . Now, based on v which is determined by (2.6), we can construct functions v ε and v ℓ as in the proof of Lemma 2.1 on the set B M (p, R λ ,n,p ). Therefore, similar to the procedure in the proof of Lemma 2.1, by applying the maximum principe to the differences u − v ε and u − v ℓ , where u is the solution to ∆u + f (u)=0, all the conclusions in Lemma 2.2 can be obtained except
and the range for λ . Now we would like to prove these two remaining claims. In fact, by Cheng's Eigenvalue Comparison Theorems (cf. [8, 9] ), we have for r 0 > 0,
holds, where V n (k i , r 0 ) is the geodesic ball of radius r 0 in the space n-form of constant sectional curvature k i (i = 1, 2). We know that
Therefore, letting r 0 tends to infinity in (2.7), one has
and letting r 0 tends to zero one has
, by the domain monotonicity of eigenvalues, we have that there exists R 1 such that
and hence, by the domain monotonicity of eigenvalues again, for any p ∈ M there exists 0 < R λ ,n,p R 1 such that
which implies the existence of the solution v to (2.6). Also, R λ ,n,p = R 1 if, and only if,
Hence, the solution u must be given by (2.2).
Moreover, as mentioned before, when we focus on the first Dirichlet eigenvalue, the eigenvalue problem (2.1) in the hyperbolic space can be degenerated to an ODE, and this fact is also valid for the Euclidean space and the sphere. Therefore, in the space forms, the first Dirichlet eigenvalue of the Laplacian on a geodesic ball can be computed exactly once the radius is prescribed. In fact, based on this truth, one can easily know that λ 1
) determined by ODEs of the forms as the one above in Lemma 2.2. Together with the fact R 2 R λ ,n,p R 1 shown above, we have
However, we claim that the radius R λ ,n,p can be only chosen to be
. This is because, in the case of Hadamard manifolds, R λ ,n,p also depends on the choice of p. Here we would like to explain this claim using a very interesting example. For instance, we can assume that M is a Hadamard manifold having two subsets
and M \ (Γ 1 ∪ Γ 2 ) simultaneously, then the suitable radius we can choose is only
. Our claim follows. This completes the proof of Lemma 2.2. 
]). Even for the nonlinear p-Laplacian
∆ p (·) = div |∇(·)| p−2 ∇(·) with 1 < p < ∞,
Boundary at infinity of a f -extremal domain
The aim now is to study the boundary at infinity of a f -extremal domain. However, in order to show the application clearly, we prefer to recall some preliminaries about Hadamard manifolds first. For more details, see for instance [13] .
Let M be a simply connected Hadamard manifold. It is well known that the cut locus of any point on M is empty, which implies that for any two points on M, there is a unique geodesic joining them. Therefore, the concept of geodesic convexity can be naturally defined for sets on M.
Let v i (i = 1, 2) be two unit vectors in T M and let γ v i (t), i = 1, 2, be two unit-speed geodesics on
We say that two geodesics γ v 1 (t) and γ v 2 (t) are asymptotic if there exists a constant c such that the distance d(γ v 1 (t), γ v 2 (t)) is less than c for all t 0. Similarly, two unit vectors v 1 and v 2 are asymptotic if the corresponding geodesics γ v 1 (t), γ v 2 (t) have this property. It is easy to find that being asymptotic is an equivalence relation on the set of unit-speed geodesics or on the set of unit vectors on M. Every element of these equivalence classes is called a point at infinity. Denote by M ∞ the set of points at infinity, and denote by γ(+∞) or v(∞) the equivalence class of the corresponding geodesic γ(t) or unit vector v.
Assume that the Hadamard manifold M has a sectional curvature bounded from above by a negative constant. Then for two asymptotic geodesics γ 1 and γ 2 , the distance between the two curves
is zero for any t 0 ∈ R. Besides, for any x, y ∈ M ∞ , there exists a unique oriented unit speed geodesic γ(t) such that γ(+∞) = x and γ(−∞) = y, with γ(−∞) = y the corresponding point at infinity when we change the orientation of γ.
For any point p ∈ M, there exists a bijective correspondence between a set of unit vectors at p and M ∞ . In fact, for a point p ∈ M and a point x ∈ M ∞ , there exists a unique oriented unit speed geodesic γ such that γ(0) = p and γ(+∞) = x. Equivalently, the unit vector v at the point p is mapped to the point at infinity v(∞). Therefore, M ∞ is bijective to a unit sphere.
Set M * = M ∪ M ∞ . For a point p ∈ M, let U be an open set in the unit sphere of the tangent space T p M. For any r > 0, define
Then we can construct a unique topology T on M * as follows: the restriction of T to M, T | M , is the topology induced by the Riemannian distance; the sets T (U , r) containing a point x ∈ M ∞ form a neighborhood basis at x. We call such topology the cone topology of M * . Clearly, the cone topology T satisfies the following properties: (A1) T | M coincides with the topology induced by the Riemannian distance; (A2) for any p ∈ M and any homeomorphism h :
is a homeomorphism. Moreover, ϕ identifies M ∞ with the unit sphere; (A3) for a point p ∈ M, the mapping v → v(∞) is a homeomorphism from the unit sphere of
Using the notion of the cone topology one can define the boundary at infinity of a subset of M. In fact, given a subset A ⊆ M, its boundary at infinity is the set ∂ A ∩ M ∞ , where ∂ A is the boundary of A w.r.t. the cone topology. Denote by ∂ ∞ A the boundary at infinity of A, which implies
Now, based on the above brief introduction, we can define Busemann functions and then horo-
It is not difficult to see that this function has the following properties (cf. [13] ):
Given a unit vector v in T M which is mapped to a point at infinity, say x, clearly, x ∈ M ∞ . The horospheres based at x are defined to be the level sets of the Busemann function B v . We denote by H x (t) the horosphere based at x at distance t, that is,
The horospheres at x give a foliation of M, and by (B1), we know that each element of this foliation bounds a convex domain in M which is called a horoball. By (B2), the intersection between a geodesic γ and a horosphere at γ(+∞) is always orthogonal. By (B3), the horospheres at x do not depend on the choice of v.
Denote by int(·) the interior of a given set of points, we can obtain the following.
Lemma 2.4. Assume that Ω is an open (bounded or unbounded) connected domain of an ndimensional (n 2) Hadamard manifold M whose sectional curvature K of M is pinched as follows
with k 1 and k 2 two positive constants. Assume that one can find a (strictly) positive function u ∈ C 2 (Ω) that solves the equation
where f : (0, +∞) → R satisfies the property P 1 mentioned in Lemma 2.1 for some constant λ satisfying λ >
Proof. Assume that int(∂ ∞ Ω) = Ø and let x ∈ int(∂ ∞ Ω) ⊆ M ∞ be an interior point. Consider the foliation by horospheres H x (t) based at x. The sequence of horospheres {H x (t)} t∈R converges to x as t → +∞. Together with the fact x ∈ int(∂ ∞ Ω), there exists some T with |T | < +∞ such that the horosphere H x (t) is completely contained in Ω ⊆ M for all t > T .
Fix t > T . Let β be the unique complete geodesic such that β (+∞) = x and β (0) = p ∈ H x (t). It is clear that β (0, +∞) ⊂ D x (t), where D x (t) denotes the horoball bounded by H x (t), and
Thus, there exists s 0 > 0 such that the geodesic ball centered at β (s 0 ) of radius
⊂ Ω, which contradicts the conclusion of Lemma 2.2. Hence, int(∂ ∞ Ω) = Ø.
In fact, we can be more precise about the structure of the boundary at infinity of a f -extremal domain. But first, we shall need to introduce some notation. Given x ∈ M ∞ , we define the cone at infinity based on x of parameters y ∈ M ∞ \ {x}, r > 0 and s ∈ R as the set of points
where γ is the unique complete geodesic joining x and y, that is, γ(+∞) = x and γ(−∞) = y. With this, we define:
Moreover, we say that x is a horospherical point if there exists t ∈ R such that D x (t) ⊂ Ω, here D x (t) is the horoball bounded by the horosphere H x (t).
Note that a horospherical point is nothing but a conical point of radius infinity. Hence, now we can state: 
Theorem 2.6. Let Ω be an open (bounded or unbounded) connected domain of an n-dimensional (n 2) Hadamard manifold M whose sectional curvature K of M is pinched as follows
Proof. By contradiction, suppose there exists x ∈ ∂ ∞ Ω a conical point of radius r > 
, then a horoball can not be a f -extremal domain in a Hadamard manifold M of sectional curvature
−k 1 K −k 2 < 0.
Concluding remarks
We would like to close this section by making some analogies of these overdetermined elliptic problems, CMC hypersurfaces in the hyperbolic space and the singular Yamabe Problem.
The geometric idea behind Theorem 2.6 is that the mean convex side of a properly embedded CMC H hypersurface Σ ⊂ H n cannot contain a sphere of the same mean curvature. Hence, in particular, a properly embedded CMC H > 1 hypersurface in H n cannot contain a horospherical point at its boundary at infinity.
Also, from the works of Mazeo-Pacard [29, 30] , Espinar-Gálvez-Mira [14] and Bonini-EspinarQing [5] , there exists a close relation between complete conformal metrics on subdomains of the sphere of constant positive scalar curvature (singular Yamabe Problem) and CMC-type hypersurfaces in the hyperbolic space. The singular Yamabe Problem is the following: 2 . In dimension n = 2, it must be possible to construct solutions to (1.3) in the set of points to a fixed distance from a complete geodesic in H 2 . This set has two points at infinity. As far as we know, these examples are not explicitly known, nevertheless we think that following the works of P. Sicbaldi [10, 39] it would be possible to construct them.
A. Ros and P. Sicbaldi [35] proved narrow properties for f -extremal domains in the Euclidean Space based on geometric ideas developed in [15] for CMC surfaces. We are able to extend these geometric ideas to the context of OEP in Hadamard manifolds. Moreover, the hyperbolic structure of a Hadamard manifold will give information about the boundary at infinity of the f -extremal domain. As far as we know, there is no counterpart for this fact on CMC hypersurfaces properly embedded in a Hadamard manifold. That is, the equivalent to Conjecture A for CMC hypersurfaces would be We suspect that Conjecture C is not true for dimensions n 3 without adding the periodic perturbations of a generalized cylinder. One could try to construct examples as P. Sicbaldi [39] did in the Euclidean case.
We will prove the BCN-conjecture in dimension n = 2 under certain circumstances (see Theorem 4.2).
Symmetry and boundedness properties for the f -extremal domain on hyperbolic spaces
In this section, we would like to investigate some symmetry and boundedness properties of the (bounded or unbounded) domains Ω ⊆ H n (−k) on which the OEP (1.4) has a solution u ∈ C 2 (Ω) (i.e., f -extremal domain). In order to obtain those results, it is better to use the Poincaré disk model. Here, we make an agreement that in the sequel, unless specified, H n will stand for H n (−1).
An important conclusion
In this subsection, we give an important result which is the cornerstone of the usage of the moving plane method in the next subsection. It is clear the equation (1.4) is invariant under rotations and hyperbolic translations. Invariant means that, if u is a solution to (1.4) in Ω, and I : H n → H n is a rotation or a hyperbolic translation, then v(p) = u(I (p)) is a solution to (1.4) inΩ = I −1 (Ω).
However, in order to obtain symmetry conclusions on the f -extremal domain, we must verify that (1.4) is invariant under reflections of H n .
Let P be a totally geodesic hyperplane of H n , Then, P divides H n into two connected components P + and P − , i.e., H n \ P = P + ∪ P − . Let R P : H n → H n be the isometry such that R P (P + ) = P − , R P (P − ) = P + and leaves invariant P, R P (P) = P. That is, R P is the reflection through P.
Let Ω be a (bounded or unbounded) connected and R P be the reflection through P on H n . We denote by Ω − the component Ω ∩ P − , that we assume to be nonempty, and denote by Ω + its reflection through P, i.e., Ω + = R P (Ω − ). Define a function w(p) as follows
For the function w, we can prove the following. Proof. Here, in order to simplify computations, we use the upper half-space model of H n . By the upper half-space model, H n can be identified with the upper half-space
In this model, R P is given as follows , y 2 , . . . , y n−1 , y n ) = (Y, y n ), we know that R is given by
with | · | the Euclidean norm of R n . Now, in order to show that w(p) verifies the first PDE in (1.4) at p, we need to calculate its Hessian. Set e i = (0, . . ., 0, 1, 0, . . ., 0) ∈ T p H n = R n , whose i-th (1 ≤ i ≤ n) element is 1 while the others are 0. It is easy to check that g −1 (e i , e j ) = δ i j /y 2 n , 1 ≤ i, j ≤ n, where δ i j are the Kronecker symbols. This implies that {e 1 , e 2 , · · · , e n } is an orthogonal basis of T p H n . By (3.3) we have
and
where ·, · R n is the standard Euclidean metric, and ∇, d are the gradient operator and the differential operator on H n , respectively. For convenience, in this proof, we would like to rewrite ·, · R n as ·, · . Let
for any 1 ≤ k ≤ n, and p ′ = R(p). Clearly, we have
where Hess 0 is the Hessian w.r.t. the standard Euclidean metric of R n . On the other hand, by the definition of the Hessian operator, we have 
where in the last equality of (3.7), we have set
Combining (3.4) and (3.7), we have
By the definition of g −1 , we have
·, · for any p ∈ H n , with y n (p) = e n , p . Set
where ∇ 0 is the gradient w.r.t. the standard Euclidean metric of R n . Note that the hyperbolic metric g −1 is conformal to the standard Euclidean metric of R n and hence, by direct computation, for any f ∈ C 2 (H n ) and any X ,Y ∈ X (H n ), X (H n ) the set of smooth vector fields on H n , we have
Therefore, by applying the above formula, we can directly obtain
On the one hand, we have
which implies that |∇u|(p ′ ) = |∇w|(p) in the sense of the hyperbolic metric g −1 .
On the other hand, the gradient of a function f by a conformal change of metric is given by
By Remark 1.1, we know that the first PDE in (1.4) can be rewritten as F u = 0 with F u = Tr A∇ 2 u + f (u, |∇u|), which is independent of the choice of local coordinates. If we choose an orthogonal basis {e 1 , · · · , e n } at some point of H n , then ∇ 2 u(p) can be diagonalized, which implies that in this setting, we have
Similarly, we can get
Substituting (3.8)-(3.12) into the above two equalities, we can get F u(p ′ ) = F w(p) = 0 for any p ∈ Ω + . This completes the proof of Lemma 3.1.
Remark 3.2.
Clearly, as a special case of the OEP (1.4), the function w(p) defined by (3.1) also satisfies the first PDE in the OEP (1.3).
Symmetry properties of the f -extremal domain
Suppose now Ω is an open (bounded or unbounded) connected domain in H n whose boundary is of class C 2 and on which there exists a solution u ∈ C 2 (Ω) to the OEP (1.4).
As we pointed out above, there exists a close relation between OEP and properly embedded CMC hypersurfaces in the hyperbolic space. A. Ros and P. Sicbaldi [35] showed this when the extremal domain is contained in the Euclidean Space Ω ⊂ R n . In this case, they showed analogous results to those for properly embedded CMC hypersurfaces in the Euclidean Space developed by Korevaar-Kusner-Meeks-Solomon [25, 26, 32] .
In the Hyperbolic setting, our aim is to extend Levitt-Rosenberg Theorem [27] for OEP. In certain sense, the hyperbolic geometry imposes more restrictions to the extremal domain than the Euclidean geometry. Specifically:
Theorem 3.3. Assume that Ω is a connected open domain in H n , with properly embedded C 2 boundary Σ, on which the OEP (1.4) has a solution u ∈ C 2 (Ω).
Assume that ∂ ∞ Ω ⊂ E, where E is an equator at the boundary at infinity H n ∞ = S n−1 . Let P be the unique totally geodesic hyperplane whose boundary at infinity is E, i.e., ∂ ∞ P = E.
It holds:
• If ∂ ∞ Ω = Ø, then Ω is invariant by the reflection R P through P , i.e., R P (Ω) = Ω.
Moreover, u is invariant under R, that is, u(p) = u(R(p)) for all p ∈ Ω.
We shall recall before we continue the relation between isometries of the Hyperbolic Space H n and conformal diffeomorphism on the sphere at infinity S n−1 . It is well-known that an isometry in H n induces a unique conformal diffeormorphism Φ in S n−1 and viceversa.
Hence, in the above Theorem 3.3 we only need to assume that ∂ ∞ Ω ⊆ ∂ B S n−1 (x, r), where B S n−1 (x, r) is the geodesic ball in S n−1 centered at x of radius r ∈ (0, π). In particular, an equator centered at x, E(x), appears when r = π/2.
If r = π/2, it is clear that there exists a unique conformal diffeomorphism such that
Φ(B S n−1 (x, r)) = E(x).
This conformal diffeomorphism corresponds to a hyperbolic translation that take P r into P. Here, P r and P are the totally geodesic hyperplanes whose boundary at infinity are ∂ B S n−1 (x, r) and E(x) respectively. Since the OEP (1.4) is invariant under hyperbolic translations and rotations, then we only need to consider the equator centered at the north pole n ∈ S n−1 in Theorem 3.3.
So, from now on, let E denote the equator centered at the north pole n ∈ S n−1 and let P be the totally geodesic hyperplane whose boundary at infinity is E. Let γ : R → H n be the complete geodesic (parametrized by arc-length) joining the south and north poles, s, n ∈ S n−1 . Let P(t) be the totally geodesic hyperplane orthogonal to γ ′ (t) at γ(t) ∈ P(t) for all t ∈ R. It is clear that {P(t)} t∈R defines a foliation of H n by totally geodesic hyperplanes such that P(0) = P.
Proof of Theorem 3.3. Let γ be the complete geodesic joining the south and north poles and {P(t)} t∈R be the foliation by totally geodesic hyperplanes orthogonal to γ given above.
Since ∂ ∞ Ω ⊆ E, there exists T < 0 such that P(t) ∩ Ω = Ø for all t T . So, we can increase t up to the first contact point of ∂ Ω and P(t). Set t 1 0 as this point.
We can assume t 1 < 0, otherwise we begin with the foliation coming from +∞ and hence, we must find t 2 > 0 such that P(t) ∩ Ω = Ø for all t > t 2 and P(t 2 ) has a first contact point with ∂ Ω. If t 2 were 0, then Ω ⊂ P, which is a contradiction. Hence, up to a rotation, we can assume t 1 < 0.
Since ∂ ∞ P(t) ∩ ∂ ∞ Ω = Ø for all t = 0, we have that Ω − t := P − (t) ∩ Ω is relatively compact in M for all t ∈ (t 1 , 0). Here, P − (t) denotes the connected component of H n \ P(t) containing the south pole s on its boundary at infinity. Analogously, we define Ω
For each t ∈ (t 1 , 0), set R t the reflection through P(t) andΩ
. By Lemma 3.1, it follows that v t also satisfies the first PDE in the OEP (1.4). So, we can obtain that the function v t satisfies 
, where comp (P(t)) is the complement set of the hyperplane P(t) in H n . Here we would like to point out one thing, the Neumann data will not change by the reflection R t through the hyperplane P(t), R t inverts the gradient vector and the unit outward normal vector simultaneously. Since the gradient is constant along the normal direction ∇u,
Define the quase-linear elliptic operator Q as
where U is a relatively compact domain in H n . Then, since u and v t satisfy Qu = 0 = Qv t , it is easy to get (cf. [21] ) that the function w t := u−v t satisfies a second order linear uniformly elliptic equation 13) where the last inequality in the above OEP holds since u is positive in Ω and v t = 0 on ∂Ω + t ∩ P(t). Now, we claim that:
• or, there existst ∈ (t 1 , 0) such that P(t) is a hyperplane of symmetry for Ω, that is, R t (Ω) = Ω.
If this were not true, one of the following situations will happen:
(A) There existst ∈ (t 1 , 0) such thatΩ (B) There existst ∈ (t 1 , 0) such thatΩ + t is internally tangent to the boundary of Ω + t at some point not at P(t) andΩ
(C) There existst ∈ (t 1 , 0) such that P(t) arrives at a position where it is orthogonal to the boundary of Ω at some point.
If (A) happens, applying the strong maximum principle for linear elliptic operators to wt yields u − vt ≡ 0 inΩ + t , which implies thatΩ for all p ∈ Ω,
• or w t > 0 inΩ + t as long asΩ
Assume that (B) happens, that is, there existst ∈ (t 1 , 0) such thatΩ + t is internally tangent to the boundary of Ω + t at some point p not at P(t) andΩ However, this contradicts the fact that ∇u, v H n = ∇vt, v H n = α. Therefore,
• either P(t) is a hyperplane of symmetry for Ω, in which case ∂ ∞ Ω = Ø and u(p) = u(Rt(p)) for all p ∈ Ω,
• orΩ + t is never internally tangent to the boundary of Ω + t for all t ∈ (t 1 , 0).
Assume (C) happens, that is, suppose that there existst ∈ (t 1 , 0) such that P(t) arrives at a position where it is orthogonal to the boundary of Ω at some point q. In this situation, even though we have wt = u − vt = 0 at q, the boundary maximum principle cannot be applied directly since q is a right angled corner ofΩ + t and the requisite of the interior tangent ball is not available. We need to use a more delicate version of the boundary maximum principle to overcome this obstacle similar to what has been done by Serrin [38] .
For this, we will show first that wt has a zero of second order at q. In order to simplify the computation, we can use an isometry I of H n to take the totally geodesic hyperplane P(t) to the equator passing through the origin given by x 1 = 0. Of course, the image of q lies on this hyperplane. Furthermore, we can choose I suitably such that the inner normal at q of the image of Ω lies along the x n -axis. Hence, instead of introducing new notations for the images of domains under I , we may assume that the totally geodesic hyperplane is given by x 1 = 0 and the inner normal to Ω at q lies along the x n -axis.
Since the boundary of Ω is of class C 2 , in a sufficiently small neighborhood of q, the boundary of Ω can be seen as a graph over the coordinate hyperplane x n = 0, which implies that there exists a twice continuously differentiable function ϕ such that in this small neighborhood, ∂ Ω is represented by
So, near q, the Dirichlet condition u = 0 can be rewritten as
(3.14)
From the local representation of ∂ Ω near q, it is not difficult to construct a normal field,
. The orthogonality of − → N to the boundary ∂ Ω near q can be checked easily since the hyperbolic metric g −1 is conformally equivalent to the Euclidean metric. Let
where |z| is the Euclidean norm of a point z, and g −1 is the hyperbolic metric. Normalizing − → N in the hyperbolic sense yields an inward unit normal field of ∂ Ω as follows
So, the Neumann-type condition ∇u, v H n = α can be rewritten as
Differentiating (3.14) w.r.t. the variable x i , 1 i n − 1, results into 
Differentiating (3.16) w.r.t. x i for 1 i n − 1, evaluating at q and using (3.17), we have
Differentiating (3.15) w.r.t.
Note that for 1 i n − 1,
| q = 0, and
√ ρ is a radial function and
is tangent to a sphere centered at the origin o). So, evaluating (3.19) at q, we can obtain
Applying the fact that Qu = 0, and together with (3.18), we can evaluate
at q as follows
Now, we need to calculate the second-order partial derivatives of v = u • R at q. As we have mentioned above, through the suitable isometry on H n , the totally geodesic hyperplane P(t) can be given by x n = 0 and the inner normal vector of ∂ Ω is along x n -direction. Therefore, in this setting, the Alexandrov reflection R can be given simply as (
along the x n −axis, and correspondingly, the function vt can be expressed as follows
Therefore, for 1 i n − 1, we can get that
Here we would like to point one thing, that is, since in the situation (C), the reflected capΩ + t is contained in Ω + t , the inner normal vector of ∂ Ω at q is along the x n -axis, and the function ϕ is twice continuously differentiable, one can get
| q = 0 for 1 i n − 1 by applying Taylor's theorem with remainder. So, we know that all the first-order and second-order partial derivatives of u and vt agree at q. Applying [38, Lemma 2] to u − vt, which is called the boundary point lemma at a corner therein, we can obtain that either Therefore,
• either P(t) is a hyperplane of symmetry for Ω and u(p) = u(Rt(p)) for all p ∈ Ω, in which case ∂ ∞ Ω = Ø,
• or P(t) never arrives at a position where it is orthogonal to the boundary of Ω at some point for all t ∈ (t 1 , 0).
Summing up the above argument, we have shown that
(1) eitherΩ
or, there existst ∈ (t 1 , 0) such that P(t) is a hyperplane of symmetry for Ω, that is,
If (1) holds, the same must hold if we begin from +∞, that is,Ω − t ⊆ Ω − t and w t > 0 inΩ − t for all t ∈ (0,t 2 ). But this implies that P ≡ P(0) must be a hyperplane of symmetry and
If (2) holds, then ∂ ∞ Ω = Ø clearly and so ∂ ∞ Ω is included in all the equators of S n−1 . Let F the set of all possible totally geodesic hyperplanes P about which Ω is symmetric. In the group of Möbius transformations, let G be the closure of the group generated by the reflections on H n about the hyperplanes P in the family F. So, G is a compact group of isometries.
Using an argument involving center of mass (cf. [24] ), we can get that G has a fixed point m ∈ H n . So, F consists of the set of all totally geodesic hyperplanes passing through m, and hence G contains the group of rotations about m. This implies that Ω is either a geodesic ball or a spherical shell. However, by characterization of each hyperplane in F, we know that Ω cannot be a spherical shell. So, Ω must be a geodesic ball and u is radially symmetric.
This finishes the proof.
Hence, as a corollary we have 4) is simplified to be ∆u = −1 in Ω, then the conclusion of Theorem 3.4 has been obtained by Molzon [33] . Equivalently, we have improved Molzon's conclusion to a more general situation. Now, we would like to give another interesting application. However, before that we need the following so-called basic hyperbolic geometry (cf. [11] ). Lemma 3.6. (Basic hyperbolic geometry) Let Σ be a connected properly embedded hypersurface in hyperbolic n-space H n whose asymptotic boundary consists of a single point x ∈ ∂ ∞ H n . Let P be a totally geodesic hyperplane such that x ∈ ∂ ∞ P. If Σ is symmetric about every such totally geodesic hyperplane P, then Σ is a horosphere. Furthermore, if P γ (t), P γ (t) = P is an arbitrary translated copy of P along a geodesic γ cutting orthogonally P, then P γ (t) ∩ Σ is empty or else P γ (t) ∩ Σ is compact.
In order to establish correctly the next result, we shall introduce some concepts on Hyperbolic Geometry. Given any point at infinity x ∈ ∂ ∞ H n , there exists a (n − 1)−parameter family of parabolic translations {T x v } v∈R n−1 that fix x at infinity and, hence,
where {H x (t)} t∈R is the foliation by horospheres at x ∈ ∂ ∞ H n . Hence, one can check that given any v ∈ R n−1 there exists two totally geodesic hyperplanes P 1 and P 2 such that x ∈ ∂ ∞ P 1 ∩ ∂ ∞ P 2 whose associated hyperbolic reflections R 1 , R 2 ∈ Iso(H n ) satisfy
So, given a horoball D x (t), we can parametrize it as (0, +∞) × R n−1 by
, where γ(t) is a geodesic with initial conditions γ(0) ∈ H x (t) and γ ′ (0) agrees with the inward normal of H x (t) at γ(0).
Applying the above lemma, we can prove the following.
Theorem 3.8.
Assume that Ω is a domain in H n , with boundary a C 2 properly embedded hypersurface Σ and whose asymptotic boundary is a point x 0 ∈ ∂ ∞ H n , on which the OEP (1.4) has a solution u ∈ C 2 (Ω). Then, Ω is a horoball D x (t), for some t ∈ R and u is horospherically symmetric.
Proof. Since the boundary at infinity of Ω is a single point, we claim that Theorem 3.3 implies that Ω is symmetric with respect to every totally geodesic hyperplane containing x 0 ∈ ∂ ∞ Σ, that is, for any reflection R ∈ Iso(H n ) that leaves invariant a totally geodesic hyperplane P such that x ∈ ∂ ∞ P, we have that R(Ω) = Ω and u(p) = u(R(p)) for all p ∈ Ω. Hence, Lemma 3.6 implies that Ω is a horoball and (3.22) implies that u is horospherically symmetric. Let us prove the Claim. Let B S n−1 (x, r) be any geodesic ball in S n−1 that contains x 0 on its boundary, i.e., x 0 ∈ ∂ B S n−1 (x, r). Let us denote by P(x, r) the unique totally geodesic hyperplane with boundary at infinity ∂ ∞ P(x, r) = ∂ B S n−1 (x, r).
Then, there exists a unique isometry I x that takes ∂ B S n−1 (x, r) into an equator E x containing x 0 . Hence, by Theorem 3.3, the domain I x (Ω) is symmetry w.r.t. the totally geodesic hyperplane P x with boundary at infinity ∂ ∞ P x = E x . Thus, if we undo the isometry I x , then Ω is symmetric w.r.t. the totally geodesic hyperplane I x (P x ) = P(x, r), as claimed.
This can be seen as the OEP version of the famous do Carmo-Lawson Theorem [11] .
Remark 3.9. If the first equation in the OEP (1.4) is simplified to be ∆u = −1 in Ω, then the conclusion of Theorem 3.8 has been obtained by Sa Earp and Toubiana [12] . Nevertheless, we have improved the conclusion of Sa Earp and Toubiana in [12] to a more general situation.
In particular, Theorem 3.8 combined with Theorem 2.6 yields Given any two distinct points at infinity x, y ∈ ∂ ∞ H n , there exists a (n − 2)−parameter family of rotations {R β θ } θ ∈S n−2 that leave invariant β , where β is the complete geodesic in H n joining x and y at infinity.
Moreover, one can check that given any θ ∈ S n−2 there exist two totally geodesic hyperplanes P 1 and P 2 such that β ⊂ P 1 ∩ P 2 whose associated hyperbolic reflections R 1 , R 2 ∈ Iso(H n ) satisfy
(3.23)
As above, one can define 
When n = 2, u is axially symmetric if there exists a complete geodesic β such that R β (Ω) = Ω and u(p) = u(R β (p)) for all p ∈ Ω, where R β ∈ Iso(H 2 ) is the reflection that leaves invariant β .
Also, another consequence of Theorem 3.3 and Definition 3.11 is the following: Theorem 3.12. Assume that Ω is a domain in H n , with boundary a C 2 properly embedded hypersurface Σ and whose asymptotic boundary consists in two distinct points x, y ∈ S n−1 , x = y, on which the OEP (1.4) has a solution u ∈ C 2 (Ω). Then Ω is rotationally symmetric with respect to the axis given by the complete geodesic β whose boundary at infinity is {x, y}, i.e., β + = x and β − = y. In other words, Ω is invariant by the (n − 2)−parameter group of rotations in H n fixing β . Moreover, u is axially symmetric w.r.t. β .
Note that Theorem 3.3 and Theorem 3.10 prove the BCN-conjecture in H n under assumptions on its boundary at infinity. • either Ω is a geodesic ball and u is radially symmetric,
Graphical properties of the f -extremal domain
We will assume that our f -extremal domain is unbounded, since otherwise Theorem 3.3 implies that Ω is a geodesic ball.
Assume that Ω is an unbounded open connected domain in H n whose boundary is of class C 2 and on which the OEP (1.4) holds. Let P be an oriented totally geodesic hyperplane which interests Ω. So, P divides H n \P into two connected components, and these two components are classified to be the interior set, denoted by int H n (P), and the exterior set, denoted by ext H n (P), of P, respectively.
Assume that P intersects Ω. Now, we can give a geometric property for bounded connected components of Ω ∩ ext H n (P) or Ω ∩ int H n (P) as follows. Before to proceed with the proof, we will explain the meaning of graph in the hyperbolic context. Fix x, y ∈ S 1 ≡ H n ∞ two distinct points at the boundary at infinity. Let β : R → H n be the unique geodesic joining x and y, i.e., β + = x and β − = y. Consider the one parameter family of isometries of H n given by hyperbolic translations at distance t fixing β , i.e., T
Then, since {T β t } t∈R is a one parameter family of isometries, it induces a unit Killing vector field X β ∈ X (H n ), Moreover, for any totally geodesic hyperplane P such that x, y ∈ ∂ ∞ P, {T β t } t∈R induces a foliation by totally geodesic hyperplanes in H n given by P(t) = T β t (P), t ∈ R. Given a totally geodesic hyperplane P, there exists a unique complete geodesic β : R → H n such that X β (p) is orthogonal to T p P for all p ∈ P.
We say that Σ ⊂ H n is a graph over P if there exists a connected domain, K ⊂ P, and a function
Proof of Theorem 3.14. From the explanation above, for a given totally geodesic hyperplane P and two distinct points x, y at the boundary at infinity, if x, y ∈ ∂ ∞ P, then for the unique geodesic β joining these two points with β + = β (+∞) = x and β − = β (−∞) = y, a foliation P(t) = T β t (P), t ∈ R, which is orthogonal with β for any t ∈ (−∞, +∞), can be built along β . Moreover, P = P(0) = T β 0 (P). Since C ⊆ ext H n (P) and it is bounded, there exists t 0 > 0 such that
Hence, decreasing t we will find somet which is a first moment such that P(t) ∩C = / 0 and P(t) ∩ C = / 0 for any t >t. Therefore, sinceC is compact, there exists ε > 0 such that ∂C + t := ∂C ∩ ext H n (P) is a graph over P(t), t ∈ (t,t + ε). This claim follows from the Alexandrov reflection technique introduced in Theorem 3.3. Let us explain this. As we did in Theorem 3.3, define
where R t is the reflection through P(t). Hence, there exists ε > 0 small enough such that
which implies that that ∂C + t is a graph, in the sense defined above, over P(t). Now, decreasing t up to 0. Note that ifC + t ⊂ C − t for any t ∈ (0,t], then ∂C ∩ ext H n (P) will be a graph over P and the proof finishes. Assume this is not true, then following the ideas in Theorem 3.3 two situations could happen:
(1) There exists t ′ ∈ (0,t) such that P(t ′ ) is orthogonal to ∂C at some point q ∈ P(t ′ ) ∩ ∂C; (2) There exists t ′ ∈ (0,t) such that ∂C + t ′ is internally tangent to ∂C − t ′ . In any of the above two cases, applying the maximum principle, either at the boundary or at the interior, as we did in Theorem 3.3, we will obtain that C is symmetric w.r.t. the totally geodesic hyperplane P(t ′ ). But this is impossible. Therefore, ∂C ∩ ext H n (P) is a graph over ∂C ∩ P.
Moreover, Theorem 3.14 and its proof let us claim the following four conclusions. Proof. If the closure ∂C ∩ ext H n (P) were orthogonal to P, then Ω is symmetric w.r.t. P, which contradicts the fact that Ω is unbounded. Then it is impossible to construct a half-ball of radius R centered at some point in ∂C ∩ P and staying within C. Proof. Suppose it were possible to construct a half-ball of radius R centered at some point in ∂C ∩ P and staying within C. Then, by Corollary 3.17, the closure of C ∪C ′ would contain a closed ball of radius R centered at some point in ∂C ∩ P, which contradicts property P 2 . Therefore, our assumption is not true.
By Lemma 2.1, we know that for the OEP (1.3), if f satisfies the property P 1 , then its fextremal domain Ω has the property P 2 . Together with Corollary 3.18, we can easily get the following. If the function f in the OEP (1.3) satisfies the property P 1 , then it is impossible to construct a half-ball of radius R λ ,n , which is determined by (2.3) , centered at some point in ∂C ∩ P and staying within C.
Concluding remarks
It is interesting to highlight here the similarities between OEP in H n , properly embedded CMChypersurfaces and the singular Yamabe Problem.
We already have pointed out that Theorem 3.3 is the OEP counterpart of the Levitt-Rosenberg's Theorem [27] For the sake of clarity, we will explain here what we mean for fully nonlinear elliptic singular Yamabe Problems. First, we introduce the conformally invariant elliptic PDE in the context of our discussions. Denote
Suppose g = e 2ρ g 0 is a complete conformal metric on a domain Ω of (S n , g 0 ) satisfying 24) for some nonnegative constant C, where (λ 1 , . . . , λ n ) is the set of eigenvalues of the Schouten curvature tensor of the metric g. We refer to equation (3.24) as the conformally invariant elliptic problem of the conformal metrics on the domain Ω. In particular, taking f (λ 1 , . . ., λ n ) = λ 1 + · · · + λ n , we obtain the classical singular Yamabe Problem.
Hence, this shows the intimate relationship between Theorem 3.3, Levitt-Rosenberg's Theorem [27] and Bonini-Espinar-Qing's Theorem [5] . Moreover, Levitt-Rosenberg's Theorem has two fundamental consequences in the theory: Proof. In H 2 , if ∂ ∞ Ω has more than two components, then H 2 \ Ω disconnects H 2 . Hence, ∂ ∞ Ω has either only one component or none.
If ∂ ∞ Ω = Ø, then Theorem 3.3 implies that Ω is a geodesic ball and u is radially symmetric. If ∂ ∞ Ω has one component, such a component must be a single point by Lemma 2.4. Thus, Theorem 3.3 would imply that Ω is a horoball. Then Ω being a horoball will contradict Theorem 2.6. This finishes the proof.
In particular, if the OEP (1.4) is replaced by the OEP (1.3) , and the function f in (1.3) has the property P 1 , then by Proposition 2.1 we know that the f -extremal domain Ω of the OEP (1.3) has the property P 2 , which implies that Theorem 4.1 still holds in this replacement. 
Cylindrically boundedness
When we are dealing with f -extremal domain in H 2 , the graphical properties developed in Subsection 3.3 will imply the cylindrically boundedness of ends of Ω that are topologically a half strip [0, 1] × (0, +∞). An end E ⊂ Ω is topologically a half-strip if there exists a compact set K ⊂ H 2 such that E is a connected component of Ω \ K and there exists a homeomorphism h : [0, 1] × (0, +∞) → E. Remark 4.3. This is the counterpart in OEP of being a properly embbeded annulus for CMC hypersurfaces.
By using a similar method to that in the proof of [35, Lemma 6 .1], which follows geometric ideas in [15] , we can bound the maximum distance that a bounded connected component C ⊂ Ω ∩ ext H 2 (δ ) can attain to δ . Specifically, The proof is a clever use of the reflection technique and using the condition that there is no ball of a certain radius inside. The proof in the hyperbolic case mimic that of the Euclidean case, with the obvious use of the reflection technique developed in Theorem 3.3.
Moreover, this Lemma 4.4 is not that fundamental in the hyperbolic setting. It will implies that Another way to see Lemma 4.5 is saying that, Lemma 4.6. Let Ω be a f -extremal domain of the OEP (1.4) satisfying the property P 2 . The boundary at infinity of an end E which is topologically a half-strip must be a single point and, moreover, such a point at infinity must be a conical point of radius r uniformly bounded by R and ∂ E ∩ K.
This Lemma 4.6 is fundamental in the Euclidean case (cf. [35] ). However, in the Hyperbolic setting we already have Theorem 2.6 which implies Lemma 4.6. As we pointed out, the Hyperbolic geometry imposses more restrictions than the Euclidean geometry. Nevertheless, we think it is important to address these properties for future applications.
Concluding remarks
In dimension 2 we think it must hold: • a horoball or,
• a half-space determined by a complete geodesic or,
• a half-space determined by a complete equidistant curve, i.e., a complete curve of constant geodesic curvature k g ∈ (0, 1), or,
• the complement of one of the above examples.
A height estimate
From now on in this section, we will focus on the two dimensional case, Ω ⊂ H 2 . Let Ω be an unbounded open connected domain in H 2 , with a boundary of class C 2 , on which the OEP (1.4) has a solution u ∈ C 2 (Ω). Let R λ ,n , determined by (2.3) with n = 2, be the radius of the geodesic ball B H 2 (p, R λ ,n ) on which the first Dirichlet eigenvalue of the Laplacian is λ (i.e., λ 1 R λ ,n = λ ), and let v be a chosen eigenfunction of λ 1 R λ ,n such that ∇v, v H 2 = α.
For this moment, we assume that α = 0. Set
Clearly, h 0 depends on α and λ . The last equality in the above expression holds since v is a radial function and is decreasing along the radial direction. By applying a similar method to that in the proof of [35, Propostion 5 .1] that follows geometric ideas developed in [15] . We can prove the following. Proof. Suppose first that Ω ′ is bounded. Let d be the diameter of Ω ′ , and suppose that d 2R λ ,n . As we have pointed out in Subsection 3.1, H 2 ×R can be represented by {(ξ 1 , ξ 2 ,t) ∈ R 3 |ξ 2 1 +ξ 2 2 < 1} with the metric ·, · := g −1 + dt 2 , and the one-to-one correspondence between H 2 and D is given by a stereographic projection S . Clearly, S maps a bounded domain on H 2 into a bounded domain contained in D without intersecting S 1 ∞ . Since Ω is unbounded, the image of Ω under the mapping S , which by the abuse of notations we also denote by Ω, must have at least one boundary point q * at infinity, that is, q * ∈ S 1 ∞ ∩ Ω. Let q 1 , q 2 be two points in Ω ′ such that the hyperbolic distance between q 1 and q 2 is d, and ℓ a curve in Ω ′ joining q 1 and q 2 (of course, if Ω is regular, ℓ can be taken in its boundary). Since the hyperbolic distance between q 1 and q 2 is d, there exists a complete geodesic L 1 passing through q 1 and q 2 , and the part of L 1 connecting q 1 and q 2 is contained in Ω ′ completely, and we denote this part by q 1 q 2 . Clearly, the length of q 1 q 2 is d. Let m be the midpoint of the curve q 1 q 2 , and let L 2 be the complete geodesic passing through m and orthogonal to L 1 . Set Γ = (L 1 \ q 1 q 2 ) ∪ ℓ. Clearly, Γ divides D\Γ into two connected components, and we denote them by H 1 and H 2 respectively. Let p ∈ L 2 ∩ H 2 be a point very far way from Ω ′ in the sense of the hyperbolic metric g −1 . Now, consider the graph G of the eigenfunction v defined on B H 2 (p, R λ ,n ) by (2.3) with the Neumann boundary value ∇v, v H 2 = α, and move the point p along the complete geodesic L 2 towards Ω ′ . Since the length of q 1 q 2 is d 2R λ ,n , u(x) > h 0 for x ∈ Ω ′ , and u = 0 on ∂ Ω, there will exist a first contacting point between the moved graph G and the graph of u over Ω at some interior point of Ω or the boundary of Ω. Both situations are impossible by applying the Hopf maximum principle (both the interior and the boundary versions). So, our assumption is not true, which implies that d < 2R λ ,n for the case that Ω ′ is bounded.
Suppose now that Ω ′ is unbounded, there exists a divergent curve γ(t), contained in Ω ′ with lim t→−∞ γ(t) = lim t→+∞ γ(t) = q * , such that an arc ℓ ⊂ γ(t) satisfies the property that the boundary points q 1 , q 2 of ℓ have a hyperbolic distance greater than and equal to 2R λ ,n . Then one can repeat the above argument to get a contradiction. This completes the proof. 
