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ABSTRACT 
Using formal methods, R.· R. Goodman has given an 
integral representation of the response due to an arbitrary signal 
from a point source in a consta~t gradient medium. A general iza-
tion of th is integral, valid for L 2 signals, is evalua!ed by showing 
. -j WT -v/(1 - ft 2 I,) - 2) -j c.l that the Fourier transform of e - e is 
-2 ,r « T H (t -1") J 1 ( K ~ t2 - .,. 2) / ~ t2 - T 2 : where H is the 
~.unit step function. The final re.suit is expanded in a ·series that con-
verges rapidly for small gradients (smal I " ). 
1 
. ·~. · ... ·.',ILLL 
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INTRODUCTION 
Sound that is focused may be badly distorted; however, opposing factions in 
11 • ,, 
acoustics differ on whether sound that os merely refracted is similarly di'storted o 
:· To help resolve this question, v,e consider a sound source and,01 receiver located·· 
at two different points of three=dimensional lEuel idian space. The sound velocity 
field is @ssum~d to have a constant gr.adient vectoro ·rhe sound will be refracted 
(the rays are arcs of circles) but will not be.focused (the rays never cross). · 1f 
·· . the sound at the source is given by <j>(t) , formal methods show 1 the received 
sound to be a constant times· . 




- iwt · · 4>(t) e dt dw ~ . _ 
. . 
. whe.re 1' is a positive Constant I K is One-half the magnitude of the gradient, Of'.ld 
I 
' ... 
2 2· I w I IC 
" 
caw I < 
-i w r( " , w)' = 
i w~l -




We will repeatedly use the space L2 , which is the set of all measurable functions 
of square in~·egr01ble modulus. 
In this paper, we assume that 1> E: L 2 and define 
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where I. i. m. denotes the L 2 limit. The limit in Eq. (3) must exist for 
any (fl CL 2 by Plancherel' s Theorem 2: 
2 Let f(x) be a (real or complex) function of the class L (-oo, oo), 
and let 
l F (x,a) =· 
..J(21r) 
a 
f (y) ei xy dy. 
-a 
Th~n, as a .. oo , F(x,_ a) converges in mean over (-oo, m) to a function F (x) 
of L 2 (-ex>, oo); and reciprocall.y 
a 
f (x, a}, = 1 
~· 
F(y) e -ixy dy 
-a 
converges in mean to f (x). 
. ·' Define 
w 
¢,. (t) = I. i. m. 
w.-.·m 
; (w) e i c.1 [t - r( « ·' w) f] di., • 
J. 
-w 
The indicated I imit exists (Plancherel' s Theorem) because ~. C L 2 and 




. ~ . 
We will evaluate <I> (t). If the I imits in Eq. (1) happen to exist, F(t) in Eq .. (1) 
w i 11 agree with cp (t) · because mean convergence and ordinary convergence are 
identical when both I imits exist. 3 Hence, q> (t) is a generalization of F (t). 
, The following sections of this paper present an evaluation of q> (t) , an 
expansion in series form that may be helpful, an application of the result to the 
distortion of the sound from ~n underwai~er explosion, and q summary. 
EVALUATION OF ·ti, (t) 
• 
We first note that w 
CZ> (t) = l.i.m. 
W--.oo 
-
+ I. i. m. 





cl) \Ca> e 
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... , ' 
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-i CA> r r(" ,w) -i <.>T 
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By Plancherel' s Theorem, the first .I .imit is <I> ( t- 1 ) • For convenience in studying 
' . 
. the second i ntegra I, define 
. 
f (w, T) = eifa> T[r («, w) - 1] _ 1 . (6) 
' . 4· 
We shall use the convolution theorem, 
2 If f(x) and. g(x) belong to L (-co, a,) , then 
00 00 
l f g (u) f (x - u) du, F(x) G(x) = -d; ( f(t) ei ~ t dt) cf g(t) ei X t dt) 
. .J (2 ,r) -a:, 
-co 
are transforms in the sense that 
CX) . CD 
1 
~ 
F(t) G(t) e -ixt dt = 1 
. ~ (2,r) f g(u) f (x - u) du 
-00 
-CD 
holds for all values of x. 
If this theorem applies to the second integral in Eq. (5), we will 
-'have 
w .. ' 
I. i. m. 
W-.oo 
1, ) -i c.> "[ -i w r ·(r ( " , w) - 1) :, ] i c., t 
,, '"' e e - 1 e dw 
-w 
w 
. 1 ' 
= q, (t) * h I. i. m. f (w , T ) e i w ( t - ".':) -'~ · 
uw '' 
W-+co 
-w . . . 
. CD 
where * denotes convolution [ (f * g) ( t ) = f f ( t - x) g (x) dx] ori:e 
-ex:, 
var iabl e t. The convolution theorem requires that for fixed T , f (CJ, T ) is an :. 
L 2 function of w. We now investigate this and other properties of f(w, T ). 
4 
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a •• F 
' \ ' 
,' ' "'\"' 
· We wil I· take ea, > 0 because f (-c.,, T ) = f (ea,, T ), where the bar (-) 
denotes a complex coniugate. We shal I prove these facts about f {w, T ): 
Fact 1 - For fixE\('J T , f (w, T ) = 0 (l/<,J) as w • co. 
Fact 2 - For fixed T , f (c.,, T) is an L 2 function of c.,. 
' 
Fact 3 - Let I.,. I ~ T. Then lim f {w, 1 ) = 0 uniformly. 
(.J ... co 
,·r·.,· •:.1 
Fact 4 - There is a W such that for any .,. satisfying OS T S T, Re f(w, T ) 
. and ~ f (<.>, T ) are monotonic in w "> W. . 
Lemma. Let g(c.,) = c.> [ r ( K , c.,) - ]j , then g (c.,) = 0 (c., - l) and g is monotonic 
' 
i 
nondecreasing for «.>· > " . . 
00 
·· ,: rt [ ·" (1 /2) n · 2n ] Proof. For w > " , <a> i.r ( 'IC, T) - lJ = ea, -1 -i·.f:::- . n ·' (-1) ( K/w) . 
( 1/2) ( 1/2) n-0 . Now, 0 = l and n alternates in sign for n > 0; .. 
We now have 
,, 
w [ r (" , c.,) - l] ~ 
The conclusions are now clear. 
Proof of Fact 1: For complex z we know that 
, 
I ez - 1 I < lzl e lzl ; hence, 
-
~ 
I f (c., , T ) I s 1 ~ 9 (c.,)I e I Tg (c.,) I • 
Fact 1 now fol lows from the Lemma. 
' Proof of Fact 2: f (w, T) is bounded and is piecewise continuo~s. This 
2 d 
statement and Fact l imply f (c.,, T ) E: L for fixed T • 
Proof of Fact 3: If I T I 5 T, from Eq. (9) we see that 
I f (ea, , T ) I 5 T I g (w) I e T lg (w) 1 • 
•, s 
' ,. 'I, 
,.,. 
r' .. -
., • i, -' -
\ ' 
. ·, 
• • I • - '• 
""/ ' 
. ·,_,,: . 
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-- · · -~-- ·-···-The right-hand side of this inequality is independent of T and (by the Lemma) 
has I i mi t O as T ~ CD. 
Proof of Fact 4: Let W be so large that 
- (1/2) 1r/T S g (y) ~ 0 
and 
g (x) - g (y) ~ 0 
II . . . • 
. <''i· 
whenever x > y > W. Such a W must exist by the Lemma. For any 
x > y > W, by applying the mean value theorem to the exponential function, 
we obtain • 
• 
f (x, 1') - f (y I T ) -1 = e 
where 
9 (y) < t < g (x) . 
Since g (x) - g (y) ~ O, the real (imaginary) part of f (x, T) - f (y, T ) 
is nonnegative (nonpositive), because Eqs. (10) and (13) imply -w/2 <; T ~ < O. 
This concludes the proofs of Facts l through 4. 
For fixed ,,. , f(w, ., ) is an L 2 function; hence 
w 
I • 1 f l .,. ) e i c., t -'· . • I • m. \W I uw 
w ~ a> -w 
must exist. We now give a more useful result. 
Result 1: Let It I ~ t?--0. If 11' I ~ T, then 
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Proof: Let W? be so large that R-e f (w, ,. ) is a monotonic function of w for 
w > w . If X > y > W, 
y 
I iwt d I Re f (w, 1') e · w .. ;.ii:':'O. 
X 







··. " -.... ' 
y y 
Re .f (w, Tl cos wtdc., I+ I Jii f (w, T) sin c., t de., I 
X 
y 
cos w t d c., + R-e. f (y, ,. ) cos ... t dw 1 ' . . 
X E (,.) 
+ l'Jn_ f (x, T) sin w tdw - .Jn f (y, ,.) 
X 





sin wt de., I 
E ( T) and 'I ( 1') , by t~e second law of the mean for integrals. 5 
y 
/ ) iwt Re f ,w, r e 
• 
. . ' ::I'· 
,. 
... ·, 
,,- , . 
... ..,,;, ' ' 
·~ ' ,. ' 
. ' 
· .. , ,\• 
.. 
' ' ' 
- i I 
' ' ~ ' '. 
' :• • • I 
f .. > 
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; 
In the above argument Re and ln. may be'interchanged. Combining the two 
results, we get 
I • 
X 
Using Fact 3, we find that Result 1 follows from Cauchy s criterion. 6 
Result 2: If t t= T , then ~ 
where 
and 
H (t) = 
0 t < 0 
1 -t > 0 
' ' 2 2 
t - T ) 
I 
A. 1 (z) = 2 J 1 (z)/z where J 1 is the ~essel function of the first kind of 
order 1. The function A 1 is tabulated. 
7 / 
Proof. The integral 
CD 
,. 





-ic.>Tr(,c, c.,) iwt d 
e e ea, 
It :f:1' 
. -i CJ r ( " , w) 
,, 
. ·a .. · ···-
r·-· 
- r 
- .. : 
i ·J . ., 
'··1' . 
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can be shown to be convergent by an argument similar to the proof of Result .1. 
In fact, its value may be seen8 to be '· 
.. 
../ 
when t :f:. f' • 
Using th is fact, we hav~ for t t= T 
-,rl( 2 T Al(" ~t2-Tl)H(t-T 0) . ~-· 
-2,rJO (" ~ t2 - T'} ')H {t - T) d -






-i w T r (" , w) i <a> t d 
~ e LI 
- i CJ r ( I( I CJ) • 
(X) 










-i w T r ( T I w) i Ca) t 
e e 
dw ... sin w (t - T ) 
-i (.) r ( I( I c..,) 
( 8
_-i c., T r ( " , w) 
-iwr {", w) -
• 
-1 T CJ ) e____ dw 
-, c., 
= f [/·i w T r ( " , w) • 1wt ] e - COS Ca) (t - T ) de., 
-K 
. . . 
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p ' ), •• • • ~· ., • - • ' 
•, ' •'~ ' i O ' ' L • •' ' • • • ... • 
0 
L 
.r . , ' .'· ' . • . -·, , .. ,· • '~ ' -,, : '· .. , ' , • ,. , . ' . • • " 
· . Th.ese last two integral, combine to give:· . ·. 
,. • • • ' • ~,.. : .'.' ., ' •. ' ·' ·, .; ' " ,, '! ' 
'-~ ' 1, <' ., . '' ,• •', ,. • ' I • 
. . '. '- .. . ' ' _' ', • •,';I• 
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' . ' . . 
. ' 
' .... --. '~ 
' ,.. • I< I" 
• , ' ' • ~ ' ' •• , , r ·, • ,, 
. ' . 
CD ' .. ", \ ' .. . ,, . ' . ' . 
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. i Ca) t r ~i W T r ·( « 1 c.,) •i f C., 
.e . -e · .,. 
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,... •• j 
/a,e i "' (t - .,. ) f (,.,) d "'' t + .,. , 
-a, . 
. ' 
We now justify differentiating under the integral sign. We kn()W that if 
a~ X F(x, y) and F (x, y) are continuous functions except on the I ines y = CJ , 
y = c 2, , . . , y = c n , then 
co .. ,, ·" Cl) 
fx / F (x, y) d y = 0 - F (x, y) dy oX 
. (18) 
. 9 
if the second integral is ·uniformly convergent and the first is pointwise convergent. 
For t + .,. , the last integral in Eq. (18) has already been shown to be uniformly 
convergent in some neighborhood of T (Result 1). Thus, the integrals on the right-
hand side of Eq. (17) converge uniformly in such a set. The integrals on the left-hand 
sl~e of Eq. (17) are pointwise convergent. 
/ Result 3: 
4> (t) = q» (t - T ) - q» (t) * 1/2 "2 T A l ( " ~ t2 - .,. ~ H (t - T). (19) 
· Proof: Combining Eqs. (5) and (7) and Result 2 gives the above resul.t. 
' 
. EXPANSION , ..
For convenience, we expand our result in a series. Let t > T . in this 
section. Let z (x) = " ~ x2 - .,. 2 1 then , s . •• 
... JO. r ....... , 
,: . ' ......... '. ·.· 
. . . ~ . . . 
' ",- I 
", • l •. 
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L 1 • f • 
.· 
for p an integer. Let ~ C L 2 be given. Define a sequence of functions \ f n \ 
as fol lows: ,,..4 
X. f (x) d X • 
n 
Usin.g ~qs. (20) and (21), we may integrate by parts to establish the identity 




4 1(z(x)) t (t - x) dx :. ~ 0/2 ," 2) nA (z(x)); (x) t 
i n . . n n 
· n=l 
(1/2 "2)N+ 1 t 
+ · A N+l(z(x)) x f N(x) dx . (N+ 1)! 
T 
T 
It is interesting-to make a crude estimate on the last term of Eq. (22) 
sufficient to show that it goes to zero as N. -. oo for any t, T , and " . If 
1 X · J/2 we take f 1 (x) = 0 q, ( t - s) ds, we have I f 1 (x) I ~ I x I D ~ ff 2 , x by the 
Schwartz inequality. By induction we can show that taking f + 1 (x) =is f (s) ds 
will give the inequalities 
4n - 3 
2 
n O n 
. ·/ : 




[(4n - 3) . r1 
· · 9 • 5 · l , n = 1, 2, . . . , (23) 
Since J A p (z) I S 1 
for al I real z · and positive integers p , 
'• .. 
-· ' '. 
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. (1/2 " 2) N+ 1 
(N + 1) ~ T 
'·' ' 
,. ~· ' 
' -:· -•. l 
I ' • ., 
' ,J I 
, .. ( 




,A N+ 1(z{x)) x fN{x) d x 
t 4N "."9 1 < (J,/2 " 2) N+ 1 
-
2N- l I II 
'I>. 2 Ix I 2 dx 
(N + 1) ~ (4N-3) · · ·5 · 1 T 
. (l/2 "2) N+l ~ . . ' 
4N - 1 
· 1 , n 2 t 2 (t - T) 
. (N + 1) ! 2N - 1 (N - 1) ~ 
• 




/ A 1 (z (x)) cp (t - x) d x = 
• T 
(X) , 
L (l/2 ," 2) n A {z(x))f {x) 
1 n . n ! n n= 
The inequalities in Eqs. (23) and (24) also show that the sum in Eq. (26) is 
absolutely convergent and uniformly convergent in any bounded set of x•s. 
~ APPLICATION 
In underwater acoustics " is usually small. The elementary result 
' cZ> (t) - cp(t - T ) , 5 ' 1/2 " 2 T A l ( " 
= I 1/2 " 2 T I I cp I 1 H (t - T > 




, which follows immediately from Eq. (19), is often quite 
useful. 
-at 3 Consider a model of an underwater explosion cp(t) = H{t) e , a > 10 . 





cZ> (t) = cf> (t - T ) - 1/2 " 2 T H (t - T ) / ea (x - t) A 
1 
(" ~ x 2 _ T ~ d x • 
. T 
Using Eq. (22) with N = 1,we obtain 
·', .. - '.. ,. -·. 
• ' ; ,_I • • • )•} 
\ 
~ .··12 
""' - .. ,, 
.. 
' ' -.~ . 
. ' 
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(25) 
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• 'I' :, •• 
I 
l •• ' ' ... • ' . ·",,. '. . ·: . ' '. . - . . . ~ 
• .. , •. • " •~' ,, " I •o I 
• :·· ' "t 
-. 
cl> (t) = H (t - T) e-a(t - T) + J/2 1(2 T .I.a ·-a(t -T·) ( ~/ 2 2' 




= -a--1 "\T/Bi A2(z(x)) x ea(x-t) dx, 
T 
and 
I Ei-ror I S a -2 ,c 4 · ( T /8) t (1 - e -a (t - T )) , 
SUMMARY 
For a fixed source and receiver, the response due to any signal ci, E: L 2 is 
.. given by a constant times 
<I> (t) = 
<J> (t - T) - th (t) * 2 -./ 2 2 l 
T l/2 " T A J ( K l t - T ) H (t - T) 
t:" ,,. 
by Result 3. 
In the ocean, " is small for all but the most exceptional" cases. For ci, such 
that t(t) = 0 for t < 0, one term of the expansion Eq. (22) gives the result 
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- t• T 2 K l X - X-T 
x <J cf> (sJ d s ) dx. 
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