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Abstract Motivated by the analysis of the propagation of internal waves in a
stratified ocean, we consider in this article the incompressible Euler equations
with variable density in a flat strip, and we study the evolution of perturba-
tions of the hydrostatic equilibrium corresponding to a stable vertical strati-
fication of the density. We show the local well-posedness of the equations in
this configuration and provide a detailed study of their linear approximation.
Performing a modal decomposition according to a Sturm-Liouville problem
associated to the background stratification, we show that the linear approxi-
mation can be described by a series of dispersive perturbations of linear wave
equations. When the so called Brunt-Vaisa¨la¨ frequency is not constant, we
show that these equations are coupled, hereby exhibiting a phenomenon of
dispersive mixing. We then consider more specifically shallow water configu-
rations (when the horizontal scale is much larger than the depth); under the
Boussinesq approximation (i.e. neglecting the density variations in the mo-
mentum equation), we provide a well-posedness theorem for which we are able
to control the existence time in terms of the relevant physical scales. We can
then extend the modal decomposition to the nonlinear case and exhibit a non-
linear mixing of different nature than the dispersive mixing mentioned above.
Finally, we discuss some perspectives such as the sharp stratification limit that
is expected to converge towards two-fluids systems.
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1 Introduction
1.1 General setting
The aim of this paper is to analyze the propagation of internal waves in a
continuously stratified fluid. In oceans, this variation of density (pycnocline),
may be due to a difference of salinity (halocline) or temperature (thermocline);
note also that such waves also appear in applications to atmospheric studies
(e.g. [18,17,29]).
The modeling of such waves has a long history, starting with the pioneering
mathematical study of periodic waves by Dubreil-Jacotin [14]. We refer to [3,
8,13,37,38,43,44] for theoretical and experimental studies of solitary waves
and to [23] for a survey on oceanic internal waves.
While many classical equations such that the Benjamin-Ono equation [4,
41] (see also [13]) or the Intermediate Long Wave equation [30] have been
formally derived in this context, no rigorous derivation seems to be available.
This is in contrast with the two-layers formulation where the internal waves
propagate at the interface of two layers of (incompressible) fluids of different
densities. In this setting one can generalize the classical approach for surface
waves (see eg [33]) and derive rigorously (in the sense of consistency), in various
regimes, a plethora of asymptotic models including all the classical models of
internal waves. Roughly speaking this is achieved by expanding with respect to
suitable small parameters two non-local operators that appear when expressing
the (free boundary), two-layers system as an equation on a fixed domain.
Together with the delicate analysis of the Cauchy problem for the full two-
layers system (see [34]), which involves Kelvin-Helmholtz type instabilities
(see also [1,2,36] for the persistence of these instabilities in shallow water
asymptotic models), this leads to the complete justification of some internal
waves asymptotic systems.
The situation is quite different for a continuously stratified fluid. There is no
more free boundary and one starts from the non-homogeneous Euler system for
which the local well-posedness of the Cauchy problem is well known (see eg [12]
and the references therein) although it does not seem to have been considered
in the present setting. Another difficulty, addressed here, is to establish a time
of existence for the solutions which is relevant with respect to the different
physical scales involved.
From a more qualitative viewpoint, it is common in oceanography or at-
mospheric studies to decompose the various quantities of interest on a well
chosen basis of vertical modes related to the background stratification (e.g.
[18,20]). This approach has not been fully justified so far; we provide such a
rigorous justification here, exhibiting additional conditions that need to be sat-
isfied if one wants this decomposition to converge properly. Moreover, in most
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of the studies, the non-hydrostatic component of the pressure is neglected;
we show here how to take it into account and that, at the linear level, its
contribution is of dispersive nature. We also show that in some cases (when
the so-called Brunt-Vaisa¨la¨ frequency is not constant), this dispersive term
induces some mixing between the different modes of the decomposition. In the
case of a constant Brunt-Vaisa¨la¨ frequency where such mixing does not occur
at leading (linear) order, we show that such mixing occur in shallow water
at the next order due to nonlinearities, and we derive a sequence of coupled
Boussinesq-like systems.
We now make more precise the physical context of our study.
We assume that the fluid domain is infinite in the horizontal direction
X ∈ Rd (d = 1, 2) delimited by a flat bottom located at z = −H and a rigid lid
at z = 0. The velocity field at time t and at the point (X, z) of the fluid domain
is denoted by U(t,X, z) ∈ Rd+1 and its horizontal and vertical components
are respectively denoted by V (t,X, z) ∈ Rd, w(t,X, z) ∈ R. We also denote by
P (t,X, z) ∈ R the pressure field and by g = −gez the (constant) acceleration
of gravity. The Euler equations governing the fluid motion are thereforeρ(∂tU + U · ∇X,zU) = −∇X,zP + ρg,∂tρ+ U · ∇X,zρ = 0,∇X,z · U = 0 (t ≥ 0, X ∈ Rd, z ∈ (−H, 0)),
(1)
with the boundary conditions
w|z=−H = w|z=0 = 0 (2)
expressing the impermeability of the rigid bottom and lid.
These equations possess equilibrium solutions (Ueq, ρeq, Peq) depending
only on the vertical variable z of the form
Ueq = 0, ρeq = ρeq(z),
d
dz
Peq = −ρeqg. (3)
Perturbation of such equilibrium solutions give rise in the oceans to the prop-
agation of waves called “internal waves”. These internal waves are therefore
exact solutions (Uex, ρex, Pex) to (1)-(2) of the form
Ueq = εU, ρex = ρeq + ερ, Pex = Peq + εP,
where ε > 0 is a parameter measuring the amplitude of the perturbation, and
with (U, ρ, P ) solving
(∂tU + εU · ∇X,zU) = − 1
ρeq + ερ
∇X,zP − ρ
ρeq + ερ
gez,
∂tρ+ εU · ∇X,zρ+ w d
dz
ρeq = 0,
∇X,z · U = 0
(4)
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with the boundary conditions
w|z=−H = w|z=0 = 0. (5)
The paper is organized as follows. In Section 2 we establish the local well-
posedness for the Euler system in the configuration (4)-(5) considered here.
We then consider in Section 3 the linear approximation to the full system
of equations (4)-(5). This approximation is justified in §3.1 and the normal
mode decomposition of the solutions to this linear system is performed in
§3.2. When the so-called Brunt-Vaisa¨la¨ frequency is constant, we show in §3.3
that the evolution of the coefficients of this decomposition is governed by a
sequence of uncoupled dispersive perturbations of waves equations. When the
Brunt-Vaisa¨la¨ frequency is not constant, we exhibit in §3.4 the mechanism of
dispersive mixing. Particular attention is also paid to the derivation of addi-
tional conditions ensuring a proper convergence of the modal decomposition.
Finally, in Section 4 we consider the case of shallow water configurations,
when the horizontal scale of the perturbations is much larger than the depth
of the ocean. Under the additional strong Boussinesq assumption under which
the density is assumed to be constant in Euler’s equations, we are able to
derive nonlinear models. The first step is to derive in §4.2 a local existence
theorem for the non-dimensionalized system that ensures that the existence
time is relevant with respect to the different physical scales of the problem. We
then extend in §4.3 the modal representation introduced in Section 3 in order
to take into account the nonlinear effect. It is shown that they induce another
kind of mixing between the modes. Finally, some perspectives are considered
in Section 5, such as the sharp stratification limit towards two-fluids models.
1.2 Notations
- X = (x, y) ∈ R2 denotes the horizontal variables. We also denote by z the
vertical variable.
- ∇ is the gradient with respect to the horizontal variables; ∇X,z is the full
three dimensional gradient operator.
- We denote by d = 1, 2 the horizontal dimension. When d = 1, we often
identify functions on R as functions on R2 independent of the y variable. In
particular, when d = 1, the gradient operator takes the form
∇X,zf =
∂xf0
∂zf
 .
- S is the flat strip Rd × (−H, 0) (or Rd × (−1, 0) when working with dimen-
sionless variables in Section 4).
- We write U the velocity field; its horizontal component is written V , and its
vertical component w.
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- We always use simple bars to denote functional norms on Rd and double bars
to denote functional norms on the d+ 1 dimensional domain S; for instance
|f |p = |f |Lp(Rd), |f |Hs = |f |Hs(Rd), ‖f‖p = ‖f‖Lp(S), etc.
- For f, g ∈ L2(S), we denote by (f, g) the standard L2(S) scalar product.
- We use the Fourier multiplier notation
f(D)u = F−1(ξ 7→ f(ξ)û(ξ))
and denote by Λ = (1−∆)1/2 = (1+|D|2)1/2 the fractional derivative operator.
-We define, for all s ∈ R, k ∈ N the space Hs,k = Hs,k(S) by
Hs,k =
k⋂
j=0
Hj((−H, 0);Hs−j(Rd)), with ‖u‖Hs,k =
k∑
j=0
‖Λs−j∂jzu‖2.
(6)
- If ω is a positive scalar function, we denote by L2ω the weighted L
2-space on
S with associated norm
‖f‖2L2ω =
∫
S
|f(X, z)|2ω(X, z)dXdz.
- We generically denote by C(·) some positive function that has a nondecreas-
ing dependence on its arguments.
2 Local well-posedness
The Cauchy problem for the non-homogeneous Euler equations has been con-
sidered in various settings: whole space or bounded and unbounded domains,
L2 or Lp based spaces, etc (see for instance [25,26,12]). It seems however that
the Cauchy problem for the configuration considered here (unbounded domain
with a density whose gradient is not in L2(S)) is not included in existing re-
sults. We therefore provide below a local well-posedness result. Contrary to
the above references, we do not seek in this result to be sharp in the regularity
requirements for the initial conditions; our main concern is rather to distin-
guish as much as possible the vertical and horizontal derivatives in the proof,
since they play drastically different roles in the qualitative descriptions of the
solutions addressed in this paper.
Theorem 1 Let 0 < ε ≤ 1, ν > d + 2, ρeq ∈ W ν,∞(−H, 0), and ρ0, U0 ∈
Hν(S) be such that ∇X,z · U0 = 0 and{
∃ρmin > 0, infz∈[−H,0] ρeq(z) ≥ ρmin and infS(ρeq + ερ0) ≥ ρmin,
∃M0 > 0, ∀z ∈ (−H, 0), 1M0 ≤ −ρ′eq(z) ≤M0.
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Then there exists T > 0 such that for all ε ∈ (0, 1], there is a unique so-
lution (U, ρ) ∈ C([0, T ];Hν(S)d+2) to (4)-(5) with initial condition (U0, ρ0);
moreover,
1
T
= c1, sup
t∈[0,T ]
(‖U‖Hν + ‖ρ‖Hν) ≤ c2,
with cj = C
(
1
ρmin
,M0, ‖ρeq‖W ν,∞ , H, ‖ρ0‖Hν , ‖U0‖Hν
)
, j = 1, 2.
Remark 1 The existence time provided by the theorem is independent of ε.
Note however that without the linear terms, one would obtain an existence
time of order O(1/ε) instead of O(1). The issue of large time existence (as well
as shallow water stability) is addressed in Theorem 2 below.
Proof We just derive here a priori estimates on solutions to (4)-(5); the con-
struction of solutions from these energy estimates being obtained with classical
means. As for the standard Euler equation, the key point is to control the pres-
sure term which, owing to the fact that U is divergence free, is given by the
resolution of the following boundary value problem,
−∇X,z · 1
ρeq + ερ
∇X,zP = ε∇X,z ·
(
U · ∇X,zU
)
+ ∂z
( ρg
ρeq + ερ
)
,
− 1
ρeq + ερ
∂zP|z=−H,0 =
( ρg
ρeq + ερ
)
|z=−H,0
.
(7)
Existence of solutions to (7) follows classically from Lax-Milgram’s theorem.
We provide below the Hν estimates on ∇X,zP that we shall need to establish
the a priori estimates on (4)-(5).
Lemma 1 Let ν > d+ 2, and ρ, U ∈ Hν(S). If moreover ∇X,z ·U = 0 and if
∃ρmin > 0, inf
z∈(−H,0)
ρeq(z) ≥ ρmin and infS (ρeq + ερ) ≥ ρmin,
then the solution to (7) satisfies the estimate
‖∇X,zP‖Hν ≤ C( 1
ρmin
, ‖ρeq‖W ν,∞ , ‖ρ‖Hν )
(‖ρ‖Hν + ε‖U‖2Hν).
Proof Since we work in a domain with boundaries, we need to distinguish hor-
izontal and vertical derivatives; to this purpose, we use here the Hs,k spaces
introduced in (6), and we repeatedly use the continuous embedding Hs+1/2,1 ⊂
L∞((−H, 0);Hs(Rd)) (see for instance Proposition 2.12 in [33]).
Let us consider first the following more general boundary value problem,
with f ∈ C([−H, 0];L2(S)3) such that f|z=−H,0 = 0, g ∈ L2(S) and h ∈
C([−H, 0];L2(Rd)),
−∇X,z · 1
ρeq + ερ
∇X,zQ = ε∇X,z · f + ε|D|g + ∂zh,
− 1
ρeq + ερ
∂zQ|z=−H,0 = h|z=−H,0 .
(8)
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Multiplying by Q and integrating by parts in both sides of the equation (note
that the boundary terms cancel each other), we get( 1
ρeq + ερ
∇X,zQ,∇X,zQ
)
= −ε(f ,∇X,zQ)+ ε(g, |D|Q)− (h, ∂zQ),
from which one readily gets, with ρmax = ‖ρeq + ερ‖∞,
1
ρmax
‖∇X,zQ‖2 ≤ ε‖f‖2 + ε‖g‖2 + ‖h‖2. (9)
Applying this estimate with Q = P , f = U · ∇X,zU , g = 0 and h = ρgρeq+ερ , we
get the following L2-control on the solution ∇X,zP to (7),
1
ρmax
‖∇X,zP‖2 ≤ ε‖U · ∇X,zU‖2 + ‖ ρg
ρeq + ερ
‖2. (10)
Horizontal derivatives of ∇X,zP can also be controlled in L2 by applying
Λr−1|D| (0 ≤ r ≤ s and s > d/2 + 3/2) to (7) and using (8) with Q =
Λr−1|D|P , f = 1ε [Λr−1|D|, 1ρeq+ερ ]∇X,zQ, g = Λr−1∇X,z · (U · ∇X,zU), and
h = Λr−1|D|
(
ρg
ρeq+ερ
)
. The estimate (9) then yields
1
ρmax
‖Λr−1|D|∇X,zP‖2 ≤ ε‖1
ε
[Λr−1|D|, 1
ρeq + ερ
]∇X,zP‖2
+ ε‖Λr−1∇X,z · (U · ∇X,zU)‖2 + ‖Λr−1|D|
( ρg
ρeq + ερ
)
‖2; (11)
we now turn to control the three terms in the right-hand-side:
- Control of ‖ 1ε [Λr−1|D|, 1ρeq+ερ ]∇X,zP‖2. Remarking that 1ρeq+ερ = 1ρeq −
ερ
ρeq(ρeq+ερ)
and that [Λr−1|D|, 1ρeq ] = 0, we have∥∥1
ε
[Λr−1|D|, 1
ρeq + ερ
]∇X,zP
∥∥
2
=
∥∥[Λr−1|D|, ρ
ρeq(ρeq + ερ)
]∇X,zP
∥∥
2
≤ C( 1
ρmin
, ‖ρ‖W 1,∞)‖ρ‖Hs,1‖∇X,zP‖Hr−1/2,1 ,
where we used the commutator estimate (38) and the assumption that s >
d/2 + 3/2 to derive the second inequality.
- Control of ‖Λr−1∇X,z · (U · ∇X,zU)‖2. Recalling that ∇X,z · U = 0, we can
write classically
∇X,z ·
(
U · ∇X,zU
)
=
∑
i,j=x,y,z
∂iUj∂jUi,
and therefore, using the product estimate (34) and the assumption that s >
d/2 + 3/2 (recall also that 0 ≤ r ≤ s),
‖Λr−1∇X,z · (U · ∇X,zU)‖2 ≤ ‖U‖2Hs,2 .
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- Control of ‖Λr−1|D|
(
ρg
ρeq+ερ
)
‖2. Without any difficulty, one gets
‖Λr−1|D|
( ρg
ρeq + ερ
)
‖2 ≤ C( 1
ρmin
, ‖ρ‖W 1,∞)‖ρ‖Hs,1 .
Gathering these three estimates, together with (10) and (11), we finally
get
‖∇X,zP‖Hr,0 ≤C( 1
ρmin
, ‖ρeq‖∞, ‖ρ‖W 1,∞)
×
(
‖ρ‖Hs,1 + ε‖U‖2Hs,2 + ε‖∇X,zP‖Hr−1/2,1
)
,
for all 0 ≤ r ≤ s. We now prove that it is possible to obtain an estimate on
the Hr,1-norm instead of the Hr,0 norm in the left-hand-side, at the cost of
increasing slightly the regularity in z of ρ. Using the equation satisfied by P ;
one has
−∂2zP = (ρeq + ερ)∂z
( 1
ρeq + ερ
)
∂zP + (ρeq + ερ)∇ · 1
ρeq + ερ
∇P
+ ε(ρeq + ερ)
∑
i,j=x,y,z
∂iUj∂jUi,+(ρeq + ερ)∂z
( ρg
ρeq + ερ
)
; (12)
controlling the right-hand-side inHr−1,0 through (34) shows that ‖Λr−1∂2zP‖Hr,0
is bounded from above by
C(
1
ρmin
, ‖ρeq‖W 1,∞ , ‖ρ‖W 1,∞)
(
‖ρ‖Hs,2 + ε‖U‖2Hs,2 + ε‖∇X,zP‖Hr−1/2,1
)
,
and we have therefore obtained that
‖∇X,zP‖Hr,1 ≤C( 1
ρmin
, ‖ρeq‖W 1,∞ , ‖ρ‖W 1,∞)
×
(
‖ρ‖Hs,2 + ε‖U‖2Hs,2 + ε‖∇X,zP‖Hr−1/2,1
)
;
by a simple finite induction on r, we therefore get
‖∇X,zP‖Hs,1 ≤ C( 1
ρmin
, ‖ρeq‖W 1,∞ , ‖ρ‖W 1,∞)
(‖ρ‖Hs,2 + ε‖U‖2Hs,2). (13)
Using the product estimate (37), we also get from (12) that for all 0 ≤ k ≤ ν,
‖∇X,zP‖Hν,k ≤ ‖∇X,zP‖Hν,1 + ‖∂2zP‖Hν−1,k−1
≤ C( 1
ρmin
, ‖ρeq‖W ν,∞ , ‖ρ‖Hν
)
(‖ρ‖Hν + ε‖U‖2Hν + ‖∇X,zP‖Hν,k−1)
(we used here the assumption that ν > d + 2). The result then follows from
an induction on k and (13).
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Applying Λν−k∂kz (k = 0, 1, 2) to the equations of (4), we get (∂tU˜k + εU · ∇X,zU˜k) = F1 + F2,∂tρ˜k + εU · ∇X,z ρ˜k = f1 + f2,∇X,z · U˜k = 0
where we denoted U˜k = Λ
ν−k∂kzU and ρ˜k = Λ
ν−k∂kz ρ, and where
F1 = −Λν−k∂kz
( 1
ρeq + ερ
∇X,zP
)
− Λν−k∂kz
( ρ
ρeq + ερ
gez
)
,
F2 = −ε(Λν−k∂kz , U) · ∇X,zU
and
f1 = −Λν−k∂kz
(
w
d
dz
ρeq
)
, f2 = −ε[Λν−k∂kz , U ] · ∇X,zρ.
Multiplying the first equation by U˜k and the second one by ρ˜k, and integrat-
ing by parts, we get (recall that ∇X,z · U = 0 and that w vanishes at the
boundaries),
d
dt
(1
2
‖U˜k‖22 +
1
2
‖ρ˜k‖22
)
= (F1 + F2, U˜) + (f1 + f2, ρ˜)
≤ (‖F1‖2 + ‖F2‖2)‖U˜k‖2 + (‖f1‖2 + ‖f2‖2)‖ρ˜k‖2
We easily get from the product estimate (37) and Lemma 1 (for F1 and f1)
and the commutator estimate (40) (for F2 and f2) that
‖F1‖2 + ‖F2‖2 + ‖f1‖2 + ‖f2‖2 ≤ C
( 1
ρmin
, ‖ρeq‖W ν,∞ , ‖ρ‖Hν , ‖U‖Hν
)
and therefore
d
dt
(
‖U˜k‖22 + ‖ρ˜k‖22
)
≤ C( 1
ρmin
, ‖ρeq‖W ν,∞ , ‖ρ‖Hn , ‖U‖Hν
)(‖U˜k‖2 + ‖ρ˜k‖2),
≤ C( 1
ρmin
, ‖ρeq‖W ν,∞ , ‖ρ‖Hν , ‖U‖Hν
)
.
Summing over all 0 ≤ k ≤ ν, this yields
d
dt
(
‖U‖2Hν + ‖ρ‖2Hν
)
≤ C( 1
ρmin
, ‖ρeq‖W ν,∞ , ‖ρ‖Hν , ‖U‖Hν
)
,
which is the desired a priori estimate.
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3 A linear approximation
We consider here the linear approximation to the full system of equations (4)-
(5), formally obtained by setting ε = 0 in the equations. We show in §3.1
that this approximation is as expected of precision O(ε) and then turn to
analyze its behavior. As often in oceanography (e.g. [20]), it is convenient
to describe the vertical dependence of the functions involved in the problem
by decomposing them on a Sturm-Liouville basis. General facts on Sturm-
Liouville decompositions are recalled in §3.2. We then show in §3.3 that, when
the so-called Brunt-Vaisa¨la¨ frequency N is independent of z, the coefficients of
these decompositions are found by solving uncoupled dispersive perturbations
of wave systems (whose speed are related to the eigenvalues of the Sturm-
Liouville problem satisfied by the vertical velocity). We then turn to study
in §3.4 the general case where N is not constant. We show that for such a
configuration, the dispersive terms induce a coupling between the different
modes of the decomposition. In both cases (constant and non constant N),
we give sufficient conditions to improve the speed of convergence of the modal
decomposition.
3.1 Error estimate for the linear approximation
We consider here the linearized system obtained by taking ε = 0 in (4)-(5).
Decomposing the equation on the velocity into its horizontal and vertical com-
ponents, this yields 
∂tV +
1
ρeq
∇P = 0
∂tw +
1
ρeq
∂zP +
ρ
ρeq
g = 0,
∂tρ+ w
d
dz
ρeq = 0,
∇X,z · U = 0
(14)
with the boundary conditions
w|z=−H = w|z=0 = 0. (15)
As shown in the following proposition, the solutions of this linear model provide
an O(ε) approximation to the exact solution of the full nonlinear problem (4)-
(5).
Proposition 1 Let the assumptions of Theorem 1 be satisfied and denote by
T > 0 the existence time of the solution (U, ρ) of the nonlinear problem (4)-
(5) provided by this theorem. There exists also a unique solution (U lin, ρlin) ∈
C([0, T ];Hν(S)d+2) to the linear problem (14)-(15) with same initial data, and
the following error estimate holds
‖(ρ− ρlin, U − U lin)‖L∞([0,T ]×Hν−1) ≤ c3ε
with c3 = C
(
T, 1ρmin ,M0, ‖ρeq‖W ν,∞ , H, ‖ρ0‖Hν , ‖U0‖Hν
)
.
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Proof It is obvious that the solution to the linear system is defined on the same
time interval as the solution to the nonlinear system provided by Theorem 1.
We need to prove the error estimate. Let us decompose the pressure P in the
nonlinear problem under the form P = PL + εPNL, with

−∇X,z · 1
ρeq
∇X,zPL = ∂z
( ρg
ρeq
)
,
− 1
ρeq
∂zP
L
|z=−H,0 =
( ρg
ρeq
)
|z=−H,0
,
and 
−∇X,z · 1
ρeq + ερ
∇X,zPNL = ∇X,z · F,
− 1
ρeq + ερ
∂zP
NL
|z=−H,0 = Fv,
where
F = U · ∇X,zU − ρ
2
ρeq(ρeq + ερ)
gez − ρ
ρeq(ρeq + ερ)
∇X,zPL,
and Fh and Fv denote its horizontal and vertical components. The difference
U˜ = U − U lin, ρ˜ = ρ− ρlin and P˜ = PL − P lin satisfies therefore

∂tV˜ +
1
ρeq
∇P˜ = −ε 1
ρeq + ερ
∇PNL + εFh
∂tw˜ +
1
ρeq
∂zP˜ +
ρ˜
ρeq
g = −ε 1
ρeq + ερ
∂zP
NL + εFv,
∂tρ˜+ w˜
d
dz
ρeq = εf,
with f = −εU · ∇X,zρ. Proceeding as for Lemma 1, one gets
‖∇X,zP˜‖Hν−1 . ‖ρ˜‖Hν−1 and ‖∇X,zPNL‖Hν−1 ≤ C
(‖(U, ρ)‖Hν)
while F and f are also bounded from above in Hν−1(S) by C(‖(U, ρ)‖Hν). It
follows as in the proof of Theorem 1 that
d
dt
(
‖U˜‖2Hν−1+‖ρ˜‖2Hν−1
)
≤ C‖ρ˜‖2Hν−1+εC
(‖(U, ρ)‖Hν)(‖U˜‖Hν−1+‖ρ˜‖Hν−1),
and the estimate provided in the proposition classically follows using a Gronwall-
type argument.
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3.2 Modal decomposition
Simple manipulations of the linear equations (14)-(15) show that the vertical
velocity w must satisfy
∂2t
[(
∆+
1
ρeq
∂z
(
ρeq∂z ·
))
w
]
+N2∆w = 0, (16)
where N = N(z) is the Bru¨nt-Vaisa¨la¨ frequency,
N2 = −ρ
′
eq
ρeq
g.
In order to solve (16), it is therefore quite natural to decompose w on the
orthonormal basis (fn)n∈N of L2([−1, 0], ρeqN2dz) formed by the eigenfunc-
tions of the following Sturm-Liouville problem,
d
dz
(
ρeq
d
dz
fn
)
+
ρeqN
2
c2n
fn = 0,
fn(−H) = fn(0) = 0,
(17)
with corresponding eigenvalues (
1
c2n
)n∈N satisfying c1 > c2 > · · · > cn > . . .
and cj > 0 for all j ∈ N∗; we also have the asymptotic behavior cn = O(1/n)
as n→∞.
Example 1 We show in Figure 1 a typical stratification for an ocean of depth
H = 3500m (see [10]) and the corresponding Brunt-Vaisa¨la¨ frequency. The
(a) Density (kg.m−3) (b) N (cycles/hour)
Fig. 1: Example of the vertical dependence of the density and Brunt-Vaisa¨la¨
frequency in an ocean
Internal waves in stratified fluids 13
(a) For the ocean stratification of Fig. 1a (b) For the sharp stratification (32)
Fig. 2: The speeds associated to the first modes
speeds associated to the first modes in the Sturm-Liouville problem (17) are
represented in Figure 2a.
Finally, the first six eigenfunctions of the Sturm-Liouville basis (fn) asso-
ciated to (17) are represented in Figure 3.
We therefore look for w under the form
w(t,X, z) =
∞∑
n=1
wn(t,X)fn(z). (18)
Since the coefficients of the system (14) depend on z, the velocity, pressure
and density fields must be decomposed on other orthonormal basis that are
introduced in the following lemma.
Lemma 2 Let ρeq ∈W 1,∞(−H, 0) and α =
( ∫ 0
−H ρ
−1
eq
)−1/2
, assume that
inf
z∈(−H,0)
ρeq(z) > 0 and inf
z∈(−H,0)
N(z) > 0,
and let (fn)n≥1 be the orthonormal basis of L2((−H, 0), ρeqN2dz) formed by
the eigenfunctions of (17). Then
i. The sequence (ρeqN
2fn)n≥1 forms an orthonormal basis of the weighted space
L2((−H, 0), (ρeqN2)−1dz).
ii. The sequence (gn)n≥0 with g0 = αρ−1eq (with α as above), and gn = cnf
′
n
for n ≥ 1 forms an orthonormal basis of L2((−H, 0), ρeqdz).
iii. The sequence (ρeqgn)n≥0 forms an orthonormal basis of L2((−H, 0), ρ−1eq dz).
Proof The first point is straightforward.
For the second point, remark first that integrating by parts and using (17),
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Fig. 3: The first 6 vertical modes of the Sturm-Liouville decomposition (17)
(from left to right)
one gets
∀m,n ≥ 1, (gm,gn)L2ρeq = cmcn(ρeqf
′
m, f
′
n)
= −cmcn((ρeqf ′m)′, fn)
=
cn
cm
(fm, fn)L2
ρeqN2
= δmn,
which proves that (gn)n≥1 is an orthonormal family for L2((−H, 0), ρeqdz). We
therefore need to prove that it forms an orthonormal basis if we complement
it with g0. The scalar α is chosen so that g0 is a unit vector. In order to check
that it is orthogonal to gn for n ≥ 1, just remark that
(g0,gn)L2ρeq = αcn
∫ 0
−H
f ′n
= 0
since fn vanishes at the boundaries. The family (gn)n≥0 is therefore orthonor-
mal and we just have to prove that its orthogonal reduces to {0}. Let therefore
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f ∈ L2((−H, 0), ρeqdz) be such that
∀n ∈ N, (f,gn)L2ρeq = 0
and let us prove that f = 0. From the case n = 0, one deduces that
∫ 0
−H f = 0.
Denoting F (z) =
∫ z
−H f , one also deduces that for all n ≥ 1 one has
0 = cn(f, f
′
n)L2ρeq
= −cn(F, (ρeqf ′n)′)
= c−1n (F, fn)L2
ρeqN2
,
where we used the fact that F vanishes at the boundaries (owing to the fact
that f has zero mean) to derive the second equality. Since (fn)n≥1 is an or-
thonormal basis of L2((−H, 0), ρeqN2dz), we deduce that F = 0 and therefore
that f = 0.
The third point is then directly deduced from the second one.
Owing to the lemma, we can look for V , P and ρ under the following
expansions
V (t,X, z) =
∞∑
n=0
Vn(t,X)gn(z),
P (t,X, z) =
∞∑
n=0
Pn(t,X)ρeq(z)gn(z),
ρ(t,X, z) =
∞∑
n=1
1
g
ρn(t,X)ρeq(z)N
2(z)fn(z).
(19)
Remark 2 Note in particular that
‖V ‖2L2ρeq =
∞∑
n=0
|Vn|22, ‖w‖2L2
ρeqN2
=
∞∑
n=0
|wn|22, ‖gρ‖2L2 1
ρeqN2
=
∞∑
n=0
|ρn|22;
more generally, one has for all s ∈ R,
‖V ‖2
Hs,0ρeq
=
∞∑
n=0
|Vn|2Hs , ‖w‖2Hs,0
ρeqN2
=
∞∑
n=0
|wn|2Hs , ‖gρ‖2Hs,01
ρeqN2
=
∞∑
n=0
|ρn|2Hs .
3.3 The case of constant N : no dispersive mixing
The following proposition restates the system of equations (14) as a set of
equations on the coefficients of these decompositions. We first assume that the
Bru¨nt-Vaisa¨la¨ frequency N is constant.
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Proposition 2 Let ρeq ∈ W 1,∞(−H, 0) be such that N2 = −ρ
′
eq
ρeq
is constant
and strictly positive on (−H, 0). Let also s ≥ 0 and T > 0 and (U lin, ρlin) ∈
C([0, T ];Hs,0) solve the linear equations (14)-(15) and assume that the vertical
component of the vorticity is zero, that is, ∇⊥ · V lin|t=0 = 0.
The coefficients (Vn, wn, ρn, Pn) provided by the decompositions (18) and (19)
are found by solving, for all n ≥ 1, the equations
(
1− c
2
n
N2
∆
)
∂tVn + cn∇ρn = 0,
∂tρn + cn∇ · Vn = 0,
with initial data given by the coefficients of the decomposition of and V 0 and
ρ0, and wn and Pn are given by
wn = −cn∇ · Vn, and Pn = cnρn + cn
N2
∂twn,
while for n = 0, one must have P0 = 0 and V0 = 0. Moreover,
∞∑
n=1
[|ρn|2Hs + |Vn|2Hs + |wn|2Hs] <∞.
Remark 3 The assumption that ∇⊥ · V lin|t=0 = 0 is not restrictive. Indeed, one
deduces from the first equation of (14) that ∇⊥ · V lin is constant in time. We
can therefore always decompose V in as V in(t,X, z) = VI(X, z) + VII(t,X, z)
with ∇ · VI = ∇⊥ · VII = 0 and apply the proposition to VII(t,X, z).
Remark 4 The system solved by the (Vn, ρn) is a linear Boussinesq-type sys-
tem similar to those arising in the study of shallow water waves (e.g. [33]). It
is striking that for water waves, the dispersive perturbation appears as an ap-
proximation of a nonlocal operator (related to a Dirichlet-Neumann operator)
which is valid only in shallow water. Here, the simple, differential, form of the
dispersive term is valid outside the shallow water regime (see Section 4 for an
investigation of this latter).
Proof The proof consists in decomposing the equations of (14) on several basis
related to the Sturm-Liouville basis (fn)1≤n. We have therefore to decompose
time and space derivatives of V , w, ρ and P on such basis. This is straightfor-
ward for time and horizontal derivatives; for instance,
∂tV =
∞∑
n=0
(∂tVn)gn, ∇P =
∞∑
n=0
(∇Pn)ρeqgn,
but this is less obvious for vertical derivatives, which are considered in the
following lemma.
Lemma 3 Let s ∈ R.
i. The following two assertions are equivalent,
1. One has w ∈ Hs,1(S) and w|z=−H,0 = 0.
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2. One has w =
∑∞
n=1 wnfn and
∑∞
n=1 |wn|2Hs +
∑∞
n=1 c
−2
n |wn|2Hs−1 <∞.
Moreover, one has
∂zw =
∞∑
n=1
1
cn
wngn.
ii. The following two assertions are equivalent,
1. One has ∇P ∈ Hs,0 and ∂zP ∈ Hs+1,0.
2. One has P =
∑∞
n=0 Pnρeqgn and
∑∞
n=1 c
−2
n |Pn|2Hs+1 <∞.
Moreover, one has
∂zP = −
∞∑
n=1
1
cn
PnρeqN
2fn.
Proof (Proof of the lemma) i. Let us first prove the direct implication. By
assumption, ∂zw ∈ L2zHs−1(Rd) and can therefore be decomposed on the
basis (gn)0≤n, which, we recall, is orthonormal for the L2ρeq scalar product.
∂zw =
∞∑
n=0
(∂zw,gn)L2ρeqgn.
Since w vanishes at the boundaries, we have,
(∂zw,gn)L2ρeq = −
∫ 0
−H
wcn
d
dz
(
ρeq
d
dz
fn
)
=
1
cn
wn,
using the definition of fn and gn (when n = 0 the last expression should be
replaced by 0). The result follows therefore from Parseval identity.
For the reverse inequality, Parseval identity directly yields w ∈ Hs,1(S), but
it remains to show that the trace vanishes at the boundary. This is the case
because w is an infinite sum of functions that vanish at the boundary and that,
under our assumptions, and recalling that the eigenfunctions are uniformly
bounded [19], this sum is absolutely convergent.
ii. Since ∂zP ∈ Hs+1,0 and ∇P ∈ Hs,0, there are functions qn ∈ Hs+1(Rd)
and Qn ∈ Hs(Rd)d such that
∂zP =
∞∑
n=1
qnρeqN
2fn and ∇P =
∞∑
n=0
Qnρeqgn.
Since ∇∂zP ∈ Hs,0, we can decompose it on the basis (ρeqN2fn) which is
orthonormal for the L2((−H, 0), (ρeqN2)−1dz) scalar product, and we have
(∂z∇P, ρeqN2fn)L2
(ρeqN2)−1
= −(∇P, 1
cn
gn)L2 = − 1
cn
Qn
(note that contrary to the first point, it is not required that P vanishes at
the boundary, because the eigenfunctions fn satisfy such a cancellation). This
yields that Qn = −cn∇qn and the result follows by setting Pn = −cnqn.
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Using Lemmas 2 and 3, the system of equations (14) is equivalent to the rela-
tions obtained by taking the L2((−H, 0), dz) scalar product of these equations
with ρeqgn (n ≥ 0), ρeqfn (n ≥ 1), fn (n ≥ 1) and ρeqgn (n ≥ 0) respectively.
These relations are {
∂tV0 +∇P0 = 0,
∇ · V0 = 0 (20)
and
∀n ≥ 1,

∂tVn +∇Pn = 0,
1
N2
∂twn + ρn − Pn
cn
= 0,
∂tρn − wn = 0,
1
cn
wn = −∇ · Vn,
(21)
where the assumption that N is independent of z has been used to derive
the second equation in (21). The equations on the coefficients given in the
proposition follow easily. Finally, the convergence of the summation given in
the last point of the proposition is a consequence of Remark 2.
Remark 5 The second equation in (21) is actually
Pn
cn
− ρn = (∂tw, fn)L2ρeq ,
and mixes all the modes if N2 is not constant. Since we assumed that N2 is
constant in the statement of the proposition, we have (∂tw, fn)L2ρeq =
1
N2 ∂twn.
The general case is considered in Proposition 4 below.
Remark 6 One directly deduces from (21) that
d
dt
(|Vn|22 + c2nN2 |∇ · Vn|22 + |ρn|22) = ddt(|Vn|22 + 1N2 |wn|22 + |ρn|22) = 0.
Owing to Remark 2, we get after summing over n ∈ N,
d
dt
∫
Rd
(1
2
ρeq|U |2 + 1
2
ρ2
g2
N2ρeq
)
= 0,
which is the energy identity satisfied by the solution to the linear equations
(14)-(15).
Remark 7 In the physical literature, the dynamics of the small amplitude ad-
justments is generally described in terms of the vertical velocity w through
(16), or equivalently, after decomposing on the basis (fn)n≥1, by
∀n ∈ N∗, ∂2twn − c2n(1−
c2n
N2
∆)−1∆wn = 0.
This equation can of course be easily deduced from (21). This configuration
will be considered in Section 4 below where the more complex nonlinear case
is considered.
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The representation of the solution to the linear equations (14)-(15) based
on the modal decomposition (18) and (19) brings some interesting qualitative
insight on the behavior of the waves. It should be used with caution however;
indeed, these decompositions involve infinite sums that without further as-
sumptions converge slowly, and in general no better than in the L2-sense. For
instance, the modal decomposition for the density is
ρ(t,X, z) =
∞∑
n=1
1
g
ρn(t,X)ρeq(z)N
2fn(z);
all the terms in the summation vanish at the boundary so that, when ρ does
not vanish at the boundary, this summation cannot converge uniformly in, say,
L∞([−H, 0];Hs(Rd)). Representing numerically the solution by a finite sum of
modes with coefficients computed as in Proposition 2 is therefore inaccurate.
This is due to the lack of regularity with respect to z of the solution considered
in Proposition 2. Indeed, as it appears in the Sturm-Liouville problem (17),
differentiation with respect to z is roughly equivalent to the multiplication of
the coefficients of the modal expansion by a factor of size O(1/cn) = O(n). If
we consider a function f ∈ Hm(−H, 0), represented under the form
F =
∞∑
n=1
Fnfn,
it is therefore expected that
∑
n2m|Fn|2 <∞. As seen above, this is however
false without additional assumptions on the behavior of F at the boundaries
because, one cannot identify ∂mz F with
∑∞
n=1 Fn
dm
dzm fn.
The following proposition provides such additional conditions on the initial
data under which the modal decomposition is more strongly (and in particular
uniformly) convergent. To state these conditions, we need to define the second
order differential operators T1, T2 as
T1 = ∂z
( 1
−ρ′eq
∂z
(
ρeq ·
))
and T2 = ∂z
(
ρeq∂z
( 1
−ρ′eq
· ));
in the statement below, the condition on V 0 must be removed in the case
l = 0 and we denote with a star the adjoint operator with the standard
L2((−H, 0),dz) scalar product.
Proposition 3 Under the assumptions of Proposition 2, assume moreover
that for some k ∈ N∗ and ν = 2k or 2k + 1, one has ρeq ∈ W ν,∞ and that
the solution (U lin, ρlin) to the linear equation belongs to C([0, T ], Hs,ν(S)), and
also that its initial data (U0, ρ0) satisfy the additional conditions
∂z(T1)
l−1V 0 = 0,
(
T ∗2
)l
w0 = 0, (T2)
lρ0 = 0,
for all 0 ≤ l ≤ k. Then the following convergence holds
∞∑
n=1
[ 1
c2νn
|ρn|2Hs−ν +
1
c2νn
|Vn|2Hs−ν +
1
c2νn
|wn|2Hs−ν
]
<∞.
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Proof The following key lemma shows the importance of the differential oper-
ators T1 and T2 introduced above.
Lemma 4 Assume that N2 = g
−ρ′eq
ρeq
does not depend on z and that (U, ρ) be
a smooth enough solution of the linear system
∂tV +
1
ρeq
∇P = 0
∂tw +
1
ρeq
(∂zP + ρg
)
= 0
∂tρ+ ρ
′
eqw = 0,
∇ · V + ∂zw = 0.
(22)
Defining V ], w], ρ] and P ] through
V ] = T1V, w
] = T ∗2w, ρ
] = T2ρ, P
] = T ∗1 P,
one has 
∂tV
] + 1ρeq∇P ] = 0
∂tw
] + 1ρeq (∂zP
] + ρ]g
)
= 0
∂tρ
] + ρ′eqw
] = 0,
∇ · V ] + ∂zw] = 0.
Proof (Proof of the lemma) The first, third and fourth equations follow from
simple computations by applying T1 to the first equation of (22), T2 to the
third one and T1 to the fourth one. Let us now define
T3 =
1
ρeq
(
ρeq∂z
( ρeq
−ρ′eq
· ));
applying T3 to the second equation in (22), one gets
T3∂tw +
1
ρeq
(∂zP
] + ρ]g
)
= 0
and the result follows from the observation that if N2 does not depend on z,
then T3 = T
∗
2 .
It is then quite easy to check that the conditions made in the statement of the
proposition on the initial data are propagated by the equations. And since the
system satisfied by (U ], ρ], P ]) has exactly the same structure as the original
one, it is enough to prove that result for ν = 1 and ν = 2. The case ν = 1
follows from Lemma 3 for w and P . For V , the results is obtained as for P ;
finally, the assumption that ρ vanishes at the boundaries is propagated from
the initial condition, and the result for ρ can be obtained as for w.
We now prove the case ν = 2. Since under the assumptions of the proposition
one has T ∗2w ∈ L2([−H, 0];Hs−2(Rd)), we can represent it on the basis fn with
coefficients (
T ∗2w, fn
)
L2
N2ρeq
= − 1
cn
(
∂zw,gn
)
L2ρeq
= − 1
c2n
wn,
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the last equality stemming from Lemma 3. Since moreover wn = −cn∇ · Vn
(and that ∇⊥ · Vn = 0), we then deduce that
∑∞
n=1
1
c4−2n
|Vn|Hs−2k+1 <∞.
Since ρ is now assumed to vanish at the boundary, there is a representation
formula for ∂zρ similar to the one provided for w in Lemma 3 and one can
conclude as above. For V , there is a representation formula similar to the
one given for P in Lemma 3 and the fact that ∂zV vanishes at the boundary
provides a representation formula for T1V that provides the result through
Parseval identity.
3.4 The case of variable N and dispersive mixing
We have already noted in Remark 5 that it is necessary that N2 be constant
in the derivation of the equations given in Proposition 2 for the coefficients of
the modal decomposition. The key point was that when N2 is constant then
one can write
(fm, fn)L2ρeq =
1
N2
(fm, fn)L2
ρeqN2
,
=
1
N2
δmn
where δmn = 1 if m = n and 0 otherwise. In the general case where N
2
depends on z, this is no longer the case and we are therefore led to define the
interaction coefficients αmn as
αmn = (fm, fn)L2ρeq , (23)
and the second equation in (21) becomes
Pn
cn
− ρn = (∂tw, fn)L2ρeq ,
=
∞∑
m=1
αmn∂twm
= −
∞∑
m=1
cmαmn∇ · ∂tVm;
we therefore have the following generalization of Proposition 2.
Proposition 4 Let ρeq ∈ W 1,∞(−H, 0) be such that N2 = −ρ
′
eq
ρeq
is a strictly
positive function on (−H, 0). Let also s ≥ 0 and T > 0 and (U lin, ρlin) ∈
C([0, T ];Hs,0) solve the linear equations (14)-(15) and assume that the vertical
component of the vorticity is zero, that is, ∇⊥ · V lin = 0.
The coefficients (Vn, wn, ρn, Pn) provided by the decompositions (18) and (19)
are found by solving, for all n ≥ 1, the equations∂tVn −
∞∑
m=1
cmcnαmn∆∂tVm + cn∇ρn = 0,
∂tρn + cn∇ · Vn = 0
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Table 1: Mixing coefficients αmn for 1 ≤ m,n ≤ 6 (in hour−2)
0.26 -0.22 -0.02 0.07 -0.05 -0.01
* 0.57 -0.13 0.01 -0.05 0.02
* * 0.45 -0.20 -0.03 0.08
* * * 0.47 0.14 0.06
* * * * 0.45 0.17
* * * * * 0.38
with initial data given by the coefficients of the decomposition of and V 0 and
ρ0, and wn and Pn are given by
wn = −cn∇ · Vn, and Pn = cnρn + cn
∞∑
m=1
αmn∂twm,
while for n = 0, one must have P0 = 0 and V0 = 0.
Remark 8 As in Proposition 2, one gets that the sequences (|Vn|Hs)n and
(|ρn|Hs)n are in l2(N), but it is not possible to improve this convergence as
in Proposition 3. Indeed, the proof of this proposition relied on Lemma 4
which requires that N2 is constant. The best one can get is to extend to non
constant N the case ν = 1 of Proposition 3; this ensures that if (U lin, ρlin) ∈
C([0, T ];Hs,1), then one has convergence of (c−1n |Vn|Hs−1)n and (c−1n |ρn|Hs−1)n
in l2(N). This is fortunately enough to get uniform convergence of the modal
decomposition.
Remark 9 Though mode mixing due to topography [21] or nonlinear terms
[39] is known to occur, such a dispersive mixing does not seem to have been
noticed before; the reason is that in the physical literature (e.g; [18,20]), only
the hydrostatic component of the pressure is taken into account (i.e. the term
∂tw is neglected in the second equation of (14)).
Example 2 We represent in Table 1 the mixing coefficients αmn for 1 ≤ m,n ≤
6 for the example of stratified ocean considered in Example 1 (the table being
symmetric, we just represent the upper half). For this example, the mixing
coefficients between two neighboring coefficients (n and n ± 1) are smaller
but of same order as the corresponding diagonal terms, while the other in-
teractions are at least one order smaller. It follows that for perturbations for
which dispersion is significant (i.e. perturbations that do not have a too large
wavelength), it can trigger neighboring modes.
4 The shallow water regime
We consider here some configurations of interest in oceanography, when the
horizontal scale is much larger than the depth (shallow water). Under the
additional strong Boussinesq assumption under which the density is assumed
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to be constant in Euler’s equations, we are able to derive nonlinear models. We
first derive in §4.1 the dimensionless equations, that involve two parameters: ε
(nonlinearity) and µ (shallowness). The local well posedness of these equations
is granted by a straightforward adaptation of Theorem 1, but the resulting
time of existence cannot be controlled as µ gets smaller, which is by definition
the case in the shallow water regime. This problem is addressed in §4.2. We
then propose in §4.3 a nonlinear extension of the modal representation of the
solutions used above in the linear case.
4.1 Dimensionless equations under the strong Boussinesq assumption
We are interested here in describing the behavior of the solutions to (4)-(5) for
configurations arising in oceanography with the propagation of internal waves.
For such applications, the equilibrium density is of the form
ρeq(z) = ρ0 + ρ˜eq(z)
with ρ0 a constant and ρ˜eq  ρ0 . Therefore, the so called strong Boussinesq
assumption is generally made; it consists in neglecting the variation of the
density everywhere except in the density equation and in buoyancy forces, so
that the equations under considerations are
(∂tU + εU · ∇X,zU) = − 1
ρ0
∇X,zP − ρ
ρ0
gez,
∂tρ+ εU · ∇X,zρ+ w d
dz
ρeq = 0,
∇X,z · U = 0
(24)
with the boundary conditions
w|z=−H = w|z=0 = 0. (25)
In most cases, the configurations under consideration are typically of “shal-
low water” type, meaning that horizontal scales are much larger than vertical
ones. (see for instance [20,10,21]). This particular setting has strong conse-
quences on the behavior of the solutions that are more easily captured by
working with a dimensionless version of the equations for which the scales are
adapted to the physical phenomenon under consideration.
We therefore define the following dimensionless variables and unknown
(denoted with a tilde),
X = LX˜, z = Hz˜, t =
L√
gH
t˜,
V =
√
gHV˜ , w =
√
µ
√
gHw˜, ρ = ρ0ρ˜, P = ρ0gHP˜ ,
where L is a typical horizontal scale, H is the total depth, ρ0 the average vo-
lumic mass of sea-water, while
√
gH correspond to the speed of the barotropic
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(surface) mode neglected here under our rigid lid assumption, and µ > 0 is
the so called “shallowness parameter”,
µ =
H2
L2
.
We also introduce the quantities ρ and N2 defined as
ρ(z) =
ρeq(zH)
ρ0
, N2 = N2(z) = − d
dz
ρ,
where it is implicitly assumed that ρeq is a non-increasing function of z (which
is an obvious and classical condition for the linear stability of the equilibrium);
the (depth depending) quantity N is the nondimensionalized Brunt-Va¨isa¨la¨ –
or buoyancy – frequency.
With these new variables and unknowns, the equations (4)-(5) become after
dropping the tildes and separating the equations for the horizontal and vertical
velocities, and in the nondimensionalized fluid domain X ∈ Rd, z ∈ (−1, 0),
(∂tV + εU · ∇X,zV ) = −∇P,
µ(∂tw + εU · ∇X,zw) = −(∂zP + ρ),
∂tρ+ εU · ∇X,zρ−N2w = 0,
∇X,z · U = 0,
(26)
where ∇ stands for the gradient operator taken with respect to the horizontal
variables alone. These equations are complemented by the boundary conditions
w|z=−1 = w|z=0 = 0. (27)
4.2 Uniform well-posedness
One can without difficulty adapt the proof of Theorem 1 to get an existence
result for the nondimensionalized system (26)-(27); however, such a proof does
not provide an existence time that is uniform with respect to µ in the shallow
water limit, that is, when µ→ 0. The following theorem provides an existence
time of order O(ε/
√
µ) and which is therefore uniformly of size O(1) when
the perturbation are of medium amplitude (ε = O(
√
µ) and uniformly of size
O(1/
√
ε) in the weakly nonlinear regime ε = O(µ).
Theorem 2 Assume that the Bru¨nt-Vaisa¨la¨ frequency N > 0 is independent
of z and let k0 ∈ N, ν = 2k0 > d + 2. Then for all ρ0, U0 ∈ Hν(S) such that
∇X,z · U0 = 0 and{
∀0 ≤ k ≤ k0 − 1, ∂2kz ρ0 = ∂2k+1z V 0 = 0
∀0 ≤ k ≤ k0, ∂2kz w0 = 0
at z = −1, 0,
there exists T > 0 such that for all 0 < ε, µ ≤ 1, there is a unique solution
(U, ρ) ∈ C([0, Tε/√µ ];Hn(S)d+2) to (26)-(27) with initial condition (U0, ρ0).
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Proof A key step in the proof is that w and its vertical derivatives of even
order vanish at the boundary. We will use the following lemma.
Lemma 5 If (U, ρ) is a smooth solution to (26)-(27) on a time interval [0, T ]
such that for some k0 ∈ N the initial data satisfy
∀0 ≤ j ≤ k0, ∂2jz w0 = ∂2jz ρ0 = ∂2j+1z V 0 = 0 at z = −1, 0.
These cancellations are propagated by the equations on the time interval [0, T ].
Moreover, if ∂2k0+2z w
in |z=−1,0 = 0 then ∂
2k0+2
z w|z=−1,0 = 0 on [0, T ].
Proof (Proof of the lemma) Let us prove first the following identities for 0 ≤
j ≤ k0,
(∂2jz w)|z=0,−1 = 0, (∂
2j
z ρ)|z=0,−1 = 0 (∂
2j+1
z P ) = 0, ∂
2j+1
z V = 0,
at z = −1, 0. Proceeding by induction, we assume that these identities hold
for 0 ≤ j ≤ k ≤ k0 − 1 and want to prove that they hold for j = k + 1. We
recall that
−(∂2z + µ∆)P = ∂zρ+ εµ∇X,z · (U · ∇X,zU)
so that, after differentiating 2k + 1 times with respect to z,
− ∂2k+2z (∂zP + ρ) = εµ∂2k+2z (U · ∇X,zw) + εµ∂2k+1z ∇ · (U · ∇X,zV ). (28)
Applying ∂2k+2z to the equation on w one also gets
µ∂t∂
2k+2
z w + εµ∂
2k+2
z (U · ∇X,zw) = −∂2k+2z (∂zP + ρ)
which, together with (28), yields
µ∂t∂
2k+2
z w = εµ∂
2k+1
z ∇ · (U · ∇X,zV )
= εµ∂2k+1z
[
V · ∇(∇ · V ) + w∂z(∇ · V ) +
d∑
l=1
∇Vl · ∂lV +∇w · ∂zV
]
.
Recalling that∇·V = −∂zw, taking the trace of the above identity at z = −1, 0
and using the induction assumption, one deduces
µ
(
∂t + εV · ∇+ ε(2k + 1)(∂zw))∂2k+2z w = 0 at z = −1, 0.
Therefore, if ∂2k+2z w = 0 at t = 0 on z = −1, 0, it remains equal to 0 for all
times, which proves the first relation of the induction assumption for j = k+1.
We can now apply ∂2k+2z to the equation on ρ and take the trace at the
boundaries to obtain (
∂t + εV · ∇)∂2k+2z ρ = 0
where we used the fact that ∂2k+2z (N
2w) = 0 at z = −1, 0 for N2 chosen
as in the statement of the lemma and the fact that ∂2jz w = 0 at z = −1, 0
for 0 ≤ j ≤ k + 1. This shows that the condition ∂2k+2z ρ = 0 at z = −1, 0
propagates from the initial data and establishes the second relation of the
induction assumption for j = k + 1. Taking the trace of (28) at z = −1, 0
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and using the results just proved yields the third relation. For the fourth one,
we apply ∂2k+3z to the equation on V and take the trace at the boundaries to
obtain
(∂t + εV · ∇+ ε(2k + 3)(∂zw))∂2k+3z V = 0 at z = −1, 0,
showing that the desired relation is propagated from the initial condition.
To conclude the induction, we need to show that the assumption is true for
j = 0. The condition on w is obvious, and the fact that ρ, ∂zP and ∂zV also
vanish at the boundaries can be deduced proceeding as above. The last point
of the lemma is established by running the first step of the induction proof for
k = k0 + 1.
Applying Λν−2k∂2kz (0 ≤ k ≤ k0) to the equations of (26), we get
(∂tV˜k + εU · ∇X,zV˜k) = −∇P˜k + εFh,
µ(∂tw˜k + εU · ∇X,zw˜k) = −(∂zP˜k + ρ˜k) + εµFv,
∂tρ˜k + εU · ∇X,z ρ˜k −N2w˜k = εf,
∇X,z · U˜k = 0,
where we denoted U˜k = Λ
ν−k∂2kz U and ρ˜k = Λ
ν−k∂2kz ρ, and where
Fh = −[Λν−2k∂2kz , U ] · ∇X,zV, Fv = −[Λν−2k∂2kz , U ] · ∇X,zw,
f = −[Λν−2k∂2kz , U ] · ∇X,zρ.
By the lemma, we also have the boundary conditions
w˜k |z=−1 = w˜k |z=0 = 0.
Multiplying the first equation by U˜k and the second one by ρ˜k, and integrating
by parts, we therefore get (recall that ∇X,z · U˜k = 0),
d
dt
E˜k ≤ ε‖Fh‖2‖V˜h‖2 + ε√µ‖Fv‖2√µ‖w˜k‖2 + ε‖f‖2‖ρ˜k‖2
≤ ε(‖Fh‖2 +√µ‖Fv‖2 + ‖f‖2)E˜1/2k
where
E˜k =
1
2
‖V˜k‖22 +
1
2
µ‖w˜k‖22 +
1
2
‖ρ˜k‖22
With ν ≥ 2t0 + 2, the commutator estimates of Appendix A imply that
‖Fh‖2 +√µ‖Fv‖2 + ‖f‖2 . 1√
µ
(‖V ‖Hν +√µ‖w‖Hν + ‖ρ‖Hν)2;
we note that the singular factor µ−1/2 comes from the components−[Λν , w]∂zV
of Fh and −[Λν , w]∂zρ of f in the case k = 0.
Summing over 0 ≤ k ≤ k0 and using the above estimates, it follows that
d
dt
k0∑
k=0
E˜k .
ε√
µ
(‖V ‖Hν +√µ‖w‖Hν + ‖ρ‖Hν)2( k0∑
k=0
E˜k
)1/2
.
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It is therefore possible to conclude by a nonlinear Gronwall type argument if
we are able to show that
(‖V ‖Hν +√µ‖w‖Hν + ‖ρ‖Hν)2 . k0∑
k=0
E˜k,
which is a direct consequence of the following lemma.
Lemma 6 i. There is a constant C such that for all smooth functions V , w
and ρ such that
∂2k+1z V|z=−1,0 = ∂
2k
z w|z=−1,0 = ∂
2k
z ρ|z=−1,0 + 0 for k = 0, . . . , k0 − 1,
one has, with u = V , w or ρ,
1
C
‖u‖Hν ≤
k0∑
k=0
‖Λν−2k∂2kz u‖2 ≤ C‖u‖Hν .
Proof (Proof of the lemma) We need to show that it is possible to control
Λν−2k−1∂2k+1z V (1 ≤ k ≤ k0) in L2(S) by
∑k0
k=0 ‖Λν−2k∂2kz V ‖2. This is a
consequence of Lemma 5 which under the assumption made on the vanishing
of the vertical derivatives of V of odd order, allows one to write
‖Λν−2k−1∂2k+1z V ‖22 =
∫
S
Λν−2k−1∂2k+1z V · Λν−2k−1∂2k+1z V,
= −
∫
S
Λν−2k∂2kz V · Λν−2k−2∂2k+2z V,
≤ ‖Λν−2k∂2kz V ‖2‖Λν−2k−2∂2k+2z V ‖2.
The result for w and ρ is proved similarly.
The proof of the theorem is therefore complete.
Remark 10 For surface waves (water waves), the existence time one obtains in
the weakly nonlinear regime in shallow water –and for the asymptotic mod-
els derived under these assumptions (Boussinesq systems or the KdV and
BBM equations, etc.)– the existence time is O(1/ε), uniformly with respect
to µ ∈ (0, 1) (see for instance [35] and references therein). This is also true
for interfacial waves between two layers of fluids of different densities [34] and
corresponding asymptotic models (see for instance [5,11] and the review [42]
and references therein). The reason why the existence time is only O(ε/
√
µ) is
partly due to the fact that irrotationality cannot be used. Indeed, if the ver-
tical vorticity were O(
√
µ), i.e if we had ∂zV = µ∇w +O(√µ) then the term
[Λν , w]∂zV would not be singular with respect to µ anymore. This is consistent
with [9] where it is shown that in the presence of vorticity, the water waves
equations are well posed on a time scale O(ε/
√
µ) under the assumption that
the vertical vorticity is O(
√
µ).
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4.3 Modal decomposition and nonlinear mixing
Proceeding as for the derivation of (16), one can derive from the linear version
of (26)-(27) the following equation for w,
∂2t
[(
µ∆+ ∂2z
)
w
]
+N2∆w = 0, (29)
where N is the Bru¨nt-Vaisa¨la¨ frequency that is now assumed to be indepen-
dent of z. Instead of (17), the relevant Sturm-Liouville problem for a modal
decomposition is now 
d2
dz2
fn +
N2
c2n
fn = 0,
fn(−1) = fn(0) = 0;
(30)
for this Sturm-Liouville problem, the eigenvalues and the orthonormal (for the
L2(N2dz) scalar product)- basis of eigenfunctions are explicit, as well as the
functions gn defined in Lemma 2 (which are now orthonormal for the L
2 scalar
product),
cn =
N
npi
, fn =
√
2
N
sin(npiz), gn =
√
2 cos(npiz).
The modal decompositions (18) and (19) are consequently replaced by
V (t,X, z) =
∞∑
n=0
Vn(t,X)gn(z), P (t,X, z) =
∞∑
n=0
Pn(t,X)gn(z),
w(t,X, z) =
∞∑
n=0
wn(t,X)fn(z), ρ(t,X, z) =
∞∑
n=1
ρn(t,X)N
2fn(z).
(31)
Proposition 5 The smooth solutions of (26)-(27) admit a modal decompo-
sition of the form (31) that satisfy the following coupled system of evolution
equations up to terms of size O(εµ),
(
1− µ 1
pi2n2
∆
)
∂tVn +
N
npi
∇ρn = −ε 1√
2
∑
(p±q)2=n2
[
Vp · ∇Vq ± q
p
∇ · VpVq
]
,
∂tρn +
N
npi
∇ · Vn = ε 1
N2
1√
2
∑
(p±q)2=n2
±[Vp · ∇ρq + q
p
∇ · Vpρq
]
.
Remark 11 The nonlinear terms induce a mixing of the different modes of a
different nature than the dispersive mixing exhibited in the linear case when N
is not constant. It can be expected that after some time, the coupling becomes
less and less efficient. Indeed, at first order, Vp and Vq (p 6= q) travel at a
different speed, and if they are localized enough, the product Vp · ∇Vq (as
well as the other coupling terms) becomes very small for large times. Such an
asymptotic has been used for instance in diffractive optics [31].
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Proof Decomposing V , w, ρ and P as in (31) and taking the L2(−1, 0) scalar
product of the first equation of (26) with gn gives
∂tVn +∇Pn = −ε
∞∑
p=1
∞∑
q=1
[
βpqnVp · ∇Vq + γpqnwpVq
cq
]
with
βpqn = (gpgq,gn), γpqn = −N2(fpfq,gn)
Taking the L2(−1, 0) scalar product of the second equation of (26) fn gives
similarly
1
N2
µ∂twn + ρn − 1
cn
Pn = O(εµ)
For the equation on ρ, we take the scalar product with fn to obtain
∂tρn − wn = ε 1
N2
∞∑
p=1
∞∑
q=1
[
γpqnVp · ∇ρq + γpnqwp ρq
cq
]
while the divergence free condition yields
wn = −cn∇ · Vn.
Up to terms of order O(εµ), we therefore obtain the following system on
(Vn, ρn),
(
1− µ c
2
n
N2
∆
)
∂tVn + cn∇ρn = −ε
∞∑
p=1
∞∑
q=1
[
βpqnVp · ∇Vq + γpqn cp
cq
∇ · VpVq
]
,
∂tρn + cn∇ · Vn = ε 1
N2
∞∑
p=1
∞∑
q=1
[
γpqnVp · ∇ρq + γpnq cp
cq
∇ · Vpρq
]
In order to get the result of the proposition, we just need to compute the
coefficients βpqn and γpqn using the explicit expression of the eigenfunctions
derived above. One readily checks that
√
2gpgqgn is equal to
cos
(
(p+q+n)piz
)
+cos
(
(p+q−n)piz)+cos ((p−q+n)piz)+cos ((p−q−n)piz)
Therefore one has βpqn = 0 except if (p ± q)2 = n2 in which case βpqn = 1√2 .
Similarly, γpqn = 0 unless (p ± q)2 = n2, in which case γpqn = ± 1√2 . The
proposition follows.
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5 Perspectives
Let us briefly mention here some interesting perspective for further works.
An obvious one would be to take into account Coriolis effects as they become
relevant at large oceanic scales. In particular, the dispersive effects due to the
Earth rotation are known to be important (see for instance [10]) and it would
be interesting to see how they compare to the dispersive effects investigated
in this paper. In the same vein, taking into account thermal effect, salinity,
etc. are important for many physical applications. For atmospheric studies, it
may also be relevant to relax the incompressibility assumption; the analysis
of the Sturm-Liouville decomposition is then complicated by the interaction
with acoustic modes [6].
Another interesting generalization is to consider a non zero background
current, i.e. to take a non zero Ueq in (3). In this context, and in the shallow
water limit, Maslowe and Redekopp [40] showed that it is possible to construct
approximate solutions concentrated on the first eigenmode and that the cor-
responding coefficient satisfies a nonlinear KdV equation. This is in sharp
contrast with the nonlinear Boussinesq type system derived in Proposition 5.
Indeed, in this latter, a mode n can only interact nonlinearly with modes p
and q such that (p± q)2 = n2. In particular, self quadratic interaction of the
coefficient of the n-th mode cannot occur. This does not contradict [40] since
one can check in that reference that the coefficient in front of the nonlinear
term in the KdV equation vanishes when the background current is taken
equal to 0. This suggests however that including background currents leads to
additional interesting mathematical and physical phenomenons.
Let us mention a last important perspective. As said in the introduction,
when the stratification is continuous but varies very rapidly in a thin layer, two
layers models are used to describe internal waves: instead of a single continu-
ously stratified fluid, one considers two fluids of different densities separated by
an interface. The propagation of internal waves therefore reduces to the study
of the evolution of this interface. The convergence of internal waves with a
sharp continuous background stratification towards the solution of the corre-
sponding two-fluids models is therefore a natural question. It was answered
by the affirmative in [27] in the particular case of solitary waves. The general
case of non steady waves is much more complex because of the presence of
Kelvin-Helmholtz instabilities created by the discontinuity of the tangential
velocity at the interface. In particular, two-fluids Euler equations are ill posed
[16,24,28]; including surface tension effects, well-posedness is restored and a
generalized Rayleigh-Taylor criterion governing well-posedness can be derived
[34]. The interest of this last result is that it shows that a very small enough
of surface tension is enough to stabilize interfacial waves, but its drawback is
that, in the context of internal waves, there is no natural definition of sur-
face tension. It is natural to conjecture that an alternative mechanism for
the control of Kelvin-Helmholtz instabilities could come from the sharp but
continuous variation of the density at the ”interface” (indeed, as shown here,
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continuously stratified models are locally well posed). In order to understand
this mechanism, a first step is to study the behavior of the Sturm-Liouville
modal decomposition as the background stratification ρeq converges to a dis-
continuous stratification.
To be more precise, let α ∈ C∞(R) be a positive function, compactly supported
in (0, 1) and such that
∫
R α = 1, and define the smoothed jump function χ as
χ(x) =
∫ x
−∞ α. We consider here a strip with height H = 1 and a family of
continuous stratifications (ρeq,δ)0<δ<1 that converges as δ → 0 to a discontin-
uous stratification with jump located at z = z0 ∈ (−1, 0) with density ρ+ in
the lower layer and ρ− in the upper one,
ρeq,δ(z) = ρ+ exp(−δz)− (ρ+ − ρ−)χ(z − z0
δ
) (ρ+ > ρ−), (32)
for all z ∈ [−1, 0], and we consider the associated Sturm-Liouville problem
1
ρeq,δ
d
dz
(
ρeq,δ
d
dz
fn,δ
)
+
N2
c2n,δ
fn,δ = 0, (−1 < z < 0), (33)
with the usual boundary conditions fn,δ(−1) = fn,δ(0) = 0. The following
proposition provides the asymptotic behavior of the first eigenvalue and of the
associated eigenmode as δ → 0.
Proposition 6 Let c and f be defined as
c2 = (ρ+ − ρ−)g
( ρ+
(z0 + 1)
+
ρ−
(−z0)
)−1
and
f(z) =
{
a(z + 1) if − 1 ≤ z ≤ z0,
a 1+z0z0 z if z0 ≤ z ≤ 0,
with a =
1√
(ρ+ − ρ−)g(z0 + 1)
.
For all δ ∈ (0, 1), let also c−21,δ be the smallest eigenvalue of the Sturm-Liouville
problem (33) and denote by f1,δ the associated unit eigenfunction such that
f ′1,δ(−1) > 0. Then, as δ → 0, the following approximations hold
c21,δ = c
2 +O(δ) and |f1,δ − f |L∞(−1,0) = O(δ).
Proof Step 1. Let us first prove that 1
c21,δ
≤ 1c2 + O(δ). We recall that c21,δ is
given by the Rayleigh quotient
1
c21,δ
= inf
f∈C1pw([−1,0]),f(−1)=f(0)=0
∫ 0
−1 ρeq,δ(f
′)2∫ 0
−1 ρeq,δN
2
δ f
2
,
where C1pw([−1, 0]) denotes the space of continuous and piecewise C1 func-
tions on [−1, 0] and N2δ = −gρ′eq,δ/ρeq,δ. An upper bound for c21,δ is therefore
obtained by evaluating the quotient Rδ(f) in the right-hand-side with f = f
given as in the statement of the proposition (the amplitude coefficient a is
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chosen so that
∫ 0
−1 ρeq,δN
2
δ f
2 → 1 as δ → 0). Using the fact that 1εχ′( z−z0ε )
is an approximation of unity converging to the Dirac distribution centered at
z = z0, one readily checks that R(f) = c
−2 +O(δ), which proves the result.
Step 2. Let f1,δ be a unit eigenfunction associated to the eigenvalue 1/c
2
1,δ
of the Sturm-Liouville problem. From the definition of ρeq,δ, f1,δ solves the
following ODE on (−1, z0 − δ) and (z0 + δ, 1),
f ′′1,δ − δf ′1,δ + gδf1,δ = 0,
from which we can deduce that
f1,δ(z) = aδ(z+1)+O(δ) on [−1, z0−δ] and f1,δ(z) = bδz+O(δ) on [z0+δ, 1]
with aδ = O(1) and bδ = O(1) as δ → 0. On the segment [z0 − δ, z0 + δ] we
can write
f1,δ(z) = f1,δ(z±) + (z − z±)f ′1,δ(z±) +
∫ z
z±
1
ρeq,δ
∫ z′
z±
(
ρeq,δf
′
1,δ(z
′′)
)′
dz′′dz′,
with z± = z0 ± δ. Using the Sturm-Liouville equation to simplify the last
integral, one gets
f1,δ(z) = f1,δ(z±) + (z − z±)f ′1,δ(z±) +
∫ z
z±
1
ρeq,δ
∫ z′
z±
g
c21,δ
ρ′eq,δ(z
′′)dz′′dz′.
Using the definition of ρeq,δ and the upper bound in 1/c1,δ
2 derived in Step 1,
we obtain that on [z0 − δ, z0 + δ] one has
f1,δ(z) = aδ(1 + z0) +O(δ) = bδz0 +O(δ),
so that aδ = a+O(δ), bδ = a
1+z0
z0
+O(δ) and the result follows.
The behavior predicted by the proposition can be checked on Figure 2b that
represents the speeds associated to the first modes of the modal decomposition
associated to (32) (with δ = 0.0005 and z0 = −1/3, in which case the formula
for the asymptotic speed gives c ≈ 0.209) and on Figure 4 where the first 6
modes are represented. A striking fact is that the formula for the asymptotic
speed c, which is valid even in non shallow water configurations, coincides
with the formula for the propagation of linear waves in two-fluid models in
shallow water [5]. Moreover, for such two layers models, the vertical velocity
has a linear dependence in z and is continuous at the interface: it is therefore
a multiple of the asymptotic eigenmode f . It is therefore natural to conjecture
that one could find the two-layers shallow water model as a double shallow
water/sharp stratification limit by focusing on the first mode of the Sturm-
Liouville decomposition and showing that the contribution of the other modes
is negligible. This is consistent with the fact that, for surface water waves,
the shallow water limit is somehow a ”low frequency” limit, and this would
also allow one to bypass the two-fluids Euler equations and the corresponding
difficulties raised by Kelvin-Helmholtz instabilities. Indeed, such instabilities
do not appear for the two-fluid shallow water equations if the discontinuity of
the tangential velocity at the interface is small enough [22,7].
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Fig. 4: The first modes associated to the stratification (32) with δ = 0.0005
and z0 = −1/3
A Product and commutator estimates
We use here the notations
A = B + 〈C〉s>s0
to mean that A = B if s ≤ s0, and A = B + C otherwise.
From the following classical product estimate for functions on Rd,
∀t0 > d/2, ∀s ≥ 0, |fg|Hs . |f |Hs |g|Ht0 +
〈
|f |Ht0 |g|Hs
〉
s>t0
,
we deduce from L∞ × L2 product estimates on the strip S and the continuous embedding
Hs+1/2,1 ⊂ L∞Hs (s ∈ R) that functions on the strip S satisfy the following product
estimate, for all t0 > d/2, and s ≥ 0,
‖FG‖Hs,0 . ‖F‖Hs,0‖G‖Ht0+1/2,1 +
〈
‖F‖
Ht0+1/2,1
‖G‖Hs,0
〉
s>t0
, (34)
It is possible to deduce another product estimate from the product estimate on Rd; for
instance
‖FG‖Hs,0 . ‖F‖Hs,0‖G‖Ht0+1/2,1 +
〈
‖F‖Ht0,0‖G‖Hs+1/2,1
〉
s>t0
; (35)
in particular, if r0 = t0 if s ≤ t0 and r0 = s otherwise, then
‖FG‖Hs,0 . ‖F‖Hr0,0‖G‖Hr0+1/2,1 . (36)
We also need in this paper product estimates in Hs,k. Remarking that
‖FG‖Hs,k .
∑
k′+k′′=k
‖(∂k′z F )(∂k
′′
z G)‖Hs−k,0 ,
we easily deduce from (35) that
∀t0 > d/2, ∀s ≥ 2t0 + 1, ∀0 ≤ k ≤ s, ‖FG‖Hs,k . ‖F‖Hs,k‖G‖Hs,k . (37)
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For commutators with horizontal derivatives, we first recall the following estimate that
combines the Kato-Ponce estimates (for large s) and Coifmann-Meyer estimates (for small
s), for functions defined over Rd,
∀t0 > d/2, ∀s ≥ 0,
∣∣[Λs, f ]g∣∣
2
. |f |Ht0+1 |g|Hs−1 +
〈
|f |Hs |g|Ht0
〉
s>t0+1
(see for instance Theorems 3 and 6 in [32]). Using the continuous embedding Hs+1/2,1 ⊂
L∞Hs (s ∈ R), one readily deduces the following estimate for functions defined in the strip
S, and for all t0 > d/2, and s ≥ 0∥∥[Λs, F ]G∥∥
2
. ‖F‖
Ht0+3/2,1
‖G‖Hs−1,0 +
〈
‖F‖Hs,0‖G‖Ht0+1/2,1
〉
s>t0+1
(38)
or also ∥∥[Λs, F ]G∥∥
2
. ‖F‖
Ht0+3/2,1
‖G‖Hs−1,0 +
〈
‖F‖Hs+1/2,1‖G‖Ht0,0
〉
s>t0+1
(39)
(see for instance §B.2.2. in [33]).
Let us finally consider commutators with horizontal and vertical derivatives, namely,
with Λs−k∂kz (k = 1, 2), we first remark that
[Λs−k∂kz , F ]G = Λ
s−k[∂kz , F ]G+ [Λ
s−k, F ]∂kzG.
Using the product estimates (34)-(35) for the first term of the right-hand-side, and the
commutator estimates (38)-(39) for the second one, we get
∀n ≥ 2t0 + 2, ∀0 ≤ k ≤ n,
∥∥[Λn−k∂kz , F ]G∥∥2 . ‖F‖Hn−1‖G‖Hn−1 . (40)
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