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Abstract
For continuous randomvariables,manydependence concepts andmeasures of association canbe expressed
in terms of the corresponding copula only and are thus independent of the marginal distributions. This
interrelationship generally fails as soon as there are discontinuities in the marginal distribution functions.
In this paper, we consider an alternative transformation of an arbitrary random variable to a uniformly
distributed one. Using this technique, the class of all possible copulas in the general case is investigated. In
particular, we show that one of its members—the standard extension copula introduced by Schweizer and
Sklar—captures the dependence structures in an analogous way the unique copula does in the continuous
case. Furthermore, we consider measures of concordance between arbitrary random variables and obtain
generalizations of Kendall’s tau and Spearman’s rho that correspond to the sample version of these quantities
for empirical distributions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Monotonic dependence between random variables is of key importance in many practical ap-
plications, see for instance Lehmann [12], Jogdeo [9] or Embrechts et al. [4] and McNeil et al.
[15] for some recent contexts in insurance and ﬁnance. Since the early works of Hoeffding [6],
Kruskal [10] and Lehmann [11], numerous measures of monotonic dependence between random
variables and/or samples have been proposed and studied extensively. In most cases, however,
the random variables involved are assumed to have continuous distribution functions. A partic-
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ularly elegant contribution to the understanding of monotonic dependence between continuous
random variables provides the copula approach, see for instance Schweizer and Wolff [22], and
Nelsen [17,18]. If the random variables under study have continuous distribution functions, the
corresponding copula is unique and remains the same if the random variables are (almost surely)
subject to strictly increasing transformations, such as the change of scale or location. As mono-
tonic dependence also has this invariance property, Scarsini [20] shows that it can be determined
from the corresponding copula alone. Consequently, concordance measures like Kendall’s tau
and Spearman’s rho can be expressed solely in terms of the corresponding copula.
The main contribution of this paper is a generalization of rank correlation measures for non-
continuous random variables. Marshall [14] obtains a number of counterexamples through which
he shows that an arbitrary measure of association depending solely on the copula is generally
trivial, i.e. a constant. Involving marginal distributions becomes inevitable, but the question how
this should be accomplished is far from being well understood. Few attempts have been made,
however, see for example Hoeffding [7], Tajar et al. [23], Tajar et al. [24], Mesﬁoui and Tajar
[16] and Denuit and Lambert [3] who address the purely discrete case. Though the latter paper
by Denuit and Lambert [3] investigates similar issues, the present paper offers alternative proofs
of common results and discusses several more general problems.
In this paper, a technique allowing to adapt the copula-based approach to the general non-
continuous case is presented. It relies on an alternative transformation of an arbitrary random
variable to a uniformly distributed one. It becomes clear that the key role of the unique copula
in the continuous case is taken over by the so-called standard extension copula introduced by
Schweizer and Sklar [21]. This result allows for generalizations of rank correlation measures, in
particular of Kendall’s tau and Spearman’s rho.
The paper is organized as follows: basic notation and theoretical background with special focus
on copulas and concordance is established in Section 2. Typical fallacies that occur when allowing
for discontinuities are highlighted. In Section 3, the technique relying on an alternative transfor-
mation of the marginals is discussed and the main results concerning the dependence structures
between arbitrary marginals obtained. These are used in Section 4 to generalize Kendall’s tau
and Spearman’s rho and examine their properties. Finally in Section 5, empirical copulas are
considered and it is shown that for empirical distributions, the generalizations of Kendall’s tau
and Spearman’s rho coincide with their sample versions known from statistics.
2. Notations and preliminaries
The subject of our study will be a real-valued random vector X := (X1, X2) with joint distri-
bution function FX and marginals FX1 and FX2 . If not otherwise stated, FX1 and FX2 are arbitrary
with ranges ran FX1 and ran FX2 . When confusion may arise, by continuous random variables
(or marginals) we always mean random variables that have continuous distribution functions; ab-
solute continuity of the distribution with respect to Lebesgue measure is, however, generally not
assumed. The marginals are linked to the joint distribution function through the so-called copula
function, which is a bivariate distribution function on [0, 1]2 with uniform marginals. Copula
functions are a key ingredient in the study of monotonic dependence. We will discuss this issue
brieﬂy below; for further details and proofs, see for instance Nelsen [18] or Joe [8].
The main result is the well-known Sklar’s Theorem (cf. [21]) that guarantees that there exists
at least one copula CX such that
FX(x, y) = CX(FX1(x), FX2(y)) for all x, y ∈ R. (1)
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CX is uniquely determined on ran FX1 × ran FX2 and, due to its uniform continuity, even on
the closure of ran FX1 × ran FX2 . Consequently, CX is unique if and only if FX1 and FX2 are
continuous. In the general case, however, there exist several copulas satisfying (1) and we refer
to them as to possible copulas. The perhaps best known technique for obtaining possible copulas
is the one used by Schweizer and Sklar [21] extending the (unique) values of the copula from the
closure of ran FX1 × ran FX2 to [0, 1]2 by linear interpolation. The so-called standard extension
copula results, which is formally deﬁned as follows:
CSX(u1, u2)= (1 − 1)(1 − 2)CX(a1, a2) + (1 − 1)2CX(a1, b2)
+1(1 − 2)CX(b1, a2) + 12CX(b1, b2) (2)
with
i =
{
ui−ai
bi−ai if ai < bi
1 if ai = bi
for i = 1, 2,
and ai and bi being the least and the greatest element in the closure of ranFXi such that aiuibi ,
i = 1, 2.
A precise deﬁnition of concordance and concordance measures has been formulated by [20].
As we will consider solely random vectors with common marginals, it sufﬁces to note that X is
more concordant than X∗ if and only if FX(x1, x2)FX∗(x1, x2) for all (x1, x2) ∈ R2.
Assume now that X1 and X2 have continuous distribution functions. In that case, X is more
concordant than X∗ if and only if the corresponding copulas satisfy CX(u, v)CX∗(u, v) for all
(u, v) ∈ [0, 1]2. Moreover, we have the following:
Deﬁnition 1 (Scarsini [20]). Let L() denote a set of all real-valued continuous random vari-
ables on some probability space (,A,P). Consider  : L() × L() → R that satisﬁes the
following set of axioms:
A1. (symmetry) (X1, X2) = (X2, X1),
A2. (normalization) −1(X1, X2)1,
A3. (independence) (X1, X2) = 0 if X1 and X2 are independent,
A4. (bounds) (X1, X2) = 1 if X2 = f (X1) a.s. for f strictly increasing on the range of X1 and
(X1, X2) = −1 if X2 = f (X1) a.s. for f strictly decreasing on the range of X1,
A5. (change of sign) If T is strictly monotone on the range of X1, then
(T (X1),X2) =
{
(X1, X2) if T increasing,
−(X1, X2) if T decreasing,
A6. (continuity) If (Xn1 , Xn2 ) are pairs of (continuous) random variables converging in law to
(X1, X2) (X1 and X2 being continuous), then
lim
n→∞ (X
n
1 , X
n
2 ) = (X1, X2),
A7. (coherence) If (X∗1, X∗2) is more concordant than (X1, X2), then
(X∗1, X∗2)(X1, X2),
then  is called a measure of concordance.
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Note that if  depends only on the copula, i.e. if (X1, X2) = (CX), the above axioms can be
expressed solely in terms of copulas as well.
One way to obtain concordance measures satisfying Scarsini’s deﬁnition is to use the so-called
concordance function. Let X := (X1, X2) and Y := (Y1, Y2) be independent random vectors with
common (arbitrary) marginals. The concordance function Q of X and Y is given by
Q(X,Y) := P[(X1 − Y1)(X2 − Y2) > 0] − P[(X1 − Y1)(X2 − Y2) < 0]. (3)
Note that Q is simply the difference between the probabilities of concordance and discordance of
(X1, X2) and (Y1, Y2).
Measures of concordance between X1 and X2 now result from a suitable choice of the depen-
dence structure of Y. If Y is an independent copy of X then Q(X,Y) is Kendall’s tau for X1 and
X2. If, on the other hand, Y1 and Y2 are independent, 3Q(X,Y) yields Spearman’s rho for X1 and
X2; for proofs and further details, see Nelsen [18, Section 5.1].
If the (common) marginals of X and Y have continuous distribution functions, then the concor-
dance function solely depends on the corresponding copulas, see Nelsen [18]:
Q(X,Y) = 4
∫
CX(u, v) dCY(u, v) − 1 = 4
∫
CY(u, v) dCX(u, v) − 1. (4)
For Kendall’s tau and Spearman’s rho it hence follows that, with the above speciﬁed choices
of Y,
(X1, X2) := (CX) = Q(X,Y) = 4
∫
CX(u, v) dCX(u, v) − 1, (5)
(X1, X2) := (CX) = 3Q(X,Y) = 12
∫
CX(u, v) du dv − 3. (6)
One can verify that both  and  fulﬁll Scarsini’s deﬁnition; see Scarsini [20].
In case the marginals of X and Y are not continuous, neither the above axiomatic Deﬁnition 1
nor the use of the concordance function is clear. A ﬁrst approach would be to simply substitute the
unique copulas on the right hand side of (4) by some possible copulas. This technique is, however,
questionable for two reasons. First, the result is neither the same for all possible copulas nor equal
to Q as given by (3) in general. Secondly, even if (4) is fulﬁlled, Q does not yield a measure of
concordance in the sense of Scarsini’s deﬁnition. The major difﬁculty is normalization as this
cannot be done without involving the marginals. These issues are illustrated in the following
example.
Example 2. Let X := (X1, X2) and Y := (Y1, Y2) be independent random vectors with common
Bernoulli marginals with probabilities of success equal to p and q, respectively. Note in particular
that in this case, FX1(0) = 1−p and FX2(0) = 1− q. In the interior of the unit square, the value
of CX and CY is uniquely determined solely in the point (1 − p, 1 − q), where it must be equal to
the corresponding distribution function evaluated at the point (0, 0).
In order to illustrate the fallacies mentioned above, we assume for the sake of simplicity that
X1 and X2 are independent. The choices of the dependence structure of Y that correspond to
Kendall’s tau and Spearman’s rho then both reduce to the case of Y being an independent copy
of X.
The ﬁrst fallacy is that the right hand side of (4) does not have the same value for all possible
copulas. To see this, we consider two different possible copulas for X and Y. One such copula
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q
pq p p+q (1−p)
Fig. 1. Support of CU .
certainly is the independence copula  given by (u, v) = uv for any (u, v) in [0, 1]2. On
substituting CX and CY on the right hand side of (4) by  we obtain that
4
∫
uv du dv − 1 = 0.
Secondly, consider for example the singular copulaCU with support consisting of the line segments
described in Fig. 1. One can verify (see [19]) that CU is a possible copula of X (and hence also of
Y) and further that
4
∫
CU(u, v) dCU(u, v) − 1 = 1 − 4pq(1 − p)(1 − q),
4
∫
CU(u, v) du dv − 1 = 13 − 2pq(1 − p)(1 − q)(p + q − 2pq).
Neither of the expressions on the right side is equal to zero in general.
These results immediately imply that (4) does not hold. In the case of Bernoulli marginals, one
can easily verify that the concordance function as given by (3) has a particularly simple form:
Q(X,Y) = CX(1 − p, 1 − q) + CY(1 − p, 1 − q) − 2(1 − p)(1 − q). (7)
For X1 and X2 independent this means that Q(X,Y) = 0. Hence, Eq. (4) holds for the indepen-
dence copula, but no longer for the copula CU deﬁned above.
The third fallacy is that Q(X,Y) is not a measure of concordance in the sense of Scarsini’s
deﬁnition, because it violates the normalization axiom A2. To highlight this, note that by (7) and
the Fréchet–Hoeffding inequality (see [18]) it follows that
2max(p + q − 1, 0) − 2pqQ(X,Y)  2min(p, q) − 2pq for CY = CX,
max(p + q − 1, 0) − pqQ(X,Y)  min(p, q) − pq for CY = .
Neither the lower bounds are equal to −1 nor the upper ones to 1 in general. Furthermore, the
bounds depend on the marginal parameters and have unequal absolute values.
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The issue therefore becomes to ﬁrst determine the interrelationship between the concordance
function and possible copulas and second to construct measures of concordance (especially
Kendall’s tau and Spearman’s rho) based upon Q. As will be shown in the next section, there
exists a comparatively easy solution to the ﬁrst question. The second task, however, is far more
involved as there seem to exist several ways of accomplishing it. It also requires a slight modi-
ﬁcation of the above axiomatic deﬁnition of concordance measures that seems more suitable for
the general non-continuous case. This will be the subject of Section 4.
3. The main technique
The major difﬁculties that arise when allowing for non-continuous distribution functions are
caused by the fact that the transformed variable FX(X) is no longer uniform. A natural approach
that overcomes this has also recently been considered by Denuit and Lambert [3] and Mesﬁoui
and Tajar [16] for purely discrete random variables on a subset of N. These authors construct a
continuous “extension” of X by adding an independent and continuous random variable taking
values in (0, 1). In the present paper, we follow a somewhat different route. One may also look at
alternative transformations that would lead to the uniform distribution. In Section 3.1 we consider
one such transformation used in simple hypothesis testing; see Ferguson [5]. This technique indeed
enables to obtain several important results concerning the concordance function.
3.1. The univariate case
Suppose U is a uniform random variable independent of X, both U and X deﬁned on some
common probability space (,A,P), and consider the transformation  : [−∞,∞] × [0, 1] →
[0, 1] given by
(x, u) = P[X < x] + uP[X = x] = FX(x−) + uFX(x), (8)
withFX(x) = FX(x)−FX(x−).We further equip the space [−∞,∞]×[0, 1]with the following
(lexicographical) order:
(x, u)  (x∗, u∗) ⇔ (x < x∗) ∨ (x = x∗ ∧ uu∗), (9)
where “∨” and “∧” denote the logical operations “or” and “and”, respectively. With respect to
this order,  becomes nondecreasing. Note that  is surjective, but not necessarily injective. A
key result is now the following lemma:
Lemma 3. Under the above assumptions, the random variable(X,U) is uniformly distributed.
Moreover,
P[(X,U)(x, u)] = P[(X,U)  (x, u)]. (10)
Proof. Let w ∈ [0, 1] and set
x(w) := F (−1)X (w+) and u(w) =
⎧⎨⎩1 if P[X = x(w)] = 0,w − P[X < x(w)]
P[X = x(w)] otherwise,
(11)
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where F (−1)X (· +) denotes the right hand side limit of the generalized inverse of FX given by
F−1X (u) := inf{x ∈ R|FX(x)u}. One can verify that (x(w), u(w)) = w and that { ∈
|(X(), U())w} = { ∈ |(X(), U())  (x(w), u(w))}. Consequently,
P[(X,U)w] = P[(X,U)  (x(w), u(w))]
= P[X < x(w)] + P[Uu(w)]︸ ︷︷ ︸
=u(w)
P[X = x(w)]
=(x(w), u(w)) = w.
As P[(X,U)  (x, u)] = (x, u), (10) is straightforward. 
In the subsequent discussions, the following identity will come in useful. From the uniformity
of (X,U) we have that
1
2 = E(X,U) = E(E(X,U)|X)
= E(FX(X−) + 12 (FX(X) − FX(X−))), (12)
which in particular implies that
E
(
(FX(X) + FX(X−))
2
)
= 1
2
. (13)
Note 1. For a random variable X taking values solely in N, an alternative transformation can
be derived using the continuous extension method proposed by [3]. Because the continuous
extension X∗ := X + (U − 1) is a continuous random variable, FX∗(X + (U − 1)) is uni-
formly distributed. On using the expression for FX∗ derived in [3] it follows that FX∗(X +
(U − 1)) = FX(X − 1) + FU(U)FX(X). For U uniform this is precisely the above
transformation (X,U).
3.2. Multivariate generalizations
In order to avoid notationally complex proofs, discussions below are restricted to the bivariate
case only. Note, however, that all techniques that make sense in higher dimensions can indeed
be generalized. As before, let X = (X1, X2) denote a random vector with arbitrary marginals
and U = (U1, U2) a random vector with uniform marginals independent of X. To this point,
no restrictions on the dependence structure of U are necessary, in particular we do not need to
assume that U1 and U2 are independent. Recall that according to Lemma 3, the componentwise
transformed random vector (X,U) := ((X1, U1),(X2, U2)) has uniform marginals. The
following proposition now emphasizes that the dependence structures of (X,U) and X are
closely related.
Proposition 4. For any dependence structure of U, the unique copula C(X,U) of (X,U) is a
possible copula of X. Furthermore, if U1 and U2 are independent then C(X,U) is the standard
extension copula of Schweizer and Sklar and
P[(X1, U1)  (x1, u1),(X2, U2)(x2, u2)]
= P[(X1, U1)  (x1, u1), (X2, U2)  (x2, u2)]. (14)
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Proof. Along the same lines as in (11) of the proof of Lemma 3, for (w1, w2) ∈ [0, 1]2 one can
construct the points (x1(w1), u1(w1)) and (x2(w2), u2(w2)) and argue that
P[(X1, U1)w1,(X2, U2)w2]
= P[X1 < x1(w1),X2 < x2(w2)]
+u1(w1)P[X1 = x1(w1),X2 < x2(w2)]
+u2(w2)P[X1 < x1(w1),X2 = x2(w2)]
+CU(u1(w1), u2(w2))P[X1 = x1(w1),X2 = x2(w2)]. (15)
Now suppose that (w1, w2) ∈ ran FX1 ×ran FX2 . In this case, we either have xi(wi) = F (−1)Xi (wi)
or xi(wi) > F
(−1)
Xi
(wi) for i = 1, 2. The ﬁrst situation, however, implies FXi (xi(wi)) = wi and
hence ui(wi) = 1. In the latter case, P[F (−1)Xi (wi) < Xi < xi(wi)] = 0 which yields P[Xi <
xi(wi)] = FXi (F (−1)Xi (wi)) = wi . Consequently, depending upon whether P[Xi = xi(wi)] > 0
or not, ui(wi) equals either 0 or 1. In either case, (15) leads to
C(X,U)(w1, w2)= P[(X1, U1)w1,(X2, U2)w2]
= P[X1F (−1)X1 (w1),X2F
(−1)
X2
(w2)] = CX(w1, w2).
To prove the second part of the lemma, ﬁrst note that in case of independent Ui’s, (15) can be
rewritten as
P[(X1, U1)w1,(X2, U2)w2]
= (1 − u1(w1))(1 − u2(w2))P[X1 < x1(w1),X2 < x2(w2)]
+u1(w1)(1 − u2(w2))P[X1x1(w1),X2 < x2(w2)]
+(1 − u1(w1))u2(w2)P[X1 < x1(w1),X2x2(w2)]
+u1(w1)u2(w2)P[X1x1(w1),X2x2(w2)]. (16)
Without loss of generality, assume thatwi /∈ ran FXi for i = 1, 2. One can verify that the least and
the greatest element in ran FXi satisfying aiwibi is given by FXi (xi(wi)−) and FXi (xi(wi)),
respectively. Furthermore, note that in this case i from (2) is hence equal to ui(wi). Consequently,
from (16) and (2) we have that
C(X,U)(w1, w2)= (1 − 1)(1 − 2)CX
(
FX1(x1(w1)−), FX2(x2(w2)−)
)
+1(1 − 2)CX
(
FX1(x1(w1)), FX2(x2(w2)−)
)
+(1 − 1)2CX
(
FX1(x1(w1)−), FX2(x2(w2)
)
+12CX
(
FX1(x1(w1)), FX2(x2(w2))
) = CSX(w1, w2). (17)
Finally,
P[(X1, U1)  (x1, u1), (X2, U2)  (x2, u2)]
= (1 − u1)(1 − u2)P[X1 < x1, X2 < x2]
+u1(1 − u2)P[X1x1, X2 < x2]
+u2(1 − u1)P[X1 < x1, X2x2] + u1u2P[X1x1, X2x2]
= CSX
(
FX1(x1−) + u1
(
FX1(x1)
)
, FX2(x2−) + u2
(
FX2(u2)
))
= CSX((x1, u1),(x2, u2)) = C(X,U)((x1, u1),(x2, u2)), (18)
which completes the proof. 
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Furthermore, one can argue that the concordance functionofX andY is linked to the concordance
function of the vectors transformed by , provided, however, that the uniform random vectors
used in the transformations have independent marginals.
Theorem 5. Suppose that X and Y are independent bivariate random vectors with common
marginals and further that U and V are iid bivariate random vectors with independent uniform
marginals assumed independent of X and Y. The concordance function of X and Y satisﬁes
Q(X,Y) = Q((X,U),(Y,V)). (19)
It moreover follows that
Q(X,Y) = 4
∫
CSX(u, v) dCSY(u, v) − 1 = 4
∫
CSY(u, v) dCSX(u, v) − 1 (20)
and
Q(X,Y) = E[FX(Y1, Y2) + FX(Y1−, Y2) + FX(Y1, Y2−) + FX(Y1−, Y2−) − 1]. (21)
Proof. First recall that {(X1, U1) 
 (Y1, V1)} = {X1 > Y1} ∪ {X1 = Y1} ∩ {U1 > V1}. From
this and (14) one argues that
P
(
(X1, U1) > (Y1, V1),(X2, U2) > (Y2, V2)
)
= P(X1 > Y1, X2 > Y2)+ P(X1 = Y1, X2 > Y2)P(U1 > V1)
+P(X1 > Y1, X2 = Y2)P(U2 > V2)
+P(X1 = Y1, X2 = Y2)P(U1 > V1)P(U2 > V2)
= P(X1 > Y1, X2 > Y2)+ 12P(X1 = Y1, X2 > Y2)+ 12P(X1 > Y1, X2 = Y2)
+ 14P
(
X1 = Y1, X2 = Y2
)
,
which yields
P
(
((X1, U1) − (Y1, V1))((X2, U2) − (Y2, V2)) > 0
)
= P((X1 − Y1)(X2 − Y2) > 0)+ 12P(X1 = Y1, X2 = Y2)
+ 12P
(
X1 = Y1, X2 = Y2
)+ 12P(X1 = Y1, X2 = Y2)
= P((X1 − Y1)(X2 − Y2) > 0)+ 12P(X1 = Y1 ∨ X2 = Y2).
Asimilar computation yields for the probability of discordance of the transformedvectorsP
(
(X1−
Y1)(X2−Y2) < 0
)+ 12P(X1 = Y1∨X2 = Y2); hence (19) holds. Expression (20) follows directly
by Proposition 4 and (4). Along the same lines as in (18) one ﬁnally obtains from (14) that∫
CSX dCSY = P
(
(X1, U1)(Y1, V1),(X2, U2)(Y2, V2)
)
= P((X1, U1)  (Y1, V1), (X2, U2)  (Y2, V2))
= E
(
E
(
E(1{(X1,U1)(Y1,V1),(X2,U2)(Y2,V2)}|Y)
∣∣V))
= E
(
E
(
(1 − V1)(1 − V2)FX(Y1−, Y2−) + V1(1 − V2)FX(Y1, Y2−)
+(1 − V1)V2FX(Y1−, Y2) + V1V2FX(Y1, Y2)
∣∣Y))
= 14E
(
FX(Y1−, Y2−) + FX(Y1, Y2−) + FX(Y1−, Y2) + FX(Y1, Y2)
)
, (22)
which yields identity (21). 
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Note 2. Identity (21) is rather technical; it allows in particular for a comparatively quick cal-
culation of Q(X,Y) for purely discrete marginals. It is interesting to note, however, that in
the continuous case,
∫ CX dCY equals E(FX(Y1, Y2)), see Nelsen [18]. The right hand side of
(21) hence compresses into E[4FX(Y1, Y2) − 1]. As soon as the marginal distribution func-
tions have discontinuities,
∫ CSX dCSY is rather replaced by the mean of the one sided limits,
1
4E
(
FX(Y1−, Y2−) + FX(Y1, Y2−) + FX(Y1−, Y2) + FX(Y1, Y2)
)
, as shown in (22).
4. Measures of concordance
4.1. Scarsini’s deﬁnition revisited
Motivated by Theorem 5, we now study the standard extension copula more carefully. First,
the interpretation given in Proposition 4 provides an elegant tool through which several impor-
tant properties of the standard extension copula can be obtained. Some of these generalize the
properties of the unique copula corresponding to distributions with continuous marginals:
Corollary 6. For a random vector X with arbitrary marginals the following results hold:
(1) A random vector X∗ having the same marginals as X is more concordant than X if and only
if CSX(u, v)CSX∗(u, v) for any (u, v) ∈ [0, 1]2.(2) If T is strictly increasing and continuous on ran X1, the standard extension copulas of X and
(T (X1),X2) are the same.
(3) If T is strictly decreasing and continuous on ran X1, the standard extension copula of
(T (X1),X2) is given by v − CSX(1 − u, v) for any (u, v) ∈ [0, 1]2.
Proof. Throughout the proof, assume that the vectors U and U∗, which will be used for the
transformation  from Section 3.2, are iid with uniform and independent marginals and are
moreover independent of X and X∗, respectively. Statement (1) follows from the fact that X∗ is
more concordant than X if and only if the transformed vector(X∗,U∗) is more concordant than
(X,U). The “if” part follows from (18) by setting u1 = u2 = 1; the “only if” part can be veriﬁed
by combining (18) and (14). For (2) and (3), ﬁrst note that the distribution function of T (X1) is
given by FT (X1)(x) = FX1(T −1(x)) if T is increasing and by FT (X1)(x) = 1−FX1(T −1(x)−) if
T is decreasing. One easily shows that this leads to(T (X1), U1) = (X1, U1) in the former case
and to (T (X1), U1) = 1−(X1, 1−U1) in the latter. From this it immediately follows that the
copulas corresponding to ((X1, U1),(X2, U2)) and ((T (X1), U1),(X2, U2)) are equal if T
is increasing. Otherwise, observe ﬁrst that the copula of ((X1, U1),(X2, U2)) coincides with
the copula of ((X1, 1 −U1),(X2, U2)) as 1 −U1 is uniformly distributed and independent of
U2. Thewell known result by Schweizer andWolff [22], concerning the changes the unique copula
in the continuous case undergoes under strictlymonotone transformations of themarginals, ﬁnally
yields that the copula of (1 − (X1, 1 − U1),(X2, U2)) is indeed given by v − CSX(1 − u, v).

The standard extension copula, however, does not share all properties with the unique copula
corresponding to a distribution function with continuous marginals. One such issue is weak
convergence. The standard extension copulas corresponding to a weak convergent sequence of
random vectors Xn do not necessarily converge pointwise on the entire unit square if the limiting
vector has non-continuous marginals. In general, the pointwise convergence holds only on the
product of the ranges of the limiting marginal distribution functions; see Lindner and Szimayer
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[13]. The convergence on the entire unit square can be achieved only in special cases, one such
being that the supports of the marginal distribution functions do not change with n; for details see
Nešlehová [19].
Another issue is that though the standard extension copula coincides with the independence
copula if themarginals are independent, it is always different from the Fréchet–Hoeffding bounds,
even if the marginals are countermonotonic and comonotonic, respectively (i.e. when the upper,
respectively lower, Fréchet bound is a possible copula of X). This is due to the fact that as soon
as the closure of the product of the ranges of the marginal distribution functions does not ﬁll out
the entire unit square, the standard extension copula cannot be singular. Although the standard
extension copula is bounded from below and above by standard extension copulas corresponding
to the perfect monotonic case, these bounds are not simply related, unless, according to Corollary
6, the monotonic functions are continuous.
Corollary 6 and the fact that the concordance function depends solely on the standard extension
copula now motivate a generalization of Scarsini’s deﬁnition of concordance and concordance
measures to the case of non-continuous random variables. According to Corollary 6, provided X∗
and X have common marginals, X∗ is more concordant than X if and only if the corresponding
standard extension copulas satisfy CSX(u, v)CSX∗(u, v). By the above discussions, however, it
seems meaningful to change two of Scarsini’s axioms as follows:
A4*. (bounds) (X1, X2) = 1 ifX2 = f (X1) a.s. for a strictly increasing and continuous function
f on the range of X1 and (X1, X2) = −1 if X2 = f (X1) a.s. for a strictly decreasing and
continuous function f on the range of X1.
A5*. (change of sign) If T is strictly monotone and continuous on the range of X1, then
(T (X1),X2) =
{
(X1, X2) if T increasing,
−(X1, X2) if T decreasing.
The sixth axiom, however, still remains somewhat questionable as it is not satisﬁed by the most
interesting concordance measures, unless restrictions on the distribution functions of the weak
convergent sequence are made; see Nešlehová [19].
4.2. Kendall’s tau
In the case of continuous marginals Kendall’s tau is deﬁned as the concordance function be-
tween the random vector X and an independent copy Y, say. If the marginals are not necessarily
continuous, the concordance function equals Kendall’s tau of the corresponding standard exten-
sion copula, (CSX), i.e.
Q(X,Y) = (CSX) = 4
∫
CSX(u, v) dCSX(u, v) − 1.
The question remains, however, as to whether (CSX) fulﬁlls the (Scarsini) axioms as amended
above. The key issue again becomes the investigation of the relationship between the dependence
structure of X and the dependence structure of the transformed vector(X,U) represented by the
standard extension copula. If themarginals ofX are independent, the same is true for themarginals
of (X,U) and as a consequence, (CSX) equals zero. On the other hand, however, the above
concordance function generally cannot reach the bounds ±1 if the marginals are comonotonic
and countermonotonic, respectively. If we denote byMSX andWSX the standard extension copulas
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corresponding to comonotonic and countermonotonic marginals, respectively, we have that
(WSX)(CSX)(MSX),
but |(WSX)| = |(MSX)| in general. The relationship between these bounds is rather complex
as illustrated by Fig. 2. It is, however, possible to bound the concordance function by less sharp
bounds that are far more easy to handle.
Corollary 7. Under the hypotheses of Theorem 5 it follows that
|Q(X,Y)|
√(
1 − E(FX1(X1))
)(
1 − E(FX2(X2))
)
. (23)
Proof. The difference between the probabilities of concordance and discordance can also be
rewritten as
Q=
∫
R2
∫
R2
1{(−∞,y1)×(−∞,y2)}(x1, x2) + 1{(y1,∞)×(y2,∞)}(x1, x2)
−1{(−∞,y1)×(y2,∞)}(x1, x2) − 1{(y1,∞)×(−∞,y2)}(x1, x2) dFX(x1, x2) dFY(y1, y2).(24)
Consider now the function g : R2 → {−1, 0, 1} given by g(a, b) = sign(b − a) if a = b and by
zero otherwise. With this notation, Q equals
Q =
∫
R2
∫
R2
g(x1, y1)g(x2, y2) dFX(x1, x2) dFY(y1, y2).
By Hölder’s inequality, it ﬁrst follows that
|Q| 
√∫
R2
∫
R2
g2(x1, y1) dFX(x1, x2) dFY(y1, y2)
×
√∫
R2
∫
R2
g2(x2, y2) dFX(x1, x2) dFY(y1, y2).
556 J. Nešlehová / Journal of Multivariate Analysis 98 (2007) 544–567
Furthermore, the right hand side can be simpliﬁed as follows:∫
R2
∫
R2
g2(x1, y1) dFX(x1, x2) dFY(y1, y2)
=
∫
R2
g2(x1, y1) dFX1(x1) dFX1(y1)
=
∫
R2
1(−∞,y1)(x1) dFX1(x1) dFX1(y1) +
∫
R2
1(y1,∞)(x1) dFX1(x1) dFX1(y1)
=
∫
R
FX1(y1−) dFX1(y1) +
∫
R2
1(−∞,x1)(y1) dFX1(y1) dFX1(x1)
= 2E(FX1(X1−)) (12)= 1 − E(FX1(X1)).
By symmetry it follows that∫
R2
∫
R2
g2(x2, y2) dFX(x1, x2) dFY(y1, y2) = 1 − E(FX2(X2)),
which completes the proof. 
The following proposition states that the right hand side in (23) corresponds to the sharper kind
of monotonicity required in A4*.
Proposition 8. Assume that the marginals of X satisfy X2 = T (X1) a.s. for some strictly mono-
tone and continuous transformation T on ran X1. Then
(CSX) =
{
1 − E(FX1(X1)) for T increasing,
−1 + E(FX1(X1)) for T decreasing.
(25)
Proof. Assume ﬁrst that T is increasing. In that case FX2(x) = FX1(T −1(x)) and (21) yields
(CSX)= E[min(FX1(X1), FX1(X1)) + min(FX1(X1−), FX1(X1))
+min(FX1(X1), FX1(X1−)) + min(FX1(X1−), FX1(X1−)) − 1]
= E[FX1(X1) + 3FX1(X1−) − 1]
= 4EFX1(X1−) + E[(FX1(X1)) − 1] (12)= 1 − E(FX1(X1)).
For T decreasing we have that FX2(x) = 1 − FX1(T −1(x)−), which leads to
(CSX)= E[max(FX1(X1) − FX1(X1−), 0) + max(FX1(X1−) − FX1(X1−), 0)
+max(FX1(X1) − FX1(X1), 0) + max(FX1(X1−) − FX1(X1), 0) − 1]
= E(FX1(X1)) − 1. 
The less sharpbounds
√(
1 − E(FX1(X1))
)(
1 − E(FX2(X2))
)
are comparedwith the sharper
ones given bymax(|(MSX)|, |(WSX)|) in Fig. 3.With Proposition 8, it is nownatural to generalize
Kendall’s tau for non-continuous random variables in the following way.
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Deﬁnition 9. Let X = (X1, X2) be a bivariate random vector with arbitrary marginals, then the
non-continuous version of Kendall’s tau is given by
(X1, X2) = 4
∫ CSX dCSX − 1√
(1 − E(FX1(X1))(1 − E(FX2(X2))
. (26)
This quantity has many properties similar to those of Kendall’s tau for distributions with con-
tinuous marginals. In fact, one can verify by Corollary 6 and the properties of Kendall’s tau for
continuous distributions that  satisﬁes A1–A3, A4* and A5* as well as A7. Note, however, that
for a weak convergent sequence {Xn}, the convergence of the corresponding sequence of Kendall’s
taus generally fails; see Nešlehová [19] for details.
The normalization used inDeﬁnition 9 is certainly not the only possible; seeDenuit andLambert
[3] who obtain another version of Kendall’s tau by an alternative normalization of (CSX). The
above generalization of Kendall’s tau is, however, supported by the fact that it coincides with the
known population version of this measure for empirical distributions as will be discussed later in
Section 5.
4.3. Spearman’s rho
In order to obtain a generalization of Spearman’s rho one can proceed similarly as with
Kendall’s tau.
If the marginals of Y are independent copies of the marginals of X, we obtain
(CSX) = 3Q(X,Y) = 12
∫
CSX(u, v) du dv − 3,
which is equal to Spearman’s rho of the transformed vector(X,U). A difﬁculty is again caused
by the fact that the marginals of (X,U) cannot be perfectly monotonic dependent. In analogy
to (CSX), we have that (WSX)(CSX)(MSX) but |(WSX)| = |(MSX)| in general. The inter-
relationship between the bounds is complicated and not easily evaluated analytically; see Fig. 2
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for an illustration. In order to ﬁnd a suitable normalization that would be comparatively easy to
handle, one can, however, generalize the approach chosen by Hoeffding [7]. First note that (CSX)
is also equal to the (linear) correlation coefﬁcient of (X1, U1) and (X2, U2). Furthermore,
E((X1, U1)(X2, U2))= E(E((X1, U1)(X2, U2)|X))
= E(FX1(X1−)FX2(X2−)
+ 12FX2(X2−)(FX1(X1) − FX1(X1−))
+ 12FX1(X1−)(FX2(X2) − FX2(X2−))
+ 12 (FX1(X) − FX1(X1−))(FX2(X2) − FX2(X2−))
)
= E
(
(FX1(X1) + FX1(X1−))(FX2(X2) + FX2(X2−))
4
)
.
On combining this result with (13) one ﬁnds that (CSX)/12 also equals the covariance between
(FXi (Xi) + FXi (Xi−))/2, i = 1, 2. Hence, it seems suitable to divide (CSX)/12 by the square
root of variances of these random variables. These are evaluated in the following lemma.
Lemma 10. With the above notation,
var
(
(FXi (Xi) + FXi (Xi−))
2
)
= 1
12
[
1 − E(FXi (Xi))2] , i = 1, 2. (27)
Proof. First note that, for i = 1, 2,
1
3 = E(2(Xi, Ui)) = E(E(2(Xi, Ui)|Xi))
= E
(
FXi (Xi−)2 + FXi (Xi−)FXi (Xi) − FXi (Xi−)2
+ 13
(
FXi (Xi)
2 − 2FXi (Xi)FXi (Xi−) + FXi (Xi−)2
))
,
which after some minor algebraic simpliﬁcations leads to
E
(
(FXi (Xi) + FXi (Xi−))2
4
)
= 1
3
− E
(
(FXi (Xi) − FXi (Xi−))2
12
)
. (28)
The result now follows immediately on combining (28) and (13). 
Hence, |(CSX)|
√(
1 − E(FX1(X1))2
) (
1 − E(FX2(X2))2
)
. The new bounds
±
√(
1 − E(FX1(X1))2
) (
1 − E(FX2(X2))2
)
are less sharp, meaning that they are not nec-
essarily attained when the marginals are countermonotonic and comonotonic, respectively; see
Fig. 3. They are, however, reached when the marginals are a.s. strictly monotone and continuous
functions of one another, which leads to the following deﬁnition.
Deﬁnition 11. Let X = (X1, X2) be a bivariate random vector with arbitrary marginals, then the
non-continuous version of Spearman’s rho is given by
(X1, X2) = 12
∫ CSX(u, v) du dv − 3√(
1 − E(FX1(X1))2
)(
1 − E(FX2(X2))2
) . (29)
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As in the case of Kendall’s tau it immediately follows that  satisﬁes A1–A3 and A7. Axioms
A4* and A5* can be obtained easily by noting that FT (Xi)(T (Xi)) + FT (Xi)(T (Xi)−) equals
FXi (Xi) + FXi (Xi−) if T is strictly increasing and continuous on ran Xi and −(FXi (Xi) +
FXi (Xi−)) if T is strictly decreasing and continuous on ran Xi . The only difﬁculty is again the
weak convergence. There the situation is analogous to Kendall’s tau; see Nešlehová [19] for
details.
4.4. Examples
One of the major differences between the continuous and non-continuous case is that the above
deﬁned generalizations ofKendall’s tau and Spearman’s rho reach the bounds 1 and−1 for sharper
kind of monotonic dependence, as described in Axiom A4*. In order to illustrate the performance
of  and , we hence consider several examples of comonotonic and countermonotonic marginals.
Example 12. Let X1 and X2 follow binomial distributions B(n1, p) and B(n2, q), respectively.
As can be easily veriﬁed, in the special case when n1 = n2 = 1,  and  are equal. In this situation,
 and  even coincide with the linear correlation coefﬁcient.
Fig. 4 gives Kendall’s tau and Spearman’s rho for p = 0.4 and q ranging from 0 to 1 (values on
the x-axis). Both measures seem to behave similarly, although the values of  are slightly larger in
the comonotonic case; this illustrates the result obtained by Capéraaà and Genest [1] and Mesﬁoui
and Tajar [16] that Kendall’s tau is less than or equal to Spearman’s rho for positively dependent
random variables. As described in Axiom A5*, there is a symmetry between the graphics in the
upper and lower panels in Fig. 4: for n1 = n2 ﬁxed, the  and  evaluated in q in the upper picture is
equal to − and − evaluated in 1−q in the lower picture. Note that for X1 and X2 comonotonic,
 =  = 1 if and only if n1 = n2 and p = q. In analogy, if X1 and X2 are countermonotonic,
 =  = −1 if and only if n1 = n2 and p = 1−q. The plots moreover show that  and  converge
to 0 if q converges to either 0 or 1. This can be explained by the fact that, for q equal to 0 or 1,
X2 is a.s. a constant and hence independent of X1. Also note that Kendall’s tau and Spearman’s
rho get closer to ±1 with increasing n. The linear correlation coefﬁcient performs similarly to 
and ; this is, however, no longer the case if one alters the support of either X1 or X2.
Example 13. The previous example can be generalized by considering marginal distribution
functions of the form
FX1 = F1 + (1 − )F2 and FX2 = G1 + (1 − )G2, (30)
where F1 and G1 are distribution functions of purely discrete rvs and F2 and G2 of continuous
rvs, respectively. Because of the symmetry between the countermonotonic and comonotonic
case, we focus on the comonotonic case only, i.e. we calculate Kendall’s tau and Spearman’s rho
of M(FX1 , FX2), where M is the Fréchet–Hoeffding upper bound. Note that the normalizing
functions of Kendall’s tau and Spearman’s rho, i.e. the functions in the denominator of (26) and
(29) respectively, do not depend on F2 or G2.
Fig. 5 illustrates a situation similar to the upper panel of Fig. 4. Here we set  =  = 0.5 and
considerF1 andG1 the distribution functions of binomial rvs,B(n1, p) andB(n2, q), respectively.
Furthermore, F2 and G2 are distribution functions of standard normal N (0, 1) rvs. As in Fig. 4,
Kendall’s tau andSpearman’s rho are displayed as functions of the parameter q ofG1, ranging from
0 to 1. Note that as in the previous Example 12, the values of both Kendall’s tau and Spearman’s
rho tend to 1 with increasing n1 and n2 and are exactly equal to 1 for p = q. However, although
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Fig. 4. Kendall’s tau (solid lines), Spearman’s rho (dashed lines) and linear correlation coefﬁcient (dotted lines) for
comonotonic (upper panel) and countermonotonic (lower panel) binomial random variables.
Fig. 5 shows similarities with Fig. 4, the pictures are not entirely the same. The difference is
caused by the fact that the continuous distribution functions F2 and G2 do enter through the
calculation of the numerators in (26) and (29) and hence do inﬂuence the values of Kendall’s tau
and Spearman’s rho.
This issue is illustrated in Fig. 6. Here we set  =  = 0.5 and F1 = G1. In the plots (a)
and (b), F1 = G1 = B(4, 0.4) and F2 = N (0, 1). Kendall’s tau and Spearman’s rho are then
calculated for various choices of G2: we consider G2 = N (x, 1) for x ∈ [0, 2.5] in Fig. 6(a) and
G2 = N (0, x) for x ∈ [1, 3] in Fig. 6(b), respectively. Note that for the values of the parameters
which yield F2 = G2,  =  = 1.
In Fig. 6(c), Kendall’s tau is displayed as function of the parameter q of G1 = B(4, q). In
comparison with Fig. 5(b), different distribution functions F2 and G2 are considered:
• the solid line in Fig. 6(c) displays Kendall’s tau for F2 and G2 standard normal as in Fig. 5(b);
• the dashed line in Fig. 6(c) displays Kendall’s tau for F2 Student’s t with 5 degrees of freedom
and G2 standard normal;
• the dotted line in Fig. 6(c) displays Kendall’s tau for F2 Student’s t with 2 degrees of freedom
and G2 standard normal;
• and ﬁnally, the dot-dashed line in Fig. 6(c) displays Kendall’s tau for F2 andG2 both Student’s
t with 2 degrees of freedom.
Spearman’s rho behaves similarly, although the difference appears to be much less signiﬁcant and
barely noticeable visually.
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Fig. 5. Kendall’s tau (solid lines), Spearman’s rho (dashed lines) for F1 and G1 binomial, F2 and G2 standard normal
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Finally, we examine the inﬂuence of the parameters  and . For  =  = 1, the situation
compresses into the purely discrete case discussed in the previous example. For  =  = 0, both
marginals are continuous and hence  =  = 1.
Fig. 7 shows  and  as function of  ∈ [0, 1], for  = , F1 and G1 binomial and F2 and G2
standard normal (left picture). If  = 1 and  = 0, the joint distribution has one margin purely
discrete and the other continuous. After some straightforward calculations, it can be veriﬁed that
in this case,  = √1 − E(FX1(X1)) and  = √1 − E(FX1(X1))2. The values of  and  are
displayed in Fig. 7 (right).
5. Empirical distributions
In this sectionwe focus on a special family of discrete distributions—the empirical distributions
corresponding to bivariate random samples. We show that the versions of Kendall’s tau and
Spearman’s rho obtained above are equal to the sample versions of these quantities known from
statistics. In order to state the results, some additional notation is required. Assume we are given
a sample {xk, yk}nk=1 of size n from an arbitrary bivariate distribution function H with marginals
F and G, say. As H is not necessarily continuous, ties in the observations are possible. This means
that the empirical distribution functions, henceforth denoted by Ĥn, F̂n and Ĝn, can have jumps
of size greater than 1/n. Suppose that there are r distinct values of the xk’s, 	1 < · · · < 	r ,
and s distinct values of the yk’s, 
1 < · · · < 
s . Furthermore, set ui := #{xk|xk = 	i}, vj :=
#{yk|yk = 
j } and wij := #{(xk, yk)|xk = 	i ∧ yk = 
j } as well as pi := ui/n, qj := vj /n and
hij := wij /n for the corresponding frequencies. Finally, we consider order statistics and ranks,
each understood componentwise. The order statistics will be denoted by x(i) and y(i), respectively,
1 in. As there are possibly ties in the observations, the ranks that will enter into the subsequent
calculations will be twofold. First the ordinary ranks given by R(xk) := ∑ni=1 1(xixk) and
R(yk) := ∑ni=1 1(yiyk). Secondly, suppose that i is such that xk = 	i . Then the average rank of
xk is the following:
R(xk) =
{
1+···+u1
u1
= u1+12 if i = 1,∑i−1
j=1 uj + ui+12 otherwise.
Analogously, R(yk) denotes the average rank of yk .
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Observe that any copula corresponding to Ĥn is uniquely determined only in points (R(x(i))/n,
R(y(j))/n) where its value equals the number of pairs (x, y) in the sample that simultaneously
satisfy xx(i) and yy(j) divided by n. The linear interpolation of these values leading to the
standard extension copula of Ĥn has been considered by [2] in order to construct distribution-
free tests of independence and is referred to as “empirical copula”. He considers merely the
case of continuous H and hence of samples without ties. In the general case, the standard ex-
tension copula of Ĥn is, however, a natural generalization of Deheuvels’ deﬁnition; we will
therefore also refer to it as the empirical copula of the sample. Note, however, that several al-
ternative deﬁnitions of the empirical copula exist; see for instance [25, Section 3.9.4.4]. These
are asymptotically equal to Deheuvels’ deﬁnition, but generally not continuous and hence not
proper copulas.
We now turn back to Kendall’s tau and Spearman’s rho as deﬁned in Deﬁnitions 9 and 11.
Theorem 14. Kendall’s  corresponding to the empirical distribution function Ĥn of a sample
{xk, yk}nk=1 from an arbitrary bivariate distribution H equals the sample version of Kendall’s tau,
̂ = #[concordant pairs] − #[discordant pairs]√(
n
2
)− u√(n2)− v , (31)
where u = ∑rk=1 (uk2 ) and v = ∑sl=1 (vl2).
Proof. Onsubstituting the empirical distribution functions in (24) oneﬁnds, after some simpliﬁca-
tion, that the difference between the probabilities of concordance and discordance
equals
Q =
r∑
i=1
s∑
j=1
i−1∑
k=1
j−1∑
l=1
(
hklhij + hijhkl − hkjhil − hilhkj
)
,
which leads to
 = 2
r∑
i=1
s∑
j=1
i−1∑
k=1
j−1∑
l=1
(
hklhij − hkjhil
)/√√√√1 − r∑
i=1
p2i
√√√√1 − s∑
j=1
q2j . (32)
Since hijhkl equals wijwkl/n2 if (	i , 
j ) and (	k, 
l ) are in the sample (concordant pair if k < i
and l < j ) and hilhkj equals wilwkj /n2 if (	i , 
l ) and (	k, 
j ) are in the sample (discordant pair
if k < i and l < j ), the numerator in (32) equals
2
n2
(
#[concordant pairs] − #[discordant pairs]).
In addition, we examine the quantities n2/2(1 −∑ri=1 p2i ). If no ties are present, then r = n, 	i
equals the ith order statistic of {xk}nk=1 for i = 1, . . . , n and pi = 1/n. Therefore,
n2
2
⎛⎝1 − r∑
i−1
p2i
⎞⎠ = n2
2
(
1 −
n∑
i=1
1
n2
)
=
(
n
2
)
.
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Otherwise, pi = ui/n and we get
n2
2
(
1 −
r∑
i=1
u2i
n2
)
= n
2
2
(
n∑
i=1
n − 1
n2
−
r∑
i=1
u2i − ui
n2
)
=
(
n
2
)
−
r∑
i=1
(
ui
2
)
=
(
n
2
)
− u.
As n
2
2 (1 −
∑s
j=1 q2j ) can be re-written similarly, the theorem follows. 
Theorem 15. Under the hypotheses of Theorem 14, Spearman’s  corresponding to the empirical
distribution function Ĥn equals the sample version of Spearman’s rho,
̂ =
∑n
k=1 (R(xk) − Rx)(R(yk) − Ry)√∑n
k=1 (R(xk) − Rx)2
∑n
k=1 (R(yk) − Ry)2
, (33)
where Rx and Ry are given by Rx = 1n
∑n
i=1 R(xi) and Ry = 1n
∑n
j=1 R(yj ).
Proof. First note that, by deﬁnition of the average ranks,
Rx = 1
n
r∑
k=1
uk
(∑k−1
i=1 ui + 1
)+ · · · + (∑k−1i=1 ui + uk)
uk
= 1
n
n∑
i=1
i = n + 1
2
.
Similarly Ry = (n + 1)/2 and hence Ry = Rx . According to the discussion in Section 4.3,
(X, Y ) = corr(X˜, Y˜ ), where X˜ and Y˜ are random variables with expectations 12 given by
P
[
X˜ = F̂ (	i ) + F̂ (	i−1)
2
]
= pi,
P
[
Y˜ = Ĝ(
j ) + Ĝ(
j−1)
2
]
= qj ,
P
[
X˜ = F̂ (	i ) + F̂ (	i−1)
2
, Y˜ = Ĝ(
j ) + Ĝ(
j−1)
2
]
= hij ,
for i = 1, . . . , r and j = 1, . . . , s. One easily veriﬁes that F̂ (	i )+F̂ (	i−1)2 − 12 = 1n (R(xk) − Rx)
for any xk with xk = 	i and similarly that Ĝ(
j )+Ĝ(
j−1)2 − 12 = 1n (R(yl) − Ry) for any yl such
that yl = 
j . Because there are exactly ui such xk’s, vj such yl’s and ﬁnally wij observations in
{xk, yk}nk=1 equal to (	i , 
j ),
cov(X˜, Y˜ )=
r∑
i=1
s∑
j=1
hij
(
F̂ (	i ) + F̂ (	i−1)
2
− 1
2
)(
Ĝ(
j ) + Ĝ(
j−1)
2
− 1
2
)
= 1
n3
n∑
k=1
(R(xk) − Rx)(R(yk) − Ry)
and
var(X˜) =
r∑
i=1
pi
(
F̂ (	i ) + F̂ (	i−1)
2
− 1
2
)2
= 1
n3
n∑
k=1
(R(xk) − Rx)2.
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Hence,
(X, Y ) = cov(X˜, Y˜ )√
var(X˜)var(Y˜ )
=
∑n
k=1 (R(xk) − Rx)(R(yk) − Ry)√∑n
k=1 (R(xk) − Rx)2
∑n
k=1 (R(yk) − Ry)2
,
which is (33). 
These results support the choice of the normalization used in Deﬁnitions 9 and 11 of  and .
Also, Theorems 14 and 15 generalize the statement that the sample versions of Kendall’s tau and
Spearman’s rho can be expressed in terms of the empirical copula. In the general case, however,
the values of the marginal empirical distribution functions enter into the calculations as well.
6. Discussion
In this paper, we obtained generalizations for Kendall’s tau and Spearman’s rho for arbitrary
random variables. These depend on the corresponding standard extension copula but also on
the marginal distribution functions. The fact that marginal distribution functions take inﬂuence
upon the dependence structure is characteristic for non-continuous distributions. In the case of
concordance measures, this “nuisance” causes difﬁculties that are basically twofold. On one
hand, the measures typically do not reach the bounds ±1 for countermonotonic and comonotonic
marginals. If this requirement is, however, loosened in the sense that ±1 is attained when the
marginals are strictly monotonic and continuous transformations of one another, measures that
fulﬁll the desirable property indeed exist. This turns out to be the case for both Kendall’s tau
and Spearman’s rho. The second difﬁculty is that the measures of concordance corresponding
to a weakly convergent sequence of random vectors may not converge; see Nešlehová [19].
Further research, however, on this issue would certainly be welcome. Otherwise, the obtained
generalizations of Kendall’s tau and Spearman’s rho share all the properties those quantities have
in the case of continuous distribution functions. Moreover, the constructions rely on an alternative
transformation of an arbitrary random variable to a uniformly distributed one. This technique may
prove useful in further investigations of dependence structures in the general case.
The results derived in this paper contribute mainly to a quantiﬁcation of monotonic depen-
dence. The modeling side, however, still remains challenging. To illustrate this, Fig. 8 shows
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Fig. 8. Kendall’s tau for binomial marginals and a Gauss copula with parameter 0.7 (solid line), Frank copula with
parameter 5.6 (short-dashed line), Gumbel copula with parameter 1.97 (dotted line) and Fréchet copula with parameter
0.746 (long-dashed line).
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Fig. 9. Kendall’s tau for binomial marginals and a Gauss copula with parameter 0.7 (solid line), Frank copula with
parameter 5.6 (short-dashed line), Gumbel copula with parameter 1.97 (dotted line) and Fréchet copula with parameter
0.746 (long-dashed line) for n → ∞.
Kendall’s tau for binomial marginals that have been joined together by four different copulas:
Gauss, Frank, Gumbel and Fréchet. The copula parameter is in each case chosen in a way that
Kendall’s tau of the copula is approximatively 0.49. The graphics reveal the ambiguity of this
modeling approach: whileKendall’s tau of the copula remains constant while altering themarginal
parameters, Kendall’s tau of the so-created bivariate binomial distribution does not. In fact, its
value is quite different from 0.49, especially when the parameter n of the binomial marginals is
small.With increasing n, the values ofKendall’s tau converge toKendall’s tau of the corresponding
copula. The convergence seems, however, rather slow, except for the Fréchet case, as is shown
in Fig. 9.
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