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CONTACT POINTS AND FRACTIONAL SINGULARITIES FOR
SEMIGROUPS OF HOLOMORPHIC SELF-MAPS IN THE UNIT DISC
FILIPPO BRACCI∗ AND PAVEL GUMENYUK§
Abstract. We study boundary singularities which can appear for infinitesimal genera-
tors of one-parameter semigroups of holomorphic self-maps in the unit disc. We introduce
“regular” fractional singularities and characterize them in terms of the behavior of the
associated semigroups and Kœnigs functions. We also provide necessary and sufficient
geometric criteria on the shape of the image of the Kœnigs function for having such sin-
gularities. In order to do this, we study contact points of semigroups and prove that any
contact (not fixed) point of a one-parameter semigroup corresponds to a maximal arc on
the boundary to which the associated infinitesimal generator extends holomorphically as
a vector field tangent to this arc.
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2 F. BRACCI AND P. GUMENYUK
1. Introduction
One-parameter semigroups of holomorphic self-maps arise in various areas of analysis,
including geometric function theory, operator theory, iteration theory, theory of branching
stochastic processes. The study of one-parameter semigroups can be also regarded as a
special but very important case of the more general Loewner theory, which gained recently
much attention, partially due to the successful development of its stochastic counterpart
introduced in 2000 by Schramm [30]. More about the theory of one-parameter semigroups,
its applications and history of the topic can be found in the survey paper [21].
A (continuous) one-parameter semigroup (φt) of holomorphic maps in the unit disc
D ⊂ C is a continuous homomorphism between the semigroup of non-negative real num-
bers endowed with the Euclidean topology and the semigroup of all holomorphic self-maps
of D endowed with the topology of uniform convergence on compacta. It is well known
(see Section 2.2) that to each such a one-parameter semigroup one can associate a unique
holomorphic vector field G : D → C called the infinitesimal generator of (φt) whose flow
at a point z ∈ D is given by [0,+∞) ∋ t 7→ φt(z). Moreover, there exists an (essentially
unique when suitably normalized) univalent function h : D→ C, called the Kœnigs func-
tion of (φt), which simultaneously linearizes the semigroup. Dynamical properties of (φt)
are related to analytical properties of G and to geometrical properties of the simply con-
nected domain h(D).
Since one-parameter groups of automorphisms of D are well understood, we assume
from now on that φt is not an automorphism for all t > 0. It is well known that there
exists a unique point τ ∈ D, called the Denjoy –Wolff point of (φt), such that φt(z) → τ
as t → +∞. The Denjoy –Wolff point is also a (common) fixed point of (φt), which in
case τ ∈ ∂D should be understood in the sense of non-tangential limits (see Section 2.1).
If τ ∈ D, then clearly G(τ) = 0, and similarly ∠ limz→τ G(z) = 0 if τ ∈ ∂D. Moreover,
in case τ ∈ ∂D, also G′ has (non-positive) angular limit at τ , ∠ limz→τ h(z) =∞ and the
width of the minimal horizontal strip containing h(D) (which can be infinite) is related
to G′(τ) := ∠ limz→τ G
′(z). More generally, it is known that x ∈ ∂D is a boundary
regular fixed point for (φt) (i.e., φt(x) = x in the sense of non-tangential limits and φt
possesses finite angular derivative at x for all t ≥ 0) if and only if x is a regular null point
of G (i.e., if G has vanishing non-tangential limit at x and possesses finite (real) angular
derivative at x). In case x 6= τ , this in turn is equivalent to the following condition:
∠ limz→τ h(z) = ∞ and there is a strip (in case τ ∈ ∂D) or a (spiral) sector (in case
τ ∈ D) contained in h(D) and containing h(rx) for all r ∈ (0, 1), see [9, Theorem 2.6]
and [18, Lemma 5]. The angle of the maximal sector or the height of the maximal strip
having these properties and the angular derivatives φ′t(x) and G
′(x) are related to each
other in one-to-one manner. It should be noticed that in general non-regular boundary
fixed points, the so-called super-repulsive fixed points, do not correspond to zeros of the
infinitesimal generators, nor the converse is true (see Section 4).
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In [6], the concept of regular poles for an infinitesimal generator was introduced and
related to the so-called β-points of (φt) and h. The β-points by themselves are related to
the Carleson –Makarov β-numbers [7] introduced in the study of the Brennan conjecture.
In [6] it was proved that an isolated tip of a radial slit or a “very thin” cusp in h(D)
corresponds to a regular pole of G. In Proposition 6.10 we give a characterization of
regular poles in terms of the geometry of h(D) using a condition due to Bertilsson [3].
It is then natural to ask which type of “regular” singularities an infinitesimal generator
can have on the boundary, and how they are related to the associated semigroup and to
the geometry of the corresponding simply connected domain h(D).
Although there are growth estimates restricting possible singularities, the non-tangential
boundary behaviour of infinitesimal generators can be quite “pathological”, see examples
in Section 5. In this paper we study rather “good” singularities defined as follows: a point
x ∈ ∂D is called a regular (fractional) singularity of order α ∈ R \ {0} for G provided
limr→1−
G(rx)
(1−r)α
exists finite and nonzero. An infinitesimal generator can have regular frac-
tional singularities only of order α ∈ [−1, 1] \ {0}, where α = −1 corresponds to a regular
pole and α = 1 to a regular null point, except for the case of a regular singularity at the
Denjoy –Wolff point, which was deeply studied in [17]. In Section 5 we prove the following
result:
Theorem 1.1. Fix α ∈ [−1, 1) \ {0} and x ∈ ∂D. Let G be the infinitesimal generator
of a one-parameter semigroup (φt) and let h be the associated Kœnigs function. Then the
following assertions are equivalent:
(i) G has a regular singularity of order α at x;
(ii) the angular limit
(1.1) ∠ lim
z→x
φ′t(z)(1− xz)
α
exists and belongs to C∗ for all but at most one t > 0;
(iii) a) in case α < 0 the angular limit (1.1) exists and belongs to C∗ for at least
one t > 0;
b) in case α > 0 the angular limit (1.1) exists and belongs to C∗ for at least two
different positive values of t;
(iv) ∠ limz→x h
′(z)(1− xz)α exists and belongs to C∗;
(v) ∠ limz→x(h(z)−h(x))(1−xz)
α−1 exists and belongs to C∗, where h(x) := ∠ limz→x h(z).
Moreover, if one (and hence all) of the above assertions hold, then x is not a boundary
fixed point of (φt), and even not a contact point of (φt) provided α ∈ (−1, 0).
The result is sharp, as shown by the examples at the end of Section 5. The proof is
based on a preliminary study of contact points. A point x ∈ ∂D is a contact point for
the semigroup (φt) if there exists t0 > 0 such that the non-tangential limit φt0(x) ∈ ∂D.
It turns out that existence of contact points is a quite rigid condition. We say that an
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open arc A ⊂ ∂D is a contact arc for the infinitesimal generator G provided G extends
holomorphically through A and it is tangent to A. In Section 3 we prove the following
statement:
Theorem 1.2. Let (φt) be a one-parameter semigroup in D with the associated infinites-
imal generator G. Suppose that x ∈ ∂D is not a boundary fixed point of (φt). Then the
following two assertions are equivalent:
(i) there exists t0 > 0 such that x is a contact point of φt0;
(ii) G has a contact arc A ⊂ ∂D, with x being its initial point.
If the above equivalent statements hold, then
(iii) there exists t1(x,A) ∈ (0,+∞], the life-time of x in A, such that φt(x) ∈ A for all
t ∈ (0, t1(x,A)) and the map t 7→ φt(x) is a homeomorphism of (0, t1(x,A)) onto A.
Maximal contact arcs are then classified in Proposition 3.3. In particular, every element
of a one-parameter semigroup can have at most a countable set of non-fixed contact points
at which it does not extends holomorphically (see Corollary 3.5).
In Section 6 we use the Rodin –Warschawski theory [26] in order to give quite general
sufficient and necessary geometric criteria on the shape of h(D) for G to have regular
fractional singularities of order α ∈ [−1, 1) \ {0}. The main sufficient criterion for α ∈
(−1, 1)\{0} is contained in Theorem 6.3 (see Theorem 6.5 for the case α = −1), while the
necessary criterion is the content of Theorem 6.7. Very roughly speaking, those results
say that a point x ∈ ∂D is a regular fractional singularity of order α ∈ (−1, 1) if close to
h(x) the domain h(D) looks like an angle with vertex h(x) and magnitude (1− α)π.
The plan of the paper is the following. In Section 2 we recall some basic results we
need in the paper and prove some other preliminary results. In Section 3 we study con-
tact points of semigroups and contact arcs of infinitesimal generators. In Section 4 we
discuss super-repulsive fixed points giving an example of a one-parameter semigroup with
a super-repulsive fixed point at which the associated infinitesimal generator fails to have
radial limit (in [11, p. 127] there is an example of an infinitesimal generator having a
non-regular null point which does not correspond to a fixed point of the associated one-
parameter semigroup). However, we show in Proposition 4.2 that if there is no backward
orbits landing at a super-repulsive fixed point then this point is the initial point of a
maximal contact arc and in particular it is a (non-regular) null point of the associated
infinitesimal generator. In Section 5 we define fractional singularities for infinitesimal gen-
erators presenting several examples, which illustrate various possibilities, and introduce
regular fractional singularities. Finally, in Section 6 we give our geometric criteria on the
image of the Kœnigs function in order to have regular fractional singularity and present
a characterization of regular poles in terms of Bertilsson’s β-point sufficient criterion.
CONTACT POINTS AND FRACTIONAL SINGULARITIES 5
2. Preliminaries
2.1. Contact, fixed and β- points. For the unproven statements, we refer the reader
to, e.g., [1], [12] or [31].
Let f : D→ D be holomorphic, x ∈ ∂D, and let
αx(f) := lim inf
z→x
1− |f(z)|
1− |z|
.
From Julia’s lemma it follows that αx(f) > 0. The number αx(f) is called the boundary
dilatation coefficient of f .
If f : D → C is a map and x ∈ ∂D, we write ∠ limz→x f(z) for the non-tangential (or
angular) limit of f at x. If this limit exists and it cannot cause any confusion, we will
suppress the language and denote its value simply by f(x).
Definition 2.1. Let f : D→ D be holomorphic. A point x ∈ ∂D is said to be a contact
point (respectively, boundary fixed point) of f , if f(x) := ∠ limz→x f(z) exists and belongs
to ∂D (respectively, coincides with x). If in addition
(2.1) αf(x) < +∞,
then x is called a regular contact point (respectively, boundary regular fixed point) of f .
A boundary fixed point which is not regular is said to be super-repulsive.
Remark 2.2. By the Julia –Wolff –Carathe´odory theorem, condition (2.1) in the above
definition is sufficient on its own for x ∈ ∂D to be a regular contact point of f .
If f : D→ D is holomorphic, neither the identity nor an elliptic automorphism, by the
Denjoy –Wolff theorem, there exists a unique point τ ∈ D, called the Denjoy –Wolff point
of f (or abbreviated, the DW-point), such that f(τ) = τ and the sequence of iterates
{f ◦k} converges uniformly on compacta of D to the constant map z 7→ τ .
Definition 2.3. Let f : D→ C be holomorphic. A point x ∈ ∂D is said to be a β-point
of f if
∠ lim sup
z→x
|f ′(z)|
|x− z|
= L < +∞.
If x ∈ ∂D is a β-point of f , then f has non-tangential limit f(x) ∈ C and f ′ has
non-tangential limit f ′(x) = 0 at x (see, e.g. [6, Section 3.2]). If in addition f(D) ⊂ D,
then f(x) ∈ D.
2.2. One-parameter semigroups and infinitesimal generators. A one-parameter
semigroup (φt) of holomorphic self-maps of D is a continuous homomorphism t 7→ φt
from the additive semigroup (R≥0,+) of non-negative real numbers to the semigroup
(Hol(D,D), ◦) of all holomorphic self-maps of D with respect to the composition, endowed
with the topology of uniform convergence on compacta.
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By Berkson and Porta’s theorem [2, Theorem (1.1)], if (φt) is a one-parameter semigroup
in Hol(D,D), then t 7→ φt(z) is real-analytic and there exists a unique holomorphic vector
field G : D→ C such that
∂φt(z)
∂t
= G(φt(z)) for all z ∈ D and all t ≥ 0.
This vector field G, called the infinitesimal generator of (φt), is semicomplete in the sense
that the Cauchy problem {
.
x (t) = G(x(t)),
x(0) = z,
has a solution xz : [0,+∞)→ D for every z ∈ D. Conversely, any semicomplete holomor-
phic vector field in D generates a one-parameter semigroup in Hol(D,D).
We denote by Gen(D) the set of all infinitesimal generators in D.
Remark 2.4. It is known that if (φt) is a one-parameter semigroup and φt0 ∈ Aut(D) for
some t0 > 0, then (φt) ⊂ Aut(D) and it can be extended to a one-parameter group
in Aut(D), which is a very well studied and understood object.
Therefore, in what follows we adopt the following assumption.
Assumption. For all one-parameter semigroups (φt) in Hol(D,D) considered throughout
this paper, we suppose that φt 6∈ Aut(D) for all t > 0.
Let G be an infinitesimal generator with the associated one-parameter semigroup (φt).
Then there exists a unique τ ∈ D and a unique holomorphic function p : D → C with
Re p(z) ≥ 0 such that the following identity, known as the Berkson –Porta formula, takes
place
(2.2) G(z) = (z − τ)(τz − 1)p(z) for all z ∈ D.
The point τ in the Berkson –Porta formula turns out to be the Denjoy –Wolff point of φt
for all t > 0. Moreover, if τ ∈ ∂D, then ∠ limz→τ φ
′
t(z) = e
βt for some β ≤ 0.
Definition 2.5. A boundary regular fixed point for a one-parameter semigroup (φt) is a
point x ∈ ∂D which is a boundary regular fixed point of φt for all t > 0.
Definition 2.6. A boundary regular null point for an infinitesimal generator G, is a point
x ∈ ∂D such that
∠ lim
z→x
G(z)
z − x
= ℓ ∈ R,
exists finitely. The number ℓ is called the dilation of G at x.
It is well known (see, [10, Theorem 1], [11, Theorem 2], [33, pag. 255], [15]) that given
a one-parameter semigroup (φt) with associated infinitesimal generator G, a point x ∈ ∂D
is a boundary (regular) fixed point of φt0 for some t0 > 0 if and only if it is a boundary
(regular) fixed point of φt for all t ≥ 0. Moreover, x is a boundary regular fixed point for
CONTACT POINTS AND FRACTIONAL SINGULARITIES 7
(φt) if and only if x is a boundary regular null point for G. Boundary regular fixed points
can be characterized using the Poisson kernel (also in higher dimensions, see [5]) or via
Berkson –Porta type formulas [4, 22, 32].
Now we recall what a regular pole is and its characterization in terms of β-points.
Definition 2.7. Let G ∈ Gen(D). A point x ∈ ∂D is a regular pole of G of mass C > 0 if
∠ lim inf
z→x
|G(z)(x− z)| = C.
As shown in [6], if x is a regular pole for G ∈ Gen(D) then ∠ limz→xG(z)(x− z) exists
finite and nonzero. In [6] the relations between regular poles and β-points were studied
and it was proved that given a one-parameter semigroup (φt) with associated infinitesimal
generator G, a point x ∈ ∂D is a regular pole of G if and only if x is a β-point for φt for
some — hence for all — t > 0.
To any one-parameter semigroup in Hol(D,D) one can associate a (unique) intertwining
map which simultaneously linearizes all the maps in the semigroup. The ideas for the proof
of the following result are in [24], and, with different methods in [2] and [33] (see also [1,
Chapter 1.4]).
Proposition 2.8. Let (φt) be a non-trivial semigroup in D with infinitesimal generator G.
Then there exists a unique univalent function h : D → C, called the Kœnigs function
of (φt), such that
(A) If (φt) has the Denjoy –Wolff point τ ∈ D then h(τ) = 0, h
′(τ) = 1 and
h(φt(z)) = exp(G
′(τ)t)h(z) for all t ≥ 0 and z ∈ D. Moreover, h is the unique
holomorphic function from D into C such that
(i) h′(z) 6= 0 for every z ∈ D,
(ii) h(τ) = 0 and h′(τ) = 1,
(iii) h′(z)G(z) = G′(τ)h(z), for every z ∈ D.
(B) If (φt) has the Denjoy –Wolff point τ ∈ ∂D then h(0) = 0 and h(φt(z)) = h(z)+ t for
all t ≥ 0 and z ∈ D. Moreover, h is the unique holomorphic function from D into C
such that:
(i) h(0) = 0,
(ii) h′(z)G(z) = 1 for every z ∈ D.
The following result is a form of the Lindelo¨f theorem we will need later.
Theorem 2.9 (Lindelo¨f). Let f : D → C be a holomorphic function and let σ ∈ ∂D.
Suppose that one of the following assertions hold:
(i) C \ f(D) contains at least two different points,
(ii) f is univalent in D,
(iii) f is the derivative of a univalent function in D, or
(iv) f ∈ Gen(D).
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If there exists a continuous map γ : [0, 1) → D with lim[0,1)∋s→1 γ(s) = σ and such that
the limit a := lims→1 f(γ(s)) exists, finite or infinite, then the angular limit ∠ limz→σ f(z)
also exists and equals a.
More generally, the Lindelo¨f theorem holds for all normal meromorphic functions, see,
e.g., [28, §9.1, Theorem9.3]. The fact that functions f satisfying (i), (ii), or (iii) are
normal follows from [28, Lemmas 9.2 and 9.3 in §9.1], and to show that all f ∈ Gen(D)
are normal one can use the argument in the proof of Lemma 5.7, which we give later.
In the sequel we need also this kind of “boundary Lindelo¨f theorem”:
Lemma 2.10. Suppose that f ∈ Hol(D,C) extends holomorphically to an open arc A ⊂
∂D. Let σ be one of the end-points of A. Then the following statements hold.
(A) If f satisfies one of conditions (i) – (iv) in Theorem 2.9 and the limit limA∋x→σ f(x)
exists, finite or infinite, then the angular limit ∠ limz→σ f(z) also exists and both
limits coincide.
(B) If f ∈ Gen(D) and Re {xf(x)} = 0 for all x ∈ A, then the limit limA∋x→σ f(x) exists,
finite or infinite.
(C) If f is univalent in D and the set f(A) is contained on a Jordan curve Γ ⊂ C, the
limit ∠ limz→σ f(z) exists, finite or infinite.
Proof. First of all, assertion (A) follows easily from Lindelo¨f Theorem 2.9. To prove (B)
write Berkson –Porta formula (2.2): f(z) = (τ − z)(1 − τz)p(z), where τ ∈ D and p is
holomorphic in D, with Re p ≥ 0. We may assume that τ 6∈ A. Otherwise, instead of A,
we would consider the subarc of A between σ and τ . Then, taking into account that
Re {zf(z)} = 0 for all z ∈ A, we see that p extends holomorphically to D := C \ (∂D \A),
with p(1/z) = −p(z) for all z ∈ D and Re p|A = 0. Clearly, we may assume that p is
not constant. Now, if Φ is the appropriately chosen conformal map of D onto D that
takes (−1, 1) to A, then g := ip ◦ Φ is a typically real function and hence, see, e.g.,
[14, p. 55–56], g(z) = g(0) + zp1(z)/(1 − z
2) for all z ∈ D, where p1 is a holomorphic
function in D with Re p1 ≥ 0. Bearing in mind that 1/p1 is also a holomorphic function
with non-negative real part unless p1 ≡ 0, we conclude with the help of [6, Lemma 3.2],
see also [35, Ch. IV §26], that g|(−1,1) has limits at the points ±1, finite or infinite. This
proves (B).
It remains to prove (C). Fix any two points σ1 6= σ2 on A. Denote by S(σ1, σ2) the open
disk sector bounded by the segments [0, σ1], [0, σ2] and the closed subarc A(σ1, σ2) of A
between σ1 and σ2. The set ∂f(S(σ1, σ2)) is the union of the Jordan arc f
(
[0, σ1]∪ [0, σ2]
)
and a closed connected subset f
(
A(σ1, σ2)
)
⊃ {f(σ1), f(σ2)} of the Jordan curve Γ.
Therefore, according to [29, Prop. 2.5 on p. 23] each point of ∂f(S(σ1, σ2)) has at most
two preimages w.r.t. the restriction of f to the closure of S(σ1, σ2). Since σ1 and σ2
are chosen arbitrarily, it follows that each value of f |A is taken at most twice. Since
f |A : A → Γ is continuous, this implies that f |A has limits, finite or infinite, at both
end-points of A. The proof is now complete. 
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Now we collect some results from [10, 23] which we need in the following.
Proposition 2.11. Let (φt) be a non-trivial one-parameter semigroup in D and h : D→ C
the Kœnigs function of (φt). The following statements hold:
(i) For any t ≥ 0 and σ ∈ ∂D there exists the angular limit φt(σ) := ∠ limz→σ φt(z).
(ii) For any σ ∈ ∂D the map [0,+∞) ∋ t 7→ ∠ limz→σ φt(z) is continuous.
(iii) For any σ ∈ ∂D there exists the angular limit h(σ) := ∠ limz→σ h(z) ∈ C ∪ {∞}.
Moreover, σ ∈ ∂D is a boundary fixed point of (φt) if and only if h(σ) =∞.
The proof of (i) can be found in [10, Proof of Theorem5, p. 479] and [23, Theorem3.1].
Assertion (ii) is contained in [23, Prop. 3.2]. Existence of angular limits of h in asser-
tion (iii) is a consequence of the special geometric properties of Kœnigs functions, see,
e.g., [23, Prop. 3.4 and comments before]. Finally, the part of (iii) regarding the boundary
fixed points is by [10, Theorem2] and [23, Remark 3.5].
Remark 2.12. We make a small but useful addition to statement (i) of the above propo-
sition: the Lindelo¨f theorem applied to φs along the curve [0, 1) ∋ r 7→ φt(rσ) shows that
the identity φs(φt(σ)) = φt+s(σ), where φs(φt(σ)) is to be understood as the angular limit
of φs at the point φt(σ), holds also for all boundary points σ ∈ ∂D.
Remark 2.13. One more interesting statement is that if φt0(σ) is a boundary fixed point
of (φt) for some σ ∈ ∂D and t0 ≥ 0, then σ = φt0(σ) and thus σ is a boundary fixed
point itself. Otherwise, according to the previous remark and statement (ii) of the above
proposition there would exist a curve, namely the arc L := {φt(σ) : t ∈ [0, t0]}, joining σ
with φt0(σ) 6= σ such that φt0(L) = {φt0(σ)}. This would imply that φt0 were constant
by Fatou’s theorem.
3. Contact points which are not fixed
In this section we study the relation between non-fixed contact points of one-parameter
semigroups and the boundary behaviour of the associated infinitesimal generators. We
start with the following definition.
Definition 3.1. An open arc A ⊂ ∂D is said to be a contact arc for an infinitesimal
generator G, if G extends holomorphically to A with Re {z G(z)} = 0 and G(z) 6= 0 for
all z ∈ A. Each contact arc A is endowed with a natural orientation induced by the unit
vector field G/|G|. This determines the initial and final end-points of A.
Now we prove our main result about contact points:
Proof of Theorem 1.2. Note, first of all, that using [23, Proposition 2.1] we may assume
that the DW-point of (φt) is τ = 1.
Step 1: (i) implies (ii).
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Let t1 := sup{t ≥ 0 : φt(x) ∈ ∂D}. If φs(x) ∈ D for some s ∈ (0,+∞), then obviously
φt(x) ∈ D for all t ≥ s. Therefore t1 ∈ [t0,+∞] and φt(x) ∈ ∂D for all t ∈ [0, t1). Let
A := {φt(x) : t ∈ (0, t1)} ⊂ ∂D. Note that by Remark 2.13, A does not contain boundary
fixed points of (φt).
As a consequence, the map γ : [0, t1) ∋ t 7→ φt(x) is injective. Otherwise we would
have φt(x) = φt+s(x) for some t ∈ [0, t1) and s ∈ (0, t1 − t), which by Remark 2.12
means that φt(x) is a boundary fixed point of (φt). The map γ is also continuous by
Proposition 2.11(ii). Therefore, A is an open arc and x is one of its end-points.
Now fix s ∈ (0, t1) and let As := {φt(x) : t ∈ (0, s)}. Denote by S the open sector
{ry : y ∈ As, r ∈ (0, 1)} and let U := h(S), where h is the Kœnigs function associated
to (φt). By Proposition 2.11(iii), h has a finite non-tangential limit at x. With the
help of the Abel equation h(rx) + t = h(φt(rx)) for r ∈ [0, 1), see Proposition 2.8(B),
it follows that limr→1 h(φt(rx)) = h(x) + t. Then, by Lindelo¨f Theorem 2.9 applied to
h along the curve [0, 1) ∋ r 7→ φt(rx), we have h(φt(x)) := ∠ limz→φt(x) h(z) = h(x) + t.
Therefore the set {h(σ) : σ ∈ As} is the interval L0 :=
(
h(x), h(x) + s
)
⊂ C. We claim
that ∂U = L0∪L1∪L2, where L1 := {h(rx) : r ∈ [0, 1]} and L2 := {h(rφs(x)) : r ∈ [0, 1]}.
Indeed, it is known (see, e.g., [20, p. 35 – 39]) that if f : D→ C is univalent, then the set
C :=
{
c ∈ C ∪ {∞} : ∃ σ ∈ ∂D : lim
(0,1)∋r→1
f(rσ) = c
}
,
is dense in ∂f(D). This fact applied to the composition of h|S with a conformal mapping
of D onto S, implies our claim, because the set L0 ∪ L1 ∪ L2 is closed.
Therefore, U is a Jordan domain and by the Carathe´odory extension theorem, see,
e.g., [29, Thm. 2.6 on p. 24], h : S → U extends to a homeomorphism of S onto U ,
which maps As onto L0. By the Schwarz reflection principle, h extends holomorphically
through As. By the arbitrariness of s ∈ (0, t1), in fact h extends holomorphically through
the whole arc A. Since h′(z)G(z) = 1 for all z ∈ D (see Proposition 2.8(B)), also G
extends holomorphically through A. Moreover, bearing in mind that h(A) is an interval
parallel to the real axis, with h(x) being its left end-point, and using again h′(z)G(z) = 1,
we see that A is, in fact, a contact arc for G with initial point x.
Step 2: (ii) implies (i) and (iii).
Consider the local flow of G on the arc A. Since G is holomorphic in a neighborhood of A
and tangent to A at every point, it follows that for each y ∈ A, there exists the maximal
solution wy : Iy → A to the initial value problem
.
wy (t) = G|A(wy(t)), t ≥ 0, wy(0) = y,
and that φt has a holomorphic extension to a neighborhood of y with φt(y) = wy(t)
for all t ∈ Iy. Fix any y0 ∈ A and let A1 be the subarc of A between x and y0. It
is easy to see that Iy0 ⊂ Iy for any y ∈ A1. Therefore, for all t ∈ Iy0 the function φt
extends homeomorphically to A1, with φt(A1) ⊂ ∂D. Recall that all φt’s are univalent
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in D. Therefore, according to Lemma 2.10 there exists limA1∋y→x φt(y) = φt(x). Since
φt(x) 6= x for all t > 0, it follows that φt(x) ∈ A for all t ∈ Iy0 \ {0}. This proves (i).
Now fix any s ∈ Iy0 and let y1 := φs(x), t1 := s+ sup Iy1. Since G has no zeros on A, it
follows that (s, t1) ∋ t 7→ φt(x) = wy1(t−s) is a homeomorphic map onto the open subarc
of A between y1 and the final point of A. This proves (iii), because by Proposition 2.11(ii),
φs(x)→ x as s→ 0
+. 
Definition 3.2. Let G : D→ C be an infinitesimal generator. A contact arc A ⊂ ∂D for
G is called maximal if there exists no other contact arc A1 for G such that A1 ) A.
By Theorem 1.2 to any contact not fixed boundary point of (φt) there corresponds a
unique maximal contact arc for G.
We classify maximal contact arcs and describe more in details the dynamics of the
semigroup on them:
Proposition 3.3. Let (φt) be a one-parameter semigroup with Denjoy –Wolff point τ ∈ D
and associated infinitesimal generator G. Suppose that A0 ⊂ ∂D is a maximal contact arc
for G. Let x0 and x1 be the initial and final points of A0, respectively. Then the following
statements hold:
(i) one of the two alternatives takes place:
(i.1) x0 is a boundary fixed point of (φt), or
(i.2) x0 is a contact (not fixed) point of φt0 for some t0 > 0;
(ii) one of the two alternatives takes place:
(ii.1) x1 = τ , or
(ii.2) φt(x1) ∈ D for all t > 0;
(iii) if x ∈ A0, then the life-time t1(x,A0) < +∞ if and only if φt(x1) ∈ D for all t > 0;
Moreover,
(a1) the limit G(x0) := limA0∋x→x0 G(x) exists finitely;
(a2) if x0 is a boundary fixed point of (φt), then G(x0) = 0;
(b1) the limit G(x1) := limA0∋x→x1 G(x) exists, finite or infinite;
(b2) G(x1) = 0 if and only if x1 = τ .
Remark 3.4. It is evident from the proof given below that assertion (iii) of Proposition 3.3
is also true for x := x0 provided x0 is not a boundary fixed point of (φt).
Proof of Proposition 3.3. Statement (i) follows readily from Theorem 1.2. To prove state-
ments (ii) and (iii), let first assume t1 := t1(x,A0) < +∞ for some x ∈ A0. By Theo-
rem 1.2(iii), limt→t−
1
φt(x) = x1. Then by Proposition 2.11(ii), φt1(x) = x1. Consequently,
φt(x1) ∈ D for all t > 0. Indeed, if x1 were a contact point of φs for some s > 0, then
according to Remark 2.12, x would be a contact point of φt1+t for all t ∈ [0, s]. To-
gether with the fact that x is not a boundary fixed point of (φt) this would contradict the
maximality of A0.
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Next, assume that x ∈ A0 and t1 := t1(x,A0) = +∞. Then x is a contact point of φt
for all t ≥ 0, but not a boundary fixed point of (φt). Therefore, by [10, Theorem 4],
τ ∈ ∂D and hence, by [23, Remark 5.1], φt(x)→ τ as t→ +∞. Since limt→t−
1
φt(x) = x1,
it follows that x1 = τ .
In order to prove (a1), (a2), (b1) and (b2), using [23, Proposition 2.1], we will assume
that the Denjoy –Wolff point of (φt) is τ = 1. Then, according to Proposition 2.8(B).(ii),
the Kœnigs function h of (φt) extends holomorphically to A0, with h(A0) being a subset
of a straight line.
Applying Lemma 2.10 to f := G and A := A0 one proves (b1) and a part of state-
ment (a1). In order to complete the proof of (a1) and prove (a2), we suppose first that x0
is a boundary fixed point of (φt). Then by Proposition 2.11(iii) and Lemma 2.10 applied to
f := h, we have h(x)→∞ as A0 ∋ x→ x0. It follows that lim supA0∋x→x0 |h
′(x)| = +∞,
which in view of Proposition 2.8(B).(ii) implies that limA0∋x→x0 G(x) = 0, proving (a2)
and (a1) in this case.
Now suppose that x0 is not a fixed point. By the argument in Step 1 in the proof of
Theorem 1.2, ∂h(D) contains a segment [h(x0), h(x0) + s] for some s > 0. It follows, in
particular, that the ray R := {h(x0) + s − ξ : ξ ≥ 0} does not intersect h(D) and hence
ϕ := h−10 ◦h, where h0 is the conformal map of D onto C \R, is a well-defined self-map of
D and has a contact point at x0. By the Julia –Wolff –Carathe´odory theorem the angular
derivative ϕ′(x0) exists, finite or infinite, and does not vanish. This implies that the angu-
lar derivative of h at x0 exists and does not vanish. According to Proposition 2.8(B).(ii)
and Lemma 2.10, it follows that G(x0) 6=∞, which completes the proof of (a1).
In order to prove (b2), we first assume x1 = τ = 1. In this case by [11, Theorem 1],
∠ limz→σG(z) = 0 and hence by Lemma 2.10 applied to f := G, the limit of G|A at x1
also (exists and) equals 0.
In case x1 is not the Denjoy –Wolff point of (φt), by Proposition 2.11(iii), h(x1) ∈ C.
Take any x ∈ A0. According to what we already proved and by the argument in Step 1
in the proof of Theorem 1.2 it is easy to see that:
(a) there exists t1 := t1(x,A0) > 0 such that φt1(x) = x1;
(b) h(x1) = h(x) + t1;
Moreover,
(c) if w ∈ h(D), then w + ξ = h
(
φξ(h
−1(w))
)
∈ h(D) for all ξ ≥ 0;
and in particular,
(d) the curve [0, 1) ∋ r 7→ h(rx) does not intersect the ray {h(x1)− ξ : ξ ≥ 0}.
By (a) and (b) there exists r1 ∈ (0, 1) such that u0 := maxr1≤r<1 Reh(rx) < Reh(x) +
t1 = Reh(x1). Let r0 be any of the points at which [r1, 1) ∋ r 7→ |Imh(rx) − Im h(x)|
achieves its maximum value, and let v0 := Imh(r0x). Note that v0 6= Imh(x). Choose
now r2 ∈ (r1, 1) such that t1 + Reh(rx) + t1 > u0 for all r ∈ [r2, 1). Taking into account
(b) – (d), we conclude that:
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(e) the semistrip Π bounded by the rays
{w : Imw = Imh(x), Rew ≥ u0}, {w : Imw = v0, Rew ≥ u0}
and the segment [u0 + iv0, u0 + iIm h(x)], is contained in h(D);
(f) the curve γ : [r2, 1) ∋ r 7→ h(rx) + t1 is a slit in Π.
From the Abel equation h(rx) + t1 = h(φt1(rx)) for all r ∈ [r2, 1) it follows that
(g) h−1 ◦ γ is a slit in D landing at φt1(x) = x1.
Now by [28, Thm. 10.6 on p. 307], h has a finite angular derivative at x1. Therefore,
thanks to equality (ii) in Proposition 2.8(B), ∠ limz→x1 G(z) exists, finite or infinite, but
cannot be equal to 0. Applying Lemma 2.10 to f := G, we conclude that the same holds
for limA∋σ→x1 G(σ). The proof is now complete. 
By Theorem 1.2 and Proposition 3.3, for every t > 0 the map φt can have at most a
countable number of contact non-fixed points in which φt has no holomorphic extension
(the initial points of maximal contact arcs), hence:
Corollary 3.5. If ϕ ∈ Hol(D,D) has an uncountable set of contact points which are not
boundary fixed points of ϕ and at which ϕ has no holomorphic extension, then ϕ cannot
be embedded in a one-parameter semigroup.
An example of a univalent map ϕ continuous up to ∂D and having an uncountable set
of non-fixed contact points at which ϕ has no holomorphic extension, can be obtained by
considering the one-parameter semigroup (φt) with uncountable set of boundary super-
repulsive fixed points defined in [9, p. 260] and setting ϕ := iφt for any arbitrary t > 0.
We conclude this section showing that the holomorphic extendability of the infinites-
imal generator in the definition of a contact arc can be replaced by a weaker condition
formulated in terms of radial limits.
Proposition 3.6. Let G be an infinitesimal generator in D and let A ⊂ ∂D be an open
arc. Then A is a contact arc for G if and only if lim(0,1)∋r→1 Re {σG(rσ)} = 0 and
lim sup(0,1)∋r→1 |ImG(rσ)| 6= 0 for any σ ∈ A.
This follows at once from the following lemma, which might be interesting by its own:
Lemma 3.7. Let G be an infinitesimal generator in D and let A ⊂ ∂D be an open arc.
Suppose that lim(0,1)∋r→1 Re {σG(rσ)} = 0 for any σ ∈ A, then G has a holomorphic
extension to A.
Proof. We first prove the lemma for the case when the Denjoy –Wolff point τ 6∈ A.
Fix any σ ∈ A. First of all notice that
(3.1) ℓ(σ) := lim
(0,1)∋r→1
G(rσ)(1− r) = 0.
Indeed, by [6, Lemma 3.3] the limit in (3.1) exists finitely and σℓ(σ) ∈ R, which contradicts
the hypothesis unless ℓ(σ) = 0.
14 F. BRACCI AND P. GUMENYUK
Write the Berkson –Porta formula G(z) = q(z)p(z), where q(z) := (τ − z)(1− τz) and
p is a Herglotz function. Note that σ q(σ) = −|τ −σ|2 ∈ R. Therefore, according to (3.1),∣∣∣Re {σG(rσ)}+ |τ − σ|2Re p(rσ)∣∣∣ ≤
∣∣∣∣1 + |τ − σ|2σ q(rσ)
∣∣∣∣ · |G(rσ)| → 0
as (0, 1) ∋ r → 1. It follows that the hypothesis of the lemma is equivalent to
(3.2) lim
(0,1)∋r→1
Re p(rσ) = 0 for all σ ∈ A.
Now write the Herglotz representation of Re p,
(3.3) Re p(reiθ) =
∫
[−pi,pi)
Pr(θ − t) dν(t) for all r ∈ [0, 1) and θ ∈ R,
where ν is a positive finite Borel measure on [−π, π) and Pr is the Poisson kernel.
By a technical reason, without loss of generality, we will assume that
−π 6∈ X := {θ ∈ [−π, π) : eiθ ∈ A}.
Denote F (t) := ν
(
[−π, t)
)
for t ∈ (−π, π] and F (−π) := 0. Then, see [25, p. 35],
(3.4) Re p(reiθ) = Pr(θ + π)‖ν‖+
1
r
∫ pi
−pi
Kr(t)
F (θ + t)− F (θ − t)
2 sin t
dt,
where ‖ν‖ := ν
(
[−π, π)
)
and Kr(t) := −(1/r)P
′
r(t) sin t is an approximate identity for L
1
(see, e.g., [25, p. 17]).
From (3.2) and (3.3) it follows that ν has no atoms on X . Since X is open, it follows
that F is continuous at every point of X . Bearing this in mind and taking into account
that Pr(θ + π)→ 0 as (0, 1) ∋ r → 1 if |θ| < π, from (3.2) and (3.4) we deduce that
lim inf
t→0+
F (θ + t)− F (θ − t)
2 sin t
= lim inf
t→0+
ν
(
(θ − t, θ + t)
)
2t
= 0
for all θ ∈ X . By [19, Lemma 1(i) on p. 37], it follows that ν(X) = 0. Thus p and hence
G extend holomorphically to A. This proves the lemma for the case τ 6∈ A.
If τ ∈ A, we apply the above argument for each of the two arcs forming A \ {τ}.
According to Lemma 2.10, G is continuous at τ and hence we can apply the Schwarz
reflection principle to the function z 7→ G(z)/z to show that G extends holomorphically
to the whole arc A. 
4. Super-repulsive boundary fixed points
Boundary regular fixed points of a one-parameter semigroup (φt) are regular null-points
of its generator G and vice versa. For boundary super-repelling fixed points no such results
hold. In [11, p. 127] it was pointed out that ∠ limz→xG(z) = 0 does not imply that x is
a boundary fixed point of (φt). In fact, neither the converse implication holds in general,
as the following example shows:
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Example 4.1. We are going to construct an example of a semigroup (φt) with associated
infinitesimal generator G such that −1 is a super-repelling boundary fixed point for (φt)
but the radial limit of G at −1 does not exist.
In order to construct such an example, we will first show that there exists a sequence
δn ∈ (0, 1) such that the conformal map f0 of
Ω0 := {w : |Imw| < 1} \
⋃
n∈N
{
w : |Imw| = δn, Rew ≤ −2n
}
onto D with the normalization f0(0) = 0, f
′
0(0) > 0, satisfies
lim inf
R∋u→−∞
f ′0(u) = 0 and(4.1)
lim sup
R∋u→−∞
f ′0(u) = +∞.(4.2)
The proof of the above statement is based on the following more technical claim. For
a > 0 and n ∈ N, denote S(a, n) := {w : |Imw| < a,Rew > −2n− 1}. Furthermore, for a
simply connected domain Ω ∋ 0 let fΩ stand for the conformal mapping of Ω onto D such
that fΩ(0) = 0, f
′
Ω(0) > 0.
Claim. Fix any a > 0, any n ∈ N, and any M > 0. Then there exists δ = δ(a, n,M) ∈
(0, a) such that if Ω ⊂ C is a simply connected domain satisfying the following two
conditions:
(i) Ω is symmetric w.r.t. the real axis;
(ii) Ω ∩ S(a, n) = S(a, n) \
(
[−2n− 1 + iδ,−2n + iδ] ∪ [−2n− 1− iδ,−2n− iδ]
)
,
then there exists a point un ∈ (−2n,−2n + 1) such that f
′
Ω(un) ≥M .
Proof of the Claim. First of all note that by (i), fΩ(R ∩ Ω) = (−1, 1) and f
′
Ω(u) > 0 for
all u ∈ R ∩ Ω.
Now suppose on the contrary that for any δ ∈ (0, a) there exists a simply connected
domain Ω(δ) satisfying conditions (i) and (ii) such that
(4.3) f ′Ω(δ)(u) < M for all u ∈ (−2n,−2n + 1) and all δ ∈ (0, a).
The family F :=
(
f−1Ω(δ)
)
δ∈(0,a)
is normal in D. Hence there exists a sequence (δn) ⊂
(0, a) converging to zero such that hn := f
−1
Ω(δn)
converges locally uniformly in D to a
holomorphic function h∗ : D → C. With (ii) taken into account, by the Carathe´odory
kernel convergence theorem, h∗ maps D conformally onto a domain Ω∗ such that Ω∗ ∩
S(a, n) = S(a, n) \ [−2n− 1,−2n]. It follows that
(4.4) (h−1∗ )
′(u)→ +∞ as (−2n,−2n + 1) ∋ u→ −2n.
Again by the Carathe´odory kernel convergence theorem, the sequence h−1n = fΩ(δn) con-
verges to h−1∗ locally uniformly in {w : |Imw| < a, Rew > −2n}. Then by (4.3), it follows
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that (h−1∗ )
′(u) ≤M for all u ∈ (−2n,−2n + 1), which contradicts (4.4). The claim is
proved.
Take any sequence (Mn > 0) tending to +∞. Now using the above claim define the
sequence (δn) recurrently by δ0 := 1 and δn := δ(δn−1, n,Mn) for all n ∈ N.
Since for each n ∈ N the domain Ω0 satisfies conditions (i) and (ii) with a := δn, it
follows that there is a sequence (un) ⊂ R tending to −∞ such that f
′
0(un) ≥ Mn. This
proves (4.2).
Notice also that (4.1) follows from the fact that f0(0) − f0(w) =
∫ 0
w
f ′0(u) du for all
w < 0 and f0(w)→ −1 as R ∋ w → −∞.
Now consider the one-parameter semigroup defined by φt(z) := f0
(
f−10 (z) + t
)
for all
z ∈ D and all t ≥ 0. The radial limit of the Kœnigs function h := f−10 of (φt) at −1
equals ∞. Consequently, by Proposition 2.11(iii), −1 is a boundary fixed point of (φt).
At the same time, by the above argument, the infinitesimal generator of (φt) given by
G = f ′0 ◦ f
−1
0 has no radial limit at −1. This gives the desired example.
In contrast to the above example, we prove the following proposition, which gives a
sufficient condition for an infinitesimal generator to have vanishing angular limit at a
super-repelling fixed point of the associated semigroup:
Proposition 4.2. Let (φt) be a one-parameter semigroup with the associated infinitesimal
generator G. If x0 ∈ ∂D is a super-repulsive boundary fixed point of (φt) and if there exists
no backward orbit of (φt) landing at x0, then
∠ lim
z→x0
G(z) = 0.
The proof of Proposition 4.2 follows at once from Lemma 2.10, Proposition 3.3(a2) and
the following lemma:
Lemma 4.3. Under the hypotheses of Proposition 4.2, there exists a maximal contact
arc A0 for which x0 is the initial point.
Proof. First of all, we may assume that the DW-point of (φt) is τ = 1 thanks to [23,
Proposition 2.1], and also that x0 = −1.
Let h the Kœnigs function of (φt). By Proposition 2.11(iii),
(4.5) Imh(−r)→ v∗ as [0, 1) ∋ r → 1
for some v∗ ∈ R. Now we prove the following claim.
Claim. For each r0 ∈ [0, 1),
[
h(−r0), iv∗ + Reh(−r0)
)
⊂ h(D).
Indeed, by Proposition 2.8(B).(ii) and (2.2) we have
(4.6)
d
dr
Reh(−r) < 0 for all r ∈ [0, 1).
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Therefore, from (4.5) it follows that for any v0 between v∗ and Imh(−r0) the ray {u+ iv0 :
u ≤ Reh(−r0)} intersect the line h((−1, 0]) ⊂ h(D), which in view of the translational
invariance of h(D) implies our claim.
Now we show that there is u0 ∈ R such that R := {u + iv∗ : u ≤ u0} does not
intersect h(D). Assume that this is not true. Then, for some u0 ∈ R, we have R ⊂ h(D)
and γ := h−1(R) is a backward orbit of (φt). From the above claim it follows that R and
h((−1, 0]) are equivalent slits in h(D) and hence, see, e.g., [20, p. 35 – 39], γ lands at −1,
which contradicts the hypothesis.
Now from the claim and from (4.6) we conclude that the ray R together with the curve
Γ := h((−1, 0])∩{w : Rew ≤ u0} and the part of the line {w : Rew = u0} between R and
Γ bound a Jordan domain D, which lies in h(D). It follows with the help of the Schwarz
reflection principle that h−1 extends from D to a holomorphic function f on the Jordan
domain D1 := D ∪R ∪D
∗, where D∗ is the reflection of D w.r.t. R, and that A := f(R)
is a contact arc for G. According to the Carathe´odory extension theorem (see, e.g., [29,
Thm. 2.6 on p. 24]) applied to f in D1,
lim
R∋w→∞
f(w) = lim
w∋Γ→∞
f(w) = −1,
which means that x0 = −1 is the initial point of A.
It remains to notice that there exists a unique maximal contact arc A0 containing A
and that −1 is still the initial point of A0, because a contact arc cannot contain any
boundary fixed points. 
5. Fractional singularities
Let G be an infinitesimal generator in D and let x ∈ ∂D. One can define
α+x (G) := inf{α ∈ R : lim
r→1−
|G(rx)|
(1− r)α
= +∞} = sup{α ∈ R : lim inf
r→1−
|G(rx)|
(1− r)α
= 0}
α−x (G) := sup{α ∈ R : lim
r→1−
|G(rx)|
(1− r)α
= 0} = inf{α ∈ R : lim sup
r→1−
|G(rx)|
(1− r)α
= +∞}.
Remark 5.1. Let (zk) be a sequence in D converging to x ∈ ∂D non-tangentially and let
p ∈ Hol(D,C) with Re p > 0. Then there exists a sequence (rk) ⊂ (0, 1) such that the
hyperbolic distance in D between zk and rkx is less than a constant independent of k.
Since p, as a map from D to the right half-plane, does not increase the hyperbolic distance,
it is not hard to see that {log(|p(zk)|/|p(rkx)|)}k∈N is bounded. From this, with the help
of Berkson –Porta formula (2.2), one can easily see that it is possible to replace the radial
limits in the definition of α±x (G) with the corresponding non-tangential limits.
The lemma below follows easily from the Berkson –Porta formula and the growth esti-
mates for holomorphic functions with positive real part (see [28, eq. (11) p. 40]).
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Lemma 5.2. Let G be an infinitesimal generator in D and let x ∈ ∂D. If x is not the
Denjoy –Wolff point of the semigroup generated by G, then −1 ≤ α−x (G) ≤ α
+
x (G) ≤ 1.
The examples given below show that, in general, α−x (G) and α
+
x (G) do not coincide and
even if α−x (G) = α
+
x (G) =: α, it is not possible to say anything about limr→1−
|G(rx)|
(1−r)α
.
Example 5.3. Using Berkson –Porta formula (2.2), consider an infinitesimal generator
G∗(z) := (τ − z)(1 − τz)p∗(z) for all z ∈ D, where τ ∈ D \ {1}, p∗(z) :=
1+B(z)
1−B(z)
for
all z ∈ D and B is an infinite Blaschke product B(z) :=
∏+∞
n=1
z−xn
1−xnz
with all the zeros
xn ∈ (0, 1). We claim that α
+
1 (G∗) = 1 and α
−
1 (G∗) = −1, provided
an+1
an
→ +∞ as
n→ +∞, where, for all n ∈ N, an := 2kD(0, xn) = log
1+xn
1−xn
is (the double of) the
hyperbolic distance between 0 and xn. Taking into account Lemma 5.2, it suffices to show
that (−1)j+1
log |p(zj)|
log |1−zj |
→ 1 as j → +∞ for some sequence (zj) ⊂ (0, 1) converging to 1.
For each j ∈ N, define now zj ∈ (xj , xj+1) by requiring kD(xj, zj) = kD(zj , xj+1). Then
(−1)jB(zj) → 1 as j → +∞. Indeed, since aj − aj−1 > 2 log(j − 1) for all j ∈ N large
enough,
∣∣∣ log |B(zj)|∣∣∣ ≤ +∞∑
n=1
2
e2kD(zj ,xn) − 1
=
j−1∑
n=1
2
e−an+(aj+1+aj)/2 − 1
+
4
e(aj+1−aj)/2 − 1
+
+∞∑
n=j+2
2
ean−(aj+1+aj)/2 − 1
→ 0 as j → +∞.
It follows that
lim
j→+∞
(−1)j+1
log |p(zj)|
log |1− zj |
= lim
j→+∞
log
∑+∞
n=1 2e
−2kD(zj ,xn)
log |1− zj |
= − lim
j→+∞
log
∑+∞
n=1 e
−|an−(aj+aj+1)/2|
(aj + aj+1)/2
= 1 − lim
j→+∞
aj + log
(
2 +
∑j−1
n=1 e
an−aj +
∑+∞
n=j+2 e
aj+1−an
)
(aj + aj+1)/2
= 1,
and our claim is proved.
Example 5.4. It is now easy to construct an example of an infinitesimal generator G
with any prescribed values α+ and α− of α+1 (G) and α
−
1 (G), respectively, satisfying the
inequality in Lemma 5.2. Indeed, with the branch of the power function properly chosen,
G(z) := (τ − z)(1 − τz)
(
p∗(z)
)(α+−α−)/2(1− z
1 + z
)(α++α−)/2
for all z ∈ D,
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where τ ∈ D \ {1} and p∗ is constructed in the previous example, is an infinitesimal
generator with the desired property.
Example 5.5. Fix α ∈ (−1, 1) and τ ∈ D \ {1}. Let
G(z) := (τ − z)(1− τz)
(
1− z
1 + z
)α (
p∗(F (z))
)1−|α|
for all z ∈ D,
where H(z) := (1+ z)/(1− z), F (z) := H−1(1+ logH(z)) for all z ∈ D, and p∗ is defined
in Example 5.3. Then G is an infinitesimal generator, α+1 (G) = α
−
1 (G) = α, but
lim sup
r→1−
|G(r)|
(1− r)α
= +∞ and lim inf
r→1−
|G(r)|
(1− r)α
= 0.
Many other similar “pathological” examples can be found. In this paper we consider
“regular” fractional singularities defined as follows:
Definition 5.6. Let α ∈ R \ {0}. An infinitesimal generator G is said to have a regular
singularity of order α at a point x ∈ ∂D if the angular limit
(5.1) Mα(x) := lim
r→1−
G(rx)
(1− r)α
exists and belongs to C∗ := C \ {0}.
Lemma 5.7. Let G be an infinitesimal generator. If G has a regular singularity of order α
at x ∈ ∂D then
(5.2) ∠ lim
z→x
G(z)
(1− xz)α
=Mα(x).
Proof. Thanks to Berkson –Porta formula (2.2) and [29, Theorem 4.3 p.76] it is enough
to show that if p : D→ C is holomorphic and Re p > 0, then f(z) := log(p(z)/(1 − xz)β)
is a Bloch function for any β, i.e.
sup
z∈D
|f ′(z)|(1 − |z|2) < +∞.
This is equivalent to proving that (1−|z|2)|p′(z)|/|p(z)| is bounded in D. Let p0(z) :=
1+z
1−z
.
Then ω(z) := p−10 ◦ p(z) is a holomorphic self-map of D. Hence using the Schwarz –Pick
inequality we get
|p′(z)|
|p(z)|
=
2|ω′(z)|
|1− ω(z)2|
≤
2
1− |z|2
,
and the desired result follows. 
Remark 5.8. If x is a regular singularity of G of order α different from the Denjoy –
Wolff point of the associated one-parameter semigroup, then α+(G) = α−(G) = α, hence
α ∈ [−1, 1] \ {0}. If α = −1, then x is a boundary regular pole, and if α = 1 then x is a
boundary regular null point of G.
20 F. BRACCI AND P. GUMENYUK
Similarly, if G has a regular singularity of order α at the Denjoy –Wolff point, then
α ∈ [1, 3]. This case was deeply analyzed in [17]. So from now on we will mainly consider
regular singularities of order α ∈ [−1, 1) \ {0}, hence different from the Denjoy –Wolff
point.
In the case of boundary regular null points and regular poles the limit (5.1) in Defini-
tion 5.6 can be replaced with the radial or angular limit of |G(z)|/|1− z|α at x. However,
for α ∈ (−1, 1) these three limits are pairwise non-equivalent, as the following two exam-
ples show.
Example 5.9. Let α ∈ (−1, 1) \ {0} and a > 0. Consider G(z) := −zp(z) with p(z) :=
[(1 + z)/(1 − z)]α exp(i sin f(z)) for z ∈ D, where f is the conformal mapping of D onto
{w : |Imw| < a} with f(0) = 0, f ′(0) > 0, and the branch of the power functions is chosen
in such a way that p(0) = 1. If sinh a ≤ π(1 − |α|)/2, then Re p > 0 and hence G is an
infinitesimal generator. It is easy to see that lim(0,1)∋r→1 |G(r)|/(1− r)
α = 2α and hence
α−1 (G) = α
+
1 (G) = α, while the angular limit ∠ limz→1 |G(z)|/|1 − z|
α does not exist. In
particular, by Lemma 5.7 and Remark 5.8, the point 1 is not a regular singularity of any
order α′ ∈ [−1, 1] \ {0}.
Example 5.10. Similar to the previous example we consider an infinitesimal generator of
the form G(z) := −zp(z) with p(z) := [(1 + z)/(1 − z)]α exp g(z), where |Im g(z)| < ω :=
π(1−|α|)/2 for all z ∈ D. If ∠ limz→1 Re g(z) exists finitely, then ∠ limz→1 |G(z)|/|1− z|
α
exists. At the same time, if ∠ limz→1 Im g(z) does not exist, then (5.2) does not exist
either and hence, by Lemma 5.7, again 1 is not a regular singularity of G. Examples of
such univalent functions g can be constructed by means of the theory of prime ends, see,
e.g., [8, Chapter 9]: consider a simply connected domain D ⊂ ωD having a prime end P
of the fourth kind with the set of all principal points forming a non-degenerate segment
parallel to the imaginary axis, and define g to be any conformal map of D onto D under
which 1 corresponds to the prime end P .
Now we prove our theorem about the characterization of fractional order regular singu-
larities of infinitesimal generators in terms of the boundary behaviour of the associated
one-parameter semigroups and Kœnigs function.
Proof of Theorem 1.1. Assume first that (i) holds and let us prove (ii). Note that
∫ 1
0
dr/G(rx)
converges. According to Proposition 2.8, this implies that h(x) ∈ C. Therefore, by Propo-
sition 2.11(iii), x is not a boundary fixed point of (φt). Further, differentiating the identity
φt ◦ φs = φt+s in s and taking s = 0, we obtain
(5.3) [φ′t(z)(1− xz)
α]
G(z)
(1− xz)α
= G(φt(z)) for all z ∈ D.
If φt(x) ∈ D for all t > 0, then G(φt(x)) 6= 0 for all t > 0, because φt(x) cannot coincide
with the Denjoy –Wolff point of (φt). Indeed, taking into account univalence of φt in D,
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we have φt(x) := ∠ limz→x φt(x) ∈ ∂φt(D) for all t ≥ 0. Therefore, in this case, with the
help of Lemma 5.7 we can pass in (5.3) to the angular limit as z → x, which immediately
leads to (ii) for all t > 0.
If x is a contact point of φt for some t > 0, then x is a contact point of φt for all
t ∈ (0, t1), where t1 := sup{t ≥ 0: φt(x) ∈ ∂D} ∈ (0,+∞]. By Step 1 in the proof of
Theorem 1.2, G extends holomorphically on the arc A := {φt(x) : t ∈ (0, t1)} and does
not vanish on A. Therefore, again (5.3) together with Lemma 5.7 implies (ii) for all
t ∈ (0,+∞) \ {t1}.
Clearly (ii) implies (iii). So now we assume (iii) and let us prove (i). First consider the
case α < 0 and let t0 > 0 be such that the angular limit (1.1) exists and belongs to C
∗.
Then ∠ limz→x φ
′
t0
(z) = 0. By [6, Lemma 3.8] it follows that φt0(x) ∈ D. Since φt0(x)
cannot be the Denjoy –Wolff point of (φt) as we pointed out before, substituting t := t0
in (5.3) and passing to the radial limit as z → x, we obtain (i).
Consider now the case α > 0. Arguing as above, we see that to prove (i) it is sufficient
to show that x is not a boundary fixed point of (φt). Suppose on the contrary that x
is a boundary fixed point of (φt). Let t1 > t0 > 0 be the two values for which the
angular limit (1.1) exists and belongs to C∗. Note that φ′t1(z) = φ
′
t1−t0
(φt0(z)) · φ
′
t0
(z)
for all z ∈ D. Multiplying this identity by (1 − xz)α on both sides and passing to the
radial limit as z → x, we conclude that there exists limr→1− φ
′
t1−t0(φt0(rx)) =: C ∈ C
∗.
By Lindelo¨f’s theorem it follows that ∠ limz→x φ
′
t1−t0
(z) = C ∈ C∗ and hence, by [11,
Lemmas 1 and 3], x is a boundary regular fixed point of φt for all t ≥ 0, which clearly
contradicts (iii).
Next, in case the Denjoy –Wolff point τ ∈ ∂D in order to prove the equivalence between
(i) and (iv) it is clearly enough to apply Lemma 5.7 and Proposition 2.8(B).(ii), while in
case τ ∈ D one should first pass to the lifting of (φt) given by [23, Proposition 2.1].
Finally, by [34, Theorem 1], (v) implies (iv). To prove the converse implication it is
enough to apply the mean value theorem for the real and imaginary parts of h along all
intervals in D ending at x. The proof is now complete. 
We end this section with a few more comments and examples.
Example 5.11. Let α ∈ (0, 1). With the help of Berkson –Porta formula (2.2) it is easy
to see that G(z) := −i(1 − z)2
(
i−z
1−iz
)α
for all z ∈ D, where the branch of the power
function is chosen in such a way that G(0) = −ieipiα/2, is an infinitesimal generator. Note
also that A0 := {e
iθ : θ ∈ (π/2, 3π/2)} is a maximal contact arc of G and its initial point
x0 := i is a regular singularity of order α for G, while its final point x1 := −i is a regular
singularity of order −α. In particular, by Theorem 1.1, x0 and x1 are not boundary fixed
points of the associated one-parameter semigroup (φt). Therefore, by the argument in the
proof of Proposition 3.3(iii), there exists t1 such that φt1(x0) = x1. From (5.3) it follows
that for x := x0 and t := t1 the limit (1.1) equals ∞. Thus, this example shows that
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for α ∈ (0, 1), Theorem 1.1 would fail without allowing a possible exceptional value of t
in assertion (ii).
Remark 5.12. Note that in contrast to the above example, for α ∈ (−1, 0) we can require
in Theorem 1.1(ii) that (1.1) exists and belongs to C∗ for all t > 0 without permitting
any exceptional values. This follows directly from the proof of Theorem 1.1.
Remark 5.13. For α = −1, Theorem 1.1 was already proved in [6]. The proof given in
that paper does not rely on the study of contact points exploited in the present proof.
At the same time, according to [11, Theorem 1], Theorem 1.1 becomes false if α = 1,
which corresponds to the case of a regular null-point of G. In fact, it is known (see, e.g.,
[29, Prop. 4.8 p. 80]) that since φt has a finite angular limit at x, we have (z−x)φ
′
t(z)→ 0
as z → x non-tangentially, and hence (ii) and (iii) are never satisfied with α = 1.
Finally, if one had to consider “fractional singularities of order α = 0” defined as before,
one could check that assertion (i) in Theorem 1.1 implies (ii), but the converse implication
is not true. For instance, if x is any boundary regular fixed point of (φt), then (ii) holds
by the very definition, but by [11, Theorem 1], G has a regular singularity of order α = 1
at x.
To conclude, we give an example showing that for α > 0 it is not possible to manage
with only one value of t in assertion (iii) of Theorem 1.1.
Example 5.14. Let φt(z) := H
−1
(
H(z)exp(−t)
)
for all z ∈ D and all t ≥ 0, where
H(z) := (1 + z)/(1 − z) and the branch of the power function is chosen in such away
that φt(0) = 0 for all t ≥ 0. It is easy to see that (φt) is a one-parameter semigroup such
that for every t > 0, limit (1.1) exists and belongs to C∗ for x := −1 and α := 1 − e−t,
while the associated infinitesimal generator satisfies G(z)[(1 + z) log(1 + z)]−1 → −1 as
D ∋ z → −1.
6. Geometric conditions for fractional singularities
The problem of characterization of boundary regular singularities of infinitesimal gen-
erators via geometric properties of the image domains of the corresponding Kœnigs maps
is closely related to the problem of existence of the non-vanishing angular derivative of
a conformal map at a boundary point. Up to our best knowledge, the only known geo-
metric characterization in the latter problem, see, e.g., [26, Theorem A], is given in terms
of the extremal length. In concrete cases, it is very difficult to apply this characteriza-
tion directly. Below we use a consequence of this characterization [26, Theorem 5] to
prove quite general sufficient and necessary conditions for boundary regular singularities
of order α ∈ (−1, 1] \ {0}.
6.1. Sufficient criteria. In order to formulate the sufficient conditions we need to in-
troduce two notions. Since we mainly deal with non-tangential rather than unrestricted
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limits at boundary points, the notion of a Dini-smooth corner suitable for our aim is as
follows.
Definition 6.1. We say that a Jordan curve Γ ⊂ C has a Dini-smooth corner of opening
θ ∈ [0, 2π] at a point w0 ∈ Γ if the following conditions are satisfied:
(i) for all ρ > 0 small enough Γ intersects Cρ := {w : |w−w0| = ρ} at exactly two points
γ+(ρ) and γ−(ρ), and ρ 7→ γ±(ρ) are continuous functions,
(ii) the functions ρ 7→ arg
(
γ±(ρ)− w0
)
have Dini-continuous extensions to ρ = 0, and
(iii) the angle formed by the one-sided tangents to Γ at w0, interior w.r.t. the Jordan
domain bounded by Γ, is of magnitude θ.
Note that this definition differs substantially from the one given in [29, §3.4]. One
can show that for any conformal mapping f of D onto a Jordan domain whose boundary
has a Dini-smooth corner of opening απ, α ∈ (0, 2], at a point f(x), x ∈ ∂D, there
exists nonzero finite angular limit ∠ limz→x(f(z) − f(x))/(z − x)
α. To extend such kind
of statements to a much wider class of domains we introduce the following definition.
Definition 6.2. Let Γ ⊂ C be a Jordan curve and w0 ∈ Γ. A set E ⊂ Γ is said to be
locally dense on Γ at the point w0 if for some (and hence every) w1 ∈ Γ \ {w0} each of
the two connected components of Γ \ {w0, w1} contains a sequence (wn) ⊂ E such that
|wn − w0| converges monotonically to 0 and∑
n∈N
(
log
|wn − w0|
|wn+1 − w0|
)2
< +∞.
Now we can give the first sufficient criteria for fractional order regular singularities:
Theorem 6.3. Let (φt) be a one-parameter semigroup with associated infinitesimal gen-
erator G and Kœnigs function h. Let x ∈ ∂D, and let α ∈ (−1, 1) \ {0}. Suppose that
there exist Jordan domains Ω0 and Ω1 (possibly Ω0 = Ω1) with w0 := h(x) ⊂ ∂Ω0 ∩ ∂Ω1
such that
(i) h([rx, x)) ⊂ Ω0 ∩ Ω1 for some r ∈ (0, 1);
(ii) the Jordan curves ∂Ωj , j = 0, 1, have Dini-smooth corners of opening (1−α)π at w0;
(iii) Ω0 ⊂ h(D) and the set ∂Ω1 \ h(D) is locally dense on ∂Ω1 at w0.
Then G has a boundary regular singularity of order α at x.
Proof. Fix α ∈ (−1, 1) \ {0}. We have to prove that x is a regular singularity of order α
for G. By Theorem 1.1 it is sufficient to show that the following limit exists:
(6.1) ∠ lim
z→x
h(z)− h(x)
(1− x z)1−α
∈ C∗.
Moreover, notice that h(D) ∩ S = ∅, where S is a ray in C or a part of a logarithmic
spiral beginning from w0 = h(x) and tending to ∞. Choose any single-valued branch F
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of w 7→ iC0−((1−α)π)
−1 log(w−w0) in C\S, where C0 is a real constant to be determined
later, and consider the univalent function
f := (F ◦ h ◦ q)−1, where q(z) := x
epiz − 1
epiz + 1
for all |Im z| < 1/2,
that maps F (h(D)) onto the strip Π := {z : |Im z| < 1/2}. In this setting, (6.1) is
equivalent to the existence of a finite limit of f−1(z) − z as Re z → +∞, |Im z| < a, for
all a ∈ (0, 1/2).
By hypothesis, ∂Ω0 has a Dini-smooth corner of opening (1 − α)π at w0. Therefore,
choosing a suitable value of the constant C0, we have that for any a ∈ (0, 1/2) there exists
u = u(a) > 0 such that {ζ : Re ζ > u, |Im ζ | < a} ⊂ F (Ω0). Thus, our task is reduced to
proving that F (h(D)) has angular derivative at +∞ in the sense of Rodin –Warschawski
(see [26, Section 4]).
Claim A: the domain F (Ω0) has angular derivative at +∞ (in the sense of Rodin –Warschawski
[26, Section 4]).
From the fact that ∂Ω0 has a Dini-smooth corner at w0, it follows that for all u > 0 large
enough, say for u ≥ u0, the intersection of F (Ω0) with the line {ζ : Re ζ = u} is a segment(
u+ iν ′0(u), u+ iν
′′
0 (u)
)
, ν ′0(u) < ν
′′
0 (u), and that the function
ω(u) := sup{|ν ′0(u˜) +
1
2
|, |ν ′′0 (u˜)−
1
2
| : u˜ ≥ u}, u ≥ u0,
is continuous, non-increasing and integrable on [u0,+∞). We may also assume that
ω(u) > 0 for all u ≥ u0, because otherwise our claim is trivial. Using these properties
of ω, it is easy construct inductively a sequence (un) ⊂ (u0,+∞) tending monotonically
to +∞ such that un − un−1 = ω(un) for all n ∈ N. Then we have∑
n∈N
(un − un−1)
2 =
∑
n∈N
ω(un)
2 =
∑
n∈N
(un − un−1)ω(un) ≤
∫ +∞
u0
ω(u) du < +∞.
Thus {un} is a so-called subdivision of F (Ω0) (see [26, Section 2]) such that the sequences
δn := un+1 − un, θ
′
n :=
1
2
+ sup{ν ′0(u) : u ∈ [un, un+1]}, and θ
′′
n :=
1
2
− inf{ν ′′0 (u) : u ∈
[un, un+1]} are square-summable. Thus Claim A follows directly from [26, Theorem 5].
Now, denote by F1 the holomorphic extension of F from the connected component
of Ω1 \ S containing h([rx, x)) to the whole Ω1. Fix any point ζ1 ∈ ∂F1(Ω1) different
from ∞. By hypothesis, it follows that the components of ∂F1(Ω1) \ {ζ1,∞} are two
Jordan arcs Γ+ and Γ− approaching ∞ along the two asymptotes {u + i/2: u > 0} and
{u − i/2: u > 0}, respectively. Therefore, the argument in the proof of Claim A can be
repeated with the function ω replaced by
ω1(u) := sup{|ν
′
0(u˜) +
1
2
|, |ν ′′0 (u˜)−
1
2
|, |ν ′1(u˜) +
1
2
|, |ν ′′1 (u˜)−
1
2
| : u˜ ≥ u},
where ν ′1(u) and ν
′′
1 (u) are defined for the domain F1(Ω1) in the same way as ν
′
0(u) and
ν ′′0 (u) were defined for F (Ω0). For convenience we will keep the same notation (un) for
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the new subdivision of F (Ω0) and F1(Ω1) constructed in this way. In particular, we have
(6.2)
∑
n∈N
ω1(un)
2 < +∞.
Claim B: There is a subsequence (u∗n) of (un) such that
∑
n∈N(u
∗
n+1 − u
∗
n)
2 < +∞ and
for each n ∈ N the strip {ζ : u∗n ≤ Re ζ ≤ u
∗
n+1} intersects both Γ
+ \ F (h(D))
and Γ− \ F (h(D)).
By condition (iii), there exist two sequences (ξ±n ) ⊂ Γ
± \F (h(D)) such that a±n := Re ξ
±
n
tend monotonically to +∞ and the series
∑
(a±n+1−a
±
n )
2 converge. For x ∈ R let us denote
by a±(x) the element of {a±n : n ∈ N} ∩ (x,+∞) closest to x. Similarly, we define the
function u(x) for the sequence (un). Now we construct (u
∗
n) recurrently in the following
way. First we put q1 := max{a
+
1 , a
−
1 }. Then for each n ∈ N we let u
∗
n := u(qn) and
qn+1 := max{a
+(u∗n), a
−(u∗n)}.
By the very construction, (u∗n) is a subsequence of (un) and each segment [u
∗
n, u
∗
n+1]
contains at least one of a+j ’s and one of a
−
j ’s. Again by construction, for every n ∈ N,
the interval I ′n := (u
∗
n, qn+1) can contain points of only one of the sequences (a
+
n ) or
(a−n ). Hence I
′
n lies between two consecutive elements of (a
+
n ) or between two consecutive
elements of (a−n ). Therefore,
∑
n∈N(qn+1 − u
∗
n)
2 < +∞. Similarly, I ′′n := (qn+1, u
∗
n+1) lies
between two consecutive elements of (un) and hence
∑
n∈N(u
∗
n+1−qn+1)
2 < +∞. It follows
that
∑
n∈N(u
∗
n+1 − u
∗
n)
2 < +∞ and thus Claim B is proved.
Now let J(u) stand for the connected component of F (h(D)) ∩ {ζ : Re ζ = u} that
intersects R and denote
v′n := sup
u∗n≤u≤u
∗
n+1
inf{Im ζ : ζ ∈ J(u)}, v′′n := inf
u∗n≤u≤u
∗
n+1
sup{Im ζ : ζ ∈ J(u)}.
Note that, on the one hand,
[
u, u+ iν ′′0 (u)
)
⊂ J(u) ∩ {ζ : Im ζ > 0} for all u ≥ u0, while
on the other hand, J(u) ∩ {ζ : Im ζ > 0} ⊂
[
u, u+ iν ′′1 (u)
)
holds for all u ∈ {a+n : n ∈ N}.
Therefore, |v′′n−
1
2
| ≤ ω1(u
∗
n) for all n ∈ N. Since (u
∗
n) is a subsequence of (un), from (6.2)
we get ∑
n∈N
(v′′n −
1
2
)2 ≤
∑
n∈N
ω1(u
∗
n)
2 ≤
∑
n∈N
ω1(un)
2 < +∞.
Analogously,
∑
n∈N(v
′
n +
1
2
)2 < +∞. Recall finally that also
∑
(u∗n+1 − u
∗
n)
2 converges.
Thus by [26, Theorem 5], F (h(D)) has an angular derivative at +∞ in the sense of
Rodin –Warschawski, and we are done. 
Remark 6.4. The above result holds also for α = 0, implying that under the hypotheses
of Theorem 6.3 with α = 0, the infinitesimal generator G has finite nonzero angular limit
at x.
For the case α = −1, as a “byproduct” of the proof of Theorem 6.3 we obtain the
following simpler criterion:
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Theorem 6.5. Let (φt) be a one-parameter semigroup with associated infinitesimal gen-
erator G and Kœnigs function h. Let x ∈ ∂D, and suppose that there exists a Jordan
domain Ω0 ⊂ h(D) with w0 := h(x) ⊂ ∂Ω0 such that h([rx, x)) ⊂ Ω0 for some r ∈ (0, 1)
and ∂Ω0 has a Dini-smooth corner of opening 2π at w0. Then G has a boundary regular
pole at x.
Proof. Let α := −1. Arguing as in the proof of Theorem 6.3, we see that the do-
mains F (Ω0) and F (C \ S) both have angular derivative at +∞ in the sense of Rodin –
Warschawski. Since Ω0 ⊂ h(D) ⊂ C \ S, this implies (use, e.g., [26, Theorem A]) that
F (h(D)) has also angular derivative at +∞ in the sense of Rodin –Warschawski, which
proves the theorem. 
Remark 6.6. Theorem 6.5 can be also proved using [29, Corollary 11.11, p. 261–262], or as
a consequence of [3, Corollary 2.36, p. 36] if one takes into account the relation between
β-points of Kœnigs functions and boundary regular poles of infinitesimal generators [6,
Theorem 1.1] (see also the next section).
6.2. Necessary criteria. We first give an easy necessary condition for fractional order
regular singularities, analogous to the geometrical characterization of isogonality (see,
e.g., [29, Theorem 11.6, p. 254]):
Theorem 6.7. Let (φt) be a one-parameter semigroup with associated infinitesimal gen-
erator G and Kœnigs function h. Suppose that x ∈ ∂D is a boundary regular singularity
of order α ∈ [−1, 1) \ {0}. Then the following assertions hold:
(i) for any θ ∈
(
0, (1− α)π
)
there exists ρ > 0 such that S(θ, ρ) := {ν̺eiϑ : |ϑ| < θ/2,
0 < ̺ < ρ} ⊂ h(D), where ν := limr→1−
(
h(x)− h(rx)
)∣∣h(x)− h(rx)∣∣−1;
(ii) for any θ > (1− α)π and any ρ > 0, S(θ, ρ) 6⊂ h(D).
Proof. First of all note that
∫ 1
0
|G(rx)|−1 dr < +∞. Hence by Proposition 2.8, h(x) is
finite. Construct the maps F and g := f−1 = F ◦ h ◦ q as in the proof of Theorem 6.3.
From the fact that x is a boundary regular singularity of order α for G it is not difficult
to deduce that
β := lim
Re z→+∞,
|Im z|<a
g(z)− z
exists finitely for any a ∈ (0, 1/2). Choosing an appropriate value of C0 in the definition
of F we may assume that β ∈ R. Then it follows that for any a ∈ (0, 1/2) there exists
u = u(a) such that {ζ : Re ζ > u, |Im ζ | < a} ⊂ F (h(D)) and that
sup
{
|Im ζ | : ζ ∈ F
(
h([0, x))
)
, Re ζ > u
}
→ 0 as u→ +∞.
This proves assertion (i). To prove (ii) we note that otherwise {ζ : Re ζ > u, |Im ζ | < a} ⊂
F (h(D)) for some a > 1/2 and u > 0, which would contradict [26, Proposition 4] applied
for R := F (h(D)), un := logn. 
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Remark 6.8. Again, the above result holds also for α = 0. Namely, if G admits finite
nonzero angular limit at x, then the conclusion of Theorem 6.7 holds with α = 0.
In case α = −1, that is for regular poles, we give a necessary and sufficient criterion
in terms of Bertilsson’s condition. Bertilsson’s condition [3, Corollary 2.36, p. 36] is a
sufficient (but in general not necessary) condition for a conformal map to have a β-point:
Theorem 6.9 (Bertilsson). Let h be a conformal map of D. Let x ∈ ∂D and suppose that
w0 := ∠ limz→x h(z) exists finitely. Fix γ > 1. Denote by αk, k ∈ N, the opening of the
smallest angle with vertex at w0, containing the set {w 6∈ h(D) : γ
−k−1 ≤ |w| ≤ γ−k}. If
(6.3)
∑
n∈N
αk < +∞,
then x is a β-point of h.
Although not true for general conformal mappings, in case of Kœnigs functions we
prove that Bertilsson’s condition is also necessary:
Proposition 6.10. Let (φt) be a one-parameter semigroup with associated infinitesimal
generator G and Kœnigs function h. A point x ∈ ∂D is a regular boundary pole of G if
and only if (6.3) holds.
Proof. Condition (6.3) is sufficient for x to be a boundary regular pole of G due to The-
orem 6.9 and [6, Theorem 1.1]. It remains to show that (6.3) is also necessary.
So assume that x is a boundary regular pole of G. Arguing as in the proof of Theo-
rem 6.7, we see that h(x) ∈ C and that the domain F (h(D)) has angular derivative at +∞
in the sense of Rodin –Warschawski. Moreover, to simplify the further argument, note
that condition (6.3) is invariant under locally conformal change of variables. Therefore,
applying [23, Proposition 2.1] we may assume that the DW-point of (φs,t) is at 1. Then the
ray S := {h(x)− ξ : ξ ≥ 0} lies in C \ h(D) and hence F (h(D)) ⊂ Π := {z : |Im z| < 1/2}.
For k ∈ N denote ∆k :=
[
γk/(2π), γ(k + 1)/(2π)
]
. Further, for u ∈ R denote by
J(u) the connected component of F (h(D)) ∩ {ζ : Re ζ = u} that intersects R and let
v′′(u) := sup{Im ζ : ζ ∈ J(u)}, v′(u) := inf{Im ζ : ζ ∈ J(u)}. Then
(6.4)
αk
2π
= 1−
(
inf
u∈∆k
v′′(u) − sup
u∈∆k
v′(u)
)
for all k ∈ N.
Using the fact that h(D) is invariant w.r.t. the translations w 7→ w + t, t ≥ 0, we will
now prove the following claim.
Claim C: For all k ∈ N large enough, area
{
ζ ∈ Π: Re ζ ∈ ∆k, ζ 6∈ J(Re ζ)
}
≥ Mαk+1,
where M > 0 is a constant depending only on γ and area · stands for the two-
dimensional Lebesgue measure.
Since F (h(D)) has angular derivative at +∞ in the sense of Rodin –Warschawski, (6.4)
implies that αk → 0 as k → +∞. Fix k0 ∈ N such that αk < π/2 for all k > k0.
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Now from the fact that {w− ξ : ξ ≥ 0} ⊂ C \ h(D) for any w ∈ C \ h(D) it follows that
if k ≥ k0 and ζ ∈ Π \ F (h(D)) with Re ζ ∈ ∆k+1, then
ζ ∈
{
u+ iv : 1
4
< |v| < 1
2
, u ≤ Re ζ, sin(2πv) = e2pi(u−Re ζ) sin(2πζ)
}
⊂ Π \ F (h(D)).
The statement of Claim C follows now by elementary computation from (6.4).
By [26, Theorem 1], area
(
{ζ : Re ζ ≥ 0}∩Π\∪u≥0J(u)
)
< +∞. Therefore, by Claim C
the series
∑
αk converges. 
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