Remote monitoring and control of marine engines and process instrumentation for dredging operations by Cooper, Peter
SCHOOL OF ENGINEERING AND INFORMATION TECHNOLOGY 
ENG470 ENGINEERING HONOURS THESIS 
Remote Monitoring and Control of Marine Engines and 
Process Instrumentation for Dredging Operations 
 
By Peter R Cooper 






 Declaration  










I declare that this thesis is my own account of my research and contains as its main content work 




(Peter R Cooper) 
 
 Abstract iii 
Engineering Honours Thesis By Peter R Cooper November, 2015 
Abstract 
A project was carried out in conjunction with an Australian dredging company and served the 
purpose of increasing their operational efficiency through advanced monitoring and control. A 
system consisting of wireless communications, PLCs, HMIs and SCADA was implemented to 
provide the dredge operator and management staff remote monitoring and control of the 
operation.  
 
The pre-existing dredging arrangement relied on frequent visits to the land-based engine-driven 
booster pump to tune the engine speed for optimal pipeline flow. These visits were carried out by 
land-based staff, at the request of the offshore dredge operator who monitors the flow via a 
magnetic flowmeter. The dredge operator needed to control the booster pump remotely to save 
time and resources. For improved project supervision, it was also envisaged that management 
should have access to daily shift reports and live monitoring from the office. 
 
Electrical systems were implemented at the dredge and booster pump to accommodate wireless 
and wired industrial networks. The new arrangement allows the dredge operator to monitor and 
control operations via a HMI display mounted in the dredge cabin. From the cabin, the dredge 
operator can view data from both engines and process instrumentation such as pipeline flow. The 
booster pump also contains a HMI display from which it can be independently monitored and 
controlled. A SCADA system was installed on the dredge to generate daily reports and provide 
management with live access to operations from the office. 
 
The new system was a complete success increasing production efficiency and improving 
operations management. Eliminating visits to the booster pump and improved supervision of 
equipment significantly reduces dredging downtime. Access to daily reporting and live operations 
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allows management to supervise operations without travelling to site resulting in cost and time 
savings. This project not only provides a solution to a gap in the dredging market, it provides a 
knowledge-base for future students or engineers to continue development of diesel engine 
monitoring and control using commercially available components. 
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1. Project Introduction 
1.1 Introduction 
Dredging operations are used for a variety of purposes such as keeping waterways navigable or 
harvesting materials such as gold and diamonds. Dredging is required to combat the natural 
process of sand and silt washing downstream and gradually filling channels and harbours over 
time (Agency 2013). The idea behind dredging is to gather waterway sediments (spoil) and 
dispose of them in a separate location using excavation and pumping equipment. In most cases, 
the spoil is used for land reclamation (on and offsite), released to sea, or is carried away by truck 




Figure 1: Existing arrangement of dredging project 
 
A common method of dredging is using a Cutter Suction Dredge in series with a booster pump. 
The Cutter Suction Dredge (Figure 1; right) is a stationary or self-propelled vessel that uses a 
rotating cutter head on the end of a boom; to excavate the sediment (Van Oord 2015). A pipeline 
is attached to the cutter head to retrieve the sediment. As the cutter head rotates, the dredge 
also sweeps side to side; to cut arcs along a rectangular path; to ‘mow the lawn’. Side to side 
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movement is achieved using swing winches, swinging the dredge on a pivot (spud) towards the 
port or starboard anchor. The ‘antenna like’ anchor booms, protruding from the front of the 
dredge, are used to reposition these side anchors to enable further forward travel. The dredge 
on-board pump shifts the sediment down the pipeline where it meets a booster pump (Figure 1; 
middle) which boosts the pipeline flow. The sediment eventually reaches the spoil area (Figure 1; 
left) where it is processed, released to sea or carried away by truck. 
 
Shifting large amounts of sediment in a short amount of time involves high powered machinery 
that is capable of working in hostile marine conditions. Most of the equipment involved in 
dredging operations is hydraulically driven using internal combustion engines; resulting in high 
fuel costs. Other operating costs include maintenance and replacement of equipment due to 
corrosive environments such as salt water. Efficient use of equipment is therefore important if 
dredging contractors are looking to reduce operational costs and maximise profit margins. 
 
This project was carried out in conjunction with an Australian dredging company and serves the 
purpose of increasing their operation efficiency through advanced monitoring and control. The 
company is involved in a project to dredge a harbour using a Cutter Suction Dredge in conjunction 
with a booster pump onshore. The dredge and booster pump are up to 1.3km apart depending on 
the dredging area and pipeline positioning. The sediment is to be pumped several kilometres up 
the beach from the harbour. Following the commencement of a shift, the dredge operator starts 
up the dredge marine diesel engine. Once the engine has warmed up; the operator engages the 
dredge pump and slowly increases the engine speed to bring the pipeline flow up. During this 
time, the land operator drives up the beach to the spoil area and checks for flow.  Once flow is 
confirmed at the spoil area, the land operator drives to the booster pump. The land operator then 
starts the booster pump marine diesel engine, engages the engine-pump transmission, and slowly 
increases the engine speed until the required pipeline flow is achieved. Once the required flow is 
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achieved, the dredge operator commences dredging a pre-determined route prescribed by the 
company’s civil engineers. 
 
During each shift, the dredge operator often has to fine tune the pipeline flow by altering the 
booster pump engine speed in order to achieve optimum production efficiency, a balance 
between fuel use and minimum pipeline flow. Dredging Contractors are able to use Reynolds 









Reynolds Number (a dimensionless quantity) is directly proportional to the velocity of flow (V) 
and the diameter of the pipe (D), and inversely proportional to the kinematic viscosity (𝑣) of the 
fluid in the pipe (Delaware 2010). Turbulent flow (𝑁𝑅 > 4000) is required to mix the spoil in the 
pipeline as it flows to help prevent blockages. Operating at a Reynolds Number much higher than 
4000, a higher flow-rate than required, results in increased fuel and operating costs. For example, 
the booster pump and dredge engines operate at a fuel rate of around 55 and 70L/h respectively. 
A saving of a 5L/h over the course of the project at the current average fuel price of $1.38 would 
save several thousand dollars (Australian Institute of Petroleum 2015). Finding this balance 
between flowrate and saving fuel requires the land operator to routinely drive to the booster 
pump throughout each dredging shift and tune the throttle to get the optimal flow. 
 
The company envisaged the idea of giving the dredge operator remote monitoring and control of 
the booster pump engine and instrumentation to free up the land operator and increase 
production efficiency. Likewise, the company also wanted the dredge engine to be supervised by 
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the dredge operator from the same interface. A supervisory system enabling live monitoring of 
operations and automatic reporting was also desired. This system is to use a pre-existing VPN 
between the office and the dredge to provide management with a digital representation of the 
dredging operation. Access to live and historical Key Performance Indicators (KPIs) such as engine 
and process parameters were sought to allow management to study equipment performance, 
make cost estimations for future projects and optimise production, without travelling to site. The 
monitoring and control requirements, set by the company directors, are listed in Appendix A: 
Project Monitoring and Control Requirements. 
 
1.2 Document Structure 
The report contains seven core elements as shown in Figure 2 below: 
 
 
Figure 2: Thesis structure 
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2. Project Objectives 
The aim of this project is to design, construct, test and commission an industrial computer system 
for remote monitoring and control of marine engines and process instrumentation for dredging 
operations; in particular a booster pump and a dredge. The following objectives were used to 
gauge the success of the project: 
 
Objective 1 
The system must be fail-safe and simple to use for dredge and land-based operators: 
 Fail-safe modes in the case of communication breakdown between remotely operated 
equipment and the operator station 
o Fail-safe modes must allow equipment to be controlled locally until 
communications are restored 
 Fail-safe emergency stop circuits must be implemented to isolate power supply to 
equipment 
Objective 2 
The system must increase production efficiency leading to: 
 Reduced labour costs 
 Reduced equipment wear and fuel costs 
 Improved operations management 
Objective 3 
The system must be robust, reliable and be designed to operate in corrosive environments. 
Objective 4 
The system should be easily modified for future improvements.
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3. Current Technologies 
There are numerous forms of Dredging automation conducted in the industry. These include 
(Wetta 2011): 
 Cutter head speed automation 
 Dredge pump speed automation 
 Equipment monitoring, diagnostics, and maintenance scheduling 
 
In each of these cases, one or several computing devices are required for logic operations and 
data acquisition for monitoring and control. For example, a microcontroller or PLC could control 
the speed of the cutter head using a simple proportional control loop, utilising the swing speed of 
the dredge as the controlling variable (Wetta 2011). A PC with appropriate software installed, 
could display the speed on a local HMI or on-send it to other graphical displays such as a web 
browser for further human intervention. This project will need to incorporate a variety of 
computing systems, with an eye for common communication protocols to simplify data transfer 
between devices. 
Finding computing systems that can communicate on the same protocol as marine engines for 
remote monitoring and control is not an easy task.  Electronic engines, whether they be car or 
truck engines, mostly operate using CAN bus networks. CAN bus networks are dissimilar to TCP/IP 
networks commonly used with computers or microcontrollers in industrial networking. Therefore, 
an understanding of both protocols and how they can be coupled is essential for the success of 
the project. 
Controlling electronic internal combustion engines over industrial networks will become more 
common as companies look to remotely operate plant and equipment to reduce labour costs. Rio 
Tinto currently has several driverless trucks, controlled from an operations centre in the Perth 
CBD (Rio Tinto 2015). The agriculture industry also uses driverless technology for machinery such 
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as tractors. Three common CAN bus protocols for controlling construction or agriculture based 
diesel engines are SAEJ1939, CAN open, and ISOBUS (CAN Newsletter Online 2012). Exploring 
how these engines can be controlled using commercially available components will be of great 
use for not only dredging applications, but for all remote engine monitoring and control 
applications.  
This project will incorporate an array of technology currently available on the market to: 
a) Deliver a solution for a gap in the dredging market; an integrated solution for remote 
monitoring and control of on-site equipment and operations 
b) Provide a knowledgebase for further students and engineers to continue development of 
engine control and automation using commercially available components 
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4. System Overview 
 
 
Figure 3: New arrangement of dredging project 
 
The new arrangement shown in Figure 3 gives the dredge operator complete control of 
operations from the cabin, including remote control of the booster pump. Management staff are 
able to view past and live operations remotely from the office to analyse the performance of the 
dredging project. The new system compromises two electrical installations at the dredge and the 
booster pump. Detailed in sections 4.1 and 4.2, these electrical installations consist of control 
panels, operator interfaces (HMIs) and instrumentation that are bridged together via a wireless 
industrial network (section 4.3). 
 
Monitoring and control of the electronic engines is detailed in section 4.4. This section discusses 
how the engines are monitored/controlled using PLCs over multiple network protocols. Detailed 
in section 4.5, the PLCs at each installation are additionally used for communications to SCADA 
software, data acquisition from instrumentation and general logic operations. 
 
HMI displays are located at both the dredge and booster pump locations. These displays are 
discussed in section 4.6 and enable operators to interact with the controllers via touch input.
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SCADA software installed on the dredge cabin PC sends daily reports to management staff and 
offers live monitoring of production processes via a web server. The configuration of this software 
is explained in section 4.7. 
 
It must be noted that some intellectual property, such as electrical drawings and programming 
code, has been withheld from publishing in this report at the request of the dredging contractor. 
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4.1 Dredge Installation 
The electrical installations at the dredge and booster pump were carried out by the author, under 
his electrical contracting licence. The dredge installation consists of a control panel mounted in 
the engine room and a HMI mounted in the cabin. 
 
4.1.1 Control Panel 
A control panel was built and installed into the dredge engine room. The purpose of this panel is 
to provide a robust enclosure for the electrical components required on the dredge to operate 
the new system. These electrical components include the dredge PLC, wireless ethernet bridge 
and protocol converter which are key components in the design of the system. The completed 
panel is shown in Figure 4 and the electrical components are referenced to Appendix B: Dredge 
Equipment List. 
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The control panel layout was designed in AutoCAD to ensure that all electrical components could 
fit, with enough space for internal and external wiring terminations. External (field) wiring 
terminations include: 
 An magnetic flow meter for measuring pipeline flow 
 The QSK19 engine harness for CAN bus (CAN high, CAN low, CAN shield) 
 A high gain antenna for the wireless link to the booster pump 
 An ethernet switch for communications to the PC and HMI in the cabin 
 
4.1.2 HMI 
To enable the dredge operator to monitor and control the operation including the BP; a HMI was 
selected and installed in the dredge cabin as shown in Figure 5. The dredge HMI communicates to 
both PLCs via a TCP/IP connection through remote and wired networks. 
 
 
Figure 5: HMI in dredge cabin referenced to Table 8 
 
10 11 
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4.1.3 Instrumentation 
An existing Yokogawa magnetic flowmeter (Yokogawa 2015) shown in Figure 6 was used to read 
the flow in the pipeline into the new industrial network. The flowmeter outputs a 4-20mA signal 
to the dredge PLC, and the calibrated flow value is displayed via the HMIs and SCADA system. 
 
 
Figure 6: Yokogawa magnetic flowmeter controller 
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4.2 Booster Pump Installation 
The Booster Pump (BP) electrical installation consists of a control panel, HMI, mast and 
instrumentation. The control panel houses electrical components for operation of the BP engine 
and wireless connection to the dredge TCP/IP network. The mast was designed and installed to 
accommodate a high gain, omni-directional antenna for RF communications, work lights for night 
operations and status indicator lights for remote monitoring. Instrumentation (pressure 
transmitters) was also installed to display pump inlet/outlet pressures throughout the system. 
 
4.2.1 Control Panel and HMI 
A control panel housing the booster pump PLC, HMI and associated electronics was designed with 
several revisions in AutoCAD as shown in Figure 7. 
 
 
Figure 7: Booster pump control panel design in AutoCAD 
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Much care was taken in the design process to ensure that the control panel would be reliable for 
use in a harsh outdoor environment. A salty and abrasive environment can compromise longevity 
of metal components through corrosion. Stainless or galvanised steel was used wherever possible 
in the panel design and installation to minimise this effect. The panel was also selected with the 
appropriate IP66 rating to protect the electrical components inside from salt and moisture. 
 
For local monitoring and control, a HMI was included in the control panel (Figure 7: bottom 
middle). This HMI communicates to both PLCs via TCP and will be primarily used by a land 
operator to operate the BP engine, pump and instrumentation during the start of a shift. Once 
the BP engine is started and the pump is engaged, the dredge operator can then monitor and 
control the BP for optimum flowrate and operational performance freeing up the land operator 
for the duration of the shift. In the case of a communication breakdown between the two 
installations, a fail-safe mode will ensure local monitoring and control can be resumed at the BP 
HMI until the communication link is restored. Other notable components include an emergency 
stop button mounted on the control panel door. If activated, this stop button electromechanically 
cuts off the power supply to the BP engine to immediately cease BP operations. The complete BP 
installation can be seen in Figure 8, with the equipment referenced to Appendix C: Booster Pump 
Equipment List. 
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Figure 8: Booster Pump Control Panel (left) and Booster Pump (right), referenced to Table 9 
 
The BP control panel has many terminations to external equipment on the chassis. These 
terminations include: 
 Two pressure transmitters for measuring pump inlet/outlet pressures 
 The QSX15 engine harness for CAN bus (CAN high, CAN low, CAN shield) 
 Equipment mounted on the mast such as the antenna and lights 




A mast was designed and built onto the chassis and is retractable for stowage during transport. 
The mast contains the following: 
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 Three indicator lights; red, yellow and green; which provide a visual indicator of the BP 
status 
 LED work lights for night operations and security 
 
Three flashing indicator lights as seen in Figure 9 provide a visual indication to staff in close 
proximity to make them aware of the booster pump running speed without approaching the HMI. 
A red light indicates the BP has stopped; a yellow light indicates an idle speed (less than or equal 
to 1000RPM); and a green light indicates normal operation (greater than 1000RPM). 
 
 
Figure 9: Booster Pump mast 
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4.2.3 Instrumentation 
Two Trafag NAT 8252 pressure transmitters (Trafag 2015) were installed on the inlet and outlet 
lines of the BP pump as shown in Figure 10. These transducers output a 4-20mA signal to the BP 
PLC, relative to a pressure range of -100 to 1000kPa. These pressures are monitored by operators 
on either of the HMIs at the BP or dredge, or by management via the SCADA system. The sensors 
can be used to monitor the pipeline for blockages as well as pump performance. A blockage in the 
line between the dredge and booster pump would cause the BP pump inlet and outlet pressure to 
drop below nominal levels. If the line between the booster pump and spoil area were to become 
blocked, the inlet and outlet pressures would rise above nominal levels. Following a blockage, 
operators can immediately disengage the pump from the transmission via either HMI or the 
emergency stop. 
 
Figure 10: 4-20mA pump inlet/outlet pressure transmitters 
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4.3 Remote Communication 
Research was conducted into radio transmission theory and equipment to design the wireless 
ethernet network between the dredge and booster pump. The main factors to consider in the 
design were: 
 Network protocol 
o TCP and HTTP protocol compatibility 
 Range 
o Support for 1.3km of wireless connectivity 
 Security 
o Prevention of unauthorised access to the wireless network 
 
The first requirement for the remote communication system was that it had to support TCP and 
HTTP protocols. TCP was required for the ethernet bridges to communicate to wired devices 
within the BP/dredge installations such as the PLCs and HMIs. HTTP was a bonus to allow remote 
programming of the RF devices (ethernet bridges) via their individual webservers. Remote 
programming would allow engineers to fine tune the system off-site such as adjusting the 
wireless network fade margin. Fade margin is the difference between the nominal received signal 
and the receiver sensitivity of the radio; a safety margin against fading (Manning 2009). As the BP 
distance from the dredge varies, selecting the minimum fade margin ensures that the network 
operates without bit loss at the lowest power usage. It is intended to save power wherever 
possible to reduce the demand on the booster pump and dredge battery banks during non-
operational hours. 
 
When selecting the data radios and antennae for this application, the Friis equation was used to 
determine the range of the signal based on the components. The Friis transmission equation 
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relates the received power to the transmitted power, antenna-separation distance, and antenna 
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𝑃𝑡 = 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡 𝑝𝑜𝑤𝑒𝑟 (𝑊) 
𝑃𝑟 = 𝑅𝑒𝑐𝑖𝑒𝑣𝑒𝑑 𝑝𝑜𝑤𝑒𝑟 (𝑊) 
𝐺𝑡 , 𝐺𝑟 = 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡/𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑔𝑎𝑖𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛/𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔 
𝜆 = 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ (𝑚) 
𝑅 = 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑚) 
𝛤𝑡 , 𝛤𝑟 = 𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 𝑎𝑛𝑑 𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑎𝑛𝑡𝑒𝑛𝑛𝑎𝑠 
𝛼𝑡 , 𝛼𝑟 = 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡/𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑝𝑜𝑙𝑎𝑟𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑣𝑒𝑐𝑡𝑜𝑟𝑠  
𝐴 = 𝐴𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑚𝑒𝑑𝑖𝑢𝑚 
 
To simplify this equation, a number of assumptions were made: 
 The antenna gains are assumed to be maximum with a clear line of sight of separation 
 The reflection coefficients = 0 with no impedance mismatch in the transmission path 
and/or antennae. 
 The polarisation efficiency = 1, meaning that the incoming wave and receiving antenna 
are completely matched in axial ratios, rotation and spatial orientation (Warren L. 
Stutzman 2012). This is a valid assumption if both antennas are to be selected to be the 
same model and orientated in the same manner, they should transmit and receive waves 
of a similar pattern. 
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 The absorption coefficient of the transmission medium is assumed to be zero for 
simplification. High levels of humidity is common in the marine environment so over-
specification of equipment will be made as a safety buffer to account for this assumption. 
 












In order to lump cable and connector losses in to the system: 
𝐿𝑒𝑡 𝐺𝑡 = 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑔𝑎𝑖𝑛 − 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 𝑐𝑎𝑏𝑙𝑒 & 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑜𝑟 𝑙𝑜𝑠𝑠𝑒𝑠 
𝐿𝑒𝑡 𝐺𝑟 = 𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑔𝑎𝑖𝑛 − 𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑐𝑎𝑏𝑙𝑒 & 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑜𝑟 𝑙𝑜𝑠𝑠𝑒𝑠 
 
For both installations, 10m of low loss cable with a loss of approximately 0.29dB/m (Telco 
Antennas 2014) was assumed. A further 0.1 dB was added as an approximation for connector loss 
at each end. With known radio receiver, transmitter and antenna specifications, Equation 3 can 
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Using Equation 4, two radio/antenna combinations were evaluated to understand what impact 



















Frequency 2.4GHz 2.4GHz 2.4GHz 2.4GHz 2.4GHz 





















W   (-74dBm) 
3.981x10−11
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3.981x10−11






















3dBi at each 
end 
3dBi at each 
end 
3dBi at each 
end 
Max transmit gain 
(𝑮𝒕) 
3.91dBi 4.94dBi 3.91dBi 4.94dBi 3.91dBi 
Max receive gain 
(𝑮𝒓) 
3.91dBi 4.94dBi 3.91dBi 4.94dBi 3.91dBi 
Range (R) 579m 734m 1026m 1300m 3876m 
Table 2: Radio (Moxa 2015) & antenna combinations (Telco Antennas 2014)  
 
From these results it was clear that: 
 A slight increase in antenna gain (0.6dB) on both the transmit and receive antennas 
achieves a significant range increase; in this case up to 274m (with the same radio) 
 Increases in radio sensitivity (-4dBm) and transmit power (1dBm) result in a large range 
increase; in this case up to 566m (with the same antennae) 
 A higher power radio/antenna setup was required for 1.3km of range, taking into 
account the previously mentioned assumptions (losses) 
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In the final installation, two 8.4dB telco omni antennas were coupled with higher powered radios 
(30dBm transmit and -74dBm sensitivity) to provide a calculated range of 3.8km to meet project 
requirements. The specifications of this radio can be seen in Table 2, however the make and 
model of the radio was suppressed at the request of the dredging contractor. The final 
requirement in the wireless system design was to investigate the security of these 2.4 GHz 
devices. 
 
The chosen radios have WEP, WPA and WPA2 security. In order to understand how secure these 
protocols are for industrial use, research was conducted to find out what these terms represent. 
Wired Equivalent Privacy (WEP), invented in 1999, is an encryption algorithm in line with the 
802.1 lb network standard (Vishal Kumkar 2012). WEP is only used nowadays to provide base 
level protection, as a number of security vulnerabilities have been highlighted using man-in-the-
middle (MITM) attacks (Vishal Kumkar 2012). These attacks involve an intruder who eavesdrops 
on the wireless network to listen to, or modify broadcasted data packets. Forging of packets is 
one of many WEP weaknesses that could be exploited in a MITM attack. Firstly, the MITM can 
intercept the network traffic using wireless sniffing software. Once enough data frames are 
captured, the MITM can use a key cracking tool to find the 24bit WEP encrypted key in each 
packet. This process is often accelerated by forging and injecting packets into the network to 
speed up the rate at which the access point transmits. 
 
Wi-Fi Protected Access (WPA/WPA2) was introduced in 2003 and revised in 2004 as a solution to 
these types of attacks. This new security protocol employed a new method, changing the 
encryption keys to 48bit, whilst mixing them upon each session (Jain 2009). However, further 
security concerns were highlighted by Beck and Tews in 2008 when they discovered a new type of 
attack (Martin Beck 2008).  This brute force attack is carried out when an intruder monitors a 
client connecting to an access point. However unlike WEP, the speed at which the key is 
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decrypted cannot be accelerated as the key is constantly mixing upon each session (Aircrack-ng 
2010).  Therefore, using a complex password greater than eight characters including numbers, 
lower/upper case letters and symbols, renders the system very secure taking many years of 
computing to crack. With the use of an extensive password and WPA/WPA2 encryption, this 
wireless network is not realistically vulnerable to attacks and is suitable for this application. 
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4.4 Engine Monitoring and Control 
A significant amount of research was conducted to understand how the Cummins engines could 
be monitored and/or controlled using this new system. This section introduces the engines on the 
dredge and booster pump and explains how they were integrated into the network for remote 
monitoring and control. 
 
4.4.1 Dredge & Booster Pump Engines 
In accordance with Appendix A: Project Monitoring and Control Requirements, the project 
required the following: 
 Monitoring of the Cummins QSK19 (Cummins Engines 2015) from the dredge 
 Monitoring and control of the booster pump Cummins QSX15 (Cummins Engines 2015) 
locally and from the dredge 
 
The dredge QSK19 shown in Figure 11, powers the dredge pump and other on-board equipment 
such as the hydraulically powered excavating cutter head. It is therefore designed to run at a 
constant speed for maximum power and efficiency for all connected equipment. It is this reason 
that adjusting the speed of the booster pump is critical for pipeline flow control. 
 
 
Figure 11: Cummins QSK19 in dredge engine room 
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This electronic engine is controlled manually via a potentiometer in the cabin. As the speed 
seldom needs to be altered and the potentiometer is easily accessible, this engine did not require 
control via the new HMI in the cabin. However it was beneficial to monitor the data of this engine 
to gauge its performance. Therefore the engine was monitored by the new system to enable 
viewing of engine parameters via the dredge HMI and SCADA system. 
 
The booster pump QSX15 was connected to the system to be monitored and controlled from the 
dredge HMI. Shown in Figure 12, it is this engine that is controlled remotely to vary the flowrate 
in the pipeline.  
 
 
Figure 12: Cummins QSX15 in booster pump 
 
To be able to monitor and/or control these electronic engines it was necessary to investigate 
what protocol is used, what is required for monitoring and control, and how this information can 
be interfaced with PLCs, HMIs and SCADA. 
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4.4.2 SAE J1939 Protocol 
The two engines have Engine Control Units (ECUs) which broadcast and receive high frequency 
digital signals to and from engine sensors and actuators. Cummins engines use the Controller 
Area Network (CAN) bus protocol to control their engine sensors and actuators. CAN bus was 
developed by BOSCH in 1983 as a multi-master, message broadcast system with a specified 
maximum signal rate of 1 megabit per second (Mb/s) (Texas Instruments 2008). This protocol 
exists in various forms (CAN 2.0A, CAN 2.0B) and is used in a variety of industries including 
industrial automation and vehicle networks. It is favoured over other network protocols such as 
Ethernet as messages are broadcast to the entire network, providing data consistency for each of 
the adjoining CAN devices. This is especially useful for many vehicle networks as components 
such the engine, transmission and braking system (ABS) need to simultaneously monitor data 
from each other to ensure safety and performance. 
 
 
Figure 13: CAN bus vehicle network topology 
 
To form a CAN network, two or more nodes (devices) are required to be connected to the bus as 
shown in Figure 13. Each transmitted message must be acknowledged by a receiver, otherwise an 
error will occur. To function on the bus, each CAN device requires a CPU, CAN controller and CAN 
receiver (Texas Instruments 2008). The CPU deciphers incoming and creates outgoing messages; 
 System Overview 27 
Engineering Honours Thesis By Peter R Cooper November, 2015 
the CAN controller stores and transmits messages to/from the bus; and the transceiver conditions 
the incoming/outgoing signal. 
 
Other CAN bus standards listed by Texas Instruments include twisted pair cable with a 
characteristic impedance of 120Ω and matching termination resistors at each end. These 120Ω 
termination resistors are required to match the cable characteristic impedance to prevent power 
reflections as a result of the high frequency signals. Cable with the bus cores twisted 180⁰ out of 
phase (twisted pair) is also required to reduce Electromagnetic Interference (EMI) in high EMI 
environments. 
 
Research found that Cummins engines use the SAEJ1939 protocol for control of their electronic 
marine engines (Cummins Engines 2015). The SAEJ1939 protocol is used for heavy duty vehicle 
networks and uses the CAN 2.0B specification, as opposed to CAN 2.0A used by automation 
standards such as Devicenet (WEG 2008). As shown in Figure 14, the extended CAN2.0B data 
frame has an additional placeholder (SRR), a 29 bit identifier (in total), and an additional reserve 
bit (r0) (Texas Instruments 2008).  
 
 
Figure 14: Data frame comparison between CAN 2.0A and 2.0B 
 
The additional substitute remote request (SRR) bit acts a placeholder for the 11 bit identifier in 
CAN 2.0B. SRR replaces the remote transmission request (RTR) which is now a placeholder for the 
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extended 18bit identifier. SRR is used as a recessive bit to ensure CAN2.0A devices have priority 
over CAN2.0B devices (Natale 2008). By always being recessive, it allows a standard message with 
the same ID as the first part of an extended message to win priority. This is important for systems 
supporting CAN 2.0A and CAN 2.0B devices. The RTR bit is used when data is requested from 
another node on the bus, with the specific node address embedded in the 29bit identifier. The 
29bit identifier consists of the 11 and 18 bit identifiers (Figure 14) and has the following format as 
shown in Figure 15 (National Instruments 2010): 
 
 
Figure 15: J1939 29 bit identifier and PGN 
 
Each SAE J1939 message contains a unique Parameter Group Number (PGN) in the 29 bit 
identifier. Parameter Groups contain a set of parameters (i.e. oil level, coolant level) belonging to 
the same topic (i.e. engine fluid level) (Vector Informatik GmbH 2010). All parameters in a group 
share the same transmission rate and a number (PGN). The data associated with a PGN, i.e. fuel 
delivery pressure, is contained within the “0 to 8 Bytes” sector of the CAN 2.0B data frame as 
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Section 5.3.29 Engine Fluid Level/Pressure 
Transmission repetition rate 0.5s 
Data length 8 bytes 
Data page 0 
PDU format 254 
PDU specific 239 
Default priority 6 
Parameter group number 65263 (00FEEF16 ) 
Byte 1 Fuel delivery pressure 
Byte 2 Extended crankcase blow-by-pressure 
Byte 3 Engine oil level 
Byte 4 Engine oil pressure 
Byte 5 Crankcase pressure 
Byte 6 Crankcase pressure 
Byte 7 Coolant pressure 
Byte 8 Coolant level 
Table 3: Example SAE J1939 PGN 65263; engine fluid level/pressure 
 
Table 3 shows the Parameter Group number (65263) and lists the 8 “Engine Fluid Level/Pressure” 
parameters which can be accessed from their respective byte offsets. Depending on the model of 
engine, not all of these parameters are available as the CAN sensor/node may not be installed. 
 
The Parameter Groups in the standards were scanned in order to collate information for each of 
the QSX15/QSK19 engine parameters required to be monitored/controlled. Information for each 
engine parameter was compiled as Appendix D: J1939 Engine Parameter List for programming of 
the protocol converter and PLCs. 
 
As shown in Figure 13 a protocol converter was installed on both engine CAN bus networks 
(QSX15 and QSK19). The protocol converter serves the purpose of converting J1939 messages to 
Modbus TCP packets for communications between the engines and the PLC’s for remote 
monitoring and control. Programming of the protocol converter and PLC’s is explained in later 
sections. 
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4.4.3 Engine Control 
There were two options for control of the booster pump Cummins QSX15 engine throttle: 
 Send a 0-5VDC signal to the ECU from the booster pump PLC 
 Write SAE J1939 messages to the ECU from the booster pump PLC 
 
A common method of controlling electronic marine engines is via a voltage or current input on 
the engine harness connected to the ECU. This can be done using an intelligent device such as a 
PLC or a manual device such as a potentiometer or foot pedal. The advantage of using a 
voltage/current signal to control the engine is that it can be easily diagnosed by measurement 
with a voltmeter/ammeter. A disadvantage of this arrangement is that it is susceptible to 
electromagnetic interference in high EMI environments. 
 
A more complex method of controlling the QSX15 engine is by writing SAE J1939 messages to the 
PGN that controls the accelerator position. This method uses the same installation that is being 
used for monitoring of the engine parameters, except messages are also written to the ECU from 
the PLC. The QSX15 throttle can be controlled via “Accelerator Pedal Position 1” belonging to PGN 
61443. An advantage of this arrangement is that there is no additional installation needed to 
control the engine, the existing equipment used for monitoring can also be used for control. 
Another advantage is that the throttle signal is less prone to electromagnetic interference as CAN 
bus operates using differential signalling; the voltage between the two wires (CAN H and CAN L) 
ideally rise or fall by an equal amount with any induced voltages. A disadvantage of this method is 
that it is harder to test should any fault occur. Software, specialised equipment (oscilloscope) 
and/or expertise may be required to diagnose faults. 
 
It was decided to use 0-5VDC throttle control and only use SAE J1939 messages for monitoring of 
engine parameters. This decision was made due to time and operational constraints of the 
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project. Significant bench testing and simulation would need to be carried out to ensure J1939 
throttle control is reliable and safe for industrial use. 
 
4.4.4 Protocol Conversion and Programming 
The programming interface used for the protocol converter can be seen in Figure 16 below:  
 
 
Figure 16: Protocol converter configuration 
 
The protocol converter configuration contained two I/O tables one for writing messages to the 
engine (output table) and the other for reading registers from the engine (input table). As 
mentioned previously, it was decided to control the engine via a 0-5V signal so the output table 
was not used. The input table was programmed using the parameters listed in Appendix D: J1939 
Engine Parameter List. When entering each of the engine parameters, the following had to be 
programmed into the protocol converter: 
 Table offset 
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o Each parameter was programmed within 16 bit boundaries starting at an offset of 
0, which represents Modbus register 30003 in the Siemens PLC (TIA Portal; 
Siemens Information System 2015). 
 Data Length 
o The data length for each parameter defined by the respective parameter group 
 PGN 
 Target address 
o Set to 255 to capture each parameter regardless of its source (node) 
 Update rate 
o Set to 0 as there was no defined transmission rate required  
 Message offset 
o The byte offset for each parameter defined by the respective parameter group 
 
The Modbus TCP settings were also configured for the protocol converter. Settings such as IP 
address, subnet and gateway address were configured to allow TCP communication with the 
Siemens PLCs. 
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4.5 Programmable Logic Controllers 
Two Programmable Logic Controllers were used in the project one at the dredge and the other at 
the booster pump. Background information on these controllers is provided in Appendix E: 
Siemens S71200 PLC Overview (Siemens 2015). The purpose of these controllers is to: 
 Handle logic operations such as safety interlocks 
 Read and possibly write data to engines via the protocol converter 
 Read and write data to HMIs for monitoring and control of operations 
 Read data from process instrumentation 
 Establish and control communications to the other PLC 
 Communicate to the SCADA server on the dredge computer 
 
4.5.1 Selection 
The PLCs for the dredge and booster pump were chosen using the system requirements shown in 
Table 4, in accordance with Appendix A: Project Monitoring and Control Requirements. For 
example, the PLCs needed to support Modbus TCP for communication to the Cummins engines 
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Booster Pump/Dredge PLC 
Requirements 
Siemens S71214C PLC 
(6ES7212-1HG40-0XB0) 
$545.40 +GST on RS 
Components 
Schneider Electric (PLC 
TM251MESC) 
$782.07 +GST on RS 
Components 
24V power supply YES YES 
Ethernet communication ports 
with support for TCP/IP and/or 
Modbus TCP 
YES YES 
2x 0-20mA or 0-10VDC 
Analogue inputs 
YES YES with signal module 
1x 0-20mA or 0-10VDC analogue 
output 
YES with signal module  YES with signal module 
5x 24VDC digital inputs YES YES with signal module 
5x 24VDC digital outputs YES YES with signal module 
HMI connectivity 
YES; Basic, Comfort, Key, 
Mobile and Thin HMI panels 
YES; Magelis panels 
Comprehensive programming 
environment and features 
TIA portal; can program HMI, 
PLC and other devices in one 
environment 
 
SoMachine; can program 
HMI, PLC and other devices in 
one environment 
Expandability (future I/O) 
8x signal modules,1x signal 
board, 3x communication 
modules 
7x local I/O modules 
Industry Support Included Included 
Table 4: Dredge and BP PLC selection requirements (Siemens 2015) (Schneider Electric 2015) 
 
Both PLCs met the project requirements but required additional signal modules. The S71200 
series Siemens PLC was selected as it needed only one signal module, was a clear winner on price 
(RS Components 2015) and the author had prior Siemens S7300 experience (Siemens 2015) from 
university coursework. HMIs for the dredge cabin and the booster pump control panel were then 
selected, detailed in section 4.6. 
 
4.5.2 Programming 
The two Siemens PLCs were programmed in one Totally Integrated Automation Portal (TIA Portal) 
project to allow simultaneous testing of data transfer between the PLCs. TIA portal software is 
used to program Siemens devices including PLCs and HMIs. The two PLCs’ programs as seen in 
Figure 17, are structured similarly as they perform similar tasks. Both programs consist of the 
following elements: 
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 Organisational blocks (OB) 
 Function Calls (FC) 
 Function Blocks (FB) 
 Data Blocks (DB) 
 
 
Figure 17: PLC programming layout 
 
4.5.2.1 Organisational Blocks 
Organisation blocks (OB) are triggered by specific CPU events and are used to control the 
execution of the PLC program (Siemens 2014). These events include time intervals or diagnostic 
interrupts. OBs are handled by the CPU according to their priority classes, 1 being the lowest and 
24 being the highest. These priorities are user configurable with this particular Siemens PLC 
(S71200). Three types of organisational blocks are used within the program OB1, OB31 and 
OB100. These blocks are used on both PLCs and serve particular purposes as listed below: 
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Main (OB1) 1   
 Execution of FB/FC’s 
o Analogue read 
o Analogue write 
o BP05 speed control 
 General purpose code 
o Initialise BP to dredge 
communications at PLC start up 
o BP mast work lights 
o BP mast indicator lights 
o BP transmission solenoid 
(engage/disengage) 
o Communication error handling 





8    Execution of J1939 communications FC 
Start-up 
(OB100) 
1   
 Initialise values to zero when CPU moves 
from STOP to RUN mode 
Table 5: Siemens S71200 organisational blocks 
 
OB1 is used in both PLCs to execute functions and general purpose code once every scan cycle of 
the CPU. OB31 is a cyclic interrupt block, configured to execute every 100ms during the CPU scan 
cycle. This block is used by each PLC to execute a function for communication to the QSX15 and 
QSK19 engines. OB100 is a start-up block, which only executes when the CPU operating mode 
changes from stop to run. This block is used to clear specific areas of the PLC upon a CPU restart, 
such as memory involved in sequential communications to the engines. 
 
4.5.2.2 Function Calls 
A function call is a code block that typically performs a specific operation on a set of input values 
and stores the result in memory locations (Siemens 2014). There are three particular function 
calls of major importance to the project as shown in Figure 17: 
 J1939 communications (FC1) 
 32b Modbus registers (FC3) 
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 Booster Pump speed control (FC2, FC6) 
 
FC1 is the function call used for communication to the QSX/QSK Cummins engines via the 
protocol converter. This code block is programmed to open a TCP connection to the protocol 
converter, step through and store each of the Modbus registers to memory using a counting 
sequence, close the connection and then repeat the process on the next 100 ms cyclic interrupt. 
 
Both of the QSX15 and QSK19 engines broadcast parameters with data lengths of 8, 16 or 32 bits. 
This posed a problem as the J1939 protocol converter has 16 bit number storage in Modbus 
memory. To fix this issue, the 32 bit numbers were mapped as two 16 bit registers (Figure 18) in 
the protocol converter memory and then recombined at the PLC using FC3. FC3 operates in the 
following manner: 
1. Detect the two adjacent 16 bit registers by their Modbus register addresses 
2. Move the two 16 bit values to temporary variables within the function call 
3. Combine the two temporary variables into one 32 bit temporary variable using the 
correct byte ordering (little endian or big endian) 
4. Move the 32 bit temporary variable to memory 
 
 
Figure 18: Siemens PLC FC3 
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FC2/FC6 handles the throttle control of the booster pump QSX15. This function call includes code 
for managing tasks such as: 
 Detection of a communication break between the dredge and booster pump. If 
communication is lost for more than 80 seconds, only allow local throttle control via the 
BP HMI 
 If communication is operating correctly, exchange and update the throttle set point 
between dredge and BP PLCs 
 Increasing/decreasing of the throttle set point via either of the HMIs at a sensible rate 
 Limiting the rate of change of throttle to prevent the QSX15 from being ramped up/down 
at an unsafe rate 
 
4.5.2.3 Function Blocks 
A function block (FB) is a code block that uses an instance data block (DB) for its parameters and 
static data (Siemens 2014). An FB has its advantages over an FC as it can use its DB to store data 
irrespective of the CPU scan cycle. There is one particular FB of major importance to the project 
BP to dredge Communications (FB3). This code block was programmed to handle the data 
exchange between the dredge and BP PLC through the wireless network. The function operates 
as indicated in Figure 19 below: 
 
 
Figure 19: FB3 data exchange between PLC’s 
 System Overview 39 
Engineering Honours Thesis By Peter R Cooper November, 2015 
FB3 contains two S7 communication instructions called “PUT” and “GET”. The process operates 
sequentially using flip flops, with only one instruction occurring at any one time. The data 
exchanging between PLCs is the “nuts and bolts” behind the local/remote monitoring and control 
available from either of the HMI’s. 
 
4.6 Human Machine Interfaces 
To display relevant information locally and remotely at both of the dredge and the booster pump, 
HMIs were installed at both installations and networked to the PLCs via ethernet. These displays 
support touch input to allow the BP or dredge-based operators to control the operation safely 




Five compatible HMI panels for the Siemens S71200 series PLC are listed in Table 4; Basic, 
Comfort, Key, Mobile and Thin. Two Siemens Basic panels (KTP600 and KTP700) were selected for 
the dredge and booster pump respectively based on price and size requirements (Siemens 2015). 
 
4.6.2 Programming 
The HMI displays in the dredge cabin (Figure 5) and booster pump control panel (Figure 8) were 
programmed in the same TIA portal project as the PLCs to simplify fault finding during testing. 
 
4.6.2.1 Dredge HMI 
The dredge HMI has the following pages: 
 Dredge 
o Flow trend 
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o Auto flow 
o QSK19 
 Booster Pump 
o Main page, QSX15 and Pump 
 
The “Flow trend” page shown in Figure 20 displays the pipeline flow, measured by the on board 
magnetic flowmeter (Figure 6); in real-time to the dredge operator. 
 
 
Figure 20: Dredge HMI; pipeline flow trend 
 
The “Auto flow” page was set aside for future development of a flow control algorithm. “QSK19” 
as shown in Figure 21, displays the on-board QSK19 engine parameters in real time to the dredge 
operator. 
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Figure 21: Dredge HMI; QSK19 engine parameters 
 
To remotely monitor and control the booster pump, the Dredge operator has three pages to use; 
“Main Page”, “QSX 15” and “Pump”. “Main Page” allows the dredge operator to control the 
pipeline flow by increasing/decreasing the BP throttle using the buttons shown in Figure 22. Via 
this page, the operator can also view pipeline flow, and the inlet/outlet pressures on the pump to 
monitor blockages and performance. 
 
 
Figure 22: Dredge HMI; booster pump “main page” 
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“QSK 15” enables the dredge operator to view the BP engine parameters remotely and is 
arranged similarly to the “QSK 19” page shown in Figure 21. The “Pump” page allows the dredge 
operator to remotely disengage the BP pump as seen in Figure 23.This is achieved by resetting a 
memory bit on the BP PLC which controls the 24VDC solenoid on the QSX 15 transmission. Once 
the BP PLC detects that the pump is safely disengaged, message is displayed to the dredge 
operator “pump has disengaged successfully”. 
 
 
Figure 23: Dredge HMI; booster pump “Pump” page 
 
4.6.2.2 Booster Pump HMI 
The booster pump HMI is used for monitoring and control by a land operator and has the 
following pages: 
 Main Page 
 Engage Pump 
 I/O Trends 
 Lights 
 Radio Link 
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The “Main Page” shown in Figure 24 is used for local speed control of the QSX15 engine via the 
“Increase Throttle” and “Decrease Throttle” buttons. Also on this page is the QSX15 engine 




Figure 24: Booster Pump HMI; “Main Page” 
 
Figure 25 shows the “Engage Pump” page which is used to engage or disengage the pump via the 
24VDC transmission solenoid. This page also has visual indicators to notify the operator if the 
pump is engaged or disengaged. 
 
 
Figure 25: Booster Pump HMI; “Engage Pump” page 
 
The remaining three pages: I/O trends; Lights and Radio link are listed in Appendix G: Additional 
HMI Photos. 
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4.7 SCADA 
The purpose of the SCADA system is to allow management to monitor operations in real time 
remotely via a web browser and view historical data by means of automated daily reports. Access 
to this information allows management to oversee the operation without travelling to site. This 
ensures that the equipment is looked after and production is optimised. Other benefits include 
training of dredge operators and improved evaluation of operating costs for future projects. 
 
To implement this system, SCADA software was selected and installed on the dredge PC for it to 
act as a standalone server. The standalone server polls specific memory areas of the PLCs via 
TCP/IP for process values of interest, such as engine parameters for the Cummins engines. The 
SCADA system was then programmed to display these values on graphics displays viewable in a 
SCADA runtime window locally on the dredge PC, in a web browser on the office network, or in 
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4.7.1 Selection 
Two SCADA packages from Schneider Electric and Rockwell Automation were compared against 
the project requirements in Table 6 below: 
 
Dredge SCADA PC Schneider Electric CitectSCADA (V7.4) 
Rockwell Automation 




Siemens S7 PLC 
Compatibility 
Yes with Siemens industrial ethernet driver 
or Siemens Open Platform Communication  
(OPC) server 
YES with Siemens Open 
Platform Communication  
(OPC) server 
Security Yes; User authentication and authorisation 
Yes; User authentication and 
authorisation 
Alarms Yes; alarm servers and logging Yes; alarm servers and logging 
Events Yes; event server included Yes; event server included 
Report generation 
Yes, including; saving to file, sending to 
printer, emailing 
No, extra software suites is 
required 
Trends/Plots 
Process analysis (trends), standard plots 
with multiple tags, XY plots 
Trends, standard plots with 
multiple tags, XY plots 
Data Exporting SQL, CSV, DBF and others ODBC, SQL 
Web Server 
Yes, via additional web control/view client 
licence 
Yes, via FactoryTalk Viewpoint 
(additional licence) 
Industry Support 
8am-5pm phone support (24x7 option) 
with licence 
8am-5pm phone support (24x7 
option) with licence 
Table 6: Dredge SCADA PC project requirements 
 
Both SCADA packages offered very similar features however CitectSCADA has reporting functions 
and more extensive file export formats such as comma separated files (CSV). This is ideal for this 
project as it enables reports to be generated daily within the SCADA software along with a CSV 
backup file. 
 
The final step was to find software to enable communication between CitectSCADA and the 
Siemens S7 PLCs over a TCP/IP connection. The two most common methods are to use an Open 
Communications Platform (OPC) client/server arrangement or use a hardware specific driver. A 
Siemens industrial ethernet driver (PSDirect) was chosen as it included technical support and was 
also supplied by Schneider Electric. This driver comes in two parts: a backend driver which polls 
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data from the PLC and a front end Citect driver which reads data from cache with no delay 
(ProSCADA 2013). 
 
4.7.2 PSDirect Driver Configuration 
As previously mentioned, the PSDirect driver allows communication between CitectSCADA and 
the Siemens S71200 PLC. The driver was installed via the following steps: 
1. Install the front and backend drivers as per the supplied installation guide 
2. Ensure that the Siemens PLC has read/write protection turned off 
3. Configure the back-end driver 
 
Figure 26: Back-end driver configuration 
 
The configuration utility of the PSDirect backend driver is shown in Figure 26. This utility was used 
to configure the driver to poll the required memory areas of the Siemens CPU. The configuration 
of the front-end driver can be seen in Figure 30. 
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4.7.3 CitectSCADA 
Citect has been in trading for over 35 years and provides operating and monitoring software to a 
wide number of industries including mining, oil and gas.  Further background information on 
CitectSCADA can be seen in Appendix H: CitectSCADA. The following steps were taken in the 
implementation of the SCADA system: 
1. Install CitectSCADA onto the dredge PC 
2. Configure each of the CitectSCADA servers, I/O, trend and alarm 
3. Configure tags for the PLC variables of interest 
4. Create graphics pages to view the tags during runtime and in reports 
5. Configure the webserver/web clients for live monitoring over the office network 
6. Troubleshooting and documentation for future installations of the software 
 
4.7.3.1 Server Installation 
The first step was to Install CitectSCADA v7.40 onto the dredge PC using the installation disk and 
follow the prompts as shown in Figure 27. A USB flash drive containing the licence had to be 
plugged in and all core components, including the webserver for IIS were installed. 
 
Figure 27: CitectSCADA v7.4 installation 
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Once the installation was complete, a new project was created as seen in Figure 28 below: 
 
 
Figure 28: Creation of a new project in CitectSCADA 
 
4.7.3.2 Server Configuration 
After the new project was created, the configuration of servers was done within the project 
editor as shown in Figure 29 below: 
 
 
Figure 29: CitectSCADA server configuration 
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As this is a standalone system with only one server on the dredge PC, only one cluster was 
required. The alarm, trend and I/O servers were all created to access, store and flag variables 
from the PLC. These servers were also networked to the dredge PC IP address “DR2_PC” so they 
can be accessed by the web client discussed in 4.7.3.5 Web Server/Client Configuration. The I/O 
server named “DR2” links to the I/O device “S7PLC” in Figure 30. This enables access between the 




Figure 30: CitectSCADA I/O device setup 
 
4.7.3.3 Tags 
Local, variable and trend tags were also configured within the project editor as indicated in Figure 
31: 
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Figure 31: Local, variable and trend tag configuration 
 
Local tags are used to store data in memory that do not retain their values when the server shuts 
down (Schneider Electric 2013). An example of this is the “Shift_Report” variable which is used to 
trigger an event to run the automatic daily reporting code. Variable tags are used to access data 
from I/O devices, in this case the PSDirect driver. Trend tags were configured to store one 
variable tag each into the trend server. The trend tags are updated into the trend server at 
quarter second intervals, which is more than adequate for this application. 
 
4.7.3.4 Graphics Pages and Daily Reporting 
Three graphics pages were created: the main operating page, the dredge shift report and the 
Booster Bump shift report. The main operating page, shown in Figure 32 is used for live 
monitoring of both engines and critical production indicators. This page will be used by 
management for live monitoring of operations from a web browser (client) within the office 
network. 
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Figure 32: Main operating page 
 
The dredge and booster pump daily report pages are shown in Figure 33. These pages have two 
trends each and are configured in runtime to contain critical engine performance data such as 
engine speed, percentage loading and coolant temperature. The finished product of these pages, 
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Figure 33: Dredge shift report (top), booster pump shift report (bottom) 
 
In order to generate the daily reports automatically, Cicode (Schneider Electric 2010) scripts were 
written within CitectSCADA. These scripts make use of the many useful Cicode functions which 
makes the software very flexible. As indicated in Figure 34, the code operates a particular 
sequence to generate reports and save them to networked drives for access by management. 
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Each of the sequence elements contain breakpoints that can be used for diagnosis via the Citect 
kernel for troubleshooting. 
 
 
Figure 34: Daily reporting code 
 
4.7.3.5 Web Server/Client Configuration 
The first stage when configuring the Web Server (WS) was to follow the “Server Side 
Configuration” instructions as listed in pages 6 to 32 of the CitectSCADA “Web Client Quick Start 
Guide” (Autic System AS 2015). These steps involve the following: 
 Configuration of Windows Internet Information Services (IIS) 
 Creating Windows User Groups and Users 
 Configuration of the WS security in Windows 
 Configuration of web deployment security in Windows 
 Preparation of the SCADA project for web deployment 
 
Following the completion of these steps, a static IP address was assigned to the dredge PC. This 
address was then entered as the network address in Citect for the server machine and the I/O, 
alarm, report and trend runtime servers as shown in Figure 35. This configuration enables each of 
START 
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the runtime servers to be accessed by the WS. Following this configuration, the Citect project was 
compiled and the web deployment was executed under ‘tools’ in Citect Explorer. The next stage 
was to setup the Web Client (WC). 
 
 
Figure 35: Network configuration of CitectSCADA servers 
Using Windows Internet Explorer (IE), the WC was configured in accordance with pages 35 to 41 
in the “Web Client Quick Start Guide”. These pages include instructions on creating a project 
deployment on the WC side and connecting to the WS. 
 
4.7.3.6 Troubleshooting 
When accessing the dredge web server from an office web client (IE), a software protection error 
surfaced as seen in Figure 36. This problem arose when logging in as a web control client for the 
first time following the cab file download.  
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Figure 36: Software protection failure error 
 
After consultation with CitectSCADA online help, it was found that the licence error was likely due 
to the WC not receiving a licence handshake from the WS. Therefore the WC would think it was 
unlicensed, allowing access to the graphics pages, but blocking access to the I/O, trend and alarm 
runtime servers. The blocked access to the runtime servers was evident with #COM failures on 
the “main operating page” as seen in Figure 37. 
 
 
Figure 37: #COM failures following the software protection failure 
 
This issue was solved by firstly checking the server ports on the dredge PC during runtime. 
CitectSCADA uses ports 2082, 5482, 5500-5509 for the licence, trends, alarm and I/O servers 
which were checked in command prompt by typing “netstat –ano” into the command line. This 
command lists all active TCP and UDP connections, their addresses, state and process 
identification (PID). Using this command allows diagnosis of which ports on the dredge PC are 
established or listening, rendering them active. As seen in column 2 of Figure 38 below, the 
required ports for CitectSCADA are active. 
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Figure 38: Dredge SCADA PC active connections 
 
The second step was to check the port access from the client machine (remote PC) to the server 
(dredge PC) using telnet. ‘Telnet client’ needs to be activated on both the client and the server 
machines in control panel -> windows features. On the client machine in command prompt, the 
following command was entered: 
 telnet 192.168.2.3 {} 
 
Where {} is each of the previously mentioned ports to be checked. It was found that no access 
was granted to some of the ports which were being blocked by the office network firewall. The 
blocked ports were granted access in the firewall which fixed the problem. 
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5. System Testing, Commissioning and Analysis 
Following all electrical installation testing in accordance with Australian Standards, testing and 
commissioning was carried out to measure the success of the project in accordance with Table 7 
and the Project Objectives. Furthermore, it had to be ensured that the system worked in a safe 
and reliable manner to instil confidence in the company directors and staff. During the day of 
testing, the dredge and booster pump were situated approximately 225m apart, line of sight, as 
indicated in Figure 39. The maximum distance of 1.3km was not able to be tested at this time as 
the dredging operation occurred in a separate section of the harbour. The system was tested and 
commissioned in five stages: 
1. Local monitoring and control of the booster pump 
2. Remote monitoring and control of the booster pump 
3. Daily reporting 
4. Live monitoring 
5. Assessment of Project Objectives 
 
 
Figure 39: Dredge and booster pump testing 
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5.1 Local Booster Pump Monitoring and Control 
The first step was to ensure the booster pump can be operated locally for safety and reliability in 
case of communication failure with the dredge. The speed control buttons as shown in Figure 40 
had to be adjusted in the PLC program to jog the speed up and down in smaller increments. This 
was achieved by adjusting a clock memory bit which adds or subtracts from the throttle value as 
either button is pressed. 
 
Once the speed control of the QSX15 engine was smooth, the next step was to check the 
engaging and disengaging of the pump. This is done via the engage pump page, as shown in 
Figure 25. It was checked that the pump could not be engaged at a speed higher than idle 
(800RPM) which would damage the transmission. This was implemented in the PLC program 
using simple comparators with the engine speed value. Disengaging of the pump was then 
checked at multiple speed ranges. 
 
With the booster pump running at high speed and the pump engaged, the emergency stop on the 
booster pump control panel door was engaged to ensure that the power supply to the engine was 
disconnected and the BP shut down. Following the correct operation of the emergency stop, the 
engine parameters and instrumentation values were checked.  
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Figure 40: Booster Pump HMI onsite 
 
The engine parameters on the HMI as seen in Figure 40 were checked against the additional CAN 
bus display on the Cummins ignition unit (Figure 8: item B) to ensure they were correct. The inlet 
and outlet pressure transducers were calibrated against their respective manual gauges to ensure 
they were accurate. The outlet pressure (-375kPa) shown in Figure 40: bottom of screen, was 
corrected by reversing the transducer polarity. With the booster pump operating correctly and on 
its own, the next step was to test remote monitoring and control from the dredge. 
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5.2 Remote Booster Pump Monitoring and Control 
On-board the dredge, remote communications were tested back and forth with the booster 
pump. The first point to check was to ensure the booster pump was connected to the dredge 
network. This was done via “command prompt” commands from the dredge PC to the booster 
pump network devices such as the PLC, HMI and RF ethernet bridge. Initially only infrequent 
communications could be reached as the dredge and booster pump bridges appeared to be 
dropping in and out of range of each other. The problem was fixed by increasing the transmit 
strength of both RF bridge’s from a default value of 14dbm to 30dbm (1W). Following this change 
the dredge RF bridge showed a received signal strength (RSSI) of -44dBm (3.981x10-8W). Using 
Equation 4 in section 4.3 Remote Communication, the range (𝑅) was calculated to compare 


















A difference of 103m between the measured range (225m using Google Earth) and the calculated 
range (122m) was shown. This result indicates that estimations for cable and connector losses at 
each end (3dBi lumped into 𝐺𝑡 and 𝐺𝑟), made in Table 2, were inaccurate. Equation 4 was 
rearranged to calculate the cable and connector losses at each end using the measured range of 
225m: 
 












2 = 20.4 
𝐺 = 𝐺𝑡 = 𝐺𝑟 = 4.52 
𝐺𝑑𝐵𝑖 = 𝐺𝑡𝑑𝐵𝑖 = 𝐺𝑟𝑑𝐵𝑖 = 10 ×  log(4.52) = 6.55 𝑑𝐵𝑖 
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𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡/𝑟𝑒𝑐𝑖𝑒𝑣𝑒 𝑐𝑎𝑏𝑙𝑒 𝑎𝑛𝑑 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑜𝑟 𝑙𝑜𝑠𝑠𝑒𝑠𝑑𝐵𝑖 =  8.4𝑑𝐵𝑖 −  6.55𝑑𝐵𝑖 = 1.85𝑑𝐵𝑖  
 
The results indicate that the cable and connector losses at each end were approximately 1.85dBi 
instead of 3dBi, which was estimated in Table 2. The error in the estimated value is likely due to 
less antenna cable (0.29dBi/m) being used at each end, i.e. 6m instead of 10m, resulting in a 
reduced overall loss. 
 
With the radios at full sensitivity (-74dBm), transmit power (30dBm) and using the corrected 













This result is promising for when the two installations are separated at the maximum range of 
1.3km distance, however further testing will be required onsite at a later date.  
 
With the wireless communications up and running, the dredge PLC watch tables were used to 
ensure that the remote data exchange to and from the booster pump PLC was working correctly. 
Once this was confirmed and the dredge HMI was showing the correct information, the remote 
control was tested. The dredge operator controls the booster pump via the “BP05 Main Page” 
where the throttle is adjusted via the increase and decrease buttons as shown in Figure 41. The 
booster pump throttle was remotely ramped up and down multiple times and the speed was 
verified with an operator onshore at the booster pump HMI. 
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Figure 41: Dredge HMI onsite; “BP05 Main Page” 
 
Also verified with the operator onshore was the booster pump engine parameters located on the 
“BP05 QSX15” page on the dredge HMI as seen in Figure 42. All parameters were correct except 
the exhaust temperature parameter which indicated -273⁰. As indicated in Figure 42, this 
parameter has an offset of 273 which is programmed into the booster pump PLC to represent the 
correct value. It was found that this J1939 register from the QSX15 engine was zero, and as a 
result was causing the PLC to show -273. After consultation with Cummins engineers, it was found 
that the QSX15 did not have the exhaust temperature sensor installed which caused a zero in that 
particular J1939 register. 
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Figure 42: Dredge HMI onsite; “QSX15” page 
 
The next step involved checking the remote disengagement of the BP pump and the notification 
that it was successfully disengaged. This control is shown on the “BP05 Pump” in Figure 23, which 
replaced the “RF link” page no longer required at this HMI. Once again, this was verified with an 
operator onshore at the booster pump. With the remote monitoring and control of the booster 
pump complete, monitoring of the dredge QSK19 engine was next in line for testing. 
 
All QSK19 engine parameters were displaying correctly on the dredge HMI “QSK19” page as seen 
in Figure 43. These parameters were checked against the existing CAN bus display to the right of 
the HMI, shown in Figure 5: item 11.  
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Figure 43: Dredge HMI onsite; “QSK19” page 
 
The final onsite check was to ensure the BP HMI had exclusive control of the throttle in the case 
of a communication failure between both PLCs. This was to ensure that if the remote 
communications broke down whilst the dredge operator was controlling the throttle, it would not 
become stuck at the last communicated value. The communication failure was simulated by 
disconnecting the BP PLC network cable whilst the dredge operator was increasing the throttle 
from the dredge HMI. As programmed, the 80 second timeout elapsed and throttle control was 
only available via the BP HMI until the remote communications were re-established. 
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5.3 Daily Reporting 
The testing of the automatic daily reports and live monitoring was done remotely from the 
company office via remote desktop connections to the dredge PC. This was done over several 
days to refine the information available on the reports and the live monitoring web client. Every 
day at 12:00pm, four files are automatically sent from the dredge SCADA server to an office 
server folder accessible by management as displayed in Figure 44. These files include the BP and 
dredge shift reports in Figure 45 and Figure 46, and each of their raw trend data in CSV format.  
 
 
Figure 44: Office server; daily reporting folder 
 
The BP shift report (Figure 45) contains the following information: 
 QSX15 engine speed, load, fuel rate, percentage throttle and coolant temperature 
 Pump inlet and outlet pressures 
 
The dredge shift report (Figure 46) contains the following information: 
 QSK19 engine speed, load, fuel rate, coolant temperature, total fuel used and total 
engine hours 
 Pipeline flow 
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Figure 45: BP daily shift report 
 
 
Figure 46: Dredge daily shift report 
 
The shift reports were a success with all parameters viewable and the pages intuitive to read for 
management. However, it must be noted that the coolant temperature on both the BP and the 
dredge trends did not reduce during downtime (engine off periods). This is because the PLCs only 
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see the last broadcasted J1939 register for this parameter following the key being removed from 
the QSX15/QSK19 ignition. To prevent this issue, relays need to be installed on both key switches 
to recognise when the engine has been turned off. These relays could then signal this occurrence 
to the PLCs and the SCADA system to stop recording the coolant temperature for this period. 
 
It is clear that parameters available on the shift reports increase production efficiency through 
reduced labour costs, equipment wear, fuel costs and improved operations management. 
Monitoring equipment loading by observing indicators such as engine speed, percentage load, 
coolant temperature and fuel usage allows management to ensure the system is operating at 
maximum efficiency and reliability. These parameters are critical in forecasting equipment 
breakdown. For example, running an engine at high percentage load and coolant temperature for 
long periods at a time will increase maintenance requirements and severely shorten the lifespan 
of the engine. With management overseeing the shift reports; equipment wear and maintenance 
savings will be made; reducing parts and labour costs. 
 
Monitoring the fuel usage of the Cummins engines will allow management to monitor fuel costs 
with the progress of the dredging operation. This will be beneficial for future projects to 
understand where fuel savings can be made, improving operations management. Other 
operations management advances include the ability to analyse dredging performance 
throughout each shift, by monitoring blockages. For example, it can be seen from the shift shown 
in Figure 45 and Figure 46 that there were three blockages. In each of these instances the flow 
began to taper off, as the dredge operator noticed a blockage. The operator then dropped the 
speed on the dredge and booster pump engines before clearing the blockage and returning to 
operation. The times at which these blockages occurred can be cross checked with the location 
being dredged to locate areas of dense sediment such as rock. 
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5.4 Live Monitoring 
The live monitoring page was commissioned and management staff are able to view live 
operations via an IE browser. The live monitoring page is displayed in Figure 47 and includes three 




Figure 47: Web client; live monitoring of project 
 
The live monitoring page further increases production efficiency by improving operations 
management. From anywhere within the office network using appropriate login credentials, 
management can monitor the live dredging operation. Having this information available along 
with other GPS software reduces the amount of supervision onsite as management can see from 
the office how the operation is being conducted at all times. The dredging operator can also take 
confidence knowing that several staff can oversee gauges such as coolant temperature at the 
same time. With management staff supervising the operation, operators can be trained to 
operate the equipment efficiently to reduce costs and improve productivity. 
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5.5 Assessment of Project Objectives 
To measure the success of the system it was important to summarise the results and draw 
comparisons with the project objectives: 
 
Objective 1 
The system must be fail-safe and simple to use for dredge and land-based operators. 
Result 
A fail-safe emergency stop circuit was implemented, with the button located on the booster 
pump control panel door (Figure 8). This fail-safe circuit electro-mechanically disconnects power 
to the engine via an emergency stop relay. A fail-safe mode was implemented to detect a 
communication failure between the booster pump and the dredge. This mode allows the booster 
pump to be operated locally in the event of such failure, until communications are restored. 
Operators can now monitor and control the equipment remotely, increasing safety by eliminating 
the need to be close to equipment during operation to read manual gauges. Further safety 
measures can be implemented via remote programming updates. 
 
Objective 2 
The system must increase production efficiency leading to improved operations management and 
reduced costs of labour, equipment and fuel. 
Result 
Remote monitoring and control of the BP allows the land operator to undertake other tasks 
during a shift, saving labour costs and increasing productivity. Monitoring of both engines, 
pressure and flow via the cabin HMI allows the dredge operator to optimise equipment and 
production performance reducing equipment wear, labour and fuel costs. Several months of 
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testing will allow management to quantify savings in fuel by drawing comparisons to previous 
projects of similar size. Management staff can view the live operations remotely, or view past 
shift reports to supervise operations for improved operations management. 
 
Objective 3 
The system must be robust, reliable and be designed to operate in corrosive environments. 
Result 
The system was designed using stainless steel and galvanised components where possible to limit 
corrosion. Regular maintenance of the system will need to be conducted to clean the panels and 
apparatus from sand and salt. Vibration tolerant components such as spring washers and 
electrical terminals were used for durability. However, preventative maintenance should be 
conducted at regular intervals to check electrical components which may loosen due to vibration. 
Reliability of the system was verified through simulation of software and testing on-site. Further 




The system should be easily modified for future improvements. 
Result 
The system can be easily expanded using additional PLC signal modules or TCP/IP compatible data 
acquisition devices. This is shown in Figure 4 and Figure 7 where space has been left inside the 
dredge and booster pump control panels. PLC, HMI and SCADA programming updates can be 
achieved remotely via the office network reducing upgrade costs by not having to travel to site. 
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6. Conclusion 
The project was carried out in conjunction with an Australian dredging company and served the 
purpose of increasing their operation efficiency through advanced monitoring and control. The 
existing dredging arrangement relied on an operator at the dredge who called a land operator by 
radio to modify the booster pump engine speed for optimised pipeline flowrate. Limited 
monitoring of on-board equipment and operations were originally available to the dredge 
operator and management. 
 
An idea was proposed to give the dredge operator complete monitoring and control of all 
equipment including the booster pump and dredge to free up the land operator throughout a 
shift. Also proposed was the ability for management to monitor operations though a live 
interface, and by means automated daily reporting. 
 
Electrical installations were implemented at the dredge and booster pump to accommodate 
wireless and wired industrial networks. The new arrangement allows the dredge operator to 
monitor and control operations via a touchscreen panel mounted in the dredge cabin. From the 
cabin, the dredge operator can view data from both engines and process instrumentation such as 
flow. The booster pump also contains a touchscreen panel from which it can be independently 
monitored and controlled. A SCADA system was installed on the dredge to generate daily reports 
and provide management live access to operations. 
 
The project was a success, with all project objectives met. However future improvements could 
be made to further improve the management and efficiency of the dredging operation. 
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7. Future Improvements 
A number of improvements could be made throughout the design and implementation of this 
system. These include: 
 Adding more process instruments to the system 
 Control of the electronic engines using the SAE J1939 protocol 
 Improved monitoring of system alarms 
 Communication between CitectSCADA and maintenance software for servicing 
 A program for office staff to further analyse the production data 
 
Addition of further process instrumentation to the dredge and booster pump could provide 
management staff with additional dredging performance indicators. A density meter could be 
used in combination with the flowmeter to provide production KPIs such as spoil percent solids 
and tonnes per hour. Further pressure transmitters could be added to measure loading of 
hydraulic powered components such as the winches and the dredge cutter head. Addition of 
these instruments will improve operations management by further understanding the 
performance of the system. 
 
Control of the QSX15 engine using the SAE J1939 protocol would also be a significant 
improvement for future systems. Control of the throttle could be achieved over the same two 
wire CAN bus used already for monitoring. This would reduce wiring to the PLC and provide more 
flexibility with the system. Engine setup and resetting of engine alarms could be achieved from 
either HMI, or from the office via the SCADA system, removing the need for the CAN bus display 
supplied with the engine. This arrangement would reduce electrical components, and improve 
system flexibility. However, the system would become more complex and require significant 
bench testing before being implemented.  
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An improved alarm monitoring system could be implemented on the dredge SCADA PC. Currently 
the alarms are displayed at the top of the page and become reset when the values drop beneath 
the nominal threshold. A CitectSCADA alarms page could be programmed to display current and 
historical system alarms. A text or email messaging system could be applied to notify 
management that an alarm has occurred. Alarms that could be monitored include engine coolant 
temperature, engine load and filter blockages. In the case of filter blockage alarms, the filter 
switches would have to be wired into the PLC as digital inputs. 
 
Communication between CitectSCADA and maintenance software would enable automation of 
servicing processes. There are maintenance software packages available that include APIs for 
connectivity to SCADA systems. Computerised Maintenance Management Software (CMMS) 
packages such as Maintenance Connection offer APIs for connectivity to third party software 
(Maintenance Connection 2015). Engine parameters such as engine hours and fuel could be used 
to trigger a maintenance task such as replacement of oil and fuel filters. Purchase orders could be 
generated and sent for ordering of the new filter. This would automate repetitive tasks currently 
undertaken by the procurement officer.  
 
A program that provides a simple interface for management to analyse the performance of 
multiple shift reports over the course of the operation would be very beneficial. The shift reports 
in CitectSCADA work well for daily reporting, but is limited in its use when querying and 
comparing large amounts of data. Schneider Electric does offer an additional suite called 
CitectHistorian which acts as a database and can be used for reporting and analysis (Schneider 
Electric 2012). Report templates in the Historian server/software could then be used to generate 
more comprehensive reports for management. Alternatively, MS Excel could be used as opposed 
to Historian, as the staff are already familiar with it. A program in Excel could be created to 
automatically import the CSV files from the project server folder and provide a comprehensive 
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report of the whole job, as well as query options to compare dredging KPIs. This would allow 
management to quantify parameters such as engine hours, fuel used and production uptime to 
understand the performance of the system to quote future projects.  
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Appendices 
Appendix A: Project Monitoring and Control Requirements 
Table 7 lists the monitoring and control requirements set by the company directors, as introduced 
in sections 1.1 Introduction, 4.4.1 Dredge & Booster Pump Engines and 4.5.1 Selection. Listed 
below is each of the engine and process parameters, and where they are monitored and 
controlled from. 
 
 Monitoring Control 









Booster Pump Engine Speed YES YES YES   
Booster Pump Engine Throttle YES YES YES YES YES 
Booster Pump Engine Percent Load YES YES YES   
Booster Pump Engine Coolant Temperature YES YES YES   
Booster Pump Engine Coolant Level YES YES YES   
Booster Pump Engine Fuel Rate YES YES YES   
Booster Pump Engine Boost Pressure YES YES YES   
Booster Pump Engine Gear Oil Pressure YES YES YES   
Booster Pump Inlet Pressure YES YES YES   
Booster Pump Outlet Pressure YES YES YES   
Booster Pump; Engage Pump YES YES  YES  
Booster Pump; Disengage Pump YES YES  YES YES 
Dredge Engine Speed  YES YES   
Dredge Engine Throttle  YES YES   
Dredge Engine Percent Load  YES YES   
Dredge Engine Coolant Temperature  YES YES   
Dredge Engine Coolant Level  YES YES   
Dredge Engine Fuel Rate  YES YES   
Dredge Engine Boost Pressure  YES YES   
Dredge Engine Gear Oil Pressure  YES YES   
Flow (Dredge Flowmeter) YES YES YES   
Table 7: Project monitoring and control requirements 
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Appendix B: Dredge Equipment List 
Table 8 lists all of the equipment used in the dredge installation, as shown in Figure 4 and Figure 
5. Various information, including part numbers has been withheld at the request of the company. 
 
Ref Item Purpose 
1 Siemens S71214C PLC 
 Logic operations and data acquisition from 
instrumentation 
 Communication to dredge HMI (Figure 5) 
 Communication to dredge SCADA computer 
 Remote communication to booster pump PLC via wireless 
ethernet bridge (item 5) 
 Communication to dredge Cummins Engine ECU via 




 Connects the PLC, RF bridge, HMI, protocol converter and 
serial to TCP server to the dredge industrial TCP/IP 
network 
3 
10A DC circuit 
breaker 








 A wireless LAN bridge that transmits and receives data to 
and from the booster pump PLC 
6 
24VDC to 24VDC 
power conditioner 
 Provides a conditioned and isolated 24VDC power supply 
to the 24VDC electronics 
7 
RS232 to ethernet 
server 
 Allows programming of the protocol converter via a virtual 
COM port on the dredge PC 
8 
Modbus TCP to CAN 
bus (J1939) protocol 
converter 
 Converts the Modbus TCP protocol from the dredge PLC to 
CAN bus (J1939) for communications to the dredge 
Cummins marine engine 
9 Control cabinet  500mm x 400mm 316 stainless steel control cabinet to 
house the dredge electronics 
10 Siemens KTP 600 HMI 
 Touchscreen Human Machine Interface (HMI) mounted in 
the dredge operator bridge. Gives the dredge operator 
monitoring and control of the booster pump/Dredge 
engines and instrumentation such as flow, and pump 
inlet/outlet pressures. 
11 Existing QSK19 display  Existing RPM and CAN bus display used to display engine 
parameters one by one 
Table 8: Dredge equipment list 
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Appendix C: Booster Pump Equipment List 
Table 9 lists all of the equipment used in the booster pump installation, as shown in Figure 8. 
 




 Touchscreen Human Machine Interface (HMI) mounted in the 
booster pump control cabinet. Provides local monitoring and 
control of the booster pump engine and instrumentation (flow, 
pump inlet/outlet pressures) as well as engaging/disengaging of 






 Contains the key start to the Cummins booster pump engine as 





 Controls the charge from the solar panels to the booster pump 





 A wireless LAN bridge that transmits and receives data to and 




 Logic operations and data acquisition from instrumentation 
(pump inlet/outlet pressure transmitters) 
 Remote communication to the dredge PLC via the wireless 
ethernet bridge (D) 
 Communication to booster pump HMI (A) 
 Communication to booster pump Cummins Engine ECU via the 





 Connects the PLC, protocol converter and HMI to the dredge 
industrial TCP/IP network via the RF bridge 
G 





 Converts the Modbus TCP protocol from the dredge PLC to CAN 






 Provides a conditioned and isolated 24VDC power supply to the 
24VDC electronics 
I Control cabinet  1000x800mm 316 stainless steel control cabinet 
J RF antenna 
 2.4GHz radio frequency antenna transmits and receives TCP 




 Three indicator lights (green, yellow and red) which indicate 
from a distance whether the booster pump has stopped, is 
running at idle or running at nominal speed 
 Two LED floodlights, illuminating the BP during night shifts 
L 
2x 80W 12V 
Solar Panels 
 2x 80W Solar panels wired in series to charge the booster pump 
auxiliary batteries during non-operation days 
Table 9: Booster pump equipment list 
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Appendix D: J1939 Engine Parameter List 
This section lists the engine parameters and their respective SAEJ1939 details as introduced in section 4.4.2 SAE J1939 Protocol. This list was compiled using 
the SAEJ1939/71 standard and the information system within Siemens TIA portal. This information was used to program the protocol converter and the 
Siemens PLC’s for communication to the marine engines via Modbus TCP and SAEJ1939 protocols. 
 
 
Figure 48: Compiled J1939 parameter list (SAE International 2010)
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Appendix E: Siemens S71200 PLC Overview 
As announced on page 33, this section provides background information relating to Siemens S71200 
Programmable Logic Controllers (PLC’s) in the project. The S1200 series CPU is a compact, flexible PLC 
suitable for controlling a variety of applications. Siemens offer a range of modules which can be added 
to the CPU’s for additional communication and I/O capabilities. The CPU consists of the following 
(Siemens 2015): 
 Microprocessor 
 Integrated power supply  
 Input and output circuits 
 A built in Profinet port (TCP/IP communications) 
 High speed motion control I/O 
 On board analogue outputs 
 Memory card slot 
 
 
Figure 49: Siemens S71214C PLC with analog output signal board (SB 1232 AQ) 
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Siemens offers three classes of S71200 CPU’s; siplus, failsafe and standard. Siplus CPU’s are designed to 
operate in extreme environments, such as increased temperature and humidity (Siemens 2015). Failsafe 
CPU’s include additional functions for system redundancy and consist of two models; 1214FC and 
1215FC. Standard CPU’s (used in this project) include models 1211C to 1217C, with 1211C the most 
basic and 1217C the most advanced. These models are all expandable by one signal board and three 
communications modules. The models vary by: 
 Integrated inputs and outputs, varying from 10 to 24 
 Expandable signal modules, varying from 0 to 8 
 Counters, varying from 3 to 6 
 Profinet/Ethernet ports, 1 or 2 
 Integrated analogue outputs, varying from 0 to 2 
 Pulse train outputs 
 
The S71200 PLC’s were programmed via STEP 7 Basic (TIA Portal). TIA portal software is a 
comprehensive environment for programming Siemens devices, integrating controllers, distributed I/O, 
HMI, drives, motion control and management (Siemens 2015). STEP 7 Basic offers three programming 
languages; ladder, Function Block Diagram (FBD) and Structured Control Language (SCL).  
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Appendix F: Siemens HMI Overview 
As introduced on page 39, this segment provides an overview of Siemens Human Machine Interfaces 
(HMI’s) and the panels used in the project. HMI’s allow interaction between humans and machines to 
enable operators to monitor and control processes. These devices often support key and touch input, 
and are configured to communicate equipment such as PLC’s through industrial networks. In this 
project, the HMI’s communicate to the PLC’s using a TCP/IP network using wired and wireless media. 
Siemens produces five ranges of operator devices with attractive features (Siemens 2015): 
 Key Panels 
o Keypad operator panels  
 Basic Panels 
o 4 to 12 inch displays, combined key and touch operation 
 Comfort Panels 
o 4 to 22 inch displays, combined key and touch operation 
o Next level up from basic panels; higher performance and more robust 
 Mobile Panels 
o Portable panels with 7 or 9 inch displays, combined key and touch operation 
o Safety solutions such as an integrated emergency stop 
o Wired/wireless options 
 Thin Clients  
o 12-22 inch touch displays 
o Thin form factor 
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Two “Basic Panels” were used in the project, a 1st generation KTP600 and a 2nd generation KTP700. 
These panels consist of 6 and 7 inch displays and consist of the following features: 
 24VDC input 
 Profinet/Ethernet port for TCP/IP communications to the S71200 PLC’s 
 
These devices were configured using STEP 7 Basic in the same project as the PLC’s to make configuration 
and testing as simple as possible. 
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Appendix G: Additional HMI Photos 
Announced in section 4.6.2.2 Booster Pump HMI, this appendix lists additional BP HMI pages including: 
“I/O Trends”, “Lights” and Radio Link. “I/O Trends” shown in Figure 50 is used to display 15minutes of 
pump inlet/outlet pressures (-100kPa to 1000kPa) on a trend. This page is useful if a problem occurs 
with communications to the dredge; a land operator could monitor a blockage and relay the information 
to the dredge operator. 
 
 
Figure 50: Booster pump HMI; pump inlet/outlet pressure trend page 
 
The “Lights” page shown in Figure 51 is used to turn on the LED floodlights at the top of the BP mast, via 
a PLC digital output and 24VDC relay. 
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Figure 51: Booster pump HMI; mast lights page 
 
The “Radio Link” page displayed in Figure 52 is used to view the status of the communications link to the 




Figure 52: Booster pump HMI; radio link page 
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Appendix H: CitectSCADA Overview 
The purpose of this appendix is to provide further background information to accompany section 4.7.3 
CitectSCADA. CitectSCADA is a Supervisory Control and Data Acquisition solution that is used in several 
industries to monitor and control processes. Designing a CitectSCADA project involves configuration of 
several elements including graphics pages, controls and servers in order to provide a digital 
representation of the process for human intervention. When at project is run (i.e. at runtime), the digital 
representation can be viewed locally or remotely, depending on the licence. 
 
H1 Graphics Pages 
Graphics pages provide an interface from which operators can monitor and control the process during 
runtime. A number of objects can be added to a graphics page to provide a meaningful representation 
of the process such as (Schneider Electric 2010): 
 Text 
 Buttons 
o To enable an operator to control the process 
 Trends 
o Viewing current and historical process variables 
 ActiveX 
o Used to embed ActiveX objects, for example a media player 
 Numbers 
o Displaying process variables or strings 
 Cicode 
o Embedding text based code for control of runtime. Cicode is a pascal based language 
developed by Citect 
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H2 Controls 
The CitectSCADA project can be controlled during runtime using several methods. These include: 
 Controlling runtime via elements on graphics pages (i.e. buttons, cicode) 
 Controlling runtime using events. For example, an event could be used to trigger a Cicode 
function 
 Controlling runtime using alarms. Alarms can also be used to trigger cicode functions  
 Pre-configured settings during computer setup (i.e. default start-up graphics page) 
 
H3 Servers 
When implementing CitectSCADA, it is important to consider the layout of the plant and servers. 
CitectSCADA has the following servers: 
 Trend 
o Stores process variables for display on trends or file exporting 
 I/O 
o Manages read/write requests for monitoring and control of the process 
 Alarm 
o Monitors alarms and displays the alarms on the appropriate client when the condition is 
true 
 Report 
o Generates reports at with a true condition or time 
 
CitectSCADA can be deployed using a number of network topologies. These include: 
 Standalone system 
o All server components on one machine 
 Distributed I/O system 
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o Multiple remote sites with I/O servers, viewed from a central client 
 Redundant server system 
 Client-server system 
 Redundant and distributed control system 
 Cluster control system 
 Load sharing system 
 
CitectSCADA offers a clustering feature which allows grouping of independent sets of server 
components. This allows each of the trend, I/O, alarm and report servers to be spread across multiple 
computers. Redundant servers can also be implemented across multiple machines, making the SCADA 
network robust; reducing downtime caused by machine or software failure. 
 
H4 Licencing 
Depending on the size of the installation and system requirements, different licencing and costs apply. 
The basic package includes a 75 point, full server licence for a standalone system. To add servers, display 
clients, control clients or software drivers; additional licences are required to be purchased. 
