Relaxation of the order-parameter statistics in the Ising quantum chain by Collura, Mario
SciPost Phys. 7, 072 (2019)
Relaxation of the order-parameter statistics
in the Ising quantum chain
Mario Collura1,2,3?
1 SISSA – International School for Advanced Studies, I-34136 Trieste, Italy.
2 Theoretische Physik, Universität des Saarlandes, D-66123 Saarbrücken, Germany.
3 Dipartimento di Fisica e Astronomia “G. Galilei”,
Università di Padova, I-35131 Padova, Italy.
? mario.collura@sissa.it
Abstract
We study the out-of-equilibrium probability distribution function of the local order pa-
rameter in the transverse field Ising quantum chain. Starting from a fully polarised
state, the relaxation of the ferromagnetic order is analysed: we obtain a full analytical
description of the late-time stationary distribution by means of a remarkable relation
to the partition function of a 3-states classical model. Accordingly, depending on the
phase whereto the post-quench Hamiltonian belongs, the probability distribution may
locally retain memories of the initial long-range order. When quenching deep in the
broken-symmetry phase, we show that the stationary order-parameter statistics is in-
deed related to that of the ground state. We highlight this connection by inspecting the
ground-state equilibrium properties, where we propose an effective description based
on the block-diagonal approximation of the n-point spin correlation functions.
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1 Introduction
Isolated many-body quantum systems at zero temperature may exhibit different phases de-
pending on the value of a physical parameter appearing in the Hamiltonian. By varying this
parameter, quantum fluctuations may drive the many-body ground state across a quantum
phase transition [1]. This usually reflects in a change of the quantum order parameter iden-
tifying the transition. An example of such transition occurs in the one-dimensional quantum
Ising model, where in the thermodynamic limit we can identify a broken-symmetry phase, with
doubly degenerate ground state separated from the rest of the spectrum, and an unbroken-
symmetry phase, with a unique ground state [2, 3]. In the thermodynamic limit, the broken-
symmetry ground-state exhibits long-range ferromagnetic order, whereas in the other phase
the order is absent.
The out-of-equilibrium situation is much more complicated and much effort, both theoreti-
cally and experimentally, has been spent in recent years in order to have a better understanding
of the non-equilibrium properties of isolated many-body quantum systems (see Refs. [4–7] as
reviews on the subject, and their bibliography as a more comprehensive reference source).
In particular, a crucial question is whether and how much of the order of the initial state is
retained during the non-equilibrium dynamics and eventually up to the stationary state. We
addressed this question by preparing the system in the ground state belonging to the ordered
phase; thereafter we suddenly change the physical parameter that drives the phase transition
and let the system evolve unitarily with the new Hamiltonian. As a consequence of this well
know procedure (so-called quantum quench [8]), an extensive amount of energy is injected
into the system and local observables are expected to relax toward stationary values. The local
description of the stationary state will depend on the properties of the model under investi-
gation: for non-integrable model the system does thermalise [9–21]; for integrable models a
generalised thermalisation is expected [22–30].
Nevertheless, as far as we are interested in the time-dependent (and stationary) properties
of the local order (characterising the order in a subsystem of typical length `), merely the order-
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parameter average may not be sufficient to have a complete description of the order/disorder
transition. As a consequence of the finite density of the excitations created by the quench,
the expectation value of the local order parameter does relax to zero, no matter the quantum
phase whereto the post-quench Hamiltonian belongs [27,28,31,32].
However, in quantum mechanics, the measurement outcomes of a generic observable are
described by a Probability Distribution Function (PDF) which encodes all information about
quantum fluctuations of that observable in the system. Therefore, looking at the full PDF of
the local order parameter will be a more effective way to understand how the initial order
melts during the time evolution, or eventually survives until the steady state.
In the following, we apply this idea to the Ising quantum chain. Studying how the ferro-
magnetic properties of this model relax in time under the unitary dynamics is a very non-trivial
question. In general, after a global quantum quench, we expect long-range ferromagnetic or-
der disappears when inspecting a sufficiently large portion of the entire system. However,
depending on the phase of matter the post-quench Hamiltonian belongs within, some rem-
nants of the original order may locally survives. Local remnants of the original order have
been recently observed by the author in a similar setup for the antiferromagnetic XXZ spin-
1/2 chain [33].
In spite of a generous literature regarding PDFs of various observables (mainly conserved
quantities, transverse magnetisation or work statistics in the Ising spin chain, particle number
in the Bose(Fermi)-Hubbard model, etc.) in different quantum models, both non-interacting
and interacting, either at the equilibrium [34–45] or out-of-equilibrium [46–53], the results
on the order-parameter statistics are very few [33,54,55]. In particular, analytical findings on
the PDF of the longitudinal magnetisation in the Ising quantum chain are only limited to some
universal scaling behaviour in the ground state at the critical point [56].
Here we mainly concentrate our analysis on the out-of-equilibrium and long-time station-
ary properties of the full counting statistics of the order parameter in the Ising quantum chain
after a quench from the fully polarised initial state. Remarkably, we are able to provide a
closed analytical formula for the PDF in the stationary state by highlighting a striking connec-
tion with the partition function of a 3-states classical model. Moreover, we definitively stress
a very appealing relation between the stationary PDF and the properties of the ground state of
the post-quench Hamiltonian, in close analogy to what has been put forward in Ref. [33], un-
doubtedly confirming the great generality of such relationship which may be applied to other
models. Indeed, it turns out that, when the initial ordered state is quenched into the unbro-
ken symmetry phase, the local order quickly disappear and the PDF acquire a simple Gaussian
shape which dynamically depends only on the first two cumulants of the local order parameter.
Otherwise, when the state is quenched within the broken-symmetry phase, a simple Gaussian
description is no more sufficient and the ground state of the post-quench Hamiltonian starts to
play a crucial role in locally preserving the initial long-range order which eventually survives
in the long-time limit.
The content of the manuscript is organised in the following way:
- Sec. 2 is devoted to introduce the model and its description in terms of diagonal spinless
fermions; we introduce the Majorana fermions as well.
- In Sec. 3 we introduce the definition of the probability distribution function and its
connection to the generating function of the moments (and cumulants as well) of the
order parameter. We outline the general procedure to evaluate the full counting statistics
of the longitudinal magnetisation in the spin-1/2 Ising quantum chain and write it in
terms of a Pfaffian (or determinant) of a block-structured matrix which entries are given
by the two-point correlation function of the Majorana operators.
- Sec. 4 collects the main results of our investigation, namely the non-equibrium dynamics
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generated by unitary evolving a fully polarised initial state. After exploring the time-
dependent behaviour, we mainly focus on the stationary properties. We show that in this
case the generating function can be exactly evaluated by exploiting the block-diagonal
form of the stationary n-point correlation functions, which can be further simplified to
obtain a closed expression in terms of the partition function of a 3-states classical model.
- In Sec. 5 we analyse the ground state properties of the model: in particular, we focus on
the small-field expansion as well as we exploit the block-diagonal approximation which
turns out to give a good qualitative description of the ground state PDF as far as we keep
the system sufficiently far from the critical point.
- In Sec. 6 we further propose an appealing interpretation of the stationary distribution
in terms of the properties of the post-quench ground-state. We argue that such relation
is exact in a special scaling regime deep in the ferromagnetic phase.
- Finally in Sec. 7 we draw our conclusions; we relegate all supplementary calculations in
the Appendices A-D.
2 The model
We consider the one-dimensional spin-1/2 transverse field Ising chain whose Hamiltonian is
H = −
∞∑
j=−∞

σxj σ
x
j+1 + hσ
z
j

, (1)
where σαj are Pauli matrices acting on site j. The transverse field h drives the ground state
from a ferromagnetic region (h < 1) to a paramagnetic region (h > 1) across a quantum
critical point, where the order parameter of the transition is the longitudinal magnetisation
density µ ≡ lim`→∞〈M`〉/` (c.f. Sec. 3). The Ising Hamiltonian is invariant under the action
of the string operator P ≡ ∏∞j=−∞σzj . This Z2 symmetry is spontaneously broken in the
ferromagnetic region: the two degenerate ground states |GS±〉, corresponding to P = ±1, may
recombine in such a way to exhibit non-vanishing values of the longitudinal magnetisation. In
the following we make the choice to work in the invariant sector with P = +1.
The Hamiltonian (1) can be rewritten in terms of non-interacting spinless fermions via the
Jordan-Wigner transformation [57]
σx` =
∏
j<`
(1− 2n j)(c†` + c`), σ y` = i
∏
j<`
(1− 2n j)(c†` − c`), σz` = 1− 2n`, (2)
where {ci , c†j }= δi j and ni ≡ c†i ci . Thus one has
H = −
∞∑
j=−∞

(c†j − c j)(c†j+1 + c j+1) + h(1− 2c†j c j)

, (3)
which can be easily diagonalised by a Bogoliubov transformation
c j =
∫ pi
−pi
dk
2pi
e−ik j

cos(θk/2)αk + i sin(θk/2)α
†
−k

, (4)
where {αp,α†q}= δpq and Bogoliuobov angle
eiθk =
h− eikp
1+ h2 − 2h cos(k) . (5)
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In terms of the diagonal fermions, the Hamiltonian becomes (apart from an overall normali-
sation factor)
H =
∫ pi
−pi
dk
2pi
εk

α†kαk − 12

, (6)
with dispersion relation εk = 2
p
1+ h2 − 2h cos(k). The ground state is the vacuum state of
the Bogoliuobov fermions, namely αk|GS+〉= 0, ∀k.
Within the approach we will be using in the next sections, it is convenient to replace the
fermions c j with the Majorana fermions (here we can distinguish between two sets of operators
through the apexes x and y , or just introduce a doubled unique set with different operators
corresponding to odd or even indices)
A2 j−1 = axj = (c
†
j + c j), A2 j = a
y
j = i(c
†
j − c j), (7)
which satisfy the algebra {axi , axj }= {a yi , a yj }= 2δi j , {axi , a yj }= 0, and such that one has
σxj =
∏
m< j
(ia yma
x
m) a
x
j , σ
y
j =
∏
m< j
(ia yma
x
m) a
y
j , σ
z
j = ia
y
j a
x
j . (8)
3 Probability Distribution Function of the order parameter
We are interested in the probability distribution function of the following observable
M` =
1
2
∑`
j=1
σxj , (9)
which describes the magnetisation along xˆ of a subsystem consisting of sites {1, . . . ,`}. The
probability of such observable to take some value m when the system is in a generic state is
given by (in the following the bracket 〈· · · 〉 may represent either expectation value in a pure
state or trace average over a density matrix)
P`(m) = 〈δ(M` −m)〉=
∫ ∞
−∞
dλ
2pi
e−imλF`(λ), (10)
where we defined the generating function of the moments of the probability distribution
F`(λ)≡ 〈eiλM`〉, 〈M n` 〉= (−i)n∂ nλ F`(λ)

λ=0 , (11)
which satisfies the following properties
F`(0) = 1, F`(−λ) = F`(λ)∗, F`(λ+ 2pi) = (−1)`F`(λ). (12)
Thanks to (12), the probability distribution function in Eq. (10) can be expressed as
P`(m) = eP`(m)×

∑
r∈Zδ(m− r) for ` even,∑
r∈Zδ(m− 1/2− r) for ` odd,
(13)
which explicitly states that the PDF is different from zero only for integer (half-integer) values
of m when ` is even (odd). In particular, we defined the discrete Fourier transform
eP`(m)≡ ∫ pi
−pi
dλ
2pi
e−imλF`(λ) =
∫ pi
−pi
dλ
2pi
{cos(mλ)ℜ[F`(λ)] + sin(mλ)ℑ[F`(λ)]} , (14)
where the last passage is a consequence of eP`(m) being real and impliesℜ[F`(−λ)] =ℜ[F`(λ)]
and ℑ[F`(−λ)] = −ℑ[F`(λ)]. As expected from the spectrum of M`, eP`(m) has to be evaluated
only for m ∈ {−`/2,−`/2 + 1, . . . ,`/2}, and satisfies the normalisation condition∑`/2
m=−`/2 eP`(m) = 1.
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3.1 Asymptotic behaviour of the probability distribution
Before proceeding with the direct computation of the probability distribution function, let us
summarise some properties of the PDF which are valid in the limit ` 1 whenever the state
satisfies cluster decomposition and it is characterised by a finite correlation length.
For this purpose, it is useful to introduce the generating function of the cumulants 〈M n
`
〉c
of the probability distribution
log[F`(λ)]≡
∞∑
n=1
〈M n` 〉c (iλ)
n
n!
, (15)
where the subscript c stays for connected correlation function. From this definition, the cumu-
lants are related to the moments by the following recursion formula
〈M n` 〉c = 〈M n` 〉 −
n−1∑
m=1

n− 1
m− 1

〈M n−m` 〉〈M m` 〉c . (16)
Interestingly, as far as the n-point connected correlation functions decay sufficiently fast
so that lim`→∞
∑`
j1<···< jn〈σxj1 · · ·σxjn〉c/` <∞, all cumulants turns out to be extensive quanti-
ties in the subsystem volume and admit the following asymptotic expansion in terms of their
correspondent thermodynamic densities κn ≡ lim`→∞〈M n` 〉c/`,
〈M n` 〉c = `κn + o(`). (17)
This is the case for the ground state in the paramagnetic region |h|> 1, where the expectation
value of the order parameter vanishes and correlation functions decay exponentially; as well
as after a global quantum quench, where the finite energy density injected into the system will
build up a finite correlation length. Otherwise, in the ferromagnetic region, Eq. (17) does
not apply for the Z2-symmetric ground-state |GS±〉, since cluster decomposition is violated.
Nevertheless, by considering the physical combination |µ±〉 = (|GS+〉 ± |GS−〉)/p2, which is
characterised by a finite value of the order parameter µ± = ±(1 − h2)1/8/2, the extensive
behaviour of the cumulants is restored and the following arguments apply as well. In practice,
the cumulant expansion (15) joined with the extensive property (17), leads to the following
asymptotic behaviour of the PDF
eP`(m)' ∫ pi
−pi
dλ
2pi
e−imλ e`F(λ), (18)
in terms of the large deviation function
F(λ)≡
∞∑
n=1
κn
(iλ)n
n!
= lim
`→∞
log[F`(λ)]
`
. (19)
In the limit ` →∞, the integral in Eq. (18) is dominated by the maximum of the large
deviation function F(λ); whenever the expectation value of the order parameter µ is different
from zero, we can keep the first two cumulants thus obtaining the following Gaussian
eP`(m)' ∫ pi
−pi
dλ
2pi
e−i(m−`µ)λ e−`σ2λ2/2 ' 1p
2pi`σ2
exp

−(m− `µ)2
2`σ2

, (20)
with standard deviation σ =pκ2. Notice that, as far as µ and σ are both different from zero,
Eq. (20) does not admit an universal scaling behaviour of the variable m. This is essentially
due to the different scaling with ` induced by the average (i.e. m/`) and by the standard
deviation (i.e. m/
p
`).
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3.2 Generalities of the order-parameter generating function
In general, the direct computation of the PDF of the longitudinal subsystem magnetisation is
a very hard task, mainly due to the nonlocal nature of the σx operator in terms of Majorana
fermions. For this reason, the brute force approach to compute the order parameter PDF goes
through the evaluation of the generating function F`(λ). Using the following identity
exp{i(λ/2)σxj }= cos(λ/2) + i sin(λ/2)σxj , (21)
which is a direct consequence of the Pauli matrices property (σxj )
2 = 1, Eq. (11) can be
rewritten as
F`(λ) =

∏`
j=1

cos(λ/2) + i sin(λ/2)σxj
 
. (22)
We can rearrange such formula, counting the number of Pauli matrices appearing in the string.
Moreover, since we are working in one of the two Z2-invariant sub-sectors (with P = +1), the
expectation value of an odd number of σx operators is vanishing, thus in general on has
F`(λ) = cos(λ/2)
`
b`/2c∑
n=0
[i tan(λ/2)]2n
∑`
j1< j2<···< j2n
〈σxj1σxj2 · · ·σxj2n〉, (23)
where the ordered indexes { j1, . . . , j2n} are in the interval [1,`]. The previous equation impliesℑ[F`(λ)] = 0 and eP`(−m) = eP`(m), and can be used in the definition (14) to get the following
representation for the order parameter PDF
eP`(m) = b`/2c∑
n=0
pm,n(`)
∑`
j1< j2<···< j2n
〈σxj1σxj2 · · ·σxj2n〉, (24)
where pm,n(`) are defined in the Appendix A. The evaluation of F`(λ) and eP`(m) reduces there-
fore to the computation of the generic string 〈σxj1σxj2 · · ·σxj2n〉. Notice that the PDFs provide all
possible informations related to their corresponding observables; for example, as a side result,
from Eq. (24) the Emptiness Formation Probability (EFP) E`, namely the probability to have `
contiguous spins up, is straightforwardly obtained from eP`(`/2), where it is easy to show that
p`/2,n(`) = 2−` as expected, and therefore eP`(`/2) = 2−`〈∏`j=1(1+σxj )〉 ≡ E`. The EFP can be
also obtained directly form the generating function by analytical continuation in the complex
plane, namely
E` = lim
λ→∞
F`(−iλ)
[2 cosh(λ/2)]`
. (25)
As a final remark, an interesting consequence of Eq. (25), when joined with the asymptotic
expansion of the generating function, regards the behaviour of the extensive part of the log-
arithm of the EFP, i.e. `−1 log(E`) ∼ limλ→∞ [F(−iλ)−λ/2] which, in order to be finite,
implies that the analytic continuation in the imaginary axis of the large deviation function
has to asymptotically behave like F(−iλ) ∼ λ/2 + cst, for λ →∞. Notice that, this result
cannot be recovered from the expansion (15) when truncated to any finite order, since it is an
asymptotic property which requires either the full knowledge of the large deviation function
F(λ), or its expansion nearby λ= −i∞.
3.2.1 Strings of σx in the Ising quantum chain
The evaluation of the expectation value of a generic string of σx operators can be carried out
by using the Majorana fermions. The expectation value 〈σxj1σxj2 · · ·σxj2n〉 can be rewritten in
7
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such a way that strings of Majorana operators appear only in the intervals [ j1, j2], [ j3, j4], up
to [ j2n−1, j2n]. In particular, for a generic interval [p, q] with p < q, one has
σxpσ
x
q = a
x
p
q−1∏
k=p
(ia yk a
x
k )a
x
q =
q−1∏
k=p
(−ia yk axk+1) = (−i)q−p
q−1∏
k=p
A2kA2k+1 = (−i)q−p
2q−1∏
k=2p
Ak,
which easily leads to
〈σxj1σxj2 · · ·σxj2n〉= (−i)L jn

∏
k∈U
Ak

, (26)
where L jn =
∑n
k=1( j2k− j2k−1), U jn = [2 j1, 2 j2−1]∪[2 j3, 2 j4−1]∪· · ·∪[2 j2n−1, 2 j2n−1], and
the string contains an even number 2L jn of Majorana operators. Here we used the shorthand
notation jn ≡ { j1, . . . , j2n} for the full set of indices. The expectation value of a generic string
of Majorana operators involves the evaluation of the Pfaffian of a skew-symmetric real matrix
M jn which explicitly depend on the particular choice of the indices. This matrix has dimension
2L jn × 2L jn , and entries given by
(M jn)mp ,nq = −i〈ApAq〉+ iδp,q, for {p, q} ∈ U jn , (27)
where the indices mp and nq move in {0, . . . , 2L jn − 1}, and have the function of shrinking all
together the intervals appearing in U jn . In terms of this matrix, the expectation value of an
even number of σx operators is finally given by [58,59]
〈σxj1σxj2 · · ·σxj2n〉= pf(M jn) = (−1)L jn (L jn−1)/2 pf
−F jn G jn−GTjn F jn

, (28)
where pf(· · · ) denote the Pfaffian1. In the last passage we performed L jn(L jn − 1)/2 column
and row permutations and exploited both translational invariance and reflection symmetry of
the state. As a consequence, the real matrices F jn and G jn (F jn being also skew-symmetric)
have dimensions L jn ×L jn and entries given by [27]
(F jn)mp ,nq = i〈a yp a yq 〉 − iδp,q = −i〈axp axq 〉 − iδp,q ≡ fp−q, (29)
(G jn)mp ,nq = −i〈a yp axq+1〉 ≡ gp−q, (30)
with {p, q} ∈ [ j1, j2 − 1] ∪ [ j3, j4 − 1] ∪ · · · ∪ [ j2n−1, j2n − 1] and where the indices mp and
nq now run in {0, . . . ,L jn − 1}, and once again have the function of shrinking all together
the intervals. The knowledge of the fermionic correlation functions (29) and (30) together
with the representation (28) are the basic ingredients to compute the generating function in
Eq. (23). However, without any further simplification this computation would require the
evaluation of a number of Pfaffians which growths exponentially with the subsystem size `,
making this approach ineffective already for `¦ 20.
In some cases, like at the equilibrium (c.f. Sec. 5) or in the stationary state after a quench
(c.f. Sec. 4), we have F jn = 0 and, exploiting the properties of the Pfaffian, the full counting
statistics can be written as
F`(λ) = cos(λ/2)
`
b`/2c∑
n=0
[i tan(λ/2)]2n
∑`
j1< j2<···< j2n
det(G jn). (31)
This expression is still very difficult to handle, therefore in the following we will try to sim-
plify Eq. (31) in order to get some analytical approximations (or exact result) which will
be eventually compared to the numerical data obtained by using the infinite time-evolving
block-decimation (iTEBD) algorithm [60].
1 Interestingly, when keeping the odd/even checkerboard structure of the matrix M jn in Eq. (27), the sign of
the Pfaffian is such that one eventually has pf(M jn) = det(M jn)
1/2 = (−1)L jn /2 det(G jn)1/2 det(F jnG−1jn F jn −GTjn)1/2,
when det(G jn) 6= 0.
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4 Quench dynamics from the full ordered state
We are interested in how the long-range order which characterises the ferromagnetic phase
melts in time after a global quantum quench. Hence we consider the most representative
quench so as to explore the relaxation of the full probability distribution function of the or-
der parameter in the Ising quantum chain. We prepare the system in the fully polarised Z2-
symmetric ground state, namely the ground state of the Ising Hamiltonian at h = 0 (within
the symmetry sector P = +1),
|Ψ0〉= 1p
2
(| · · · ↑↑↑↑ · · · 〉+ | · · · ↓↓↓↓ · · · 〉), (32)
which is characterised by the simple generating function F (0)
`
(λ) = cos(`λ/2) and related PDFeP(0)
`
(m) = (δm,−`/2 +δm,`/2)/2. The post-quench dynamics of the order-parameter generating
function is completely determined by the following Fermionic two-point functions [27,28]
fn = i
∫ pi
−pi
dk
2pi
eikn
h sin(k)
εk/2
sin(2εk t),
gn = −
∫ pi
−pi
dk
2pi
eik(n−1)eiθk

1− h cos(k)
εk/2
− i h sin(k)
εk/2
cos(2εk t)

. (33)
We focus on this particular quench since we may expect that, whenever the dynamics
starts from deep in the ferromagnetic region, there should not be qualitative differences in the
behaviour of the PDF, even retaining a finite small value of the initial transverse field, thus
inducing finite fluctuations in the initial magnetisation. However, thanks to the simple struc-
ture of the state |Ψ0〉, we are able to obtain full analytical results for the stationary distribution
after this quench.
Due to the non vanishing matrix elements fn, we have to direct evaluate Eq. (28) in order
to obtain prediction for the time-dependent probability distribution function of the subsystem
longitudinal magnetisation; luckily, even for relatively small subsystem sizes, the dynamics of
the PDF already shows very peculiar features. In Figure 1 we report the density plot of the
time-dependent PDF for a subsystem with size `= 20 and different values of the post-quench
transverse field, both in the ferromagnetic and in the paramagnetic region.
On closer inspection of the data, it seems clear that, when quenching into the paramagnetic
region, the initial ferromagnetic order suddenly melts, and the PDF gets similar to a normal
distribution centred in zero. How fast the relaxation occurs definitively depends on how big
the value of the post-quench field is. Otherwise, when the unitary dynamics is governed by
a Hamiltonian with value of the transverse field 0 < h < 1, then the probability distribution
seems to retain a much broader shape, which eventually disappears only for sufficiently large
subsystem sizes; how large depending on the actual value of the post-quench field.
Interestingly, deep in the ferromagnetic regime, the relaxation dynamics of the probability
distribution seems very peculiar: the two peaks of the initial distribution (located at m = ±`/2
with value 1/2) partially reduce in amplitude by emitting each a ballistic-propagating probability-
stream with velocity ∼ 2|∂kεk|max = 4|h|. These counter-propagating streams are very faint
when quenching deep in the ferromagnetic region, mainly because the density of excitations
generated by the quench are very low as h is smaller (notice that when h → 0, there is no
quench dynamics). Nevertheless, for any small but finite value of h, the dynamics is not trivial,
and the equilibration toward the stationary state occurs by means of a de-phasing mechanism
involved in the probability-flow propagation.
In the following we exactly compute the full counting statistics of the order-parameter in
the stationary states for both phases.
9
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Figure 1: Color density plot of the time evolution of the PDF of the subsystem or-
der parameter for subsystem sizes ` = 20 and different values of the post-quench
transverse field h.
4.1 Stationary probability distribution function
In the long time limit after the quench the correlation functions of Majorana operators in Eq.
(33) simplify to
fn = 0, gn = −
∫ pi
−pi
dk
2pi
eik(n−1)eiθk 1− h cos(k)
εk/2
, (34)
and the full counting statistics can be evaluated using Eq. (31). In this case, the Fermionic
correlation function can be explicitly worked out, both in the ferromagnetic phase (|h| < 1)
and in the paramagnetic regime (|h| ≥ 1). By expanding the Fourier coefficient eiθk 1−h cos(k)εk/2
in Eq. (34) for h≥ 1 one easily obtains
gn =
sin(pin)
pi

n− 1
n(n− 2) +
∞∑
k=1
(−1)k h−k
(n− k)(n− k− 2)

=
1
2
δn,0 − 12hδn,1 +
1
2
∞∑
k=2
(h−k+2 − h−k)δn,k, (35)
similarly, in the opposite regime, i.e. for 0≤ h≤ 1, one hase
gn =
sin(pin)
pi

1
n
−
∞∑
k=1
(−1)k hk
(n+ k)(n+ k− 2)

= −h
2
δn,1 +

1− h2
2

δn,0 +
1
2
∞∑
k=1
(hk − hk+2)δn,−k, (36)
where the first line in Eq.s (35) and (36) should be understood as the limit of n that becomes
integer, thus being non-zero whenever sin(pin) gets cancelled by the poles in the series within
the square brackets.
10
SciPost Phys. 7, 072 (2019)
Even though the matrix elements gn share many similarities between the two phases, small
changes are sufficient to have big effects in the structure of the full matrix G jn , thus having
huge consequences on the order parameter probability distribution function in the stationary
state. In both cases, the structure of the Majorana correlation functions guarantee that the
matrix G jn in the stationary state after this quench exactly reduces to a block triangular form.
Its determinant is given by the product of the determinants of the diagonal blocks, and thus
we have
F`(λ) = cos(λ/2)
`
b`/2c∑
n=0
[i tan(λ/2)]2n
∑`
j1< j2<···< j2n
D j2− j1D j4− j3 · · ·D j2n− j2n−1 , (37)
where Dz ≡ det(G[1,z],[1,z]) = 〈σx1σx1+z〉 (c.f. Sec 5.3) can be explicitly evaluate in both phases
and leads to a closed expression for the stationary generating function. As a matter of fact,
this is the first case where a full analytical description of the stationary properties of the order-
parameter statistics in the Ising quantum chain after a quench has been obtained.
4.1.1 Paramagnetic phase
For h≥ 1, the matrix G[1,z],[1,z] is lower triangular, therefore
Dz = gz0 =

1
2
z
, (38)
which turns out to be independent of h. The generating function reduces to
F`(λ) = cos(λ/2)
`
b`/2c∑
n=0
[i tan(λ/2)]2n
∑`
j1< j2<···< j2n

1
2
L jn
, (39)
which is related to the partition function of a 1D Ising model of length `+1 and fixed boundary
conditions (see Appendix C), namely
F`(λ) = cos(λ/2)
`e−Λ`eA(`+1)ZI(Λ, A,`+ 1), (40)
with Λ= − log[i tan(λ/2)]/2 and A= − log(2)/2. Explicitly, one has
F`(λ) =
cos(λ/2)`
2`/2

tan(λ/2)2z˜`1
tan(λ/2)2 − (z˜1 −p2)2 +
tan(λ/2)2z˜`2
tan(λ/2)2 − (z˜2 −p2)2

, (41)
where z˜ j are related to the transfer matrix eigenvalues z j reported in Appendix C via z˜ j = e−Λz j ,
and they are given by
z˜1,2 =
3
2
p
2
±
√√1
8
− tan(λ/2)2. (42)
For `  1 the behaviour of the full counting statistics in Eq. (41) is dominated by the
eigenvalue with the largest modulus, i.e. z˜1, thus obtaining the following analytical closed
expression for the large deviation function
F(λ) = log[cos(λ/2)z˜1/
p
2]. (43)
This result implies that the distribution of rare outcomes, which are determined by the tails of
the stationary PDF, should exhibit a non-gaussian shape.
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Figure 2: The rescaled PDF of the subsystem order parameter in the stationary state
after quenching the transverse field into the paramagnetic region (h ≥ 1.) Symbols
are the exact results obtained from the exact generating function in Eq. (41); these
are compared with the large deviation scaling obtained from Eq. (43) (full lines). The
black-dashed line is the Gaussian approximation (44) valid in the thermodynamics
limit.
However, when ` →∞ and we are interested only on the most probable outcomes, the
PDF can be evaluated by keeping only the first two cumulants and it is very well described by
the following Gaussian distribution
eP`(m)' 1p
2pi`σ2
exp

− m2
2`σ2

, (44)
with σ2 = 3/4. As a side result, the emptiness formation probability in the stationary state
after quenching into the paramagnetic region reads
E` =
2
3

3
4
`
. (45)
In Fig. 2 we compare the exact PDF obtained by taking the discrete Fourier transform of
Eq. (41) with both the large deviation scaling from Eq. (43) as well as the thermodynamic
Gaussian approximation. As expected, as far as ` ¦ 20, data are well captured by the large
deviation function which still retains a sub-leading ` dependence in the thermodynamic scaling
regime and exhibits tails that differ from the Gaussian behaviour. Gaussianity is recovered only
in the thermodynamic limit, and starting from a neighbourhood of the average m/
p
`= 0.
4.1.2 Ferromagnetic phase
For 0≤ h< 1, the matrix G[1,z],[1,z] reduces to a Toeplitz-Hessenberg matrix and the determi-
nant can be analytically evaluated (see Appendix B)
Dz = αz+1 + βz+1, α=
1+
p
1− h2
2
, β = 1−α. (46)
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Figure 3: Color density plot of the PDF of the subsystem order parameter in the
stationary state after quenching the transverse field h within the ferromagnetic re-
gion. (top) Stationary PDF for different subsystem dimensions ` = 20, 50, 100 as a
function of the post-quench transverse field h ∈ [0, 1]. (bottom) The same PDF as
a function of the subsystem size ` ∈ [2,100] for fixed value of the post-quench field
h = 0.5, 0.75, 0.9.
The generating function explicitly reads
F`(λ) = cos(λ/2)
`
b`/2c∑
n=0
[i tan(λ/2)]2n
∑`
j1< j2<···< j2n
n∏
i=1
 
α j2i− j2i−1+1 + β j2i− j2i−1+1

, (47)
which can be interpreted as the partition function of a 3-states classical chain with `+ 1 sites
and fixed boundary conditions, namely
F`(λ) = cos(λ/2)
`ZP(Λ, A, B,`+ 1), (48)
with Λ = log[i tan(λ/2)], A = log(α) and B = log(β). This partition function can be easily
evaluated as ZP(Λ, A, B,` + 1) =
∑3
j=1〈 ø|z j〉〈z j|ø〉z`j , in terms of the eigenvalues z j of the
Transfer Matrix (see Appendix D for details and definitions). Finally by Fourier transforming
Eq. (48), the stationary probability distribution is obtained.
In Figure 3 we show the behaviour of the PDF in the stationary state, either at fixed subsys-
tem size ` and varying h ∈ [0, 1], or for ` ∈ [2, 100] at fixed h. Obviously, when h approach the
critical value, the shape of the stationary PDF approach what has been found in the previous
section, namely the Fourier transform of Eq. (41); moreover, as expected, for any value of the
magnetic field, and sufficiently large subsystem sizes (larger than a typical length `∗(h) which
depends on the actual value of the field), the distribution is expected to reduce to a Gaussian.
In fact, also in this regime, when ` `∗(h) the probability distribution function is domi-
nated by the largest eigenvalue, namely z3 in this case, thus leading to large deviation scaling
F(λ) = log[cos(λ/2)z3]. Notice that this is valid only for “sufficiently” large subsystem sizes
13
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Figure 4: The rescaled PDF of the subsystem order parameter in the stationary state
after quenching the transverse field into the ferromegnetic region (here h = 0.5 and
0.75). Symbols are the exact results obtained from the exact generating function
in Eq. (48); these are compared with the large deviation scaling obtained from
F`(λ)∼ [cos(λ/2)z3]` (full lines), where z3 is defined in the Appendix D. The black-
dashed line is the Gaussian approximation F`(λ)∼ exp[−`(−5/4+2/h2)λ2/2] valid
in the thermodynamics limit.
since, for any intermediate regime, contribution from z2 may be relevant (see Appendix D).
Furthermore, in the thermodynamic limit, the asymptotic behaviour of the generating func-
tion is dominated by the vicinity of λ= 0, and reads log[F`(λ)]∼ −`(−5/4+2/h2)λ2/2, thus
leading to the well-known thermodynamic Gaussian rescaling.
Notwithstanding, it is clear from the plots that, for any finite `, there is always a region
h < h∗(`) (or ` < `∗(h)) wherein the stationary distribution exhibits a strong bimodal shape,
thus highlighting the presence of local ferromagnetic order, and large deviation scaling does
not apply yet. This is specially evident in Fig. 4 where we compare the exact PDF with respect
to its scaling behaviour for two different values of the transverse field. We can safely say
that, at the level of any finite subsystem, the long-range order encoded in the initial state is
somehow preserved in the stationary state.
Remarkably, using the analytical continuation of the partition function of the 3-states
model into Eq. (25), the limit λ→∞ can be easily taken, thus giving an exact simple expres-
sion for the emptiness formation probability in the stationary state
E` =

1
3
+
1
3
p
4− 3h2

1
2
+
p
4− 3h2
4
`
+

1
3
− 1
3
p
4− 3h2

1
2
−
p
4− 3h2
4
`
, (49)
which, as expected, reduces to Eq. (45) when h→ 1. Moreover, in the scaling limit `→∞
with constant h= h
p
`, it is worth noting that the emptiness formation probability reveals the
scaling behaviour E` ∼ exp(−3h2/16)/2.
5 Ground state properties
Here we explore the properties of the generating function of the subsystem longitudinal mag-
netisation and the associated probability distribution function in the ground state of the Ising
14
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quantum chain. This provides as a preparation for us to be able to make a remarkable connec-
tion between ground-state properties and the stationary results found in the previous section
(c.f. Sec. 6).
At zero temperature, the correlation functions of Majorana operators are given by [27,28]
fn = 0, gn = −
∫ pi
−pi
dk
2pi
eik(n−1)eiθk , (50)
and therefore Eq. (31) applies. In order to simplify this expression, let us start form the fact
that in the vicinity of h = 0, G jn is very close to be a diagonal matrix. This can be easily seen
from the expansion of eiθk in power of h which leads to
gn =
sin(pin)
pi

1
n
−
∞∑
k=1
(−1)khk Γ ((n− k)/2)Γ ((n+ k− 1)/2)
4 Γ ((n− k + 1)/2)Γ ((n+ k + 2)/2)

=

1− h2
4

δn,0 +
h
2
(δn,−1 −δn,1) + h
2
8
(3δn,−2 −δn,2) +O(h3), (51)
where the same comment after Eq. (36) applies here. Previous expansion is formally valid
for |h| < 1 and tell us that the first non-vanishing contribution to the fermionic correla-
tion function at distance |n| is order h|n|. Interestingly, for n = 0,1 the sum can be eas-
ily rewritten as g0 = 2ℜ[E(h)]/pi, g1 = −2ℜ[E(1/h)]/pi in terms of the Elliptic integral
E(h) =
∫ pi/2
0 dθ
p
1− h2 sin(θ )2, where taking the real part makes the result valid also for
|h|> 1.
5.1 Small h expansion
Deep in the ferromagnetic phase, we may therefore tray to expand the generating function as
follow
F`(λ) =
∞∑
k=0
F (2k)
`
(λ)h2k, (52)
where for symmetry reason only the even terms appear in the sum and the order zero term
trivially coincides with the generating function evaluated in the ground state at zero magnetic
field, i.e.
F (0)
`
(λ) = cos(`λ/2). (53)
Using Eq. (51), by inspecting the structure of the determinant (after a bit of combinatorics),
we obtain
det(G jn) = 1− h
2
4
n+
h4
64
[2(n− 2)2 + 3s− 8] +O(h6). (54)
Notice that, the second order term depends only on n, i.e. the total number of σx operators
entering in the string. Otherwise, the forth order term depends also on s ∈ [0, . . . , 2n − 1]
which counts how many insertions in the ordered set jn are such that ji+1 = ji + 1: in other
words it counts how many neighbouring σx operators appear in the string, thus it depends on
the particular choice of the set jn, namely s =
∑2n−1
i=1 δ ji+1, ji+1. In particular, by using∑`
j1< j2<···< j2n
1 =

`
2n

,
∑`
j1< j2<···< j2n
s =
2n−1∑
i=1
∑`
j1< j2<···< j2n
δ ji+1, ji+1 = (2n− 1)

`− 1
2n− 1

, (55)
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where the last equivalence is due to the fact that the sum over { j1, . . . j2n} is independent on
i, we easily obtain
F (2)
`
(λ) =
sin(λ/2)
8
` sin[(`− 1)λ/2], (56)
F (4)
`
(λ) =
sin(λ/2)
256
{[6− `(`− 9)] sin[(`− 1)λ/2] + (`− 1)(`+ 6) sin[(`− 3)λ/2]} .
Unfortunately, although Eq. (52) seems very appealing, it is only an asymptotic series which
is not convergent for arbitrary `. By a more careful inspection indeed, each term F (2k)
`
(λ) in
that series turns out to be a polynomial in the subsystem size ` of order k, which eventually
diverges as `→∞. Moreover, the resulting expansion of the probability distribution function,
i.e. eP`(m) = ∞∑
k=0
eP(2k)
`
(m)h2k, (57)
is such that each term P˜(2k)
`
(m) is different from zero only for
m ∈ [−`/2, · · · − `/2+ k]∪ [`/2− k, . . . ,`/2]. For example, up to the fourth order one easily
obtains
eP(0)
`
(m) =
1
2
(δm,−`/2 +δm,`/2), (58)
eP(2)
`
(m) = − `
32
(δm,−`/2 −δm,−`/2+1 −δm,`/2−1 +δm,`/2),
eP(4)
`
(m) =
`(`− 9)− 6
1024
(δm,−`/2 −δm,−`/2+1 −δm,`/2−1 +δm,`/2)
− (`− 1)(`+ 6)
1024
(δm,−`/2+1 −δm,−`/2+2 −δm,`/2−2 +δm,`/2−1). (59)
Notice that the previous expansion is valid as far as the full probability remains non-negative
and smaller than one; therefore, the result up to the forth order is meaningful only for
`® 2+ 16/h2.
5.2 Scaling limit at fixed h2`
We have seen from the previous section that the truncated series (52) is not accurate for
arbitrary `. Since we may be interested in the asymptotic behaviour for ` 1 and h 1, we
can exploit the fact that
F (2k)
`
(λ) =
k∑
j=0
f (2k)j (λ,`)`
j , (60)
where the coefficient are complicated combinations of trigonometric functions such that
| f (2k)j (λ,`)| < 1/ j! for λ ∈ [−pi,pi] and arbitrary `. Within this working hypothesis, when
considering the limit h→ 0 and ` 1 keeping constant h≡ hp`, only the highest order term
in the polynomial expansion of F (2k)
`
(λ) contributes, and the generating function reduces to
F`(λ)∼
∞∑
k=0
f (2k)k (λ,`)h
2k = e−h2 sin(λ/2)2/8 cos[`λ/2− h2 sin(λ)/16], (61)
where the last equality has been checked by comparing the r.h.s series expansion against the
exact coefficient; in particular we were able to verify that
f (2k)k (λ,`) =
sin(λ/2)k
8kk!
cos[(`− k)λ/2− kpi/2], (62)
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Figure 5: Matrix density plot of the absolute value of G jn for ` = 40 and
different value of h and n. The straight grey lines define the sub-intervals
[ j2i−1, j2i] in order to highlight the block structure of the matrices. (left col-
umn) n = 3 and j3 = {1, 5,10, 16,30,40}. (center column) n = 6 and
j6 = {1,5, 6,8, 10,14, 15,18, 27,32, 38,40}. (right column) n = 20 and
j20 = {i : i ∈ [1,40]}. Notice that the intervals have been chosen so as all matrices
have the same dimension L jn =
∑n
i=1( j2i − j2i−1) = 20.
up to k = 2. In this scaling regime, the emptiness formation probability takes the simple form
E` ∼ exp(−h2/16)/2. Further support to Eq. (61) will come later on, in the framework of
the block-diagonal approximation, when expanding Eq. (70) and keeping h constant (c.f. Sec.
5.3). Finally, let us mention that this scaling limit will turn out to be very useful to understand
the stationary probability distribution we found in the previous section so as to point out a
strict relation with the ground state properties (c.f. Sec. 6).
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5.3 Block-diagonal approximation
A more effective approximation of the full counting statistics of the order parameter in the
ground-state may rely on the block structure of the matrix G jn . As a matter of fact the entries
of this matrix are given by gp−q where p and q move in the union of intervals
⋃n
i=1 Ii , where
Ii = [ j2i−1, j2i − 1] with 1≤ j1 < j2 < · · ·< j2n ≤ `. Explicitly one can write
G jn =

GI1,I1 GI1,I2 · · · GI1,In
GI2,I1 GI2,I2 · · · GI2,In
...
...
. . .
...
GIn,I1 GIn,I2 · · · GIn,In
 , (63)
where GIp ,Iq is a |Ip| × |Iq| matrix with entries
GIp ,Iq

α,β
= gα−β+( j2p−1− j2q−1), α ∈ [1, |Ip|], β ∈ [1, |Iq|]. (64)
Since gn is in general decaying with n, the last relation confirms the fact that, as far as we
consider off-diagonal blocks connecting two far apart intervals, their contribution to the de-
terminant may be “sub-leading”. In particular, for h sufficiently far from the critical point gn
decays exponentially, and this naïve argument should be more effective.
In Figure 5 we show matrix density plots of the absolute value of G jn for ` = 40,
h = {0.5, 1, 1.5} and three different configurations of jn. As expected, the matrices take
on their larger values into the block-diagonal sectors, whereas the off-diagonal blocks are al-
most vanishing; at least as far as h is sufficiently far from the critical value. However, when
n is such large that sub-intervals are contiguous (like the rightmost case in Figure 5), then
off-diagonal blocks may be no longer negligible even though they are anyhow smaller than
the corresponding diagonal entries.
For these reasons, we decided to split matrix G jn in block-diagonal and off-diagonal-block
terms
G jn = D jn +X jn = D jn[I+D
−1
jn
X jn], (65)
with
D jn ≡

GI1,I1 0 · · · 0
0 GI2,I2 · · · 0
...
...
. . .
...
0 0 · · · GIn,In
 , X jn ≡

0 GI1,I2 · · · GI1,In
GI2,I1 0 · · · GI2,In
...
...
. . .
...
GIn,I1 GIn,I2 · · · 0
 ,
in order to expand the logarithm of the determinant of each matrix G jn as
log[det(G jn)] =
n∑
p=1
log[det(GIp ,Ip)]−
∞∑
k=1
(−1)k
k
Tr

(D−1jn X jn)
k

,
where the first non-vanishing correction to the block-diagonal result is order k = 2 since for
symmetry reason one has Tr(D−1jn X jn) = 0. Of course, the previous expansion relies on the fact
that the trace of the matrix power (D−1jn X jn)
k decays as k become larger. We have numerical
evidence that this is the case.
However, the evaluation of the generating function (31) requires, for each n ∈ [0, b`/2c],
a sum over all possible admissible configurations of the indices jn. Unfortunately, this means
that corrections due to the off-diagonal blocks for a specific configuration of indices j ′n′ with n′
sufficiently large may be of the same order of the leading block-diagonal contribution coming
from a different configuration j ′′n′′ with n′′ much smaller than n′. From simple counting
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arguments (see for example (55)), we expect that the number of configurations with n close
to ` are exponentially suppressed, therefore we may loosely approximate the ground-state
generating function by keeping only the block-diagonal contribution
F`(λ)' cos(λ/2)`
b`/2c∑
n=0
[i tan(λ/2)]2n
∑`
j1< j2<···< j2n
D j2− j1D j4− j3 · · ·D j2n− j2n−1 , (66)
where we defined Dz ≡ det(G[1,z],[1,z]) = 〈σx1σx1+z〉 (for z > 0) and we exploited the transla-
tional invariance of the block-diagonal matrices. The approximate representation (66) basi-
cally requires the evaluation of a multidimensional discrete convolution, and it can be easily
computed by introducing the following discrete Fourier transforms
eD(ω) = ∑`
z=1
Dze−iωz , eθ (ω) = ∑`
z=1
e−iωz = e
−i`ω − 1
1− eiω , (67)
thus obtaining
F`(λ) ' cos(λ/2)`
(
1+
b`/2c∑
n=1
[i tan(λ/2)]2n
∫ pi
−pi
dω
2pi
eθ (−ω)[eθ (ω) eD(ω)]n)
= cos(λ/2)`

1+
∫ pi
−pi
dω
2pi
eθ (−ω)[− tan(λ/2)2 eθ (ω) eD(ω)]b`/2c − 1
[tan(λ/2)2 eθ (ω) eD(ω)]−1 + 1

. (68)
Last equation has the great advantage of having recasted a sum of an exponentially large
number of terms into a single integral in a finite support which can be evaluated with arbitrary
precision2. Thereafter, by using Eq. (68) into Eq. (14), we obtain an approximative description
for the ground-state PDF. This is the leading result of this section and it turns out the be very
accurate as far as the state is characterised by a short correlation length.
In Figure 6 we plot the ground-state probability distribution function of the subsystem
longitudinal magnetisation for different values of the transverse field h and subsystem sizes
`. We compare the exact result obtained from the direct evaluation of Eq. (31) against the
block-diagonal approximation given by using Eq. (68). As far as the system is sufficiently far
from the critical point, the approximation works very well. We expect that the validity domain
of the approximation scales with the value of the transfer field, and becomes larger as h moves
away from the critical value.
Interestingly Eq. (66) may be further simplified for ` 1 if one assumes that the largest
contributions to the sum come from the asymptotic expansion of the two-point correlation
function. This can be easily worked out both in the ferromagnetic (0 ≤ h < 1) and paramag-
netic (h> 1) phases separately.
• For 0 ≤ h < 1, Szëgo theorem leads to the following asymptotic expansion of the two
point correlation function [61]
Dz ' (1− h2)1/4 ≡ 4µ2±, (69)
where µ+ (µ−) is the order parameter expectation value in the symmetry-broken phase
with positive (negative) magnetisation. Using this result in (66) we simply obtain
F`(λ)' 12 [cos(λ/2) + i 2µ± sin(λ/2)]
` +
1
2
[cos(λ/2)− i 2µ± sin(λ/2)]` , (70)
2 Notice that Eqs. (66) and (68) turned out to be exact when describing the stationary distribution after the
melting of the ferromagnetic order (see Sec. 4).
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Figure 6: Exact ground-state PDF (symbols) is compared with the block diagonal
approximation obtained by using Eq. (68) (full lines) for relatively small subsystem
sizes and different values of the transverse field.
which, for ` 1, leads to the following asymptotic scaling of the PDF
eP`(m)' 1Æ
2pi`(1/4−µ2±)
exp

− m
2 + `2µ2±
2`(1/4−µ2±)

cosh

µ±m
1/4−µ2±

, (71)
which, as expected, coincides with the superposition of two asymptotic Gaussian distri-
bution (20) with variance
σ2 = lim
`→∞
1
`
〈µ±|M2` |µ±〉c ' 14 −µ
2±, (72)
and average µ± = ±(1− h2)1/8/2.
In Figure 7 we compare the exact numerical data obtained from iTEBD simulations with
the bimodal approximation in Eq. (71). As expected, the agreement is better for larger
subsystem sizes and smaller values of the transverse field. Notice that, Eq. (71) is not
suitable for evaluating the emptiness formation probability since it has been obtained by
taking the Fourier transform of the generating function in the asymptotic limit `→∞
with λ
p
` constant. Nevertheless, we can extract the EFP directly by plugging Eq. (70)
into Eq. (25), thus obtaining
E` ' 12

1+ (1− h2)1/8
2
`
+
1
2

1− (1− h2)1/8
2
`
, (73)
which, in the scaling limit h→ 0 with constant h = hp`, unveils the scaling behaviour
E` ∼ exp(−h2/16)/2. Remarkably, in the same scaling hypothesis, the entire generating
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Figure 7: Asymptotic behaviour of ground-state PDF in the ferromagnetic region
(top row) and in the paramagnetic region (bottom row). Symbols are the exact
iTEBD results, full lines are the asymptotic approximation (71) or (75) depending
on the case.
function (70) reduces to formula (61), further supporting the validity of the scaling
expansion.
• In the paramagnetic phase the asymptotic behaviour of the determinant is [61]
Dz ' h
−z
p
piz1/2

1− 1
h2
−1/4
. (74)
In particular, due to the presence of an exponential cut-off in the two-point function, we
may directly apply the asymptotic Gaussian approximation of the PDF (see Sec. 3.1),
thus having eP`(m)' 1p
2pi`σ2
exp

− m2
2`σ2

, (75)
21
SciPost Phys. 7, 072 (2019)
where, for ` 1, the variance is given by
σ2 ' 1
4
+
1
2`
`−1∑
z=1
(`− z)Dz ' 14 +
Li1/2(1/h)
2
p
pi

1− 1
h2
−1/4
. (76)
In Figure 7 we compare the exact numerical data obtained from iTEBD simulations with
the Gaussian approximation. As expected, the agreement is better for larger subsystem
sizes and higher values of the transverse field.
Let us finally mention that, exactly at the critical point (h = 1) the asymptotic behaviour of
the two-point correlation function is known as well, beingDz 'ppiG(1/2)2z−1/4, where G(x)
is the Barnes G-function [61]. An approximate description of the full counting statistics is hard
to evaluate due to such power-law decay of the two-point function. However, the structure in
Eq. (66) joined with the asymptotic behaviour of Dz is reminiscent of the partition function of
a Coulomb gas with logarithmic interactions. In Ref. [56] the same analogy as been pointed
out, and the order parameter partition function at the critical point has been related to the
anisotropic Kondo problem, and its scaling form has been explicitly obtained.
6 Memories of the initial order
Here we try to keep a general point of view and highlight a more fundamental explanation
which gives a very physical understanding behind the peculiar behaviour of the order param-
eter statistics in the steady-state, and explains why some remnants of the original long-range
order may persist in the long-time limit after the quench. In the following discussion, although
we will be referring to the specific case of the Ising quantum chain, we argue that the general
arguments should be valid for any quantum system which exhibits similar characteristics, as
it has been already put forward in Ref. [33].
In order to keep the discussion as general as possible, let us start from the well established
fact that, after a global quantum quench, the stationary state is characterised by a finite corre-
lation length ξ (c.f. Appendix B). Therefore, whenever we want to measure a local observable,
let us say in a subsystem of size `, we may consider the subsystem as it was the entire system,
so that our measurement will eventually be affected by finite-size correction O(ξ/`). Now it
is clear that, when ξ® `, we may approximate the stationary density matrix of the full system
with the stationary matrix of an analogous system with size `. From now on we are assuming
this working hypothesis and all expectation values are intended on a system of finite dimension
`.
For integrable systems, the stationary state is locally described in terms of the Generalised
Gibbs Ensemble (GGE) [22], ∝ exp[−∑ j q j Q j], which is built using an infinite set of local
conserved charges [Q j , H`] = 0; here the subscript ` is indicating that we are working on a
finite system. In the specific case of the transverse field Ising quantum chain, we may use the
fermionic occupation numbers nk ≡ α†kαk which are linearly related to the local charges Q j
[62], so that the GGE can be rewritten as %` ≡ exp
−∑k βk nk/Z . The Lagrange multipliers
βk (associated to nk) are fixed in such a way that Tr(nk%`) = 〈Ψ0|nk|Ψ0〉, and the normalisation
is given by Z =
∏
k[1+ exp(−βk)].
By an abuse of notation, it is clear that the stationary probability distribution function may
be approximated as follow
P`(m) = Tr[δ(M` −m)%∞]' Tr[δ(M` −m)%`] =
∑
n
γ`,n P`(m|E`,n), (77)
where in the last passage we evaluated the trace over the eigenvectors |E`,n〉 of the post-
quench Hamiltonian H`. In particular, we defined P`(m|E`,n) ≡ 〈E`,n|δ(M` − m)|E`,n〉 as the
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Figure 8: Density plot of the leading contribution to the ground-state overlap
ζ2`0 for different sizes and values of the magnetic field. The grey-dashed-shaded
area between the correlation length ξ (c.f. Eq. (90)) and the threshold length
`∗ = −1/ logζ0 represents the crossover region wherein the initial long-range or-
der and the Gaussian restoration compete so that the stationary PDF may be well
approximated by Eq. (80).
conditional probability of obtaining the value m when measuring M` provided that the state|E`,n〉 has been fixed. Notice that, in general P`(m|E`,n) 6= P`(m|E∞,n), for the same reason
that %` 6= %∞, indeed corrections may be important whenever ` ∼ ξ. Since [ρ`, H`] = 0,
we also introduced the stationary overlaps γ`,n such that %`|E`,n〉 = γ`,n|E`,n〉. The overlaps
are expected to be exponentially small in the system size and admit the asymptotic expansion
logγ`,n = ` logζ2n + o(`) with ζ
2
n ∈ [0,1].
Interestingly, for any finite `, whenever in Eq. (77) one particular overlap is dominating
the sum, the corresponding conditional probability will definitively play a crucial role in the
behaviour of the stationary PDF. It turns out that, when quenching the full ordered initial state
|Ψ0〉 within the broken-symmetry phase, the biggest contribution to the stationary probability
comes from the ground-state energy-sector which is protected by a gap from the continuum
excitations. As pointed out in Ref. [33], this phenomenon is not driven in any means by inte-
grability, which simply enters in the explicit form of %` and its eigenvalues. Also in this case,
a fundamental role is played by ζ20 which, in the Ising quantum chain, thanks to nk|E`,0〉 = 0,
reads
ζ20 = exp
∫ pi
−pi
dk
2pi
log [1− n0(k)]

, (78)
with
n0(k)≡ 〈Ψ0|nk|Ψ0〉= 12 +
h cos(k)− 1
εk
, (79)
being the mode occupation function in the initial state.
Now, it is understood that, when ` → ∞, the stationary probability distribution func-
tion should acquire a Gaussian shape which is only fixed by the large deviation scaling in
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Figure 9: Exact stationary PDF obtained by Fourier transforming Eq. (48) (symbols)
is compared with the best-fit phenomenological description given by Eq. (80) (full
lines).
Eq. (20). Nevertheless, as far as ζ20 is very close to 1, which is the case for quenches which
remain deep into the broken-symmetry phase, we need very large system sizes, of the order
of `∗ = −1/ logζ0, in order to see the effects of the central limit theorem and thus Gaussian
restoration (see Figure 8). Therefore, whenever ξ ® ` ® `∗ (with both ξ and `∗ depending
on the quench parameter), Gaussian fluctuations compete with the post-quench ground-state
order, and we may expect the following phenomenological behaviour for the stationary PDF3
eP`(m)' γeP`(m|E∞,0) + (1− γ)eP`(m)Gauss, (80)
where eP`(m|E∞,0) is the discrete PDF evaluated in the ground-state of the post-quench Hamil-
tonian and eP`(m)Gauss ≡ exp[−m2/(2δ)]∑`/2
m=−`/2 exp[−m2/(2δ)]
(81)
accounts for the Gaussian fluctuations. Notice that Gaussian distribution has been normalised
in such a way that
∑`/2
m=−`/2 eP`(m) = 1. Here the parameter γ, which is expected to scale as
ζ2`0 for `→∞, nontrivially depends on the expectation value of the reduced stationary matrix
in the the post-quench ground state and can be adjusted, together with the variance δ of the
Gaussian fluctuations, in order to optimise the phenomenological description.
For the Ising quantum chain, in Figure 8 we represent a region of the h-` plane where h
moves in the ferromagnetic phase and the equilibrium PDF is indeed affected by the ground-
state ferromagnetic order. In Figure 9 we compare the exact stationary PDF with the phe-
nomenological approximation in Eq. (80) where, for each h and `, the parameter γ and the
variance δ of the Gaussian fluctuations have been fixed by optimising the fit4. The agreement
between the exact stationary probability distribution function and the qualitative description
is extremely good and it is expected to become even better for larger subsystem sizes and for
quenches deep in the broken-symmetry phase.
As a matter of fact, Eq. (80) can be rewritten at the level of the generating function. In
particular, by inspecting the exact result of the previous section, when quenching deep in the
ferromagnetic phase, the phenomenological description turns out to be exact. Indeed, in the
3 Here we are assuming that only one ground state contributes to the stationary probabilities as it is the case in
the Ising quantum chain whenever we are confined into one symmetry sector (e.g. with P = +1.)
4 We have performed a non-linear fit in {γ,δ} using Eq.(80) where the ground-state PDF fitting function
P`(m|E∞,0) is parameter-free and it has been obtained by interpolating the exact iTEBD datasets.
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Figure 10: Logarithmic plot of the best fit parameters {γ,δ} (symbols) when using
Eq. (80) to approximate the behaviour of the exact stationary PDF obtained in Sec.
4.1.2. Vertical dashed lines represent `∗ ' {118, 46} respectively for h = {0.5, 0.75}.
Notice that for h = 0.25 the threshold size `∗ ' 503 is outside the scale of the plots.
The parameter γ is compared with the scaling prediction exp(−`h2/8) (full lines)
which is expected to be a good approximation only for h→ 0. Similarly, the variance
δ is compared with the large deviation prediction `(−5/4+ 2/h2) (full lines) which
is expected to be valid only for `¦ `∗.
scaling limit h  1 and `  1 with constant h = hp`, the stationary generating function in
Eq. (48) reduces to
F`(λ) ' e−h2/8 e−h2 sin(λ/2)2/8 cos[`λ/2− h2 sin(λ)/16]
+

1− e−h2/8 exp(−`σ2λ2/2), (82)
where we may therefore identify, in the same scaling regime, γ = ζ2`0 ' exp(−h2/8) and the
large deviation variance σ2 = (−5/4 + 2/h2). In the previous exact scaling formula the first
line contribution matches the ground-state contribution we have reported in Eq. (61). Let us
stress here that Eq. (82), and the associated probability distribution function, are parameter-
free and they are expected to reproduce very well the thermodynamic behaviour deep in the
broken-symmetry phase. Moreover, this result goes beyond the small-h expansion (at fixed `)
of the stationary generating function in Eq. (48) and relies on the explicit scaling expression
of the ground-state Ising overlap and generating function5.
In Figure 10 we show the best-fit parameters γ and δ as a function of the subsystem size `
for different values of the post-quench magnetic field h. As expected, whenever ` ¦ `∗, γ ' 0
and the Gaussian behaviour is fully restored, with δ which is well approximated by the large
deviation scaling `σ2 = `(−5/4 + 2/h2). Similarly, for h sufficiently small (see h = 0.25 in
Figure 10), the parameter γ is in good agreement with the scaling result exp(−h2/8).
Finally, in Figure 11 we compare the stationary generating function given by Eq. (48) with
the scaling behaviour in Eq. (82). As expected the agreement is better for large subsystem
sizes and the approaching to the scaling formula is faster for smaller rescaled parameter h, i.e.
deeper into the ferromagnetic phase.
5The small-h expansion here would be the analogous of the 1/∆ expansion of the X X Z model in Ref. [33].
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Figure 11: The exact stationary generating function in Eq. (48) (symbols) is com-
pared with the scaling behaviour (82) (full lines) for different values of the rescaled
parameter h = {1, 2, 3, 4} which corresponds to scaling value of the parameter
γ = exp(−h2/8) ' {0.8825, 0.6065, 0.3246, 0.1353}. For clarity reason here we
plot only the region λ ∈ [−pi/2,pi/2]. Notice that in these plots we did not adjusted
any parameter by fitting.
7 Conclusion
We have studied the full counting statistics of the local order parameter in the transverse field
Ising quantum chain. At the equilibrium at zero temperature, we proposed a fairly accurate
description for the corresponding generating function which is based on the diagonal approx-
imation of the determinant representation. However, we mainly focus on the non-equilibrium
dynamics of the probability distribution function when quenching the system from a fully po-
larised initial state (namely from h = 0). We were interested in characterising the melting of
the local ferromagnetic order. We therefore determined the PDF in the stationary state reached
at late times after the quench. Thanks to a remarkable connection with the partition function
of a 3-states classical model, we were able to obtain a closed analytical description of the full
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counting statistics at the late-time. In this sense, with Eq. (48), our work provides the first
analytical result for the order parameter statistics at late time after a quantum quenches in the
transverse field Ising quantum chain.
As expected, for any values of the post-quench field h and sufficiently large subsystem sizes,
the stationary full counting statistics acquires a Gaussian shape. However, when quenching
within the ferromagnetic region, the PDF may exhibit a very broad bimodal shape, which is
as much pronounced as deeply we quench in the broken-symmetry phase. We may say that,
for any finite subsystem, the stationary state somehow keeps memories of the the long-range
order encoded in the initial state.
Finally, we also provided a very general explanation of the peculiar behaviour of the order
parameter statistics grounded on a more physical understanding. We enlightened a strong
connection between the stationary PDF and the PDF evaluated in the ground-state of the post-
quench Hamiltonian. When quenching within the broken-symmetry phase, the crossover from
a bimodal distribution to a simple normal distribution, which is visible for finite subsystems,
is somehow related to the thermodynamic behaviour of the overlap between the initial state
and the final ground-state. With this respect, in the scaling regime h 1, ` 1 with constant
h= h
p
`, we obtained the exact scaling formula (82).
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A From generating function to probability distribution function
Passing from Eq. (23) to Eq. (24) requires the evaluation of the following integral
pm,n(`)≡
∫ pi
−pi
dλ
2pi
e−imλ cos(λ/2)`−2n[i sin(λ/2)]2n, (83)
where n ∈ [0, . . . , b`/2c] and m ∈ [−`/2, . . . ,`/2]. Due to the parity symmetry of the PDF, we
have p−m,n(`) = pm,n(`) thus we focus on m ≥ 0. Rewriting the the exponential by means of
the Binomial Theorem (since 2m is integers)
e−imλ = [cos(λ/2)− i sin(λ/2)]2m =
2m∑
k=0

2m
k

cos(λ/2)k[−i sin(λ/2)]2m−k, (84)
and using (for p and q non-negative integers)∫ pi
−pi
dλ
2pi
cos(λ/2)q sin(λ/2)p =
1+ (−1)p
2pi
Γ [(1+ p)/2]Γ [(1+ q)/2]
Γ [(p + q)/2+ 1]
, (85)
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one has
pm,n(`) =
(−1)n
pi
2|m|∑
k=0
2cos[(k− 2|m|)pi/2]
`+ k− 2n+ 1

2|m|
k

`/2+ |m|
|m|+ n− k/2− 1/2
−1
, (86)
where the absolute value has been introduced in order to extend the result to m< 0.
B Stationary two-point function after quenching from h = 0 to
|h| ≤ 1
The stationary generating function and the related probability distribution function of the or-
der parameter when quenching the state (32) within the ferromagnetic phase can be basically
evaluated by using the analytical expression for the stationary two-point function
Dz = 〈σx1σx1+z〉. Indeed, we have
Dz = det

g0 g−1 g−2 g−3 · · · · · · g−z+1
g1 g0 g−1 g−2 · · · · · · g−z+2
0 g1 g0 g−1 · · · · · · g−z+3
0 0 g1 g0 · · · · · · g−z+4
...
...
...
...
. . . . . .
...
...
...
...
...
. . . . . . g−1
0 0 0 0 · · · g1 g0

, (87)
with g1 = −h/2, g0 = (1 − h2/2), and g−n = (hn − hn+2)/2 for n > 0. Therefore, from the
results on the determinant of Toeplitz-Hessenberg matrices [63], by introducing the analytic
function
f (x) =
∞∑
n=0
g1−n
g1
xn =
h− 2x + hx2
h− h2 x , (88)
the determinant admits the following closed expression
Dz =
(−g1)z
z!
∂ zx [ f (x)
−1]

0 =

1+
p
1− h2
2
z+1
+

1−p1− h2
2
z+1
, (89)
which, as expected, reduces to the simple exponential behaviour (1/2)z when h = 1, and triv-
ially to 1 when h = 0. For large distances z 1, only the largest term in Eq. (89) contributes,
and the stationary two-point correlation function decays exponentially with typical correlation
length
ξ≡ − log[(1+p1− h2)/2]−1, (90)
in agreement with the asymptotic findings in Ref. [28].
C Partition function of the Ising chain
Here we show that Eq. (39) is related to the partition function of the 1D Ising model as
reported in Eq. (40). Let us start by introducing the classical Ising Hamiltonian for a chain
with `+ 1 classical spins and fixed boundary conditions (s0 = s` = −1)
HI = −J
`−1∑
j=0
s js j+1 − h
∑`
j=0
s j , (91)
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where for j ∈ {1, . . .`− 1} s j = ±1, J represents the ferromagnetic interaction and h the local
magnetic field. The canonical partition function Tr[exp(−βHI)] is therefore given by (with
Λ= βJ and A= βh)
ZI(Λ, A,`+1) =
∑
{s j}
exp
Λ `−1∑
j=0
s js j+1 + A
∑`
j=0
s j
= eΛ`e−A(`+1)∑`
d=0
e−2Λd
`−1∑
n↑=0
Nd,n↑e2An↑ , (92)
where d counts the number of domain walls, n↑ the number of spins up, and Nd,n↑ is the
number of configurations for a given {d, n↑}. Notice that, due to the fixed boundary conditions,
the number of domain walls has to be even (Nd,n↑ = 0 for d odd), therefore the previous sum
can be rewritten as
ZI(Λ, A,`+ 1) = eΛ`e−A(`+1)
b`/2c∑
d=0
(e−2Λ)2d
∑`
j1< j2<···< j2d
(e2A)L jd , (93)
where L jd corresponds to the number of spins up n↑ associated to a given configuration of
domain walls { j1, j2, . . . , j2d}. Last equation is nothing more than what have been stated in Eq.
(40). Interestingly, the evaluation of the 1D Ising partition function is analytically doable by
means of the Transfer Matrix approach. Indeed, one can easily show that
ZI(Λ, A,`+ 1) = e−A〈−|T`I |−〉, (94)
where in the fictitious spin basis |+〉=

1
0

, |−〉=

0
1

, we have
TI =

eΛ+A e−Λ
e−Λ eΛ−A

. (95)
Matrix TI can be easily diagonalised, namely TI |z j〉= z j|z j〉, where the two eigenvalues satisfy
z1 + z2 = Tr(TI) = 2eΛ cosh(A), z1z2 = det(TI) = 2sinh(2Λ), thus obtaining
z1,2 = e
Λ cosh(A)±Æe2Λ cosh(A)2 − 2sinh(2Λ). (96)
The expectation value in (94) can be written as
〈−|T`I |−〉= 〈−|z1〉〈z1|−〉z`1 + 〈−|z2〉〈z2|−〉z`2, (97)
with the following boundary overlaps
〈−|z j〉〈z j|−〉= e
−4Λ
e−4Λ + (e−Λz j − e−B)2 . (98)
D Partition function of the 3-states Potts chain
Let us consider the following 3-states Potts Hamiltonian for a chain with `+ 1 sites
HP = −
`−1∑
j=0
Js j ,s j+1(1−δs j ,s j+1)−
∑`
j=0
hs j , (99)
where s j ∈ {a, ø, b} for j ∈ {1, . . .`−1}, and we set fixed boundary conditions, s0 = s` = ø. The
couplings Js,s′ accounts for energy cost when transition s  s′ occurs between neighbouring
sites; hs is a local field which does depend on the on-site state s.
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Figure 12: Contour plot of the real part of the eigenvalues z j of the transfer ma-
trix TP , for λ ∈ [−pi,pi] and post-quench parameter α ∈ [1/2,1]. Notice that,ℜ[z1] ≤ ℜ[z2] ≤ ℜ[z3], with the first eigenvalue z1 always real and smaller than
1/2. The others two eigenvalues may be either reals and different, or complex con-
jugate, depending on the value of λ and α.
In order to connect the partition function of such model with the generating function in
Eq. (47), we need to suppress any transition a  b, by setting Ja,b = Jb,a = −∞. Moreover,
we do not have any local energy cost for the state ø, thus hø = 0. Finally, when passing from
ø to a or b and viceversa, we should pay an extra cost equal to the half of the local magnetic
coupling, namely Jø,a = Ja,ø = J + ha/2 and Jø,b = Jb,ø = J + hb/2. With this choice of
the couplings, the partition function Tr[exp(−βHP)] coincides with the stationary generating
function reported in Sec. 4.1.2. In particular, by exploiting the Transfer Matrix approach, we
easily obtain (where Λ= βJ , A= βha and B = βhb)
ZP(Λ, A, B,`+ 1) = 〈ø|T`P |ø〉, (100)
where in the basis
|a〉=
10
0
 , |ø〉=
01
0
 , |b〉=
00
1
 , (101)
we have
TP =
 eA eΛ+A 0eΛ+A 1 eΛ+B
0 eΛ+B eB
 . (102)
Similarly to what has been done for the Ising case, we can diagonalise the Transfer Matrix,
thus obtaining
〈ø|T`P |ø〉=
3∑
j=1
〈ø|z j〉〈z j|ø〉z`j , (103)
with TP |z j〉= z j|z j〉 and
〈ø|z j〉〈z j|ø〉= 1+ e
2(Λ+A)
(z j − eA)2 +
e2(Λ+B)
(z j − eB)2 . (104)
In Figure 12 we show the contour plot of the real part of the eigenvalues of the Transfer
Matrix where we fixed Λ = log[i tan(λ/2)], A = log(α) and B = log(1 − α) and we move
λ ∈ [−pi,pi] and α = (1 +p1− h2)/2 ∈ [1/2, 1] (as in Sec. 4.1.2). As expected, depending
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on the parameter region, the eigenvalues are all reals (and different), or one of them is real
(z1) and the other two are complex conjugate (z
∗
3 = z2).
Notice that, in the thermodynamic limit `→∞, only the eigenvalues z3 (with the largest
modulus) will strictly contribute to the evaluation of the partition function which, as expected,
will acquire a simple Gaussian shape induced by the following behaviour of the leading eigen-
value in the vicinity of λ= 0
log z3 ' −

−3
2
+
2
h2

λ2
2
. (105)
However, for any large but finite `, all the region λ ∈ [−pi,pi] will turn to be important and
also z2 will play a crucial role, depending on the value of the quench parameter α. This will
eventually leads to a crossover in the corresponding full counting statistics: by tuning the
parameter α the PDF will exhibit a smooth transition between a bimodal distribution and a
simple normal distribution (see Figure 3).
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