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RE´SUME´
La localisation de l’emplacement ou` diverses fonctionnalite´s d’un logiciel sont imple´men-
te´es au sein du code source peut eˆtre utile a` la compre´hension de programme et pour diverses
activite´s de re´inge´nierie. Dans l’industrie avionique, la re´inge´nierie est un sujet d’actua-
lite´ puisque plusieurs syste`mes logiciels doivent eˆtre modernise´s. Or, cette re´inge´nierie doit
conserver la richesse algorithmique des logiciels existants. Les travaux pre´sente´s dans ce
me´moire visent donc a` appuyer les efforts de re´inge´nierie en avionique via l’utilisation d’une
me´thodologie de localisation de fonctionnalite´s a` partir de l’analyse statique du code source.
Le principal objectif est de de´finir une telle me´thodologie applicable a` des logiciels confi-
gure´s dynamiquement, type de logiciel qu’on retrouve entre autres dans l’industrie avio-
nique. La me´thodologie de´veloppe´e se base sur l’extraction d’un graphe de flux de controˆle
repre´sentant le code source et l’utilisation de model checking pour ve´rifier diverses proprie´te´s
relie´es aux fonctionnalite´s du logiciel. Chacune des e´tapes de la me´thodologie est automa-
tise´e, ce qui lui confe`re un avantage tre`s inte´ressant par rapport aux autres techniques de
localisation de fonctionnalite´s existantes.
Un second objectif des recherches pre´sente´es est d’appliquer cette me´thodologie sur un
syste`me de gestion de vol provenant de l’industrie avionique. Par la suite, les re´sultats obtenus
sont interpre´te´s afin de de´terminer la distribution des diffe´rentes fonctionnalite´s au sein du
code source de ce logiciel. Cette distribution est pre´sente´e en termes de quantite´ de fichiers,
de blocs de code et de lignes de code relie´s a` chaque fonctionnalite´.
La technique de´veloppe´e permet d’identifier le code relie´ a` un ensemble de fonctionnalite´s
du logiciel, ce qui serait utilisable dans une optique d’identification de produits logiciels. Les
re´sultats obtenus peuvent donc eˆtre utilise´s dans le cadre d’une re´inge´nierie du logiciel et
peuvent faciliter l’extraction d’un mode`le de ligne de produits logiciels.
La me´thodologie pre´sente´e ici est, a` notre connaissance, la premie`re technique automatise´e
de localisation de fonctionnalite´s base´es sur l’analyse statique. Les re´sultats obtenus suite a`
l’analyse du syste`me de gestion de vol montrent que la localisation de fonctionnalite´s par
analyse statique du code source est possible sous certaines conditions. Diverses ame´liorations,
telles que le traitement des pointeurs de fonctions et l’analyse de la propagation des variables,
pourraient e´ventuellement eˆtre applique´es a` la me´thodologie afin d’ame´liorer sa pre´cision dans
certains contextes.
vABSTRACT
Locating where software features are implemented in source code can be useful to program
comprehension and software reengineering. In the avionics industry, reengineering is a hot
topic since many software systems need to be modernized. However, this reengineering effort
must preserve existing algorithms to allow their reuse. This thesis aims to support avionics
software reengineering by using a feature location methodology based on static analysis of
the source code.
The main objective is to define such methodology applicable in dynamically configured
software, a type of software sometimes found in the avionics industry. The methodology is
based on the extraction of a control flow graph representing the source code and the use
of model checking to verify properties related to each feature found in the software pro-
gram. Each step of the methodology is automated, which provides an interesting advantage
compared to other existing feature location approaches.
A second objective of the researches presented in this thesis is to apply the developed
methodology on a flight management system from the avionics industry. Results are then
interpreted to obtain the system features’ distribution over the source code. This distribution
is presented by number of files, code blocks and lines of code related to each software feature.
The developed methodology allows a user to obtain the source code related to a set of
software features, which is information that could be used to identify software products.
Thus, results can be used in the context of software reengineering and can facilitate the
extraction of a software product line model.
To the best our knowledge, the methodology presented here is the first automated feature
location approach based solely on static analysis. Results from the analysis of the flight
management system show that locating features using static analysis of the source code is
possible under certain conditions. Some improvements, such as considering function pointers
and the propagation of variables, could eventually be applied to our methodology to improve
its precision in some contexts.
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1CHAPITRE 1
INTRODUCTION
E´tant donne´ leur aspect critique, les logiciels de´veloppe´s dans l’industrie avionique sont
soumis a` plusieurs normes de qualite´. Des couˆts importants e´tant relie´s au de´veloppement
et a` la certification d’un logiciel, de vieux logiciels demeurent en utilisation durant plusieurs
dizaines d’anne´es en e´voluant tre`s peu. De plus, afin de minimiser les risques, l’industrie de
l’avionique adopte rarement des techniques modernes de de´veloppement logiciel, pre´fe´rant
des techniques parfois obsole`tes datant de plusieurs anne´es. Pour pallier cette situation, les
compagnies d’Ame´rique du Nord ont cre´e´ le projet NextGen qui vise a` porter de vieux
syste`mes vers des technologies plus modernes. Ce programme sera applique´ en plusieurs
e´tapes entre 2012 et 2025. Les entreprises doivent donc se moderniser afin d’eˆtre conformes
aux nouvelles normes qui entreront bientoˆt en vigueur.
Le de´veloppement dirige´ par les mode`les (Model-Driven Development, MDD) est une ap-
proche de de´veloppement qui gagne en popularite´ dans le domaine du logiciel critique. Cette
approche permet de ge´ne´rer le code et les tests pertinents a` partir de la mode´lisation et
des requis d’un logiciel. L’approche inte´resse grandement les entreprises en avionique, car
la ge´ne´ration automatique d’un produit logiciel et de ses tests leur permettrait de diminuer
grandement les couˆts de certification associe´s au de´veloppement de logiciels critiques. Tou-
tefois, malgre´ cet inte´reˆt et l’existence du projet NextGen, il demeure tre`s difficile pour une
compagnie en avionique de moderniser ses techniques de de´veloppement et le logiciel qu’elle
de´veloppe. D’une part, les compagnies peuvent difficilement se permettre d’arreˆter leurs pro-
jets en cours pour se concentrer sur la refonte de leurs applications. D’autre part, les couˆts
associe´s a` la modernisation des logiciels de´veloppe´s sont e´normes.
Une solution ide´ale a` ce proble`me est d’effecuter une re´inge´nierie des logiciels existants afin
de permettre l’utilisation de techniques de MDD. Par ailleurs, une approche de mode´lisation
par ligne de produits logiciels (Software Product Lines ou SPL) est d’un certain inte´reˆt,
puisque ce type d’approche permet de mode´liser des produits logiciels spe´cialise´s pour divers
clients au sein d’un meˆme mode`le. Toutefois, la construction d’un mode`le de SPL utilisable
dans le cadre de MDD, et ce a` partir d’un logiciel existant, est un proble`me complexe. Dans
cette optique, les recherches pre´sente´es ici proposent une me´thodologie de localisation de
fonctionnalite´s dans du code source existant, le tout afin d’aider a` la re´inge´nierie d’un syste`me
logiciel et e´ventuellement a` la construction d’un mode`le de ligne de produits logiciels.
21.1 De´finitions et concepts de base
1.1.1 Lignes de produits logiciels
Dans le domaine de l’avionique, il est fre´quent qu’un meˆme logiciel doive eˆtre personna-
lise´ pour diffe´rents appareils. Par exemple, deux types d’avions diffe´rents pourraient utiliser
le meˆme logiciel de base avec quelques modifications spe´cifiques a` chaque avion. Selon la
strate´gie utilise´e par l’entreprise, celle-ci se retrouve alors soit avec deux copies tre`s simi-
laires d’un meˆme logiciel, soit avec un logiciel pouvant eˆtre configure´ dynamiquement graˆce
a` diffe´rentes variables de configuration. Dans les deux cas, la compagnie se retrouve avec
des logiciels qui sont en fait un seul produit avec des variations permettant de satisfaire
diffe´rentes contraintes spe´cifiques au type d’appareil sur lequel le logiciel est de´ploye´.
Un mode`le de SPL permet de repre´senter plusieurs logiciels ayant des e´le´ments communs
au sein d’un meˆme mode`le. L’utilisation de ce type de mode`le est donc ide´ale pour une com-
pagnie posse`dant plusieurs variations d’un logiciel. Deux concepts cle´s sont habituellement
repre´sente´s au sein d’un mode`le de SPL :
– e´le´ments communs : indique qu’une fonctionnalite´ est commune a` tous les logiciels
de la ligne de produits ;
– variabilite´ : indique qu’une fonctionnalite´ est pre´sente dans certains logiciels de la
ligne de produits.
Divers langages de mode´lisation peuvent eˆtre utilise´s pour repre´senter une SPL. A` titre
d’exemple, nous utiliserons ici le langage UML et son me´canisme d’extensibilite´ des ste´re´oty-
pes. De plus, bien qu’il soit possible d’utiliser des diagrammes de classes pour mode´liser une
ligne de produits a` un niveau plus de´taille´, nous nous contenterons d’utiliser des diagrammes
de composants ou` chaque composant repre´sente une fonctionnalite´ globale du syste`me. Ainsi,
la figure 1.1 repre´sente un exemple d’une partie d’un syste`me avionique repre´sente´ graˆce a`
une SPL. Les ste´re´otypes suivants y sont utilise´s :
– core : le composant est essentiel et doit eˆtre pre´sent dans tous les produits de la ligne ;
– optional : le composant est optionnel au sein d’un produit ;
– variation : il existe plusieurs variantes de ce composant et chaque produit doit contenir
une des variantes ;
– variant : le composant est une des variantes possibles de la l’e´le´ment de ste´re´otype
variation auquel il est lie´.
Il est possible de ge´ne´rer le mode`le d’un produit en particulier a` partir du mode`le d’une
SPL. En effet, le mode`le de chaque produit peut eˆtre obtenu simplement en se´lectionnant
les composants optionnels de´sire´s et les variantes approprie´es pour chaque composant ayant
le ste´re´otype variation. Par exemple, pour le mode`le repre´sente´ a` la figure 1.1, la figure 1.2
3Figure 1.1 Exemple de mode´lisation d’une ligne de produits
pre´sente deux produits qui pourraient eˆtre obtenus via la ligne de produits.
Figure 1.2 Exemple de produits extraits d’une ligne de produits
1.1.2 De´veloppement dirige´ par les mode`les
Le de´veloppement dirige´ par les mode`les est une me´thode de de´veloppement logiciel
se concentrant sur la mode´lisation d’un syste`me plutoˆt que sur son imple´mentation. A` la
diffe´rence des approches de de´veloppement plus traditionnelles qui utilisent rarement les
arte´facts produits a` l’e´tape de la conception au sein du produit logiciel final, le MDD per-
met aux architectes logiciels de de´finir une solution a` plusieurs niveaux tout en cre´ant des
arte´facts faisant partie du logiciel. Les mode`les cre´e´s lors de la conception du logiciel sont uti-
lise´s pour ge´ne´rer le produit final. Par la suite, du code e´crit a` la main peut eˆtre utilise´ pour
comple´ter les parties du logiciel n’e´tant pas repre´sente´es dans le mode`le. Graˆce a` l’utilisation
de me´thodes formelles, il est aussi possible de ge´ne´rer certains tests logiciels.
4Le MDD permettant de travailler a` un niveau d’abstraction plus haut que le code source, il
offre l’avantage d’eˆtre plus accessible dans certains contextes. De plus, en prenant pour acquis
que le ge´ne´rateur de code utilise´ ne contient pas de de´fauts majeurs, le de´veloppement dirige´
par les mode`les permet d’obtenir un produit correspondant exactement au syste`me mode´lise´.
Toutefois, e´tant donne´ que les mode`les sont moins flexibles que du code, l’utilisation du
MDD implique une plus grande difficulte´ a` effectuer des changements importants au produit.
Ne´anmoins, les outils de de´veloppement dirige´s par les mode`les sont habituellement plus
formels que les me´thodes de de´veloppement standards, ce qui offre un avantage conside´rable
pour les compagnies de´veloppant des logiciels critiques comme c’est le cas dans le domaine
de l’avionique.
51.2 E´le´ments de la proble´matique
Plusieurs compagnies du domaine de l’avionique de´sirent passer a` un mode de de´veloppe-
ment logiciel dirige´ par les mode`les. De plus, afin de moderniser leurs produits, ces compagnies
sont inte´resse´es a` effectuer une re´inge´nierie de leurs logiciels existants afin de passer au pa-
radigme de la programmation oriente´e objet. Or, ces entreprises ne de´sirent pas abandonner
comple`tement leurs logiciels existants et les algorithmes critiques lie´s aux diffe´rentes fonc-
tionnalite´s qu’ils contiennent, puisque ces logiciels sont pour la plupart en de´veloppement
depuis plus d’une dizaine d’anne´es. Pour cette raison, le passage au MDD doit s’effectuer
tout en conservant les acquis logiciels. E´tant donne´ l’ampleur des syste`mes concerne´s, l’ex-
traction de ces algorithmes peut difficilement eˆtre effectue´e a` la main de fac¸on efficace. Il y
a donc un inte´reˆt pour une me´thode d’identification automatique des algorithmes et du code
relie´ a` certaines fonctionnalite´s du syste`me. Une fois identifie´es, ces sections critiques du code
source pourront eˆtre incorpore´es dans les mode`les a` de´velopper afin d’appliquer du MDD.
La pre´sente recherche propose une telle me´hodologie d’identification des fonctionnalite´s d’un
logiciel.
Le concept des lignes de produits logiciels est e´galement tre`s inte´ressant pour le domaine
de l’avionique. En effet, les produits de´veloppe´s dans cette industrie sont souvent personna-
lise´s pour les divers appareils sur lesquels ils sont de´ploye´s : avions de diffe´rentes compagnies,
he´licopte`res, ve´hicules militaires, etc. Chaque logiciel existe donc en plusieurs versions, cha-
cune incorporant des fonctionnalite´s communes a` tous les produits et des fonctionnalite´s ayant
des variantes. Afin d’imple´menter de fac¸on efficace le MDD, un mode`le de SPL permettant de
bien ge´rer toutes ces variantes entre les produits serait approprie´. Typiquement, un mode`le de
SPL repre´sente les relations entre les diverses fonctionnalite´s d’un logiciel. Or, afin d’utiliser
du MDD, ces fonctionnalite´s doivent eˆtre relie´es au code source les imple´mentant, permettant
ainsi de ge´ne´rer un syste`me fonctionnel a` partir de mode`les. La me´thodologie pre´sente´e ici
vise a` aider a` la cre´ation du lien initial entre les fonctionnalite´s d’un mode`le de SPL et le
code les imple´mentant.
Les travaux pre´sente´s dans ce me´moire s’inscrivent dans le cadre d’un projet de recherche
du Consortium de Recherche et d’Innovation en Ae´rospatiale au Que´bec (CRIAQ). Ce pro-
jet est effectue´ en collaboration avec trois compagnies du domaine de l’avionique : CAE
inc., CMC E´lectronique inc. et Mannarino Systems & Software. Il vise a` de´velopper des
me´thodologies et des outils permettant d’appliquer le MDD et des me´thodes formelles pour
le de´veloppement de logiciels certifie´s d’avionique. Ces objectifs incluent le de´veloppement de
strate´gies permettant d’effectuer la re´inge´nierie de vieux logiciels afin de pouvoir appliquer
du MDD.
6Afin de mener a` bien nos recherches, CMC E´lectronique nous a donne´ acce`s a` leur syste`me
de gestion de vol (Flight Management System, FMS), qui est une logiciel configure´ dynamique-
ment. Ce dernier est en de´veloppement depuis plus de 15 ans. Son code source est e´crit en C
et en langage assembleur. Afin d’utiliser le MDD sur ce logiciel, une re´inge´nierie est ne´cessaire
pour obtenir un logiciel oriente´ objet qui sera mode´lise´ via une SPL. Cette nouvelle mouture
du syste`me devra conserver les algorithmes existants du logiciel, puisque ceux-ci repre´sentent
l’avantage compe´titif du FMS. La me´thodologie de localisation de fonctionnalite´s de´veloppe´e
est donc applique´e au FMS afin d’appuyer cet effort de re´inge´nierie.
La distribution des diverses fonctionnalite´s d’un produit a` travers les diffe´rents fichiers
de code source formant le logiciel pre´sente aussi un certain inte´reˆt, car la complexite´ d’un
logiciel et la facilite´ a` en effectuer la re´inge´nierie sont potentiellement lie´es a` la re´partition
du code imple´mentant les fonctionnalite´s. Il serait logique de croire qu’une fonctionnalite´
dont l’imple´mentation est re´partie sur des dizaines de fichiers sera plus difficile a` extraire
et a` mode´liser qu’une fonctionnalite´ tre`s localise´e. De plus, l’entretien et la mise-a`-jour de
fonctionnalite´s disperse´es a` travers plusieurs fichiers de code ne´cessite habituellement plus
d’efforts. Le calcul de la distribution d’une fonctionnalite´ a` travers le code source d’un lo-
giciel est donc une mesure inte´ressante pouvant eˆtre utile a` la re´inge´nierie ainsi qu’a` la
compre´hension d’un logiciel. Ce calcul et l’analyse qui l’accompagne sont effectue´s ici pour
le FMS.
1.3 Objectifs de recherche
Les objectifs de la recherche sont les suivants :
– De´finir une me´thodologie de localisation de fonctionnalite´s au sein du code source d’un
logiciel configure´ dynamiquement ;
– Appliquer cette me´thodologie sur un syste`me avionique industriel, le FMS, afin d’aider
a` la re´inge´nierie du syste`me ;
– De´terminer la distribution des diffe´rentes fonctionnalite´s au sein du code source du
FMS. Cette distribution doit eˆtre exprime´e en termes de quantite´ de fichiers, de blocs
de code et de lignes de code relie´s a` chaque fonctionnalite´.
1.4 Plan du me´moire
La suite de ce me´moire est constitue´e de cinq chapitres. Le deuxie`me chapitre consiste
en une revue critique de la litte´rature pertinente. Les sujets couverts par cette revue de
litte´rature sont la repre´sentation d’une SPL, la construction d’un mode`le de SPL et l’identi-
fication du code relie´ a` une fonctionnalite´.
7Le troisie`me chapitre explique la de´marche de l’ensemble du travail de recherche effectue´.
Ce chapitre met en contexte les diffe´rents travaux effectue´s en dehors de l’article pre´sente´ au
quatrie`me chapitre et permet d’introduire la me´thodologie et les re´sultats de l’article.
Le quatrie`me chapitre est une reproduction inte´grale de l’article Mapping Features to
Source Code in Dynamically Configured Avionics Software soumis a` la revue scientifique
Journal of Software : Evolution and Process. Cet article de´crit en de´tail la me´thodologie de
localisation des fonctionnalite´s de´veloppe´e et pre´sente les re´sultats de l’application de cette
approche sur un syste`me de l’industrie avionique.
Enfin, le cinquie`me chapitre contient une discussion ge´ne´rale sur les re´sultats obtenus par
rapport aux objectifs de recherche pre´sente´s ci-haut. Plusieurs suggestions d’ame´liorations




Ce chapitre pre´sente une revue critique de la litte´rature existante sur les sujets relie´s aux
recherches pre´sente´es dans ce me´moire. La revue de litte´rature est divise´e en trois sections
principales. La premie`re section pre´sente diffe´rentes techniques de mode´lisation ayant e´te´
de´veloppe´es pour repre´senter une ligne de produits logiciels. La section suivante explique
diverses approches ayant e´te´ e´labore´es par la communaute´ scientifique afin de construire
des mode`les de SPL a` partir d’un logiciel existant. Enfin, la dernie`re section pre´sente les
recherches relie´es a` l’identification du code source relie´ a` une fonctionalite´.
2.1 Repre´sentation d’une SPL
Un mode`le de SPL permet de repre´senter la variabilite´ au sein d’une famille de produits.
Au cours des dernie`res anne´es, plusieurs techniques de mode´lisations ont e´te´ sugge´re´es, cha-
cune utilisant ses propres concepts et des exemples diffe´rents. En 2006, une e´tude [57] a tente´
de classifier et comparer six de ces me´thodes en utilisant un exemple commun a` chacune.
Malgre´ cette tentative de classification, des dizaines de techniques diffe´rentes existent afin
de mode´liser une SPL. La se´lection d’une technique de mode´lisation approprie´e n’e´tant pas
le sujet des recherches pre´sente´es ici, cette section ne pre´sentera pas une liste exhaustive des
approches existantes. Ne´anmoins, conside´rant que l’information que nos recherches visent a`
extraire servira a` peupler un mode`le de SPL, il est pertinent de connaˆıtre les principales
techniques de mode´lisation d’une SPL.
Figure 2.1 Exemple d’un diagramme de fonctionnalite´s avec une contrainte
9La me´thode FODA (Feature-Oriented Domain Analysis) [32] a introduit au de´but des
anne´es 1990 le concept des fonctionnalite´s et l’utilisation de diagrammes de fonctionnalite´s
(feature diagram, FD) pour effectuer l’analyse du domaine cible´ par un logiciel. Bien que
conceptuellement simples, ces diagrammes permettent de mode´liser la variabilite´ d’une ligne
de produits au niveau de ses fonctionnalite´s. Afin de faciliter l’adoption du diagramme de
fonctionnalite´s, les cre´ateurs de FODA ont propose´ des lignes directrices permettant d’in-
corporer efficacement l’inge´nierie par les SPL au sein d’un processus de de´veloppement logi-
ciel [39, 31]. Un exemple de diagramme de fonctionnalite´s de base est pre´sente´ a` la figure 2.1.
Typiquement, un FD supporte les relations suivantes entre une fonctionnalite´ parent et ses
enfants :
– Obligatoire (Mandatory) : la fonctionnalite´ enfant est requise ;
– Optionnelle (Optional) : la fonctionnalite´ enfant est optionnelle ;
– Ou (Or) : au moins une des fonctionnalite´s enfants doit eˆtre se´lectionne´e ;
– Alternative : une des fonctionnalite´s enfants doit eˆtre se´lectionne´e.
De plus, deux types de contraintes sont de´finis. Une contrainte d’implication (CreditCard
implies High dans la figure 2.1) indique que la se´lection d’un e´le´ment implique automati-
quement la se´lection d’un autre e´le´ment. Une contrainte d’exclusion, quant a` elle, permet
d’indiquer que deux e´le´ments distincts ne peuvent eˆtre se´lectionne´s ensemble au sein d’un
meˆme produit.
Suite a` la publication de FODA, plusieurs variantes et extensions a` FODA ont e´te´ pro-
pose´es pour compenser certaines ambigu¨ıte´s et le manque de pre´cision des FD, a` un point tel
que des recherches se sont consacre´es a` analyser les diffe´rentes variantes de FODA et leurs
se´mantiques [55]. Parmi ces variantes, on remarque notamment FeatuRSEB [25], Cardinality-
Based Feature Modeling (CBMF) [15, 16], l’approche de Riebisch et al. [51], Forfamel [6]
et RequiLine [62], pour n’en nommer que quelques unes. Ces variantes ajoutent quelques
e´le´ments que les auteurs jugent pertinents, comme par exemple une cardinalite´ entre les
fonctionnalite´s, des attributs associe´s aux fonctionnalite´s ou encore de nouveaux types de
relations entre celles-ci.
UML e´tant un langage de mode´lisation tre`s connu dans le domaine du ge´nie logiciel,
quelques techniques permettant de l’adapter pour la repre´sentation de la variabilite´ existent.
C’est notamment le cas des techniques de mode´lisation propose´es par Gomaa [24] et Ziadi [69,
70]. Leurs approches utilisent les me´canismes d’extension fournis par UML, notamment l’uti-
lisation de ste´re´otypes, pour repre´senter la variation et l’optionalite´ au sein d’une ligne de
produits. L’utilisation d’UML pour mode´liser une SPL pre´sente l’avantage d’utiliser des types
de diagrammes connus dans le milieu de l’informatique. Toutefois, l’utilisation de diagrammes
UML pour mode´liser une SPL peut rendre la compre´hension de cette dernie`re plus complexe,
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puisqu’il est habituellement plus naturel de penser a` un produit en termes de fonctionnalite´s
plutoˆt que d’e´le´ments UML.
D’autres techniques de mode´lisation ont e´te´ propose´es, notamment COVAMOF [58], Fea-
ture Assembly [1], Koalish [7], OVM [47], PLUSS [22], VSL [9] et la technique de van der
Hoek [61]. Des outils commerciaux imple´mentant leurs propres mode`les, tels que ConIPF [28],
GEARS [37] et Pure : :Variants [12, 49], sont aussi disponibles sur le marche´. Bien que
toutes ces approches proposent des me´thodologies diffe´rentes pour mode´liser une SPL, les
meˆmes concepts de base demeurent au coeur des mode`les, soit la variation entre les pro-
duits et l’optionalite´ de certaines fonctionnalite´s. E´tant donne´ que les recherches pre´sente´es
ici se concentrent sur la localisation de fonctionnalite´s dans le code source, cette revue de
litte´rature ne de´taillera pas chacune de ces techniques de mode´lisation d’une SPL.
2.2 Construction d’un mode`le de SPL
2.2.1 Re´inge´nierie d’un logiciel existant vers une SPL
La construction d’un mode`le de SPL a` partir de produits existants est un sujet de re-
cherche tre`s pertinent, puisque le proprie´taire d’un logiciel est rarement preˆt a` sacrifier ses
acquis logiciels pour de´marrer a` neuf avec un tout nouveau mode`le de SPL. Plusieurs re-
cherches proposent donc des me´thodologies permettant de construire une SPL a` partir d’une
gamme de logiciels existants.
Les me´thodes MAP [60, 46] (Mining Architectures for Product lines) et OAR [11, 46]
(Options Analysis for Reengineering) propose´es par le Software Engineering Institute visent
a` aider a` choisir entre la re´utilisation d’acquis logiciels et la construction de nouveaux ac-
quis. La me´thode MAP analyse l’architecture et les attributs de syste`mes logiciels existants.
Elle permet d’examiner les e´le´ments communs et les variations entre les composantes de
ces syste`mes. L’application de MAP permet donc d’obtenir de l’information de´taille´e sur
l’architecture de plusieurs syste`mes et les liens entre ces architectures, ce qui peut aider au
de´veloppement d’une architecture SPL. La me´thode OAR, quant a` elle, peut eˆtre utilise´e pour
identifier les composantes des syste`mes existants qui pourraient eˆtre re´utilise´es dans la SPL.
Pour chacune de ces composantes, OAR permet d’approximer la quantite´ de changements
qui devraient eˆtre apporte´s aux composantes et de comparer ces approximations au couˆt et
a` l’effort requis pour le de´veloppement de nouvelles composantes e´quivalentes. L’utilisation
des me´thodes MAP et OAR peut donc aider grandement dans la construction d’un mode`le
de SPL. Toutefois, elles sont relativement difficiles a` appliquer de fac¸on syste´matique sur de
gros syste`mes industriels, e´tant donne´ que chacune de ces me´thodes prend un temps non
ne´gligeable a` appliquer pour chaque syste`me et qu’elles doivent eˆtre effectue´es manuellement
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par des experts des syste`mes analyse´s.
Dans le domaine de la robotique, une e´tude de cas a e´te´ re´alise´e par Kang et al. visant
a` effectuer la re´inge´nierie de syste`mes existants pour les transformer en composantes d’une
SPL [31, 30]. L’e´tude de cas est mene´e sur deux composantes d’un robot multifonctionnel
programme´es dans un langage oriente´ objet. En utilisant des outils commerciaux existants et
de la connaissance du domaine, les relations entre les objets et l’architecture de chaque com-
posante sont extraites. Par la suite, les interactions entre les diffe´rents objets sont obtenues
en effectuant une analyse du flux de controˆle de la composante, ce qui permet d’extraire l’ar-
chitecture du logiciel au niveau des processus et des fils d’exe´cution. En utilisant toute cette
information, un FD de´taillant les fonctionnalite´s existantes dans chaque composante ainsi
que les nouvelles fonctionnalite´s a` de´velopper est construit. Les composantes sont ensuite
modifie´es manuellement afin d’ame´liorer leur architecture et ainsi permettre leur utilisation
au sein d’une ligne de produits logiciels. Il est important de noter que la me´thodologie pro-
pose´e par Kang et al. ne permet pas d’extraire la variabilite´ existante dans un logiciel, mais
plutoˆt de modifier un logiciel existant afin qu’il supporte la variabilite´.
Dans le domaine de l’audio et du vide´o nume´riques, un processus d’e´laboration de plate-
forme de SPL base´e sur du logiciel existant a e´te´ propose´ par des chercheurs de la compagnie
Samsung [33]. Ce processus est compose´ de quatre e´tapes, soit l’identification et l’analyse
des fonctionnalite´s existantes, l’analyse de la plateforme, la conception de la plateforme et
enfin la construction de cette dernie`re. L’approche me´lange de la re´tro-inge´nierie (reverse
engineering), pour extraire l’architecture et les composantes du code source existant, et de
l’inge´nierie vers l’avant (forward engineering) sur chaque produit existant afin d’obtenir et de
comparer leurs fonctionnalite´s. En utilisant les donne´es ainsi obtenues, les diffe´rentes compo-
santes des logiciels sont classe´es en diverses cate´gories, selon la re´partition de la composante
a` travers les produits existants. Ainsi, une composante obligatoire dans tous les produits sera
classe´e dans la cate´gorie Core, une composante spe´cifique a` un produit sera dans la cate´gorie
Product-specific, et ainsi de suite. En utilisant ces composantes et leur classification, une
architecture pour la SPL est ensuite conc¸ue. Le processus propose´ par Samsung pre´sente
un certain inte´reˆt, puisqu’il a de´ja` e´te´ utilise´ dans l’industrie sur des syste`mes d’une taille
non ne´gligeable. Toutefois, cette me´thode a le de´savantage de ne´cessiter plusieurs produits
distincts pour eˆtre applicable, en plus de ne´cessiter un investissement de temps significatif
pour extraire l’information sur les diffe´rentes composantes existantes et les classifier.
Une me´thodologie de´taille´e pour restructurer une composante logicielle contenant plu-
sieurs configurations a e´te´ propose´e par Kolb et al [34]. La composante e´tudie´e dans le
cadre de leurs recherches peut eˆtre configure´e pour supporter diverses fonctionnalite´s graˆce
a` la compilation conditionnelle du pre´processeur C. L’approche implique de documenter la
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conception et la variabilite´ de la composante, puis d’ame´liorer cette dernie`re afin qu’elle soit
utilisable au sein d’un mode`le de SPL. La de´tection de la variabilite´ au sein de la composante
est effectue´e en analysant les commandes du pre´processeur pre´sentes dans le code et en ana-
lysant celles-ci manuellement en compagnie d’un expert de la composante. L’ame´lioration de
la composante est effectue´e de fac¸on semi-automatique : les expressions conditionnelles du
pre´processeur ont e´te´ ame´liore´s automatiquement, alors que les autres ope´rations relie´es a` la
restructuration du code sont effectue´es manuellement. Ces taˆches manuelles incluent notam-
ment le renommage de fichiers, le de´placement de code, la division de certaines parties du
code en plusieurs fonctions et la modification de certains types de donne´es. La suppression
de quelques clones et la diminution de la complexite´ de certaines fonctions est e´galement
effectue´e. Bien que tre`s inte´ressante, cette technique est extreˆmement couˆteuse en temps :
en effet, quatre mois et cinq personnes furent ne´cessaires pour refactoriser une composante
utilise´e dans pre`s de 30 produits et contenant approximativement 200 000 lignes de code. Il
pourrait donc eˆtre difficile d’utiliser efficacement cette me´thodologie pour des syste`mes de
plus grande envergure. De plus, l’analyse du code propose´e est relativement simple, puisque
seuls des outils comme grep sont utilise´s pour identifier les commandes du pre´processeur
pertinentes. L’approche devrait donc eˆtre modifie´e de fac¸on substantielle pour de´tecter une
variabilite´ imple´mente´e de fac¸on dynamique au sein d’un logiciel.
2.2.2 Extraction d’un mode`le de SPL
Les me´thodes base´es sur une re´inge´nierie manuelle ou semi-automatique du code exis-
tant ont le de´savantage de ne´cessiter e´norme´ment de temps et de connaissance du domaine
afin d’eˆtre utilisables. Afin de pallier cet inconve´nient, quelques recherches proposent des ap-
proches d’extraction d’un mode`le de SPL automatiquement a` partir d’une famille de produits
logiciels existants.
Koschke et al. ont propose´ une technique permettant de consolider la variabilite´ de plu-
sieurs logiciels en une ligne de produits [36]. Cette technique utilise la me´thode de re´flexion
de´veloppe´e par Murphy [44, 45] qui permet d’extraire une vue statique de l’architecture d’un
logiciel et de comparer cette architecture extraite avec l’architecture the´orique du syste`me.
Le but de la me´thode de re´flexion est d’obtenir la divergence entre deux architectures, di-
vergence cause´e par l’e´volution naturelle d’un syste`me. Tout au long de l’analyse, des cor-
respondances entre les composantes e´quivalentes de chacun des produits sont de´termine´es,
ce qui permet d’e´ventuellement construire un mode`le de SPL. La me´thodologie sugge´re´e par
Koschke peut eˆtre re´sume´e par les e´tapes suivantes, qui sont effectue´es automatiquement par
un programme, sauf si spe´cifie´ autrement :
1. Se´lectionner un produit quelconque et extraire son architecture graˆce a` la me´thode de
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re´flexion ;
2. Pour chaque produit m non analyse´, jusqu’a` ce que tous les produits soient analyse´s :
(a) Identifier les e´le´ments communs et la variabilite´ entre l’imple´mentation de m et
les produits j < m de´ja` analyse´s graˆce a` la me´thode de re´flexion ;
(b) Ajouter les correspondances entre les composantes de m et les composantes des
produits de´ja` analyse´s aux correspondances de´ja` calcule´es pour les produits j < m ;
(c) Valider manuellement les correspondances ;
(d) Comple´ter manuellement les correspondances et l’architecture du produit m, si
ne´cessaire ;
(e) Incorporer l’architecture de m dans l’architecture SPL en construction contenant
l’information des produits j < m ;
(f) Valider manuellement l’architecture SPL obtenu ;
(g) Comple´ter manuellement l’architecture SPL en conside´rant les variabilite´s du pro-
duit m, si ne´cessaire.
L’approche the´orique de Koschke est tre`s inte´ressante, puisqu’elle permet d’extraire un
mode`le de SPL a` partir de plusieurs produits existants en minimisant les e´tapes a` effectuer de
fac¸on manuelle. Toutefois, l’approche n’a e´te´ teste´e que de fac¸on limite´e sur quatre variantes
d’un meˆme produit et l’extraction d’un mode`le de SPL n’a e´te´ effectue´e que pour deux de
ces variantes ayant beaucoup de modules en commun. Il est donc difficile d’e´valuer a` quel
point la me´thode est re´ellement efficace et fonctionnelle.
Une autre approche d’extraction base´e sur les diagrammes de services [27] a e´te´ propose´e
par Harhurin et Hartmann [26]. Les diagrammes de services sont similaires aux diagrammes
de fonctionnalite´s, mais sont plus formels. En effet, un diagramme de services agit comme
une spe´cification restrictive d’un syste`me, ou` chaque service est en quelque sorte une boˆıte
noire de´finissant une partie d’une fonctionnalite´ et spe´cifiant les requis associe´s aux entre´es
et sorties de son interface. E´tant donne´ que les logiciels existants ont rarement un diagramme
de services pour les repre´senter, la me´thodologie propose´e inclut une e´tape d’extraction des
services d’un produit logiciel. Cette extraction s’effectue en analysant le programme de fac¸on
statique et dynamique afin d’identifier les contraintes sur les entre´es et sorties des com-
posantes du logiciel. Une fois que des diagrammes de services sont obtenus pour plusieurs
produits ayant des similitudes, ces diagrammes sont compare´s entre eux afin d’obtenir un
diagramme de services commun qui repre´sente la ligne de produits. E´tant donne´ que chaque
service est formellement de´fini, cette comparaison des diagrammes est relativement simple a`
effectuer. Malheureusement, bien que la comparaison des diagrammes de services s’effectue
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automatiquement et relativement rapidement, l’extraction de ces diagrammes peut s’ave´rer
extreˆmement complexe pour un logiciel d’une taille non ne´gligeable, puisque des e´quations
formelles doivent eˆtre obtenues pour chaque service afin de garantir l’inte´grite´ de leurs entre´es
et sorties.
Les recherches de She et al. [56] sugge`rent une proce´dure pour extraire des diagrammes de
fonctionnalite´s a` partir de logiciels existants. Leur approche prend pour acquis que le nom des
fonctionnalite´s, leur description et leurs de´pendances sont disponibles pour le projet logiciel
vise´ par l’extraction. De leur propre aveu, l’effort requis pour extraire une telle information
d’un logiciel, lorsqu’elle n’est pas disponible dans la documentation, est conside´rable. De
plus, il n’y a aucun lien de correspondance entre le diagramme de fonctionnalite´s extrait et
le code source du logiciel analyse´ : leur processus ne ne´cessite donc pas d’avoir acce`s au code
source pour ge´ne´rer le diagramme.
Les approches de´crites ci-haut sont difficilement utilisables dans le cadre de notre projet,
puisque nous de´sirons extraire les fonctionnalite´s d’un logiciel et localiser ces dernie`res dans
le code source, le tout de la fac¸on la plus automatise´e possible. De plus, comme nos recherches
portent sur un logiciel configure´ dynamiquement, les me´thodes ne´cessitant la comparaison
de diffe´rents produits ayant chacun leur propre code source ne peuvent eˆtre applique´es.
2.3 Identification du code relie´ a` une fonctionnalite´
Conside´rant qu’une des compagnies collaborant a` nos recherches de´sire effectuer une
re´inge´nierie majeure de leurs logiciels existants en passant de la programmation proce´durale a`
la programation oriente´e objet, il est pertinent d’ame´liorer la compre´hension du code existant.
Ceci peut s’effectuer notamment en identifiant l’emplacement ou` les diverses fonctionnalite´s
du logiciel sont imple´mente´es dans le code source. Quelques chercheurs se sont penche´s sur
ce sujet dans le passe´, sans toutefois appliquer le re´sultat de leurs recherches a` la re´inge´nierie
d’une application vers une ligne de produits.
Une me´thode d’identification de fonctionnalite´s base´e sur les cas de test a e´te´ propose´e
par Wilde et al. [64, 65]. Leur me´thode, nomme´e la me´thode de reconnaissance, sugge`re de
construire un ensemble de tests utilisant une fonctionnalite´ a` identifier et un ensembe ne l’uti-
lisant pas. En exe´cutant ces deux ensembles et en comparant les parties du code ayant e´te´
exe´cute´es lors des tests, il est possible d’identifier l’emplacement de chaque fonctionnalite´ au
sein du code source. Cette approche a e´te´ teste´e sur du code en Fortran et une comparaison
avec d’autres me´thodes d’identification des fonctionnalite´s [63] a prouve´ qu’elle e´tait efficace
pour identifier des fonctionnalite´s controˆle´es par des variables d’entre´e du logiciel. Des ap-
proches similaires utilisant davantage d’heuristiques ont e´galement e´te´ sugge´re´es [66, 21], avec
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des re´sultats semblables. Malheureusement, l’approche ne´cessite la construction et l’exe´cution
de plusieurs cas de tests, ce qui peut s’ave´rer tre`s couˆteux en temps dans des logiciels com-
plexes et de grande taille.
Dans leurs recherches, Chen et Rajlich introduisent une technique de localisation inter-
active des fonctionnalite´s utilisant le graphe de de´pendance d’un logiciel [13]. Leur me´thode
utilise un outil permettant de ge´ne´rer le graphe de de´pendance du syste`me et de naviguer
a` travers ce graphe. Via cet outil, un utilisateur doit se´lectionner un point de de´part dans
le graphe, puis naviguer le graphe jusqu’a` ce que toutes les composantes relie´es a` la fonc-
tionnalite´ recherche´e aient e´te´ atteintes. Il s’agit d’une approche inte´ressante, mais tre`s peu
automatise´e. Comme un parcours manuel du graphe de de´pendance doit eˆtre effectue´ par
un utilisateur pour chaque fonctionnalite´, cette me´thode ne pourrait pas eˆtre utilise´e ef-
ficacement sur un gros syste`me contenant des centaines de fonctionnalite´s. Pour ce faire,
des modifications significatives devraient donc eˆtre apporte´es afin d’automatiser davantage
certaines e´tapes de la me´thodologie.
Un autre type d’approche pour la localisation des fonctionnalite´s est base´ sur les tech-
niques de re´cupe´ration d’information (Information Retrieval, IR) permettant de re´cupe´rer
la trac¸abilite´ entre le code source et la documentation d’un logiciel [3, 42]. Les quelques
approches de ce type [43, 68] se basent sur les noms donne´s aux fonctions d’un logiciel et
a` leurs arguments pour identifier l’emplacement des fonctionnalite´s au sein du code source.
En utilisant des descriptions en langue naturelle des diffe´rentes fonctionnalite´s du syste`me,
ces me´thodes baˆtissent un corpus de mots cle´s relie´s a` chacune des fonctionnalite´s, puis re-
lient ces mots cle´s aux fonctions du syste`me. Divers algorithmes sont ensuite utilise´s afin
d’ame´liorer les re´sultats et ainsi identifier chaque fonctionnalite´ avec une pre´cision conve-
nable. L’utilisation d’IR pour localiser des fonctionnalite´s ne fonctionne toutefois que sous
certaines conditions. Tout d’abord, il est ne´cessaire qu’une description de chaque fonction-
nalite´ du syste`me soit disponible et que le nom des diffe´rentes fonctions du logiciel soit relie´
aux fonctionnalite´s qu’elles imple´mentent. De plus, ces techniques ne fonctionnent que pour
une certaine granularite´, puisque les fonctionnalite´s ne peuvent eˆtre de´tecte´es qu’au niveau
des fonctions. Il serait donc impossible de les utiliser dans le cas ou` la granularite´ requise
serait plus fine, comme par exemple dans le cas de fonctionnalite´s imple´mente´es au niveau
des fragments de fonctions.
De leur coˆte´, Eisenbarth et al. ont de´veloppe´ une approche combinant des analyses sta-
tiques et dynamiques [18, 19, 20]. Plutoˆt que de simplement baˆtir des cas de tests avec et
sans une fonctionnalite´ recherche´e, ce qui permet d’identifier une seule fonctionnalite´, leur
technique re´colte le profil d’exe´cution de plusieurs sce´narios. Un sce´nario est de´fini comme
e´tant une se´rie d’actions effectue´es par un usager afin d’utiliser une fonctionnalite´ du logiciel,
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alors que le profil d’exe´cution d’un sce´nario identifie les sections du code source execute´es
lors du sce´nario. En utilisant de l’analyse de concepts (concept analysis), une intersection
entre les profils d’exe´cution de diffe´rents sce´narios permet d’obtenir le code source relie´ a` une
fonctionnalite´ individuelle ou encore a` un ensemble de fonctionnalite´s. L’utilisation de l’ana-
lyse de concepts permet e´galement de de´terminer pre´cise´ment certaines relations entre les
fonctionnalite´s et le code source, comme par exemple l’identification du code source commun
a` diverses fonctionnalite´s. Un des avantages principaux de cette approche est qu’elle permet
de localiser les fonctionnalite´s d’un syste`me avec une granularite´ plus fine qu’au niveau des
fonctions : en fait, il serait possible d’avoir une granularite´ aussi fine que le bloc de base
du langage de programmation analyse´. Toutefois, seules les fonctionnalite´s dont l’exe´cution
peut eˆtre controˆle´e par l’usager sont de´tectables graˆce a` cette technique, puisqu’il doit eˆtre
possible de construire des sce´narios ge´rant l’exe´cution ou non d’une fonctionnalite´.
Antoniol et Gue´he´neuc [5] ont propose´ une technique utilisant un classement probabiliste
des e´ve´nements ayant eu lieu lors de l’exe´cution de sce´narios d’utilisation spe´cifiques. Leur
approche, spe´cialise´e pour les syste`mes utilisant la programmation oriente´e objet, compare les
traces d’exe´cution d’un programme exe´cute´ sous divers sce´narios relie´s a` une fonctionnalite´,
puis utilise les probabilite´s pour identifier les sections du code pertinentes a` la fonctionnalite´
recherche´e. Les re´sultats obtenus sont ensuite re´cupe´re´s afin de baˆtir des micro-architectures
repre´sentant un sous-ensemble de l’architecture du syste`me analyse´. Ces micro-architectures
permettent aux utilisateurs de facilement relier les fonctionnalite´s du syste`me aux classes
qui les imple´mentent. Il s’agit d’une technique de localisation de fonctionnalite´s inte´ressante,
puisqu’elle offre une bonne pre´cision en plus de faire le lien entre les fonctionnalite´s et l’ar-
chitecture du logiciel. E´tant base´e principalement sur l’analyse dynamique du logiciel, cette
approche pre´sente les meˆmes inconve´nients que ceux e´nonce´s pre´ce´demment dans le cas des
approches base´es sur l’exe´cution de tests.
Quelques chercheurs ont fusionne´ les re´sultats de plusieurs techniques d’identification de
fonctionnalite´s [48, 17, 41, 67, 68, 50]. La plupart de ces recherches couplent une approche
base´e sur l’IR avec une approche utilisant de l’analyse statique et dynamique. En ge´ne´ral, il
a e´te´ montre´ que la fusion des re´sultats fournis par plusieurs techniques diffe´rentes permet
de localiser les fonctionnalite´s avec une pre´cision accrue. A` cette fin, un outil de visualisation
imple´mentant plusieurs techniques de localisation de fonctionnalite´s a d’ailleurs e´te´ de´veloppe´
en tant que plugiciel (plugin) d’Eclipse [53].
Le syste`me que nous de´sirons analyser e´tant un logiciel du domaine de l’avionique ayant
pre`s de 20 ans, il ne respecte pas ne´cessairement tous les principes de´sormais conside´re´s
fondamentaux en ge´nie logiciel. Ainsi, le nom des diffe´rentes fonctions du syste`me n’est
pas toujours indicateur de ce qu’effectue la fonction. De plus, l’imple´mentation de certaines
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fonctionnalite´s est re´partie a` travers plusieurs fonctions du code source et il n’est pas garanti
que les fonctionnalite´s soient imple´mente´es au niveau des fonctions. D’autre part, le FMS
e´tant un syste`me temps re´el, plusieurs fonctionnalite´s du logiciel ne sont pas ne´cessairement
active´es par un utilisateur, mais sont plutoˆt appele´es automatiquement lors de l’exe´cution
du programme. Enfin, bien que plusieurs tests soient habituellement disponibles pour une
application du domaine de l’avionique, les couˆts en personnel et en mate´riel ne´cessaire pour
exe´cuter ces tests sont souvent conside´rables. Les approches de localisation par cas de test
ou par re´cupe´ration d’information seraient donc difficilement applicables pour ce genre de
syste`mes, ce qui implique qu’une nouvelle technique de localisation des fonctionnalite´s au
sein du code source devra eˆtre de´veloppe´e pour atteindre nos objectifs.
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CHAPITRE 3
DE´MARCHE DE L’ENSEMBLE DU TRAVAIL
Ce chapitre pre´sente la de´marche de l’ensemble du travail effectue´. Ceci inclut d’abord
une description des quelques pistes de solutions qui furent explore´es en cours de recherche et
une justification de leur rejet. S’ensuit une description de la de´marche ayant permis d’obtenir
la solution retenue pre´sente´e dans l’article du chapitre 4.
3.1 Solutions explore´es
E´tant donne´ le besoin d’effectuer une re´inge´nierie du logiciel, les solutions explore´es
doivent a` la fois mener a` une re´inge´nierie du logiciel ainsi qu’a` une mode´lisation de ce dernier
en un mode`le de SPL. La re´inge´nierie d’un logiciel e´tant une e´tape cruciale impliquant la
prise de de´cisions importantes relie´es a` la conception, son automatisation est difficilement
re´alisable. En effet, plusieurs de´cisions critiques doivent eˆtre prises lors du passage d’un lo-
giciel de´veloppe´ dans un langage proce´dural vers un logiciel oriente´ objet, notamment au
niveau de l’architecture et de la conception du logiciel. De plus, le nouveau syste`me oriente´
objet doit eˆtre facilement maintenable et extensible. Pour toutes ces raisons, la re´inge´nierie
automatique du FMS n’e´tait pas envisageable dans le cadre de nos recherches.
Le FMS est un logiciel configure´ dynamiquement, c’est-a`-dire que le code source du logiciel
contient en fait plusieurs produits. L’activation des fonctionnalite´s spe´cifiques aux divers
produits est controˆle´e par des variables de configuration du syste`me. Dans le cas du FMS,
chaque produit est en fait une version du FMS adapte´e pour diffe´rents types d’avions. Ceci
implique que les me´thodes d’extraction de mode`les de SPL pre´sente´es a` la section 2.2.2 ne
peuvent eˆtre utilise´es, puisque nous ne disposons pas du code source de plusieurs produits
individuels afin de les comparer entre eux.
3.1.1 Extraction de mode`le de SPL par analyse dynamique
Le FMS re´pondant a` plusieurs normes de se´curite´, des tests extensifs couvrant chaque
ligne exe´cutable du code source sont disponibles. Ces tests sont classe´s par produit et une
version instrumente´e du code source permet d’obtenir le code couvert par un ensemble de
tests exe´cute´s. En se basant en partie sur les approches dynamiques de localisation de fonc-
tionnalite´s, la premie`re approche envisage´e pour extraire un mode`le de SPL fut d’utiliser les
traces d’exe´cution des tests existants pour le FMS.
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Puisque chaque produit posse`de le meˆme code source, une comparaison entre le code
couvert par chacun des produits permet de facilement repe´rer le code commun a` tous les
produits. Par la meˆme logique, il est possible de de´terminer si une instruction du programme
est optionelle ou si elle repre´sente plutoˆt une variation dans l’imple´mentation d’une fonction-
nalite´. Ainsi, supposons une instruction Si, ou` i est un identificateur unique de l’instruction
dans le programme, ayant les proprie´te´s suivantes :
– Si.f ile : nom du fichier dans lequel l’instruction se trouve ;
– Si.func : nom de la fonction dans laquelle l’instruction se trouve ;
– Si.numb : ordre nume´rique de l’instruction dans son fichier (numb = 1 pour la premie`re
instruction d’un fichier) ;
– Six.exec : statut de l’exe´cution qui indique si l’instruction si a e´te´ exe´cute´e (vrai ou
faux ) dans un produit x.
En utilisant cette notation, chaque instruction du syste`me peut eˆtre classe´e en tant qu’ins-
truction commune a` tous les produits, optionnelle ou encore relie´e a` une variation. En sup-
posant une instruction Si et deux produits, Px et Py, les conclusions suivantes peuvent eˆtre
tire´es du statut d’exe´cution de l’instruction afin de classer chaque instruction par type :
– Six.exec = Siy.exec = true⇔ Si est une instruction commune aux deux produits ;
– sinon Six.exec 6= Siy.exec⇔ Si est une instruction optionnelle ou une variation ;
– sinon Six.exec = Siy.exec = false⇔ Si est une instruction optionnelle ou une variation.
Afin d’avoir des re´sultats plus inte´ressants, il est pertinent de joindre les instructions en
groupes, ce qui permettra e´ventuellement d’associer ces groupes d’instructions a` des fonction-
nalite´s du syste`me. Ceci peut eˆtre effectue´ en utilisant trois re`gles qui re´gissent l’appartenance
d’une instruction a` un groupe d’instructions. Soit un groupe C, trois instructions S1, S2 et
S3, et deux produits Px et Py, les trois re`gles sont les suivantes :
1. Les instructions d’un groupe doivent eˆtre dans la meˆme fonction :
(S1, S2) ∈ C ⇒ (S1.f ile = S2.f ile) ∧ (S1.func = S2.func) (3.1)
2. Les groupes sont forme´s d’instructions conse´cutives :
(S1, S2) ∈ C ∧ S1.numb < S2.numb⇒
@S3( (S1.numb < S3.numb < S2.numb) ∧ (S3 /∈ C) )
(3.2)
3. Les instructions d’un groupe sont toutes du meˆme type dans chaque produit :
(S1, S2) ∈ C ⇒ (S1x.exec = S2x.exec) ∧ (S1y.exec = S2y.exec) (3.3)
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Pour construire un mode`le de SPL complet, il est ne´cessaire d’eˆtre capable de distinguer
les fonctionnalite´s optionnelles de celles qui sont des variations. Deux approches ont e´te´
explore´es afin de re´soudre ce proble`me.
La premie`re technique, nomme´e diffe´rentiation base´e sur les clones, se base sur le fait que
les diffe´rentes variations d’une meˆme fonctionnalite´ posse`dent habituellement des similitudes
au niveau du code source. En utilisant des technologies de de´tection de clones fournies par
l’outil CLAN [8] ou autres [10, 35, 52], il est donc possible de de´tecter si un groupe d’ins-
tructions est similaire a` d’autres groupes. Il est alors probable que les groupes ayant des
similitudes imple´mentent des variations d’une meˆme fonctionnalite´, alors que ceux n’ayant
aucune similitude imple´mentent des fonctionnalite´s qui sont optionnelles au syste`me.
Une deuxie`me technique, la diffe´rentiation par analyse de conditions, se base sur les
variables de configuration du syste`me et l’influence de celles-ci sur le flot de controˆle du
programme. En utilisant la documentation du logiciel ainsi que de la connaissance du do-
maine, il est possible de de´terminer si une variable de configuration controˆle une fonction-
nalite´ variante ou optionnelle. Puis, en analysant les conditions responsables de l’exe´cution
d’un groupe d’instructions dans certains produits seulement, il est possible d’identifier les
variables de configuration responsables de l’exe´cution du groupe. Comme chaque variable est
ne´cessairement lie´e a` des fonctionnalite´s variantes ou optionnelles, il devient alors possible
de de´terminer quel type de fonctionnalite´ est imple´mente´ par chaque groupe d’instructions.
Malheureusement, ces deux approches de diffe´rentiation ne furent jamais teste´es sur un
syste`me re´el, puisque l’extraction d’un mode`le de SPL par analyse dynamique s’est ave´re´e
impossible a` effectuer dans le cadre de nos expe´rimentations sur le FMS. Bien que plusieurs
cas de tests classe´s par produit soient disponibles pour le FMS, ces tests ne sont pas tous
automatise´s. En fait, une grande majorite´ des tests existants doit eˆtre exe´cute´e manuellement
sur du mate´riel spe´cialise´, ce qui ne´cessite habituellement plusieurs centaines d’heures de
travail. De plus, puisque le FMS doit eˆtre teste´ en entier avant d’eˆtre de´ploye´ dans un avion,
les tests sont toujours exe´cute´s pour tous les produits en meˆme temps, ce qui implique qu’il
n’est pas possible de re´utiliser les re´sultats des tests de de´ploiement exe´cute´s par le passe´.
Pour ces raisons, la couverture de code pour chaque produit n’est pas disponible et ne
peut pas eˆtre obtenue sans un investissement significatif en temps et en ressources financie`res.
D’autres approches permettant d’aider a` la re´inge´nierie du FMS et a` la construction d’un
mode`le de SPL ont donc duˆ eˆtre conside´re´es.
3.1.2 Localisation de fonctionnalite´s - Approches existantes
La possibilite´ d’identifier les sections du code imple´mentant diverses fonctionnalite´s e´tant
d’un grand inte´reˆt pour la re´inge´nierie d’un syste`me et sa mode´lisation dans un mode`le de
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SPL, nos recherches nous ont pousse´ a` investiguer les approches existantes dans le but de
les appliquer au FMS. On de´nombre trois principaux types de techniques afin de localiser
des fonctionnalite´s au sein du code : les approches statiques, les approches dynamiques et les
approches base´es sur la re´cupe´ration d’information (IR). Des techniques mixtes combinant
plusieurs de ces types sont e´galement disponibles.
Dans le cadre de nos recherches avec le FMS, les approches statiques existantes furent
rapidement rejete´es. En effet, puisque ces approches sugge`rent de construire un graphe
repre´sentant le logiciel et de naviguer manuellement au sein de ce graphe, il serait tre`s diffi-
cile de les appliquer efficacement sur un logiciel de grande envergure. Ces techiques statiques
n’e´tant pas automatise´es, le temps ne´cessaire pour identifier le code relie´ a` plusieurs dizaines
de fonctionnalite´s sur un syste`me temps re´el complexe serait beaucoup trop e´leve´.
Les approches dynamiques base´es sur la comparaison des traces d’exe´cution obtenues de
plusieurs sce´narios de test pre´sentent un certain inte´reˆt, puisqu’elles permettent d’obtenir
des re´sultats fiables re´pondant a` nos besoins. Toutefois, tel qu’explique´ a` la section 3.1.1,
l’exe´cution de divers sce´narios de test est difficilement envisageable dans le cas du FMS
pour des raisons mone´taires et logistiques. L’application de toute technique de localisation
de fonctionnalite´s n’est donc pas possible dans notre situation, ce qui e´limine du meˆme coup
la plupart des approches mixtes existantes.
Le troisie`me type de techniques, celles utilisant de l’IR, se basent sur le nom des diverses
fonctions du logiciel et les commentaires entourant celles-ci afin de relier les fonctions aux
fonctionnalite´s qu’elles imple´mentent. Il est difficile de juger a` quel point ces techniques
seraient efficaces sur le FMS, puisque leur efficacite´ de´pend de la pertinence du nom des
fonctions du logiciel. Cependant, dans la majorite´ des cas, les techniques d’IR permettent
seulement d’identifier du code avec une granularite´ au niveau des fonctions. Ceci implique que
ce type d’approche ne permettrait pas d’identifier des fonctionnalite´s dont l’imple´mentation
se situe dans des sections spe´cifiques de certaines fonctions du syste`me, situation qui est
fre´quente dans le FMS selon les experts du syste`me que nous avons consulte´s.
3.2 Solution e´labore´e
Les techniques de localisation de fonctionalite´s existantes n’e´tant pas applicables pour
le FMS, une nouvelle technique a` duˆ eˆtre de´veloppe´e. Cette approche doit pre´fe´rablement
eˆtre automatique ainsi qu’eˆtre utile a` la fois pour la re´inge´nierie du FMS et la mode´lisation
d’une SPL. De plus, e´tant donne´ que l’analyse dynamique est inapplicable dans notre cas,
l’approche de localisation de fonctionnalite´s doit se baser sur l’analyse statique du FMS.
Un analyseur syntaxique (parser) pour le langage C est ne´cessaire afin de pouvoir appli-
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quer l’analyse statique sur le FMS. Puisqu’un analyseur syntaxique capable de correctement
reconnaˆıtre et interpre´ter le code source du FMS n’e´tait pas disponible gratuitement, notre
propre analyseur fut de´veloppe´. Ce dernier a e´te´ cre´e´ avec l’outil ANTLR (ANother Tool for
Language Recognition) qui permet de ge´ne´rer un analyseur a` partir d’une de´finition de gram-
maire. Dans le cas du FMS, cette grammaire doit non seulement supporter le C, mais aussi
les quelques sections du code e´crites en langage assembleur. Plusieurs macros sont e´galement
pre´sentes dans le code et doivent donc eˆtre prises en compte. En tout, la grammaire pour
le FMS ne´cessite pre`s de 1000 lignes de code et contient plusieurs centaines de re`gles de
production utilisant pre`s de 80 symboles non terminaux.
La grammaire pour le FMS est convertie en analyseur syntaxique Java par ANTLR. Cet
analyseur est ensuite utilise´ afin de construire un arbre syntaxique abstrait (Abstract Syntax
Tree, AST) pour chaque fichier de code du FMS. En naviguant a` travers cet AST, il nous
est possible d’extraire de l’information pertinente relie´e au syste`me analyse´. Dans le cas du
FMS, un graphe de flux de controˆle (Control Flow Graph, CFG) interproce´dural est ge´ne´re´
en format XML graˆce a` cet AST. Le chapitre 4 donne plus de de´tails sur ce CFG et son
utilite´.
L’article pre´sente´ au chapitre 4 est une version inte´grale de l’article soumis a` la revue scien-
tifique Journal of Software : Evolution and Process en date du premier mars 2012. Il de´crit la
me´thodologie de localisation des fonctionnalite´s dans le code par analyse statique de´veloppe´e
dans le cadre de nos recherches. Les re´sultats relie´s a` l’application de cette me´thodologie sur
le syste`me du FMS sont e´galement pre´sente´s dans l’article.
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CHAPITRE 4
MAPPING FEATURES TO SOURCE CODE IN DYNAMICALLY
CONFIGURED AVIONICS SOFTWARE
Mapping software features to the code that implements them is an important activity
for program comprehension and software reengineering. In this paper, we present a novel
automated approach to locate features in source code based on static analysis and model
checking. This approach focuses on dynamically configured software in which the activation
of specific features is controlled by configuration variables. The main advantages of a static
approach to feature location are its affordability and applicability to large systems containing
hundreds of features. Our methodology is applied to an industrial Flight Management System
from the avionics industry. Results show that a static approach to feature mapping is feasible
and can locate complex features whose implementation is spread across multiple files and
functions.
4.1 Introduction
Model-driven engineering allows companies to model software and then generate their
systems from models. For companies whose products share a common base, Software Prod-
uct Line (SPL) models can improve reuse of software assets by benefiting from inter-product
commonalities. In order to reuse software assets, companies may want to consider their
existing legacy systems while building their new SPL models. This is especially true in the
avionics industry, where complex algorithms implementing specific features must be reused in
future generations of software. An approach that can help with this perspective is to map im-
plemented features to the legacy code that implements them, thus allowing the reengineering
team to quickly find which algorithms to reuse.
System properties and characteristics that are relevant to stakeholders and understand-
able by both customers and developers, are often referred to as features the product has
or delivers. Features can be used to describe commonalities, differences, and variability be-
tween systems [15]. They are typically divided into functional and non-functional features.
Functional features include services, which are marketable units or units of increment in a
product line, and operations, which are internal product functions needed to provide services.
Nonfunctional features include distinguishable system characteristics that are not naturally,
easily, or intuitively identified in terms of services or operations, such as presentation, capac-
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ity, usage, cost, and other quality attributes such as safety, reliability, scalability, performance
and portability [31].
In this paper, we refer to the implementation of a feature as the set of source code
statements participating in the realization of such a feature. The relation between a feature
and its implementation is called feature mapping, while locating features is the process of
computing such a feature mapping.
Avionics systems usually have to support a wide range of aircraft, so they are sometimes
implemented as dynamically configured software. With this type of system, the products for
all supported aircrafts are located within the same implementation, and features are activated
or deactivated through conditions in the code. Locating features in dynamically configured
software is important, since the implementation of a specific feature may be distributed across
multiple files and multiple functions, making features hard to locate efficiently across large
software. Knowing where specific features are implemented is also interesting in the context
of software evolution. Software systems may evolve due to bug fixes, the need to improve the
software or some environment changes, such as new standards. In all these cases, identifying
sections of source code that implement a feature can be of great help to the developers, as
concluded in [38].
Different approaches to locate features in source code have been proposed, as described
in section 4.2.1. However, none can easily be applied to dynamically configured real-time
software that exists in the avionics industry. Since real-time avionics software must be
executed on specialized hardware with limited accessibility, approaches that include dynamic
analysis are expensive to apply, both in time and money. Static feature location techniques
are therefore of great interest for this industry because of their affordability. The code
instrumentation necessary for dynamic analysis may also alter timing specifications of those
systems. Moreover, even if dynamic analysis of the software were possible, the number of
features and the complexity of decades old legacy software make dynamic analysis difficult
to accomplish, since those techniques require the development of specialized test cases to be
developed for each feature.
This article proposes an automated feature mapping technique for dynamically configured
software based on static analysis and model checking. Our research objectives are to (1)
define an automated feature mapping technique based on static analysis, and (2) evaluate
this technique on an industrial software program.
This paper is organized as follows. Section 4.2 lists the research related to our work. Sec-
tion 4.3 gives the necessary background for our approach. Section 4.4 introduces the goal of
our methodology and the necessary conditions. Section 4.5 describes our methodology of our
feature location technique. Section 4.6 presents the results from applying our methodology
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to an industrial system, the FMS. Section 4.7 discusses the results and section 4.8 concludes
the paper.
4.2 Related Research
This section presents research related to our work. We first discuss existing approaches
to locate features in source code. We then provide a quick overview of the model checking
technique used in our methodology.
4.2.1 Locating features in source code
The pioneers of the feature location field are Wilde et al. [64, 65] with their dynamic
approach called the software reconaissance method, which is based on the execution of test
cases. The target program must first be instrumented so that each test case produces an
execution trace of the executed blocks or decisions. Then, for a desired feature f , a set of test
cases using f and another set that does not use f must be built and executed. By comparing
the traces of the two sets, it becomes possible to identify which blocks have been executed
only when using the feature. Other research [66, 21] has suggested similar approaches using
more specialized heuristics to improve the results.
Approaches based on executing test cases require some knowledge of the software, since
test cases using specific features must be developed. While this might be rather simple for
relatively small software, building all the necessary test cases for large and complex industrial
software that contains hundreds of features can be very time consuming. Moreover, executing
those tests for real-time sytems that run on specialized hardware, as is the case in the avionics
industry, could be complicated because of hardware availability and the time required to run
all the necessary test cases.
A semi-automatic method to locate features using the Abstract System Dependency Graph
(ASDG) has been proposed by Chen and Rajilich [13]. The ASDG basically consists of the
functions of the systems and its global variables, linked together by edges that represent
function calls and data flow between functions and global variables. Using a tool that allows
the user to navigate the ASDG, the user selects a starting point in the ASDG and navigates
the graph to find all the components related to a feature’s implementation. The method
requires the user navigating the ASDG to have experience with the target software. This
makes it hard to apply to large systems, since a programmer would need significant experience
with the entire software to be able to navigate it. Moreover, the ASDG must be navigated at
least once for each desired feature, which implies that a lot of worker-hours would be required
to locate many features.
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Wilde and Rajilich have compared their approaches in [63]. They conclude that even
though both software reconnaissance and dependency graph search are effective, the software
reconnaissance method is generally faster, while the dependency graph is more flexible since it
is human-guided. However, the efficiency of both methods depends on the implementation of
the software. Results tend to show that Wilde’s method is better for locally comprehensible
code, while Rajilich’s approach is better for well modularized code.
Some methods also exist to map features and concepts to source code using information
retrieval (IR) [43, 68]. These methods are based on previous work [3, 42] on the retrieval of
source code to documentation traceability. Methods based on IR use the names of functions
and their arguments in the source code to link them to features. Using a description of
these features in natural language, they build a corpus of keywords related to each feature
and then link those keywords to the functions of the system. Post-processing by specialized
algorithms further enhances the precision of the function-to-feature mapping. However, for
methods based on IR to work properly, the name of each function of the software must be
significant, which is not always the case in legacy avionics software. Those methods also can’t
identify any feature implementation at a finer granularity than function level: this means
that it would not be possible to detect cases where features are implemented only in specific
sections of functions.
Eisenbarth et al. [18, 19, 20] combined static and dynamic analysis to locate features
and determine the interactions between them. They first used a dynamic approach using
execution traces, similar to Wilde and Scully’s method, to identify features. Concept analysis
was then used to detect interrelations between features. Their technique has been tested on
several systems, including a large industrial software program of 1.2 million LOCs.
A technique using a Scenario-based Probabilistic Ranking (SPR) of events executed when
running a program under specific scenarios has been developed by Antoniol and Gue´he´neuc [4,
5]. Their approach, specialized for object-oriented systems, compares traces of execution of a
program under different scenarios related to a feature, and then uses probabilities to identify
the sections of the software pertinent to the feature. Using those results, they build micro-
architectures, which are subsets of the program architecture, which allow users to relate
features to the classes that implement them.
Several studies have combined two or more feature location techniques with good re-
sults [68, 48, 17, 41, 67, 50]. IR-based approaches have often been combined with those
based on static and dynamic analysis. In general, it has been found that using multiple
techniques and merging their results improves feature location accuracy. A visualization tool
implementing several feature location techniques is also available as an Eclipse plugin [53].
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4.2.2 Model extraction and model checking
Our approach was inspired in part by previous work in security analysis [40, 23], where
a linear model checking approach was used to extract the access control models of PHP
applications. This approach suggests detecting application-dependent security patterns in the
source code before building a control flow graph (CFG) annotated with those patterns. The
annotated CFG is then converted into multiple model checking automata, one per security
pattern. The result of the model checking of each automaton reveals the access control model
of the application; that is, the capabilities that are required to execute each statement of an
application.
Interestingly, our analysis shares a similar goal from a semantic point of view: we want to
identify blocks of statements that are controlled by the same properties. Hence, we were able
to reuse the approach presented in [40, 23] practically without modification. This section
presents a summary of this technique.
The model extraction uses an annotated CFG and transforms it into an automaton A
suitable for model checking:
A = (QA, LA, TA, q0, VA, GA, AA) (4.1)
where QA is a finite set of states; LA is a finite set of labels applied on the states;
TA ⊆ QA × QA is a set of transitions; q0 is the initial state; VA is a set of variables used in
“guards” and “assignments”; GA is a set of “guards” that are logical propositions over VA
and are associated with transitions; and AA is a set of assignments that modify the value of
variables and are also associated with transitions.
The model extraction is performed by operations that include the rewriting of intra-
procedural and inter-procedural nodes, and the identification of property granting edges.
The intra-procedural nodes VCFG and edges ECFG are directly rewritten in the automaton A
into the corresponding states QA and transitions TA. A label stmtx is applied on each state
to indicate which statement in the source code this state corresponds to. The label is formed
as stmtx with x as a unique identifier.
Beside states and transitions, inter-procedural nodes and edges will also produce variables
VA, guards GA, and assignments AA. The variables with guards and assignments are used
to reproduce the logic of inter-procedural analysis as explained in [40].
Inter-procedural representations in the automaton take time and add complexity; never-
theless, they are essential. Intra-procedural analysis deals only with events that occur inside
the scope of a function, but a property affects all statements executed after it even if they
are located in other functions.
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Thus, some functions that do not grant properties are still affected by properties granted
by their calling function. Therefore, intra-procedural analysis alone is not precise enough.
Although, in principle, we could have done the same analysis with static analyses by
using an algorithm that operates directly on the CFG, as demonstrated by [54], we preferred
to use model checking because of the formal reasoning it offers. Optimized and specialized
inter-procedural static analyses are hard to devise and it may be difficult to assess their
soundness and complexity. Making an inter-procedural automaton for model checking is at
least as difficult as doing an inter-procedural static analysis, but we found reasoning about
the formally specified automaton easier than reasoning about an algorithm that operates on
a CFG.
Software model checking [14] is the algorithmic analysis of programs to prove properties
of their executions. While originating from logic and theorem proving fields, it has now
evolved as a hybrid technique, simultaneously making use of analyses traditionally classified
as theorem proving, model checking, or dataflow analysis [29].
A well-known limitation of model checking techniques is known as the combinatorial ”state
explosion problem”. Various techniques have been developed over the years to circumvent this
problem and analyze increasingly larger software. Among them, we find bounded, symbolic
and abstract model checking as well as a large variety of state-space exploration and graph
refinement algorithms.
The model checker used in [40, 23] solves the reachability problem of states in automata
representing a single property. For the application under study in this paper, we identified
2436 properties, which means that building an automaton representing all the properties of
that system would require model checking the effect of all 22436 combinations of properties!
We therefore analyzed the effect of each 2436 properties independently by producing one
automaton for each property.
In the context of this paper, source code related to each feature will be derived from the
reachability results produced by the model checker for each automaton.
4.3 Background
This section introduces the concept of dynamically configured software and explains the
specificities of reengineering for avionics.
4.3.1 Dynamically Configured Software
A dynamically configured software program is a system with multiple features that are
activated or deactivated through various forms of configuration variables. There is a one-
29
to-one relationship between features and configuration variables: each configuration variable
controls the execution of exactly one feature. In this kind of systems, configuration variables
are usually set to specific values at the software startup. In some systems, a user interface
may also allow to toggle features on or off at runtime. Dynamic configurations are typically
used to implement multiple customizable products in the same source code.
Configuration variables of a dynamically configured software may take different forms.
In typical cases, where a feature can only be on or off, those variables will be of the boolean
type to represent the status of their related feature. The boolean type is easy to implement,
since it is bounded only to two possible values: true or false.
More complex cases can occur when a feature has parameters that can take multiple
values: for example, a feature that controls screen resolution could potentially be set to
multiple different values. In those cases, the configuration variable controlling such a feature
could be implemented as an enum. Each valid value of the enum variable can then represent
one possible parameter value of the feature. Like the boolean type, the enum type is also
bounded to a specific number of possible values.
Figure 4.1 shows an example of a typical source code section that could be found in
dynamically configured software. The condition found at line 2 modifies the control flow of
the software based on the value of the configuration variable config1. This variable controls
a specific feature of the software. Thus, if this feature is activated, the code in line 3 will be
executed, whereas if the feature is deactivated, the code in line 5 will be executed. Code at
lines 1 and 7 will be executed in both cases.
4.3.2 Software Reengineering for Avionics
Avionics systems have the particularity of having an exceptionally long lifetime. This can
be explained by the fact that their life expectancy is directly linked to the aircraft on which
they are deployed.
Because of their age, a lot of avionics software all over the world needs to be reengineered.
1: stmt1






Figure 4.1 Sample code for dynamically configured software
30
Many programs are still written in a mix of C and assembly language and while new features
have been added over time, some code that was written a few decades ago is still being used
in new software releases. New standards, such as DO-178C, have recently been issued to
allow avionics software to use more modern technology, such as object-oriented programming.
Moreover, in order to remain competitive, companies need to modernize their software while
preserving their key algorithms. For those reasons, software reengineering is currently a hot
topic in this industry.
Since avionics software programs must comply with standards and undergo stringent
testing procedures, they have a few particularities which make them interesting targets for
static analysis:
– Many avionics companies prevent the use of some hard-to-analyze C constructs or only
allow their use for specific situations. This includes dynamic function pointers and
statements such as goto and longjmp.
– Software tests ensure that every line of code can potentially be executed, so there is no
dead code. This helps enhance the precision of static analysis. Indeed, static analysis
usually approximates that all branches of a control flow statement (e.g an if statement)
are executable. In the context of avionics software, the absence of dead code guarantees
that all branches are executable.
4.4 Feature Mapping
4.4.1 Goal
Our objective is to map features to source code in interprocedural avionics software by
combining static analysis and model checking. Our technique works on dynamically config-
ured software and each of its steps is fully automated. It focuses mainly on software systems
for which existing approaches that use dynamic analysis cannot be used.
Our goal is to map features by identifying the set of code statements that implements
each feature of a software. Another goal is to locate code statements related to a combination
of features, which implies analysis based on sets of features. This problem is intrinsically
combinatorial, especially considering that the number of features in a single program can
be quite high. Our methodology resolves those complexity issues by analyzing each feature
independently and then merging results.
4.4.2 Necessary Conditions
Our feature location approach applies specifically to dynamically configured software. For
our methodology to be applicable, some conditions must be satisfied:
31
– The system must not contain dead code, since static analysis would not be able to
determine that some code is unreachable, and thus unreliable results could be obtained
for dead code.
– The execution of features must be controlled by a boolean variable or another data
type that can be bounded to specific values.
4.5 Methodology
The proposed feature location methodology is composed of five steps. For any system for
which the methodology is applicable, each step is completely automatic. We assume that the
program source code is available and that a parser is available for the programming language
of the software. The five steps are the following:
1. Identify dynamic configuration variables pertinent to the features;
2. Find and analyze control statements that use the identifed configuration variables;
3. Generate an annotated inter-procedural control flow graph (CFG) of the source
software;
4. Extract transitive and inter-procedural configuration-controlled statements
using the CFG and model checking;
5. Map features to source code using the CFG and the model checking results.
Figure 4.2 presents the feature location process and its related artefacts. The following
subsections detail each of the steps of our methodology.
4.5.1 Identify Dynamic Configuration Variables
The execution of a feature in dynamically configured software is controlled by its associ-
ated configuration variable. Hence, to locate features in the source code, those configuration
variables must first be identified, so that their use can then be detected by analyzing the
source code. Because our analysis is done using the configuration variables, it is also funda-
mental to know which variable is related to which feature, either by having a definition for
each variable or simply by having meaningful variable names. This knowledge will later be
used to establish the relationships between a feature, its configuration variable and the set
of code statements controlled by the variable.
The way to obtain this information will differ for each system, depending on its imple-
mentation. In many cases, the documentation of the system provides a list of configuration
variables together with the files that initialize them. Otherwise, some manual intervention




















Figure 4.2 Feature Location Process




Figure 4.3 Decomposition of an enum variable in multiple configuration variables
While typical configuration variables are of the boolean type, some may be of another
data type. For our analysis to be applicable, those data types must be bounded and discrete,
so that the cardinality of the set of possible values for the variable is finite. Such data types
usually represent a feature with parameters that can take multiple values. Our methodology
requires each feature of the system to be considered as boolean: a feature can only be
activated or deactivated. This means that configuration variables with parameters need to
be interpreted in a way so that this requirement holds. Our solution is to consider each
possible parameter value as a standalone feature. Configuration variables are thus converted
to multiple boolean configuration variables, each one representing a possible value of its parent
configuration variable. Figure 4.3 shows an example for decomposing an enum variable having
three possibles values in three variables. The only inconvenience of this technique is that it
increases the number of features to consider when analyzing the system, since each generated
configuration variable is related to its own feature.
4.5.2 Find and Analyze Control Statements
For our analysis, statements of interest are those that can affect the control flow of the
program, commonly called control statements. In the case of procedural languages such as C,
the control statements include branching statements (if, else, switch), loop statements (for,
while, do-while) and jump statements (goto, longjmp). Our feature location technique will
need to analyze the conditions found in those control statements to determine the influence
of configuration variables on the software control flow. Our approach does not currently
consider jump statements because of their hard-to-predict nature. Support for them would
need to be added to analyze software systems that use them.
Our goal is to evaluate the influence of variables on each condition. This will allow us to
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Table 4.1 Description of control statements groups












One configuration variable with an equal-
ity comparison to a constant
id confvar == constant var1 == c
D
One configuration variable with an in-
equality comparison to a constant
id confvar != constant var1 != c
E
One configuration variable with a rela-
tional comparison (<, ≤, ≥, >) to a con-
stant
id confvar relop constant var1 > c
F
Multiple configuration variables, used as in
groups A to E, in conjunction (and)
id confvar (∧ id confvar)+ var1 ∧ var2 == c ∧
var3 < c
G
One or more configuration variables, used
as in groups A to E, in conjunction (and)
with other variables that are not configu-
ration variables
id confvar (∧ (id confvar | id))+ var1 ∧ (var2 == c) ∧
(var3 < c) ∧ w1 ∧ w2
H
Multiple configuration variables, used as in
groups A to E, in disjunction (or)
id confvar (∨ id confvar)+ var1 ∨ var2 ∨ var3
I
One or more configuration variables used
as boolean values in disjunction (or) with
other variables that are not configuration
variables
id confvar (∨ (id confvar | id))+ var1 ∨ var2 ∨ var3 ∨
w1 ∨ w2
J
Any expression not in groups A-I that con-
tains configuration variables
Anything not in groups A to I
!(var1 ∨ var2) ∧ w1 ∧
f()
predict the control flow of the software given the value of a set of configuration variable. In
most cases, it is relatively easy to determine if a configuration variable is used in a control
statement by matching the name of the configuration variable in the condition. Given a
specific value of a configuration variable, it then becomes possible to assign each outgoing
CFG edge of a control statement to one of the following categories: definitely traversed, may
be traversed, or will not be traversed. This assignment is accomplished by analyzing each
control statement condition expression that uses at least one configuration variable.
In order to divide the problem of analyzing control statements, our approach divides
condition expressions into ten different groups, labeled A to J. Table 4.1 gives a short de-
scription, a general form and an example statement for each group. In those examples, varx
are configuration variables, c is a constant and wx are any variables that are not configuration
variables. This section will explain how we chose to analyze statements of each group. For
any given example, we will suppose that enum var is an enum variable of type enum type
with three possible values: VAL0, VAL1 and VAL2.
Groups A and B statements are analyzed quickly for boolean configuration variables
and it is easy to determine which edges of the control flow will be executed for any given
value of the configuration variable. In the case where configuration variables are enums,
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the approach remains simple, since in languages such as C, enum variables are typically
evaluated to false if their associated integer value is 0 and to true for every other value.
By default, the first declared constant of an enum will evaluate to false, while every other
declared constant evaluates to true. For example, given a condition (enum var), we know
that the condition will evaluate to false for the value enum var.VAL0, whereas it would be
true for values enum var.VAL1 or enum var.VAL2.
A similar analysis can be done for groups C to E. However, in these situations, the
constant c to which the configuration variable is compared must also be taken into ac-
count. For boolean variables, this constant will usually be either true or false, while
for enums, it will usually be equal to one of the possible enum values. Thus, if we have
a condition (enum var != enum type.VAL1), we know that the condition will evaluate to
false for the value enum var.VAL1, whereas it would be true for values enum var.VAL0 or
enum var.VAL2.
Groups F and G are analyzed differently, since they are actually conjunctions of multiple
conditions from groups A to E. Our strategy to analyze these conditions is to divide them
into multiple subconditions. These subconditions are then necessarily either a condition that
is in a group that we know how to analyze or a condition that uses a variable that is not
a configuration variable. Because of the use of conjunctions, we know that if the condition
evaluates to true, then each subcondition must also evaluate to true, which implies that
we know the possible values of every configuration variable that makes the condition true.
However, a similar conclusion cannot be made if the condition evaluates to false: in this
case, the only conclusion we can draw is that each configuration variable contained in the
condition may have influenced the execution of this control flow branch.
Conditions from groups H to J are harder to analyze because of their use of disjunc-
tion or, in the case of group J, because of their overall complexity. Our analysis of those
conditions simply concludes that each configuration variable contained in the condition may
have influenced the execution of related control flow branches. This is conservative, since
our analysis of those conditions recognizes that configuration variables may have an influence
on the program control flow, but does not make any definitive conclusion during the control
statements analysis.
4.5.3 Generate the Control Flow Graph
Generating a control flow graph for a target software program can be accomplished by
parsing the program to generate an Abstract Syntax Tree (AST) for each of its source files.
Navigating the AST then makes it possible to create a CFG:
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CFG = (VCFG, ECFG) (4.2)
with multiple entry nodes vINi ∈ VCFG and their corresponding exit nodes vOUTi ∈ VCFG.
Each entry node represents a possible entry point of the system. While most computer
programs have a single entry point, supporting multiple entry nodes allows our analysis to
be compatible with systems having multiple entry points.
Nodes in VCFG can be of type generic, call begin or call end. Nodes of type generic
are involved in intra-procedural control flow; nodes of types call begin and call end are used
in inter-procedural control flow, since they identify which function is called and where the
function call returns in the CFG.
Edges in ECFG can be of type generic or grant. Edges of type generic represent intra-
procedural transfers of control that do not depend on any configuration variable; edges of
type grant represent intraprocedural transfers of control that depend on a non-empty finite
set of properties related to configuration variables.
Edges of type grant are created for each edge ei ∈ ECFG whose source node is a node
vj ∈ VCFG which represents a control statement using a configuration variable. Condition
expressions found in these nodes have been analyzed as described in section 4.5.2. These
edges are annotated with a set of properties that represent the results of the control statement
analysis. For a configuration variable x used in a control statement node vj, properties of
edge ei can be of multiple types, depending on the influence of x over the condition. The
following properties are defined:
– Gain(x): if edge ei is traversed, we know the variable x to be true;
– Loss(x): if edge ei is traversed, we know the variable x to be false;
– SomehowPlus(x): if edge ei is traversed, it may be because of the value of the variable
x (used for the if condition true edge);
– SomehowMinus(x): if edge ei is traversed, it may be because of the value of the
variable x (used for else statements and the if condition false edge).
Gain and loss can be determined for conditions of groups A to F, while somehowPlus and
somehowMinus are used for conditions of groups G to J. SomehowMinus properties are also
used for else branches of group F conditions. Even though somehowPlus and somehowMi-
nus have similar definitions, the SomehowMinus property is necessary because of the way
we later extract configuration-controlled statements using model checking, as explained in
section 4.5.4.
Figure 4.4 shows a simple condition with a configuration variable config1 and its associ-
ated CFG. The CFG indicates that when the edge from the condition to b++; is traversed,
the config1 configuration variable is true, thus leading to a Gain(config1) property. On the
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other hand, when the edge from the else to b−−; is traversed, config1 is false, leading to a
loss(config1) property.
4.5.4 Extract Configuration-Controlled Statements
Once properties have been assigned to pertinent edges and the control flow of the system is
available through the inter-procedural CFG, a model checking approach is used to determine
which statements are controlled by which configuration variables. Our methodology uses the
model checking technique described in section4.2.2.
As stated in section 4.5.3, our approach defines four properties for each configuration
variable xi: gain(xi), loss(xi), somehowPlus(xi) and somehowMinus(xi). A CFG edge can
grant one or more properties and this information is available simply by taking the system
CFG as input. Given a system with n configuration variables, results will be generated
by model checking one automaton per property, so 4 × n automata. Since our goal is to
locate features across the entire source code, every CFG node is converted to a state in the
automaton, which means that each automaton contains 4× y nodes, where y is the number
of nodes in the CFG.
With our model checker, four states qv,j,k are present in the automaton for each node v in
the CFG and for each property P . In this context, j is the property P satisfaction value of
the previous calling context in the inter-procedural call graph and k is the current property
P satisfaction value, as defined in equations 4.3 and 4.4.
rp(v, P ) =
(reachable(qv,0,0, P ), reachable(qv,1,0, P ), reachable(qv,0,1, P ), reachable(qv,1,1, P ))
(4.3)
reachable(qi,j,k, P ) ≡
∃p = (q0,0,0, ..., qm, qm+1, ..., qi,j,k) | qm ∈ QA(qm, qm+1) ∈ TA
(4.4)
These reachability profiles are obtained by running the model checker on an automaton
that corresponds exactly to the CFG extracted from the source code. For any edge e of the
automaton, e.grant represents the set of properties that are granted by edge e. Equations 4.5
to 4.8 link each possible state to the original CFG.
CFG = (V,E)
v ∈ V, e ∈ E
reachable(qv,0,0, P )↔
∃p = (q0,0,0, ..., qm, qm+1, ..., qv,0,0)@e = (qm, qm+1) | P ∈ e.grant
(4.5)
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Figure 4.4 Sample Code and Extracted CFG
reachable(qv,1,0, P )
This state is not possible for our input CFG
(4.6)
CFG = (V,E)
v ∈ V, e ∈ E
reachable(qv,0,1, P )↔
∃p = (q0,0,0, ..., qm, qm+1, ..., qv,0,1)∃e = (qm, qm+1) | P ∈ e.grant
(4.7)
CFG = (V,E)
v ∈ V, e ∈ E
reachable(qv,1,1, P )↔
∃p = (q0,0,0, ..., qm, qm+1, ..., qv,0,1, qv,1,1)∃e = (qm, qm+1) | P ∈ e.grant
(4.8)
Temporal logic predicates on v and P can be re-stated in terms of temporal logic predicates
of automata states and, in turn, on reachability profiles as follows:
def+(P, v) ≡ (qv,0,1 ∨ qv,1,1) (4.9)
CFG = (V,E)
v ∈ V
def+(P, v) ≡ ∀p = (v0, · · · , v)→ P ≡
(¬(reachable(qv,0,0, P ))) ∧
(¬(reachable(qv,1,0, P ))) ∧ (reachable(qv,0,1, P ) ∨ reachable(qv,1,1, P ))
(4.10)
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For each configuration variable and each property, the model checker outputs the reach-
able states in the corresponding automaton. Unreachable states do not appear in the results
files. Resolving equation 4.10 is thus a simple matter of observing the reachable states in the
corresponding results file.
The use of model checking to propagate properties and eventually locate functionalities in
the source code has some limitations. Since each configuration variable has four properties,
results for each property must be merged together so that conclusions can be made about
the influence of the variable on each CFG node. Moreover, since configuration variables are
analyzed independently from one another, results must be merged if multiple variables are
to be considered together when locating features. For those reasons, some post-processing
must be applied to model checking results to map features to source code.
4.5.5 Mapping Features to Source Code
While the model checking results provide the reachability profile of the four properties of
each configuration variable, these raw results need to be interpreted so that features can be
mapped to their related source code. For program comprehension purposes, CFG nodes can
be classified according to the influence a nonempty arbitrary set of configuration variables X
has on their execution. Discussions with our industrial partners led us to classify each CFG
node into one of the following six categories:
– Unreachable: the node is not encountered in the model checking;
– Common: the node is always executed regardless of the values of the configuration
variables in X;
– Necessary: the node is executed specifically because of the values of the configuration
variables in X;
– Maybe: the node may be executed because of the values of the configuration variables
in X;
– Not: the node is not executed specifically because of the values of the configuration
variables in X;
– DeadCode: the node cannot be executed in the software.
Results Merging for One Variable
Since the model checking tool analyzes each of the configuration variables separately, two
merging steps are necessary to correctly extract the code related to multiple features. We first
need to classify each CFG node according to the results for a single configuration variable.
Once this has been determined for each requested configuration variable, the results for each
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variable need to be merged.
This merging needs to be conservative, in the sense that it is preferable to identify un-
necessary code for a feature than to lack necessary code. Thus, all our merging needs to take
into account the fact that all CFG nodes whose execution is influenced by a configuration
variable must be identified. This implies that a CFG node can only be rejected from being
influenced by a variable if it is definitely not influenced.
For a single configuration variable, each CFG node can be classified in a category according
to the reachability profile of its four properties. This can be done by applying boolean
formulas on the possible reachabilities of a CFG node. Since the model checking is done
independently for each configuration variable, we first need to determine the category of
each CFG node for each configuration variable. For every possible category, an equation can
be applied to classify each CFG node vi, for each configuration variable xj.
The unreachable category is used to indicate that a node has not been encountered
during model checking. This is usually because the node is not part of a function, such as a
global variable declaration, or because it is only being called through function pointers, which
we do not currently resolve. We can easily detect these nodes because the model checker does
not reach them. Thus, any node that is not reachable is considered unreachable.
The common category represents code that is executed without any influence from the
configuration variable. Logically, any CFG node that can be reached without any activated
property is common. Moreover, any node that cannot be reached definitely with any of the
four properties is also common, since this implies that it is possible to execute the node
without any influence from configuration variables.
Common(xi, vj) = ¬def+(Gain(xi), vj) ∧ ¬def+(Loss(xi), vj) ∧
¬def+(SomehowPlus(xi), vj) ∧ ¬def+(SomehowMinus(xi), vj)
(4.11)
The necessary category is used for code that is necessary because of the value of the
configuration variable. Since we want our analysis to be conservative, nodes that can be
classified in this category are those that are definitely reached with a gain property while not
being definitely reached with a loss property.
Necessary(xi, vj) = def
+(Gain(xi), vj) ∧ ¬def+(Loss(xi), vj) (4.12)
The maybe category is used for CFG nodes whose execution may or may not be influenced
by the configuration variable. Since some conditions are very complex, it is hard to analyze
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their impact on the program flow. Thus, these conditions lead to the SomehowPlus and
SomehowMinus properties which are used to characterize this uncertainty. A CFG node
can be classified as maybe if it is definitely reached with a somehowPlus or somehowMinus
property. However, it must not also be definitely reached by a gain or a loss (which would
classify it in the necessary or not categories, respectively).
Maybe(xi, vj) = (def
+(SomehowPlus(xi), vj) ∨ def+(SomehowMinus(xi), vj)) ∧
¬def+(Gain(xi), vj) ∧ ¬def+(Loss(xi), vj)
(4.13)
The not category is used for code that is not necessary because of the value of the
configuration variable. Since our analysis is conservative, nodes that can be classified in this
category are those that are definitely reached with a loss property while not being definitely
reached with a gain property. Since those nodes are only reachable without the activated
configuration variable, we can safely assume that they are not used for the implementation
of the associated feature.
Not(xi, vj) = def
+(Loss(xi), vj) ∧ ¬def+(Gain(xi), vj) (4.14)
The dead code category represents code that can’t be executed. This happens when a
node can be definitely reached with a gain and a loss at the same time. In theory, it should
never happen in avionics software, since avionics code can’t contain dead code.
DeadCode(xi, vj) = def
+(Gain(xi), vj) ∧ def+(Loss(xi), vj) (4.15)
It is important to note that a node vj can only be classified in one category for each
configuration variable xi. Appendix 4.9 shows the full truth table of the four properties and
their associated category.
Results Merging for Multiple Variables
Once each CFG node has been classified for one configuration variable, we need to merge
resulting categories for each node with the categories obtained for other configuration vari-
ables. This merge needs to be conservative so that we don’t lose code that could be necessary
to the set of selected features. Table 4.2 shows how this merging can be done for two config-
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Table 4.2 Conservative category merging table for multiple variables
x1 Category x2 Category Merged Category Justification
Common Common Common Same property.
Common Necessary Necessary The node is executed because it is necessary for one config
variable, so it remains necessary.
Common Not Not The node won’t be executed because it is a not for one of the
config variable, so it remains a not.
Common Maybe Maybe The node may be influenced by one of the variables, so it
remains a maybe.
Necessary Necessary Necessary Same property.
Necessary Not Not If a node is definitely not executed for a config, it will never
be executed even if merged with other config variables.
Necessary Maybe Maybe Since it is possible that the node won’t be executed because
of the maybe, the conservative approach is to declare the node
as a maybe.
Not Not Loss Same property.
Not Maybe Not If a node is definitely not executed for a config, it will never
be executed even if merged with other config variables.
Maybe Maybe Maybe Same property.
DeadCode Anything DeadCode If the code is dead for one of the config variables, it remains
dead when merging.
uration variables, with a textual justification for each merge.
Let X be the set of configurable variables to merge for a specific CFG node v: equa-
tions 4.16 to 4.20 explain what each classification means for multiple variables.
Common(X, v)↔ ∀x ∈ X | Common(x, v) (4.16)
Necessary(X, v)↔ ∃x ∈ X, ∀y ∈ {X \ x} |
Necessary(x, v) ∧ (Necessary(y, v) ∨ Common(y, v))
(4.17)
Not(X, v)↔ ∃x ∈ X, ∀y ∈ {X \ x} | Not(x, v) ∧ ¬DeadCode(y, v) (4.18)
Maybe(X, v)↔ ∃x ∈ X, ∀y ∈ {X \ x} |
Maybe(x, v) ∧ ¬DeadCode(y, v) ∧ ¬Not(y, v)
(4.19)
DeadCode(X, v)↔ ∃x ∈ X | DeadCode(x, v) (4.20)
By applying those equations, we can classify each CFG node for any set of configuration
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variables. Since we can link CFG nodes to the source code they represent, this makes it
possible to easily map features to their related source code. For any feature f related to a
configuration variable, the CFG nodes that implement it are either classified in the necessary
or the maybe categories.
Results Visualization
In order to allow users to locate their desired features easily, we developed a small GUI
through which the user can select configuration variables and then calculate their results.
Results are generated in HTML format, with lines highlighted in a specific color that corre-
sponds to the category of their related CFG node. One HTML file is generated for each file
of the source code.
Once results for selected configuration variables have been generated successfully, a results
report is presented to the user. This report consists of a list of code blocks that are in the
necessary, maybe, not and deadCode categories. A code block consists of consecutive lines
of code that are in the same category. For each identified code block, its size and its location
is shown to the user. For any set of selected configuration variables, this report makes it
simple to quickly identify which files implement the desired feature and then locate pertinent
lines of code using the highlighting in the generated HTML files.
A major advantage of using code blocks is that our feature mapping is done at statement
granularity. Figure 4.5 gives an example of a results report and its related HTML file for
the analysis of the aircraft type.ROTOR configuration variable. The example is synthetized
because of the sensitive nature of the avionics domain. This report indicates that three code
blocks have been classified in the necessary category for this variable. The code related to
one of these blocks is shown highlighted in green, while the code highlighted in blue is code
that was classified in the common category and the code highlighted in red is in the not
category.
4.6 Experimentation and Results
4.6.1 System Under Study
Our research is done in collaboration with a consortium that includes three companies
from the avionics industry. It is part of a project to reduce the costs of certified avionics soft-
ware by using model-driven development and formal methods. Mapping features to software
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Figure 4.5 Results report and related HTML file for the analysis of the aircraft type.ROTOR
configuration variable
is the first step of this project, our goal being to use the resulting knowledge to reengineer
the system under study and build models for this system.
We evaluated our feature location methodology on an industrial avionics system provided
by one of our partners. The system is a Flight Management System (FMS) that has been
in development for 15 years and is currently used in four different types of aircraft. It is
almost entirely written in C. The actual FMS resulted from the reengineering of a legacy
system entirely written in assembly code and parts of the FMS still contain assembly code.
It contains more than a half a million LOCs distributed over a thousand files and functions.
Since the system under study is an avionics system, it must comply with multiple stan-
dards and it has some particularities, as described previously in section 4.3.2. Multiple
software tests are available for the system since full statement coverage is required for soft-
ware to be deployed on an aircraft. However, testing the FMS takes a signficant amount of
time and money, which means that existing dynamic feature location approaches are costly to
apply. Thus, a less expensive feature location technique is of interest for embedded software
such as the one under study.
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4.6.2 Applying the Methodology
The approach proposed in this paper was evaluated on the FMS. Table 4.3 gives the time
required to apply our methodology to the FMS system on a Intel Core I7 930 with 6 GB of
RAM. While the model checking step takes about two hours (115 minutes) to compute, it is
important to note that it only needs to be computed once. Once results from model checking
are available, it only takes a few seconds to map any set of configuration variables to source
code.
For the FMS, configuration variables were obtained by consulting its documentation,
which contained a list of enum variables and indicated that they were all located in a C data
structure containing hundreds of enum variables, each of which defines a certain number
of constant enum values. Figure 4.6a gives the distribution of the number of enum values
defined for each of the 226 variables of the FMS. A total of 629 enum values are defined for
the FMS enum variables. It is interesting to note that most of the enum variables can take
only two possible values, which means they are basically used as a substitute for a boolean.
This design choice was most likely made so that each configuration variable could be used
in a similar fashion. Since the identified variables were of type enum, they were converted
to multiple boolean variables as described in section 4.5.1. Each of the obtained boolean
variables is considered as a configuration variable, which means that our analysis takes into
account a total of 629 configuration variables.
Analysis of the FMS showed that of all the control statements using configuration vari-
ables, 99% of them are if statement, with the remaining 1% being switch statements. This
is not surprising considering that branching statements such as if and switch are necessary
to control whether the code for a feature is executed or not.
As shown in Figure 4.6b, about 82% of the conditions in the FMS are in groups A to E.
As explained in subsection 4.5.2, these conditions contain only one configuration variable,
which makes them easy to analyze. About 7% of the conditions are part of groups F and
G, which we are able to analyze with full precision for the true edge of the condition. No
condition expressions from groups H and I were found. Thus, for the entire FMS, the only
Table 4.3 Performance of the approach for the FMS
Step Time required
CFG generation and control statements analysis 26.28 seconds
Rewriting the CFG in an automaton (average per property) 0.91 seconds
Computing reachability for a property (average per property) 0.17 seconds
Total time for rewriting the CFG and computing reachability 115 minutes
Mapping one feature to source code (average) 11.56 seconds
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(a) Distribution of the number of enum
values for the 226 enum variables for the
FMS
(b) Distribution of control statement groups in
the FMS
Figure 4.6 Distribution of (a) enum values and (b) control statements groups in the FMS
conditions for which our analysis is uncertain, which eventually leads to the maybe category,
are the false edges of conditions from groups F-G and the conditions from group K. This
means that more than 82% of the conditions of the FMS are analyzed with full precision.
For the FMS, a CFG was generated for each source file. Table 4.4 gives some details
about the extracted CFG. This CFG is used as an input to the model checking approach.
Since the FMS contains 629 configuration variables with four properties each, our results are
derived from model checking 2436 automata. As our goal is to locate features across the
entire source code, every CFG node is converted to a node in the automaton, which means
that each automaton contains 372 674 nodes. Once model checking is completed, results are
available through the GUI presented in section 4.5.5.
4.6.3 Results
Results were calculated individually for each of the 629 configuration variables found in
the FMS. The graphs in Figures 4.7a, 4.7b and 4.7c present the number of files, code blocks
Table 4.4 Details on the Extracted CFG for the FMS
# of nodes 372 674
# of edges 365 093
# of grant edges 3248
# of gain properties 3281
# of loss properties 3720
# of somehowPlus properties 4310
# of somehowMinus properties 2023
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and LOCs influenced by each configuration variable, and thus by each feature, of the FMS.
On average, it was found that a single configuration variable influences the execution of about
420 LOCs, across 12 code blocks and 4 files.
The two most influential configuration variables control the execution of about 36500
LOCs, across 232 code blocks and 92 files. Experts of the FMS confirmed that these two
configuration variables are related to a high-level feature which controls multiple sub-features:
this explains the large amount of code they control. It is likely that a lot of features are
dependent on this high-level feature.
4.7 Discussion
Our research shows that for dynamically configured software, mapping features to source
code using static analysis is feasible. Our methodology has been assessed on an industrial
avionics system and takes only a few hours to automatically match dynamically configured
features to their related source code. The only step of our approach whose execution requires
more than a few seconds is the model checking analysis. Thus, after the model checker has
been executed once for one version of a software, our approach can map any given set of
features to its related source code in a matter of seconds.
For the system under study, the FMS, it was found that 50 configuration variables in-
fluence more than a thousand LOCs each. Moreover, 43 configuration variables control the
execution of code found in more than 10 files, with 25 of those variables related to more than
20 files. This shows that some features are very complex, given that they are implemented
across more than a thousand lines of code and ten different files. As for code blocks, 72
features are implemented across more than 20 different code blocks. The repartition of the
implementation of some features makes them hard to locate without an in-depth knowledge
of the system. This justifies our feature location technique as it can be especially helpful for
reengineering tasks related to those features.
Results also show that 418 configuration variables influence less than 50 LOCs. Moreover,
388 configuration variables control the execution of code found in less than 3 files, with 266 of
those variables being limited to a single file. As for code blocks, 218 features are implemented
in only one or two code blocks. This leads us to believe that some features have a relatively
simple implementation which is concentrated in a few code blocks and files. Considering that
simpler tools could be able to locate those features, locating them with our approach might
not be as helpful as locating more complex ones. However, it could be argued that our feature
location technique allows a programmer with no prior knowledge of the software to quickly
locate those features, which can be a significant advantage for program comprehension.
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(a) Number of files influenced per configuration variable(b) Number of code blocks influenced per configuration
variable
(c) Number of LOCs influenced per configuration vari-
able
Figure 4.7 Distribution of (a) files, (b) code blocks and (c) LOCs influenced per configuration
variable
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While mapping features, statements in the maybe category are identified as being poten-
tially part of a feature’s implementation. Statements are classified in this category because
the conditions that control their execution are complex to analyze statically. Thus, we chose
to identify these statements as potentially executed and leave it to the user to decide whether
they are pertinent for a specified set of features. This choice was made so that our feature
mapping remains conservative: some identified code may not be related to a feature, but all
the code related to a feature is identified. This imprecision could be lessened by improving
the analysis of control statements.
Many existing feature mapping approaches in the literature use a combination of static
and dynamic analysis by combining IR and execution traces of test scenarios. Running tests
can be very expensive for some software. This is especially true in the case of embedded
and avionics systems, for which running test scenarios can be complex because of limited
resources and timing issues. Our approach offers a less expensive approach to feature lo-
cation. Moreover, given that parsers are available for many programming languages, the
effort required to analyze a significant system is relatively low since our technique is entirely
automated.
Using IR approaches on some systems can also give unreliable results, since the granularity
of IR methods in published literature is usually at function level. This means that features
implemented in specific sections of a function would not be mapped precisely. For legacy
systems in which functions can sometimes have thousands of lines of code, this imprecision
can be problematic. The granularity of our approach is at statement level: this allows us to
locate features precisely among the source code.
We believe the approach presented in this paper is useful and easy to apply for most
dynamically configured software systems. While in many cases dynamic or mixed approaches
can give better results than a fully static approach, our technique has the advantage of giving
results with minimal effort and expense by using only the source code as input. Moreover,
it can be used in situations where dynamic approaches cannot be used because of the effort
required.
Applying our feature location technique to a real avionics system, the FMS, gave us some
interesting information about the system. Our interprocedural analysis revealed that features
were rarely implemented at function level, but rather were spread across multiple sections of
functions. Some features were also implemented across multiple, seemingly unrelated files,
which validates that a feature location technique can be useful for developers to efficiently
locate where features are implemented.
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4.7.1 Limitations
The main limitation of the feature location technique presented here is that our analysis
is based on evaluating the influence of software variables on control statements. This implies
that only features for which execution is controlled by a configuration variable, as found in
dynamically configured software, can be located. To locate features that are always active in
a software program, other approaches such as the ones based on IR would be needed.
The maybe category in which some CFG nodes are classified is another limitation of our
approach. This is caused by our analysis of boolean conditions found in control statements.
Preferably, the condition analysis should be improved in order to minimize the amount of
somehowPlus and somehowMinus properties assigned to configuration variables.
The way model checking is used in our methodology could also be seen as a limitation.
Since we do not do a power set analysis of configuration variables, our approach does not
consider the dependencies between the configuration variables during our analysis. Unfor-
tunately, because of the state explosion problem and the amount of configuration variables
contained in a software system, a power set analysis is not possible. For that reason, we pro-
pose a fast and feasible solution that analyzes each property of each variable independently,
which forces us to merge those results together.
4.7.2 Threats to Validity
For our study, there are three primary sources of threat to the validity of the results:
construct validity, internal validity and external validity.
Threats to construct validity concern the extent to which the methodology measures what
was intended. In our case, the threat comes from three main sources.
The proposed approach considers all features to be independent from one another. Since
the analysis is done independently for each feature, our approach cannot detect and consider
dependencies between configuration variables. Our GUI allows the user to select his desired
configuration variables, but there is currently no consideration of possible relationship be-
tween features. For example, there is no indication that two features must never be activated
at the same time, or that two features are codependent.
The system we analyzed has some functions called dynamically through constant function
pointers. However, they are all part of the UI and could be ignored in our case, since
our industrial partners determined the UI was irrelevant for their reengineering objectives.
Analyzing a system that contains function pointers would require determining which functions
each function pointer can possibly call. For constant function pointers, this can be determined
by analyzing the source code. However, if function pointers are not constant, pointer analysis
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techniques [2, 59] would have to be used.
Our current analysis does not consider assignments of configuration variables to other
variables that are not configuration variables. For the system under study, those occurrences
are currently ignored, which implies that it is possible that some conditions that use con-
figuration variables indirectly were not analyzed. This could result in incomplete feature
mapping for some features of the system. The use of slicing and flow analysis could be used
to resolve this issue.
Threats to internal validity concern the extent to which conclusions about causal rela-
tionships can be made. These threats usually appear when the independent variable, in our
case the features of the software, is manipulated.The internal validity of our study is not
threatened because we have not manipulated the independent variable.
Threats to external validity concern the extent to which our results can be generalized. So
far, our approach has only been evaluated on one large industrial system written in C. Though
we were able to successfully map features to the code implementing them for this system, we
cannot generalize our findings for more systems. Moreover, the entire methodology has not
been assessed for other programming languages.
4.7.3 Future Work
Future work will focus on improving the precision of our results by extending our method-
ology. It would be possible to improve our condition analysis by subdividing complex control
statement expressions into more groups, thus allowing for a more precise analysis of these
expressions. The use of pointer analysis to consider function pointers would also allow our
interprocedural analysis to cover entire software systems. Another possible improvement
would be to use slicing and flow analysis to consider assignments of configuration variables
to other variables during our analysis.
Analyzing the interdependencies between configuration variables, and thus features, would
also be very interesting for program comprehension purposes. Results from our model checker
contain the necessary information to assess the dependencies between variables. However, ob-
taining the interdependencies would require assessing each possible combination of variables,
which is hardly feasible because of the amount of configuration variables found in dynamically
configured software. Future work could include interpreting those model checking results to
obtain pertinent interdependencies between features.
Our approach currently uses variables to distinguish among features. Future work will
extend our feature location technique by using configuration patterns to distinguish among
features, with variables being the simplest configuration patterns. Configuration patterns
could include function calls and aspects, for example. Such an extension would allow our
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static analysis approach to be applicable to more systems.
Evaluating our methodology on other dynamically configured software is also of interest,
as is comparing our static analysis feature location technique with dynamic analysis and IR-
based approaches. Combining our approach with others could also lead to some novel ideas
for feature location.
4.8 Conclusion
In this paper, we have presented a new approach to locate features in dynamically con-
figured software using static analysis and model checking. We evaluated our technique on an
industrial Flight Management System written in C.
The control statements of the FMS using configuration variables were analyzed and an
annotated inter-procedural CFG was generated using a C parser. Model checking automata,
four for each of the 629 configuration variables, were generated from the CFG. Model checking
results for each automaton were then merged to locate the features related to each configu-
ration variable in the source code.
Our technique was able to correctly locate features in the FMS. Moreover, we evaluated
the distribution of features across the source code. While most features are typically located
in a few files, it was found that some are distributed among a very large part of the system.
We observed that 50 features are implemented with more than a thousand LOCs, whereas
25 features are implemented across more than 20 different files.
The repartition of some features of the FMS leads us to believe that our feature location
approach is helpful for program comprehension. This is especially true for legacy avionics
systems such as the FMS since their size and complexity can make them hard to comprehend.
Better program comprehension can also be of great help for reengineering purposes, which is
one of the objectives of our research project.
Future work will focus on improving the methodology to obtain more precise results.
Analyzing the interdependencies between configuration variables based on our model checking
results would also be very interesting for program comprehension purposes. While most
existing work on feature location in the literature has focused on dynamic approaches, we
believe that in some cases, feature location techniques based on static analysis are of interest
for software maintenance and evolution because of their execution speed and affordability.
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4.9 Appendix: Truth Table for Classifying CFG Nodes
Table 4.5 shows the full truth table that can be obtained by applying equations 4.11
to 4.15 on the reachability profile of each of the four properties.
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Ce chapitre contient une dicussion ge´ne´rale sur les recherches effectue´es. On y retrouve
d’abord une courte discussion, comple´mentaire a` celle de l’article du chapitre pre´ce´dent, sur
la technique de localisation de fonctionnalite´s par analyse statique. Par la suite, l’impact
des travaux effectue´s est analyse´e d’abord par rapport au projet de recherche dans lequel les
travaux pre´sente´s ici s’inscrivent, puis par rapport au domaine de l’avionique. Enfin, quelques
possibilite´s de recherches futures sont explore´es.
5.1 Localisation de fonctionnalite´s par analyse statique
La me´thode de localisation des fonctionnalite´s par analyse statique pre´sente´e au chapitre
pre´ce´dent est particulie`rement inte´ressante pour les logiciels configure´s dynamiquement. Pour
ce type de syste`mes, les approches existantes d’extraction de mode`les de SPL sont inutili-
sables, puisque celles-ci se basent sur la comparaison de plusieurs logiciels entre eux. De plus,
pour certains types de logiciels, notamment les syste`mes embarque´s comme on en retrouve
dans le domaine de l’avionique, les diffe´rentes me´thodes de localisation de fonctionnalite´s
base´es sur l’analyse dynamique ne peuvent eˆtre applique´es pour des raisons financie`res et
logistiques.
Pour re´soudre ce proble`me, une approche de localisation de fonctionnalite´s par analyse
statique permettant d’obtenir des re´sultats similaires aux techniques utilisant l’analyse dyna-
mique est pertinente. Il n’existe pre´sentement aucune approche comple`tement automatique
base´e sur l’analyse statique du code. Les seules techniques ayant e´te´ publie´es se basent sur
le parcours manuel d’un graphe repre´sentant le flot d’exe´cution du logiciel, ce qui prend un
temps conside´rable si plusieurs fonctionnalite´s doivent eˆtre identifie´es inde´pendemment.
Contrairement aux techniques existantes utilisant l’analyse statique, notre technique de
localisation de fonctionnalite´s pre´sente´e au chapitre 4 est comple`tement automatise´e. Il s’agit
d’une caracte´ristique particulie`rement avantageuse, puisque meˆme les approches dynamiques
publie´es ne sont pas comple`tement automatise´es e´tant donne´ qu’elles ne´cessitent la construc-
tion manuelle de plusieurs sce´narios de tests. Notre approche statique permet de se´lectionner
un ensemble X de variables de configuration du logiciel afin d’identifier le code de´pendant de
cet ensemble de variables. Dans un syste`me configure´ dynamiquement typique, chacune de ces
variables controˆle l’exe´cution d’une fonctionnalite´ du syste`me. Les sections dont l’exe´cution
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est de´pendante de la valeur des variables dans X sont facilement identifiables, ce qui permet
de relier rapidement les diverses fonctionnalite´s du syste`me au code les imple´mentant.
L’approche de´veloppe´e dans nos recherches a l’avantage de pouvoir ge´ne´rer tre`s rapide-
ment les re´sultats de´sire´s par un utilisateur quelconque. En effet, puisque notre me´thode se
base sur la fusion de re´sultats provenant d’un model checker, la se´lection de variables de
configuration par l’utilisateur ne fait qu’indiquer quels re´sultats seront fusionne´s entre eux.
Tandis que que l’e´tape de model checking peut ne´cessiter quelques heures d’exe´cution pour un
syste`me de grande taille, la fusion des re´sultats afin de de´terminer le code relie´ a` un ensemble
de variables de configuration s’effectue en quelques secondes. Une fois les re´sultats du model
checking en main, il est donc possible d’obtenir de fac¸on presque instantane´e le code relie´ a`
n’importe quelle fonctionnalite´ dont l’exe´cution est controˆle´e par une ou plusieurs variables
de configuration.
Malgre´ tout, notre approche base´e sur l’analyse statique pre´sente quelques de´savantages
par rapport aux me´thodes existantes. Elle est notamment plus complexe a` imple´menter, car
elle ne´cessite trois outils diffe´rents permettant d’extraire le CFG a` partir du code source,
d’effectuer le model checking ne´cessaire et de fusionner les re´sultats obtenus afin de localiser
le code pertinent. Advenant le cas ou` aucun de ces outils n’est de´ja` disponible, un effort
non ne´gligeable de programmation doit eˆtre effectue´. Toutefois, il est a` noter que les tech-
niques utilisant l’analyse dynamique peuvent elles aussi ne´cessiter un effort important de
programmation afin d’e´crire tous les cas de test ne´cessaires a` l’identification des fonctionna-
lite´s de´sire´es.
Un autre inconve´nient de notre approche statique est l’incertitude de certains re´sultats
cause´e par l’analyse des conditions du code source. E´tant donne´ que certaines conditions
sont tre`s complexes, il peut eˆtre difficile d’e´valuer avec pre´cision l’impact qu’a la valeur d’une
variable implique´e dans la condition sur le flot de controˆle du programme. Dans cette situa-
tion, notre approche effectue un choix conservateur en se contentant simplement d’affirmer
que le flot de controˆle relie´ a` une condition complexe peut avoir e´te´ influence´ par une va-
riable de configuration implique´e dans la condition. Ceci implique que lors de la consultation
des re´sultats, l’utilisateur doit juger de la pertinence des sections du code identifie´es comme
e´tant potentiellement influence´es par l’ensemble de variables de configuration se´lectionne´. Les
me´thodes de localisation de fonctionnalite´s utilisant l’analyse dynamique ne pre´sentent pas
cet inconve´nient, puisque leurs re´sultats se basent sur l’exe´cution du logiciel et non pas sur
une pre´diction de son comportement.
Un dernier de´savantage de la technique de´veloppe´e dans nos recherches est qu’elle n’est
applicable que pour un ensemble restreint de syste`mes logiciels. L’approche propose´e e´tant
base´e sur l’analyse de l’impact de diffe´rentes variables sur le flot de controˆle du logiciel, il
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est ne´cessaire que l’exe´cution des fonctionnalite´s a` identifier soit pilote´e par des variables de
configuration. De tels syste`mes configure´s dynamiquement existent, mais a` notre connais-
sance, il n’existe aucune statistique quant a` leur nombre et leur re´partition.
La me´thodologie de localisation de fonctionnalite´s par analyse statique n’en e´tant qu’a` sa
premie`re ite´ration, plusieurs ame´liorations pourraient e´videmment lui eˆtre apporte´es. L’exac-
titude de nos re´sultats pourrait eˆtre ame´liore´e en peaufinant l’analyse des conditions com-
plexes. Une approche possible serait de sous-diviser ces conditions en quelques sous-groupes
dont certains seraient analysables : ceci permettrait de diminuer la quantite´ de conditions
juge´es comme e´tant complexes.
E´tant donne´ l’utilisation de model checking, une quantite´ importante d’information est
disponible pour chaque proprie´te´ de chaque variable de configuration. Les formules propose´es
n’utilisent que les proprie´te´s pouvant eˆtre atteintes de´finitivement (definitely) afin de localiser
le code relie´ aux diffe´rentes variables de configuration. Or, il est possible que de l’information
inte´ressante pour les de´veloppeurs du logiciel puisse eˆtre calcule´e via les re´sultats complets du
model checking pour les diffe´rentes proprie´te´s. Selon les besoins des de´veloppeurs du logiciel
analyse´, davantage d’information pourait donc eˆtre obtenue a` partir de notre me´thodologie.
Enfin, il serait pertinent de pouvoir de´terminer les relations existantes entre les va-
riables de configuration. Il est possible que l’exe´cution de certaines fonctionnalite´s soit en fait
controˆle´e par plusieurs variables, ou encore que certaines fonctionnalite´s soient pre´requises a`
d’autres. Pre´sentement, un utilisateur peut se´lectionner un ensemble de variables de configu-
ration pour voir le code relie´, mais la se´lection d’un ensemble pertinent ne´cessite une bonne
connaissance du logiciel analyse´. Or, les re´sultats obtenus via notre e´tape de model checking
contiennent l’information ne´cessaire pour de´terminer les relations entre les variables de confi-
guration : il serait donc tre`s pertinent d’ame´liorer la me´thode en identifiant ces relations.
Ce proble`me est toutefois complexe, car la quantite´ de variables et la grosseur du syste`me
analyse´ rend un algorithme non optimise´ inutilisable.
5.2 Impact sur le projet de recherche
Les recherches pre´sente´es ici sont la premie`re e´tape d’un projet de recherche visant a`
effectuer la re´inge´nierie d’un syste`me avionique afin d’utiliser le de´veloppement dirige´ par les
mode`les et des me´thodes formelles. La me´thodologie de localisation des fonctionnalite´s par
analyse statique vise a` fournir l’information pertinente pour aider a` la re´inge´nierie du logiciel
et a` la construction de mode`les de SPL. Dans le cas du FMS, e´tant donne´ que l’e´tape de
re´inge´nierie du logiciel inclut le passage d’un langage de programmation proce´durale vers le
paradigme oriente´ objet, ces taˆches ne peuvent eˆtre effectue´es de fac¸on automatique avec les
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technologies actuelles, d’ou` la pertinence d’un outil permettant d’assister les inge´nieurs en
charge du projet.
Afin d’effectuer une re´inge´nierie comple`te du code tout en conservant la richesse algorith-
mique du FMS, il est ne´cessaire d’identifier les algorithmes cle´s imple´mentant les diverses
fonctionnalite´s critiques du syste`me. Pour un syste`me de grande taille en de´veloppement de-
puis plusieurs anne´es, la localisation manuelle de ces algorithmes peut prendre beaucoup de
temps. L’approche de localisation des fonctionnalite´s que nous proposons permet de rapide-
ment identifier le code relie´ aux fonctionnalite´s d’un syste`me. Dans le cadre d’une re´inge´nierie,
ce code peut ensuite eˆtre rapidement extrait et place´ dans une classe repre´sentant la fonc-
tionnalite´ imple´mente´e. Pour une re´inge´nierie globale d’un logiciel, le gain en temps obtenu
graˆce a` notre outil peut donc eˆtre conside´rable.
Pour appliquer le MDD tout en utilisant une SPL, il est pre´fe´rable que chaque fonctionna-
lite´ soit imple´mente´e par sa (ou ses) propre(s) classe(s). Ainsi, en baˆtissant une architecture
approprie´e, il devient alors possible de se´lectionner des fonctionnalite´s au niveau du mode`le
de SPL et de ge´ne´rer le code du produit approprie´ en incluant les classes relie´es a` chaque
fonctionnalite´ se´lectionne´e. L’approche de localisation des fonctionnalite´s que nous propo-
sons peut donc eˆtre utile afin de baˆtir les classes ne´cessaires pour chaque fonctionnalite´.
Ces classes pourront ensuite eˆtre relie´es aux diffe´rents e´le´ments du mode`le de SPL afin de
permettre l’utilisation du MDD.
La prochaine e´tape du projet de recherche est de de´finir le type de mode`le de SPL qui
sera utilise´, puis d’effectuer une re´inge´nierie du logiciel tout en baˆtissant un premier mode`le
de SPL du syste`me. Les re´sultats de notre me´thodologie applique´e au FMS seront utilise´s
pour guider ces taˆches.
5.3 Impact en avionique
En plus des applications pour notre projet de recherche en particulier, la me´thode de
localisation de fonctionnalite´s de´veloppe´e peut eˆtre pertinente pour plusieurs syste`mes pour
lesquels l’analyse dynamique n’est pas possible. Ces syste`mes incluent notamment plusieurs
logiciels du domaine de l’avionique ainsi que certains syste`mes embarque´s. En utilisant notre
me´thodologie et une de´marche analogue a` celle de notre projet de recherche, il serait possible
d’offrir du support a` diverses activite´s de re´inge´nierie touchant ce type de logiciels.
Un autre impact important de notre me´thodologie se situe au niveau de la compre´hension
de programme. De par leur complexite´, il peut eˆtre assez difficile de rapidement comprendre
le fonctionnement d’un logiciel avionique de grande taille. De plus, malgre´ l’aˆge de certains
de ces syste`mes, ceux-ci continuent d’e´voluer et leur code doit donc eˆtre modifie´ fre´quemment
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afin de s’adapter a` de nouveaux requis. En permettant de rapidement localiser le code relie´
aux fonctionnalite´s du syste`me, notre approche par analyse statique permet aux de´veloppeurs
de pouvoir concentrer leurs efforts de compre´hension sur les sections du code pertinentes a`
leur proble`me.
5.4 Travaux futurs
Plusieurs travaux de recherche sont a` envisager afin de parfaire la localisation de fonc-
tionnalite´s par analyse statique. Tout d’abord, tel que mentionne´ pre´ce´demment, il serait
pertinent d’augmenter la pre´cision des re´sultats obtenus en ame´liorant l’analyse des condi-
tions complexes. L’utilisation d’analyses de flux afin de conside´rer la propagation de variables
a` travers le code serait aussi pertinente. En effet, l’approche actuelle ne tient pas compte des
variables de configuration dont la valeur serait attribue´e a` des variables temporaires, qui elles
peuvent eˆtre utilise´es dans des conditions du code source. L’ajout d’une analyse de pointeurs
lors de la ge´ne´ration du CFG serait e´galement un atout, puisque cela rendrait la me´thodologie
applicable sur les syste`mes logiciels utilisant des pointeurs de fontions dynamiques.
Tel que cela a e´te´ effectue´ avec certaines techniques existantes, il serait inte´ressant de
comparer nos re´sultats avec ceux obtenus par d’autres approches de localisation de fonction-
nalite´s, notamment les approches dynamiques. De plus, il pourrait eˆtre inte´ressant d’incor-
porer a` notre approche certains aspects des autres types de me´thodes, comme celles base´es
sur l’IR ou l’analyse dynamique, afin de comple´ter ou valider les re´sultats de notre analyse
statique.
L’approche que nous proposons n’a e´te´ teste´e que sur un seul syste`me programme´ en C.
Bien que la me´thodologie soit the´oriquement valable pour n’importe quel logiciel proce´dural,
des travaux futurs pourraient appliquer la me´thodologie sur d’autres logiciels, potentiellement
programme´s dans d’autres langages que le C.
Enfin, il serait inte´ressant d’essayer d’e´tendre la me´thodologie afin qu’elle soit applicable
pour des logiciels oriente´s objet. Pour traiter de tels syste`mes, il faudrait prendre en compte
le polymorphisme et l’he´ritage. Une solution relativement simple pourrait eˆtre de modifier
l’aspect interproce´dural du CFG du logiciel afin de faire pointer chaque appel de fonction
pertinent a` toutes les fonctions possibles. Une telle solution ajouterait toutefois beaucoup





Les travaux pre´sente´s ici atteignent les trois objectifs propose´s initialement. Graˆce au
de´veloppement d’une me´thode de localisation de fonctionnalite´s par analyse statique, il nous
a e´te´ possible de localiser avec pre´cision l’endroit dans le code source ou` diverses fonctionna-
lite´s sont imple´mente´es au sein d’un logiciel configure´ dynamiquement. Cette localisation de
l’imple´mentation de fonctionnalite´s se base sur la fusion des re´sultats obtenus en appliquant
du model checking sur diverses proprie´te´s des variables de configuration d’un syste`me logiciel.
Notre me´thodologie a e´te´ applique´e avec succe`s sur le FMS, un syste`me de gestion de
vol fourni par CMC E´lectronique. Le syste`me entier a e´te´ analyse´ et les diverses fonction-
nalite´s du FMS ont e´te´ localise´es avec succe`s. Les re´sultats obtenus suite a` notre analyse
sont pre´sentement utilise´s afin d’aider a` la re´inge´nierie du FMS. Cette re´inge´nierie est l’e´tape
suivante du projet de recherche dans le cadre duquel notre technique de localisation de fonc-
tionnalite´s a e´te´ de´veloppe´e.
En analysant les re´sultats obtenus pour le FMS, la distribution des fonctionnalite´s du
FMS au sein du code source a e´te´ obtenue. La quantite´ de fichiers, de blocs de code et de
lignes de code relie´s a` chaque fonctionnalite´ a e´te´ pre´sente´e et une courte analyse des causes
de ces re´sultats a e´te´ effectue´e.
L’approche de localisation de fonctionnalite´s par analyse statique pre´sente´e dans nos
recherches est applicable pour les logiciels configure´s dynamiquement. Diverses contraintes
rendent ce type de syste`me difficilement analysable dynamiquement, ce qui rend pertinent
l’utilisation de l’analyse statique. Les re´sultats obtenus ont une moins grande pre´cision que ce
qui peut eˆtre obtenu via des me´thodes utilisant l’analyse dynamique ou des me´thodes mixtes.
Toutefois, notre me´thode pre´sente l’avantage d’eˆtre rapide et comple`tement automatise´e pour
des logiciels de grande taille.
A` court terme, il serait inte´ressant d’appliquer la localisation par analyse statique a`
de nouveaux syste`mes afin de s’assurer de sa portabilite´. Une comparaison formelle des
re´sultats obtenus avec ceux des autres techniques serait aussi inte´ressante. L’ame´lioration
de la pre´cision de la technique via une meilleure analyse des conditions du programme et le
traitement de pointeurs de fonctions serait aussi a` conside´rer. Enfin, la modification de la
technique afin de pouvoir l’appliquer a` des syste`mes oriente´s objets pourrait fournir un outil
de compre´hension du code extreˆmement puissant pour les de´veloppeurs de logiciels modernes.
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