Abstract-Migrating to higher frequencies using millimeter wave (mmWave) signaling will expand the networks capacity to satiate the current demand for higher throughput. However, the overhead cost required for a centralized scheduler to function in an mmWave network quickly becomes intractable as user and access point (AP) density increase. Alternatively, a decentralized approach where users in mmWave networks opportunistically transmit may greatly benefit from a higher AP density. Taking advantage of the AP diversity projected for mmWave networks a user may sequentially probe APs before selecting a destination AP for transmission. An opportunistic user in an mmWave network must balance the benefit of AP diversity against the overhead cost. We present an mmWave opportunistic network model encompassing the probability of an AP becoming unavailable and the cost of initial access. Our optimal opportunistic strategy is a set of thresholds, which are computable a priori. Bounds on average overhead, delay and throughput of our strategy are also presented. Via numerical analysis, we show that at finite and relatively small probings our proposed strategy outperforms practical alternatives.
increasing beamforming gains. A benefit of mmWave devices is that, for a fixed antenna gain, antenna form factor decreases proportionally with frequency. A 4 × 4 antenna array at 28 GHz and half wavelength spacing would occupy an area of 1.5cm×1.5cm, which is roughly the same area of a single 2.4 GHz antenna. Thus, mmWave devices can leverage highly directional beamforming to overcome path loss [7] .
To enable beamforming, a user and an access point (AP) go through an initial access phase which establishes the physical link by obtaining channel knowledge and selecting an appropriate beamform. Beam selection procedures proposed and evaluated in [7] [8] [9] [10] produced relatively efficient access methods with a small, yet non-negligible, overhead. Analysis in [11] shows that the initial access overhead can range from tens to hundreds of milliseconds. The impact of beam selection overhead on the throughput of a mmWave network was studied in [12] , and more generally reconfiguration delay (e.g. initial access) was shown to reduce the stable throughput region [13] .
To exploit mmWave networks one should carefully limit just how much overhead cost can be had before committing to establishing a single mmWave transmission.
Blockage may be avoided by a dense AP deployment, which also improves network coverage [14] . Throughput scaling of a multi-tier mmWave network can be achieved despite blockage via a sufficiently dense AP deployment [15] . Adding APs increases transmit diversity, thus increasing the likelihood of finding a non-blocked AP and in turn increasing throughput. Analysis on the coverage-rate tradeoff for a mmWave network with blockage was conducted in [16] . Work in [17] presents a computationally complex optimization that leverages density to relay around blockage. A mmWave network utility maximization model is presented in [18] where tractability is gained by upper and lower bounding the impact of interference. Work in [19] considers users, APs, and back-haul links operating in mmWave and proposes various scheduling algorithms. However, scheduling a dense network is daunting, considering that broadcast messages may go unheard due to high path loss [20] and the required network density [21] may lead to insurmountable network overhead.
Increasing AP density to avoid blockage heavily burdens mmWave scheduling attempts. To avoid the control overhead associated with scheduling, we propose a decentralized optimal opportunistic transmission strategy that exploits AP diversity in mmWave networks. Opportunistic strategies wait for the right opportunity to occur before transmitting. Previous work has considered opportunistic strategies for lower GHz frequencies [22] . Work by [23] proposed a sequential channel probing until the signal-to-noise-ratio exceeded a threshold, where the threshold was independent of the number of 0733-8716 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. channels already probed. Similarly, [24] and [25] propose opportunistic strategies for throughput maximization with fairness considerations. In [26] and [27] delay constraints are applied to opportunistic approaches to satisfy unique service requests. Optimal probing order in opportunistic strategies was investigated in [28] , where it was shown that probing channels in descending order of the expected rate are not optimal for certain network scenarios, such as when adaptive modulation is available. Previous work modeled opportunistic communications as the well-studied optimal stopping problem without recall [29] ; where "stopping" is analogous to transmitting, and "recall" to being able to transmit on a previously probed channel. Previous work also often assumes an infinite horizon, meaning an infinite number of probings are available provided that a user waits for channel conditions to change completely before probing again. However, 5G specifications focus on low latency communications [3] , [30] . Probing ad infinitum is untenable for any delay-conscious user. Work in [31] assumed a probed channel could be recalled at present or transmissions can occur on an unprobed channel, yet interference and blockage can impede recall and the need of directional transmissions makes probing a necessity in mmWave wireless networks.
We consider a network where a user will only probe APs a limited number of times, fixing a hard limit on delay before transmitting while leveraging mmWave AP diversity. A user may recall a previously probed AP as the intended destination for a transmission. Conscious of the probability of blockage and the probability of another user transmitting to a previously probed AP, we assume these APs may be available or unavailable to the user in the future with some known probability. To fully exploit channel diversity present in wireless networks it is not sufficient to sequentially probe available channels; rather we must be ready to utilize a previously probed channel. Exploring the future should not deprive us of what has been gained in the past. Our work, unlike previous work on opportunistic communications, fully exploits channel diversity and incorporates the probability that previous channel being unavailable upon recall to model the random nature of wireless networks. Our previous work [32] , we proposed a throughput optimal opportunistic strategy in a mmWave network with finite APs by modeling the decision as an optimal stopping problem with unreliable recall.
Our preliminary work in [32] presented a simple model with limited application. Our current work uses a more general model to encompass fixed transmission time and fixed time for probing and transmission. Additionally, we present various properties of the optimal thresholds which were not part of our earlier work and show how our general model covers previous work as corner cases. Presented threshold properties allow for a better understanding of the stopping strategy and may simplify required computations. Furthermore, the present work includes bounds on the average delay, overhead, and throughput performance of the proposed optimal strategies.
We take a new look at the opportunistic access strategies to consider AP diversity and unavailability of previously probed channels, both key properties of mmWave networks. We propose to unchain from a centralized scheduler which greatly taxes network resources, and instead promote the use of optimal opportunistic access which can unleash the throughput needed for future mmWave networks.
II. NETWORK MODEL
Consider a dense wireless network operating in mmWave frequencies such that transmissions are directional and the probability of blockage is non-negligible. User devices and APs have multiple antennas and beamforming capabilities. While antennas may be plentiful on mmWave devices, user devices are limited to a single RF chain due to space and power constraints. Therefore, users are capable of transmitting to only one AP at a time while APs may establish multiple simultaneous transmissions (e.g. multi-user beamforming). No centralized coordination exists between users, or between users and APs; thus users opportunistically transmit to an AP.
An arbitrary user in the network with the intention to transmit must select one AP out of N APs in communication range. 1 A dense network deployment, as required for mmWave networks [1] [2] [3] , allows the assumption 1 ≤ N. We consider the uplink scenario, but our model is applicable for downlink. The value of N can be known to the user via a discovery algorithm, or if APs have fixed locations known to a locationaware user [30] . A probing phase, which includes a beam selection algorithm [7] [8] [9] [10] , is required to establish a transmission from a user to any AP. Without loss of generality, label the APs according to the order in which they are probed by the user, e.g. AP 1 is probed first. Define such a labeling as a probing order and mathematically as the ordered set N = {1, . . . , N} with n ∈ N. Obtaining an optimal probing order for our model can be obtained in a manner similar to that presented in [28] .
To establish a transmission a user probes an AP to learn channel conditions and execute a beam selection algorithm. A beam selection algorithm searches for an adequate beam width to enable a highly directional transmission. Define the overhead cost δ n as the total amount of information transmitted during the probing and beam searching phases when probing AP n. Note that δ n depends on the number of available beam widths and the selected beam searching method [12] , [16] . The available beam widths in turn depend on the number of available antennas at an AP. Define the lower and upper bounds in overhead cost, respectively, as δ min and δ max , such that 0
Considering that during the beam selection phase time intervals elapse where no information is transmitted (e.g. SIFS), we must model the temporal duration of the probing and beam selection period to adequately capture the overhead burden. Define γ n as the total time duration of the probing and beam selection phases when probing AP n. Furthermore, define the lower and upper bounds of γ n , respectively, as γ min and γ max , such that 0 ≤ γ min ≤ γ n ≤ γ max < ∞ ∀ n.
A user must probe at least one AP, but the user is not required to probe all N APs. Users can be strongly motivated to probe more APs if the transmission rate to a probed AP is considerably low. We consider the information theoretic rate as an upper bound to a practical transmission rate. Define the transmission rate from an arbitrary user to AP n as
where N is the noise power and h n the channel gain. P n is the received power defined as
where P is the transmit power, d n is the distance from user to AP n, α is the path loss exponent, while g 0 and g n correspond to, respectively, user and AP beamforming gains. Under a flat-top model and assuming aligned beam directions between user and AP, we define the beamforming gain as [33] 
where η n is the beamforming efficiency and φ n is the beam width of AP n. Define the lower and upper bounds to the beam width, respectively, as φ min and φ max such that φ min ≤ φ n ≤ φ max ∀ n. Note g 0 follows a similar definition as (3), with appropriate notational changes. A higher value of φ n can be achieved if the AP uses more antennas to transmit to the user. Beamwidth is non-decreasing with the number of served users, e.g. φ min may be available to a user if no other user is being served by an AP, but φ min may not be available if more users are being served.
Beam width φ n depends on the employed beam searching method. For example, a non-exhaustive beam search may terminate with a beam width φ n > φ min at an overhead cost δ n < δ max . We assume that the rate r n is a monotonic nondecreasing function of δ n . A network example with graphical representation of φ n is shown in Fig. 1 . Note γ n ≥ δ n r base where r base is the base rate at which overhead bits are transmitted, and the inequality follows from time periods without transmission during beam searching, e.g. SIFS periods. Unless otherwise noted, we assume a priori known δ n , γ n ∀ n.
After n probings, distinguish APs labeled k ∈ {1, . . . , n −1} as previously probed APs. Define the act of transmitting to AP k as recalling. After n probings, there exists a probability that AP k is unavailable for recall. This probability exists due to three factors evoked from intrinsic properties of mmWave networks. First, due to network density there exists a probability that a previously probed AP has begun communicating with another user in the network and becomes entirely unavailable. For example, the collision probability at the MAC layer of a mmWave network was mathematically modeled and analyzed via simulations in [34] . Second, after n probings the rate r k may be unavailable due to interference present in mmWave networks, e.g. nodes unaware of ongoing transmissions could themselves transmit and cause interference [20] . Third, and most critical in mmWave networks, the link may be unavailable due to blockage, e.g. [35] showed up to a 40 dB of attenuation due to the presence of a human body between transmitter and receiver, and [5] showed blockage due to user movement can reduce the rate r k to zero. The combination of these three effects leads us to consider that the rate of previously probed APs may become unavailable. The realization of any one of these events is sufficient for AP k to become unavailable. A previously probed AP is unavailable with probability B such that 0 ≤ B ≤ 1 and available with probability 1 − B.
The mathematical model for blockage proposed in [14] could model B if blockage were the dominant effect in our network, e.g. if interference and competition did not take away the opportunity to transmit to a previously probed AP. In the noise-limited regime the pseudo-wired model from [36] proposes that the probability of interference in mmWave networks becomes negligible at large transmission ranges, yet such an assumption may not be applicable at all distances or network densities. We recognize that mathematical models have been proposed to capture different mmWave network phenomena impacting B, and emphasize that B = 1 when at least any one of the three aforementioned possibilities occur. Characterizing B requires a measurement campaign of a mmWave network or the union of previously proposed models, which are beyond the scope of our work. Our focus is on proposing a strategy to maximize the throughput of a mmWave network.
Detecting if AP k is unavailable requires far less time than obtaining r k , i.e. no beam training is required to that realize r k = 0. Thus we assume the time to learn if AP k is available after n probings is negligible. Note that B is the probability of a channel being unavailable, and not only the probability of a channel being in blockage. When a user is unable to transmit to a previously probed AP, the user will instead transmit to the last probed AP. Consequentially, we define the highest transmission rate as a function of the probing stage n as ρ n = max{ρ n−1 , r n } with probability 1 − B, r n with probability B,
where the dependence of ρ n on B is omitted to simplify notation and for completeness define ρ 1 = r 1 . Note we define ρ 1 = r 1 separate to (4) to adequately model ρ n as the highest transmission rate after n probings, i.e. after probing once there is only one rate available, i.e. r 1 and no recall is possible.
Note in (1) interference is implicit in the noise term N and B. The strategy we propose is not affected if interference at r k decreases after n probings, e.g. an interfering transmission ends, since if r k was good enough an opportunity for transmission then a higher value of r k is only a better opportunity. Alternatively, the case when interference at r k increases after n probings is covered by the use of B and ρ n .
We assume that statistical knowledge of the channel gains h n ∀ n are available to the user. The statistical distribution of the achievable rates depends on the statistical distribution of channel gains. Under our assumption that the statistical distribution of h n is known, the distribution of r n is known as well. Meaning that the cumulative distribution function F n and the derivative d F n are known, and E[r n ] can be calculated. Ultimately we are interested in the statistical distribution describing the achievable rates.
Our model is general enough to consider two transmission modes for mmWave networks. The first with fixed transmission time (e.g. as considered in [23] ), and the second with fixed time for, both, transmission and probing (e.g. as considered in [24] ). To model a fixed transmission time (i.e. once a decision to transmit is made the transmission lasts T seconds), we would redefine the total time duration of probing γ n to be independent of δ n by setting γ max = γ min = 0. Therefore the probing time is not accounted for mathematically and the entire time period T is available for transmission under the fixed transmission time mode. A fixed time for both transmission and probing, by assuming γ min > 0, is relevant for delay sensitive applications (e.g. transmission must end before T seconds). We can also limit the total amount of time spent in probing (i.e. the overhead) by fixing N to be a function of γ n , e.g. for T = 1 and γ n = 0.01 ∀ n, fixing N = 5 results in a 5% maximum overhead.
Similar to [23] , we focus on the total transmitted useful bits minus the overhead bits. Mathematically, define the achievable transmitted information after probing n APs as
where
An underlying assumption in (5) is that ρ n is available for t n seconds, which heavily relies on blockage not occurring during a transmission. To accommodate for blockage occurring during a transmission we would need to redefine the transmission rate as the expected rate depending on the probability of blockage occurring, e.g. E[r n ] = P(Channel n is not blocked)r n . Ideally, a user seeks to maximize their throughput. Realistically, a user only knows the transmission rates of n APs, but does not know the future or what rate AP n + 1 may offer. Therefore, a user aims to maximize the average effective throughput by deciding when to stop probing APs, i.e.
An opportunistic strategy transmits after n probes if the "right opportunity" is present, e.g. r n is sufficiently large. The "right opportunity" is a threshold which depends on what is available now and what is available in the future. A transmission occurs when an observation meets or exceeds the threshold. An optimal opportunistic strategy solves (6) .
If all N APs are always available (i.e. B = 0), then a user could exhaustively probe all APs before selecting the AP with the highest transmission rate at a cost of
An exhaustive strategy gains full knowledge of the network (i.e. learns r n ∀ n) at a potentially prohibitively high overhead. If 0 < B ≤ 1, an exhaustive probing strategy cannot guarantee the highest transmission rate since a previously probed AP may be unavailable.
As an example, consider a cautious user probing one AP and finding t 1 r 1 < t 2 E[r 2 ] − δ 2 . Meaning, the user expects that transmitting to the second AP is better even at the cost of δ 2 . Assume the user probes AP 2 and finds t 2 r 1 > t 2 r 2 . Should the user have based the decision to transmit only on the expected rate to the next AP? No, the user should consider the expected rate of the next AP and that the following APs may offer a sufficiently high rate to compensate the cost and risk of probing one more AP.
In the following section, we show that an optimal solution exists for (6) in the form of a threshold strategy. The thresholds depend on fixed network parameters and can be computed a priori, removing the computational burden from users. Thus, mmWave users need not be burdened by computations and can leverage the necessary AP density in future mmWave networks via a simple threshold based transmission strategy.
III. OPTIMAL STOPPING
We begin by describing stopping problems and how they relate to opportunistic transmissions. Then, we show how conditions necessary for the existence of optimal solutions in (6), are present in our model. Finally, we present our optimal strategy as a set of optimal thresholds which can be computed a priori if network statistics are available.
For a simple understanding of a stopping problem, consider a hypothetical game where a six-sided die can be rolled at most a finite number of times. In this game you receive a payoff equivalent to the face value of the die whenever you decide to stop rolling or you run out of rolls. If many rolls are available, a good strategy would be to stop only if you see the largest face value. As the number of available rolls decrease, a better strategy might be to stop if you see any of the largest two face values. If very few rolls are available, then a good strategy might be to stop only if you see a face value equal or higher to the expected face value. A stopping strategy mathematically defines the minimum value (i.e. threshold) that should be observed such that you decide to stop the game.
A stopping problem considers a sequential observation of random variable (RV) realizations where a decision to stop the sequence is based on a function of the realizations that have been observed. In our model, the realizations of RVs (i.e. the die rolls) are the transmission rates and occurrence of a previous AP being unavailable, the observation (i.e. learning the face value) translates to probing, the cost of a roll is the overhead, and the decision to stop is the decision to transmit.
The stopping problem references cited in [23] use i.i.d. assumptions, e.g. [37] covers stopping problems with an identically distributed assumption. An approach to stopping problems based on martingales does not require the RVs to be identically distributed [29] . We opt for the martingale approach to allow our model to be applicable even when the underlying distributions of r n are not identically distributed, thus applicable to a broader set of use cases for mmWave networks. We now establish the necessary mathematical formality to define a specific kind of martingales, called sub-martingales.
Define a sequence of RVs X n ∀ n ∈ N. In the following subsection we distinguish RVs by labeling with a super-index, i.e. X (i) n ∀ i ∈ {1, . . . , I } I ∈ Z + , yet for defining martingales the labeling is unnecessary and thus omitted. Each RV X n has an associated σ -algebra F n . The σ -algebra F n ∀ n is a subset of the universal set , i.e. ∪ n∈N F n ∈ . With a probability measure P n define the probability space { , F n , P n } which determines the distribution F n . Note the distributions F n ∀ n need not be identical.
Ultimately, our interest is in the sequence of pairs {X n , F n } n ∈ N to represent the stochastic nature of our problem. By defining X n ∀ n as a sequence of RVs we mean that F k ⊂ F n ∀ k < n ∈ N, i.e. as the sequence continues (n increases) the probability space of previous RVs is obtained. Since our construction has the sequence of RVs follow the ordered set N and F n as a subset of an algebraic structure, particularly the set , the σ -algebra F n is by definition a filtration. 2 Finally, a RV X n is said to be adapted to the filtration F n if X n is F n -measurable for each n ∈ N, thus as the sequence continues realizations of RVs are revealed since, for k < n, F n contains F k . In other words, at n we cannot see into the future yet we perfectly know the present and the
At sequence step n an instance of the RV X n is observed, i.e. E[X n |F n ] = X n . As the sequence progresses (i.e. probing continues) additional instances of the sequence pairs are obtained, e.g. X n+1 is observed with filtration F n+1 for which F n ⊂ F n+1 . Essentially the filtration F n corresponds to the knowledge obtained from n probings. One with a creative flair may think of F n as filtering out all randomness from X n .
We intend to use X n to model the combined stochastic nature underlying the achievable rate and the occurrence of blockage. Similarly, F n is intended to represent the knowledge gained after n probings. We should allow probing, and our sequence, to continue if we expect to gain from continuing. A sequence where we expect to gain from continuing said sequence is a sub-martingale. Formally, define a submartingale as a sequence of pairs {X n , F n } ∀ n ∈ N such that
• X n is an F n -measurable RV with finite first moment ∀ n,
The first two conditions essentially state that expectations are finite and that realizations of the random variables occur as the sequence progresses. The third condition states that, on average, the next realization is no less than the current realization.
Thus, probing should only continue if our probing sequence is a sub-martingale. Returning to our die example, if rolling the dice is a sub-martingale then you should continue rolling since the next roll is expected to increase your gain, e.g. a casino game from the perspective of the casino owner. For completeness, a martingale represents a dice game where, on average, after any roll you do not expect to gain or lose from additional rolls, i.e. X k = E[X n |F k ] ∀ k < n. A supermartingale is a game where you are more likely to lose than to win by continuing to roll, i.e. X k ≥ E[X n |F k ] ∀ k < n, a casino game from the perspective of the casino player.
Our optimal strategy defines the thresholds at which to stop probing, i.e. when a realization turns the sequence into a supermartingale. An optimal strategy exists if our objective function is a sub-martingale [29] . Thus, we move to show under which conditions (5) is a sub-martingale.
A. mmWave Effective Throughput as a Sub-Martingale
We first decompose (5) to an affine combination of submartingales. Then, we show that a weighted combination of sub-martingales is also a sub-martingale. Finally, conditions under which (5) is a sub-martingale are defined. As long as the throughput expected to be obtained from further probing is a sub-martingale, then probing should continue.
Throughput has a probability B of depending on previously probed AP k and a probability 1 − B of only depending on AP n. We expand n (ρ n ) into the weighted sum of two RVs B X (1) n +(1− B)X (2) n to model the two possible availability outcomes with X (1) n = max(ρ n−1 , r n )t n and X (2) n = r n t n −δ n with δ n = n i=1 δ i (1−B) . Essentially, X (1) n accounts for the probability of the previous best AP still being available and X (2) n accounts for the probability when recall is unavailable. Note that we aim for the sum of RVs to represent throughput, hence the overhead cost is only counted once, i.e. in X (2) n and not X (1) n . If (5) is a sub-martingale, then as shown in [29] an optimal stopping strategy exists for (6) . The following theorem states that if X (1) n and X (2) n are sub-martingales, then (5) is a submartingale.
Theorem 1: Let the non-negative RVs X (i)
n ∀ i ∈ {1, . . . , I } be adapted to the filtration F n with
n is a sub-martingale. Proof:
Where the inequality follows from the assumption that X
n . Now, we show under which conditions X (1) n and X (2) n are sub-martingales so that, by Theorem 1, the throughput is also a sub-martingale. Focusing on the third condition of submartingales we consider
(1) n since we assume the process is adaptive. Similarly
|F n ] − r n t n , (9) where the adaptive assumption allows E[X (2) n |F n ] = X (2) n . For the third condition of the definition of sub-martingales to hold, we require that E[ρ n+1 t n+1 ] ≥ ρ n t n for X (1) n and E[r n+1 t n+1 − δ n+1 1−B ] ≥ r n t n for X (2) n to be sub-martingales. For any δ n > 0 and B < 1, if X (2) n is a sub-martingale then so is X (1) n . Note that at B = 1 the sequence depends entirely on X (1) n . Considering γ n and δ n are bounded, a condition which is independent of statistics on antenna availability and probing time lengths can be obtained as
If we want to model a fixed transmission time independent of time spent probing then γ n = 0 ∀ n and (10) What if a sequence is no longer a sub-martingale? When a sequence is no longer a sub-martingale, then we expect no gain in throughput from probing the remaining APs. While the mathematics suggest that we only probe if ρ n is a submartingale, the engineering perspective dictates that the user must probe at least once. Therefore, after the first probe, the user can follow the mathematical suggestion to know when to continue probing and when to transmit. In the following section we show how to obtain optimal thresholds such that the user knows when to optimally stop the sequence.
B. mmWave Optimal Transmission Strategy
We now identify the smallest observed throughput values at which the sequence is still a sub-martingale. To solve (6) we leverage N being finite and principles of dynamic programming to find the optimal strategy via backwards induction. Essentially, we recursively solve sub-problems of (6) where the optimization variable is constrained to a smaller subset of N, and the solution of one sub-problem depends on the optimal solution of the sub-problems with an element-wise smaller subset of N.
After probing N APs the user has one option: transmit. Thus transmitting is optimal after N probings. Therefore, define the optimal threshold * N = 0 and consider that a transmission occurs after N probings if ρ N ≥ * N . We refer to the set of thresholds and decision rules for transmissions as a strategy, e.g. the optimal strategy after probing N APs is to transmit to the AP with the best available rate ρ N .
Next, consider a user that probed N −1 APs has an expected benefit of probing AP N and continuing optimally of (11) where is the highest available rate among unprobed APs, and the derivative of the cumulative distribution function d F N is with respect to . The overhead of probing up to stage n is canceled out by the overhead of probing up to stage n + 1. A user having probed N − 1 APs must decide to transmit and obtain throughput is the threshold at which any realization above * N−1 tells us that the sequence (i.e. probing) is no longer a sub-martingale thus we should not continue the sequence since we expect to lose, and below which the sequence is still a sub-martingale and the sequence should be allowed to continue since we expect to gain.
Mathematically, define the decision of a user following our proposed optimal strategy as
where if R n (ρ n ) = t n ρ n the user transmits, and if R n (ρ n ) = W n > t n ρ n the user probes. For completeness define W N = 0. Note W n is the maximum expected benefit of probing AP n + 1 and continuing optimally, i.e.
For n < N define the maximum expected benefit of probing AP n + 1 and continuing optimally as
, i.e. (6), the term W 0 is an abuse of notation since ρ 0 is undefined, i.e. without a single probing there is no available transmission rate. Note W n is a constrained sub-problem of (6) from which we obtain optimal thresholds via backwards induction as done above for * N and * N−1 . A user following our proposed optimal strategy decides to transmit after probing n APs if R n (ρ n ) = t n ρ n ≥ W n .
Define the smallest value of ρ n that satisfies the condition to transmit as * n (i.e. the sequence being a sub-martingale after n realizations) mathematically as * n = min{ : t n = W n }.
The probing sequence is no longer a sub-martingale whenever t n ρ n ≥ W n is observed. When a sequence is no longer a submartingale, the value of interest (i.e. throughput) is expected to decrease if the sequence continues. The use of a threshold n = * n will erroneously decide to stop when the sequence is still a sub-martingale or continue when the sequence is no longer a sub-martingale. On average, from the definition of sub-martingales the throughput achieved via n will be no greater than the throughput achieved via * n . Our proposed optimal strategy uses thresholds * n ∀ n. Note that optimality is in the stochastic sense meaning that on average using * n leads to higher throughput than the use of n .
For fixed δ n and γ n , e.g. δ n = δ ∀ n, thresholds * n can be computed a priori by solving (14) . When probing overhead is not known a priori the values of δ n and t n in (13) should be replaced with E[δ n ] and E[t n ]. Calculations of * n may be done by the user or offloaded to a remote processor. The proposed strategy is summarized in Fig. 2 .
IV. PROPERTIES OF THE PROPOSED STRATEGY
We show that thresholds are non-increasing with n, which in turn allows us to express (14) in a simpler form. Our proposed optimal strategy depends on computing * n which depends on how accurately B is measured. The value of B depends on many network factors, e.g. channel access procedures and mobility of blockage sources. Analyzing two corner cases for B leads to a lower bound on performance for our strategy when one inaccurately captures how intrinsic properties of mmWave networks impact recall capabilities.
Via induction we show that throughput threshold is nonincreasing with n. As a starting point we first show (15), as shown at the bottom of this page. Thus from induction assumptions R n (ρ) ≥ R n+1 (ρ) ∀ ρ combined with assumption that the process is a sub-martingale leads to W n ≥ W n+1 ∀ ρ. As before, from (14), we obtain t n * n ≥ t n+1 * n+1 which implies that the minimum amount of information that the user must be able to transmit so that a decision to stop probing occurs is non-increasing with n. Thus confirming that as more options are available in the future, we should be more demanding in the present. Knowing t n * n ≥ t n+1 * n+1 allows us to simplify (14) by constraining the feasible values of ρ such that ρ ≥ * n+1 without losing optimality. Constraining ρ ≥ * n+1 simplifies calculating W n in (14) by reducing the decision rule for the next stage as R n+1 (ρ) = t n+1 ρ ∀ ρ > * n+1 . We now explore two corner cases in our model, Case B where recall is impossible and Case N B where recall is perfect (e.g. no blockage). Case B assumes B = 1 and models a network where previously probed APs are ignored or where blockage is highly likely to occur. Case N B assumes B = 0 and that blockage is non-existent in a network, i.e. ideal yet unrealistic conditions for a mmWave network. Denote the optimal thresholds for these cases by B n and N B n respectively. Our interest in these two cases is motivated by the importance of B in our model. The performance of a strategy using * n depends on how accurately B represents probability of previous APs being available. Assume that due to measurement errors n is computed with B = B. The performance of a strategy using n relative to a strategy using * n is lower bounded by the minimum between the performance of the strategies using B n and N B n . For example, if B < 0.5 then at worst B = 1 which is equivalent to Case B and if B > 0.5 then at worst B = 0 which is equivalent to Case N B.
For Case B, i.e. B = 1, the optimal thresholds are
Since the right-hand side inside the minimization in (16) is independent of ρ, we obtain the recursive function
with ρ n = ∞ 0 d F n , the sub-index on ρ is suppressed since B = 1, and B N = 0 for completeness. Note that for γ n > 0 the ratio t n+1 t n < 1, thus as n grows the threshold decreases,
i.e. B n > B n+1 . For Case N B, i.e. B = 0, the optimal thresholds are
and N B N = 0. Obtaining the form in (18) requires t n * n ≥ t n+1 * n+1 which we have already shown. When γ n > 0, the thresholds decrease, but so does the achievable throughput obtained via recall since the remaining time to transmit is (15) reduced. For γ n = 0, optimal thresholds are single valued, i.e. N B n = N B n+1 ∀ n < N, which implies that recall only occurs after probing all N APs. Furthermore, for γ n = 0 clearly N B n ≥ B n which implies that when recall is perfectly available we should be more demanding of what the network should offer.
A corner case of our model with B = 1 (i.e. Case B), N = ∞ and γ n = 0 was considered in [23] which resulted in single valued optimal threshold, i.e. * n = * n+1 ∀ n. Note that for γ n = 0 ∀ n, Case B is not solved by a single optimal threshold value due to N < ∞. Intuitively, having an infinite number of opportunities can lead, rightfully so, to an optimally stubborn attitude. Even if we willingly decide to forgo the ability to recall, committing ourselves the possibility of probing ad infinitum until the ideal situation arises out of an intrinsically stochastic mmWave network may very well lead to large delays. Thus, we next analyze the expected delay of using opportunistic access strategies.
V. PERFORMANCE BOUNDS Probing more APs increases delay but may lead to higher throughput. Delay is paramount for many applications in mmWave networks, thus we characterize the delay incurred by the use of our optimal opportunistic strategy.
A. Expected Delay and Overhead
The probability that a transmission occurs after exactly one probing is equivalent to the probability of rate r 1 being above the threshold, i.e. P(r 1 ≥ * 1 ). To calculate the probability of a transmission occurring exactly after two probings we combine the probability of the first AP being selected after two probings, i.e. P( * 1 > r 1 ≥ * 2 ), and the probability of transmitting to the second AP if the first AP was unacceptable, i.e. P(r 1 < * 2 )P(r 2 ≥ * 2 ). Recall that * n ≥ * n+1 , hence we require only to consider that rates fall between consecutive thresholds such that transmission occurs.
Define n * as the value of n at which a transmission occurs, i.e. n * = min n∈N {n : t n ρ n = * n }. Define the probability that a transmission occurs after exactly n probings as
Recall that * N = 0 and r n ≥ 0 thus P(r n < * N ) = 0. For strategies using single valued thresholds, e.g. n = n+1 , the equation above reduces to a simple binomial probability with n − 1 failures and one success.
Define the expected average delay as
and similarly the expected average overhead cost as
Note that both D and C implicitly depend on the selected thresholds. With knowledge of the associated statistical distributions, one can find thresholds such that a fixed average delay D is met by an opportunistic strategy. Opportunistic strategies are not exempt from the known throughput-delay tradeoff present in wireless networks. To glean insights from how the throughput-delay tradeoff is present we present an average c-bound for our optimal opportunistic strategy.
B. Throughput Performance Bound
We bound the performance of our proposed stochastic strategy relative to an optimal deterministic strategy, i.e. a strategy achieving optimality at each network instance. The presented bound is a value 0 ≤ c ≤ such that the stochastic strategy is on average c times the performance of the optimal strategy. For example, guessing the outcome of a fair coin flip results in c = 1 2 , since random guessing is right half the times compared to a deterministic optimal solution.
To obtain a deterministically optimal solution of (6), consider a genie-aided user with a priori knowledge of r n ∀ n. Of course, the genie-aided user could simply probe a single AP to obtain the highest throughput, i.e. argmax i∈N (r i t 1 −δ i ). For the sake of obtaining a tighter upper bound, let us assume that the genie-aided user probes in the same order as a non genieaided user. The genie-aided user solves (6) by transmitting to AP m * = argmax i∈N (r i t i − i j =1 δ j ) and probing exactly m * APs. On average the genie-aided user obtains an expected throughput of
where we assume independence among achievable rates of distinct APs. Note that (22) upper bounds (6) due to the convexity of the max function and Jensen's inequality. When overhead is non-existent (or ignored in throughput calculations), i.e. δ n = 0 and γ n = 0, then (22) grows with N, essentially tending towards the maximum rate possible as N goes to infinity. Recall that t n = T − N i=1 γ n , and thus a fixed T results in t n < 0 as n grows. For non-negligible overhead, i.e. δ n > 0 or γ n > 0, as N grows then (22) remains finite. Essentially, the overhead makes even a genie-aided user weary of too much probing.
Computing the expected throughput of a given opportunistic strategy requires accounting of all the combinations in which a transmission may occur after n probings. Note that the
probability of a transmission occurring exactly after n probes, i.e. P(n = n * ), is simplified by only requiring to count the conditions of when a transmission occurs and not keep track of which AP is selected. Accounting for both "when" and "which" results in a lengthy combinatorial exercise. For exposition and tractability, we account only for when a transmission occurs and generalize the accountability of which AP is selected. Thus, we present an upper bound to c as (23) , as shown at the bottom of the previous page, in the following page, with equality at N = 1.
As before, consider Case B with B = 1 and Case N B with B = 0. For Case B the average c-bound is
where the second inequality follows from the law of total probability and Jensen's inequality. Note c B ≤ 1 as expected. For Case N B the we obtain the following
where the second inequality follows from Jensen's inequality and the law of total probability and the equality from the fact that δ n ≥ 0 and γ n ≥ 0. The bound on c N B ≤ 1 as expected.
As noted before, Cases B and N B provide a lower bound to an implementation of our algorithm with inaccurate measurement of B. Therefore, from (24) and (25) we obtain the best case scenario for throughput for the largest possible error in estimating B. The average delay, i.e. (20) , and the throughput bound, i.e. (23) , are both tied to threshold selection via P(n = n * ). Intuitively, smaller thresholds tend to start a transmission faster than larger thresholds, while larger thresholds have the possibility of reaping benefits from exploring more APs. In the following section we explore such tradeoffs via simulation.
VI. NUMERICAL RESULTS As benchmarks we consider a genie-aided user, a user performing exhaustive search, a user transmitting after only one probe, a user assuming B = 1, i.e. Case B, and a user assuming B = 0, i.e. Case N B. A genie-aided user is infeasible in practice, but serves as a meaningful upper bound. For our numerical analysis channels h n are repeatedly drawn from a known Ricean distribution. Throughput is presented as bits per slot per Hz by fixing T = 1 and a unit bandwidth. Probing order is randomly selected and identical for all strategies.
Unless otherwise stated numerical performance analysis parameters are N = 10, P = 20 dB, N = 1 dB,
and B = 0.3. Parameter selection for δ and γ is in accordance with published works, 3 3 E.g. [12] considers the time to probe ten beams 0.02 T , [23] and N = 10 coincides with the need for multiple APs to provide mmWave network coverage [2] . Fig. 3 shows the throughput as a function of B. Note that throughput scales with the bandwidth size, which is in the order of GHz for mmWave. When B = 0 and B = 1 the optimal strategy coincides with the strategies making such assumptions. The assumption that APs are always unavailable offers a better degradation over all scenarios of B, relative to the opposite assumption. When B = 0, no practical strategy achieves the genie aided strategy due to probing more APs than the genie aided strategy. Fig. 4 shows the impact of increasing the available APs N on throughput with B = 0.3. Since our strategy, assume B = 1, and assume B = 0 tend toward the same thresholds as N grows, it follows that all three tend toward the same throughput performance. Note that the average throughput gain from increasing N diminishes as N grows since a user is likely to only probe so many, e.g. n < N, APs before finding a suitable AP. Fig. 6 shows the CDF of the probability of a transmission occurring at n for various values of N. A higher CDF implies less delay since a transmission is more likely to have occurred (i.e. the closer to the top left of the plot equals less delay). Note that as N grows, the CDF of all three strategies tend towards a very similar performance.
The ratio of average delay to maximum delay against the number of available APs, i.e.
, is shown in Fig. 5 . Note that the average overhead follows the same behavior as the average delay, cf. (20) and (21) . In terms of average delay Case B outperforms Case N B, which contrasts with the throughput performance, cf. Fig. 4 . Note the decline in average delay of our proposed strategy is sharp for N < 5 which implies the motivating idea that mmWave networks can greatly benefit from a higher AP density without having to extremely high AP density per user. All but the exhaustive strategy tend to incur a smaller average delay, which suggests a strong tendency to probe only a few APs independent of the total number of APs.
The cumulative distribution function (CDF) of a transmission occurring for Case B, Case N B, and the proposed strategy against the number of APs probed is shown for N ∈ {10, 25} in Fig. 6 . The CDF of Case B for all values of N is identical over the overlapping range, e.g. the CDF of a transmission occurring for Case B after 9 probes is 0.6 ∀ N. In contrast, the CDF of Case N B and the proposed strategy maintain a similar shape across values of N, e.g. the CDF of a transmission occurring for Case N B after N 2 probes is ≈ 0.8 ∀ N. Such a behavior follows from Case B being independent of N, i.e. Case B is also the solution for N = ∞, while Case N B and our proposed strategy incorporate the value of N directly into the threshold decisions.
VII. CONCLUSION
We proposed an optimal opportunistic transmission strategy for wireless mmWave networks. Users should leverage AP diversity by probing multiple APs in search of a channel that provides a high transmission rate. Our results suggest that opportunistic strategies can benefit from a denser AP deployment, but the rate at which throughput increases is decreased for high density deployments. Our work can be combined with efficient beam selection and network discovery algorithms to obtain higher throughput in future mmWave networks. For finite number of potential probings, our optimal transmission strategy outperforms existing strategies. Future work can consider the impact of probing order under unreliable recall or a stricter delay guarantees with opportunistic strategies under unreliable recall.
