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1. Introduction
It has been proved [12, 19] that the space of holomorphic polynomials decomposes into
irreducible subspaces under the action of the isotropy group K of the hermitian symmetric
domain of a semisimple Lie group. Each irreducible subspace contains a unique normalized
polynomial which is invariant under the isotropy group of the Bergman–ˇSilov boundary of K .
For the classical Cartan domains and for some Hilbert spaces, this normalized polynomial has
been computed explicitly in [5, 10, 23]. Starting from the Koecher norm function and using
the Iwasawa decomposition we have given a new proof for the gamma function over Cartan
domains [5], consistently introduced first in [7], and proved certain functional relation satisfied
by the gamma function. For the symmetric domainDz = SUp,q/K , K = S(Up ⊗Uq), we have
used a new combinatorial approach to generalize the binomial formula in obtaining explicitly
the operator-valued reproducing kernels of the K -irreducible subspaces. By looking primarily
into the analytic structure of the inverse coefficients (al1,...,l p)−1 of the Bergman kernel, which
appear in an invariant hermitian inner product (see (9.2)), we discuss irreducibility, composition
series, and unitarizability of the subquotients for every Harish–Chandra module. The latter is
obtained in the analytic continuation of the holomorphic discrete series representations of
SUp,q . Our results for SUp,q are not much different from those for SUn,n obtained in [15]; the
rank r = min{p, q} takes mainly the role of n in [15]. Also, the results we have obtained are
consistent with those obtained generally [5] for a simple real Lie algebra.
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The organization of this paper is as follows: In Section 2 we summarize the basic algebraic
properties of the Lie group SUp,q and establish necessary notation. The gamma function over
the Cartan domain and certain functional relation of this function are obtained in Section 3.
In Section 4 and Section 5 we summarize the important properties of the bounded symmetric
domainDz = SUp,q/K and give the transitive actions of SUp,q onDz . The universal covering
group of SUp,q is briefly discussed in Section 6 following the arguments in [3, 20]. In Section 7
and Section 8 we discuss the multiplier representations of SUp,q induced by K and some
properties of the representations and the reproducing kernels are proved. Section 9 gives the
expansion of the kernel functions, and in Section 10 we obtain the composition series with
respect to all possible values of the parameter ν. The Appendix summarizes the salient properties
of the six Cartan domains.
2. Basic algebraic properties and notation
LetH be an n-dimensional Hilbert space over C, equipped with an indefinite inner product:
〈u, v〉 := (u, J0v) =
∑p
k=1 ukvk −
∑q
k=1 up+kvp+k ∀u, v ∈ H, p+q = n, where the connecting
operator is J0 = diag{Ip, −Iq}, Im being (m × m) unit matrix. For an orthonormal basis
{e1, . . . , en} ofH, one has 〈ei , e j 〉 =i j , where i j= 0 if i = j , i j= 1 if 0  i = j  p and
i j= −1 if p + 1  i = j  n. The operator J0 is self-adjoint (J∗0 = J0, ∗ denoting transpose-
congugate), involutory (J20 = In), and unitary (J∗0 = J−10 ) and hence is a bounded symmetric
operator (‖J0u‖ = ‖u‖ ∀u ∈ H). Any nonsingular operator U acting on H is said to be J0-
unitary if it satisfies U ∗J0U = J0. Since U ∗J0U = J0 ⇔ UJ0U ∗J0U = U ⇔ UJ0U ∗ = J0,
the operator U ∗ is also J0-unitary. A canonical decomposition of the Hilbert space H is given
by H = H− [⊕]H+, where [⊕] denotes the Phillips sum [2] of H∓ = {u ∈ H : J0u = ∓u}.
Let SUp,q denote the set of all J0-unitary, unimodular matrix operators over C acting onH.
That is, SUp,q = {g ∈ Mn×n(C) : g∗J0g = J0, det(g) = 1}. The set SUp,q is made into a
Lie group which leaves the quadratic form 〈x, x〉 invariant, that is, 〈gu, gu〉 = 〈u, u〉 for all
g ∈ SUp,q and u ∈ H. The center of SUp,q is given by Z(SUp,q) = {exp((2π
√−1/n)r) In :
r = 0, . . . , n − 1}. The group SUp,q is a real form of the special linear group SLn(C) = {gc ∈
Mn×n(C) : det(gc) = 1}. As in [9] we define the subgroups Kc and P± of SLn(C), consisting of
block diaginal and triangular matrices, respectively, and the projections 
0, 
± such that, for
any gc ∈ SLn(C), 
0(gc) ∈ Kc and 
±(gc) ∈ P±, one has 
±(gc)
0(gc)
∓(gc) ∈ P±Kc P∓.
The decomposition P±Kc P∓ follows from the matrix decompositions(
a b
c d
)
=
(
Ip bd−1
0 Iq
)(
a − bd−1c 0
0 d
)(
Ip 0
d−1c Iq
)
=
(
Ip 0
ca−1 Iq
)(
a 0
0 d − ca−1b
)(
Ip a−1b
0 Iq
)
.
The sets SUp,q Kc P± and P±Kc P∓ are dense open in SLn(C). The maximal compact subgroup
Kc = S(GLp(C) ⊗ GLq(C)) ∼ SLp(C) ⊗ T ⊗ SLq(C) of SLn(C) normalizes the abelian
subgroups P±. The quotient SLn(C)/Kc P± is a projective algebraic variety, where Kc P± is the
Levi decomposition of a parabolic subgroup of SLn(C)with the Chevalley reductive complement
Kc and the unipotent radical P±. The maximal compact subgroup K of SUp,q is connected, but
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not simply connected, and is given by K = S(Up ⊗ Uq) ∼= SUp,q ∩ Up+q ∼ SUp ⊗T⊗ SUq ;
rank(SUp,q) = rank(K ) = (n − 1). The quotient space SUp,q/K is simply connected and is
diffeomorphic onto an open subset of P±; rank(SUp,q/K ) := r = min{p, q}, and SUp,q ∩
(Kc P±) = K . The map P±Kc P∓ −→ SLn(C) is injective, and clearly, SUp,q is contained in
the image. The compact form SUp+q ⊂ SLn(C) of SUp,q acts transitively on SLn(C)/Kc P±,
and SUp+q ∩(Kc P±) = K so that SLn(C)/Kc P±  SUp+q/K . From the condition g∗J0g = J0
we obtain,
Lemma 2.1. For
g :=
(
a b
c d
)
∈ SUp,q,
the J0-unitary condition implies that
a∗a − c∗c = Ip, aa∗ − bb∗ = Ip, d∗d − b∗b = Iq,
dd∗ − cc∗ = Iq, a∗b = c∗d, ac∗ = bd∗.
The matrices a and d are positive definite and nonsingular, a∗a  Ip, d∗d  Iq , and
g−1 =
(
a∗ −c∗
−b∗ d∗
)
.
Also, the unimodularity of SUp,q implies that
det(a − bd−1c) det(d) = det(a) det(d − ca−1b) = 1,
det(Ip − a−1bd−1c) = det(Ip − bd−1ca−1) = det(Iq − d−1ca−1b)
= det(Iq − ca−1bd−1).
(2.1)
The Lie algebra of SUp,q is given by
sup,q =
{
X =
(
a b
c d
)
∈ Mn×n(C) : a∗ = −a, d∗ = −d, b∗ = c, tr(X) = 0
}
.
Define k = {X ∈ sup,q : θ(X) = X} and p = {X ∈ sup,q : θ(X) = −X}, where θ is a
Cartan involution. Then k and p satisfy [k, k] ⊆ k, [k, p] ⊆ p, [p, p] ⊆ k, and sup,q = k ⊕ p
gives the Cartan decomposition. Let h be a maximal abelian subalgebra of k, and hc and kc
be the respective complexifications. Then hc is a Cartan subalgebra of sln(C), the Lie algebra
of SLn(C). Let  ∈ h∗c be a complex linear functional on hc. For integral , one has the
well-defined character of ehc given by ξ(eH ) = e(H) ∀H ∈ hc. Let  denote the system
of roots of sln(C) relative to hc; these roots have purely imaginary values on h ⊂ sup,q .
Let c (+c ) and n (+n ) denote the set of all compact (positive compact) and noncompact
(positive noncompact) roots, respectively, so that  = c ∪ n and + = +c ∪ +n . If
α1, . . . , αr ∈ c, and β1, . . . , βs ∈ n , are all distinct roots, then every γ ∈ + can be written
in the form γ = (m1α1 +· · ·+mrαr )+ (µ1β1 +· · ·+µsβs), where m j , µk are all nonnegetive
integers; furthermore µ1 + · · · + µs = 0, 1 according as γ is a compact or noncompact root. If
gαc denotes the complex root space for a root α, then one has the complex root decomposition
of sln(C) given by sln(C) = kc ⊕
∑⊕
α∈ g
α
c , where kc = hc +
∑
α∈c g
α
c . The complexification
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pc of p is given by pc =
∑
α∈n g
α
c . The choice of + = +c ∪ +n leads to the splitting
pc = p+ + p−, where p+ =
∑
α∈+n g
α
c = ln(P+) and p− =
∑
α∈+n g
−α
c = ln(P−) are Kc-
invariant subalgebras of sln(C). It is known [9] that the map ג : P+Kc P− −→ p+, defined by
ג(gc) = ln(
+(gc)) induces a holomorphic diffeomorphism of SUp,q/K onto ג(SUp,q) := Dz
and that Dz is a bounded Reinhardt domain in p+ (see Section 4).
Now, for each α ∈ , there exists a unique element Hα ∈ hc such that the Killing form
B(H, Hα) = α(H) for all H ∈ hc, and [gαc , g−αc ] = CHα, α(Hα) = 0. Also, for each α ∈ ,
one chooses a root vector Xα ∈ sln(C) such that [Xα, X−α] = Hα, [Hα, X±α] = ±2X±α,
X±α ∈ p±.
In what follows in this section we begin to discuss partly the root structure of SUp,q and
this is continued for the general case of a simple Lie group G in the next section on gamma
functions. Following Harish–Chandra [8, 14], let  := {γ1, . . . , γr : γi = αp+1−i,p+i , i =
1, . . . , r = min(p, q)} be a family of strongly orthogonal positive roots so that γ1 is the
highest positive noncompact root, and assuming γ1, . . . , γi have been chosen we take γi+1 to
be the highest positive noncompact root strongly orthogonal to γ1, . . . , γi . Clearly, || = r . If
α1, . . . , αr ∈ +c are all distinct and γ ∈ , then any root of the form γ +m1α1 +· · · mrαr ∈ ,
mk ∈ Z. Let ap :=
∑r
i=1 R(Xγi + X−γi ) be a maximal abelian subspace of p. That is, for
tp×q = (t)i j = tk ∈ R if i = p − k + 1, j = k, k = 1, . . . , r and (t)i j = 0 elsewhere, we have
ap =
{(0p×p tp×q
tTp×q 0q×q
)
: (t1, . . . , tr ) ∈ Rr
}
which is a Cartan subalgebra of the pair (sup,q, k). Let hγ :=
∑r
i=1 RHγi and let π be a
restriction map (an orthogonal projection) which restricts the roots from hc to hγ . Then as
shown in [8], + can be partitioned as
+ = 0
⋃
1ir
(ci ∪ ni )
⋃
1i< jr
(ci j ∪ ni j )
⋃
,
where 0 = {α ∈ +c : π(α) = 0}, c(n)i = {α ∈ +c(n) : π(α) = 12γi } and

c(n)
i j =
{
α ∈ +c : π(α) = 12 (γi − γ j ), (α ∈ +n : π(α) = 12 (γi + γ j ))
}
.
Now, |c(n)i j | > 0 if || > 1, however |c(n)i | may become zero. One can see that |c(n)i | =
max{p, q}− min{p, q} = n − 2r := r ′ and |c(n)i j | := r ′′ = 2, both independent of the indices
i and j , and the complex dimension
dimc(p+) =
(||
2
)
|c(n)i j | +
(||
1
)
|c(n)i | +
(||
0
)
|| = pq. (2.2)
Let, for γ ∈ , cγ := exp[
√−1(π/4)(Xγ − X−γ )] ∈ SLn(C). We introduce, for each
k = 1, . . . , r , the partial Cayley transforms ck =
∏r
i=k cγi ∈ P+Kc P−, ck = c−1k , so that
SUp,q · ck ⊂ P+Kc P−, and ג(ck) ∈ p+. The action of ck on the natural orthonormal basis ofH
is given by ck(ep−k+1) = (1/
√
2)(ep−k+1 +
√−1 ep+k), ck(ep+k) = (1/
√
2)(
√−1 ep−k+1 +
ep+k); k = 1, . . . , r and ck(em) = em, m = 2p + 1, . . . , n = p + q. The Cayley transform is
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defined as the product c = ∏ri=1 cγi so that c = c1 and cr = cγr . Explicitly, c is given by
c = 1√
2
 Ir I´r 0r×r ′I´r Ir 0r×r ′
0r ′×r 0r ′×r
√
2 Ir ′×r ′
 (2.3)
where I´r is the backward identity matrix defined by ( I´ )i j = 1 if i + j = r + 1 and 0 elsewhere.
Note that c8 = In .
Now, since Ad(c2) is an automorphism both of sup,q and of sln(C), we define
su′ p,q := {X ∈ sup,q : Ad(c4)X = X} = k′ ⊕ p′, (2.4)
and the corresponding complexification is given by sl′n(C) = p′− + k′c + p′+. Then k′ is
reductive and Ad(c2) is a Cartan involution of k′. In terms of the partitions of +, we have,
dimc(p′+) =
(||
2
)
|c(n)i j | +
(||
0
)
|| = r2, r = min{p, q}. (2.5)
Let SUcp,q := c SUp,q c−1 and sucp,q be its corresponding Lie algebra. Then sucp,q ∩ p′± := n′±
is a real form of p′±. Under the action of the Cartan involution Ad(c2), k′ decomposes as
k′ = l′ + q′. Then, for K ′∗ = exp(k′∗), k′∗ = l′ +
√−1 q′, and L ′ = exp(l′), one obtains [13]
a symmetric cone in n′+, given by the orbit  = K ′∗ · e  K ′∗/L ′0, where L ′0 is the identity
component of L ′.
By a cone in n′+ ⊂ p′+ we mean a nondegenerate open convex cone in n′+ with vertex at the
origin, that is, a nonempty open set  in n′+ such that X, X ′ ∈ , λ, λ′ ∈ R ⇒ λX+λ′ X ′ ∈ 
and such that  does not contain any straight lines. A cone  in n′+ is called homogeneous if
the action of the automorphism group G() = {g ∈ GL(n′+) : g() = } is transitive on .
The homogeneous cone is said to be self-dual if the dual ∗ = {X ∈ n′+ : 〈X, Y 〉 = 0 ∀Y ∈
− {0}} = . The open cone  is said to be symmetric if it is homogeneous and self-dual.
Furthermore, one has the vector space decomposition su′cp,q = n′− ⊕ k′∗ ⊕ n′+, and acp =
capc
−1 is a Cartan subalgebra of the pairs (sucp,q, kc), (su′
c
p,q, k
′c), and (k′∗, l′). Finally, it is
known [23] that there exists a one-to-one correspondence between the vector space p′+ and the
complex Jordan–Banach JB∗-algebra carrying a Banach space norm; and n′+ has the structure
of a formally real Jordan algebra [23].
3. Gamma functions over the Cartan domain
As mentioned in Section 1, the gamma functions over the Cartan domain have been studied
earlier at varying degrees particularly in [5, 7, 18]. In this section, we consider quite generally
a connected simple Lie group G, and its Lie algebra g with a faithful matrix representation, Gc
and gc being their respective complexification. Following the notations in Section 2, we have
G/K = D ⊂ p+ ⊂ Gc/Kc P−. We denote the Bergman–ˇSilov boundary of the Cartan domain
D by S. As before we choose a maximal set of strongly orthogonal positive noncompact roots
 = {γ1, . . . , γr }, and consider the triple (r, r ′, r ′′), where r = rank(D), r ′ = |c(n)i |, 1  i  r ,
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and r ′′ = |c(n)i j |, 1  i < j  r . Then from (2.2) and (2.5)
dimc(p+) = d = 12 r(r − 1)r ′′ + r(1 + r ′) = dimc(D)
dimc(p′+) = δ = 12 r(r − 1)r ′′ + r
dimr(S) = 2d − δ = 12 r(r − 1)r ′′ + r(1 + r ′) + rr ′
genus(D) = 2δ
r
= (r − 1)r ′′ + 2. (3.1)
The triples (r, r ′, r ′′) for all the six Cartan domains are given in the Appendix. The domain D
is said to be a tube domain if r ′ = 0. Hence domain of type-I with p = q, type-II, type-III with
even n, type-IV, and of type-EII are all tuble domain; and the exceptional domain of type-EI
can not be of tube type.
Following the notations in Section 2, the subspace n′+ of g′c can be decomposed into the root
spaces in gc for 12(γi + γ j ) and γi , respectively. Let n′+|i j denote the root space for 12(γi − γ j ),
1  i, j  r in gc. Then by Langlands decomposition k′∗ = m + acp + n, where m = Zl′(acp),
the centralizer, and n = ∑i, j n′+|i j . Now, for a Cartan element Xc ∈ acp for the pairs (g′c, k′c)
and (gc, kc) we have
tr(adn′+(Xc)) =
∑
1ir
γi (Xc) + r ′′
∑
1i< jr
1
2 (γi + γ j )(Xc)
= (1 + 12 r ′′(r − 1))
∑
1ir
γi (Xc) = δ
r
∑
1ir
γi (Xc)
(3.2a)
tr(adp+(Xc)) = tr(adn′+(Xc)) + r ′
∑
1ir
1
2 γi (X
c)
= (1 + 12 r ′′(r − 1) + 12 r ′)
∑
1ir
γi (Xc) =
(
δ
r
+ r
′
2
) ∑
1ir
γi (Xc).
(3.2b)
We define the Koecher normfunction [5, 17] on n′+ by
N(X) = c
(∫

e−〈X,Y 〉 dµ(Y )
)−r/δ
, (3.3)
(r/δ = 1 if r = 1 or r ′′ = 0, as, for example, in the case of G = SUp,1). The domain of
integration is given by (see Section 2)  = K ′∗ · e ∼= K ′∗/L ′0, where e is the unit element
in the Jordan algebra p′+, satisfying e =
∑r
i=1 ei , and ei e j = δi j ei , ei being the mutually
orthogonal primitive idempotents. In fact, each ei corresponds to a (root) basis vector Eγi (see
Section 2). From (3.2) we obtain 〈ei , e j 〉 = δi j (δ/r). The constant c in (3.3) can be determined
by N(e) = 1. For k ∈ K ′∗, Y ∈ , one has
dµ(k · Y ) = det(Adn′+(k)) dµ(Y ). (3.4)
Also, since the hermitian inner product 〈X, Y 〉 is invariant under K ′∗, we get, for k ∈ K ′∗,
N(k · X) = det(Adn′+(k))r/δ N(X). (3.5a)
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Now, let k = eXc , Xc ∈ acp. Then, since det(Adn′+(eX
c
)) = etr(adn′+ (Xc)), we have
N(eX
c · X) = e{
∑r
i=1 γi (Xc)}N(X). (3.5b)
Now, for X ∈ , there exists a uniquely determined element TX ∈ p′+ such that TX e = X .
Taking X = e and Xc = ∑i ln(ti )Tei , ti ∈ C, {ln(ti )}ri=1 being the basis of the dual space a∗p,
dual to {Tei }ri=1, we find, by strong orthogonality,
N
( r∑
i=1
ti ei
)
=
r∏
i=1
ti . (3.5c)
Furthermore, det(eXc) = det(e
∑r
i=1 ln(ti )Tei ) = e
∑r
i=1 ln(ti ) tr(Tei ) = ∏ri=1 tδ/ri . We define the gener-
alized power function, for z = (z1, . . . , zr ) ∈ Cr , and X ∈ , as
Nz(X) =
r∏
i=1
N
zi −zi+1
i (X); zr+1 = 0, (3.6a)
where Nk(X), for each k, is the kth principal minor of X . Clearly, Nr (X) = det(X). For
a fixed Jordan frame e1, . . . , er , since K ′∗ is transitive on , there exists k ∈ K ′∗ such that
X = ke = eXc e = ∑ri=1 ti ei . Hence
Nz(X) =
r∏
k=1
t zkk . (3.6b)
If z = m = (m1, . . . , mr )is an r -tuple of integers such that m1  · · ·  mr  0 (that is, m  0),
thenNm is a polynomial and by the Peter–Weyl decomposition, the space of polynomials on p+
decomposes into irreducible subspaces under the action of Ad(Kc) as P(p+) =
⊕
m0 Pm(p+),
and similarly under the action of Ad(K ′c) one has the decomposition P(p+) =
⊕
m0 Pm(p
′+).
Following [5, 7], we define the gamma function on the cone  by the integral
(z) =
∫

e−〈X,e〉Nz(X) dµ(X), (3.7)
where 〈X, e〉 := tr(TX ). From (3.5a) the invariant measure on  is given by dµ(X) =
(Nr (X))−δ/r dµ(X) = (det(X))−δ/r dµ(X), where dµ(X) denotes the Euclidean measure
on . That is
dµ(X) =
r∏
i=1
t
− 12 r ′′(i−1)−1
i dµ(X), (3.8)
where dµ(X) denotes the Euclidean measure on .
Theorem 3.1. The gamma function (z) as defined by (3.7) converges absolutely if #(zi ) >
1
2r
′′(i − 1), i = 1, . . . , r and
(z) = (
√
2π )δ−r
r∏
i=1
(zi − 12 r ′′(i − 1)).
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Proof. We know that the symmetric domain  is given by  = K ′∗/L ′0  K ′∗ · e. By the
Iwasawa decomposition one has that K ′∗ = L ′0 AN , where A = ea
c
p and N = en. The volume
element of a bi-invariant Haar measure on K ′∗ [9] is given by
dµ(k) = c e2ρ(ln(a))dµ(l) dµ(a) dµ(ν), (3.9)
where k = laν, l ∈ L ′0, a ∈ A, ν ∈ N , dµ(l), dµ(a), dµ(ν) denote the Haar measures [21]
on L ′0, A, N , respectively, c is a positive constant depending on the normalization of the Haar
measures. We normalize them in such a way that c = 1. ρ is a linear form on acp, defined by
ρ(Xc) = 12 tr(adn′+(Xc)). Hence [9] ρ = 12
∑r
i=1 r
′′(r − 2i + 1) ln(ti ) so that
e2ρ(ln(a)) =
r∏
i=1
t
1
2 r
′′(r−2i+1)
i ,
where we have made an identification A  (R>)r by the correspondence a = eXc ↔ (ti ). This
means that dµ(a) = ∏ri=1(dti/ti ).
Now, since  = K ′∗/L ′0, we can normalize the Haar measure on K ′∗ by the relation dµ(k) =
dµ(X)dµ(l), where X = ke, k ∈ K ′∗ and from (3.8) we get
dµ(X) =
∏
i< j
dxi j
r∏
i=1
t
− 12 r ′′(i−1)−1
i dti ,
where dµ(ν) = ∏i< j dxi j defines the Haar measure on N . The Haar measure on L ′0 is always
normalized by
∫
L ′0
dµ(l) = 1.
Using L ′0-invariance, (3.7) becomes
(z) =
∫
K ′∗/L ′0
e−〈X,e〉Nz(X) dµ(X) =
∫
K ′∗
e−〈X,e〉Nz(k) dµ(k)
=
∫
L ′0 AN
e−〈X,e〉Nz(k) dµ(k) (3.10)
=
∫
A
(∏
i< j
∫
N
e−〈X,e〉dxi j
) r∏
i=1
t
zi − 12 r ′′(i−1)−1
i dti ,
where 〈X, e〉 = tr(TX ) =
∑r
i=1 ti + 12
∑
i< j x
2
i j so that∏
i< j
∫
N
e−〈X,e〉dxi j = e−
∑r
i=1 ti
∏
i< j
∫
Rr
′′
e−
1
2 x
2
i j dxi j = (
√
2π )r
′′ 1
2 r(r−1)
r∏
i=1
e−ti
= (√2π )δ−r
r∏
i=1
e−ti .
Hence (3.10) becomes
(z) = (
√
2π )δ−r
r∏
i=1
∫ ∞
0
e−ti t
zi − 12 r ′′(i−1)−1
i dti = (
√
2π )δ−r
r∏
i=1
(zi − 12 r ′′(i − 1))
if #(zi − 12r ′′(i − 1)) > 0, or #(zi ) > 12r ′′(i − 1). 
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The gamma functions for different Cartan domains are given in Appendix. The Pochhammer
symbol, for z ∈ Cr and n ∈ Nr , is given by
(z)n =
(z + n)
(z)
=
r∏
i=1
(zi − 12 r ′′(i − 1))ni =
r∏
i=1
ni −1∏
j=0
(zi − 12 r ′′(i − 1) + j).
Proposition 3.2. The gamma function (z) satisfies the functional relation (i :=
√−1),
(z) (1 − z) =

(2π i)δ
r∏
j=1
eπ i z j
(e2π i z j − 1) if r
′′ is even
(2π i)δ
r∏
j=1
eπ i z j
(e2π i z j − 1)[ 12 (r+1)](e2π i z j + 1)[ 12 r ]
if r ′′ is odd,
where (1 − z) = (1 − z1, . . . , 1 − zr ) is an r-tuple.
Proof. Since −z introduces a negetive sign with z j in (3.6) we obtain from Theorem 3.1,
(z) (1 − z) = (2π)δ−r
r∏
j=1
(z j − 12 r ′′( j − 1)) (1 − z j + 12 r ′′( j − 1)). (3.11)
Now we use the identity (z)(1 − z) = π/sin(π z) = eπ i z/(e2π i z − 1), z ∈ C and obtain
(z) (1 − z) = (2π)δ−r (2π i)r
r∏
j=1
eπ i(z j −
1
2 r
′′( j−1))
e2π i(z j −
1
2 r
′′( j−1)) − 1
.
Then the proposition follows immediately by using the following values.
δ − r = 1
2
r(r − 1) r ′′ =
{ 0 (mod 2) if r ′′ is even
[ 12 r ] (mod 2) if r ′′ is odd
,
r∏
j=1
e−
1
2 π ir
′′( j−1) =
r∏
j=1
(−i)r ′′( j−1) = (−i)r ′′ 12 r(r−1)
=
{
i δ−r if r ′′ is even
(−1)[ 12 r ] i δ−r if r ′′ is odd.

Remark. The expression for (z)(1−z)as given in (3.11) is similar in form to the gamma
function defined in [9].
4. Bounded symmetric domainDz
Now, let us consider the group SUp,q . For
g =
(
a b
c d
)
∈ SUp,q,
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let Z := (a∗)−1c∗ and Z˜ := (d∗)−1b∗, where Z and Z˜ are (p × q) and (q × p) matrices,
respectively. Then the conditions in Lemma 2.1 become Ip − Z Z∗ = (a−1)∗(a−1) > 0p and
Iq − Z˜ Z˜∗ = (d−1)∗(d−1) > 0q with Z˜ = Z∗. One can prove [22] that these two conditions are
equivalent. Solving for a and d in terms of two unitary matrices u p ∈ Up and uq ∈ Uq of order
p and q, respectively, we have
a = (Ip − Z Z∗)− 12 u p, b = Zd = Z(Iq − Z∗Z)− 12 uq,
c = Z∗a = Z∗(Ip − Z Z∗)− 12 u p, d = (Iq − Z∗Z)− 12 uq .
(4.1)
The unimodularity of SUp,q implies that det(Ip − Z Z∗) det(a) det(d) = det(Iq −
Z∗Z) det(a) det(d) = 1, that is, det(Ip − Z Z∗) = det(Iq − Z∗Z). Thus an arbitrary element
g of SUp,q is given by
g =
(
a b
c d
)
= gz
(
u p 0
0 vq
)
= gz K ,
where det(u p)det(uq) = 1, that is, det(u∗p) = det(uq), and
gz :=
(
(Ip − Z Z∗)− 12 Z(Iq − Z∗Z)− 12
Z∗(Ip − Z Z∗)− 12 (Iq − Z∗Z)− 12
)
∈ SUp,q
=
(
Ip Z
0 Iq
)(
(Ip − Z Z∗) 12 0
0 (Iq − Z∗Z)− 12
)(
Ip 0
Z∗ Iq
)
=
(
Ip 0
Z∗ Iq
)(
(Ip − Z Z∗)− 12 0
0 (Iq − Z∗Z) 12
)(
Ip Z
0 Iq
)
,
satisfying g∗z = gz , g−1z = g−z , det(gz) = 1, and g∗z J0gz = J0. If
X =
(
0 b
b∗ 0
)
∈ p,
then gz = eX , so that Z = b − 13(bb∗)b + 215(bb∗)2b − 17315(bb∗)3b + · · · = tanh(b).
Let us now define the set Dz = {Z ∈ Mp×q(C) : Ip − Z Z∗ > 0p}  {Z ∈ Mp×q(C) :
Iq − Z∗Z > 0q}. Under the mapping
Z → z =
(
0 Z
0 0
)
∈ p+,
one identifies the setDz ⊂ p+ as the type I classical symmetric domain of Cartan. This domain
Dz is irreducible, and bounded in Cpq and is naturally a complex manifold as it is an open
connected subset of Mp×q(C); dimc(Dz) = pq. It is geometrically convex; it is a domain of
holomorphy, with compact closure, and is a connected Reinhardt domain [22]. It is of tube-
type if p = q. For p = 1, q  1, Dz becomes the unit ball Bz = {z = (z1, . . . , zq) ∈
Cq : |z|2 = ∑qk=1 |zk |2 < 1} ⊂ Cq . The Lebesgue measure in Dz for p, q  1 is given by
dµ(Z) = ∏i, j dxi j dyi j , Z = [Zi j = xi j + √−1yi j ], where 1  i  p and 1  j  q. For
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p = 1, q  1, dµ(Z) coincides with the 2q-dimensional Lebesgue measure inCq ∼= R2q . One
can prove [10], for λ > −1∫
Dz
[
det(Ip − Z Z∗)
]λ dµ(Z) = ∫
Dz
[
det(Iq − Z∗Z)
]λ dµ(Z)
= π pq
p∏
i=1
(λ + i)
q∏
j=1
(λ + j)
n∏
k=1
(λ + k)
= π pq
r∏
i=1
(λ + i)
(λ + i + r+)
,
(4.2)
where r+ = r ′ + r = max{p, q}, and when λ = 0 the product reduces to the volume of the
domain Dz , denoted by Vol(Dz).
Cartan proved that a bounded symmetric domain is a symmetric space of the noncompact
type. It is well-known [9, 18] that (Harish–Chandra imbedding) the noncompact quotient space
SUp,q/K is imbedded onto (homeomorphic to) the bounded symmetric domain Dz by the
mapping SUp,q/K ↪→ Dz defined by(
a b
c d
)
K &→ bd−1 = (a∗)−1c∗ = Z ,
and that (Borel imbedding) the noncompact quotient space SUp,q/K as an open SUp,q-orbit,
is (holomorphically) imbedded into its compact dual SU(p + q)/K . The domain Dz is thus
considered as the compact realization of the quotient space SUp,q/K . Furthermore, one obtains
the following lemma [22]:
Lemma 4.1. Let Z , Z1, Z2 ∈ Dz , u p ∈ Up, and uq ∈ Uq. Then
1. (Ip − Z Z∗)− 12 Z − Z(Iq − Z∗Z)− 12 = 0p×q .
2. (Ip − Z Z∗)−1 Z − Z(Iq − Z∗Z)−1 = 0p×q .
3. (Ip − Z Z∗)−1 − Z(Iq − Z∗Z)−1 Z∗ = Ip.
4. (Iq − Z∗Z)−1 − Z∗(Ip − Z Z∗)−1 Z = Iq .
5. det(Ip − Z Z∗) = det(Iq − Z∗Z).
6. det(Ip − Z1 Z∗1)det(Ip − Z2 Z∗2) | det(Ip − Z1 Z∗2)|2.
7. Z = u∗p(Ip − Z1 Z∗1)−
1
2 (Z1 + Z2)(Iq + Z∗1 Z2)−1(Iq − Z∗1 Z1)
1
2 uq.
8. (Ip − Z1 Z∗1)
1
2 (Ip − Z Z∗1)−1(Z − Z1)(Iq − Z∗1 Z1)−
1
2
= (Ip − Z1 Z∗1)−
1
2 (Z − Z1)(Iq − Z∗1 Z)−1(Iq − Z∗1 Z1)
1
2
.
9. Z2 = u∗p(Ip − Z1 Z∗1)
1
2 (Ip − Z Z∗1)−1(Z − Z1)(Iq − Z∗1 Z1)−
1
2 uq.
10. (Ip − Z1 Z∗2)−1 − Z1(Iq − Z∗2 Z1)−1 Z∗2 = Ip.
LetDz denote the closure ofDz in p+. The Bergman– ˇSilov boundary Sz of the manifoldDz
is given by the Stiefel manifold {Z ∈ Dz : Z Z∗ = Ip, Z∗Z = Iq} which is the smallest closed
subset of the topological boundary ∂Dz = Dz − Dz of Dz having the property that for any
(C-valued) continuous function f on Dz , holomorphic in Dz , there exists z0 ∈ Sz such that f
attains the maximum at z0, that is, | f (z0)| = sup{| f (z)| : z ∈ Dz}. It is shown [25] that Sz is
the unique closed orbit of SUp,q in Dz . Also, Sz ∼= Un−r/Un−2r , and dimr(Sz) = (2pq − r2),
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where r = min{p, q} is the rank of Dz . Hence the volume of this manifold is given by
Vol(Sz) = Vol(Ur+)Vol(Ur ′)
= (2π) pq− 12 r(r−1)
r∏
j=1
1
(r+ − j + 1)
= (2π) pq 1
I(r+)
. (4.3)
The one-to-one correspondence between Z ∈ Sz and a coset xr+Ur ′ is given by
Z = Z p×q −→
(
Z p×q
Xr ′×r+
)(
Ip 0
0 Ur ′×r ′
)
such that, for
xr+, yr+ ∈ Ur+, xr+ y−1r+ ∈
(
Ip 0
0 Ur ′×r ′
)
is independent of Z p×q . This means that by Fubini’s theorem we have∫
Sz
f (Z) dµ(Z) =
∫
Ur+/Ur ′
f (xr+Ur ′) dµ(xr+Ur ′)
= 1
Vol(Ur ′)
∫
Ur+/Ur ′
f (xr+Ur ′) dµ(xr+Ur ′)
∫
Ur ′
dµ(yr ′)
= 1
Vol(Ur ′)
∫
Ur+/Ur ′
(∫
Ur ′
f (xr+ yr ′) dµ(yr ′)
)
dµ(xr+Ur ′)
= 1
Vol(Ur ′)
∫
Ur+
f (xr+) dµ(xr+),
(4.4)
where Vol(Um) = (2π)12 m(m+1)
∏m
k=1(1/(k)).
As seen earlier, the domain Dz is of tube-type if and only if dimr(Sz) = dimc(Dz), that is,
if and only if p = q. In this case Z ∈ Dz is realized as a complex square matrix. Also, the
cartesian product of two bounded symmetric domains is bounded symmetric, and its Bergman–
ˇSilov boundary is the product of the Bergman–ˇSilov boundaries of the factors.
As in [25], the topological boundary ∂Dz ofDz breaks into r = min{p, q}number of SUp,q-
orbits, denoted by Bi , i = 1, . . . , r such that B j+1 ⊂ B j , j = 1, . . . , r − 1 and Br = Sz , the
Bergman–ˇSilov boundary of Dz . That is,
Bi = {Z ∈ Mp×q(C) : (Ip − Z Z∗) > 0p, rank(Ip − Z Z∗) = p − i},
and dimr(Bi ) = 2pq − i . Each boundary Bi decomposes, SUp,q-equivariantly, into complex
submanifolds of p+, called the boundary components of Dz or holomorphic arc components
Ai of the boundaries Bi . These components are given by
Ai =
{(
Ii 0
0 Z( p−i)×(q−i)
)
∈ Mp×q(C) : (Ip−i − Z( p−i)×(q−i)Z∗( p−i)×(q−i)) > 0p−i
}
,
and dimr(Ai ) = 2(p− i)(q − i). It can shown [14] that ifDz is of tube-type then each boundary
component is of tube-type, if Dz is not of tube-type then no boundary component is of tube-
type, and all boundary components are classical domains. For each i = 1, . . . , r there is a
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naturally associated point ci · 0 = 0i ∈ Bi and an Ai of Bi containing 0i . If we define the
stability subgroup SUp,q(0i ) = {g ∈ SUp,q : g · 0i = 0i }, then each boundary is given by
Bi = SUp,q/SUp,q(0i ). Furthermore, for each i = 1, . . . , r there exists a semisimple subgroup
SUip,q of SUp,q with SUip,q · 0i = Ai . Thus if K i denotes the isotropy subgroup of SUip,q at 0i ,
then Ai ∼= SUip,q/K i . Also, for each i = 1, . . . , r , the set {g ∈ SUp,q : g · Ai = Ai } gives a
parabolic subgroup of SUp,q .
5. Action of SUp,q onDz
The group SUp,q acts transitively on the domain Dz . For, Z ∈ Dz and
g :=
(
a b
c d
)
∈ SUp,q,
one can easily see [22] that Iq − Z∗Z = (cZ + d)∗(cZ + d)− (aZ + b)∗(aZ + b) > 0q . This
implies that the (q × q) matrix (cZ + d) is invertible. Hence one obtains (Z∗c∗ + d∗)−1(Iq −
Z∗Z)(cZ + d)−1 = Iq − (g · Z)∗(g · Z) > 0q , where
g · Z := (aZ + b)(cZ + d)−1 ∈ Dz. (5.1a)
Also, from Lemma 2.1 one has (Zb∗ + a∗)(aZ + b) = (Zd∗ + c∗)(cZ + d). Then becomes
g · Z = (Zb∗ + a∗)−1(Zd∗ + c∗) ∈ Dz. (5.1b)
Note that

+
((
Ip Z
0 Iq
)
g∗
)
= 
+
(
g
(
Ip Z
0 Iq
))
=
(
Ip g · Z
0 Iq
)
.
Clearly, g1 · (g2 · Z) = (g1g2) · Z for all g1, g2 ∈ SUp,q , (g · Z)∗ = (g · Z∗), and
Ip − Z Z∗ = (Zb∗ + a∗)(Ip − (g · Z)(g · Z)∗)(bZ∗ + a)
= (Zb∗ + a∗)(bZ∗ + a) − (Zd∗ + c∗)(d Z∗ + c)
Iq − Z∗Z = (Z∗c∗ + d∗)(Iq − (g · Z)∗(g · Z))(cZ + d)
= (Z∗c∗ + d∗)(cZ + d) − (Z∗a∗ + b∗)(aZ + b).
(5.2)
The isotropy subgroup of SUp,q at Z = 0p×q is the maximal compact subgroup K which
acts transitively on the Bergman–ˇSilov boundary Sz of Dz , given by the two-sided unitary
translations S(Up ⊗ Uq) ' (a, d) : Z &→ a−1 Zd.
From Lemma 2.2 one has det(Ip − (g · Z)(g · Z)∗) = det(Iq − (g · Z)∗(g · Z)). Hence (5.2)
implies that |det(Zb∗ + a∗)| = |det(cZ + d)|. From (5.1a) and (5.1b) we get, respectively,
Z = (g−1 · (g · Z)) = ((g · Z) c − a)−1(b − (g · Z) d)
= (c∗ − a∗(g · Z))(b∗(g · Z) − d∗)−1. (5.3)
Furthermore, the action of SUp,q on Dz extends smoothly to the closure Dz , so that Dz is a
Satake-Furstenberg compactification [14] of Dz .
Furthermore, from (5.1a) or (5.1b) and using Lemma 2.1 one obtains the differential
d(g · Z) = (Zb∗ + a∗)−1 (d Z)(cZ + D)−1, where we have used the identity d(A−1) =
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−A−1(d A) A−1 for any nonsingular matrix A. In other words, in contravariant notation,
∂(g·Z) = (Zb∗ + a∗)t ∂Z (cZ + d)t , ∂Z = (∂/∂ Zi j ), 1  i  p, 1  j  q, where the
superscript t denotes transpose of a matrix. The Laplace operator of the domainDz is given by
∇z = tr(Z ) = tr((Ip − Z Z∗) (∂ Z ) (Iq − Z∗Z) (∂ tZ )) = tr((g·Z))
so that (g·Z) = (Zb∗ + a∗)−1 (Z )(Zb∗ + a∗).
6. The universal covering group of SUp,q
The topological nature of the group SUp,q may be inferred from the decomposition g =
gz K ∈ SUp,q (see Section 4), and it suggests [3] that the group SUp,q may be realized as a set
of triples (u p, Z , uq) such that
SUp,q = {(u p, Z , uq) : u p ∈ Up, uq ∈ Uq, det(u p) det(uq) = 1,
Z ∈ Dz, Ip − Z Z∗ > 0}
satisfying the multiplication (u p, Z , uq)(u′p, Z ′, u′q) = (u′′p, Z ′′, u′′q), where
Z ′′ = [Z + (Ip − Z Z∗)− 12 u p Z ′u∗q(Iq − Z∗Z) 12 ]
× [Iq + Z∗(Ip − Z Z∗)− 12 u p Z ′u∗q(Iq − Z∗Z) 12 ]−1,
Z ′′∗ = Z ′′|Z↔Z∗, Z ′↔Z ′∗, Ip↔Iq , u p↔uq ,
u′′p =
[
Ip + (Ip − Z Z∗) 12 u p Z ′u∗q(Iq − Z∗Z)−
1
2 Z∗
]− 12
× [(Ip − Z Z∗) 12 u p(Ip − Z ′Z ′∗)u∗p(Ip − Z Z∗) 12 ] 12
× [Ip + Z(Iq − Z∗Z)− 12 uq Z ′∗u∗p(Ip − Z Z∗) 12 Z∗] 12
× (Ip − Z Z∗)− 12 u p(Ip − Z ′Z ′∗)− 12 u′p,
u′′q = u′′p|Z↔Z∗, Z ′↔Z ′∗, Ip↔Iq , u p↔uq
with 2πn  arg(det(u p)), arg(det(uq)) < 2πn + 2π, n ∈ Z. These expressions reduce to the
ones obtained by Bargmann [3] for p = q = 1. Clearly, K = {(u p, 0, uq) ∈ SUp,q}. Now, let
S˜Up,q denote the universal covering group (simply connected covering group) of SUp,q and
let ε : S˜Up,q → SUp,q be the canonical covering endomorphism, and ker(ε) = π1(SUp,q) ∼=
π1(T) ∼= Z⊗Z, where π1 denotes the fundamental group, and T the torus. The group S˜Up,q is
given by the set of triples (u p, Z , uq) ∈ SUp,q such that −∞ < arg(det(u p)), arg(det(uq)) <
∞. Since the construction of S˜Up,q from SUp,q depends only on the range of the arguments
associated with the unitary matrices u p and uq , it would be much convenient to define the
covering group S˜Up,q following [20]. Define as in [20] δg, for g ∈ SUp,q and Z ∈ Dz , by
e
√−1δg = det(Zb
∗ + a∗)
| det(Zb∗ + a∗)| =
det(cZ + d)
| det(cZ + d)| ,
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where the latter equality follows only from the unimodularity of SUp,q and of Kc (see (4.3)).
Since every complex number other than zero has infinitely many logarithms which differ from
each other by multiples of 2π
√−1, one defines δng = δg + 2πn, n ∈ Z such that 0  δ0g =
δg < 2π . Then the universal covering group is given by S˜Up,q = {(g, δng) : g ∈ SUp,q, n ∈ Z}
with the multiplication (g1, δn1g1 )(g2, δ
n2
g2 ) = (g1g2, δn1g1g2 + δn2g2 ). Now, the action of SUp,q on the
domain Dz given by (1.2) or (1.3) induces an action of S˜Up,q on Dz . For g˜ = (g, δng) ∈ S˜Up,q ,
where g ∈ ε(g˜), g˜ · Z = g · Z and since ε is a homomorphism one has g˜1 · (g˜2 · Z) = (g˜1g˜2) · Z
for all g˜1, g˜2 ∈ S˜Up,q . Furthermore, S˜Up,q/K˜ := D˜zis canonically isomorphic to SUp,q/K ,
that is, D˜z ∼= Dz .
7. Holomorphic representations and multipliers
Let (ρ,H) denote an irreducible unitary representation of K (the representation of Kc,
also denoted by (ρ,H), is the holomorphic extension of the representation of K , via K →
k → kc → Kc) with highest weight  on the finite dimensional complex Hilbert space H.
Let C∞(SUp,q,H) denote the set of C∞-functions ϕ : SUp,q → H such that ϕ(gk) =
ρ(k)−1(ϕ(g)), g ∈ SUp,q, k ∈ K . The group SUp,q acts on C∞(SUp,q,H) by the left-
translation g0 such that (g0ϕ)(g) = ϕ(g−10 g), g0, g ∈ SUp,q .
Let (ρp,Hp) and (ρq,Hq) denote irreducible holomorphic representations of the groups
SLp(C) and SLq(C), respectively. Then ρ = ρ0 ⊗ ρp ⊗ ρq and H = C× ⊗ Hp ⊗ Hq).
Let (ρ0,C×) denote the representation of T ∼ U1. Consider an inner product on H such that
ρ(t, g∗p, g∗q) = ρ(t, gp, gq)∗, where t ∈ T, gp ∈ SLp(C) and gq ∈ SLq(C). The restriction
of this holomorphic representation of Kc to the compact real form K is irreducible and unitary
with respect to the inner product considered. For g ∈ SUp,q, Z ∈ Dz , one has
g exp(Z) = g exp
{(
0 Z
0 0
)}
=
(
a b
c d
) (
Ip Z
0 Iq
)
,
and hence the projection 
0(g exp(Z)) is given by the value of α ∈ Map(SUp,q × Dz, Kc),
that is,
α(g, Z) =
(
(Zb∗ + a∗)−1 0
0 (cZ + d)
)
, det(Zb∗ + a∗) = det(cZ + d),
=
(
p 0
0 −1q
)(
−1p (Zb∗ + a∗)−1 0
0 q(cZ + d)
)
,
(7.1)
where p = diag{1/det(Zb∗ + a∗), 1, . . . , 1}, q = diag{1, . . . , 1, 1/det(cZ + d)} are ma-
trices of order p and q, respectively, satisfying det(p) = det(q). This enables one to
define the left and the right multiplier maps αp ∈ Map(SUp,q × Dz, SLp(C)) and αq ∈
Map(SUp,q ×Dz, SLq(C)), holomorphic in Z ∈ Dz , by
αp(g, Z) = −1p (Zb∗ + a∗)−1, αq(g, Z) = q(cZ + d).
By straightforward computations one obtains the following lemma:
Lemma 7.1. The mapping α j , j = p, q satisfies, for g, g1, g2 ∈ SUp,q , α j (g1g2, Z) =
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α j (g1, g2 · Z)◦α j (g2, Z), α j (g, Z)−1 = α j (g−1, g · Z), α j (e, Z) = I j , where I j is the identity
in SL j (C) and e is the identity element in SUp,q .
The first formula in Lemma 7.1 is often referred to as the cocycle formula. In terms of these
multipliers the differential d(g · Z) and the differential operator (g·Z) of the Laplace operator
∇(g·Z) become (see Section 5)
d(g · Z) = pαp(g, Z) (d Z) αq(g, Z)−1q,
(g·Z) = pαp(g, Z) (Z ) αp(g, Z)−1−1p .
One further defines the multiplier map α ∈ Map(SUp,q ×Dz, GL(H)) by
α(g, Z) = ρ(α(g, Z)) = ρ0(det(p)) ⊗ ρp(αp(g, Z)) ⊗ ρq(αq(g, Z))
= ρ0(det(Zb∗ + a∗)−1) ⊗ ρp(−1p (Zb∗ + a∗)−1) ⊗ ρq(q(cZ + d)).
The map α satisfies the properties in Lemma 7.1, and α(k, Z) = ρ(k), k ∈ K , Z ∈ Dz
(α(k, Z) = ρ(k), k ∈ Kc, Z ∈ p+ and α(x, Z) = I , where x ∈ P+ and I denotes the
identity in GL(H)).
Now, let Z , ζ ∈ p+ ⊃ Dz be such that
(exp(ζ ∗))−1 exp(Z) ∈ (SUp,q Kc P−)−1(SUp,q Kc P−) = P+KcSUp,q Kc P− = P+Kc P−.
Then the canonical kernel function K : p+ × p+ −−−→ Kc, Dz ×Dz ⊂ p+ × p+, is defined
[18] by
K(Z , ζ ) = adj(
0(exp(ζ ∗)−1 exp(Z))) = (
0(exp(ζ ∗)−1 exp(Z)))−1
=
(
(Ip − Zζ ∗) 0
0 (Iq − ζ ∗Z)−1
)
,
(7.2)
where we have used Lemma 4.1. Clearly, det(K(Z , ζ )) = 1 since det(Ip − Zζ ∗) = det(Iq −
ζ ∗Z). The kernel function K satifies the properties K(0, Z) = K(Z , 0) = I ∀Z ∈ p+ ⊃ Dz
and K(g · Z , g · ζ ) = α(g, Z)K(Z , ζ ) α(g, ζ )∗.
Let H(Dz,H)denote the complex Hilbert space of holomorphic functions f : Dz −→ H.
For any Z ∈ Dz , H(Dz,H) ' f &→ f (Z) ∈ H is a continuous map. One defines a (strongly
continuous) unitary representation (Tρ, H(Dz,H)) of SUp,q by [8]
(Tρ(g) · f )(Z) = α(g−1, Z)−1 f (g−1 · Z) = α(g, g−1 · Z) f (g−1 · Z)
= ρ0(det(−Zc + a)) ⊗
(
ρp(
′
p(−Zc + a)) ⊗ ρq(′q(−b∗Z + d∗)−1)
) f (g−1 · Z), (7.3)
where ′p = p|cb∗→−c, a∗→a and ′q = ′−1q |c→−b∗, d→d∗ . As proved by Harish–Chandra, since
 is an integral form on hc dominant with respect to k, the space H(Dz,H) is indeed a
Hilbert space and the pair (Tρ, H(Dz,H) is a strongly continuous unitary representation
on it. Furthermore, where ! is half the sum of all positive roots in  (see Section 2), if the
Killing form 〈 + !, γ 〉 > 0 for every noncompact positive root γ , then the Hilbert space
H(Dz,H) is nonzero and the representation (Tρ, H(Dz,H)) is irreducible and the matrix
coefficients of (Tρ, H(Dz,H)) given by g &→ (Tρ(g)u, v), for all u, v ∈ H(Dz,H), are
square integrable.
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Now, define the function (πϕ) : SUp,q → H, for g ∈ SUp,q and ϕ ∈ C∞(SUp,q,H),
by (π ϕ)(g) = ρ(
0(g))ϕ(g) = α(g, 0)ϕ(g). Then one finds that the function (πϕ)
is constant on cosets of K (that is, the function (πϕ) is invariant by right translations of
K ) and therefore it is a function on Dz . Hence one may view this function as (πϕ)(Z) =
(πϕ)(g, 0) = (πϕ)(g). From [8] one has that (πϕ) ∈ H(Dz,H) ⇔ (d/dt)ϕ(get X )|t=0 =
0∀X ∈ p−, ep− = P−.
8. Holomorphic functions and Bergman kernel
We first introduce a general theorem [4] related to the functions that are holomorphic in the
domain Dz .
Theorem 8.1. For p, q  1 and λ > −1 let β ∈ C be chosen such that #(β) > λ + 1. Then
each function f ∈ H(Dz,H,λ) that is holomorphic in Dz satisfying
|| f || =
(∫
Dz
| f (ζ )|2[det(Ip − ζ ζ ∗)]λ dµ(ζ )) 12
=
(∫
Dz
| f (ζ )|2[det(Iq − ζ ∗ζ )]λ dµ(ζ )) 12 < ∞
has an integral representation, for Z ∈ Dz ,
f (Z) = cβ
∫
Dz
f (ζ )
[
det(Ip − ζ ζ ∗)
]β[
det(Ip − Zζ ∗)
]n+β dµ(ζ ) = cβ ∫
Dz
f (ζ )
[
det(Iq − ζ ∗ζ )
]β[
det(Iq − ζ ∗Z)
]n+β dµ(ζ ),
where
cβ :=
n∏
i=1
(β + i)
p∏
j=1
(β + j)
q∏
k=1
(β + k)
1
π pq
= 1
π pq
r∏
i=1
(β + i + r+)
(β + i) .
Proof. (sketch) For p, q > 1 and λ = β = 0, the integral representation of f (Z) reduces to
the one obtained in [10]. For p = q = 1, the domainDz becomes a unit disk inC and the above
integral representation is obviously true. For p = 1, q > 1, this representation is obtained on
the unit ball Bz in [6]. Thus, since for any Z ∈ Dz , (g · Z) ∈ Dz , for g ∈ SUp,q (that is, g acts
as a biholomorphism of Dz), it suffices to prove the integral representation for Z = 0 ∈ Dz .
This can be done by induction on p  1 and by decomposing Z ∈ Dz as in [10],
Z =
(Z ′( p−1)×q
Z ′′1×q
)
such that f (Z ′0 ) belongs to the space H(Dz′,H,λ) with Z ′ ∈ Dz′ . The theorem follows conse-
quently. 
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Now, let { fi }∞i=1 be any orthonormal basis for H(Dz,H,λ). It can be shown that the series
∞∑
i=1
fi (Z) fi (ζ ) := Kλ(Z , ζ )
converges uniformly in every compact subset ofDz ×Dz . In fact sinceDz is a bounded domain
the existence of the function Kλ : Dz ×Dz −−−→ C is assured by the Weil theorem [9, 18].
The sum Kλ(Z , ζ ) is a reproducing kernel, called the Bergman kernel function, of the Hilbert
space H(Dz,H,λ) and is independent of the particular choice of the basis. This function is
characterized by the following properties:
1. Kλ(Z , ζ ) = Kλ(ζ, Z).
2. Kλ(Z , ζ ) ∈ H(Dz,H,λ) for any fixed ζ ∈ Dz .
3. f (Z) = ∫
Dz
Kλ(Z , ζ ) f (ζ )dω(ζ ), dω(ζ ) = [det(Ip − ζ ζ ∗)]λ dµ(ζ ), λ > −1.
Clearly, Kλ(Z , ζ ) is holomorphic in Z and antiholomorphic in ζ . From Theorem 8.1 one
obtains, for β = λ, Kλ(Z , ζ ) = cλ [det(Ip − Zζ ∗)]−n−λ = cλ [det(Iq − ζ ∗Z)]−n−λ. Let
Kλ(Z , ζ ) = c−1λ Kλ(Z , ζ ). Then
Kλ(Z , ζ ) =
[
det(Ip − Zζ ∗)
]−n−λ = [det(Iq − ζ ∗Z)]−n−λ = ∣∣∣∣ Ip Zζ ∗ Iq
∣∣∣∣−n−λ. (8.1)
From Lemma 2.2 we have |Kλ(Z , ζ )|2  Kλ(Z , Z)Kλ(ζ, ζ ).
Let us now consider the simply connected manifold S˜Up,q ×Dz and define multiplier maps
α˜p, α˜q ∈ Map(S˜Up,q ×Dz,C) by, for r, s ∈ R and for
ε(g˜) =
(
a b
c d
)
∈ SUp,q (see Section 6),
α˜p(g˜, Z) = (det(Zb∗ + a∗))−t , α˜q(g˜, Z) = (det(cZ + d))s
such that α˜p (˜e, Z) = 1 = α˜q (˜e, Z), where e˜ = ε−1(e) is the identity element in S˜Up,q . It can
be immediately seen that α˜p(g˜, Z) and α˜q(g˜, Z) satisfy the multiplier conditions of Lemma
7.1. One may now define a strongly continuous irreducible unitary (multiplier) representation
(Tρ,t,s, H(Dz,H,t,s)), of S˜Up,q , for t, s ∈ R and for
ε(g˜) = g ∈ SUp,q, g−1 =
(
a∗ −c∗
−b∗ d∗
)
,
by
(Tρ,t,s(g˜) · f )(Z) = α˜p(g˜−1, Z)−1 α˜q(g˜−1, Z)−1 (Tρ(g) · f )(Z)
= α˜p(g˜−1, Z)−1 α(g−1, Z)−1 α˜q(g˜−1, Z)−1 f (g−1 · Z)
= ρ0(det(−Zc + a)) ⊗
ρp(
′
p(−Zc + a))
det(−Zc + a)−r ⊗
ρq(
′
q(−b∗Z + d∗)−1)
det(−b∗Z + d∗)s f (g
−1 · Z),
(8.2)
where det(−Zc + a) = det(−b∗Z + d∗). Let −t + s := λ ∈ R. Denote the multiplier
by α˜λ(g˜, Z), and the representation space by H(Dz,H,λ). Let ρλ ∈ Hom(Kc,C×) be such
that ρλ(α(g, Z)) = α˜λ(g˜, Z). Then the pair (ρλ ⊗ ρ := ρ,λ,H,λ) defines an irreducible
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holomorphic representation of the covering group K˜c, and the restriction (ρ,λ=0,H,λ=0) is
the corresponding representation of Kc. Thus one obtains
(Tρ,ρλ(g˜) · f )(Z) = ρ,λ(α(g−1, Z)−1) f (g−1 · Z)
= α˜λ(g˜−1, Z)−1 α(g−1, Z)−1 f (g−1 · Z),
(8.3)
where f ∈ H(Dz,H,λ) satisfies
‖ f ‖2ρ,ρλ =
∫
Dz
(
ρ,λ(K(Z , Z)−1) f (Z), f (Z)
)
dµ(Z) < ∞.
If f ∈ H(Dz,H,λ) is a polynomial function, then one can write f (Z) as a linear combination
of elements of the form f̂ (Z)v, where v ∈ H,λ and f̂ ∈ Map(Dz,C) is a polynomial map.
Hence one has∫
Dz
(
ρ,λ(K(Z , Z)−1) f̂ (Z)v, f̂ (Z)v
)
dµ(Z)
=
∫
Dz
| f̂ (Z)|2(ρ,λ(K(Z , Z)−1)v, v) dµ(Z)
 sup
Z∈Dz
| f̂ (Z)|2
∫
Dz
(
ρ,λ(K(Z , Z)−1)v, v
)
dµ(Z) < ∞.
Thus if
∫
Dz
(ρ,λ(K(Z , Z)−1)v, v)dµ(Z) < ∞ for all v ∈ H,λ, then H(Dz,H,λ) = {0}.
That Tρ,ρλ is indeed as defined can be verified by using the properties of the multipliers and is
given by the following proposition.
Proposition 8.2. If f ∈ H(Dz,H,λ), then ‖Tρ,ρλ(g˜) · f ‖ρ,ρλ = ‖ f ‖ρ,ρλ for all g˜ ∈ S˜Up,q .
Proof. Using (8.3) and a property of the kernel function K(Z , ζ ) one obtains
‖Tρ,ρλ(g˜) · f ‖2ρ,ρλ
=
∫
Dz
(
ρ,λ(K(Z , Z)−1) (Tρ,ρλ(g˜) · f )(Z), (Tρ,ρλ(g˜) · f )(Z)
)
dµ(Z)
=
∫
Dz
(
ρ,λ(α(g−1, Z)∗−1K(Z , Z)−1α(g−1, Z)−1) f (g−1 · Z), f (g−1 · Z)
)
dµ(Z)
=
∫
Dz
(
ρ,λ(K(g−1 · Z , g−1 · Z)−1) f (g−1 · Z), f (g−1 · Z)
)
dµ(Z)
=
∫
Dz
(
ρ,λ(K(Z , Z)−1) f (Z), f (Z)
)
dµ(Z) = ‖ f ‖2ρ,ρλ . 
Proposition 8.3. (Tρ,ρλ, H(Dz,H,λ)) is a unitary representation of S˜Up,q and it is irre-
ducible if the space H(Dz,H,λ) is a non-zero space.
Proof. First we show that the representation space H(Dz,H,λ) is complete. Let δz ⊂ Dz be
any compact subset (or, the closure of any open subset of Dz). Then from Theorem 8.1 and
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from (8.3) one can see that there exist C(δz), C ′(δz) > 0 such that
‖ f ‖2ρ,ρλ =
∫
Dz
(
ρ,λ(K(Z , Z)−1) f (Z), f (Z)
)
dµ(Z)
 C(δz)
∫
δz
‖ f (Z)‖2 d Z  C(δz)C ′(δz) sup
Z∈δz
‖ f (Z)‖.
This shows that H(Dz,H,λ) is identified with a closed subspace of L2(S˜Up,q). Hence
H(Dz,H,λ) is complete. Now, from Lemma 7.1 and (8.3) one can immediately see that, for
g˜1, g˜2 ∈ S˜Up,q , (Tρ,ρλ (˜e) · f )(Z) = f (Z) and (Tρ,ρλ(g˜1g˜2) · f )(Z) = (Tρ,ρλ(g˜1)Tρ,ρλ(g˜2) ·
f )(Z). These properties together with the first part of this theorem show that the pair
(Tρ,ρλ, H(Dz,H,λ)) defines a unitary representation of S˜Up,q . This representation is contin-
uous because, as we have seen above, H(Dz,H,λ) is isomorphic to a subspace of L2(S˜Up,q),
and the left translation is continuous in L2(SUp,q). Since H(Dz,H,λ) = {0} and since the
representation (Tρ,ρλ, H(Dz,H,λ)) is unitary, the latter is irreducible [8]. 
Proposition 8.4. If H(Dz,H,λ) is non-zero, then the set of polynomial functions f : Dz →
H,λ is dense in H(Dz,H,λ), and there exists a complex valued function on R× S˜Up,q which
is continuous in λ.
Proof. Let f ∈ H(Dz,H) and γ ∈ K̂, where K̂ denotes the set of equivalence classes of
finite dimensional irreducible smooth representations of K . We define a projection operator
℘γ : H(Dz,H) → H(Dz,Hγ) by
(℘γ f )(Z) = dim(γ )
∫
K
χγ (k−1) ρ(k) f (k−1 · Z) dµ(k),
where χγ is the character of γ , and H(Dz,Hγ) = {℘γ f : f ∈ H(Dz,H)}. The above integral
defining the action of ℘γ and the sum
∑
γ∈K̂(℘
γ f ) converges uniformly (and absolutely)
on compact subsets (or, on the closure of K -invariant open subsets) of Dz . Consequently,
(℘γ f ) ∈ H(Dz,H), and by the Stone–Weierstrass theorem one finds that (℘γ f ) : Dz → H
is a polynomial mapping, and H(Dz,Hγ) is dense in H(Dz,H). Furthermore, one can show
that ℘γ ((ρ(k)) f )(Z) = (ρ(k)(℘γ f ))(Z), k ∈ K , Z ∈ Dz . Now, let f ∈ H(Dz,H,λ), and
let, for positive integer j , Dz j ⊂ Dz such that Ad(K )Dz j ⊂ Dz j ⊂ Dz j+1 ,
⋃
j1Dz j = Dz ,
and Dz is compact. Then by the Schur orthogonality relations one has∫
Dz j
(
ρ,λ(K(Z , Z)−1) f (Z), f (Z)
)
dµ(Z)
=
∫
Dz j
∑
γ∈K̂
(
ρ,λ(K(Z , Z)−1)(℘γ f )(Z), (℘γ f )(Z)
)
dµ(Z),
and by the Lebesgue dominated convergence theorem one has
‖ f ‖2ρ,ρλ = limj→∞
∫
Dz j
(
ρ,λ(K(Z , Z)−1) f (Z), f (Z)
)
dµ(Z),
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and for all j ,∫
Dz j
(
ρ,λ(K(Z , Z)−1) f (Z), f (Z)
)
dµ(Z)

∫
Dz j
(
ρ,λ(K(Z , Z)−1)(℘γ f )(Z), (℘γ f )(Z)
)
dµ(Z).
This means that if f ∈ H(Dz,H,λ) then also (℘γ f ) ∈ H(Dz,H,λ). Furthermore, one has
that if H(Dz,H,λ) = {0} then there exist polynomials in H(Dz,H,λ) and the set of all such
polynomials in H(Dz,H,λ) is dense in H(Dz,H,λ). That the latter contains the constant
functions follows from a corollary to the Stone–Weierstrass theorem [16]. From (8.3) and
Lemma 7.1 one has [21]
(dim(γ ))−1 (℘γ Tρ,ρλ(g˜ f ))(Z) =
∫
K
χγ (k−1)(Tρ,ρλ(g˜) f )(k−1 · Z) dµ(k)
=
∫
K
χγ (k−1) ρ,λ
(
α(g, (kg)−1 · Z)) f ((kg)−1 · Z) dµ(k)
=
∫
K
χγ (k−1) ρλ
(
α(g, (kg)−1 · Z)) · ρ(α(g, (kg)−1 · Z)) f ((kg)−1 · Z) dµ(k).
Thus, for a fixed functional v∗ ∈ H∗ and for a fixed Z ∈ Dz , the required function
(λ, g˜) &→ v∗(℘γ Tρ,ρλ(g˜ f )(Z))
is continuous in λ. 
Remark. In view of the above proposition one can see by following Harish–Chandra [8] that
if
Hs(Dz,H,λ) =
⊕∑
γ∈K˜
{℘γ f : f ∈ H(Dz,H,λ)}
then
Tρ,ρλ(X) f =
d
dt
(Tρ,ρλ(e
t X ) f )
∣∣∣∣
t=0
, X ∈ s˜up,q . (8.4)
defines an irreducible unitary representation of s˜up,q on Hs(Dz,H,λ). By Harish–Chandra’s
theorem the infinitesimal (sup,q, K˜) module H,λ, called the Harish–Chandra module, of all
polynomials on Dz is irreducible and unitary as the representation (Tρ,ρλ, H(Dz,H,λ)) of
S˜Up,q . One has Tρ,ρλ ∈ H,λ.
9. Expansions of Kernel functions
We now expand the Bergman kernel as given in (8.1) as a power series. Since the characteristic
polynomials in indeterminate κ of Zξ∗ and ξ∗Z differ only by the factor κq−p, we expand
the kernel in terms of Zξ∗. For Z , ξ ∈ Dz , satisfying Ip − Z Z∗ > 0 and Iq − ξ∗ξ > 0,
one has Ip − (Zξ∗)(Zξ∗)∗ = (Ip − Z Z∗) + Z(Iq − ξ∗ξ)Z∗ > 0. Hence the eigenvalues
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µ1, . . . , µp of (Zξ∗)(Zξ∗)∗ are all less then 1. This means that there exists a unitary matrix u p
such that u p(Zξ∗)(Zξ∗)∗u∗p = diag{µ1, . . . , µp}, µ1 ∈ [0, 1). Let wp := u p(Zξ∗)u∗p. Then
wpw
∗
p = diag{µ1, . . . , µp}. This shows that the eigenvalues of wp are the same as those of Zξ∗.
Let these eigenvalues be λ1, . . . , λp so that for any nonzero vector x = (x1, . . . , x p), one has
wpx = λi x. Since xwpw∗px∗ = x[diag{µ1, . . . , µp}]x∗ we have |λi |2xx∗ =
∑p
α=1 µα|xα|2 <∑p
α=1 |xα|2 = xx∗. Thus we have |λi | < 1. This condition enables one to use binomial expansion
in λi . First we prove the following lemma.
Lemma 9.1. Let ν ∈ C, and let
σ =
(
p − 1 p − 2 · · · 1 0
i1 i2 · · · i p−1 i p
)
∈ Sp.
Let l1, l2, . . . , l p be integers, p = r . Then
∑
σ
[σ ]
p∏
α=1
(
ν + lα − σ(p − α) − 1
lα − σ(p − α)
)
=
∏
1i< jp
(li − l j )
p∏
α=1
(ν + lα − p + 1)
(lα + 1) (ν − α + 1)
,
where
(
a
b
)
= (a + 1)/(b + 1)(a − b + 1), (c + 1) = c! being the usual meromorphic
continuation of factorial.
Proof. The left side of the identity in the lemma can be immediately identified as a p × p
determinant. That is, the left side is equal to
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(ν + l1 − p + 1)
(l1 − p + 2) (ν)
(ν + l1 − p + 2)
(l1 − p + 3) (ν)
· · · (ν + l1)
(l1 + 1) (ν)
(ν + l2 − p + 1)
(l2 − p + 2) (ν)
(ν + l2 − p + 2)
(l2 − p + 3) (ν)
· · · (ν + l2)
(l2 + 1) (ν)
...
...
. . .
...
(ν + l p − p + 1)
(l p − p + 2) (ν)
(ν + l p − p + 2)
(l p − p + 3) (ν)
· · · (ν + l p)
(l1 + 1) (ν)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(*)
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It is straightforward, although somewhat tedious, to bring this determinant into row-reduced
form as ∏
1i< jp
(li − l j )
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(ν + l1 − p+1)
(l1 +1) (ν)
(ν + l1 − p+2)
(l1 +1) (ν)
1
(l1 − p+2)
· · · (ν + l1)
(l1 +1) (ν)
(l1 − p+2)
(l1 +1)
0
(ν + l2 − p+1)
(l2 +1) (ν −1)
· · · (ν + l2 −1)
(l2 +1) (ν −1)
(l2 − p+3)
(l2 +1)
...
...
. . .
...
0 0 · · · (ν + l p − p+1)
(l p +1) (ν − p+1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
which is indeed the right side of the identity in the lemma. One way of seeing this as follows.
Let ai j denote the i j th element of the matrix in the determinant (*). Divide the first row by
the product
∏p
k=2(l1 − p + k) :=
∏
1 which brings the same product ouside the determinant.
When on row-reduction a21 is made zero, each element in the second row becomes a multiple
of (l1 − l2)(l1 − p + 2)−1. The term (l1 − p + 2)−1 cancels the term (l1 − p + 2) in the product∏
1. Then divide the second row (with a21 = 0) by the product
∏p
k=3(l2 − p + k) :=
∏
2 which
brings the same product outside the determinant. When a31 is made zero on row-reduction each
element in the third row becomes a multiple of (l1 − l3)(l1 − p +3)−1. The term (l1 = p +3)−1
cancels the term (l1 − p + 3) in the product
∏
1. When a32 is made zero, each element in the
third row becomes a multiple of (l2 − l3)(l2 − p + 3)−1. The term (l2 − p + 3)−1 cancels the
term (l2 − p + 3) in the product
∏
2. Then divide the third row (with a31 = a32 = 0) by the
product
∏p
k=4(l3 − p + k) :=
∏
3 which brings the same product outside the determinant. If
one continues this process, by recognizing a pattern developing, till all the p rows are covered,
the term
∏
1i< jp(li − l j ) is created outside the required determinant of the upper triangular
matrix. 
For Z , ξ ∈ Dz one has Zξ ∈ GLp(C). However, if both Z and ξ are in the Bergman–ˇSilov
boundary Sz , then Zξ∗ ∈ Up. First we expand the Bergman kernel Kλ(Z , ξ) when Z , ξ ∈ Dz .
Proposition 9.2. For every λ + n = ν ∈ R, the Bergman kernel function Kν(Z , ξ) has an
infinite series representation,
Kν(Z , ξ) =
[
det (Ip − Zξ∗)
]−ν = ∑
l1>···>l p0
al1,...,l p(ν) χl1,...,l p(Zξ
∗),
where χl1,...,l p(Zξ∗) is any primitive character of the group GLp(C), , p = r = min{p, q}, and
al1,...,l p(ν) =
p∏
α=1
(ν + lα − p + 1)
(lα + 1) (ν − α + 1)
∏
1i< jp
(li − l j )
are meromorphic functions.
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Proof. [
det(Ip − Zξ∗)
]−ν = [det(Ip − diag{λ1, . . . , λp})]−ν = p∏
α=1
(1 − λα)−ν
=
p∏
α=1
∑
kα0
(
ν + kα − 1
kα
)
λkαα =1
p∏
α=1
∑
kα0
(
ν + kα − 1
kα
) ∑
τ∈Sp
[τ ]λτ( p−α+1)+kα−1α∏
1i< jp
(λi − λ j )
=2
∑
l1>···>l p0
∑
τ∈Sp
[τ ]
p∏
α=1
(
ν + lα − τ(p − α) − 1
lα − τ(p − α)
) ∑
σ∈Sp
[σ ]
p∏
β=1
λ
lσβ
β∏
1i< jp
(λi − λ j )
=3
∑
l1>···>l p0
p∏
α=1
(ν + lα − p + 1)
(lα + 1) (ν − α + 1)
∏
1i< jp
(li − l j ) det∏
1i< jp
(λi − λ j )
=
∑
l1>···>l p0
al1,...,l p(ν)χl1,...,l p(Zξ
∗),
where in =1 we have substituted in the numerator∏
1i< jp
(λi − λ j ) =
∑
τ∈Sp
[τ ]
p∏
β=1
λ
τ( p−β+1)−1
β .
Clearly =3 follows from Lemma 9.1. However, =2 is nontrivial. One way of obtaining it is as
follows. One uses repeatedly the elementary series manipulation relation
∑
n,k0 A(k, n) tn+k =∑
nk0 A(k, n − k) tn and express each of the p! terms as a sum over the permutation τ ∈ Sp.
Then define the parameters l1, . . . , l p in terms of k1, . . . , kp such that the terms containing λα
can be factored from the terms containing the gamma functions. Thus =2 follows. 
For λ = 0, or ν = n Proposition 9.2 reduces to the one obtained in [10], and for p = q = n
it reduces to the one obtained in [15]. In the latter case one can use the homomorphic property
of character to obtain χ(Zξ∗) = χ(Z)χ(ξ). In a sense the p = q case covers the p > q case as
well. Furthermore, in Proposition 9.2 the Bergman kernel is expanded in terms of the characters
of the representation (ρp,Hp) of GLp(C) with signature l1, . . . , l p and of dimension
Np =
∏
1i< jp
(li − l j )
p∏
α=1
(p − α)!
.
Alternatively, the signature is given in terms of the highest weight (m1, . . . , m p) with mα =
lα − p − α, α = 1, 2, . . . , p satisfying m1  m2  · · ·  m p  0. One can extend this
representation meromorphically to a representation (ρq,Hq)of GLq(C) (q  p) with signature
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l1, . . . , l p, 0, . . . , 0 (here l p is followed by q − p number of zeros) and of dimension
Nq =
∏
1i< jp
(li − l j )
p∏
α=1
(q − α)!
p∏
β=1
(lβ + q − p)!
lβ!
so that the number of independent polynomials in pq complex variables (in Dz) of degree
 = 0, 1, 2, . . . is given by∑
l1>···>l p0
l1+···+l p=
Np Nq =
(
pq +  − 1

)
,
and express the kernel in terms of the corresponding characters as
Kν(Z , ξ) =
∑
l1>···>l p0
al1,...,l p(ν)χl1,...,l p,0,...,0( Z˜ ξ˜
∗)
=
∑
l1>···>l p0
al1,...,l p(ν)χl1,...,l p,0,...,0( Z˜) χ l1,...,l p,0,...,0(˜ξ ),
(9.1)
where
Z˜ =
(
Z p×q
0(q−p)×q
)
, ξ˜ =
(
ξp×q
0(q−p)×q
)
.
LetDl1,...,l pi j (Z) := (ui , ρq( Z˜)v j )be matrix elements, where {ui }Npi=1 and {v j }Nqj=1 are orthonormal
bases in respective Hilbert spaces Hp and Hq . The representations (ρp,Hp) and (ρq,Hq) are
restrictions of the representation (ρ,H,λ). By Schur’s lemma one has the sup,q-invariant
hermitian inner product given by, for ν  n,
(D
l1,...,l p
i j (Z),D
l ′1,...,l ′p
l ′ j ′ (Z))ν =
∫
Dz
D
l1,...,l p
i j (Z)D
l ′1,...,l ′p
i ′ j ′ (Z) dµ(Z)
= 1
(al1,...,l p(ν))
δi i ′ δ j j ′
p∏
α=1
δlαl ′α .
(9.2)
Thus a complete orthonormal system of functions for Dz is given by the set
{√al1,...,l p(ν) Dl1,...,l pi j := Dl1,...,l p; νi j }i=1,...,Np, j=1,...,Nq ⊂ H(Dz,Hl1,...,l p;λ ⊂ H,λ).
The holomorphic action (Tρ,ρλ (˜k) ·Dl1,...,l p;νi j )(Z) is given by (8.3) for all k˜ ∈ K˜. Furthermore,
one has
χl1,...,l p(Zξ
∗) = Tr(ρp(Zξ∗)) = Tr(ρq( Z˜ ξ˜∗)) = Tr(ρq( Z˜) ρq (˜ξ∗))
=
Np∑
i=1
Nq∑
j=1
(ui , ρq( Z˜)v j ) (ρq (˜ξ∗)v j , ui ) =
Np∑
i=1
Nq∑
j=1
D
l1,...,l p
i j (Z)D
l1,...,l p
i j (ξ).
(9.3)
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Therefore, the Bergman kernel becomes
Kν(Z , ξ) =
∑
l1>···>l p0
Np∑
i=1
Nq∑
j=1
al1,...,l p(ν)D
l1,...,l p
i j (Z)D
l1,...,l p
i j (ξ). (9.4)
This series converges uniformly and absolutely on compact subsets of Dz ×Dz . The Wallach
set W (Dz) is the set of all ν  0 such that, for Z , ξ ∈ Dz , Kν(Z , ξ) positive definite. That
is, for every finite sequences {Zi }mi=1 in Dz and {ai }mi=1 in C,
∑m
i, j ai aj Kν(Zi , Z j )  0. As
shown in [1, 5, 24], the wallach set is made up of (see Section 2) a discrete part Wd(Dz) =
{ 12 |c(n)i j |(k − 1)}pk=1 = {0, 1, . . . , p − 1} and a continuous part Wc(Dz) = ( 12 |c(n)i j |(p −
1), ∞) = (p − 1, ∞). That is, Kν(Z , ξ) is positive definite if and only if ν ∈ Wd(Dz) or
ν ∈ Wc(Dz). This is clear from the explicit expression for al1,...,l p(ν) (Proposition 9.2).
When Z ∈ Dz and ξ ∈ Sz , then one obtains the Cauchy–Szego¨ kernel function. The latter
can be obtained from the Bergman kernel function in the limit λ → −p (that is,ν → q). Thus
Kq(Z , ξ) =
[
det(Ip − Zξ∗)
]−q = ∑
l1>···>l p0
Np∑
i=1
Nq∑
j=1
al1,...,l p(q)D
l1,...,l p
i j (Z)D
l1,...,l p
i j (ξ). (9.5)
This kernel function is holomorphic in Z and square integrable in ξ . From the Theorem (8.1)
we have
f (Z) = 1
Vol(Sz)
∫
Sz
f (ξ) [det(Ip − Zξ∗)]−q dµ(ξ),
where f ∈ H(Dz,H,−p). The representation (Tρ,ρλ, H(Dz,H,−p)) of S˜Up,q is the Hardy-
space representation over the Bergman–ˇSilov boundary Sz .
10. Composition series
As we have seen in Section 8, the infinitesimal (sup,q, K˜) module H,λ of all polynomials
onDz is irreducible and unitary. Let M denote the module H,λ for each  and λ, λ + n = ν.
From (9.2) we have that (p = r )
M = span{Dl1,...,l pi j (Z) : 1  i  Np, 1  j  Nq, l1 > l2 > · · · > l p  0}. (10.1)
By the sup,q-invariance of the hermitian inner product (9.2) we have
(Tρ,ρλ(X) u, v)ν + (u,Tρ,ρλ(X) v)ν = 0, X ∈ sup,q, u, v ∈ M. (10.2)
The inner product (u, v)ν, u, v ∈ M is a meromorphic function of ν. Consequently, the two
terms on the right side, by analytic continuation, coincide as meromorphic functions of ν for
λ > −1 which means that ν  n. For k = 0, 1, . . . , (p − ν), define
M(k) = span{Dl1,...,l p,νi j : l1 > l2 > · · · > lν+k > lν+k+1
= p − ν − k − 1 > · · · > l p−1 = 1 > l p = 0}.
(10.3)
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Consider a finite filtration of the module M
{0} ⊂ M(0) ⊂ M(1) ⊂ · · · ⊂ M( p−ν) := M (10.4)
of length (p−ν) for ν ∈ Wd(Dz). By using analytic continuation on ν in (9.2) we give a unique
invariant hermitian inner product on M(k). This means that the reducibility of the module M(k)
corresponds to the existence of the singularities of the inner product (u, u)ν for some u ∈ M(k),
that is of the singularities of the function (al1,...,l p(ν))−1 (Proposition 9.2).
It is well known that the gamma function (z) has simple poles at z = 0, −1, −2, . . . with
residues (−1)m/m! as z → −m. Thus we see that (al1,...,l p(ν))−1 is finite for lα  0, α =
1, . . . , p and ν  p (i.e., ν ∈ Wc(Dz)) and in all other cases (lα  −1 and ν  p − 1) it
has poles of order h, 1  h  (p − ν). This means that, for ν ∈ Wc(Dz), the inner product
(u, v)ν is positive definite on M(0). M(0) is unitarizable if and only if ν ∈ Wc(Dz). In any case
the invariance of the inner product (9.2) implies that the module M(0) must be an invariant
subspace of M( p−ν) := M. Also, from Proposition 9.2, M(0) is finite dimensional if and only
if lα − p − ν − 1  0, which means that ν is a non-positive integer.
Furthermore, one knows that the action of p± (see Section 2) on the highest weight vectors
of the compact Cartan subgroup results in raising and lowering of the weights. Consequently,
the reducibility of M(k) corresponds to the existence of a pole at, say ν = ν ′ of order h =
1, . . . , (p − ν) in the hermitian inner product similar to (9.2). This leads one to consider an
inner product (ν ′ − ν)h(u, v)ν ′ as ν ′ tends to ν, where (ν ′ − ν)h gives raise to a zero of order h.
This means that the consecutive quotients M(h)/M(h−1), h = 1, . . . , (p − ν) are all irreducible
(i.e., simple) giving that the consecutive quotients are all composition factors. An invariant
hermitian inner product induced on each M(h)/M(h−1) is given by
(D
l1,...,l p
i j (Z), D
l ′1,...,l ′p
i ′ j ′ (Z))ν (h) = lim
ν ′→ν
(ν ′ − ν)h (Dl1,...,l pi j (Z), D
l ′1,...,l ′p
i ′ j ′ (Z))ν ′
= lim
ν ′→ν
(ν ′ − ν)h
al1,...,l p(ν
′)
δi i ′δ j j ′
p∏
α=1
δlαl ′α .
(10.5)
Thus each M(µ) contains vectors u such that the inner product (u, u)ν ′ has a pole at ν = ν ′ of
order h.
Now, consider the quotient M(h)/M(h−1) with the induced inner product (10.5). For k =
0, 1, . . . , (p − ν) we have
lim
ν ′→ν
(ν ′ − ν)h
al1,...,l p(ν
′)
=

p∏
α=1
(lα + 1)∏
1i< jp
(li − l j )
 lim
ν ′→ν
(ν ′ − ν)h
×
2ν ′−p+k∏
α=1
(
(ν ′ − α + 1)
(ν ′ + lα − p + 1)
) p∏
α=2ν ′−p+k+1
(
(ν ′ − α + 1)
(ν ′ + lα − p + 1)
)
,
where limν ′→ν(ν ′ − ν)(0) is finite since (ν ′ − ν)(ν ′ − ν) = (ν ′ − ν + 1). The above limit
is finite for h = 1 only when l p = 0, l p−1 = 1, . . . , lν+2 = p − ν − 2 and lν+1 > p − ν − 1.
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In general the composition series is given by, for ν = p − κ, κ = 1, 2, . . . , (p − 1), the set of
modules {M( j)}κ−1j=0 such that for each each M( j) there exists (κ − j) number of lα satisfying
lα < κ . All other quotients, although irreducible are non-unitary. The latter follows from the fact
that the residue of the gamma function (z) has a phase term (−1)m as z → −m which gives
raise to opposite sign of the inner product within a particular subquotient. The top subquotient
M( p−ν)/M( p−ν−1) is unitary provided (p − ν − 1) ∈ Z.
From (3.2b) we have for Xc ∈ acp, tr(adp+(Xc)) = (n/2)
∑
1ip γi (Xc). Using this and (8.4)
we determine the maximal weight [11] and show that the quotient space M( p−ν)/M( p−ν−1) is
isomorphic to the reproducing kernel Hilbert space H,λ′ , where λ′ = 2p − λ. Furthermore,
from the analytic structure of (al1,...,l p(ν))−1 one finds, for ν a negative integer, the module
M has a composition series of length p given by the set of modules {M( j)}p−1j=0 such that for
each M( j) there exists (p − j) number of lα satisfying lα < p − j . All other intermediate
subquotients in this case are also as before nonunitary. For ν ∈ Wd(Dz)∪ Wc(Dz), the bottom
subquotient is finite dimensional and unitary, and the top subquotient is a holomorphic discrete
series given by λ′ = 2p − λ. Collecting the information obtained above we have essentially
proved the following theorem:
Theorem 10.1. The module M has a composition series of length (p −ν) for ν ∈ Wd(Dz)and
is given by {0} ⊂ M(0) ⊂ M(1) ⊂ · · · ⊂ M( p−ν) = M . The subquotients are nonunitary except
the bottom and the top quotients.M(0) is finite dimensional when ν is a non-positive integer and
it is unitarizable for ν ∈ Wc(Dz). The top subquotientM( p−ν)/M( p−ν−1) is infinite dimensional
and it is unitarizable for (p − ν) ∈ Z. In this case this top quotient space is isomorphic to
the Hilbert space H,λ, λ′ = 2p − λ. Also, the module M has a composition series of length
p for ν a negative integer. In this case the bottom subquotient M(0) is finite dimensional and
unitary for ν ∈ Wd(Dz) ∪ Wc(Dz), the top subquotient is a holomorphic discrete series given
by λ′ = 2p − λ.
Appendix
In this Appendix we give the triple (r, r ′, r ′′)defined in Section 3 and other salient properties
[12, 19] of all the six Cartan domains.
Type I. Dz = {Z ∈ Mp×q(C) : Z Z∗ < Ip} ;
dimc(Dz) = pq; Aut(Dz) = SUp,q, p + q = n, K = S(Up ⊗ Uq);
kc =
{(
a b
c d
)
: a ∈ glp(C), d ∈ glq(C), tr(a) + tr(d) = 0
}
,
p+ =
{(
0 Z
0 0
)
: Z ∈ Mp×q(C)
}
;
 = {γ1, . . . , γmin{ p,q}}; (r, r ′, r ′′) = (min{p, q}, max{p, q} − min{p, q}, 2);
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I(z) = (2π) 12 r(r−1)
r∏
i=1
(zi − (i − 1));
ac ' Xc = diag{x1, . . . , x p, x p+1, . . . , xn};
γk(Xc) = x p−k+1 − x p+k, k = 1, . . . , r;
Pk(Z) = det([Zi, j ]ki, j=1).
Type II. Dz = {Z ∈ Mn×n(C) : Z Z∗ < In, Z T − Z = 0n} ;
dimc(Dz) = 12 n(n + 1); Aut(Dz) = Sp(n,R); K = U (n);
kc =
{(
a b
−b a
)
: a, b ∈ gln(C), aT = −a, bT = b
}
;
p+ =
{(
Z i Z
i Z −Z
)
: Z ∈ gln(C), i =
√−1
}
;
 = {γ1, . . . , γn}; (r, r ′, r ′′) = (n, 0, 1);
II(z) = (2π) 14 n(n−1)
n∏
i=1
(zi − 12 (i − 1)); ac ' Xc = diag{x1, . . . , xn};
γk(Xc) = 2xn−k+1, k = 1, . . . , n;
Pk(Z) = det([Zn−k+i,n−k+ j ]ki, j=1).
Type III. Dz = {Z ∈ Mn×n(C) : Z Z∗ < In, Z T + Z = 0n; n  2};
dimc(Dz) = 12 n(n − 1); Aut(Dz) = SO∗(2n); K = U (n);
kc =
{(
a b
−b a
)
: a, b ∈ gln(C), aT = −a, bT = b
}
;
p+ =
{(
Z i Z
i Z −Z
)
: Z ∈ gln(C), Z T = −Z , i −
√−1
}
;
 = {γ1, . . . , γ[n/2]}; (r, r ′, r ′′) = ([n/2], 1 − (−1)n, 4);
III(z) = (2π)r(r−1)
r∏
i=1
(zi − 2(i − 1)); ac ' Xc = diag{x1, . . . , xn};
γk(Xc) = xn−2k+1 + xn−2k+2, k = 1, . . . , [n/2];
Pk(Z) = Pf([Zn−2k+i,n−2k+ j ]ki, j=1) =
√
det([Zn−2k+i,n−2k+ j ]ki, j=1) .
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Type IV. Dz = {Z ∈ Cn : 1 + |Z Z T |2 − 2ZZ T > 0, |Z Z T | < 1} ;
dimc(Dz) = n; Aut(Dz) = SOon,2; K = S(On ⊗ O2)o;
kc =
{(
a 0
0 d
)
: a ∈ on, d ∈ o2
}
;
p+ =

 0n×n Z −i ZZ∗ 0 0
−i Z∗ 0 0
 : Z = (Z)n×1 ∈ Cn, i = √−1
;
 = {γ1, γ2}; (r, r ′, r ′′) = (2, 0, n − 2);
IV(z) = (2π) 12 (n−2)
2∏
i=1
(zi − 12 (n − 2)(i − 1));
ac ' Xc = diag
{(
0 i x1
−i x1 0
)
, . . . ,
(
0 i x[n/2]
−i x[n/2] 0
)
,
(
0 i x
−i x 0
)}
,
i = √−1 , (n, n)th element is zero for odd n;
γ1(Xc) = −8x1 − x; γ2(Xc) = −x1 − x;
P1(Z) = Z1 −
√−1 Z2; P2(Z) =
n∑
i=1
Z2i .
Type EI. Dz = {Z ∈ M1×2(O) : O = Cayley (Octonion) algebra over C}
= {Z = (c1, c2) : c1, c2 ∈ O} ;
dimc(Dz) = 16; Aut(Dz) = E6(−14); K = Spin(10) ⊗ SO2;
α2
α6 α5 α4 α3 γ1
Dynkin diagram: αk(k = 2, . . . , 6) are compact simple roots
γ1 is noncompact simple root
 = {γ1, γ2}; γ2 = γ1 + α2 + 2α3 + 2α4 + α5; (r, r ′, r ′′) = (2, 6, 4);
EI(z) = (2π)3
2∏
i=1
(zi − 3(i − 1)); ac ' Xc = diag{x1, . . . , x6};
γ1(Xc) = 12 (x1 − x2 − x3 − x4 − x5 − 3x6);
γ2(Xc) = 12 (−x1 + x2 + x3 + x4 − x5 − 3x6);
P1(Z) = |c1|; P2(Z) = |c1|2 + |c2|2.
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Type EII. Dz = J(O3) = Exceptional Jordan algebra of all 3 × 3 Hermitian matrices with
elements in a Cayley algebra O over C
=
Z =
Z1 c3 c2c3 Z2 c1
c2 c1 Z3
 : Z1, Z2, Z3 ∈ C, c1, c2, c3 ∈ O
;
dimc(Dz) = 27; Aut(Dz) = E7(−25); K = E6 ⊗ SO2;
α2
α7 α6 α5 α4 α3 γ1
Dynkin diagram: αk(k = 2, . . . , 7) are compact simple roots
γ1 is noncompact simple root
 = {γ1, γ2, γ3}; γ2 = γ1 + α2 + 2α3 + 2α4 + 2α5 + α6;
γ3 = γ1 + 2α2 + 2α3 + 3α4 + 4α5 + 3α6 + 2α7;
(r, r ′, r ′′) = (3, 0, 8);
EII(z) = (2π)24
3∏
i=1
(zi − 4(i − 1)); ac ' Xc = diag{x1, . . . , x7};
γ1(Xc) = 12 (x1 − x2 − x3 − x4 − x5 − x6 − 2x7);
γ2(Xc) = 12 (−x1 + x2 − x3 + x4 + x5 − x6 − 2x7);
γ3(Xc) = 12 (x1 + x2 − 3x3 + x4 + x5 + 3x6 − 2x7);
P1(Z) = Z1; P2(Z) = Z1 Z2 − |c3|2;
P3(Z) = Z1 Z2 Z3 − (Z1|c1|2 + Z2|c2|2 + Z3|c3|2) + 2#(c1c2c3).
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