Traveling wave tubes ͑TWTs͒ continue to find widespread application as amplifiers due to their inherently wide bandwidths and their high frequency, high power operating points. Due to the advent of very accurate models ͓1͔, TWT bandwidths continue to increase and bandwidths as large as three octaves are being approached ͓2͔. Understanding and quantifying the nonlinear distortions in wide bandwidth TWTs remains a challenge.
The nonlinear distortion in TWTs is ''intermodulation distortion.'' For steady-state input signals with multifrequency content, an intermodulation product of order K for frequencies f 1 , f 2 , . . . , f P is of the form r 1 f 1 ϩr 2 f 2 ϩ . . . ϩr P f P , where r j are integers ͑possibly zero͒ and Kϭ͉r 1 ͉ϩ͉r 2 ͉ ϩ . . . ϩ͉r P ͉. This structure also includes harmonic frequencies when all but one of the r j 's are zero.
The most basic piece of information about the behavior of an intermodulation product ͑IMP͒ is its exponential growth rate prior to saturation. In this paper, we study IMP growth rates in the S-MUSE TWT model ͓3͔, which has the form of ordinary differential equations with quadratic nonlinearities. We show how IMP frequencies are sequentially generated by the quadratic nonlinearities. We give a series solution of the nonlinear differential equations and take advantage of the generating structure to compute maximum IMP growth rates. This approach provides growth rate estimates and insight into the generation of the IMPs.
S-MUSE is a nonlinear, multifrequency, steady-state TWT model. It is a simplification of the more complete MUSE model also derived in Ref. ͓3͔. The electron beam is modeled using Eulerian equations, so S-MUSE does not predict electron overtaking. However, S-MUSE captures much of the important nonlinear physics that occurs prior to electron overtaking, and compares favorably to large signal codes prior to saturation ͓3͔.
The S-MUSE model consists of nonlinear ordinary differential equations for the Fourier coefficients of circuit voltage Ṽ ᐉ , circuit current Ĩ ᐉ , space charge electric field Ẽ ᐉ , electron beam velocity ṽ ᐉ , and electron beam charge density ᐉ as functions of axial position z. All frequencies are integer multiples of a fundamental frequency 0 , i.e., f ϭ f ᐉ 0 . The subscript ᐉ indexes the frequencies f ᐉ contained in the set ⍀ which will be discussed shortly. The frequency dependent parameters K ᐉ ,ṽ phᐉ , and R ᐉ are circuit interaction impedance, cold circuit phase velocity, and space charge reduction factor, respectively ͓4͔. The electron beam cross sectional area is A and the dc electron beam velocity is u 0 . The S-MUSE model ͓3͔ is
where ϪM рᐉрM ,ᐉ 0. The summations in Eqs. ͑4͒ and ͑5͒ are over integers m,n such that f m ϩ f n ϭ f ᐉ . Equations ͑1͒-͑5͒ may be written in vector form as the sum of a linear and quadratic term
where
In Eq. ͑6͒, the product A ᐉ x ᐉ contains the linear terms in Eqs. ͑1͒-͑5͒, and the term ͚H ᐉmn (x m ,x n ) represents the quadratic terms in Eqs. ͑4͒-͑5͒. ͑The entries of A ᐉ and H ᐉmn are described in detail in Appendix II of Ref. ͓3͔.͒ The dispersion properties of the TWT are contained in A ᐉ and H ᐉmn . We can write the equations for all frequencies together as ẋϭAxϩH͑x,x͒, ͑7͒
The vector w contains the initial data of the drive frequencies.
We solve ͓8͔ the nonlinear differential equation ͑7͒ with the series
with superscript (␣) an index, not an exponent. The components of the series satisfy the equations
One can show that the series solution ͑9͒ converges geometrically for zрL if ͉w͉ʈHʈ(e L Ϫ1)/Ͻ1, where is the largest of the real parts of the eigenvalues of A. (͉•͉ and ʈ•ʈ are vector and induced l 1 norms in modal coordinates.͒ The ᐉth component of Eq. ͑11͒ is
The quadratic term in Eq. ͑12͒ dictates how frequency components of x (1) ,x (2) , . . . ,x (␣Ϫ1) combine to produce frequency components of x (␣) . In particular, the solutions for the drive frequencies in x
(1) produce components in x (2) for frequencies that are all possible additions of pairs of drive frequencies ͑and the negatives of the drive frequencies͒. Then, components of x (1) and x (2) produce components in x (3) for frequencies which are all possible additions of pairs of frequencies from x
(1) and x (2) . Similarly, components of x (1) and x (3) and components of x (2) and x (2) combine to produce components of x (4) and so on. To keep track of the frequencies generated in this process we construct sets ⍀ (␣) that contain the frequencies generated in the term x (␣) . For example, if f a and f b are drive frequencies, then we define ⍀
(1) to contain the drive frequencies and the negative drive frequencies:
From Eq. ͑12͒, the frequencies produced in the second series term are
Similarly, frequencies in x (3) are all possible additions of frequency pairs including one from ⍀
(1) and one from ⍀ (2) :
Notice that ⍀ (3) contains third harmonics and 3IMs, but also contains the drive frequencies.
In general, ⍀ (1) contains the positive and negative drive frequencies, and we define ⍀ (␣) ,␣ϭ2,3,4, . . . by
In applications, we truncate the frequency generation process described above. Since the highest order of IMP in ⍀ (␣) is equal to ␣, we let S to be the highest order IMP of interest and then define ⍀ to be all of the frequencies in
where f ᐉ Ͼ f m if ᐉϾm and f Ϫᐉ ϭϪ f ᐉ . The indices of ⍀ are then used to index x.
Recall that x ᐉ (␣) is term ␣ in the series solution for frequency f ᐉ . By solving the linear system ͑10͒ and then successively solving the forced linear systems ͑11͒, it can be shown that x ᐉ (␣) is a sum of exponentials of the form 
, which is the linear part of Eq.
is the largest real part of the exponents in the quadratic term of Eq. ͑12͒ formed by the product of x ᐉ (␤) and x ᐉ (␣Ϫ␤) . ͑We are using the standard fact that a linear system solution is the sum of exponentials involving the natural frequencies of the system and the frequencies of the exponential forcing.͒ To summarize, x ᐉ (␣) is a solution of the linear system ͑12͒ forced by products of smaller terms, which are themselves sums of exponentials. Therefore x ᐉ (␣) contains both exponentials from the linear portion of Eq. ͑12͒ and exponentials from the products of the smaller terms. Formula ͑19͒ states that the maximum growth rate ᐉ (␣)[1] of x ᐉ (␣) is the maximum real part of the exponents of all of the exponentials.
Next we present examples illustrating the IMP generation and the application of formula ͑19͒. The TWT dispersion and beam parameters are based on a slightly modified experimental Wisconsin Northrup Grumman ͑XWING͒ wideband TWT ͓6͔. Formula ͑19͒ is checked against growth rates obtained from Christine 1D ͓7͔.
First we consider two drive frequencies f a and f b separated by 1.1 GHz. In the bandwidth between 0.8 and 9.0 GHz, twelve IMPs of order five and lower are generated; all of the IMPs are of the form m f a Ϫn f b . For the IMP frequencies and dispersion parameters in this example, Eq. ͑19͒ predicts the growth rate as m times the growth rate of f a plus n times the growth rate of f b :
That is, for the frequencies that make up these IMPs, the linear growth rates ᐉ [1] in Eq. ͑19͒ are always less than the forcing growth rates m (␤) [1] ϩ n (␣Ϫ␤) [1] . For a large class of TWT dispersion parameters, Eq. ͑20͒ is the correct formula for the maximum growth rate of IMPs of the form m f a Ϫn f b .
In Table I , we compare Christine 1D data to Eq. ͑20͒ ͓10͔. The agreement is excellent for input power 30 dB below the input power that produces saturation at the output (Ϫ30 dB sat ). The agreement is less close for input powers of Ϫ10 dB sat and 0 dB sat and this is probably due to the nonlinearities neglected in deriving the S-MUSE model ͓3͔. In all cases, the agreement is very good ͑i.e., Ͻ10% error͒, indicating that the theory may be used for quantitative and qualitative studies of IMPs.
Next we consider a particular case with the drive frequency at the low end of the band such that the second and third harmonics are within the linear gain bandwidth. We consider the frequencies 1,2, and 3 GHz. In case 1, the drive frequency is f 1 ϭ1 GHz. In case 2, we also include f 2 ϭ2 GHz and f 3 ϭ3 GHz as drive frequencies as one might when using second-and third-harmonic injections.
In case 1, the frequency generation scheme ͑16͒ gives
TABLE I. Growth rates for two drive frequencies and nonlinear products up to order five for the bandwidth of 0.8-9.0 GHz. Results for input powers of Ϫ30 dB sat , Ϫ10 dB sat , and 0 dB sat are given. Chr is growth rate fit to Christine 1D power versus axial distance data at at an axial position in the ''small-signal'' regime, i.e., after the power curves have reached their asymptotic exponential growth state, but prior to saturation of any of the power curves ͑see Fig. 1͒ 
That is, the growth rate for the third harmonic is the growth rate for the second harmonic plus the growth rate of the drive. Simulations of this case show that the second and third harmonics do not achieve their asymptotic growth rates prior to saturation. However, analytic solutions of Eq. ͑7͒ confirm that the growth rates predicted by Eq. ͑19͒ are those of the dominant terms.
In general application of Eq. ͑19͒, it is important to notice that the maximum growth rate ᐉ (␣) [1] is a function of ␣. A frequency f ᐉ may appear in several terms of the series, and each of these terms has a maximum growth rate ᐉ (␣) [1] . In many cases, the observed growth rate in a simulation will be the maximum growth rate for the first term in the series for which the frequency appears, i.e., corresponding to the smallest ␣ for which the frequency appears in ⍀ (␣) . For example, in case 1, Eqs. ͑21͒ and ͑23͒ show that f 1 ϭ1 GHz is in both ⍀
(1) and ⍀ (3) and the corresponding growth rates of these terms are 1
( 1) In case 2, the frequency generation scheme ͑16͒ gives
) ϭ͕Ϫ6,Ϫ5,Ϫ4,Ϫ3,Ϫ2,Ϫ1,1,2,3,4,5,6͖.
Now f 1 ϭ1 GHz is in both ⍀ (1) and ⍀ (2) . Since it is common for second-order products to reach the level of drive frequencies before the TWT saturates, in simulations we do see the ␣ϭ2 term for large enough drive levels of 2 GHz and 3 GHz. This phenomenon is shown in Fig. 1 for a Christine 1D simulation. Both the ␣ϭ1 and ␣ϭ2 maximum growth rates are observed and the ␣ϭ2 maximum growth rate is equal to the theoretically predicted sum of the growth rates driving it to within 1%.
By a mathematical treatment of an approximate nonlinear TWT model, we have yielded a new view of IMP generation and provided estimates for IMP growth rates. In this view, the generation of IMP frequencies is a sequential process wherein higher order IMPs are produced by combining lower order IMPs ͑and drive frequencies͒ via a quadratic nonlinearity. The quadratic nonlinearities are the velocity nonlinearity v(‫ץ‬v/‫ץ‬z) in Newton's law and the definition of current v in the continuity equation ͓3͔. We note that certain models of the klystron and free electron laser can be expressed in the same form ͑7͒ as S-MUSE, and therefore a similar method for understanding and predicting IMPs could be applied to these devices.
Formula ͑19͒ indicates that the growth rate of an IMP is the greater of the sum of the growth rates of the frequencies combining to make the IMP and the linear growth rate of the IMP frequency. In most cases the former growth rate applies but there can be exceptions for very wide band TWTs. The analysis refines and gives insight into the conventional rule of thumb ͓2͔ of estimating the growth rate of a Kth order IMP as K times the growth rate of the drive frequency. 1 . Power versus axial distance for three harmonically related drive frequencies predicted by Christine 1D; 1 GHz is a second-order product of 2 GHz and 3 GHz and exhibits first its ␣ ϭ1 maximum growth rate, then its ␣ϭ2 maximum growth rate produced by 2 GHz and 3 GHz.
