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Introduction
Newton's method locates a numerical root of a nonlinear equation without difficulty under normal circumstances, provided that a proper initial guess is selected close to the true solution. Unfortunately, it has only linear convergence when locating repeated roots. For repeated roots of a nonlinear equation of the form f (x ) = 0 , given the multiplicity m ≥ 1 a priori, modified Newton's method [36, 37] in the following form
, n = 0 , 1 , 2 , . . . (1.1) efficiently locates the desired multiple-root with quadratic-order convergence. It is known that numerical scheme (1.1) is a second-order one-point optimal [23] method on the basis of Kung-Traub's conjecture [23] that any multipoint method [35] without memory can reach its convergence order of at most 2 r−1 for r functional evaluations. We can find other higher-order multiple-zero finders in a number of literatures [16] [17] [18] 21, 24, 25, 31, 32, 40, 45] .
Assuming a known multiplicity of m ≥ 1, we propose in this paper a family of new three-point sixth-order multiple-root finders of modified Newton type in the form of:
, (1.2) where the desired forms of weight functions Q f and K f will be extensively studied for sixth-order of convergence in Section 3 . As a consequence, one can regard the last equation in (1.2) as a family of modified Newton-like methods.
The remaining portion of this paper is organized as follows. Section 2 shortly surveys existing studies on multiple-root finders. Fully described in Section 3 is methodology and convergence analysis for newly proposed multiple-root finders. A main theorem on the properties of the family of proposed methods (1.2) is drawn to discover convergence order of six as well as to induce asymptotic error constants and error equations by use of a family of weight functions Q f and K f dependent on two principal roots of function-to-function ratios. In Section 4 , special cases of weight functions are considered based on polynomials and low-order rational functions. Section 5 extensively investigates the extraneous fixed points and related dynamics underlying the basins of attraction. Tabulated in Section 6 are computational results for a variety of numerical examples. Table 5 compares the magnitudes of e n = x n − α of the proposed methods with those of a member of an existing sixth-order family of methods. Dynamical characteristics of the proposed methods along with their illustrative basins of attraction are depicted at great length with detailed analyses, comparisons and comments. Briefly stated at the end is overall conclusion together with a possible development of future work.
Review of existing sixth-order multiple-root finders
The orders of convergence of existing multiple-root finders are mostly found to be less than or equal to 4, and more higher-order multiple-root finders are rarely to be found. Very recently Geum-Kim-Neta [19] have developed a class of twopoint sixth-order multiple-root finders by extending the classical modified double-Newton method with extensive analysis of their relevant dynamics behind the basins of attraction from the viewpoint of the extraneous fixed points. One member of the class is introduced as follows shown by (2.1) :
Let a function f : C → C have a repeated zero α with integer multiplicity m > 1 and be analytic [1] in a small neighborhood of α.
where
and where Q f : C → C is analytic in a neighborhood of 0 and K f : C 2 → C is holomorphic [20, 39] in a neighborhood of (0, 0).
Since s and v are respectively one-to-m multiple-valued functions, we consider their principal analytic branches [1] . Hence, it is convenient to treat s as a principal root given by
f (x n ) ) ≤ π ; this convention of Arg( z ) for z ∈ C agrees with that of Log[ z ] command of Mathematica [44] to be employed later in numerical experiments of Section 6 . By means of further inspection of s , we find that s =
Definition 1 (Error equation, asymptotic error constant, order of convergence) . Let x 0 , x 1 , . . . , x n , . . . be a sequence converging to α and e n = x n − α be the n th iterate error. If there exist real numbers p ∈ R and b ∈ R − { 0 } such that the following error equation holds e n +1 = b e n p + O (e p+1 n ) , (3.4) then b or | b | is called the asymptotic error constant and p is called the order of convergence [42] .
In this paper, we investigate the maximal convergence order of proposed methods (3.1) . We here establish a main theorem describing the convergence analysis regarding proposed methods (3.1) and find out how to construct weight functions Q f and K f for sixth-order convergence. It suffices to consider both weight functions Q f and K f up to the fifth-order terms in e n due to the fact that O (
Applying the Taylor's series expansion of f about α, we get the following relations: (3.16) where
Hence by substituting (3.5) -(3.16) into the proposed method (3.1) with explicit uses of Y j (3 ≤ j ≤ 6), Z 5 , Z 6 , we obtain the error equation as
, (3.17) where
Substituting K 00 = 1 into L 2 = 0 and simplifying, we obtain
follows independently of θ 2 . Substituting K 00 = 1 , K 10 = 1 into L 3 = 0 and simplifying yields:
from which we find Substituting K 00 = 1 , K 10 = 1 , K 20 = 2 into L 4 = 0 and simplifying yields:
from which
follows independently of θ 2 and θ 3 . 
from which we obtain independently of θ 2 and θ 3 :
(3.25)
, we obtain
The consequence of the analysis carried out thus far immediately leads us to the following theorem. 
be respectively defined in (3.11) and (3.16) 
Then iterative methods (3.1) (3.28) where φ is given in (3.27 ) .
Special cases of weight functions
As a result of Theorem 3.1 , Taylor-polynomial forms of Q f ( s ) and K f (s, v ) are easily given by
Although a variety forms of weight functions Q f ( s ) and K f (s, v ) are available, we will limit ourselves to considering several forms of low-order polynomials or simple rational functions. 
Case 1: Polynomial weight functions:
then Q f becomes a polynomial being equivalent to Case 1 . One should note that four parameters q 3 , q 4 , r 3 , r 4 define a linear system of rank 2, if b is given. Hence, any two of them can be solved in terms of remaining two free parameters for a given b . The following sub-cases are of interest with a choice of b = 1 , q 1 = 0 , q 2 = 1 and r 1 = −1 .
Case 2B:
Case 3: Mixture of rational and polynomial weight functions
(4.10)
Case 4: Mixture of polynomial and rational weight functions (4.13) where q 3 = 1 + r 3 , r 4 = −2 + q 4 − r 3 . One should note that four parameters q 3 , q 4 , r 3 , r 4 define a linear system of rank 2. Hence, any two of them can be solved in terms of remaining two free parameters. The following sub-cases are of interest.
Case 4B:
Case 5: Low-order weight functions for purely imaginary extraneous fixed points
where b, c ∈ R are free parameters excluding b = 2 , c = 0 . Both weight functions Q f and K f clearly satisfy the required conditions for their coefficients stated in (4.1) . The detailed analysis for a possible combination of ( b , c )-parameters leading to purely imaginary extraneous fixed points is described in the latter part of Section 5 . The nature of F 1 ( ζ ) in (5.5) and F 2 ( ζ ) in (5.6) enables us to consider two cases 5X and 5Y , respectively. The following sub-cases are our interest.
Case 5X: Selection of parameters ( b , c ) leading to the negative roots of F 1 ( ζ ) given by (5.5) .
.
Note that sub-cases 5XA, 5XB, 5XC, 5XD and 5XE, 5XF, 5XG, 5XH yield uniparametric and biparametric negative roots of
Case 5Y: Selection of parameters ( b , c ) leading to the negative roots of F 2 ( ζ ) given by (5.6) .
Note that sub-cases 5YA, 5YB, 5YC and 5YD, 5YE, 5YF yield uniparametric and biparametric negative roots of F 2 ( ζ ), respectively.
For selected cases 5XA , 5XH, 5YA , 5YF , Table 2 lists the corresponding purely imaginary extraneous fixed points.
Extraneous fixed points
In this section, we will investigate the extraneous fixed points [22, 43] of the iterative map (3.1) and relevant dynamics associated with their basins of attraction. The dynamics underlying basins of attraction was initiated by Stewart [41] and followed by works of Amat et al. [2] [3] [4] [5] , Scott et al. [38] , Chun et al. [10] , Chun-Neta [11] , Chicharro et al. [8] , Cordero et al. [15] , Neta et al. [28, 33] , Argyros-Magreñan [7] , Magreñan [27] , Magreñan et al. [26] , Andreu et al. [6] and Chun et al. [12] . The only papers comparing basins of attraction for methods to obtain multiple roots are due to Neta et al. [29] , Neta-Chun [30, 34] , Chun-Neta [13, 14] and Geum-Kim-Neta [19] .
A zero α of a nonlinear equation f (x ) = 0 can be located by a fixed point ξ of iterative methods of the form
where R f is the iteration function under consideration. In general, R f might possess other fixed points ξ = α. Such fixed points are called the extraneous fixed points of the iteration function R f . Extraneous fixed points may result in attractive, indifferent or repulsive cycles as well as other periodic orbits influencing the dynamics behind the basins of attraction. Exploration of such dynamics is clearly another goal of our current analysis, which leads us to a more specific form of iterative maps (5.1) as follows:
can be regarded as a weight function of the classical Newton's method. It is obvious that α is a fixed point of R f . The points ξ = α for which H f (ξ ) = 0 are extraneous fixed points of R f .
For an analysis of the relevant dynamics, we limit ourselves to considering only combinations of weight functions Q f ( s ) and K f (s, v ) in the form of quadratic rational functions as shown in Case 5 of Section 4 . Other types of combinations have empirically shown poor convergence in the existing studies by [13, 19, 29, 34] . A special attention will be paid to some selected cases 1A , 2A , 2B, 2C, 3A , 4A as well as all 5X and 5Y in order to pursue further properties of extraneous fixed points and relevant dynamics associated with their basins of attraction. The existence of such extraneous fixed points would affect the global iteration dynamics, which was demonstrated for simple zeros via König functions and Schröder functions applied to
} by Vrscay and Gilbert [43] . Especially the presence of attractive cycles induced by the extraneous fixed points of R f may alter the basins of attraction due to the trapped sequence { x n }. Even in the case of repulsive or indifferent fixed points, an initial value x 0 chosen near a desired root may converge to another unwanted remote root. Indeed, these aspects of the Schröder functions [43] were observed in an application to the same family of
For simplified analysis of such dynamics related to the extraneous fixed points underlying the basins of attraction for iterative maps (5.2) , we first choose a quadratic polynomial from the family of functions
Vrscay and Gilbert [43] . By closely following the works of Chun et al. [9, 13] and Neta et al. [28, 33, 34] , we then construct
. We now take the multiplicity m of the zeros α into consideration and apply a polynomial
, with a change of a variable ζ = z 2 , in the form of 
. As a result, K f (s, v ) in (4.18) is independent of m . Hence, the roots of H(z) = m · K f (s, v ) = 0 , i.e., the roots of K f (s, v ) = 0 other than zeros of f are the desired extraneous fixed points, being independent of m .
It is interesting to find a combination of Q f and K f leading to purely imaginary extraneous fixed points, whose investigation was done by Chun et al. [9] . We first describe the following lemma on the negative real roots of a quadratic equation for later use. We now consider Case 5 described by (4.18) to discuss purely imaginary extraneous fixed points. After applying f (z) = (z 2 − 1) m to compute s and v , we get K f with ζ = z 1 / 2 below:
where 6) and ρ j (1 ≤ j ≤ 6) is a bivariate polynomial in b and c . As a result, we can obtain the extraneous fixed points ξ = ζ 1 / 2 by finding the zeros ζ of F 1 or F 2 . The corresponding repeated real zeros ζ of F 1 are easily found to be:
Similarly, the corresponding real zeros ζ of F 2 are found to be: One should be aware that the one-parametric second solutions in (5.7) and (5.8) are found from the degenerated linear cases of F 1 ( ζ ) and F 2 ( ζ ) with vanishing coefficients in their quadratic-order terms. We are now ready to begin an analysis leading to purely imaginary extraneous fixed points from the roots of F 1 and F 2 . We start with F 1 for its one-parametric solution followed by its two-parametric solution. In view of relation ξ = ζ 1 / 2 between extraneous fixed points ξ and the zero ζ , values of one-parametric zeros ζ should be negative for purely imaginary extraneous fixed points ξ . Hence
from which the value of b must satisfy the inequality 10) and the corresponding purely imaginary extraneous fixed points ξ are given by: are considered in sub-cases 5XA, 5XB, 5XC, 5XD .
For all values of two-parametric zeros ζ of F 1 to be negative, all the coefficients should have the same sign according to Lemma 5.1 . After a lengthy algebra to have the coefficients of the same sign with the help of Mathematica symbolic capability, we find that ( b , c ) satisfies the relation for desired negative values of ζ : and obtain the desired purely imaginary extraneous fixed points ξ given by: (5 , 9) } are considered in sub-cases 5XE, 5XF, 5XG, 5XH . Similar treatment for F 2 leads us to obtaining purely imaginary extraneous fixed points ξ given by: as well as
for ( b , c ) satisfying the relation below: 2 ) , (4 , 7) , ( 1 6 , 0) } in sub-cases 5YD, 5YE, 5YF . Indeed, Fig. 1 illustrates appropriate shaded ( b , c ) -parameter regions for a biparametric family of negative roots of F 1 and F 2 . Consequently, combinations of parameters ( b , c ) can be selected from these shaded regions for purely imaginary extraneous fixed points, and some of them are shown in sub-cases of Case 5 , which give the desired purely imaginary extraneous fixed points listed in Table 1 .
Our next goal is to extensively investigate the complex dynamics of the iterative map R p of the form (5.17) in connection with the basins of attraction for a variety of polynomials p ( z n ) and a weight function H p ( z n ). Indeed, R p ( z ) represents the classical Newton's method with weight function H p ( z ) and may possess its fixed points as zeros of p ( z ) or extraneous fixed points associated with H p ( z ). As a result, basins of attraction for the fixed points or the extraneous fixed points as well as their attracting periodic orbits would reflect complex dynamics whose illustrative description will be made for various polynomials in the latter part of Section 6 .
We now continue to describe the dynamical behavior of (5.17) when p(z) = (z 2 − 1) m with selected values of m ∈ {2, 3, 4, 5}. Table 2 lists corresponding extraneous fixed points ξ of H for any value of m . By direct computation of multipliers R p (ξ ) , we find that the parabolic fixed points are given by ξ = ζ 1 / 2 satisfying repeated roots arising from cases 2A, 5XA, 5XH, 5YA, 5YF , which are highlighted in bold face in Table 2 . Attractive extraneous fixed points are indicated by framed 
5XB
-4 Table 2 for three cases 5XC, 5XH and 5YF . All other extraneous fixed points ξ of H in each case are found to be repulsive. Before closing this section, we denote 20 iterative maps in Table 1 corresponding to cases 1A, 2A, 2B, 2C, 3A, 4A as well as all 5X and 5Y respectively by GKN1A , GKN2A , GKN2B, GKN2C, GKN3A , GKN4A and GKN5XA through GKN5YF for convenience and later use. In addition, the map for iterative method (2.1) is denoted by GKNPA . 
Here log z(z ∈ C ) represents a principal analytic branch with −π ≤ Im ( log z) < π.
Numerical experiments and complex dynamics
This section is basically composed of two parts. The first part deals with computational aspects of proposed methods (3.1) for a variety of test functions in comparison with other existing methods. Selected cases 1A, 2A, 2B, 2C, 3A, 4A as well as all 5X and 5Y have been implemented to verify the convergence developed in this paper. Later on in the second part of this section, the complex dynamics will be explored together with basins of attraction of selected rational iterative maps GKN1A , GKN2A , GKN2B, GKN2C, GKN3A , GKN4A and GKN5XA through GKN5YF .
A number of numerical experiments have been implemented with Mathematica programming to confirm the developed theory. Throughout these experiments, we have maintained 160 digits of minimum number of precision, via Mathematica command $ MinP recision = 160 , to achieve the specified accuracy. In case that α is not exact, it is replaced by a more accurate value which has more number of significant digits than the preassigned number $ MinP recision = 160 .
Definition 2 (Computational Convergence Order)
. Assume that theoretical asymptotic error constant η = lim n →∞ | e n | | e n −1 | p and convergence order p ≥ 1 are known. Define p n = log | e n /η| log | e n −1 | as the computational convergence order. Note that lim n →∞ p n = p. Remark 6.1. Note that p n requires knowledge at two points x n , x n −1 , while the usual COC(computational order of conver-
does require knowledge at four points x n , x n −1 , x n −2 , x n −3 . Hence p n can be handled with a less number of working precision digits than the usual COC whose number of working precision digits is at least p times as large as that of p n .
Computed values of x n are accurate up to $ MinPrecision significant digits. If α has the same accuracy of $ MinPrecision as that of x n , then e n = x n − α would be nearly zero and hence computing | e n +1 | /e p n | would unfavorably break down. To clearly observe the convergence behavior, we desire α to have more significant digits that are digits higher than $MinPrecision. To supply such α, a set of following Mathematica commands are used:
In this experiment, we assign = 16 . As a result, the numbers of significant digits of x n and α are found to be 160 and 176, respectively. Nonetheless, the limited paper space allows us to list both of them only up to 15 significant digits. We set the error bound to 
434401024257508 , where log z(z ∈ C ) represents a principal analytic branch such that − π < Im ( log z) ≤ π As seen in Table 4 , they clearly confirmed sextic-order convergence. The values of computational asymptotic error constant agree up to 10 significant digits with η. It appears that the computational convergence order well approaches 6. Table 3 shows additional test functions to further confirm the convergence behavior of proposed scheme (3.1) .
In Table 5 , we compare numerical errors | x n − α| of proposed methods W1A, W2A, W2B, W2C, W3A, W4A, W5XA, W5XH, W5YA, W5YF with those of method WPA which identifies method (2.1) . The least errors within the prescribed error bound are highlighted in bold face. Although we are limited to the selected current experiments, within two iterations, a Table 4 Convergence for test functions F 1 (x ) − F 4 (x ) with typically selected methods W1A, W2A, W3A, W4A. 
m play a crucial role in obtaining sixth-order of convergence for proposed methods (3.1) .
It is, in general, a matter of importance to properly select initial values influencing the convergence behavior of iterative methods. For ensured convergence of iterative map (5.17) with a weight function H p ( z ), it requires good initial values close to zero α. It is, however, not a simple task to determine how close the initial values are to zero α, since initial values are generally dependent upon computational precision, error bound and the given function f ( x ) under consideration. One effective way of selecting stable initial values is to directly use visual basins of attraction. Since the area of convergence can be seen on the basins of attraction, it would be reasonable to say that a method having a larger area of convergence implies a more stable method. Clearly a quantitative analysis becomes an essential tool for measuring the size of area of convergence.
To this end, we provide Table 6 featuring a statistical data describing the average number of iterations per point. In the following 6 examples, we take a 6 by 6 square centered at the origin and containing all the zeros of the given functions. We assume that all zeros are of the same multiplicity m . We then take 360,0 0 0 equally spaced points in the square as initial points for the iterative methods. We color the point based on the root it converged to. This way we can find out if the method converged within the maximum number of iteration allowed and if it converged to the root closer to the initial point. We now are ready to discuss the complex dynamics of selected iterative maps GKN1A, GKN2A, GKN2B, GKN2C, GKN3A, GKN4A and GKN5XA through GKN5YF applied to various polynomials p k (z) , k ∈ N .
Example 1.
As a first example, we have taken a quadratic polynomial raised to the power of 2 with all real roots:
Clearly the roots are ± 1 with multiplicity 2. Basins of attraction for GKN5XA -GKN5XH are given in the top two rows of Fig. 2 . The last two rows present the basins of attraction for GKN5YA -GKN5YF . It is clear that the best methods are GKN5XF and GKN5YD and the worst are GKN5XH , GKN5YA -GKN5YC and GKN5YE . Consulting Tables 6-8 , we find the methods GKN5XF and GKN5YD use the least number of iterations per point on average, they also use the least amount of CPU time and have the least number of black points. The method GKN5YF is the next best. In the following examples we will not show the 5 worst methods.
Example 2.
In our second example, we have taken a cubic polynomial raised to the power of 3:
Basins of attraction are given in Fig. 3 . In the top row the basins for GKN5XA -GKN5XD , center row for GKN5XE -GKN5XG and on the bottom row the basins for GKN5YD and GKN5YF . It is clear that the best methods are GKN5XF and GKN5YD and the worst are GKN5XA and GKN5XC . Based on Tables 6 -8 , we find that GKN5YD is fastest followed by GKN5XF and the slowest is GKN5XC . The average number of iterations per point is least for GKN5YD (5.09) followed by GKN5XE (6.50) and GKN5XB (6.92) and the highest is for GKN5XF (51. 19 ). The least number of black points is for GKN5YD (652) and the highest for GKN5XA and GKN5XC . We will therefore eliminate GKN5XC from the rest of the experiments. 2 . The top row for 5XA , 5XB , 5XC , 5XD in order from left to right, the second row for 5XE , 5XF , 5XG , 5XH , the third row for 5YA , 5YB , 5YC , and the bottom row for 5YD , 5YE , 5YF , for the roots of the polynomial (z
Example 3. As a third example, we have taken a quintic polynomial raised to the power of 3:
The basins for this example are plotted in Fig. 4 . In the top row, we have the basins for 5XA , 5XB and 5XD . Below that we have the basins for 5XE , 5XF and 5XG and on the third row the basins for 5YD and 5YF . The best methods are 5XB , 5XF and 5YD . The worst are 5XA and 5YF . Upon consulting Table 6 , we find that 5YD uses the least number of iterations per point (6.69) followed by 5XF with 8.87 iterations. The methods 5XA , 5XD and 5YF require between 14.80 and 15.23 iterations per point. Based on the CPU in Table 7 , we arrive at the same conclusion. Based on the number of black points, we find that 5YD is by far the best (5488 points) with the rest having at least 24843 points. The worst are 5YF with 94342 points, 5XD with 70466 points and 5XA with 68063 points. These 3 methods will be excluded from the rest of the experiments. Now all the roots are real. The basins are given in Fig. 5 in two rows. The top row have 5XB , 5XE and 5XF . The bottom row shows the basins for 5XG and 5YD . The best are 5YD and 5XF . The worst methods are 5XB and 5XG . the number of iterations per point is now in the range of 6.06 (for 5YD ) to 8.89 (for 5XG ). The fastest methods are 5YD (2713.325 s) followed by 5XF (2732.622 s) and the slowest is 5XG with 3777.564 s.The method 5YD has the least number of black points (1642) and 5XG has the most (30584) black points.
Example 5.
As a fifth example, we have taken a quadratic polynomial raised to the power of 5:
5 .
(6.5)
The basins for the best 5 methods so far are plotted in Fig. 6 . Based on the plots and the Tables, we conclude that 5YD is the best performer followed closely by 5XF and the worst is 5XB . The basins for the best 5 methods left are plotted in Fig. 7 . The conclusions are the same as in the previous example based on the plots and the tables.
In summary, we find that 5YD is best followed closely by 5XF . The worst is 5XB . To summarize the results of the 6 examples, we have averaged the results in Tables 6 -8 across examples. Based on Table 6 we find that 5YD uses the least number of iterations per point (6.06 on average) followed closely by 5XF (7.02). The method requiring the highest number of iterations per point is 5XB (10.26) which is slightly less than the best sixth order method GKNPA in our previous paper 4 . The top row for 5XA , 5XB , 5XD in order from left to right, the second row for 5XE , 5XF , and 5XG , and the bottom row for 5YD , and 5YF , for the roots of the polynomial (z 5 − 1) 3 .
Fig. 5.
The top row for 5XB , 5XE , 5XF , in order from left to right, and the bottom row for 5XG , and 5YD , for the roots of the polynomial (z 3 − z) 4 . [19] . The fastest method is 5YD (2588.39 s) followed by 5XF (3081.08 s). The slowest is 5XB (4389.49 s), slower than GKNPA (3744 s). As for the number of black points (see Table 8 ) we find that GKNPA has the lowest number (426 points) followed by 5YD (3351 points). We conclude the current study as follows. Convergence order of proposed methods (3.1) has been improved with the introduction of weight functions expressed in terms of function-to-function ratios. Computational aspects through a variety of test equations in a number of selected cases well agree with the developed theory, verifying the convergence order and asymptotic error constants. To determine what type of initial values of the proposed methods chosen near the zero α must be given for their ensured convergence, we have not only carefully investigated the extraneous fixed points of the proposed maps applied to a polynomial f (z) = (z 2 − 1) m motivated by the earlier work of Vrscay and Gilbert [43] , but also extensively illustrated relevant complex dynamics of a family of selected methods 5X and 5Y behind the basins of attraction for a wide variety of exemplary polynomials p k ( z ). We conclude that 5YD is the best method overall. We have tried to find connection Table 8 Number of points requiring 40 iterations for each example (1) (2) (3) (4) (5) (6) .
