Auslander's delta invariant over Gorenstein commutative local rings is generalized to arbitrary local rings via Vogel's construction of Tate (co)homology and a vanishing theorem is proved. Based on one of the new invariants, Auslander's index of a Gorenstein local ring is generalized to arbitrary local rings and the finiteness of the new index is established.
Introduction
The main goal of this paper is to introduce homological invariants of modules over arbitrary commutative noetherian local rings that would generalize Auslander's d-invariant defined for modules over Gorenstein commutative local rings, and give the first applications by systematically generalizing the known results about the 6-invariant. In fact, the invariants we define here can also be defined for representations of much more general algebraic structures. In this paper, however, we restrict our attention to local rings, since within that class of rings the known results about the d-invariant almost always admit generalizations. More general structures (and homology theories) will be treated in future papers.
Besides a score of generalizations, these new invariants also provide a unifying framework for seemingly unrelated results, as was demonstrated in [ll] , where completely elementary definitions of two new invariants were used.
Moreover, over non-Gorenstein local rings the notion of 6 bifurcates: we now have the invariants 5 and z (in fact, as in the case with 6, we have an infinite series of each of the two invariants, thus accommodating the dimension shift). The presence of two, rather than one, invariants reflects the analogy (and/or difference!) between cohomology and homology, which, in the Gorenstein case, turns into the duality given by Tate (co)homology. In addition, one can define two more invariants that would accommodate local duality. In this paper however we will restrict our attention to the invariant 5.
In Section 3 we give a sufficient condition for the vanishing of all of the 5' of a given module over a ring admitting a deformation, thus generalizing the corresponding result of Ding over Gorenstein rings [S] . In Section 4 we generalize the notion of the index of a Gorenstein local ring, introduced by Auslander, to arbitrary local rings and prove that the new index is always finite. This immediately allows us to generalize to Cohen-Macaulay rings two other results of Ding [S] also proved for Gorenstein rings: the former asserts that the multiplicity of the ring R is bigger than or equal to index(R) + (edim R -dim R) -1, the latter is a consequence of this inequality and characterizes hypersurface rings as the non-regular rings for which equality holds.
Other aspects of the new invariants including duality, applications to deformations, relations to homologically finite subcategories, and further results concerning the index will be treated in forthcoming papers.
Definitions
All rings in this paper will automatically be assumed to be commutative and noetherian. We begin by recalling the definition of Auslander's b-invariant [l] . Let (R, m, k) be a Gorenstein local ring and M a finitely generated R-module. A maximal Cohen-Macaulay approximation (mCM) of M is a short exact sequence 0 + YM + XM L M + 0, where the middle module is mCM and the kernel of f is of finite projective dimension (see [2] and [lo] for details on mCM approximations). If fcan only be factored through itself by way of an automorphism of X,, then the approximation is called minimal. Any module has a minimal approximation and if R is complete then minimal approximations are unique up to non-unique isomorphisms. Suppose now that fis a minimal approximation. Let XM = XMu F, where XM has no free summands and F is free. Then 6(M) is defined as the rank of This invariant can also be defined as follows [l] . Let P. + M be a projective resolution of M. If dim R = d then the (d + 1)st syzygy module Q'+'M of M is mCM and has no free summands. By the duality for CM modules, the truncation of P. at degree d + 1 can be complemented by a minimal projective coresolution, thus yielding a doubly infinite (if p.d. M = 00) exact complex C. of free modules. It follows from the duality for CM modules that this minimal complete resolution C. is defined uniquely up to isomorphism. Using the same duality again we extend the identity map between the tails of C. and P. to a chain map 4. : C. + P.. Then h'(M) equals the minimal number of generators of PJImqi. We immediately deduce that b'(M) can also be described as either dimk Coker(qi @,k) or dim, Ker(Hom(qi, k)). Thus, in a sense, the B-invariant measures the "difference" between the (co)homology arising from the complete resolution C. and the (co)homology arising from the projective resolution P.. The former is called Tate (co)homology and the reader is referred to [4] for an in-depth study of that concept over general Gorenstein rings. Thus to find a generalization of the b-invariant to arbitrary local rings, it would suffice to have a general definition of Tate (co)homology. Such a definition does exist and is due to Pierre Vogel (unpublished). We shall now review his construction (see [8] for details).
From now on the ring (R, m, k) will be an arbitrary commutative noetherian local ring. Let M and N be finitely generated R-modules, PM and PN projective resolutions of M and, respectively, N. We reserve the notation (A,@ for the graded Homfunctor applied to graded R-modules A and B. Thus (A, B),, = nisz HomR(Ai, Bi+,). Now one can define a differential on (A,B) by the formula a(f)(x) = a(f(x)) -(-l)d'gSf(a(x)), where x E A, thus making (A, B) into a complex. Consider the short exact sequence of complexes On the other hand, Vogel proved that the cohomology
Ext.(M,N)
of the factor-complex (PY,PN) coincides with Tate cohomology Ext'(M, N) when R is a group ring of a finite group. In fact, his proof, as we will see in a moment, works for arbitrary Gorenstein rings. Remark 1. This alternative description of Tate cohomology over Gorenstein rings was independently found by Buchweitz (see [4] ).
Proof. Let CM be a complete resolution of M. Sacrificing, if necessary, the minimality of CM we may assume that the map q : CM + PM is surjective. Thus we have the short exact sequence of complexes of projective modules o-L-C&++P&f-O, which we want to consider as a split exact sequence of graded modules. Applying the graded Horn functor ( -, PIy) we get the commutative diagram as shown in Fig. 1 . with exact rows and columns (the left column is exact since the middle column is a split exact sequence of graded modules). Since L is bounded on the left and PN is bounded on the right, any map between these two complexes is bounded. Thus (I,, PN) = 0 and it remains to show that the map r is a quasiisomorphism. This is equivalent to saying that the complex (C M, PN)b is exact. This complex is isomorphic (C,,R) ORPN. Since R is Gorenstein, the first factor is exact. The second factor is a complex of projective modulus bounded on the right. The desired assertion now follows. 0
Passing from the sequence (2.1) to the associated long cohomology exact sequence we have the map
which is obviously natural in both arguments for all i.
Replacing N with k, we can now give a definition of the invariant 5'.
Definition 2.2. Let M be a finitely generated module over a noetherian local ring R.
We set t'(M) := dimk Ker(H'( p) : Ext'(M, k) + %?(M, k)).
We will often write r(M) instead of <O(M). As an immediate corollary of the proof above we have the following.
Proposition 2.3. If the ring R is Gorenstein, then r'(M) = d'(M) for all i.
We now record the first properties of the new invariant. 
<'(MI uM2) = ('(MI) + t'(M,) for all i.

Zf pd. M <co then c'(M) = /9,(M) for all i. 4. If M + N is a surjective homomorphism of R-modules then t(M) 2 t(N).
t'(M) = r(Q'M) for all i.
All of the above properties are straightforward consequences of the definition. To prove property 4 one should also use the naturality of H'(p) and the left exactness of the functor Horn. 
Again if R is Gorenstein then the new invariant coincides with Auslander's 6'(M).
In the general case, the new invariant z has properties identical to those of l and listed in Proposition 2.4. Because of the nice interpretation of 5 given in the preceding remark, this invariant is usually more convenient to work with than z. In the rest of this paper we will concentrate on t. Remark. In the particular case when the ring S is Gorenstein, this theorem was proved by Ding (see [S, Theorem 2.11).
Proof. We will utilize the fact that a resolution of any R-module M can be endowed with a structure of R [t]-module, where t is an indeterminate of degree -2. This fact was established by Gulliksen in [9] . Later Eisenbud [7] gave a very simple construction of the endomorphism t: it is simply the square of the differential divided by x. More precisely, the square of the differential is computed over S, then divided by x, and pushed back to R. The result, as a degree -2 endomorphism of the resolution, is defined up to homotopy, and as such gives rise to an element of Ext'(M,M). Thus Ext*(M,k) becomes as R[t]-module. It is even a k[t]-module, since Ext*(M,k) is annihilated by the maximal ideal. On the other hand, Ext'(M, k) is also a module over the Yoneda algebra Ext'(k, k) Proof. The "only if" part is obvious. Suppose now that t(k) # 0. Then there exists a non-zero map 8 : k + k with a bounded lifting. Since l3 must be an isomorphism, we may also find a lifting which is an isomorphism in each degree. The difference of the two liftings is null-homotopic and is an isomorphism in sufficiently high degrees. Since we could have started with minimal resolutions and the homotopy is an R-module homomorphism, we conclude, by Nakayama's lemma, that the projective resolution of k is eventually zero. 0 Proof. The proof is a verbatim repetition of Ding's argument which we reproduce here. Let a be an ideal of R generated by a system of parameters and such that m&(R) = l(R/a). Let n be the smallest number i such that m' c a. Consider the filtration R~m=m+a~m2+a~
... 1 m" + a = a. Then, by Nakayama's lemma, we have that Z(R/a) 2 1 + (e dim R -dim R) + n -2. On the other hand, R/m" surjects onto R/a, the latter being a module of finite projective dimension. By properties 3 and 4 of Proposition 2.4, we have that <(R/m") # 0 and therefore index(R) I n. 0
Remark. If R is Cohen-Macaulay, one can still define the index using 6 (understood as the rank of the largest free summand in the minimal approximation of a module). However, as was shown by Ding [6] , with that definition, the index of a ring need no longer be finite, thus making a generalization similar to ours impossible.
As a consequence, we have a generalization of another result of Ding (see [5, Theorem 3.31 ). The argument is again identical to the one given by Ding in the Gorenstein case and the reader is referred to [S] for details.
