It is shown that approximate analytical representations of the Blasius function may be developed by using the error function, 
Introduction
In boundary layer theory, the Blasius function, ), (x F with x a dimensionless distance, is the solution of the nonlinear ordinary differential equation (ODE) [3] 
with the boundary/initial conditions
W. Robin
Recently, there has been a considerable interest (see, for example, [2, 6, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] based on the error function [4] and the ideas of Savaş [13] .
Rather than deal with (1.1)/(1.2) directly, it is technically easier to deal with the dimensionless velocity [3] ), ( ) (
that is, the nonlinear ODE is well known [1, 3] and of a 'convenient' shape for the development of families of analytical approximations to ) ( ) ( x F x f   using the trial function (or, more generally, trial functions) approach [1] , the choice of trial function(s) being dictated by a knowledge of the general shape of the solution curve to the problem in question [1] . The trial function approach has the further advantage [1] of being as elementary or compact as possible: in this work all the trial functions for ) (x f are based on a single function the error function [4] , although the 'fitting' of the trial function(s) to the details of (1.3)/(1.4) requires free parameters to be present in the trial function(s) (which will be introduced as required below).
To implement the trial function approach, it is handy to have certain basic data available which has been taken from references [3, 9] and is presented in Table 1 .
Symbol
Definition Numerical Value Table 1 . Basic Properties of the Blasius Function [3, 9] .
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The body of the paper is arranged as follows. As mentioned already, the initial/boundary-value problem for
'dictates' the basic approximate trial function and so, in section 2, we concentrate our attention on various initial standard possibilities involving consideration of the error function, ), (ax erf for positive constant a, as an approximate analytical solution of (1.3)/(1.4); hence, through (1.5), we obtain various approximate analytical solutions of (1.1)/(1.2) also. Next, in section 3, we adapt some ideas of Savaş [13] to our particular starting format, The paper concludes, in section 4, with a brief discussion of the current results along with a comparison with the approaches and results of other similar attempts at producing approximate analytical representations of the Blasius function [13] . Note that we quote our results to four decimal places (at most); further, we concentrate on quoting the results for ). (x F
The Basic Error Function Approximation Scheme
In this section we consider the simplest form of our trial function, that is, for positive constant , a we consider as a trial function for
On examination, it is apparent that ) ( ) ( ax erf x f t  satisfies both of the conditions (1.4), while, following (1.5), integration shows that [4] a ax xerf a
which satisfies the additional initial condition (from (1.
and has, also, the correct asymptotic functional form (see Table 1 , row two).
The nub of the problem, then, is to find a satisfactory means of determining the parameter . a In regards to this, we note that, from (2.1)
which means that we may essentially assume the value of , a via (2.3) and the given value of ) 0 ( F   in Table 1 . Otherwise, we must provide a 'not-unreasonable' method for determining a independent of the known value of
W. Robin
To begin with, as it is the simplest way to manufacture an approximation to the Blasius function, we assume we have (from row one, Table 1 ) for our first trial function ) ( ) ( 
The results of evaluating the approximation (2.6) for a fixed set of values of x is compared with the 'exact' (figure of speech) numerical results [7] in Table 2 .
The other approaches to determining a depend on the manipulation of the residual of (
So, our second possibility is to collocate (2.7), following reference [1] , by requiring 0
The numerical solution to this second problem is 3010484 . 0  a and so
The approximate analytical expression (2.10) is compared with the approximation (2.6) and the 'exact' numerical results [7] in Table 2 . 
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The numerical solution to this third problem is
The approximate expression (2.13) is compared with the approximations (2.6) and (2.10), along with the 'exact' numerical results [7] , in The approximate expression (2.16) is compared with the approximations (2.6), (2.10) and (2.13), along with the 'exact' numerical results [7] , in Table 2 again. A careful look through the results presented in Table 2 shows that, while 'out' somewhat at the start of the interval, the approximations (2.13) and (2.16) soon 'pick-up' and appear to present an overall better 'fit' to the problem. A brief discussion of the form of the functions leading to Table 2 is presented in Section 4.
Improving on the Basic Error Function Approximation
In this section we first adopt an idea of Savaş [13] and interpolate a second parameter into our error function trial function. Specifically, we introduce a second parameter, , n through the new Blasius velocity trial solution
The trial function (3.1) satisfies the conditions (1.4). To see that (3.1) can be made to satisfy the condition on the first derivative (
) also, we determine the values of the parameters a and n by following the lead of Savaş [13] by expanding (3.1) for 'small' values of
which we compare with the first couple of terms of the known Maclaurin expansion of the Blasius velocity function [13] ( is given in Table 1 Table 3 . Uniform Approximations to ) (x F based-on (3.1) and (3.8).
The results for the approximate Blasius function (3.5) are presented in Table 3 . We see from Table 3 that, while )
is an advance on the previous four approximations, there is still room for further improvement and if we continue to follow Savaş [13] , we find that this is indeed feasible. First, we remind ourselves that Savaş's approximate Blasius velocity function [13] was obtained [13] using the same argument leading to (3.4), but starting with the trial function
instead of (3.1). Using a somewhat heuristic argument, rather than one based on general principles [13] , Savaş's improved his approximation (3.6) to the Blasius velocity function and obtained Table 3 .
In a similar manner to Savaş [13] , we may also search for another simple rational exponent n (other than 2 / 3 ) for (3.1) and hope to determine a value of a to go along with it. We find, after a bit of experimentation, that setting The results corresponding to (3.13) and (3.15) are also given in Table 3 .
Discussion and Conclusions
The compact (based on a single function) analytical approximations to the Blasius velocity function, and hence the Blasius function itself, have obvious strengths and weaknesses. To make this clearer, we first note that the general expression for the type of compact analytical approximate velocity presented here and in [13] used by Savaş [13] . The basic strength of expression (4.1) lies in its simplicity, with only two parameters ( n and a ) to be determined once an appropriate choice of ) (x  has been made. On the other hand, it is just this simplicity that limits the accuracy of the compact analytical approximation: there is limited room for manoeuvre. Having said that, it is still surprising that such close fits to the actual solution to the Blasius problem can be obtained. Furthermore, the compact analytical approximations to the Blasius problem presented here have the added merit of being uniform approximations, valid along the entire half-line ; 0  x this is no mean feat. Indeed, the error in ) ( 7 x F lies within % 3 . 0 of the 'exact' solution presented in Table 2 , while that of ) (x F SI lies within % 5 . 0 of the same, along the entire half-line. Other types of compact analytical approximations to the Blasius problem are possible, but based, instead, on rational functions (see, for example [2, 11] ); as these are of a different character to equation (3.1), we gloss over them and turn back the consideration of equation (3.1) itself.
Finally, following Savaş [13] yet again, with a little patience and some further numerical investigation, we can further refine our format and determine that 
