













A dissertation presented for the degree of
Master of Commerce specialising in Applied Economics
Department of Economics

























The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University of Cape Town (UCT) in terms 
of the non-exclusive license granted to UCT by the author. 
 




The relationship between a firm’s size, age and proportional growth rate is
examined using multiple samples of South African firm-level data from the early
to mid-2000s. The foundation of this study is Gibrat’s Law of Proportionate Effect
(Gibrat, 1931), which states that a firm’s proportional growth rate is independent
of its absolute size at the start of a given period. It is assumed that firm growth
follows a random walk and, therefore, should not be affected by firm size. An
implication of Gibrat’s Law of Proportionate Effect is that the firm size distribution
is lognormal. However, based on both empirical and theoretical literature, this
theory of firm growth has fallen out of favour and been replaced by the proposal
that there is an inverse relationship between a firm’s proportional growth rate and
both its size and age. Two questions are evaluated in this research using the
samples of South African firms. The first is whether the firm size distribution is
lognormal. If this is not the case then Gibrat’s Law of Proportionate Effect can
be rejected. However, this approach cannot confirm that Gibrat’s theory is valid
and will, therefore, be referred to in this paper as a partial test. It was shown
that the log firm size distribution was not normal, but rather right-skewed with a
Pareto distribution characterising the upper tail. Consequently, Gibrat’s Law of
Proportionate Effect was rejected for the datasets of South African firms. This
evidence is largely observational and does not explicitly assess the relationship
between proportional growth rates and firm size. Therefore, the second question
is whether Gibrat’s Law of Proportionate Effect holds. This was investigated by
testing conditions derived from Gibrat’s Law of Proportionate Effect, the results of
which can lead to either the rejection or acceptance of this proposition. This study
extends Gibrat’s research in order to determine the relationship between firm age
and proportional growth. Statistical methods, such as Ordinary Least Squares
regressions, considering only firms that survived the period under consideration,
were used. The results revealed that Gibrat’s Law of Proportionate Effect was
invalid and there was a systematic tendency for the smaller, younger South African
firms in the datasets to grow proportionally faster than the larger, older firms. This
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1 Introduction
In South Africa, the firm is at the heart of the Government’s strategy to alleviate
poverty, inequality and unemployment (Herrington et al., 2015). With the National
Development Plan (National Planning Commission, 2012), hereinafter referred to
as the NDP, stating that 90% of new jobs are to be created by small, medium and
micro enterprises by 2030, it is clear that the South African State views the small
business sector as a key contributor to its development strategy. Specifically, the
relationship between firm size and firm growth is of central importance when de-
termining the capacity of these firms to be instrumental in economic development.
This dissertation utilises multiple datasets containing South African firm-level data
to investigate the interaction between a firm’s proportional growth rate and both its
size and age. This research is relevant as understanding the nature of firm growth
in South Africa can help the Government to ascertain whether the allocation of
resources to programmes that support small business activities will result in eco-
nomic growth.
The foundation of this paper is Gibrat’s Law of Proportionate Effect (Gibrat, 1931),
which states that a firm’s proportional rate of growth is not dependent on its ab-
solute size at the start of a specified period. An implication of Gibrat’s Law of
Proportionate Effect is that the firm size distribution is lognormal. However, the
validity of Gibrat’s Law of Proportionate Effect is a contentious issue, which forms
the basis of an ever-growing body of literature on the subject of firm growth. A
proposed alternative is that there is an inverse relationship between a firm’s pro-
portional growth rate and its size. Similarly, some studies find that a firm’s age
is negatively related to its proportional growth rate. In sum, there are grounds to
suggest that smaller, younger firms are growing proportionally faster than larger,
older firms. This theory of firm growth provides support for fiscal policies aimed at
cultivating small business (Hart and Oulton, 1999).
This research focuses on two key questions using the samples of South African
firms. The first is whether the firm size distribution is lognormal. If lognormality is
not observed then Gibrat’s Law of Proportionate Effect can be rejected. However,
while necessary, the finding of a lognormal firm size distribution is not sufficient
to lead to the acceptance of Gibrat’s Law of Proportionate Effect. Therefore, the
method of examining the shape of the firm size distribution is referred to in this pa-
per as a partial test of Gibrat’s Law of Proportionate Effect. The evidence gathered
using this approach is largely observational and the relationship between propor-
tional growth and firm size is not examined directly. Therefore, the second question
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is whether Gibrat’s Law of Proportionate Effect holds, in other words whether pro-
portional growth is independent of firm size. The relationship between firm age
and proportional growth is included. An evaluation of this question involves testing
the conditions underpinning Gibrat’s Law of Proportionate Effect and, unlike the
partial test, these findings can lead to either the rejection or acceptance of this
proposition.
Criticism by Davis et al. (1996) has been levelled at the quality of the data used
to study small firms and job generation as much of the existing evidence is based
on publicly listed firms, with a strong focus on those in the manufacturing sector.
In South Africa, researchers encounter a particular challenge when trying to find
firm-level data that is both comprehensive and publicly available. Some data, while
appropriate for the performance of thorough investigation, is not in the public do-
main and other sources are often limited in sample size and regional coverage
(Edwards et al., 2008; Kerr et al., 2014). This study contributes to the literature by
making use of sizeable datasets from four provinces, which have been either sel-
dom or never used before. These samples include both publicly listed and unlisted
firms covering a broad range of industries.
The structure of this dissertation is as follows. Section 2 will begin with a defi-
nition of Gibrat’s Law of Proportionate Effect. Thereafter, empirical studies testing
the lognormality of the firm size distribution and Gibrat’s Law of Proportionate Ef-
fect will be presented. Section 3 will outline the datasets used and their advantage
over those employed in the literature reviewed in Section 2. Section 4 will detail
the method used to answer the two key questions outlined above. Section 5 will
provide the results of these analyses. Thereafter, Section 6 will consist of a dis-
cussion of these findings. Finally, Section 7 will contain a brief summary of the
paper as well as the main conclusions and recommendations for future research.
2
2 Literature Review
Gibrat’s seminal study on firm size distribution uses predominantly French data
to provide a point of departure for further analysis of the actual patterns of firm
growth (Gibrat, 1931). A key finding is Gibrat’s Law of Proportionate Effect, here-
inafter referred to as the LPE, which states that a firm’s proportional growth rate
is not dependent on its absolute size at the beginning of a given period. An impli-
cation of the LPE is that the firm size distribution is lognormal. Section (2.1) will
begin with a definition of the LPE. Section (2.2) will consolidate the research that
has explored the lognormality of the firm size distribution. Thereafter, Section (2.3)
will summarise the studies that have tested whether the LPE holds.
This is a large, complicated body of literature and only the most important papers
will be discussed in detail. A more comprehensive list of materials is organised in
Appendix (A.1) and Appendix (A.2).
2.1 Definition of Gibrat’s Law of Proportionate Effect
The LPE proposes that probability of a proportionate change in firm size for a stip-
ulated time frame is the same for firms of all sizes (Mansfield, 1962). This is based
on the assumption that a large portion of the evolution of the firm size distribution is
the result of some underlying random process. The LPE gives rise to a lognormal
firm size distribution.
The formulation of the LPE contained in The New Palgrave Dictionary of Eco-
nomics (Mata, 2008) was used in this paper. The size of firm i at the beginning of
the period is Sit−δ, with firm size at the end of the period being denoted as Sit. Let
the proportional growth between time t and time t− δ be represented by εit. If δ is
equal to 1 then the following relationship holds:
(Sit − Sit−δ)/Sit−δ = εit (2.1)
Sit = Sit−δ(1 + εit) = S0(1 + εi1)(1 + εi2) . . . (1 + εit). (2.2)
Taking the natural logarithms and making the assumption that ln(1 + εit) ≈ εit
results in:
lnSit = lnS0 + εi1 + εi2 + · · ·+ εit. (2.3)
As t → ∞ the term lnS0 becomes small when compared to lnSit and, if εit
iid.∼
N(µ, σ2ε ), the approximate distribution of the log firm size is lnSit∼N(µt, σ2ε t).
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If lnSit = sit, then the resultant formulation of the LPE process is as follows:
sit = si0 +
∑
εit, (2.4)
and the proportional growth rate between period t and period t− δ is:
git = (sit − sit−δ)/δ. (2.5)
Gibrat’s (1931) book has formed the basis of an ever-expanding body of literature
dedicated to firm growth. Developments in the field have relied heavily on empir-
ical evidence, most of which is based on two main questions. Firstly, the studies
that will be summarised in Section (2.2) have focused on examining whether the
observed firm size distribution is lognormal and, therefore, characteristic of the
LPE. This approach has dominated the earlier research and will be referred to in
this study as a partial test of the LPE. This is because as the finding of a non-
lognormal firm size distribution can lead to the rejection of the LPE, but no further
conclusions about its validity can be drawn.
Secondly, the more recent research discussed in Section (2.3) has analysed whether
or not a firm’s proportional growth rate depends on its absolute size at the start of
the examined time frame. More specifically, whether the LPE holds. The reason
for this departure from the original method is that the partial test has low power
since the relationship between firm size and proportional growth is not evaluated
explicitly. In contrast, the newer method of analysing the LPE is based on the
following conditions:
1. All firms have the same average proportional growth rate.
2. Proportional growth rates for all firms have the same dispersion about this
common average.
3. There is no significant relationship between a firm’s size and its proportional
growth rate.
4. There is no serial correlation in proportional growth rates.
2.2 The lognormality of the firm size distribution
A consequence of the LPE is that the firm size distribution is lognormal.1 As
discussed previously, the finding of a non-lognormal firm size distribution can lead
to the rejection of the LPE, however, this is not sufficient to confirm that the LPE
1 Equivalently, the distribution of the log firm size, sit, is normal.
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is valid. Therefore, determining whether the firm size distribution is lognormal is a
partial test of the LPE.
2.2.1 Firm size and lognormality
Initial evidence on the shape of the firm size distribution used data on net assets
from publicly listed firms, thereby focusing on the largest companies in the econ-
omy. Hart and Prais (1956) used a dataset of all publicly listed firms from the
United Kingdom, hereinafter referred to as the UK, involved in mining, manufac-
turing or distribution for the period 1885 to 1950 and found that the log firm size
distribution was slightly right-skewed. However, they proposed that this deviation
from lognormality was sufficiently small enough to be explained by sampling er-
rors. Therefore, the lognormal firm size distribution expected to arise from the LPE
was observable. They employed the following method to evaluate whether the
firm size distribution was lognormal. Firstly, they presented transition matricies,
which served as a summary of the movement of firms between size classes. Sec-
ondly, they generated histograms showing the firm size distribution, which were
overlaid with the parametric lognormal distribution for each year. They noted that
a shortcoming of this procedure was that some very large values could not be
incorporated in the graph. Therefore, they suggested that observing the normal-
ity of the log firm size distribution may be more apropriate. Thirdly, they found it
necessary to furnish the reader with a table of objective measures of goodness of
fit, namely the kurtosis and skewness of the log firm size distribution. In their con-
cluding remarks Hart and Prais (1956) stated that there may exist some theoretical
distribution which better explains the firm size distribution, however, the simplicity
of the lognormal distribution, and its relation to the normal curve, made it a useful
econometric tool. When using a similar dataset for the period 1950 to 1955, Hart
(1962) confirmed this finding of a lognormal firm size distribution. In both cases,
the firm size distribution was consistent with the result theorised in the LPE.
While the firm size distribution was shown to be lognormal for the UK data in
the early 1950s, the impact of firm entry and exit had not yet been accounted for.
Simon and Bonini (1958) presented a modified version of Gibrat’s model, which
addressed firm entry by assuming a random walk with the constant introduction
of new firms, rather than focusing only on the firms contained in the system at
the start of the period. Their research was based on net asset data from 500 of
the largest industrial corporations from the United States of America, hereinafter
referred to as the US, for the period 1954 to 1956. They assumed that firms were
born into the smallest size category at a rate that is consistent. The result was a
firm size distribution with a Pareto distribution characterising the upper tail. When
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drawing a comparison between Simon and Bonini’s (1958) findings and the expec-
tation of lognormality, Hart (1962) agreed that a model that incorporates firm births
and deaths was superior. However, Hart (1962) argued that such an analysis could
not be undertaken when considering only data from publicly listed firms as the list-
ing or delisting by a firm was not synonymous with its birth or death. Therefore,
while Simon and Bonini (1958) provided an appealing theoretical framework, their
empirical results can be called into question on the grounds of too narrow a defini-
tion of firm births and deaths.
In more recent work, Stanley et al. (1995) explored the firm size distribution us-
ing a sample of 4701 publicly listed US manufacturing firms that existed in 1993.
They found that, while the lognormal distribution was a good fit for the data, the up-
per tail was better approximated by a Pareto distribution. Therefore, for firms of all
sizes, Simon and Bonini (1958) and Stanley et al. (1995) found results in contrast
with the lognormal firm size distribution that characterises the LPE. Therefore, the
LPE was rejected.
The caveat to be placed on the findings thus far is that they have been limited
to the large firm context and based on net assets. Cabral and Mata (2003) con-
tributed to the literature by performing a nonparametric analysis using density esti-
mates for a sample of large, publicly listed firms, as well as a more comprehensive
survey. In addition, they used number of employees as a measure of firm size.
Cabral and Mata (2003) justified this methodology by stating that sampling in the
data on publicly listed firms was not necessarily random, more specifically large
firms were sampled with increasing probability. They began their analysis with
a sample of 587 large, publicly listed Portuguese firms that existed in 1991 and,
in keeping with the empirical evidence from the early 1950s, found the firm size
distribution to be lognormal. Thereafter, they made use of more comprehensive
survey containing the details of 33678 firms employing paid labour in the country
and found that, contrary to the large firm case, the log firm size distribution was
slightly right-skewed. In sum, lognormality was observed for large, publicly listed
firms, but this was not the case when considering a more representative sample.
Therefore, when employing the partial test of the LPE, the sampling procedure has
a sizeable impact on the results.
A further consideration to be made when taking into account Cabral and Mata’s
(2003) finding was that, unlike the procedure followed in previous studies, num-
ber of employees was used as a proxy for firm size. This raised the question of
whether the proxy for firm size used was material. Based on their results, Simon
and Bonini (1958) stated that turnover, net assets, number of employees, value
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added and profits were all possible candidates for a measure of firm size due to
their similarly lognormal distributions. In addition, Hart and Oulton (1996) found
the distributions of firm size, as measured by either turnover, net assets or em-
ployment, had similar lognormal distributions. However, later research by Segarra
and Teruel (2012) based on employment and turnover data for a sample of 50000
Spanish firms showed notable differences between these variables. When consid-
ering number of employees, they found that the log firm size distribution was right-
skewed, however, when using turnover the log firm size distribution approached
normality. Looking at the upper tail for both proxies of firm size they found that
it was best described by a Pareto distribution. Similarly, Cefis et al. (2009) con-
sidered a sample of over 50000 firms from the Netherlands and found the upper
tail of the firm size distribution to be Pareto distributed for number of employees.
Therefore, the proxy for firm size used has been shown to have a considerable
effect on the shape of the firm size distribution.
2.2.2 Firm age and lognormality
As with entry and exit, the LPE does not include any guidance on the evolution of
the firm size distribution. An additional finding of interest from Cabral and Mata’s
(2003) paper was that, when plotting the log firm size distribution for each age
group, these distributions shifted rightward with each movement to an older age
class. They used two approaches to conduct this research. Firstly, a cross-section
of firms was divided into age groups and density estimates of the log firm size
distribution were produced for each grouping. It was shown that these density
estimates followed a rightward trend with each move to an older age category. A
limitation of this method was that it made the assumption that growth conditions
were constant over time. Therefore, a second longitudinal approach identified
cohorts of firms as they aged with time. Cabral and Mata (2003) found the same
result for this panel data. Similarly, later work by Angelini and Generale (2008)
used a dataset of Italian firms covering 1992 to 2001 and found that the log firm
size distribution of small firms was very right-skewed at birth and this skewness
decreased as firms aged. The result that the firm size distribution approached
lognormality with the addition of older firms was confirmed by Segarra and Teruel
(2012).
2.2.3 Summary
When looking at net assets, the empirical evidence based on large, publicly listed
firms in the early 1950s confirmed the lognormality implied by the LPE. There-
after, later work by Simon and Bonini (1958) and Stanley et al. (1995) found the
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Pareto distribution to be a better fit for the upper tail. When considering number
of employees as a measure of firm size Cabral and Mata (2003), Angelini and
Generale (2008) and Segarra and Teruel (2012) found that the log firm size dis-
tribution was right-skewed and a Pareto upper tail was also observed. However,
they found that this right-skewed log firm size distribution approached normality
as firms aged. Therefore, post-1950s, analyses based on the lognormality of the
firm size distribution rejected the LPE with the exception of firms in the oldest age
groups.
2.3 Gibrat’s Law of Proportionate Effect
This section will discuss the papers that have tested whether the LPE holds, or
rather whether a firm’s size is independent of its proportional growth rate. In ad-
dition, the LPE will be extended to allow for the examination of the effect of a
firm’s age on its proportional growth rate. Empirical evidence has been gathered
on each of the four conditions stated in Section (2.1). Condition (1) requires all
firms to have the same average proportional growth rate, while Condition (2) is
valid if the proportional growth rates of all firms have the same dispersion about
this common average. Condition (3) is met if the firm’s proportional growth rate is
independent of its size. Finally, Condition (4) holds if there is no serial correlation
in proportional growth rates.
2.3.1 Firm size and proportional growth
Hart and Prais (1956) introduced a formal evaluation of the validity of Conditions
(1), (2) and (3) of the LPE by estimating the following equations by Ordinary Least
Squares, hereinafter referred to as OLS, as follows:
sit − E[sit] = β(sit−δ − E[sit−δ]) + νit, (2.6)
where Equation (2.4) is redefined in deviation from the mean form with the as-
sumption that the error term νit
iid.∼ N(0, σ2ν). The conditional variance of the firm
size distribution is given by:
V (sit) = β
2
1V (sit−δ) + σ
2
ν . (2.7)
When β1 is equal to 1 Conditions (1) and (2) are met as firms have equi-proportionate
growth rates. Furthermore, Condition (3) is upheld, meaning that firm size is not
significantly linked to proportional growth. If β1 < 1 then small firms grow propor-
tionally faster than their larger counterparts and there is no reason for a perpetually
increasing variance (Hart and Prais, 1956).
8
Using a sample of those firms that survived the period, Hart and Prais (1956)
estimated Equation (2.7) by OLS, and found that the estimated β1 coefficents for
four of the five waves were approximately 1. Therefore, Conditions (1), (2) and
(3) were met. In a later study, Hart (1962) estimated Equation (2.7) by OLS and
calculated that the estimated β1 = 0.99 and was not significantly different from 1.
Therefore, Hart and Prais (1956) and Hart (1962) showed that the LPE holds and
firm size was independent of proportional growth.
As discussed previously, Simon and Bonini (1958) performed an analysis using
the US equivalent of large, publicly listed data for surviving firms from the early
1950s and showed a deviation of the firm size distribution from lognormality. In-
cluded in their research was a graphical test of the LPE, whereby a scatter plot of
firm sizes for the start and end of a specific time frame was generated on a log
scale. Simon and Bonini (1958) stated that, if the regression line has a slope of 45
degrees, then the LPE holds. They confirmed the findings of Hart and Prais (1956)
and Hart (1962), namely that the estimated β1 ≈ 1 and the proportional growth
rate of a firm was independent of its size. Simon and Bonini (1958) proposed that
this result was justifiable on the basis of the minimum efficient scale hypothesis,
which states that there is a critical minimum size for a firm above which there are
constant returns to scale. As their sample excluded small firms that would have
operated below this minimum threshold, all firms in the dataset faced constant av-
erage costs. Therefore, firms had the same chance of growing or downsizing in
proportion to their initial size. In sum, as Simon and Bonini’s (1958) study focused
on large firms, the nature of firm growth for small firms was not accounted for by
this theory.
All of the studies discussed so far have confirmed the validity of the LPE. In con-
trast, a new wave of research emerged, which provided evidence of a breakdown
of the LPE. Initially, Mansfield (1962) casted doubt using a sample of practically
all firms in the steel, petroleum and rubber tyre industries in the US between 1916
and 1954. In order to allow for comparison with prior research, he tested the hy-
pothesis that the LPE holds for all firms, other than those that leave the industry.
Mansfield (1962) estimated the following equation, which is based on Equation
(2.4), by OLS:
sit = β0 + β1sit−δ + νit. (2.8)
It should be noted that sit−δ in Equation (2.8) is an example of a stochastic re-
gressor as it is not fixed in repeated samples. It is important to highlight that the
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OLS regression holds, despite the fact that the regressor is stochastic, if bivariate
lognormailty is assumed so that the joint distribution of sit and sit−δ is bivariate
normal (Maddala and Lahiri, 1992). This regression tests Conditions (1), (2) and
(3), and the interpretation of the estimated β1 value is the same as discussed for
Equation (2.7). Mansfield (1962) found that the β1 estimates were not equal to 1 for
four of the ten cases and in half of these cases the β1 estimates were significantly
different from 1.2 Mansfield (1962) concluded that the LPE was not consistent
across the sample and, therefore, could not be the de facto rule for measuring the
size-growth relationship of firms.
Samuels (1965) contributed to the literature when he tested Conditions (1) and
(2) to see if there were significant variations in the mean proportional growth rates,
along with the corresponding variances, across predetermined size groups. He
compared the means and variances of the proportional growth rates of the net
assets of 400 publicly listed UK firms sampled in both 1951 and 1960. Samuels
(1965) found that there were significant differences between the means for the dif-
ferent size classes, although the variances were not significantly dissimilar. There-
after, he estimated Equation (2.7) by OLS and found an estimated β1 = 1.08, which
was significantly different from 1. This was a violation of Conditions (1), (2) and
(3) as a β1 > 1 indicated that larger firms grew proportionally faster than smaller
firms, therefore, Samuels (1965) concluded that the LPE did not hold. He provided
three possible reasons for this finding, the first of which was that large firms often
revalue their assets more frequently than small firms and this provides the illusion
of faster proportional growth. Secondly, financing is more readily available to large,
publicly listed companies, thereby allowing for economies of scale in finance. The
third explanation offered was that large firms experience economies of scale in
marketing and production.
Using a dataset of approximately 2000 surviving, publicly listed UK firms from
21 industries in the 1950s Singh and Whittington (1975) estimated Equation (2.8)
by OLS and found an estimated β1 that was significantly greater than 1. There-
fore, they determined that larger firms grew proportionally faster than their smaller
counterparts and the LPE was rejected. Singh and Whittington (1975) contributed
to the literature by proposing that the presence of growth persistence from one
period to another was likely to result in serial correlation, which would violate Con-
dition (4). As explained in a later paper by Dunne and Hughes (1994), if this serial
correlation was positive then the estimated β1 value, although consistent, would
be biased upward in small samples. Singh and Whittington (1975) investigated
2 Significance refers to statistical significance, which is at least at the 5% level.
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the persistence of growth by calculating the mean proportional growth rate of net
assets for the period 1954 to 1960, gi,1960−1954, and regressing this on the same
measure for the period 1948 to 1954, gi,1954−1948 by OLS as follows:
gi,1960−1954 = λ0 + λ1gi,1954−1948 + γi,1960−1954, (2.9)
with the assumption that the error term γi,1960−1954
iid.∼ N(0, σ2γ). Singh and Whit-
tington (1975) obtained an estimate of λ1, which was both positive and signifi-
cantly different from 1. Singh and Whittington (1975) proposed that a considerable
amount of the positive relationship between a firm’s size and its proportional growth
rate was as a result of positive serial correlation in proportional growth rates and
Condition (4) was violated. They did not, however, retract their criticism of the
LPE, but rather attributed much of the result to the existence of serial correlation
of proportional growth rates across the examined periods.
Research undertaken in the 1970s, using asset data for surviving UK firms from
the 1960s, contributed to the body of evidence that rejected the LPE. As the meth-
ods and datasets used were varied it has been difficult to make direct comparisons
of these findings, but it has been established that the conclusions were mixed. Ut-
ton (1971) found a positive β1 estimate, and attributed this to the effects of mergers
and acquisitions. A complementary study of large, publicly listed firms by Meeks
and Whittington (1975) showed that there was a positive relationship between a
firm’s size and its proportional growth rate. Conversely, Aaronovitch and Sawyer
(1975) found that larger firms had no systematic tendency to grow proportionally
faster than smaller firms. Deviating from the focus on UK firms, Keating (1974)
employed a sample of 101 large, publicly listed Australian firms in the finance sec-
tor for the 1960s and found that higher proportional growth rates were found for
larger firms.
In the mid-1980s Kumar (1985) conducted a study using number of employees
as a measure of firm size and covered the 16 year period from 1960 to 1976,
which was broken down into three sub-periods of surviving firms. In order to eval-
uate Conditions (1), (2) and (3), he estimated Equation (2.8) by OLS and found
an estimated β1 significantly below 1. Therefore, smaller firms grew proportion-
ally faster than their larger counterparts and the LPE was rejected. Kumar (1985)
supported his finding by linking it to Jovanovic’s (1982) theoretical learning model,
which relied on the fact that firms developed an understanding of the effects of
random shocks on efficiency and either adjust and grow, or decline and potentially
exit the industry. An estimated β1 < 1 was evidence of Jovanovic’s (1982) con-
clusion that smaller firms had higher proportional growth rates when compared to
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larger firms. However, Jovanovic (1982) stated that often these rates were more
variable resulting in a higher failure rate of smaller business endeavours.
2.3.2 Firm age and proportional growth
As mentioned in Section (2.2), a major shortcoming of the LPE is its failure to
deal with the evolution of firms over their lifecycle. Using employment data for a
sample of 17399 surviving US firms in the manufacturing industry for the period
1976 to 1982, Evans (1987) made an important contribution to the field by looking
at the age-growth relationship in the context of the LPE. The firms included in the
sample purchased goods on credit for the period and, therefore, small entities were
uderrepresented. Evans (1987) estimated the following model by OLS 3:





where the logarithim of age and its interaction with firm size are included as re-
gressors, and the error term is assumed to be υit
iid.∼ N(0, σ2υ). He found the aver-
age proportional growth rate across firms to be inversely related to both firm size
and age. This meant that smaller, younger firms had proportionally higher growth
rates than larger, more established firms and the LPE was rejected. Once again,
this was in keeping with the learning model posed by Jovanovic (1982). Evans’s
(1987) research addressed three econometric issues. Firstly, he showed that the
firm size-growth relationship was non-linear and varied across the firm size dis-
tribution. Secondly, he reported that the results passed White’s specification test,
therefore, the inferences were not impaired by either heteroscedasticity or an array
of other specification problems.
The third issue identified by Evans (1987) was that his findings may suffer from
sample selection bias. In this case, the estimated average proportional growth
rates of smaller firms were potentially biased upwards due to endogeneity. The
theoretical basis for this hypothesis was that slow-growing larger firms may shift
toward the left-hand side of the firm size distribution for a substantial length of
time before exiting, whereas, slow-growing smaller firms may exit more rapidly.
As much of the investigation with regard to the relationship between proportional
growth and both firm age and size was based on a balanced panel of surviving
firms, the outcome that smaller firms grew proportionally faster than larger firms
may be a result of slow-growing small firms exiting the sample. While this is an
important aspect when assessing the validity of the LPE, tests of sample selection
3 As mentioned previously firm size, sit was included in the log form.
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bias are beyond the scope of this paper.
While Evans’s (1987) study of the proportional growth rate of firms over their life-
cycle was conducted using a comprehensive dataset of surviving firms for spe-
cific industries, Hall (1987) and Variyam and Kraybill (1992) contributed to the
literature by making use of more specific samples. The findings of Hall’s (1987)
study of a given cohort of 1778 publicly listed US manufacturing firms between
1972 and 1983 confirmed the inverse relationship finding of Evans (1987). While
Variyam and Kraybill’s (1992) study also concerned US firms, the sample covered
a range of industries from a survey that included small businesses. Variyam and
Kraybill (1992) used a modified version of Equation (2.10), which included dummy
variables for industry and independence of the enterprise. Variyam and Kraybill’s
(1992) results were in keeping with those of Evans (1987) and Hall (1987), namely
that the LPE was rejected as smaller, younger firms grew proportionally faster than
larger, older firms.
Before conducting research based on firm age, to allow for comparison with ear-
lier studies, Dunne and Hughes (1994) carried out three tests of the LPE based
on a dataset of surviving UK companies, both publicly listed and unlisted, across
the size distribution from the EXSTAT database. Firstly, they tested Conditions (1)
and (2) and found that there was a threshold firm size below which average pro-
portional growth rates were significantly different across size groups, while there
was an inverse relationship between the variances of proportional growth rates
and firm size. Secondly, they estimated Equation (2.8) by OLS for the period 1975
and 1980 and found β1 estimates, which were less than 1 both overall and within
each size class. This implied that smaller firms grew proportionally faster than their
larger counterparts and Condition (3) of the LPE was not met. This negative rela-
tionship was significant overall and within the smallest size category for the period
1980 to 1985. Thirdly, they evaluated Condition (4), namely whether growth per-
sistence from one period to another would result in serial correlation. Dunne and
Hughes (1994) used the methodology followed by Singh and Whittington (1975)
and estimated Equation (2.9) by OLS. In contrast with the findings of Singh and
Whittington (1975), Dunne and Hughes (1994) found that prior growth was not a
significant determinant of the potential for future growth.
Dunne and Hughes (1994) postulated that the result of an negative relationship
between the variance of proportional growth rates and firm size may give way to
heteroscedastic residuals in the OLS regressions. They argued that the root cause
of this heteroscedasticity may be the greater stability, which characterises older
firms, when compared to the more volatile proportional growth rates of younger
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entities. This informed the proposition that age, rather than size, created the higher
variance in proportional growth rates for the smallest cohort of enterprises. Dunne
and Hughes (1994) proposed that the log of firm age should be included as a
regressor in Equation (2.8), to help reduce any heteroscedasticity, as follows:
sit = β0 + β1sit−δ + β2lnAit + controls + νit. (2.11)
They estimated Equation (2.11) by OLS for the period 1980 to 1985, and found
age to be significantly and inversely related to proportional growth both overall
and within each size class. This result implied that the observation that smaller,
younger firms grew proportionally faster than their larger, more established coun-
terparts was robust to issues of heteroscedasticity and the LPE did not hold. They
stated that the age result was congruent with Jovanovic’s (1982) learning model,
while the size-growth relationship brought in the threshold effects that are con-
sistent with neo-classical theory. These models are based on a hypothesised
minimum efficient scale for firms, whereby smaller enterprises experience rapid
proportional growth and declining average costs, up until a point at which the av-
erage cost curve tends to flatten and there is no longer motivation to grow.
More recent research by Hart and Oulton (2001) extended Equation (2.11) as fol-
lows:
sit = β0 + β1sit−δ + β2lnAit + β3(lnAit)(sit−δ) + controls + νit. (2.12)
Hart and Oulton (2001) used a sample of 8103 large UK companies from the
OneSource database, which survived the period 1986 to 1995, to estimate the re-
gression. They found that the estimated β1 values were less than 1 for all periods,
but increased over time. In addition, the estimated coefficients on log age were
both negative and significantly different from 0, which might have been due to the
fact that younger firms had more growth opportunities, but that this decreased over
time. The estimated coefficient on the interaction term, β3, was small and not sig-
nificantly different from 0. Overall, these results suggested that smaller, younger
firms grew proportionally faster than larger, older firms, but that this tendency dis-
sipated as firms became older. In saying this, the β1 value in Hart and Oulton’s
(2001) study remained below 1 and, therefore, the LPE was rejected.
While the focus so far has been on the US and the UK, a more diverse body of
evidence for developed countries emerged in the early 2000s. In order to present
the most relevant results, the following studies have made use of methods consis-
tent with those discussed above. When testing the LPE for multinational European
14
firms, Falk (2008) found that a firm’s size had a significant, negative effect on its
proportional growth rate, which was in conflict with the LPE. More country-specific
data from Italian manufacturing firms (Lotti et al., 2001) and entities in the retail
and manufacturing sector in Canada (Petrunia, 2008), showed that the LPE was
invalid and smaller firms grew proportionally faster than larger firms. Later studies
of micro and small firms in Sweden (Heshmati, 2001), publicly listed firms in Ger-
many (Elston, 2002) and manufacturers in Spain (Calvo, 2006; Teruel-Carrizosa,
2010) also rejected the LPE.
The applicability of the LPE in the developing country case is of great importance
because many established theories of firm growth fail to take into account the insti-
tutional dynamics of these markets (Sleuwaegen and Goedhuys, 2002). Empirical
evidence from Swaziland, Zimbabwe, Lesotho, Botswana and two townships in
South Africa was gathered by McPherson (McPherson, 1996) in order to test the
proportional growth of micro and small firms in Southern Africa. It was found that
the relationship between a firm’s age and its proportional growth rate adhered to
the principles of Jovanovic’s (1982) learning model. Similarly, the size-growth re-
lationship was also negative, rendering the LPE invalid. Liu et al. (1999) provided
evidence from a newly industrialised economy in Taiwan, focused on the elec-
tronics industry, to support this finding. Studies based on manufacturing firms in
both Ethiopia (Bigsten and Gebreeyesus, 2007; Gunning and Mengistae, 2001)
and Cote d’Ivoire (Sleuwaegen and Goedhuys, 2002) confirmed that the LPE was
invalid.
2.3.3 Summary
The study of the LPE has been pursued by various researchers. Initially, samples
of large, publicly listed firms were used to show that firm size was independent
of proportional growth and the LPE was accepted (Hart, 1962; Hart and Prais,
1956; Simon and Bonini, 1958). However, Mansfield (1962) reported conflicting
estimates of β1, which resulted in a host of empirical evidence rejecting the LPE.
Evidence using UK data from the early 1970s showed an estimated β1 > 1 (Meeks
and Whittington, 1975; Utton, 1971), indicating the larger firms grew proportionally
faster than smaller entities. Thereafter, the findings strongly suggested that β1 < 1,
meaning that smaller firms grew proportionally faster than larger firms and the LPE
was violated.4 The introduction of age as an explanatory variable for a firm’s pro-
portional growth was the result of a renewed interest in the firm life cycle. Similarly,
4 See for example Aaronovitch and Sawyer (1975), Kumar (1985), Dunne and Hughes (1994), Hart
and Oulton (1996), Hart and Oulton (2001), Lotti et al. (2001), Calvo (2006), Petrunia (2008) and Teruel-
Carrizosa (2010).
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an inverse age-growth relationship was found.5 In sum, the overwhelming major-
ity of the results from recent studies suggested that smaller, younger firms grew
proportionally faster than larger, more mature entities and the LPE was violated.
3 Data
In order to test the lognormality of the firm size distribution and whether the LPE
holds, firm-level data is required in panel format. In South Africa, researchers
wanting to examine the economy at the firm level are hindered by a lack of data
that is both comprehensive and publicly available. While some samples are ap-
propriate for gathering empirical evidence on firm behaviour, they are not often
accessible in the public domain (Edwards et al., 2008; Kerr et al., 2014). In con-
trast, those sources that are publicly available are, for the most part, limited in
sample size and regional coverage (Edwards et al., 2008; Kerr et al., 2014). This
study addresses the gap in the literature created by this data-scarcity by using
multiple data sources that have either been seldom, or never, used before. The
datasets employed in this research came from different regions throughout South
Africa and cover most industries. When taken as a whole, the samples provided a
representative picture of the economy at the firm level.
The datasets included both publicly listed and unlisted firms. While Jansen (2004)
stated that publicly listed firms in South Africa provide an accurate representa-
tion of the corporate sector, Cabral and Mata (2003) found these kinds of firms to
have a substantially different distribution when compared to a more comprehen-
sive sample of all firms in the economy. In addition, each of the datasets used in
this paper included smaller firms and sole proprietors. Although these firms are
often excluded in firm-level datasets, the impact of this limitation on the lower tail
of the firm size distribution cannot be overlooked (Hart and Oulton, 1996).
A limitation of the following datasets is that there is no complete information with
regard to mergers and acquisitions. Therefore, it was not possible to disentangle
the effects of internal growth from expansion as a result of a merger. Evans (1987)
faced a similar problem when describing his sample, but argued that this was a
reasonable sacrifice for a large quantity of data. In this case the same reasoning
prevails.
5 See for example Evans (1987), Hall (1987), Variyam and Kraybill (1992), Dunne and Hughes (1994),
McPherson (1996), Liu et al. (1999), Heshmati (2001), Hart and Oulton (2001), Gunning and Mengistae
(2001), Elston (2002), Sleuwaegen and Goedhuys (2002), Calvo (2006), Bigsten and Gebreeyesus
(2007) and Teruel-Carrizosa (2010).
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A description of the sources of the datasets that were used as well as the limi-
tations and advantages of each will be discussed below.6
3.1 Regional Services Council data
Data employed in this section were based on a register of Regional Services Coun-
cil’s levy-paying firms and the basic information was gathered from the annual ad-
ministrative records of the Regional Services Council, hereinafter referred to as
the RSC. Up until 2006, when the levies were no longer payable, the compila-
tion of these administrative records was conducted by the metropolitan and district
councils in South Africa, known at the time as the RSCs. The firms included
were entities employing at least one worker, or with an annual revenue in excess
of R10,000 according to Section 12(1)(a) of the Regional Services Councils Act
(South Africa, 1985).
The RSC data for KwaZulu-Natal (KwaZulu-Natal, 2017) and Pretoria (Pretoria,
2017), hereinafter referred to as the RSC KZN and RSC Pretoria data respec-
tively, was unpublished, raw data and has not yet been used in any research at the
time of writing. The firm-level aspect of the RSC data from the City of Cape Town
(City of Cape Town, 2017), hereinafter referred to as the RSC Cape Town data,
has only been used by Kerr (2015) at this time.
3.1.1 RSC KZN data
The RSC KZN sample was based on the administrative database of RSC levy-
paying firms for 2004 and number of employees was used to represent firm size
(KwaZulu-Natal, 2017).
3.1.2 RSC Pretoria data
The RSC Pretoria database was comprised of quarterly data for a sample of firms
between 2004Q1 and 2004Q3 (Pretoria, 2017). Turnover was used as a measure
of firm size in the RSC Pretoria dataset.
3.1.3 RSC Cape Town data
The RSC Cape Town sample was based on firm-level panel data collected by the
City of Cape Town RSC between 2001 and 2006 (City of Cape Town, 2017). In-
cluded in this administrative database was annual turnover, which was used as a
6 In all cases data was inflation adjusted to fixed December 2016 prices according to the Consumer
Price Index (Statistics South Africa, September 2017).
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proxy for firm size.
It should be noted that the City of Cape Town was reliant on VAT and PAYE regis-
tration reports to identify firms that were required to pay the RSC levy. Therefore,
those firms that had taxable incomes below the thresholds for these levies, of-
ten informal businesses, were largely excluded from the RSC tax rolls (Bahl and
Solomon, 2001). However, the 2006 Labour Force Survey (Statistics South Africa,
2006) showed that only 8% of individuals surveyed in the City of Cape Town were
employed in the informal sector. Therefore, the exclusion of informal firms from the
Cape Town RSC data does not pose a great threat to the validity of the results.
The RSC Cape Town data included entities, such as trusts and non-profit organi-
sations, that are not typically classified as firms. In order to deal with this, entities
without a positive wage bill were dropped from the sample as this is a good indi-
cator of whether or not an organisation can be classified as a firm.
3.2 Combined Enterprise Survey, PICS and 2007 Enter-
prise Survey data
The Productivity and Investment Climate Survey (DataFirst, 2004), hereinafter re-
ferred to as the PICS, and 2007 Enterprise Survey (Enterprise Analysis Unit -
World Bank Group, 2007) data sources were curated by the World Bank and used
separately in prior research. It will be shown that these two samples can be com-
bined and analysed together. This is, to the author’s knowledge, the first time that
this has been done. In each case firm size was measured by annual turnover.
While referred to as a panel, unlike the RSC Cape Town data which was collected
annually, the World Bank data has been transformed into a panel based on infor-
mation collected retrospectively.
The first source of World Bank data used in this paper was the PICS, which con-
sisted of randomly selected South African firms in the manufacturing sector that
were registered with the Department of Trade and Industry in 2003 (DataFirst,
2004). The survey was carried out in Gauteng, the Western Cape, KwaZulu-Natal
and the Eastern Cape and covered the period 2000 to 2002. Although the PICS
focused solely on manufacturing, it included unlisted firms. A further advantage
of this dataset is the vast number of variables available at the firm level such as
firm age, number of employees and wage bill. However, this sample is limited as
the PICS was conducted retrospectively in 2003, therefore, firms that exited the
market were not included.
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The second repository of World Bank data used was based on the 2007 Enterprise
Survey (Enterprise Analysis Unit - World Bank Group, 2007). The survey targeted
firms in Johannesburg, Cape Town, Port Elizabeth and Durban. The sample used
for the 2007 Enterprise Survey was made up of two parts. Firstly, a random se-
lection of firms was drawn from a list obtained from the Department of Trade and
Industry Companies and Intellectual Property Registration Office. Retrospective
data for 2003 and 2006 were collected in 2007. Secondly, an attempt was made
to follow up on the sample of firms surveyed in the PICS and to collect backdated
data for 2003 and 2006.
Therefore, there was an overlap of firms surveyed in both the PICS and 2007 En-
terprise Survey samples. For this reason the Combined Enterprise Survey panel
was created, which combined both of these datasets, in order to take advantage
of the additional two years of data collected for the PICS sample. The 2007 Enter-
prise Survey and PICS data did not use the same identification numbers, therefore,
the companies contained in both datasets could not be directly linked. However,
what appeared to be the old PICS identification numbers were contained in the
dataset. The validity of these identification numbers was confirmed by comparing
other characteristics of the matched firms, such as location, legal status and spe-
cific type of business activity.
It is important to note that, unlike the RSC datasets, the sampling procedure used
in the collection of the World Bank data means that it was not fully representative
of the firm size distribution in South Africa. Specifically, these datasets included a
disproportionate number of large, manufacturing firms.
4 Method
This section will be subdivided into three parts. Section (4.1) will outline the choice
of variables, preparation of the data and building of the panels. Thereafter, Section
(4.2) will be dedicated to the methods for determining the lognormality of the firm
size distribution. Finally, Section (4.3) will focus on tests of whether the LPE holds.7
The null hypotheses are as follows:
1. H1: The firm size distribution is lognormal.
2. H2: The proportional growth rate of each surviving firm is independent of its
size for a given period and the Conditions of the LPE set out in Section (2.1)
7 All analysis was done using Stata 14.
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are met.
3. H3: The proportional growth rate of each surviving firm is independent of its
age for a given period and the Conditions of the LPE set out in Section (2.1)
are met.
4.1 Data preparation
This research made use of five complementary datasets and, while each required
a different degree of preparation, the methods employed were analogous. This pa-
per used a comprehensive combination of samples, resulting in findings that were
not simply an artefact of a single sampling criteria.
Six variables were prepared for the RSC KZN, RSC Pretoria, RSC Cape Town,
Combined Enterprise Survey, PICS and 2007 Enterprise Survey samples, data
permitting. Firstly, a measure of firm size was determined. Turnover was used as
a proxy for firm size for all, except for the RSC KZN datasets, the advantage being
that this variable has a more continuous distribution when compared to number
of employees. Number of employees was used for the RSC KZN data, but this
indicator of firm size was limited as it was largely discrete, especially when consid-
ering smaller firms. In the case of the RSC KZN data, number of employees was
recorded as starting from 0. As no employment data was missing for this sample
it was assumed that firms with 0 employees were sole proprietors and, therefore,
1 was added to the number of employees across the sample.
Secondly, in order to present the data in a concise manner, each of the size
scales were allocated to three size groups. Hart and Prais (1956) identified two
problems when considering cut-off points for size categories. Firstly, they stated
that the impact of the changes in price level during the period on the size mea-
sure should be considered. In this case, turnover data was inflation adjusted to
fixed December 2016 prices according to the Consumer Price Index (Statistics
South Africa, September 2017). The second issue highlighted by Hart and Prais
(1956) was the determination of the end-points for each size class, which was
particularly difficult when dealing with multiple datasets. They used constant in-
tervals with absolute values. In this research, Hart and Prais’s (1956) method
was followed initially by using the official size category intervals, which were de-
termined as per Section (1) of the National Small Business Act (South Africa,
1996).8 The official size categories for number of employees are as follows: very
small firms (< 20), small firms (>= 20 and <50), medium firms (>=50 and <200)
8 The cut-off points are as at March 2017.
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and large firms (>=200). When considering turnover, the official size categories
are the following: very small firms (<R62,500,000), small firms (>=R62,500,000
and <R162,500,000), medium firms (>=R162,500,000 and <R637,500,000) and
large firms (>=R637,000,000). Using these predetermined cut-off points was an
effective method of allocating firms to size classes for the RSC KZN panel as num-
ber of employees was used. However, when using turnover as a measure of firm
size, it was found that there were some size groups some size groups containing a
disproportionately small amount of firms in them. Owing to this limitation, the ap-
proach taken in this paper for firm size, as measured by turnover, was to split each
of the samples by tercile as follows: small firms (bottom tercile), medium firms
(middle tercile) and large firms (top tercile). Therefore, each dataset had different
cut-off points that best represented the corresponding firm size distribution.
Firm age was the third variable and was measured according to the number of
years between the date that the firm commenced operations and the year or wave
under consideration.9 A fourth variable was used to allocate each firm to a spe-
cific age group which, as was the case for the categorical size variable, provided a
useful simplification when comparing the large samples of firms. The fifth variable
was a four digit Standard Industrial Classification code, hereinafter referred to as
a SIC code, which was used to test for inter-industry effects. Where industry was
categorised according to a different system, the appropriate SIC codes were gen-
erated. The sixth and final variable that was created was the proportional growth
rate as per the definition in Equation (2.5).
For each sample, every firm had a corresponding response pattern, which was a
string variable that was produced using a modified version of Stata’s spell pack-
age (StataCorp, 2015). Each character of the string represented a period of the
sample in order. If the firm reported positive turnover for a period then the corre-
sponding character in the string was recorded as 1, with the absence of turnover
information being indicated by 0. These response patterns were used to deter-
mine which firms to include in each panel as explained below.
For each dataset, the variables listed above were transformed into a full panel,
which contained all firms that had an observation for firm size for at least one year,
or wave. In other words, firms with response patterns that had at least one 1 in the
string were included in the full panel.10 For the purpose of testing Hypothesis (1)
9 This was not the date of inception or the date of public listing, but rather that date that the firm
started conducting business.
10 The RSC KZN data was only available for 2004 and could not be transformed into a panel, however
it was referred to as a full panel.
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the full panel data was used as the cross-sectional nature of the firm size distribu-
tion analysis did not require continuity along the period of study.
However, once the concept of the proportional growth rate was introduced, as was
the case for Hypotheses (2) and (3), it was appropriate to consider excluding firms
that did not survive throughout the period. Therefore, only firms with response pat-
terns that contained all 1s were included in the balanced panels. A reason for the
use of balanced panels was that the treatment of firm deaths in the datasets was
not straightforward. A firm’s exclusion from a sample for a given period may be
owing to a number of factors, other than a permanent exit from the market (Mata,
1994). A firm may not be present in the dataset because operations were tem-
porarily suspended or because of the amalgamation of two or more entities (Hart
and Prais, 1956). Alternatively, a firm could have failed to pay its RSC levy, or
not have been followed up on in the Combined Enterprise Survey for a particular
year. An additional concern is the lack of explanatory power of the LPE to account
for macro-factors, which may impact the distribution of proportional growth rates
(Hart, 1962). The best candidate for the construction of a balanced panel was the
RSC Cape Town dataset as it covered six years, which allowed for insight into firm
growth over a substantial period. In addition, balanced panels were created for
the PICS and 2007 Enterprise Survey samples separately as, although the time
periods were shorter, the sample size was larger when not limited to the firms that
existed in both datasets.
4.2 The lognormality of the firm size distribution
This section will address the question of whether the firm size distribution is log-
normal. A finding to the contrary can only lead to the rejection of the LPE and,
therefore, this approach will be referred to in this paper as a partial test of the LPE.
Although the LPE implies a lognormal firm size distribution, this paper will address
the issue by looking at whether the log firm size distribution is normal.
Using the full panels, the following procedures were carried out to assess the
lognormality of the firm size distribution for the samples of South African firms.
This section will detail the advantages, limitations and justifications for each of the
methods used, based on both the assumptions behind the techniques employed
and the literature from Section 2.
For each dataset histograms were generated for the log firm size distributions for
each period of study, and overlaid with the corresponding parametric normal distri-
butions. This visual aid was used to illustrate whether the log firm size distribution
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was best approximated by a normal distribution.
For each sample two nonparametric procedures were performed to avoid imposing
structure on the data and limiting the number of assumptions required, as was the
procedure followed by Cabral and Mata (2003). Firstly, a set of density estimates
for the log firm size distribution was produced for each period, by making use of the
Epanechnikov kernel density estimator. Secondly, a set of density estimates was
generated by age group for a given year, or wave. While not formal tests of Hy-
pothesis (1), taken together, the graphs from these two nonparametric procedures
provided insight into the log firm size distribution in total, as well as for different
age classes.
In support of these graphical analyses, two statistical measures of shape were
used to test for the normality of the log firm size distribution. The first null hypoth-
esis tested was based on a measure of skewness, which is the third moment of
the normal distribution. For a normal distribution, the skewness is approximately
equal to 0. If a distribution is right-skewed then the right tail is longer than the left
tail, whereas left skewness indicates a longer left tail when compared to the right
tail, both of which are a violation of the null hypothesis of a symmetrical normal
distribution. The second null hypothesis for the shape of a normal distribution is
a kurtosis, or fourth moment of the distribution, of approximately 3. The kurto-
sis is a measure of how ‘peaked’ the distribution is, with kurtosis values of higher
than 3 indicating thin peaks and, conversely, measures of kurtosis below 3 indi-
cating flat peaks. Two analyses of the measures of shape described above were
conducted. Firstly, the skewness and kurtosis of the log firm size distribution for
each dataset were calculated and compared to the null hypotheses for normality.
Secondly, Stata’s skewness and kurtosis test for normality, the sktest (StataCorp,
2015), was used to test the null hypothesis of a normal log firm size distribution.11
Unlike the graphical evidence provided by the histograms and density estimates,
the sktest allowed for a statistical test of Hypothesis (1).
As discussed in Section (2.2) the existence of a Pareto distributed upper tail was
confirmed by Simon and Bonini (1958), Stanley et al. (1995) and Cefis and Marsili
(2005). This paper adds to the literature by deviating from entirely parametric tests
of the distribution of the upper tail. Instead, a nonparametric approach was taken
to test the finding that the upper tail of the firm size distribution followed a Pareto
distribution. This procedure necessitates a choice of the number of upper order
statistics to be used in estimating the upper tail. This was done using a Hill Plot
11 This approach implements the test described by D’agostino et al. (1990) including the empirical
correction formulated by Royston (1992) (StataCorp, 2015).
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(Hill, 1975).
Firstly, the order statistics for firm size, Sit, were reversed such that:
X1 ≥ X2 · · · ≥ Xn, (4.1)
denote the order statistics of the firm size variable.
Secondly, the Hill estimator (Hill, 1975) was estimated for a subset of the high-








where κ ∈ {1, 2, . . . , n− 1}, (4.2)
where κ indicates the number of upper order statistics included in the estimation.
Thirdly, the subset was extended to include the next highest set of values and
κ was increased. This subset was then continually expanded to incorporate all
values of firm size that may have a power-like distribution. Fourthly, these Hill
estimates and κ values were graphed on a Hill Plot. An example of this Hill Plot is
shown in Graph (4.1) for the RSC Pretoria sample. As the order statistics for Sit
were reversed in the first step the largest firm has order statistic 1. The κ value
used to determine the cut-off value is where the graph is horizontal, just before
it becomes downward sloping. In this example κ = 2250, which means that the
largest 2250 firms made up the upper tail. Due to the reordering in step one the
cut-off point for the upper tail of the firm size distribution was Sn−κ.
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Figure 4.1: RSC Pretoria
Hill Plot
Source: own calculations using Pretoria (2017)
Once the cut-off point for the upper tail, Sn−κ, was determined a non-parametric
analysis was undertaken by graphing the relationship between the upper tail and
the non-logged firm size for a given period. The upper tail was calculated as
follows:






in other words, 1 less the cumulative distribution function. The ”parametric” line
seen in Graphs (C.3), (C.7), (C.11) and (C.16) used the θ parameter obtained from
the actual relationship itself as shown by:
lnP = θ lnSn−κ − θ lnSit. (4.4)
In order to compare the results of the nonparametric analysis to a parametric ap-






which has the same value of the Hill estimator.
4.3 Gibrat’s Law of Proportionate Effect
The LPE stipulates that firm proportional growth is independent of absolute firm
size at the start of a given period. This implies that all firms should have the same
proportional rates of growth. As put forward in Section (2.1), there are four distinct
Conditions used to test the LPE, all of which need to be met in order for the LPE
to hold. A violation of any one of the following Conditions is sufficient to reject the
LPE:
1. All firms have the same average proportional growth rate.
2. Proportional growth rates for all firms have the same dispersion about this
common average.
3. There is no significant relationship between a firm’s size and its proportional
growth rate.
4. There is no serial correlation in proportional growth rates.
If all of these Conditions are met then Hypothesis (2) is accepted and the pro-
portional growth rate of each surviving firm is independent of its size for a prede-
termined time frame. Furthermore, if age is included in the LPE framework, then
meeting all of these Conditions results in an acceptance of Hypothesis (3).
An initial test of Conditions (1) and (2) was performed by calculating the geo-
metric means and the variances of the proportional growth rates for the small,
medium and large firms in each dataset. Thereafter, the significance of these dif-
ferences in the means and variances across size classes was tested. As there
were three size categories, the significance of any differences between the mean
proportional growth rates were tested using an analysis-of-variance model, with
the null hypothesis being that the means for each of the three size groups were
equal. Stata’s sdtest (StataCorp, 2015) for the significance of any inconsistencies
in the variances of the proportional growth rates over the size categories was con-
ducted, with the equivalent null hypothesis of equal variances. The advantage of
the sdtest is that the test statistic used is robust under non-normality.12 If it was
found that variances across the size groups differed significantly then the ttest
with a Welch correction13 (Welch, 1947) was used as an appropriate procedure for
12 This test is based on Brown and Forsythe’s (1974) reformulation of Levene’s (1960) test statistic
for equality of variance (StataCorp, 2015). Brown and Forsythe’s (1974) alternative statistic uses more
robust measures of central tendency and is, therefore, more appropriate than the F-test when working
with skewed distributions (StataCorp, 2015).
13 This correction specifies that the approximate degrees of freedom for the t-test be determined using
Welch’s formula (Welch, 1947).
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comparing the mean values of distributions with different variances. Conditions (1)
and (2) are also applicable when considering the means and variances of the pro-
portional growth rates across firms in different age categories. These Conditions
are required to be met in order for Hypotheses (2) and (3) to be accepted, namely
that the proportional growth rate of each surviving firm is not related to either its
size or age and the LPE holds.
Another way to test whether the Conditions of the LPE were met was to anal-
yse the relationship between the log of a firm’s size at the start and end of a given
time frame. Equation (2.8) was estimated by OLS to test whether there was a sig-
nificant relationship between firm size and proportional growth, as per Condition
(3), as follows:
sit = β0 + β1sit−δ + νit.
This regression is linear in the logarithms owing to the fact that the joint distribution
of the sample of firms at each point in time was assumed to be bivariate lognormal
(Maddala and Lahiri, 1992). Therefore, the standard results from the classical OLS
regression are valid, despite the presence of a stochastic regressor (Maddala and
Lahiri, 1992).
The null hypothesis for this test is that the estimated β1 is equal to 1, resulting
in firms having equi-proportional growth rates as required by the LPE. Conse-
quently, if β1 = 1, then Conditions (1), (2) and (3) are met. Therefore, all firms
have the equal average proportional growth rates, with the same variance. Fur-
thermore, firm size is independent of proportional growth. A test of the significance
of β1 = 1 was performed using the Wald statistic. An issue raised by, among oth-
ers, Evans (1987) and Dunne and Hughes (1994), was that of heteroscedasticity.
Evans (1987) made use of White’s specification test (White, 1980) to identify the
presence of heteroscedasticity in the OLS regressions. If the specification passed
the test then it was accepted that there was no heteroscedasticity present and no
corrections were made (Evans, 1987). A shortcoming of this method is that the
failure of an OLS regression to pass White’s specification test can be due to a va-
riety of potential issues. Therefore, it is not a given that the specific null hypothesis
of homoscedastisity is being tested. Instead, a robust variance estimator for every
OLS regression estimated in this paper was computed using Stata’s robust com-
mand (StataCorp, 2015). The result of this process was heteroscedasticity-robust
Wald test statistics.
The age-growth relationship was introduced to literature, and this development
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has provided the basis for two modifications of Equation (2.8). Firstly, Equation
(2.11) was estimated by OLS, whereby age was included as a log regressor as
follows14:
sit = β0 + β1sit−δ + β2lnAit + νit.
If β1 = 1 then Conditions (1), (2) and (3) are met, which is necessary for Hypothe-
sis (2) to be accepted. Similarly, the coefficients on the age covariates need to be
insignificant in order for null Hypothesis (3) to hold.
In addition to the above regressions the following, more intuitive, growth specifi-
cations were estimated by OLS in order to test Conditions (1), (2) and (3). As the
relationship between firm proportional growth and both firm size and age can as-
sume a non-linear form, squared terms and interaction variables were introduced
as follows:
git = α0 + α1sit−δ + α2lnAit + α3(sit−δ)(lnAit) + υit, (4.6)







Finally, Condition (4), namely the potential for persistence in a firm’s growth pat-
tern, was tested as per the procedure followed by Singh and Whittington (1975).
Estimating Equation (2.9) by OLS for the relevant periods, was done to evaluate
whether firms having low (high) proportional growth rates in year t− δ also tended
to have low (high) proportional growth rates in year t.15
5 Results
This section will present the results of the analysis detailed in Section (4) for each
of the samples. Section (5.1) will provide a brief summary of the descriptive statis-
tics by dataset. Thereafter, Section (5.2) will analyse the findings with regard to
Hypothesis (1), namely that the firm size distribution is lognormal. This will be
followed by Section (5.3), which will present the results obtained from the tests
of null Hypotheses (2) and (3). Taken together these Hypotheses state that the
proportional growth rate of each surviving firm is independent of both its size and
age for a given period, and the Conditions of the LPE set out in Section (2.1) are
14 OLS regressions including age were estimated using the non-response probability weights calcu-
lated by Kerr (2015).





Table (B.1) reports some basic descriptive statistics for the firm size distribution by
dataset, thereby revealing prominent features of the data. At first glance there were
marked differences between the means for firm size across each of the panels
despite the fact that most of the data was from the early 2000s.16 A likely reason
for this variation is the composition of these datasets in terms of the distribution of
firms across size categories, age groups and SIC sectors.
5.1.1 RSC KZN
Table (B.2) contains the descriptive statistics for all firms in the RSC KZN dataset
with positive employee values, including sole proprietors. This sample comprised
55593 firms, of which 50% were sole traders.
The overall mean and median number of employees were 11 and 1 respectively.
When excluding sole proprietors, Table (B.3) shows an increase in the mean em-
ployees to 21, with a higher median of 4. Kerr (2016) used Pay As You Earn,
hereinafter referred to as PAYE, data from the South African Revenue Service and
found a median of 6 employees across the firm size distribution between 2011 and
2014. This value was greater than the median for the RSC KZN dataset and this
could be due to many small, informal firms not being registered for PAYE. For the
RSC KZN sample, excluding sole proprietors, large firms had a mean of 1660 staff
members, which was approximately 237 times greater than that of small firms.
When looking at the total number of employees for all firms, these larger entities
employed 58% of the work force.
Considering the descriptive statistics by industry, removing sole proprietors from
the sample, 22% of firms were in the retail and wholesale industry, while 58% oper-
ated in the services sector. In addition, 8% of firms were involved in manufacturing
activities. These proportions were suggestive of a sample dominated by smaller
firms. Interestingly, the 46 public administration entities had a mean of 3552 em-
ployees and accounted for 27% of the total number of workers in the sample. This
is consistent with the general understanding of a public entity operating on a large
scale and generating many jobs.
16 The arithmetic mean was used as the number of firms is additive in nature.
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5.1.2 RSC Pretoria
Table (B.5) summarises the descriptive statistics for the RSC Pretoria full panel for
the first three quarters of 2004. In total, 36715 firms were contained in the original
RSC Pretoria dataset, however, this paper restricted this panel to the 27906 firms
that recorded positive turnover data for at least one quarter. As this sample did
not cover more than one year a balanced panel was not constructed. There were
fewer firms in 2004Q2 than in the other two quarters, but the reason could not be
identified due to a lack of supporting documentation.
The overall mean turnover was R4,946,469 and the corresponding median was
R478,172. When categorised by size group, the mean for the smallest firms was
R114,486 and the median was R111,889. In contrast, for the largest size category,
the mean turnover was R15,914,495 and the median was considerably smaller at
R2,630,213. This was indicative of a small number of very large firms. Following
the definition of firm size categories by turnover in the National Small Business Act
(South Africa, 1996), 99% of the firms in the sample were in the very small size
group.
There was an approximately even spread of firms across the youngest three age
groups, namely 0-4 years, 5-9 years and 10-19 years. In the RSC Pretoria panel
there were no firms in the oldest age categories, with the oldest firm being 17 years
old. The mean turnover increased monotonically by age group, with the youngest
age category having a mean of R2,422,728, while the oldest firms had a mean of
R11,799,614.
In 2004Q3, 20% of firms operated in the retail and wholesale sector and 68%
of firms were in the services industry. Furthermore, 4% of firms were manufac-
turers. The mean turnover for the 19 firms in the public administration sector was
286% higher than that of the firms in the largest size category.
5.1.3 RSC Cape Town
Table (B.6) shows the descriptive statistics for the RSC Cape Town full panel be-
tween 2001 and 2006. Table (B.7) shows the equivalent values for the balanced
panel of 11603 firms.17 In terms of the full panel, 41757 firms reported positive
turnover for at least one of the six years. While not monotonic, the number of firms
in the RSC Cape Town full panel increased over time from 21418 in 2001 to 27597
17 The RSC Cape Town response patterns were not included in Appendix B as there were too many
possible response combinations to combine into one meaningful summary table.
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in 2006, with 2162 firms entering the sample in 2003. An explanation for this influx
of firms was not clear based on the data itself. Furthermore, using information
gathered from the City of Cape Town, Kerr (2015) stated that an answer to this
question has yet to be finalised.
Considering firm size for the full panel overall, the mean and median turnover
were R23,374,647 and R2,617,396 respectively. For the balanced panel the mean
and median were 29% and 67% higher than the corresponding values for the full
panel respectively. Therefore, the largest firms were in the sample of survivors.
With regard to the full panel, the mean turnover for the smallest size group was
R508,782, with a median of R478,905. In the largest size category, the mean of
R54,782,622 was considerably higher than the corresponding median of R16,496,172.
A similar trend appeared for the balanced panel. Therefore, due to the sizeable
gap between the mean and median turnover for the largest size group, there were
a few very large firms in the sample. According to the more stringent definition in
the National Small Business Act (South Africa, 1996), approximately 90% of the
firms in the RSC Cape Town dataset were in the very small size category.
There were marked differences in the number of firms in each age group. For
both the balanced and unbalanced panels there were at most 2% of firms in the 0-
4 years category. However, when combining the five age categories to form three
groups the distribution was more proportionate. Considering the full panel, the
youngest grouping, consisting of firms up to nine years old, made up 29% of the
sample with a mean of R25,926,898. The middle age group included 40% of firms
and the mean was R21,286,284. Firms over 40 years old had a mean turnover of
R40,372,548. Therefore, a few older firms contributed to the high mean turnover
observed for the oldest age grouping.
In terms of distribution by industry, 49% of firms were in the services sector and
25% of firms were involved in finance activities.
5.1.4 Combined Enterprise Survey, PICS and 2007 Enterprise Survey
The number of firms in each year of the Combined Enterprise Survey, PICS and
2007 Enterprise Survey panels was determined on the basis of the response pat-
terns shown in Table (B.8). The first three years of the Combined Enterprise Sur-
vey panel, namely 2000, 2001 and 2002, were based on the PICS, whereas the
data from 2003 and 2006 were based on the 2007 Enterprise Survey. A total of
1413 firms formed the Combined Enterprise Survey full panel, as each reported
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positive turnover for at least one of the years covered. Furthermore, 576 firms
were in the PICS full panel and 1018 firms made up the 2007 Enterprise Survey
full panel.
This paper made use of the Combined Enterprise Survey full panel to investigate
the lognormality of the firm size distribution. In order to disentangle the effects of
the sampling procedures used in the PICS and the 2007 Enterprise Survey, the full
panel descriptive statistics will be discussed for each of these datasets separately.
Furthermore, to test the validity of the LPE, the two balanced panels that were cre-
ated for the PICS and 2007 Enterprise Survey samples will also be summarised
individually.
Table (B.10) shows the descriptive statistics for the PICS full panel. The mean
turnover for the period was R718,111,990 and the median was R65,570,352. The
inflated mean turnover in 2001 was due to one firm with a sizeable turnover. When
looking at number of employees for the full panel, the mean was 350 and the me-
dian was 85.
For the PICS full panel the mean and median turnover for the smallest size group
were R15,555,721 and R15,860,566 respectively, while the largest firms had a
mean of R1,926,274,061 and a median of R470,803,920. A similar pattern oc-
curred for the PICS balanced panel shown in (B.11), whereby the mean turnover
for the largest firms of R2,071,321,878 was approximately 336% higher than the
median of R474,727,664. According to the definition of a large enterprise in the
National Small Business Act (South Africa, 1996), 15% of firms fell into the this
size category and the mean was just over R4 billion.
The youngest two age classes covered 27% of the firms in the dataset, while 51%
of firms were over 20 years old. The descriptive statistics by age group revealed
that larger firms existed in the middle age group and firm size did not increase
monotonically from the youngest to the oldest age category.
With reference to the 2007 Enterprise Survey, Table (B.12) contains the descriptive
statistics for the full panel. The average mean and median were R104,593,728 and
R9,360,902 respectively. Furthermore, the mean number of employees was 20,
with a median of 87. When examining the 2007 Enterprise Survey balanced panel,
Table (B.13) shows that the mean turnover for the period was R117,350,987, with
a corresponding median of R11,959,467.
Comparing the firms across size groups, for both the full and balanced panels
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the medians were less than half of the means for the largest size group, whereas
the small and medium firms had median values close to their respective means.
Therefore, there were a few very large firms in the dataset. In addition, based
on the definition of a large enterprise in the National Small Business Act (South
Africa, 1996), 15% of firms fell into this category with a mean of approximately
R1,8 billion, while 80% of firms were considered to be very small.
Based on the full panel, as of 2006, it was found that 51% of firms were less
than ten years old, with only 86 firms in the oldest age category. On average, firm
size increased monotonically by age group, with the exception of the 227 firms in
the middle age class. It was found that the oldest firms in the sample coincided
with the firms that had the highest mean turnover.
For the full panel, 68% of firms in the 2007 Enterprise Survey data were in the
manufacturing sector, while 22% of firms were in the retail and wholesale industry.
5.1.5 Summary
Table (B.1) summaries the descriptive statistics discussed above by dataset, and
reveals that there was much variation across the samples. When considering num-
ber of employees as a measure of firm size, the RSC KZN sample was made up of
mostly sole proprietors and firms with fewer than 4 employees. For this reason the
mean and median number of employees were considerably lower than that for the
manufacturing-based firms in the PICS sample. The fact that 22% of firms in the
2007 Enterprise Survey dataset operated in the retail and wholesale sector could
explain why the mean number of employees of 20 was more in line with the mean
for the RSC KZN panel.
Due to the design of the mechanism by which firms were allocated to specific size
groups, firms were consistently evenly distributed across size categories within
each of the datasets. However, as these size classes were not in absolute terms,
it was challenging to gauge the distribution of firms across size groups when com-
paring the samples. Using the full panels and the official cut-off points for firm
size by turnover in the National Small Business Act (South Africa, 1996), over
90% of firms in the RSC Pretoria and RSC Cape Town datasets were in the very
small size category. Furthermore, 80% of firms were in the very small size cat-
egory when looking at the 2007 Enterprise Survey dataset. In contrast, 49% of
firms in the PICS panel were in the very small size class, with 15% being in the
largest size group. Therefore, the descriptive statistics for the comprehensive RSC
datasets indicated that the firm size distribution in South Africa is right-skewed due
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to the presence of predominately very small firms. The PICS and 2007 Enterprise
surveys comprised mostly of manufacturing firms, which explains the presence of
more very large enterprises.
A major difference across all five datasets was the distribution of firms over age
groups. Firms in the RSC Pretoria dataset were the youngest of all of the panels,
with the oldest being only 17 years old. Conversely, the RSC Cape Town data
included a few very old firms, which were predominantly in the highest turnover
bracket. For the PICS sample most firms were in the oldest age group and with
age came higher average turnover levels. However, half of the firms in the 2007
Enterprise Survey dataset were less than 10 years old.
Looking at the samples by industry, the RSC datasets had the broadest cover-
age. This was in keeping with the comprehensive nature of the administrative
databases upon which these samples were based. The PICS panel was made up
only of manufacturers, whereas, the 2007 Enterprise Survey sample found a mid-
dle ground between the manufacturing-focused PICS sample and the RSC Cape
Town dataset. This was consistent with the sampling procedure, whereby a portion
of the firms surveyed in the PICS were revisited in the 2007 Enterprise Survey.
5.2 The lognormality of the firm size distribution
This section will provide the results of the analysis of null Hypothesis (1), namely
that the firm size distribution is lognormal. In order to do so the normality of the
log firm size distribution will be evaluated. In addition, the upper tail of the firm
size distribution will be compared to the Pareto distribution. When firm size was
measured by number of employees, as was the case for the RSC KZN sample, the
log firm size distribution was right-skewed with a Paretian upper tail (Angelini and
Generale, 2008; Cabral and Mata, 2003; Cefis et al., 2009; Segarra and Teruel,
2012). However, based on the findings of Segarra and Teruel (2012), the log firm
size distribution was normally distributed when using turnover as a proxy for firm
size in a comprehensive dataset. This applies to the RSC Pretoria, RSC Cape
Town, PICS and 2007 Enterprise Survey datasets. Furthermore, a normal log
firm size distribution was shown to be more common for samples of large, publicly
listed firms (Cabral and Mata, 2003; Hart, 1962; Hart and Prais, 1956; Stanley
et al., 1995).
Initially, the normality of the log firm size distributions for the datasets was exam-
ined by generating histograms of these log firm size distributions, which were over-
laid with the corresponding normal distributions. For the RSC KZN sample the first
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panel of Graph (C.1) shows that the overall log firm size distribution, as measured
by number of employees, was highly right-skewed. Furthermore, the remaining
panels of Graph (C.1) illustrate that this right-skewness was not only due to the
smallest firms in the dataset, but that the log firm size distribution was system-
atically right-skewed. Similarly, for the RSC Pretoria dataset, Graph (C.4) shows
right-skewness of the log firm size distribution for each quarter. Considering the
RSC Cape Town sample Graph (C.8) demonstrates that, for 2001, 2002 and 2005,
the log firm size distributions were skewed to the right. Based on the Combined
Enterprise Survey dataset Graph (C.12) depicts considerable right-skewness for
the log firm size distributions for all years of the sample, other than 2006. It was
unclear whether the log firm size distribution for 2006 was symmetrical, or slightly
left-skewed.
Due to the discrete nature of firm size as measured by number of employees,
a frequency plot was used in place of density estimates for the RSC KZN sample.
Graph (C.2) confirmed the evidence so far, namely that the RSC KZN dataset had
a highly right-skewed log firm size distribution.
In order to limit the assumptions made about the data, density estimates of the
log firm size distribution were generated for each period using a kernel density
estimator. For the RSC Pretoria sample Graph (C.5) shows density estimates for
each quarter and these diagrams reinforced the finding of a right-skewed log firm
size distribution. Conversely, Graph (C.9) for the RSC Cape Town dataset shows
that the skewness of the density estimates was unclear. Graph (C.13) plots the
density estimates for the PICS log firm size distribution and the right-skewness of
the log firm size distribution is confirmed. Graph (C.14) provides the same analy-
sis for the 2007 Enterprise Survey and, in keeping with the histograms, the 2003
density estimate was right skewed while symmetry was observed for 2006.
The graphical representations of the log firm size distributions discussed above
provided mixed results for each period. However, right-skewness was observed in
the majority of cases, which was not consistent with the lognormality implied by
the LPE.
Unlike the observational evidence discussed above, the following method allowed
for a statistical test of Hypothesis (1). Table (C.1) contains a summary of the de-
scriptive statistics of the log firm size distributions for each of the datasets. Consid-
ering the RSC KZN sample, the statistics for skewness and kurtosis, of 1.74 and
7.69 respectively, confirmed the finding of a right-skewed log firm size distribution.
Similarly, the sktest showed a departure from normality. For the RSC Pretoria
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dataset, Table (C.1) includes the average descriptive statistics for the log firm size
distribution of the RSC Pretoria dataset over all years. The measures of kurtosis
and skewness were 4.45 and 0.20 respectively. Consequently, the sktest rejected
Hypothesis (1) and the log firm size distribution was skewed to the right.
Similarly, for the RSC Cape Town sample on average, the sktest showed a di-
vergence from normality and the log firm size distribution was right-skewed. As
the RSC Cape Town panel covered multiple years a more detailed analysis of the
log firm size distribution was conducted based on the descriptive statistics con-
tained in Table (C.4). Right-skewness was found for 2001, 2002 and 2005 and,
on the basis of the sktest, the null hypothesis of a symmetrical distribution was
rejected. For 2003 and 2006 the sktest showed that the third moment was not
significantly different from 0, whereas left-skewness was present in 2004. For each
year the kurtosis was greater then 3. Therefore, despite the symmetry observed
for two of the periods, for the panel overall Hypothesis (1) of a normal log firm size
distribution was rejected.
Finally, using this approach, there was a deviation form normality for the log firm
size distribution for the Combined Enterprise Survey dataset on average. As was
the case for the RSC Cape Town sample, a detailed analysis was done by year
as shown in Table (C.5). For the first three years covered by the PICS, based on
the sktest, the null hypothesis of a normal log firm size distribution was rejected,
instead the distribution was peaked and right-skewed. However, when consider-
ing the portion of the Combined Enterprise Survey that was covered by the 2007
Enterprise Survey, it was found that the kurtosis measure was approximately 3
for both years. In addition, while the log firm size distribution for 2003 was right-
skewed, symmetry was evident in 2006. Therefore, Hypothesis (1) of a normal
log firm size distribution was rejected for four of the five years of the Combined
Enterprise Survey.
In sum, Hypothesis (1) of a normal log firm size distribution was rejected for each
of the datasets on average. Therefore, the LPE was rejected, meaning that there
was a significant relationship between firm size and proportional growth. Instead,
as was found by the visual examination conducted previously, right skewness was
observed.
A comparable analysis was conducted by evaluating each dataset by age group.
Included in Table (C.3) for the RSC Pretoria dataset are summary statistics for the
log firm size distribution by age category as in 2004Q1. Contrary to the findings of
Cabral and Mata (2003), the log firm size distributions became increasingly right-
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skewed over time, with the firms in the youngest age category having the most
symmetrical distribution. However, on the basis of the sktest, Hypothesis (1) of
a normal log firm size distribution for each of the age groups was rejected. These
findings were confirmed by the density estimates for the RSC Pretoria panel by
age group shown in Graph (C.6).
Table (C.4) summarises the descriptive statistics for the log firm size distribution
by age class for the RSC Cape Town sample, as in 2001.18 Based on the sktest,
firms over the age of nine had symmetrical distributions. The kurtosis also de-
creased as with each movement to an older age group, with this shape parameter
being approximately 3 for the oldest age group. Therefore, there was a conver-
gence of the log firm size distribution toward normality as firms aged, unlike in the
RSC Pretoria dataset and in keeping with Cabral and Mata’s (2003) findings.
Lastly, for the Combined Enterprise Survey, Table (C.5) also breaks down the sum-
mary statistics for the log firm size distribution by age group, as in 2006. Using the
sktest it was found that firms in the youngest age class had approximately normal
firm size distributions. Thereafter, there was a deviation from normality for the two
middle age groups, with a convergence on normality for the oldest age category.
Therefore, it cannot be said that the log firm size distribution becomes systemati-
cally more normally distributed with each shift to an older age group. However, this
result may be due to the fact that this sample is not representative of the economy
as a whole, which is in contrast with the dataset used by Cabral and Mata (2003).
For the RSC Pretoria, RSC Cape Town and Combined Enterprise Survey sam-
ples it was found that the log firm size distribution shifted to the right when moving
toward an older age group and this was confirmation of the rightward trend found
by Cabral and Mata (2003). However, with the exception of the RSC Cape Town
dataset, these log firm size distributions did not converge on normality.
Due to the unsatisfactory fit of a lognormal distribution to the firm size data, the
potential for a Pareto firm size distribution in the upper tail was investigated. Both
panels of Graph (C.3) for the RSC KZN sample plot the relationship between the
upper tail and the total firm size, which is analogous to 1 less the CDF and was
shown by the line P (X < x). The ”parametric” line shown in the left-hand panel
used the θ parameter obtained from the relationship itself, while the maximum
likelihood estimate of θML was used in the right-hand panel. Overall, the Pareto
distribution appeared to be a good fit for the upper tail of the firm size distribu-
18 The year 2001 was used as the reference category as it was the period for which the most data on
age was available.
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tion for all of the samples. This is illustrated by Graph (C.7) for the RSC Pretoria,
Graph (C.11) for the RSC Cape Town and Graph (C.16) for the Combined Enter-
prise Survey samples. Therefore, the lognormal firm size distribution implied by
the LPE was not the best fit for the data.
5.3 Gibrat’s Law of Proportionate Effect
The LPE states that a firm’s proportional growth rate is independent of its absolute
size at the start of the period of study. Section (5.2) showed that the lognormality
of the firm size distribution implied by the LPE was not observed. However, as
this method is a partial analysis of the LPE that is based largely on observational
evidence, it follows that an examination of whether the LPE holds is warranted to
supplement these findings. The results of these tests of the following Hypotheses
will be given in this section. Firstly, Hypothesis (2) states that the proportional
growth rate of each surviving firm is independent of its size for a given period and
the Conditions of the LPE set out in Section (2.1) are met. Secondly, Hypothesis
(3) states that this proportional growth rate is also independent of firm age for a
specified time frame and includes the requirement that the Conditions of the LPE
given in Section (2.1) are fulfilled.
Condition (1) states that all firms should have the same average proportional
growth rate, while Condition (2) is met if the proportional growth rates all have
the same dispersion about this common mean. Condition (3) requires a firm’s
proportional growth rate not to be dependent on its size. Finally, Condition (4) stip-
ulates that the proportional growth rates should not be serially correlated.
Panels of surviving firms were most appropriate in order to conduct tests of whether
the LPE held, therefore, only the RSC Cape Town, PICS and 2007 Enterprise Sur-
vey datasets were used. For the RSC Cape Town sample the balanced panel was
broken down into three year groups as follows: 2001 to 2006 (2006/2001), 2001
to 2003 (2003/2001) and 2004 to 2006 (2006/2004). This was done to make the
results more comparable with those from the PICS and 2007 Enterprise Survey
panels.
With regard to the RSC Cape Town dataset, Table (D.4) provides the proportional
growth rate descriptive statistics for the 2006/2001 year group, whereas Tables
(D.5) and (D.6) present these values for the 2003/2001 and 2006/2004 year groups
respectively. For the 2006/2001 year group, comparing the proportional growth
rates by size category, the standard deviation decreased monotonically from 1.09
to 0.80 when moving from the smallest to the largest size class. Furthermore,
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looking at the proportional growth rates by size group for the PICS sample, Ta-
ble (D.9) shows that the standard deviation for the smallest size group was 1.20,
while the standard deviation for the largest size category was substantially lower.
For both the RSC Cape Town and PICS datasets, based on an sdtest, this neg-
ative relationship between firm size and proportional growth rate variability was
significant. Considering the 2007 Enterprise Survey sample, Table (D.12) shows
no clear pattern for the standard deviations of firms in the different size classes,
however, there was a significant difference in the variances across these groups.
Condition (2), which requires firms of all sizes to have equal variances, was not
upheld for any of the datasets and this was sufficient to reject Hypothesis (2) and,
therefore, the LPE.
Comparing the mean proportional growth rates for the RSC Cape Town dataset
across size groups for the 2006/2001 year group, Table (D.4) shows that these val-
ues decreased from 0.33 for the smallest to 0.09 for the largest firms. Table (D.9)
reveals a similar result for the PICS panel as, on average, the turnover for smallest
firms increased by 30% for the period, while the increase for the largest firms was
less than half of that. Consistent with both of these findings, was the monotonic
decrease in the mean proportional growth rate over the period for the 2007 Enter-
prise Survey sample as shown in Table (D.12). In order to test whether these dif-
ferences in mean proportional growth rates were significant, the Welch-corrected
t-test was used as this procedure does not assume equal variances between size
groups. It was found that there was a significant difference in mean proportional
growth rates across size classes for all three datasets. Therefore, smaller firms
were growing proportionally faster than larger firms, and the significance of this
size-growth relationship was a violation of Condition (3). In addition, Condition (1)
was not upheld as, by necessity, all firms did not have equal average proportional
growth rates. As two of the Conditions were not met, Hypothesis (2) was violated
and, consequently, the LPE was rejected. In other words, the proportional growth
rates for these samples of surviving firms were dependent on firm size.
For the RSC Cape Town dataset Table (D.4) shows that both average proportional
growth rates and their standard deviations were lowest for the oldest age group
when compared to the younger firms.19 With regard to the PICS sample, Table
(D.9) indicates that there was also a decrease in the mean proportional growth
rate when moving to older age classes, although this relationship was not mono-
tonic. The same result was found for the 2007 Enterprise Survey dataset as given
19 There was a limitation when testing for significance as there was variation in the standard deviations
by age group, therefore an ANOVA was inappropriate. In addition, there were more than two size
categories so a Welch-corrected t-test was not an available option.
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in Table (D.12). As was found for the firm size-growth relationship, Conditions (1)
and (2) were not met and this was sufficient to reject Hypothesis (3) that the pro-
portional growth rate of a firm is independent of its age. On the whole, the LPE
was rejected as this statistical analysis suggested that younger firms grew propor-
tionally faster than their older counterparts on average.
Regression estimation was also employed to test the relationship between the log
of a firm’s size at the start, as well as the end of the period. The overall results
of each of the regressions estimated below are summarised by dataset in Table
(D.1). More detailed breakdowns of the results for the RSC Cape Town, PICS and
2007 Enterprise Survey samples are presented in Tables (D.7), (D.10) and (D.13)
respectively.
Equation (2.8) was estimated by OLS with robust standard errors both overall,
and within each size category as follows:
sit = β0 + β1sit−δ + νit.
Using the RSC Cape Town sample, the estimated β1 overall for the 2006/2001
year group was 0.924 and significantly different from 1. Across the size groups,
the β1 estimates were also significantly different from 1, with the smallest coeffi-
cient being in the medium size class. These findings held across the other year
groups, with 2006/2004 having a higher β1 estimate of 0.976. Considering the
PICS dataset the overall finding was an estimated β1 = 0.893 and this coefficient
was also significantly different from 1. Similarly, when looking at the 2007 Enter-
prise Survey sample overall, it was found that the estimated β1 = 0.923 and was
significantly different from 1. Across all three samples, based on Hart and Prais’s
(1956) proposition, a β1 below 1 indicated that, on average, smaller firms grew
proportionally faster than larger firms. This was a violation of Condition (3) and
Hypothesis (2) as the proportional growth rate was not independent of firm size
and this relationship was significant. Consequently, the LPE was rejected.
In order to include age as a logarithmic regressor in this analysis, Equation (2.11)
was estimated by OLS with robust standard errors as follows:
sit = β0 + β1sit−δ + β2lnAit + νit.
For the RSC Cape Town sample it was found that overall, for the year group
2006/2001, the estimated β1 = 0.953, and this coefficient was significantly different
from 1. The estimated β2 for the 2006/2001 year group as a whole, was signifi-
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cantly different from 0 and equal to -0.063. When considering the PICS and 2007
Enterprise Survey panels the results were not as explicit. The estimated overall
value of β1 = 0.960 for the PICS dataset, but this coefficient was not significantly
different from 1. However, within each of the size classes, the estimated β1 values
were significantly different from 1. The estimated β2 value was negative, but not
significantly different from 0. With regard to the 2007 Enterprise Survey panel it
was found that the estimated β1 = 0.915 and remained significantly different from
1, however the coefficient on log age was both positive and insignificant. Taking
all of these findings into consideration it was shown that, for the surviving firms
in each sample, smaller firms grew proportionally faster than larger firms on aver-
age, and this relationship was significant. This was confirmation of the size-growth
relationship found above. However, the effect of age on proportional growth was
unclear.
At this point the initial evaluation of the standard deviations and means of the pro-
portional growth rates for each of the datasets showed a significant and inverse
relationship between proportional growth and both firm size and age. However,
the regression analysis had not provided consistent results for the age-growth
relationship. In an attempt to resolve this conflict growth equations in the form
git = g(sit−δ, lnAit) were estimated by OLS. The results of this approach are sum-
marised in Table (D.2). More insight into the findings for each dataset are shown for
the RSC Cape Town, PICS and 2007 Enterprise Survey samples in Tables (D.8),
(D.11) and (D.14) respectively.
In addition to log initial size and log age, Equation (4.6) included a covariate to
test for interaction and was estimated by OLS with robust standard errors as fol-
lows:
git = α0 + α1sit−δ + α2lnAit + α3(sit−δ)(lnAit) + υit.
With regard to the RSC Cape Town panel for the 2006/2001 year group overall, the
estimated α1 = −0.028 was significantly different from 0. This indicated that log
initial firm size was weakly, inversely related to proportional growth. For the PICS
and 2007 Enterprise Survey datasets the estimated α1 values of -0.216 and -0.100
respectively were also significantly different from 0. When considering the α2 es-
timate on log age for the RSC Cape Town sample overall for the 2006/2001 year
group, the value was significantly different from 0 and equal to -0.124. Similarly,
for the PICS and 2007 Enterprise Survey datasets there was a significant, inverse
relationship between the proportional growth rates and log firm age, with over-
all estimated α2 values of -1.307 and -0.534 respectively. For all three samples
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the small, significant estimated α3 coefficients on the interaction terms showed
that the impact of firm size on proportional growth weakly depended on firm age.
Therefore, based on the estimation of the Equation (4.6) by OLS, there was a sig-
nificant and negative relationship between proportional growth and both firm size
and age. Consequently, Condition (3) and Hypotheses (2) and (3) were rejected.
Furthermore, it was found that smaller, younger firms grew proportionally faster
than larger, older firms and these inverse relationships were significant. In keep-
ing with the empirical evidence presented up until this point, the LPE was rejected.
Equation (4.7) was then estimated by OLS with robust standard errors, and in-
cluded squared terms to take into account the potential non-linearity of the growth
equation. These results are shown in Table (D.3). For the RSC Cape Town dataset
this addition resulted in a larger estimated α1 across all year groups, however, the
magnitude of the estimated coefficient on log age was smaller and less signifi-
cant. With regard to the PICS and 2007 Enterprise Survey samples the impact of
this modification on the previous findings for the sample overall was a decrease
in the strength of the age-growth relationship, and an α1 value, which was nega-
tive though no longer significant. Therefore, the significance of the negative age-
growth relationship was dependent on model specification.
As the RSC Cape Town balanced panel was broken down into two sub-periods
it was possible to test whether firms with higher (lower) proportional growth rates
in period t also tended to have higher (lower) proportional growth rates in period
t − δ. Equation (2.9) was estimated by OLS and it was found that the estimated
coefficient on the previous period was λ1 = −0.051. This weak, inverse relation-
ship refuted the proposition that there was a tendency for the proportional growth
rates of firms to persist over time and Condition (4) of the LPE was met.
In sum, smaller, younger firms were found to grow proportionally faster than larger,
older firms and only weak serial correlation of proportional growth rates was ob-
served. As three of the four Conditions were violated, there was strong evidence
to confirm that the LPE did not hold for the three panels of South African firms.
The disaggregation of these growth effects by industry is of particular relevance
when comparing the manufacturing and service sectors. Daunfeldt and Elert
(2013) provided an example of these industry dynamics, with the finding that the
LPE held in most manufacturing sectors but was invalid in the case of services.
While the importance of this aspect of firm growth is acknowledged, it is beyond
the scope of this paper.
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Furthermore, part of the heterogeneity across the samples may be due to regional
factors. This type of analysis is challenging as the specific sampling procedures
are unknown for the RSC datasets owing to a lack of metadata. An example is the
prevalence of sole proprietors in the RSC KZN data not being reflected for the RSC
Pretoria and RSC Cape Town datasets. In addition, the RSC KZN dataset is not
limited to one large city, but multiple areas in the province, which makes the firms
in this dataset fundamentally different from the RSC Pretoria, RSC Cape Town,
2007 Enterprise Survey and PICS cases. Within the 2007 Enterprise Survey and
PICS, the distribution across provinces was not even, with 68% of firms in the 2007
Enterprise Survey being situated in Johannesburg. The existence of varied selec-
tion criteria in terms of geographical location across the datasets does not allow
for a detailed analysis of the the firm characteristics of each sample on a provin-
cial level. These relationships are complex and the detailed analysis required to
disaggregate these effects is an area for future research.
6 Discussion
Based on the given samples, this research can be summarised into three key find-
ings about firms in South Africa. Firstly, the firm size distribution was not lognor-
mal. Secondly, based on the panels of surviving firms, smaller firms grew propor-
tionally faster than their larger counterparts and this relationship was significant on
average. Thirdly, there was both an inverse and significant age-growth relationship.
The first insight from this research is that the lognormal distribution was not a
good fit for the firm size distribution for any of the samples. Conversely, the log
firm size distributions for these datasets of South African firms were right-skewed,
with the Pareto distribution best characterising the upper tail. This can be partly
explained by the nature of the data. As the RSC datasets were based on admin-
istrative databases, which were not biased by a non-random sampling procedure,
it can be said that they were comprehensive and closely emulated the firm size
distribution in South Africa. Consequently, while the literature found the lognormal
distribution to be a good description for large, publicly listed firms, this was not
the case when a more representative set of samples was taken into consideration.
The LPE implies a lognormal firm size distribution, but lognormality was not evi-
dent in the South African samples evaluated in this paper. Therefore, on the basis
of this partial test, the LPE was rejected.
Secondly, this research shows that smaller firms grew proportionally faster than
larger firms for the samples of surviving South African enterprises. In part, this
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finding may be accounted for by the theory of minimum efficient scale. An alter-
native explanation is that the proportionally faster growth of smaller firms may be
linked to systematic factors such as favourable tax incentives and small business
support interventions. Furthermore, the results indicated that there was a signif-
icant, negative relationship between the dispersion of proportional growth rates
and firm size. Hart (1962) and Singh and Whittington (1975) proposed that the
reason for this finding could be the expectation that large firms, with more diversifi-
cation between products, should have a smaller dispersion of changes in turnover
because they have the ability to offset product lines that are not successful against
more profitable offerings.
Finally, the third point of note is that younger firms grew proportionally faster than
older firms and this relationship was significant for the samples of surviving firms
in South Africa. This finding is in keeping with Jovanovic’s (1982) learning model,
whereby firms use a Bayesian learning process to discover their actual efficiencies
as they grow older. In addition, younger firms are said to be presented with more
growth opportunities (Jovanovic, 1982).
These three results were consistent across datasets and, therefore, the rejection
of the LPE was not an artefact of a specific sampling procedure.
7 Conclusions
According to the Gibrat model a firm’s proportional growth rate is independent
of its size and smaller firms do not tend to grow proportionally faster than larger
firms. Furthermore, the LPE implies a lognormal firm size distribution. Based
on the South African data used in this paper, a close look at the shape param-
eters of skewness and kurtosis of the log transformed firm size distribution, as
measured by turnover, revealed right-skewness and significant deviation from nor-
mality. However, this right-skewness dissipated as firms moved toward older age
groups, though in most cases there was no convergence on a normal log firm
size distribution. When considering the firm size distribution for the upper tail, the
Pareto distribution was a good fit for all of the samples. Therefore, the lognormal
distribution expected as a result of the LPE process was not evident in any of the
datasets and the LPE was rejected.
These deviations may be explained by a process whereby surviving, smaller firms
grew proportionally faster than larger firms. This hypothesis was tested by mak-
ing use of balanced panels of surviving firms. Firstly, a comparison across age
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and size groups showed that smaller, younger firms had higher mean proportional
growth rates than older, larger firms. Secondly, regression analysis of log firm size
both at the start and end of the period revealed a slope coefficient less than 1. This
supported the empirical literature, and showed that smaller firms grew proportion-
ally faster than larger firms, and the LPE was rejected. By including log age in this
specification it was shown that this covariate had a negative effect on a firm’s pro-
portional growth, although this relationship was not statistically significant. When
the growth equation was estimated by OLS, it was shown that both firm age and
firm size had a significant, negative effect on proportional growth. There was little
evidence of serial correlation and, therefore, growth did not persist. Contrary to
the independence of firm size and proportional growth proposed by the LPE, the
systematic tendency for smaller, younger firms to grow proportionally faster than
larger, older firms is a factor when explaining why firm growth is not completely
random.
This research is relevant as it provides insight into the role that smaller, younger
firms have to play in economic development. As stated in the NDP (National Plan-
ning Commission, 2012), the South African Government views the small business
sector as an essential contributor to its economic development strategy. The find-
ing that smaller, younger firms grew proportionally faster than their larger, older
counterparts and have the capacity to contribute positively to economic growth
provides some justification for interventions that provide support to these entities.
However, before using these findings to assist with policy-making with regard to
small business development in South Africa, there are five areas that need fur-
ther research. These gaps should be addressed using a comprehensive sample
of South African firms, with broad national coverage, such as SARS data or the
QES as was used by Kerr et al. (2014) and Kerr (2016). Firstly, it is necessary to
identify why the smallest, youngest firms experienced high levels of proportional
growth. Secondly, analysis of the impact of sample selection due to firm births and
deaths is needed. Thirdly, the effects of mergers and acquisitions on the firm size
distribution need to be measured as surviving firms may appear to be experiencing
growth when in fact they are absorbing other entities. The fourth aspect that this
paper has not explored is the applicability of the LPE across different industries.
Finally, aggregation of the data by province needs to be discussed in order to take
into account the diversity of economic factors in each region.
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A Appendix: Summary of the literature
Table A.1: Section (2.2) The lognormality of the firm size distribution
Study Country (Period) Number of firms Sample of firms Measure of firm size Firm size distribution (FSD)
Hart and Prais (1956) UK (1885-1950) Vary by period Large, listed Net assets Lognormal FSD
Hart (1962) UK (1950-1955) 1981 Large, listed Net assets Lognormal FSD
Simon and Bonini (1958) US (1954-1956) 500 Large Net assets Yule FSD, with Pareto in upper tail
Stanley et al. (1995) US (1993) 4701 Large, listed Net assets Lognormal FSD, with Pareto in upper tail
Cabral and Mata (2003) Portugal (1991) 587 Large, listed Employees Lognormal FSD
Cabral and Mata (2003) Portugal (1991) 33678 Comprehensive Employees Slightly right-skewed log FSD
Angelini and Generale (2008) Italy (1992-2201) Vary by period Comprehensive Employees Very right-skewed log FSD
Cefis et al. (2009) Netherlands (1996-2003) 50000+ Comprehensive Employees Pareto in upper tail
Segarra and Teruel (2012) Spain (2001-2006) 50000 Comprehensive Employees Very right-skewed log FSD, with Pareto in upper tail
Segarra and Teruel (2012) Spain (2001-2006) 50000 Comprehensive Turnover Lognormal FSD
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Table A.2: Section (2.3) Gibrat’s Law of Proportionate Effect
Study Country (Period) Number of firms Sample of firms LPE test results Methodology
Hart and Prais (1956) UK (1885-1950) Vary by period Large, listed LPE holds: β ≈ 1 Equation (2.7)
Hart (1962) UK (1950-1955) 1981 Large, listed LPE holds: β ≈ 1 Equation (2.7)
Simon and Bonini (1958) US (1954-1956) 500 Large LPE holds Graphical analysis
Mansfield (1962) US (vary by industry) Vary by industry Specific industries LPE violated in 40% of cases Equation (2.8)
Samuels (1965) UK (1951-1960) 400 Listed LPE violated: β > 1 & large grow faster Equation (2.7)
Singh and Whittington (1975) UK (1948-1960) approx. 2000 Listed LPE violated: β > 1 & large grow faster Equation (2.8)
Utton (1971) UK (1954-1965) 1527 Specific industries LPE violated: β > 1 & large grow faster Equation (2.7)
Keating (1974) Australia (1961-1969) 101 Large, listed LPE violated: large grow faster Distributional moments
Meeks and Whittington (1975) UK (1948-1969) Vary by period Large, listed LPE violated: large grow faster Distributional moments
Aaronovitch and Sawyer (1975) UK (1958-1967) 233 Large LPE holds: β ≈ 1 Equation (2.8)
Kumar (1985) UK (1960-1976) Vary by period Listed LPE violated: β < 1 & small grow faster Equation (2.8)
Evans (1987) US (1976-1982) 17399 Specific industries LPE violated: small, young grow faster Equation (2.10)
Hall (1987) US (1972-1983) 1778 Listed LPE violated: small, young grow faster Equation (2.10)
Variyam and Kraybill (1992) US (1986-1991) 422 Small LPE violated: small, young grow faster Equation (2.10) + controls
Dunne and Hughes (1994) UK (1975-1985) Vary by period Comprehensive LPE violated: β < 1 & small, young grow faster Equation (2.11)
Hart and Oulton (1996) UK (1989-1993) 87109 Comprehensive LPE violated: β < 1 & small grow faster Equation (2.8)
Hart and Oulton (2001) UK (1986-1995) 8103 Large LPE violated: β < 1 & small, young grow faster Equation (2.12)
Heshmati (2001) Sweden (1993-1998) Vary by period Micro- and small LPE violated: small, young grow faster Equation (2.10) + controls
Lotti et al. (2001) Italy (1987-1993) 1570 Specific industries LPE violated: β < 1 & small grow faster Equation (2.8)
Elston (2002) Germany (1997-2000) 287 Listed LPE violated: small, young grow faster Simplified Equation (2.10)
Calvo (2006) Spain (1990-2000) 967 Specific industries LPE violated: β < 1 & small, young grow faster Equation (2.12)
Petrunia (2008) Canada (1984-1996) 17656 Specific industries LPE violated: β < 1 & small grow faster Equation (2.8)
Falk (2008) 15 OECD-countries (2000-2004) 20000 Multinational LPE violated: small grow faster Simplified Equation (2.10)
Teruel-Carrizosa (2010) Spain (1994-2002) 139992 Small LPE violated: β < 1 & small, young grow faster Equation (2.11) + quadratic age
McPherson (1996) 5 Southern African countries Vary by country Micro- and small LPE violated: small, young grow faster Equation (2.10) + controls
Liu et al. (1999) Taiwan (1990-1994) 915 Specific industries LPE violated: small, young grow faster Equation (2.10) + controls
Gunning and Mengistae (2001) Ethiopia (1983-1993) 220 Specific industries LPE violated: small, young grow faster Equation (2.11)
Shanmugam and Bhaduri (2002) India (1989-1993) 392 Specific industries LPE violated: small, old grow faster Equation (2.10)
Sleuwaegen and Goedhuys (2002) Cote d’Ivoire (1989-1994) 185 Specific industries LPE violated: small, young grow faster Equation (2.10)
Bigsten and Gebreeyesus (2007) Ethiopia (1996-2003) 5542 Specific industries LPE violated: small, young grow faster Equation (2.10)
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B Appendix: Data description
B.1 Summary
Table B.1: Summary of firm size
Descriptive statistics





RSC KZN 2004 Employees 55593 11 1
RSC KZN (excluding sole) 2004 Employees 27777 21 4
Combined Enterprise Survey 2000-2006 Employees 1018 209 48
PICS 2000-2002 Employees 571 350 85
2007 Enterprise Survey 2003-2006 Employees 1018 20 87
RSC Pretoria 2004 Turnover 27906 4,946,469 478,172
RSC Cape Town 2001-2006 Turnover 41757 23,374,647 2,617,396
Combined Enterprise Survey 2000-2006 Turnover 1413 391,315,148 25,090,047
PICS 2000-2002 Turnover 576 718,111,990 65,570,352
2007 Enterprise Survey 2003-2006 Turnover 1018 104,593,728 9,360,902
Source : own calculations using KwaZulu-Natal (2017), Pretoria (2017), City of Cape Town (2017), Enterprise Analysis Unit -
World Bank Group (2007) and DataFirst (2004).
Notes :
1. Number of firms with firm size data for any period.
2. Arithmetic mean used for this section as number of firms is additive in nature.
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B.2 RSC KZN
Table B.2: Employees descriptive statistics - RSC KZN 2004
Category Number of
firms




Sole traders 27816 50.04 27816 1 1
Not sole traders 27777 49.96 588955 21 4
Total 55593 100.00 616771 11 1
Size category
Small firm 54647 98.30 204882 4 1
Medium firm 739 1.33 68358 93 82
Large firm 207 0.37 343531 1660 366
Total 55593 100.00 616771 11 1
SIC Code
Agriculture, Forestry and Fishing 199 0.36 2504 13 2
Construction 2063 3.71 17104 8 2
Manufacturing 3856 6.94 79989 21 2
Transport, Comms and Electricity 2201 3.96 18577 8 2
Retail and Wholesale 12340 22.20 73510 6 1
Finance 4623 8.32 60339 13 1
Services 30224 54.37 201306 7 2
Public Admin 87 0.16 163442 1879 3
Total 55593 100.00 616771 11 1
Source: own calculations using KwaZulu-Natal (2017)
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Table B.3: Employees descriptive statistics (excluding sole traders) - RSC KZN 2004
Category Number of
firms




Small firm 26831 96.60 177066 7 4
Medium firm 739 2.66 68358 93 82
Large firm 207 0.74 343531 1660 366
Total 27777 100.00 588955 21 4
SIC Code
Agriculture, Forestry and Fishing 103 0.37 2408 23 9
Construction 1036 3.73 16077 16 5
Manufacturing 2072 7.46 78205 38 9
Transport, Comms and Electricity 1155 4.16 17531 15 4
Retail and Wholesale 6075 21.87 67245 11 4
Finance 1224 4.41 56940 47 3
Services 16066 57.84 187148 12 4
Public Admin 46 0.17 163401 3552 10
Total 27777 100.00 588955 21 4
Source: own calculations using KwaZulu-Natal (2017)
B.3 RSC Pretoria
Table B.4: Response pattern for turnover, by firm - RSC Pretoria










Source: own calculations using Pretoria (2017)
Notes :
1. Each character of the string represents a period of the sample in order. If the firm reported positive turnover for a period
then the corresponding character in the string was recorded as 1, with the absence of turnover information being indicated
by a 0.
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% of firms Mean Median
Wave
2004Q1 25340 90.80 5,096,388 532,221
2004Q2 23515 84.27 3,664,616 374,788
2004Q3 24812 88.91 6,008,207 560,330
Total 27906 100.00 4,946,469 478,172
Size category 2004Q3
Small firm 7528 30.34 114,486 111,889
Medium firm 8241 33.21 521,661 498,909
Large firm 9043 36.45 15,914,495 2,630,213
Total 24812 100.00 6,008,207 560,330
Official size category 2004Q3
Very small firm 24564 99.00 2,218,221 548,988
Small firm 151 0.61 99,745,667 88,276,237
Medium firm 80 0.32 301,347,517 280,415,794
Large firm 17 0.07 3,259,874,363 1,334,532,914
Total 24812 100.00 6,008,207 560,330
Age group 2004Q3
0-4 years 8965 36.13 2,422,728 446,300
5-9 years 7156 28.84 3,466,383 595,629
10-19 years 8691 35.03 11,799,614 688,208
Total 24812 100.00 6,008,207 560,330
SIC code 2004Q3
Agriculture, Forestry and Fishing 173 0.70 1,329,704 410,628
Mining 30 0.12 4,721,577 1,008,171
Construction 924 3.72 4,441,573 604,261
Manufacturing 890 3.59 25,529,118 1,477,262
Transport, Comms and Electricity 482 1.94 33,873,442 619,131
Retail and Wholesale 4883 19.68 6,807,327 900,603
Finance 369 1.49 71,334,798 572,210
Services 16785 67.65 2,597,703 461,666
Public Admin 19 0.08 61,465,739 1,477,518
Other 257 1.04 4,743,215 649,076
Total 24812 100.00 6,008,207 560,330
Source: own calculations using Pretoria (2017)
Notes :
1. Total number of firms for the wave section is the number of firms with turnover information for any period.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2004Q3.
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B.4 RSC Cape Town




% of firms Mean Median
Year
2001 21418 51.29 25,598,589 2,355,302
2002 20592 49.31 22,913,697 2,175,192
2003 23021 55.13 25,714,810 2,743,565
2004 24026 57.54 20,338,133 2,709,933
2005 27894 66.80 25,587,847 2,884,026
2006 27597 66.09 20,447,044 2,702,124
Total 41757 100.00 23,374,647 2,617,396
Percentile size category 2006
Small firm 8556 31.00 508,782 478,905
Medium firm 9281 33.63 2,720,132 2,453,881
Large firm 9760 35.37 54,782,622 16,496,172
Total 27597 100.00 20,447,044 2,702,124
Official size category 2006
Very small firm 25965 94.09 6,883,700 2,376,450
Small firm 1015 3.68 98,724,916 92,495,151
Medium firm 501 1.82 288,286,357 247,933,548
Large firm 116 0.41 1,214,694,496 1,019,687,885
Total 27597 100.00 20,447,044 2,702,124
Age group 2006
0-4 years 179 1.59 11,198,196 3,735,344
5-9 years 3081 27.45 27,017,913 3,937,029
10-19 years 4497 40.07 21,286,284 3,995,228
20-39 years 2546 22.69 30,149,324 4,303,716
40+ years 919 8.20 69,764,316 8,313,457
Total 11222 100.00 28,637,392 4,214,296
SIC code 2006
Agriculture, Forestry and Fishing 161 0.58 28,312,937 4,264,565
Mining 296 1.07 23,650,572 2,782,338
Manufacturing 2800 10.15 42,161,890 7,606,061
Transport, Comms and Electricity 13 0.05 106,989,979 4,158,247
Retail and Wholesale 1168 4.23 18,619,637 3,518,385
Finance 6953 25.19 28,930,193 4,873,953
Services 13419 48.62 13,377,913 1,921,563
Public Admin 2089 7.57 12,798,159 1,789,013
Other 698 2.53 5,904,049 935,423
Total 27597 100.00 20,447,044 2,702,124
Source: own calculations using City of Cape Town (2017)
Notes :
1. Total number of firms for the year section is the number of firms with turnover information for any period.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2006.
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% of firms Mean Median
Year
2001 11603 100.00 27,727,407 3,794,563
2002 11603 100.00 25,003,746 3,641,714
2003 11603 100.00 30,232,279 4,614,255
2004 11603 100.00 30,075,976 4,636,120
2005 11603 100.00 34,685,909 5,031,180
2006 11603 100.00 33,568,760 4,743,399
Total 11603 100.00 30,215,679 4,367,429
Percentile size category 2006
Small 3729 32.14 916,480 845,497
Medium firm 3780 32.58 4,920,846 4,387,215
Large firm 4094 35.28 89,760,619 29,935,311
Total 11603 100.00 33,568,760 4,743,399
Official size category 2006
Very small firm 10444 90.01 9,259,464 3,731,809
Small firm 697 6.01 100,505,977 95,470,846
Medium firm 368 3.17 291,972,864 246,531,400
Large firm 94 0.81 1,226,529,822 1,020,276,661
Total 11603 100.00 33,568,760 4,743,399
Age group 2006
0-4 years 11 0.14 8,775,319 5,179,239
5-9 years 2046 25.43 30,787,506 4,520,583
10-19 years 3302 41.03 23,981,303 4,840,888
20-39 years 1968 24.46 35,685,872 5,567,735
40+ years 720 8.95 77,606,394 10,010,637
Total 8047 100.00 33,351,613 5,195,535
SIC code 2006
Agriculture, Forestry and Fishing 106 0.91 36,148,243 5,356,588
Mining 163 1.40 35,415,218 3,298,286
Manufacturing 1848 15.93 55,968,357 10,395,182
Transport, Comms and Electricity 4 0.03 20,286,759 6,391,589
Retail and Wholesale 561 4.84 28,618,283 5,626,691
Finance 4134 35.63 37,672,372 6,505,996
Services 3431 29.57 23,774,496 3,438,836
Public Admin 1116 9.62 18,940,276 2,125,270
Other 240 2.07 7,846,566 920,696
Total 11603 100.00 33,568,760 4,743,399
Source: own calculations using City of Cape Town (2017)
Notes :
1. Total number of firms for the year section is the number of firms with turnover information for all periods.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2006.
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B.5 Combined Enterprise Survey
Table B.8: Response pattern for turnover, by firm - Combined Enterprise Survey















Source: own calculations using DataFirst (2004) and Enterprise Analysis Unit - World Bank Group (2007)
Notes :
1. Each character of the string represents a period of the sample in order. If the firm reported positive turnover for a period
then the corresponding character in the string was recorded as 1, with the absence of turnover information being indicated
by a 0.
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% of firms Mean Median
Year
2000 477 33.76 683,383,066 62,814,072
2001 523 37.01 790,495,819 67,619,048
2002 574 40.62 681,019,574 66,289,760
2003 776 54.92 111,566,812 10,309,278
2006 1018 72.05 99,278,293 8,458,647
Total 1413 100.00 391,315,148 25,090,047
Percentile size category 2006
Small firm 372 36.54 1,530,314 1,409,774
Medium firm 323 31.73 10,630,984 9,398,496
Large firm 323 31.73 300,502,221 93,984,962
Total 1018 100.00 99,278,293 8,458,647
Official size category 2006
Very small firm 818 80.35 10,545,496 5,075,188
Small firm 88 8.64 104,084,608 96,633,607
Medium firm 79 7.76 302,055,034 261,278,195
Large firm 33 3.24 1,800,524,037 1,127,819,549
Total 1018 100.00 99,278,293 8,458,647
Age group 2006
0-4 years 248 24.55 13,119,238 2,631,579
5-9 years 269 26.63 66,445,008 4,699,248
10-19 years 227 22.48 53,431,945 11,278,195
20-39 years 180 17.82 104,821,228 31,484,962
40+ years 86 8.51 559,875,251 145,676,692
Total 1010 100.00 99,280,616 8,270,677
SIC code 2006
Construction 8 0.79 18,819,481 1,766,176
Manufacturing 694 68.17 138,378,719 15,037,594
Transport, Comms and Electricity 6 0.59 2,863,565 2,481,673
Retail and Wholesale 223 21.91 16,120,776 2,255,639
Services 87 8.55 14,572,425 3,383,459
Total 1018 100.00 99,278,293 8,458,647
Source: own calculations using DataFirst (2004) and Enterprise Analysis Unit - World Bank Group (2007)
Notes :
1. Total number of firms for the year section is the number of firms with turnover information for any period.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2006.
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B.5.1 PICS




% of firms Mean Median
Year
2000 477 82.81 683,383,066 62,814,072
2001 523 90.80 790,495,819 67,619,048
2002 574 99.65 681,019,574 66,289,760
Total 576 100.00 718,111,990 65,570,352
Percentile size category 2002
Small firm 189 32.93 15,555,721 15,860,566
Medium firm 191 33.28 74,701,761 65,359,476
Large firm 194 33.80 1,926,274,061 470,803,920
Total 574 100.00 681,019,574 66,289,760
Official size category 2002
Very small firm 279 48.61 24,203,748 21,095,860
Small firm 98 17.07 101,627,246 95,992,372
Medium firm 112 19.51 300,070,920 270,113,288
Large firm 85 14.81 4,006,882,077 1,209,150,336
Total 574 100.00 681,019,574 66,289,760
Age group 2002
0-4 years 33 12.99 135,567,859 34,625,272
5-9 years 35 13.78 161,954,500 28,520,698
10-19 years 57 22.44 1,156,521,678 31,819,172
20-39 years 74 29.13 656,233,275 88,422,380
40+ years 55 21.65 1,055,516,690 365,440,064
Total 254 100.00 719,206,940 67,359,478
SIC code 2002
Manufacturing 574 100.00 681,019,574 66,289,760
Total 574 100.00 681,019,574 66,289,760
Source: own calculations using DataFirst (2004)
Notes :
1. Total number of firms for the year section is the number of firms with turnover information for any period.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2002.
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% of firms Mean Median
Year
2000 474 100.00 687,205,497 60,469,850
2001 474 100.00 820,355,419 72,915,476
2002 474 100.00 757,822,985 76,928,104
Total 474 100.00 755,127,967 68,826,192
Percentile size category 2002
Small firm 147 31.01 17,136,089 17,429,194
Medium firm 161 33.97 79,811,539 68,598,928
Large firm 166 35.02 2,071,321,878 474,727,664
Total 474 100.00 757,822,985 76,928,104
Official size category 2002
Very small firm 216 45.57 25,681,752 22,028,323
Small firm 85 17.93 101,241,857 93,681,920
Medium firm 99 20.89 304,376,191 281,263,616
Large firm 74 15.61 4,255,703,181 1,255,496,704
Total 474 100.00 757,822,985 76,928,104
Age group 2002
0-4 years 17 7.83 89,548,636 68,657,952
5-9 years 32 14.75 170,163,674 26,471,678
10-19 years 50 23.04 1,316,183,503 34,752,724
20-39 years 70 32.26 678,068,246 88,913,944
40+ years 48 22.12 1,135,389,426 371,052,272
Total 217 100.00 805,254,420 77,132,896
SIC code 2002
Manufacturing 474 100.00 757,822,985 76,928,104
Total 474 100.00 757,822,985 76,928,104
Source: own calculations using DataFirst (2004)
Notes :
1. Total number of firms for the year section is the number of firms with turnover information all periods.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2002.
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B.5.2 2007 Enterprise Survey




% of firms Mean Median
Year
2003 776 76.23 111,566,812 10,309,278
2006 1018 100.00 99,278,293 8,458,647
Total 1018 100.00 104,593,728 9,360,902
Percentile size category 2006
Small firm 372 36.54 1,530,314 1,409,774
Medium firm 323 31.73 10,630,984 9,398,496
Large firm 323 31.73 300,502,221 93,984,962
Total 1018 100.00 99,278,293 8,458,647
Official size category 2006
Very small firm 818 80.35 10,545,496 5,075,188
Small firm 88 8.64 104,084,608 96,633,607
Medium firm 79 7.76 302,055,034 261,278,195
Large firm 33 3.24 1,800,524,037 1,127,819,549
Total 1018 100.00 99,278,293 8,458,647
Age group 2006
0-4 years 248 24.55 13,119,238 2,631,579
5-9 years 269 26.63 66,445,008 4,699,248
10-19 years 227 22.48 53,431,945 11,278,195
20-39 years 180 17.82 104,821,228 31,484,962
40+ years 86 8.51 559,875,251 145,676,692
Total 1010 100.00 99,280,616 8,270,677
SIC code 2006
Construction 8 0.79 18,819,481 1,766,176
Manufacturing 694 68.17 138,378,719 15,037,594
Transport, Comms and Electricity 6 0.59 2,863,565 2,481,673
Retail and Wholesale 223 21.91 16,120,776 2,255,639
Services 87 8.55 14,572,425 3,383,459
Total 1018 100.00 99,278,293 8,458,647
Source: own calculations using Enterprise Analysis Unit - World Bank Group (2007)
Notes :
1. Total number of firms for the year section is the number of firms with turnover information for any period.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2006.
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% of firms Mean Median
Year
2003 776 100.00 111,566,812 10,309,278
2006 776 100.00 123,135,162 13,157,895
Total 776 100.00 117,350,987 11,959,497
Percentile size category 2006
Small firm 253 32.60 2,721,747 2,631,579
Medium firm 251 32.35 14,397,360 13,139,098
Large firm 272 35.05 335,479,949 118,421,053
Total 776 100.00 123,135,162 13,157,895
Official size category 2006
Very small firm 582 75.00 13,167,717 7,518,797
Small firm 84 10.82 104,778,128 98,684,211
Medium firm 78 10.05 302,312,729 257,518,797
Large firm 32 4.12 1,734,609,962 1,127,819,549
Total 776 100.00 123,135,162 13,157,895
Age group 2006
0-4 years 64 8.32 33,908,210 5,592,105
5-9 years 233 30.30 76,571,846 6,578,947
10-19 years 216 28.09 55,810,993 12,218,045
20-39 years 173 22.50 84,785,555 32,894,737
40+ years 83 10.79 578,639,653 157,894,737
Total 769 100.00 123,226,960 13,157,895
SIC code 2006
Construction 6 0.77 24,806,234 2,631,579
Manufacturing 590 76.03 154,138,489 18,796,992
Transport, Comms and Electricity 2 0.26 2,162,124 2,162,124
Retail and Wholesale 116 14.95 28,253,221 6,578,947
Services 62 7.99 19,042,607 3,729,323
Total 776 100.00 123,135,162 13,157,895
Source: own calculations using Enterprise Analysis Unit - World Bank Group (2007)
Notes :
1. Total number of firms for the year section is the number of firms with turnover information for all periods.
2. Total number of firms for the rest of the sections is the number of firms with turnover information for 2006.
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C Appendix: The lognormality of the firm size
distribution
C.1 Summary
Table C.1: Summary of log firm size
Descriptive statistics
Dataset Mean Median SD Kurtosis Skewness sktest
RSC KZN 1.64 1.39 0.97 7.69 1.74 Reject
RSC Pretoria 13.23 13.18 1.72 4.45 0.20 Reject
RSC Cape Town 14.81 14.67 1.89 3.94 0.18 Reject
Combined Enterprise Survey 18.17 17.96 1.85 4.75 0.16 Reject
PICS 18.17 17.96 1.85 4.75 0.16 Reject
2007 Enterprise Survey 16.37 16.15 2.04 3.04 0.22 Fail to
reject
Source : own calculations using KwaZulu-Natal (2017), Pretoria (2017), City of Cape Town (2017), Enterprise Analysis Unit -
World Bank Group (2007) and DataFirst (2004).
Notes :
1. Descriptive statistics are for the first year of the period that is covered by each of the datasets.
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C.2 RSC KZN
Table C.2: Log firm size descriptive statistics - RSC KZN 2004
N Mean Median SD Kurtosis Skewness
27777 1.64 1.39 0.97 7.69 1.74
Source: own calculations using KwaZulu-Natal (2017)
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Figure C.3: RSC KZN 2004



















Source: own calculations using KwaZulu-Natal (2017)
C.3 RSC Pretoria
Table C.3: Log firm size descriptive statistics - RSC Pretoria
Category N Mean Median SD Kurtosis Skewness
Wave
2004Q1 25340 13.23 13.18 1.72 4.45 0.20
2004Q2 23515 12.89 12.83 1.74 4.16 0.24
2004Q3 24812 13.28 13.24 1.78 3.97 0.20
Age group 2004Q1
0-4 years 8965 12.90 13.01 1.81 3.47 0.00
5-9 years 7156 13.38 13.30 1.65 3.75 0.24
10-19 years 8691 13.60 13.44 1.77 4.39 0.46
Source: own calculations using Pretoria (2017)
Notes :
1. Total number of firms is the number of firms with turnover information for any period.
68










0 10 20 30








Log firm size (turnover)
Source: own calculations using Pretoria (2017)
Figure C.5: RSC Pretoria
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Figure C.6: RSC Pretoria 2004Q1
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Figure C.7: RSC Pretoria 2004Q1



















Source: own calculations using Pretoria (2017)
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C.4 RSC Cape Town
Table C.4: Log firm size descriptive statistics - RSC Cape Town
Category N Mean Median SD Kurtosis Skewness
Year
2001 21418 14.81 14.67 1.89 3.94 0.18
2002 20592 14.71 14.59 1.95 3.86 0.09
2003 23021 14.91 14.82 1.94 3.94 0.00
2004 24026 14.87 14.81 1.95 4.00 -0.11
2005 27894 14.97 14.87 1.90 3.83 0.04
2006 27597 14.88 14.81 1.92 3.82 -0.03
Age group 2001
0-4 years 3853 14.76 14.65 1.80 3.99 0.15
5-9 years 3413 14.94 14.83 1.79 3.69 0.20
10-19 years 3345 14.98 14.88 1.75 3.69 0.00
20-39 years 2152 15.21 15.05 1.95 3.59 0.04
40+ years 854 15.75 15.70 2.26 3.36 0.08
Source: own calculations using City of Cape Town (2017)
Notes :
1. Total number of firms is the number of firms with turnover information for any period.
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Figure C.9: RSC Cape Town













0 5 10 15 20 25
Log firm size (turnover)














0 5 10 15 20 25
Log firm size (turnover)














0 5 10 15 20 25
Log firm size (turnover)














5 10 15 20 25
Log firm size (turnover)
kernel = epanechnikov, bandwidth = 0.2112
2006
Source: own calculations using City of Cape Town (2017)
Figure C.10: RSC Cape Town 2001
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Figure C.11: RSC Cape Town 2001



















Source: own calculations using City of Cape Town (2017)
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C.5 Combined Enterprise Survey, PICS and 2007 Enter-
prise Survey
Table C.5: Log firm size descriptive statistics - Combined Enterprise Survey
Category N Mean Median SD Kurtosis Skewness
Year
2000 477 18.17 17.96 1.85 4.75 0.16
2001 523 18.24 18.03 1.88 4.57 0.25
2002 574 18.22 18.01 1.85 4.20 0.28
2003 776 16.37 16.15 2.04 3.04 0.22
2006 1018 15.98 15.95 2.30 3.08 -0.06
Age group 2000
0-4 years 81 17.68 17.25 1.57 2.44 0.47
5-9 years 61 17.21 17.04 1.22 4.07 0.71
10-19 years 126 17.73 17.46 1.81 7.71 0.25
20-39 years 135 18.10 17.79 1.78 5.46 0.30
40+ years 117 19.58 19.62 1.51 3.40 0.30
Source: own calculations using DataFirst (2004) and Enterprise Analysis Unit - World Bank Group (2007)
Notes :
1. Total number of firms is the number of firms with turnover information for any period.
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Figure C.13: PICS
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Figure C.14: 2007 Enterprise Survey
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Source: own calculations using Enterprise Analysis Unit - World Bank Group (2007)
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Figure C.15: Combined Enterprise Survey 2006
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Source: own calculations using DataFirst (2004) and Enterprise Analysis Unit - World Bank Group (2007)
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Figure C.16: Combined Enterprise Survey 2000

















Source: own calculations using DataFirst (2004) and Enterprise Analysis Unit - World Bank Group (2007)
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D Appendix: Gibrat’s Law of Proportionate
Effect
Table D.1: Summary OLS estimations
sit = β0 + β1sit−δ + νit sit = β0 + β1sit−δ + β2lnAit + νit
N R2 β1 Waldβ1=1 N R2 β1 β2 Waldβ1=1
RSC Cape Town
2006/2001 11603 0.757 0.924∗∗∗ 157.108∗∗∗ 7635 0.782 0.953∗∗∗ -0.063∗∗∗ 29.262∗∗∗
2003/2001 11603 0.845 0.925∗∗∗ 213.594∗∗∗ 7635 0.873 0.957∗∗∗ -0.026∗ 38.203∗∗∗
2006/2004 11603 0.860 0.976∗∗∗ 31.372∗∗∗ 7635 0.866 0.976∗∗∗ -0.019 15.352∗∗∗
PICS
2002/2000 474 0.824 0.893∗∗∗ 4.666∗ 205 0.819 0.960∗∗∗ -0.111 0.349
2007 Enterprise Survey
2006/2003 776 0.943 0.923∗∗∗ 34.305∗∗∗ 769 0.944 0.915∗∗∗ 0.047 28.815∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using City of Cape Town (2017), DataFirst (2004)
and Enterprise Analysis Unit - World Bank Group (2007)
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Table D.2: Summary OLS estimations (continued)
git = α0 + α1sit−δ + α2lnAit + α3(sit−δ)(lnAit) + υit
N R2 α1 α2 α3
RSC Cape Town
2006/2001 7635 0.015 -0.028∗∗∗ -0.124∗∗∗ 0.007∗∗∗
2003/2001 7635 0.020 -0.040∗∗∗ -0.165∗∗∗ 0.010∗∗∗
2006/2004 7635 0.005 -0.019 -0.064 0.004
PICS
2002/2000 205 0.664 -0.216∗∗∗ -1.307∗∗∗ 0.070∗∗∗
2007 Enterprise Survey
2003/2006 769 0.414 -0.100∗∗∗ -0.534∗∗∗ 0.032∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using City of Cape Town (2017), DataFirst (2004)
and Enterprise Analysis Unit - World Bank Group (2007)82
Table D.3: Summary OLS estimations (continued)





N R2 α1 α2 α3 α4 α5
RSC Cape Town
2006/2001 7635 0.026 -0.128∗∗∗ -0.071∗ 0.005∗∗ 0.003∗∗∗ -0.004
2003/2001 7635 0.030 -0.178∗∗ -0.101∗∗ 0.009∗∗∗ 0.005∗∗ -0.008∗
2006/2004 7635 0.019 -0.193∗∗∗ -0.008 0.001 0.006∗∗∗ -0.003
PICS
2002/2000 205 0.666 -0.149 -1.356∗∗∗ 0.071∗∗∗ -0.002 0.004
2007 Enterprise Survey
2003/2006 769 0.483 -0.046 -0.472∗∗∗ 0.042∗∗∗ -0.002 -0.045∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using City of Cape Town (2017), DataFirst (2004)
and Enterprise Analysis Unit - World Bank Group (2007)83
D.1 RSC Cape Town
Table D.4: Growth rate descriptive statistics - RSC Cape Town 2006/2001
Category N Mean Standard deviation
Size category
Small firm 4151 0.33 1.09
Medium firm 3945 0.13 0.88
Large firm 3507 0.09 0.80
Total 11603 0.19 0.93
Age group
0-4 years 1907 0.23 0.99
5-9 years 1971 0.18 0.85
10-19 years 2091 0.11 0.84
20-39 years 1402 0.06 0.83
40+ years 562 0.02 0.84
Total 7933 0.14 0.88
Source: own calculations using City of Cape Town (2017)
Notes :
1. The geometric mean proportionate growth rate is used.
2. The proportionate growth rates are for the six year period 2001-2006.
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Table D.5: Growth rate descriptive statistics - RSC Cape Town 2003/2001
Category N Mean Standard deviation
Size category
Small firm 4151 0.33 0.89
Medium firm 3945 0.14 0.61
Large firm 3507 0.08 0.56
Total 11603 0.19 0.70
Age group
0-4 years 1907 0.20 0.76
5-9 years 1971 0.15 0.63
10-19 years 2091 0.13 0.60
20-39 years 1402 0.07 0.59
40+ years 562 0.07 0.55
Total 7635 0.14 0.67
Source: own calculations using City of Cape Town (2017)
Notes :
1. The geometric mean proportionate growth rate is used.
2. The proportionate growth rates are for the three year period 2001-2003.
Table D.6: Growth rate descriptive statistics - RSC Cape Town 2006/2004
Category N Mean Standard deviation
Size category
Small firm 3720 0.06 0.82
Medium firm 3902 -0.02 0.69
Large firm 3981 -0.01 0.60
Total 11603 0.01 0.70
Age group
0-4 years 457 -0.01 0.80
5-9 years 2605 0.04 0.70
10-19 years 2642 0.01 0.67
20-39 years 1698 0.02 0.64
40+ years 645 -0.03 0.70
Total 8047 0.02 0.68
Source: own calculations using City of Cape Town (2017)
Notes :
1. The geometric mean proportionate growth rate is used.
2. The proportionate growth rates are for the three year period 2004-2006.
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Table D.7: OLS regressions - RSC Cape Town
sit = β0 + β1sit−δ + νit sit = β0 + β1sit−δ + β2lnAit + νit
N R2 β1 Waldβ1=1 N R2 β1 β2 Waldβ1=1
2006/2001
Overall 11603 0.757 0.924∗∗∗ 157.108∗∗∗ 7635 0.782 0.953∗∗∗ -0.063∗∗∗ 29.262∗∗∗
Small 3729 0.215 0.419∗∗∗ 838.411∗∗∗ 2300 0.251 0.462∗∗∗ -0.058 288.030∗∗∗
Medium 3780 0.188 0.220∗∗∗ 6470.035∗∗∗ 2526 0.235 0.266∗∗∗ -0.008 3467.725∗∗∗
Large 4094 0.644 0.643∗∗∗ 822.816∗∗∗ 2809 0.667 0.683∗∗∗ -0.059∗∗∗ 302.883∗∗∗
2003/2001
Overall 11603 0.845 0.925∗∗∗ 213.594∗∗∗ 7635 0.873 0.957∗∗∗ -0.026∗ 38.203∗∗∗
Small 3709 0.408 0.567∗∗∗ 352.223∗∗∗ 2271 0.491 0.644∗∗∗ -0.040 107.097∗∗∗
Medium 3902 0.264 0.298∗∗∗ 3052.842∗∗∗ 2610 0.331 0.375∗∗∗ 0.000 1175.041∗∗∗
Large 3992 0.725 0.701∗∗∗ 517.589∗∗∗ 2754 0.749 0.736∗∗∗ -0.014 190.101∗∗∗
2006/2004
Overall 11603 0.860 0.976∗∗∗ 31.372∗∗∗ 7635 0.866 0.976∗∗∗ -0.019 15.352∗∗∗
Small 3729 0.356 0.556∗∗∗ 533.625∗∗∗ 2300 0.393 0.586∗∗∗ -0.033 263.036∗∗∗
Medium 3780 0.352 0.374∗∗∗ 2731.898∗∗∗ 2526 0.373 0.388∗∗∗ -0.002 1625.740∗∗∗
Large 4094 0.796 0.813∗∗∗ 343.994∗∗∗ 2809 0.800 0.817∗∗∗ -0.027∗ 198.155∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using City of Cape Town (2017)
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Table D.8: OLS regressions - RSC Cape Town (continued)
git = α0 + α1sit−δ + α2lnAit + α3(sit−δ)(lnAit) + υit
N R2 α1 α2 α3
2006/2001
Overall 7635 0.015 -0.028∗∗∗ -0.124∗∗∗ 0.007∗∗∗
Small 2300 0.317 -0.134∗∗∗ -0.236 0.017
Medium 2526 0.702 -0.118∗∗∗ -0.022 0.002
Large 2809 0.338 -0.109∗∗∗ -0.354∗∗∗ 0.020∗∗∗
2003/2001
Overall 7635 0.020 -0.040∗∗∗ -0.165∗∗∗ 0.010∗∗∗
Small 2271 0.261 -0.253∗∗∗ -0.773∗∗∗ 0.056∗∗∗
Medium 2610 0.578 -0.195∗∗∗ 0.079 -0.005
Large 2754 0.302 -0.158∗∗∗ -0.470∗∗∗ 0.027∗∗∗
2006/2004
Overall 7635 0.005 -0.019 -0.064 0.004
Small 2300 0.244 -0.159∗∗ -0.114 0.008
Medium 2526 0.597 -0.226∗∗∗ -0.125 0.008
Large 2809 0.179 -0.108∗∗∗ -0.292∗∗∗ 0.016∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using City of Cape Town (2017)
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D.2 PICS
Table D.9: Growth rate descriptive statistics - PICS 2002/2000
Year N Mean Standard deviation
Size category
Small firm 147 0.30 1.20
Medium firm 161 0.19 0.36
Large firm 166 0.13 0.42
Total 474 0.21 0.79
Age group
0-4 years 21 0.22 0.63
5-9 years 32 0.01 1.21
10-19 years 36 0.39 1.05
20-39 years 60 -0.01 1.09
40+ years 48 0.13 0.29
Total 210 0.15 0.90
Source: own calculations using DataFirst (2004)
Notes :
1. The geometric mean proportionate growth rate is used.
2. The proportionate growth rates are for the three year period 2000-2002.
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Table D.10: OLS regressions - PICS
sit = β0 + β1sit−δ + νit sit = β0 + β1sit−δ + β2lnAit + νit
N R2 β1 Waldβ1=1 N R2 β1 β2 Waldβ1=1
2002/2000
Overall 474 0.824 0.893∗∗∗ 4.666∗ 205 0.819 0.960∗∗∗ -0.111 0.349
Small 147 0.115 0.320∗ 17.971∗∗∗ 68 0.030 0.188 -0.116 19.750∗∗∗
Medium 161 0.275 0.302∗ 35.707∗∗∗ 73 0.541 0.605∗∗∗ 0.045 8.558∗∗
Large 166 0.871 0.859∗∗∗ 14.229∗∗∗ 64 0.860 0.850∗∗∗ -0.203∗ 6.332∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using DataFirst (2004)
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Table D.11: OLS regressions - PICS (continued)
git = α0 + α1sit−δ + α2lnAit + α3(sit−δ)(lnAit) + υit
N R2 α1 α2 α3
2002/2000
Overall 205 0.664 -0.216∗∗∗ -1.307∗∗∗ 0.700∗∗∗
Small 68 0.974 -0.322∗∗∗ -1.591∗∗∗ 0.096∗∗∗
Medium 73 0.883 -0.312∗∗∗ -1.791∗∗∗ 0.099∗∗∗
Large 64 0.638 -0.240∗∗∗ -1.364∗∗∗ 0.065∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using DataFirst (2004)
D.3 2007 Enterprise Survey
Table D.12: Growth rate descriptive statistics - 2007 Enterprise Survey 2006/2003
Year N Mean Standard deviation
Size category
Small firm 253 0.45 0.45
Medium firm 251 0.28 0.34
Large firm 272 0.14 0.61
Total 776 0.30 0.49
Age group
0-4 years 64 0.39 0.47
5-9 years 233 0.23 0.62
10-19 years 216 0.30 0.47
20-39 years 173 0.23 0.39
40+ years 83 0.23 0.37
Total 769 0.30 0.49
Source: own calculations using Enterprise Analysis Unit - World Bank Group (2007)
Notes :
1. The geometric mean proportionate growth rate is used.
2. The proportionate growth rates are for the three year period 2003-2006.
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Table D.13: OLS regressions - 2007 Enterprise Survey
sit = β0 + β1sit−δ + νit sit = β0 + β1sit−δ + β2lnAit + νit
N R2 β1 Waldβ1=1 N R2 β1 β2 Waldβ1=1
2006/2003
Overall 776 0.943 0.923∗∗∗ 34.305∗∗∗ 769 0.944 0.915∗∗∗ 0.047 28.815∗∗∗
Small 253 0.634 0.587∗∗∗ 18.427∗∗∗ 253 0.634 0.587∗∗∗ -0.018 18.368∗∗∗
Medium 251 0.738 0.735∗∗∗ 27.939∗∗∗ 249 0.745 0.727∗∗∗ 0.053 27.767∗∗∗
Large 272 0.867 0.850∗∗∗ 21.652∗∗∗ 267 0.870 0.856∗∗∗ -0.012 17.448∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using Enterprise Analysis Unit - World Bank Group (2007)
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Table D.14: OLS regressions - 2007 Enterprise Survey (continued)
git = α0 + α1sit−δ + α2lnAit + α3(sit−δ)(lnAit) + υit
N R2 α1 α2 α3
2006/2003
Overall 769 0.414 -0.100∗∗∗ -0.534∗∗∗ 0.032∗∗∗
Small 253 0.896 -0.226∗∗∗ -1.397∗∗∗ 0.095∗∗∗
Medium 249 0.852 -0.222∗∗∗ -1.377∗∗∗ 0.082∗∗∗
Large 267 0.681 -0.167∗∗∗ -0.907∗∗∗ 0.048∗∗∗
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Source: own calculations using Enterprise Analysis Unit - World Bank Group (2007)
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