Many commonly used models of molecular evolution assume homogeneous nucleotide frequencies. A deviation from this assumption has been shown to cause problems for phylogenetic inference. However, some claim that only extreme heterogeneity affects phylogenetic accuracy and suggest that violations of other model assumptions, such as variable rates among sites, are more problematic. In order to explore the interaction between compositional heterogeneity and variable rates among sites, I reanalyzed 3 real heterogeneous datasets using several models. My Bayesian inference recovers accurate topologies under variable rates-amongsites models, but fails under some models that account for compositional heterogeneity. I also ran simulations and found that accounting for rates among sites improves topology accuracy in compositionally heterogeneous data. is indicates that in some cases, models accounting for among-site rate variation can improve outcomes for data that violates the assumption of compositional homogeneity.
Introduction
Recent phylogenetic studies have explored the effect of compositional heterogeneity on phylogenetic methods. Compositional heterogeneity can arise in a dataset as a result of nonstationary evolution (when the substitution pattern is not uniform across an evolutionary tree). If two nonsister subtrees have similar substitution bias, this can lead to a convergence in nucleotide composition (CNC). e taxa may then look similar due to convergent evolution rather than common ancestry, which can mislead phylogenetic analysis. ere are several methods to detect and quantify the level of compositional heterogeneity in a dataset, including chisquared tests (e.g., [1] ), Disparity Index [2] , and relativerates tests [3] . When found, the presence of compositional heterogeneity is oen assumed to cause problems for both parametric and nonparametric phylogenetic methods [4] . However, this assumption has been challenged; Conant and Lewis [5] claimed that "extreme amounts of heterogeneity must be present before it can mislead phylogenetics" and Rosenberg and Kumar [6] "did not �nd a signi�cant interaction between phylogenetic accuracy and substitution pattern heterogeneity among lineages. "
Another commonly studied modeling question is the variation of substitution rates among sites. It has been established that accounting for among-site rate variation is important in phylogenetics [7] . is is most commonly done by assuming the substitution rates among sites vary according to a discrete gamma distribution with a �xed number of categories. Models incorporating this idea are usually annotated with "+G. " is allows the model to account for some nucleotides evolving faster than others. In a slight variation, some models allow sites to be assigned to an invariable category ("+I"), which works in roughly the same way but �xes the substitution rate at 0, instead of varying according to a gamma parameter.
Several studies, including those mentioned above, have suggested that violations of the assumption of constant rates among sites are more problematic than that of compositional homogeneity [7] [8] [9] [10] . is question is important because it directs us to consider the models we use. Model choice requires a balance between model complexity, computational feasibility, and data availability. As Box and Draper [11] famously wrote, "all models are wrong, but some are useful. " In an evolutionary context, any model will necessarily simplify reality, but if a model can yield appropriate relationships, it retains utility. In statistical terms, models that "work" despite small deviations from assumptions are "robust. " e question outlined above is essentially a question of robustness: is a model that accounts for among-site rate variation robust to violations of the assumption of compositional homogeneity?
In order to further explore the interaction between base compositional heterogeneity and among-site rate variation, I selected 3 recent empirical datasets that exhibit base compositional heterogeneity and re-analyzed them using both gamma-distributed rates models (+G and +I) and constant rate models. I also ran a simulation study to see if accounting for variable rates among sites helps infer accurate topologies from compositionally heterogeneous data.
Gruber et al. [12] sequenced the RAG1 locus for 41 species of didelphid marsupials. ey combined these data with two other genes for phylogenetic inference. ey found high levels of base compositional heterogeneity in the RAG1 third codon position and reported that this "convergence in base composition is strong enough to overwhelm phylogenetic signal from other genes" [12] . is dataset appears to be one of the most compelling examples of compositional bias, particularly due to the low rank of the taxa under scrutiny. ey analyzed the data using several inference methods and showed that most analyses reported a particular erroneous clade (clade B + I). Among the phylogenetic reconstruction methods they employed two are designed to compensate for base compositional heterogeneity: LogDet [13] and nhml [14] . LogDet uses matrix determinants to construct a distance metric that is more robust to datasets with compositional heterogeneity; nhml introduces a "GCcontent" parameter for each branch on the tree. Neither of these methods was able to overcome the artifact caused by compositional bias. e analysis by Gruber et al. [12] thus comprehensively addressed the level of base compositional heterogeneity. ey also accounted for amongsite rate variation by reporting the result of a maximum likelihood (ML) analysis using the GTR+I+G model for the RAG1 locus; however, they did not report any results that accounted for among-site rate heterogeneity on the whole dataset.
In another study, Ho and Jermiin [4] reported the results of an analysis of beta-tubulin in Metazoa. is 6-taxon dataset included 3 mammals, 2 insects (moth and fruit �y), and an octopus. Using a relative-rates test [15] , they detected signi�cant rate differences among lineages that has led to a convergence in nucleotide composition between the moth (Heliothis) and octopus. ey ran a series of analyses using the F84 model of nucleotide substitution and reported that the moth and octopus universally grouped together to the exclusion of the fruit �y. is problem could be partially alleviated with RY-coding of the third codon sites, presumably because RY-coding extricates the erroneous composition signals. ese authors acknowledged the effect of among-site rate variation, but did not further explore any models that account for it.
Mallatt et al. [16] found a similar issue in a 43-taxa dataset of a quite divergent group of ecdysozoans (molting animals). Using a chi-squared test, they found signi�cant nonstationary nucleotide frequency ( −9 ). In the face of this nonstationarity, they tried LogDet+I, as well as a Bayesian method that accounts for among-site rate variation (using GTR+I+G). One may expect LogDet to outperform a stationary method in such a dataset; however, Mallatt et al. [16] reported that the Bayesian analysis outperformed the LogDet+I analysis, which incorrectly placed several taxa with long branches. ese results illustrate that, despite the base compositional bias, the Bayesian GTR+I+G model succeeded. Does this model succeed because it accounts for among-site rate variation ? What would happen to the inference under the GTR model alone?
In each of these 3 studies, the authors found signi�cant compositional heterogeneity in a dataset. ey ascribed failure of many phylogenetic methods to the confounding signal of the convergent nucleotide composition, but the �rst 2 reports did not thoroughly explore models that account for among-site rate variation. In the third study, Mallatt et al. [16] showed a GTR+I+G to work despite compositional heterogeneity, but whether the improvement is due to accounting for among-site rate variation is unknown, as an analysis with GTR alone, was not presented.
To elucidate the effects of among-site rate heterogeneity in datasets with compositional heterogeneity, I re-analyzed these 3 datasets using Bayesian phylogeny soware MrBayes version 3.1.2 under several different evolutionary models. My results show that when accounting for among-site rate heterogeneity, Bayesian inference helps in each study; in each case, I �nd the GTR+I+G, GTR+I and GTR+G models to outperform the GTR model alone.
Methods
I used the data matrix of Gruber et al. [12] as provided by these authors, and downloaded the datasets of Ho and Jermiin [4] and Mallatt et al. [16] directly from their websites. I ran each of the 3 datasets through a series of Bayesian analyses using MrBayes v. 3.1.2 [17] under the following conditions: 4 runs with 4 chains each for 10 million generations, sampling every 1000 trees. I divided the dataset of Gruber et al. [12] into 4 partitions (RAG1, DMP1, IRBP, and morphology). For each dataset, I applied GTR, GTR+I, GTR+G, and GTR+I+G models in 4 separate analyses. I also tried the F81 and HKY models on the Ho and Jermiin [4] dataset to con�rm their results. To assess convergence, I monitored log likelihood traces in R and posterior clade probabilities in AWTY [18] . I discarded 1-2 million generations as burn-in in each case. I also con�rmed some of the results using LogDet and LogDet+I as implemented in PAUP * 4b10 [19] . I used FigTree v1.1.1 (http:��tree.bio.ed.ac.uk�soware��gtree�) to produce the topology �gures.
In order to more thoroughly explore this interaction, I constructed a simulation test using p4 [20] . I simulated data under varying degrees of compositional heterogeneity and then reconstructed phylogenies under models that either do or do not account for among-site rate variation. I �rst de�ned a model (a 7-taxon tree, 1000 nucleotides, plus composition vectors and substitution matrix with equal rates), with 3 separate parameter sets. I included rates-among-sites variation (gamma parameter = .2). e tree, rates-amongsites parameter, and substitution matrix were held constant. I varied the composition vectors (G+C = .8, .7, or .5) to yield a dataset with either high, low, or no convergence in nucleotide composition. I then generated 100 simulated datasets for each of these 3 parameter sets. I used PhyML [21] to �nd the maximum likelihood tree under two models: either GTR or GTR+G. To evaluate the results, I calculated the Robinson-Foulds distance (implemented in p4) between each PhyML tree and the true tree used to generate the data [22] . I used a one-tailed Mann-Whitney test to check for signi�cant di�erence between the distribution of RobinsonFoulds distances for each model.
Results and Discussion

Empirical Datasets.
In all 3 cases, I �nd that accounting for among-site rate variation with the GTR+I+G model in Bayesian inference (as implemented in MrBayes) recovers the expected relationships, despite the model violation of compositional heterogeneity. Assuming the "expected" relationships are actually the correct relationships (which seems reasonable in these datasets), in these datasets, the GTR+I+G model is robust to this assumption violation. is is not to say that the GTR+I+G model is the "correct" model for the data; on the contrary, the demonstrated heterogeneity violates the assumptions of the model. However, it does indicate that the model is robust to this violation, at least to the extent that it yields the accepted relationships. In this case, I have not considered the branch lengths, which are more difficult to assess. To conclude, in these 3 datasets, it is not necessary to account for nonstationary evolution to recover the established relationships. It is necessary, instead, to account for among-site rate variation.
For the Gruber et al. dataset, the Bayesian analysis under models GTR+I+G, GTR+I, and GTR+G all converged on an identical topology with the expected clade grouping (Figure 1 ). is topology is remarkably consistent with the "correct" topology presented by Gruber et al. [12] . It matches closely the topology they obtained using IRBP, DMP1, and morphology, to the exclusion of RAG1. Clades B, C, H, and I match Figure 1 from Gruber et al. [12] . Under the GTR model (no among-site rate heterogeneity), however, MrBayes reported a topology that closely matched that reported by Gruber et al. [12] for parsimony, LogDet, and nhml using the combined dataset (Figure 2) . is topology has clade B sister to clade I, which are the two high-GC% clades. Bayesian analysis under GTR, therefore, recovered the erroneous clade just as the other methods that do not account for among-site rate heterogeneity.
For the dataset of Ho and Jermiin [4] , I recovered the original erroneous tree when using either the F81 or HKY models. However, I �nd that using a GTR model almost solves the problem; this analysis recovers the correct relationship ((moth + �y) + octopus), though the posterior probability is rather low (57%, Figure 3(b) ). Under the GTR+I+G model, posterior support for the correct clade increases to 100% (Figure 3(c) ). In this case, it appears that the slightly more complex evolutionary model (GTR versus HKY/F84) is able to solve the issue to some extent, but accounting for amongsite rate variation is key to recovering the correct relationship with high support.
According to the results of Mallatt et al. [16] , two insect taxa (Drosophila and Aedes) incorrectly group with a clade of shrimp, rendering Hexapoda paraphyletic; and Hanseniella (a myriopod) incorrectly falls outside Myriapoda. e result is the same whether using LogDet alone or LogDet+I. I con�rmed that the Bayesian analysis under GTR+I+G correctly places these "problem taxa" (Figure 4(a) ). When I reran the analysis using the GTR model (without gamma-distributed among-site rate variation), I recovered a topology with the incorrect groupings (Figure 4(b) ). erefore, correcting for among-site rate variation appears to be necessary for this dataset as well (although some of the internal Hexapoda relationships are more realistic in the GTR tree).
In all of these datasets, the authors demonstrated signi�cant deviation in base frequency; however, the results of the Bayesian analysis show that nonstationarity is not the prevalent model violation in these datasets. Rather, using the GTR+I+G model in MrBayes to account for among-site rate variation is sufficient to recover the more accurate result. In fact, accounting for either invariable sites (+I) or gammadistributed rate variation (+G) alone was sufficient to recover the correct topology (in the dataset of Ho and Jermiin, they both gave increases to the posterior support of the correct grouping). However, using both invariable-sites and gammadistributed rates consistently gave the best results (as re�ected in higher posterior probabilities for "correct" clades). ese two models account for positional rate variation in a similar manner [7] . Where invariable sites models allow only two rate categories, zero, or positive variation, gamma-distributed rates models group characters according to how much they change (it is possible that one of the groups could have a zero rate, degenerating into an invariable category). at each can work without the other is not too surprising; researchers have cited invariable site models as a reasonable approximation for the gamma-distribution model [9, 23] . Including both is most oen the most realistic for real sequences.
In each case, there is compelling evidence for nonstationary evolutionary rates, but in each case, correct relationships are only recovered with high support under models that account for among-site rate variation. ese examples appear to support the conclusion of Conant and Lewis [5] : "convergence in nucleotide composition alone is insufficient to cause any commonly used methods to fail, and accounting for other evolutionary factors (such as site-to-site rate heterogeneity) can give a correct inference without accounting for CNC. " It is now clearer why LogDet and nhml were not able to recover correct relationships in these datasets. Without incorporating among-site rate variation, it is less surprising that they recover the incorrect topology. It is interesting that LogDet+I, which does model invariable sites, also fails in the study of Mallatt et al. [16] ; probably the simplistic distance-measure framework of LogDet is simply not enough to overcome the misleading signal. Other studies have had success using LogDet+I [1, F 1: Dataset of Gruber et al. [12] . Consensus topology reported by MrBayes using the GTR+I+G model. Clade C is the established relationship not recovered unless among-site rate variation is included in the model. F 2: Dataset of Gruber et al. [12] . Consensus topology reported by MrBayes using the GTR model. Clades I and B are high AT% sister clades, corresponding to the parsimony topology of Gruber et al. [12] . 24 ]. ere are also newer models that build among-site rate variation more appropriately into the nonstationary models; nhml has been superseded by nhPhyML [25] , and LogDet can be adjusted to incorporate gamma-distributed amongsite rate heterogeneity [10, 26] .
Simulation
Results. e results of my simulations are consistent with the results from the empirical data. I �nd that the GTR+G model outperforms the GTR model only on the data with signi�cant compositional heterogeneity ( Figure 5 ). In the simulation, when the composition vectors are uniform throughout the tree (so there is no convergence in nucleotide composition), the GTR and the GTR+G models perform similarly. ere is no signi�cant di�erence in the distribution of Robinson-Foulds distances between the reconstructed tree and the true tree. is indicates that the low level of among-site rate variation is not enough to mislead the GTR model. However, when I adjust the composition vectors in the generative model to create a convergence of nucleotide composition, the GTR+G model scores signi�cantly better than the GTR model. In the �nal case, with extreme convergence of nucleotide composition, the improvement is highly signi�cant. is illustrates a clear trend; the more convergence in nucleotide composition, the better then GTR+G model performs relative to the GTR model. Accounting for among-site rate variation has a clear bene�t in combating convergence of nucleotide composition.
How could accounting for among-site rate variation contribute to correct inferences in heterogeneous data? If the model is able to assign the sites with convergent signal to the highest rate categories, these sites would be downweighted in the likelihood and contribute less to the tree inference. In my simulation study, there was a clear trend; the most convergent sites were those that were assigned to the highest rate category. e +G model improves the results by assigning these sites a higher substitution rate. In this way, accounting for among-site rate variation is able to contribute to reducing the effect of compositional heterogeneity.
e importance of accounting for among-site rate variation shown here is not new; however, its importance has perhaps been forgotten as recent studies focus on other issues. ere has been growing interest in nonstationary evolution and how it affects phylogenetic methods [10] . Several soware packages [20, 27, 28] have been developed that implement models that address this issue. While it is clear that this problem is real and problematic for some datasets [29] , it is still unclear how this factor interacts with other evolutionary phenomena, as illustrated here. Identifying compositional heterogeneity in a dataset is not proof that it is the cause of erroneous phylogenetic results. Unfortunately, it is not so straightforward to discover and decode reasons for method failure. e take-home message is this: model violations interact in complex ways, and phylogenetic methods may be more robust to some model violations than to others. Because we will never have a model that captures reality completely, it is important to understand how robust our models are to violated assumptions. Future studies should be able to quantify this more accurately as more datasets are presented and analyzed.
