Abstract: By means of the method of lower and upper solutions, we study the existence of solutions for the second-order dynamic inclusions on time scales. The presented studies extend some recent results both for dynamic inclusions and differential inclusions.
Introduction
We consider the second-order dynamic inclusion (p(t)y ∆ (t)) ∆ ∈ F (t, y σ (t)), t ∈ [a, b] κ T (1.1)
associated with boundary conditions
where T is a time scale, and a, b ∈ T with a < b, [a, b] 
We assume that p ∈ C rd ([a, b] κ T , R) and F : [a, b] κ T × R → 2 R \ ∅ is a multifunction with compact and convex values such that |F (t, u)| = sup{|y| : y ∈ F (t, u)} and F (t, u) > 0 means y > 0 for each y ∈ F (t, u). For a function y ∈ C([a, b] T ) we put ||y|| = max t∈ [a,b] T
|y(t)|.
By a solution y of (1.1)-(1.2), we mean there exists a function u ∈ C 1 rd ([a, b] 
g(t, s)u(s)∆s.
In Section 2, we briefly mention time scale calculus with preliminary results. An excellent introduction of time scale calculus is given by Bohner and Peterson (2001, 2003) . In Section 3, we obtain existence of solutions of (1.1)-(1.2). For the last result in this section, we use the method of lower and upper solutions. This method on time scales first was developed by Akın-Bohner (2000) . Our results generalise results by Bohner and Tisdell (2005) . We refer the reader to manuscripts by Atıcı and Biles (2004) for first order dynamic inclusions on time scales and by Akın-Bohner and Sun (not dated) for second dynamic inclusions on time scales. In the last section, we highlight our main results with an example.
Time scale calculus and preliminary results
A time scale T is an arbitrary nonempty closed subset of the real numbers R. On any time scale we define the forward and backward jump operators by σ(t) := inf{s ∈ T | s > t} and ρ(t) := sup{s ∈ T | s < t}.
A point t ∈ T is said to be left-dense if ρ(t) = t, right-dense if σ(t) = t, left-scattered if ρ(t) < t, and right-scattered if σ(t) > t. The graininess µ of the time scale is defined by µ(t) := σ(t) − t. We put T k = T if T is unbounded above and otherwise
For a function f : T → R the delta derivative f ∆ (t) at t ∈ T is defined to be the number (provided it exists) with the property such that for every ε > 0, there exists a neighbourhood U of t with
A function f : T → R is said to be rd-continuous if it is continuous at each right-dense point and if there exists a finite left-sided limit at all left-dense points.
The set of rd-continuous functions f : T → R is denoted by C rd (T, R). f is said to be differentiable if its derivative exists. The set of functions f : T → R that are differentiable and whose derivative is rd-continuous function is denoted by C 1 rd (T, R). The derivative and the shift operator σ are related by the formula
For a, b ∈ T and a differentiable function f , the Cauchy integral of f ∆ is defined by
A useful formula is
We will make use of the following derivatives of the product fg, the integrals t a f (τ )∆τ and t a f (t, τ )∆τ .
(fg)
where f ∆ denotes the delta derivative of f with respect to the variable t.
In the next section, we obtain a solution staying between a lower solution and an upper solution of (1.1), and so we use the following result.
Lemma 2.1 (Bohner and Peterson, 2003, Lemma 6.2 
Remark 2.1: One can see that c in Lemma 2.1 cannot be right-scattered and left-dense so it implies that σ(ρ(c)) = c. 
Throughout this paper we assume that
Our main results are based on the following two existence principles extracted from Bohner and Tisdell (2005) .
Lemma 2.2: Assume (H1) and suppose that
and if there exists a constant M with ||y|| = M for all solutions y of integral inclusion
has a solution.
Lemma 2.3: Assume (H1) and suppose that
then (2.7) has a solution.
In Section 3, we will present an existence result for (1.1)-(1.2) subject to the assumption that the time scale T has a differentiable forward jump operator σ, and so we need the following results.
Lemma 2.4 (Bohner and Tisdell, 2005 
Proof: Firstly, we obtain
by (2.2) and so
Applying (2.8) and (2.2) again, we get
In next section, we will apply the following fixed point theorem to study the existence of solutions to (1.1)-(1.2). We refer the reader to Agarwal et al. (2001 Agarwal et al. ( , 2003 .
is an upper semicontinuous and compact map. Then either P has a fixed point inŪ or there exists u ∈ ∂U and λ ∈ (0, 1) with u ∈ λP (u).
To prove the compactness of the image of an upper semicontinuous map,we will use a criterion which can be found in Stehlík and Tisdell (2005) .
Lemma 2.7: Let X and Y be two normed spaces and
3 Existence of solutions of (1.1)-(1.2)
In this section, we investigate the existence of solutions for dynamic inclusion (1.1) with boundary condition (1.2). We first show the following equivalence.
Theorem 3.1: Assume that (H1) and the following condition are satisfied
Then y solves (1.1)-(1.2) if and only if y solves (2.7).
Proof: First assume y solves (2.7). Then there exists a function u ∈ F (t, y σ (t)) such that
Using (2.3) and (2.4), we get
and so
Clearly, y(a) = y(σ(b)) = 0, and so y solves (1.1)-(1.2). Conversely, assume that y solves (1.1)-(1.2). Then
3)
see Bohner and Peterson (2001, Corollary 4.75) , and
This implies that
which together with (1.3) and (3.3) show that y solves (2.7). This completes the proof.
From Theorem 3.1, we can now give our first existence result for the second order dynamic inclusion (1.1) with boundary condition (1.2).
Theorem 3.2: Assume that conditions (H1) and (3.1) hold, and (H2). there exists a continuous and nondecreasing function
where g is defined by (3.2). If
then dynamic inclusion (1.1) with boundary condition (1.2) has a solution.
Proof:
with 0 < λ < 1. By Theorem 3.1, (3.6) is equivalent to (2.6). Let y be any solution of (2.6) for 0 < λ < 1. By (H2), we obtain
, which is a contradiction to (3.4). Hence the result follows from Lemma 2.2. 
) with α(t) ≤ β(t) for all t ∈ [a, b] T , then (1.1)-(1.2) has a solution with α(t) ≤ y(t) ≤ β(t) for all
t ∈ [a, b] T . Proof: Define h(t, x) :=      α σ (t) if x < α σ (t) β σ (t) if x > β σ (t) x otherwise, r(t, x) :=      ϕ(x − α σ (t)) if x < α σ (t) ϕ(x − β σ (t)) if x > β σ (t) 0 otherwise, ϕ(x) := x if |x| ≤ 1 x |x| if |x| > 1, Γ + (t, x) :=      (−∞, (p(t)α ∆ (t)) ∆ ], if x < α σ (t) (p(t)β ∆ (t)) ∆ , ∞), if x > β σ (t) R, otherwise. F + (t, x) = F (t, h(t, x)) ∩ Γ + (t, x), F * + (t, x) = F + (t, x) + r(t,
x).
We apply Lemma 2.3 to the function F *
+ : [a, b] T × R → CK(R). Clearly, Γ + (t, ·) is upper semicontinuous for each t ∈ [a, b]
T and hence so is F + (t, ·) and therefore F * + (t, ·). By Theorem 3.1, the problem of the modified dynamic inclusion
with boundary condition
is equivalent to the problem
where g is given by (3.2). Since
Lemma 2.3 ensures that (3.9) has a solution y ∈ C([a, b] T ). Hence by the above equivalence of (3.7)-(3.8) and (3.9), we conclude that there exists a solution y of (3.7)-(3.8). It remains to show that By Lemma 2.1 we have that
On the other hand,
where σ(ρ(θ)) = θ and so there exists
Thus,
which is a contradiction to (3.10). Hence
The proof is complete.
The following theorem gives another approach for proving the uniqueness of solution of (1.1)-(1.2). 
where
Then by Lemma 2.1
On the other hand, α and β are lower and upper solutions of (1.1), respectively, and so there exist ϕ and ψ such that
Thus from (3.11), (3.12) and note that σ(ρ(t 0 )) = t 0 by Remark 2.1, we have
which is a contradiction to (3.13).
The following results follows from Theorems 3.3 and 3.4. 
The following result follows from the fact that every solution of dynamic inclusion (1.1) with boundary condition (1.2) is also a lower and an upper solution.
Corollary 3.2: Assume that the conditions on F, α and β hold as in Theorem 3.4.
Then the solution of dynamic inclusion (1.1) with boundary condition (1.2) is unique.
The following existence result hold only when a time scale has a differentiable forward jump operator σ. (3.14) then any solution y of (1.1)-(1.2) satisfies
where g is defined by (3.2) and σ is differentiable on T.
Proof: Suppose y solves (1.1)-(1.2). Then, by Theorem 3.1, y also solves (2.7), i.e., there exists
Since w(t) ∈ F (t, y σ (t)), noting that σ is an increasing function and by Lemma 2.5, we have
From (3.2), (2.1) and (2.2), we have
Using (3.16) in (3.15), we obtain
which completes the proof.
Define R by
where g is defined by (3.2). Proof: Multiplying both sides of the inequality in (3.14) by λ ∈ [0, 1], we find
Therefore, by Theorem 3.5
has solutions such that ||y|| ≤ R. Define the operators
where g is defined by (3.2). It is clear that A is a linear and continuous operator. From Theorem 3.1, (3.17) is equivalent to the fixed point problem
Choose U to be the set
Now we will apply Lemma 2.6 to the map A • F by showing that
) is upper semicontinuous and compact.
Since F is upper semicontinuous and U is compact set, we can deduce from Lemma 2.7 that F(U ) is a compact set. This implies that there exists at least a subsequence ) is upper semicontinuous we can use Lemma 2.7 to obtain the compactness of A • F. Now we are ready to use Lemma 2.6, and thanks to the conclusion of Theorem 3.5, we can exclude the second possibility in Lemma 2.6. Therefore the operator A • F has a fixed point and the problem (1.1)-(1.2) has a solution.
An example
Let us consider the following dynamic inclusion One can see easily that (3.1) holds, and F satisfies (H1), (H2), and (3.4). Hence (4.1)-(4.2) has a solution by Theorem 3.2. Furthermore, F also satisfies (2.5). 
