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Abstract
We describe how to approximate the Riemann curvature tensor as well as sectional curvatures on possibly
infinite-dimensional shape spaces that can be thought of as Riemannian manifolds. To this end, we extend the
variational time discretization of geodesic calculus presented in [RW15], which just requires an approximation
of the squared Riemannian distance that is typically easy to compute. First we obtain first order discrete co-
variant derivatives via a Schild’s ladder type discretization of parallel transport. Second order discrete covariant
derivatives are then computed as nested first order discrete covariant derivatives. These finally give rise to an ap-
proximation of the curvature tensor. First and second order consistency are proven for the approximations of the
covariant derivative and the curvature tensor. The findings are experimentally validated on two-dimensional sur-
faces embedded in R3. Furthermore, as a proof of concept the method is applied to the shape space of triangular
meshes, and discrete sectional curvature indicatrices are computed on low-dimensional vector bundles.
1 Introduction
Over the last two decades there has been a growing interest in modeling general shape spaces as Riemannian
manifolds. Applications range from medical imaging and computer vision to geometry processing in computer
graphics. Besides the computation of a rigorous distance between shapes defined as the length of a geodesic curve,
other tools from Riemannian geometry proved to be practically useful as well. The geometric logarithm offers a
representation of large scale shape variability in a linear tangent space, the exponential map is a tool for shape
extrapolation, and parallel transport allows to transfer edited details along animation sequences.
The Riemann curvature tensor represents a higher order characterization of the local geometry of the manifold.
In this paper, we discuss how to numerically approximate the curvature tensor as well as the sectional curvature,
i.e. a generalization of the Gauß curvature, on Riemannian manifolds. The method is based on a variational time
discretization of the Riemannian path energy which has been developed in [RW15] and has previously been used
to deduce a corresponding discretization of exponential map, logarithm, and parallel transport. It requires a local
approximationW of the squared Riemannian distance dist such thatW[y, y˜] = dist2(y, y˜) + O(dist3(y, y˜)) for
y and y˜ being points on the manifold. In the case of shape spaces such approximations are usually substantially
easier to compute than the underlying Riemannian metric and the squared distance itself. Our approximation
of the Riemann curvature tensor is based on replacing the second order covariant derivatives in its definition by
corresponding covariant difference quotients. We prove the consistency of these difference quotients as well as the
resulting approximation of the Riemann curvature tensor. Furthermore, we experimentally validate the presented
approach on embedded surfaces and show its applicability in a concrete example of a high-dimensional shape
space. More precisely, we consider the space of triangular surfaces along with a physical deformation model.
In the computer graphics community this type of model is known as Discrete Shells and was first introduced by
Grinspun et al. [GHDS03]. This approach turned out to be very effective as well as efficient and has been used and
modified by various authors. In particular, it has also been investigated in the context of Riemannian shape space
theory in [HRWW12, HRS+14].
The paper is organized as follows: In Section 2 we discuss some examples of shape spaces and different
approaches for the computation of curvature with special emphasis on shape spaces. Section 3 reviews the discrete
geodesic calculus from [RW15] which is the starting point of our computational scheme for the Riemann curvature
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tensor. Since the computation of the discrete curvature tensor is based on discrete covariant derivatives, we first
investigate first and second order approximations of the covariant derivative in Section 4. Then, in Section 5
we prove consistency estimates for a corresponding first and second order approximation of the curvature tensor.
Finally, Section 6 discusses the application of our approach to the study of curvature on the space of discrete shells
as a proof of concept.
2 Related work
Over the last two decades Riemannian calculus on shape spaces has attracted a lot of attention. In particular, it al-
lows to transfer many important concepts from classical geometry to these usually high or even infinite-dimensional
spaces.
Some examples of shape spaces. Prominent examples with a full-fledged geometric theory are spaces of planar
curves with a curvature-based metric [MM07], an elastic metric [SJJK06], Sobolev-type metrics [CKPF05, MM07,
SYM07, MM07, Bru16, BBHMA17] or a Riemannian distance computed based on the square root velocity func-
tion on the curves [SKJJ11, Bru16]. Spaces of surfaces have also been considered as Riemannian manifolds.
Sobolev metrics on the space of surfaces have been presented by Bauer et al. [BHM11]. In [BHM12] they ex-
tended the Riemannian approach for the space of curves from [MM07] introducing a suitable metric on tangent
spaces to the space of embeddings or immersions. In the context of geometry processing Kilian et al. [KMP07]
studied geodesics in the space of triangulated surfaces, where the metric is derived from the in-plane membrane
distortion. Since then, a variety of other Riemannian metrics have been investigated on the space of surfaces
[LSDM10, KKDS10, BB11]. In [HRWW12, HRS+14] a metric was proposed that measures membrane distortion
as well as bending. In image processing the large deformation diffeomorphic metric mapping (LDDMM) frame-
work is based on the theory of diffeomorphic flows: Dupuis et al. [DGM98] showed that the associated flow is
actually a flow of diffeomorphisms. In [HZN09], Hart et al. exploited the optimal control perspective on the LD-
DMM model with the motion field as the underlying control. Vialard et al. [VRRC12, VRRH12] studied methods
from optimal control theory to accurately estimate the initial momentum of the flow and to relate it to the Hamilto-
nian formulation of geodesics. Lorenzi and Pennec [LP13] applied the LDDMM framework to compute geodesics
and parallel transport using Lie group methods. The metamorphosis model [MY01, TY05] generalizes the flow of
diffeomorphism approach by allowing additional intensity variations along the flow of diffeomorphically deformed
images.
In this paper we aim at the numerical computation of the Riemann curvature tensor and sectional curvatures on
Riemannian manifolds. Our focus is on high-dimensional shape manifolds and not on low-dimensional embedded
surfaces even though we show numerical experiments for a two-dimensional embedded surface to confirm our
theoretical findings. Nevertheless, let us briefly review some of the numerous approaches for the approximation of
curvature on two-dimensional discrete surfaces.
Numerical approximation of curvature on discrete 2D surfaces. One of the earliest approaches to numerically
estimate the curvature tensor at the vertices of a polyhedral approximation of a surface was proposed by Taubin
[Tau95]. In detail, this ansatz exclusively works for embedded two-dimensional manifolds in R3 and relies on
the observation that the directional curvature function corresponds to a quadratic form, which can be estimated
with linear complexity and from which the curvature tensor can be retrieved. Starting from the triangulation of a
two-dimensional manifold embedded in R3, Meyer et al. [MDSB02] defined discrete operators representing, for
instance, the mean and the Gaussian curvature by spatial averaging of suitably rescaled geometric quantities. Us-
ing a mixed finite element/finite volume discretization as well as a Voronoi decomposition principal curvatures can
be robustly estimated. Cohen-Steiner and Morvan [CSM03] proposed an integral approximation of the curvature
tensor on smooth or polyhedral surfaces using normal cycles and proved its linear convergence if the polyhedral
triangulation is Delaunay. Hildebrandt et al. [HPW06] showed that if a sequence of polyhedral surfaces isometri-
cally embedded in R3 converges to a differentiable manifoldM with respect to the Hausdorff distance, then the
convergence of the normal field is equivalent to the convergence of the metric tensor, which itself is equivalent
to the convergence of the surface area. In addition, under suitable assumptions they established the convergence
of geodesic curves and the mean curvature functionals on discrete surfaces to their limit counterparts onM. In
[KSNS07], Kalogerakis et al. approximated the second fundamental form of a possibly noisy surface using M-
estimation, which amounts to an efficient data fitting approach using the method of iteratively reweighted least
squares. Here, the surface is either represented by polygonal meshes or by point clouds. Hildebrandt and Polthier
[HP11] introduced generalized shape operators for smooth and polyhedral surfaces as linear operators on Sobolev
spaces and provided error estimates to approximate the generalized shape operator on smooth surfaces by that on
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polyhedral surfaces, from which several geometric quantities can be recovered. Starting from a weak formulation
of the Ricci curvature, Fritz [Fri13] employed a surface finite element method to approximate the Ricci curvature
on isometrically embedded hypersurfacesM and proved that the rate of convergence is 23 and 13 with respect to
the L2(M)- and H1(M)-norm, respectively.
Explicit computation of curvature on shape spaces. Michor and Mumford [MM06] studied the Riemann cur-
vature tensor on the space of smooth planar curves and gave an explicit formula for the sectional curvature. They
could show that for large, smooth curves all sectional curvatures turn out to be nonnegative, whereas for curves
with high frequency perturbation sectional curvatures are nonpositive. Younes et al. [YMSM08] investigated a
metric on the space of plane curves derived as the limit case of a scale invariant metric of Sobolev order 1 from
[MM07] which allows the explicit computation of geodesics and sectional curvature. Micheli et al. [MMM12]
showed how to compute sectional curvature on the space of landmarks with a metric induced by the flow of diffeo-
morphisms. They were able to evaluate the sectional curvature for pairs of tangent directions to special geodesics
along which only two landmarks actually move. A formula for the derivatives of the inverse of the metric is at the
core of this approach. In [MMM13] the formula for the sectional curvature on the landmark space was generalized
to special infinite-dimensional weak Riemannian manifolds. A brief overview over the geometry of shape spaces
with a particular emphasis on sectional curvature in different shape spaces can be found in the contribution by
Mumford [Mum12].
3 A brief review of continuous and discrete geodesic calculus
To keep this paper self-contained, we first collect all required ingredients of the discrete geodesic calculus intro-
duced in [RW15] and state our overall assumptions. Let us remark that some results reviewed here hold also under
weaker assumptions. For a comprehensive discussion we refer to [RW15]. Let V be a separable, reflexive Banach
space that is compactly embedded in a Banach space Y. LetM be the weak closure of an open path-connected
subset of V, potentially with a smooth boundary. We consider (M, g) as a Riemannian manifold with metric
g :M×V ×V → R, which is uniformly bounded and V-coercive in the sense c∗‖v‖2V ≤ gy(v, v) ≤ C∗‖v‖2V.
Furthermore, g is C3(Y ×V ×V;R)-smooth. Here, the tangent space TyM is identified with V.
Geodesic paths. A geodesic path y = (y(t))t∈[0,1] onM is defined as a local minimizer of the path energy
E [y] =
∫ 1
0
gy(t)(y˙(t), y˙(t)) dt (3.1)
for fixed end positions y(0) = yA and y(1) = yB with yA, yB ∈M. Then the Riemannian distance dist(yA, yB)
is given as the square root of the minimal path energy. Given v ∈ V, one may ask for the end point y(1) of a
geodesic (y(t))t∈[0,1] with y(0) = y and y˙(0) = v. This map is called the exponential map with expy(v) := y(1).
The discrete geodesic calculus is based on a local, usually easily computable approximation of the squared
Riemannian distance dist2 by a smooth functionalW : M×M → R with an extension ofW to Y ×Y by∞.
W is assumed to be weakly lower semi-continuous and locally consistent with the squared Riemannian distance in
the sense
W[y, y˜] = dist2(y, y˜) +O(dist3(y, y˜)) . (3.2)
The consistency implies W[y, y] = 0 , W,2[y, y](v) = 0 , W,22[y, y](v, w) = 2gy(v, w) for any v, w ∈ V.
Here,W,j denotes the derivative with respect to the jth component, and in analogyW,ij the second order derivative
in the ith and jth component. Furthermore, we also observe [RW15, Lemma 4.6] thatW,1[y, y](v) = 0 and
W,11[y, y](v, w) = −W,12[y, y](v, w) = −W,21[y, y](v, w) =W,22[y, y](v, w) . (3.3)
Differentiating (3.3) once again we achieve for any u, v, w ∈ V that
W,221[y, y](u, v, w) +W,222[y, y](u, v, w) =W,111[y, y](u, v, w) +W,112[y, y](u, v, w)
=−W,121[y, y](u, v, w)−W,122[y, y](u, v, w) = −W,211[y, y](u, v, w)−W,212[y, y](u, v, w) .
(3.4)
With the functionW at hand one can define the discrete path energy
E[(y0, . . . , yK)] = K
K∑
k=1
W[yk−1, yk] (3.5)
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on a discrete K-path (y0, . . . , yK) ∈MK+1. A discrete geodesic of order K (or K-geodesic) is then defined as a
local minimizer of E[(y0, . . . , yK)] for fixed end points y0 = yA and yK = yB . The Euler–Lagrange conditions
of a discrete geodesic are
W,2[yk−1, yk] +W,1[yk, yk+1] = 0 (3.6)
for k = 1, . . . ,K − 1. It is shown in [RW15, Theorems 4.1 & 4.2] that under the above assumptions continuous
geodesics exists and are locally unique (for dist(yA, yB) sufficiently small). Furthermore, [RW15, Theorems 4.3
& 4.7] ensure the existence of discrete geodesics and their local uniqueness. Finally, using a suitable extension
via piecewise geodesic paths it is shown in [RW15, Theorem 4.8] that the discrete path energy Γ–converges to the
continuous path energy for K → ∞ and that due to equi-coerciveness discrete (extended) minimizers converge
to a continuous minimizer. If (y0, y1, . . . , yK) is a discrete K-geodesic connecting y0 = yA and yK = yB ,
the displacement K(y1 − y0) ∈ V is considered as the discrete logarithm of yB at yA. Vice versa, if y0 and
y1 = y0 + v are given for v ∈ V one can iteratively solve (3.6) for yk+1 given yk and yk−1 and compute a discrete
exponential map which is consistent with the discrete logarithm by construction. For the analysis of convergence
to the corresponding continuous counterparts we refer the reader to [RW15, Theorems 5.1 & 5.10].
Covariant derivative. The differentiation of vector fields on manifolds leads to the notion of the covariant deriva-
tive. Before we proceed, let us fix the notation and introduce some abbreviations. In the following, let y ∈ M be
an arbitrary but fixed point and v ∈ V an arbitrary but fixed tangent vector. For some  > 0, let y = (y(t))t∈(−,)
be a path with y(0) = y and y˙(0) = v. Furthermore, we consider a vector field w along the path, i.e. t 7→ w(y(t))
for all |t| < , and the corresponding covariant derivative t 7→ Ddtw(y(t)), which is again a vector field along the
path for all |t| < . The covariant derivative Ddtw of w along the path y is uniquely defined – due to the coercivity
of the metric – by
gy(t)
(
D
dt
(w ◦ y)(t), z
)
= gy(t)
(
d
dt (w ◦ y)(t), z
)
+ gy(t)(Γy(t)(w ◦ y(t), y˙(t)), z) (3.7)
for all z ∈ V and all t ∈ (−, ), where the dot expresses differentiation with respect to t. Here, the Christoffel
operator Γ :M×V ×V→ V; (y, v, w) 7→ Γy(v, w) is defined by
2gy(Γy(v, w), z) = (Dygy) (w)(v, z)− (Dygy) (z)(v, w) + (Dygy) (v)(w, z) (3.8)
for all tangent vectors z ∈ V. Note that Ddt (w ◦ y)(0) does depend on the point y = y(0) and the direction v ∈ V
but not on the specific choice of the path, for which reason we will also use the short notation
D
dtw(y) instead of
D
dt (w ◦ y)(0)
whenever the tangent vector v is clear from the context. A vector field w is parallel along a curve y if Ddt (w ◦
y)(t) = 0 for all t. For given w(y(0)) a parallel vector field along y can be generated solving the differential
equation ddt (w ◦ y)(t) = −Γy(t)(w ◦ y(t), y˙(t)) with initial data w(y(0)). The associated parallel transport map
Py(τ←0)w(y(0)) = w(y(τ)), which maps initial data w(y(0)) ∈ V to output data w(y(τ)) ∈ V for τ ∈ R and w
parallel along y, is a linear isomorphism from V to V. Here, we use the notation y(τ ← 0) for the curve segment
s 7→ y(sτ) for s ∈ [0, 1]. The covariant derivative at y = y(0) can be written as the limit of difference quotients,
i.e.
D
dt
(w ◦ y)(0) = lim
τ→0
P−1y(τ←0)τw(y(τ))− τw(y(0))
τ2
, (3.9)
where P−1y(τ←0) = Py(0←τ) (the above notation is chosen for consistency with the discrete approximation to be
introduced further below).
A discrete parallel transport can be defined via an iterative construction of (discrete) geodesic parallelograms
called Schild’s ladder. However, for the definition of discrete curvature it suffices to introduce only a single step
of this scheme. For y ∈ M˚ and sufficiently small vectors w, v ∈ V such a single step corresponds to the discrete
transport of w along the line segment from y to y + v.
The single step of Schild’s ladder is achieved by constructing a discrete geodesic parallelogram y, y+v, z, y+w
(where (y, y+ v), (y, y+w) and (y+ v, z) are viewed as discrete 1-geodesics) and taking z− (y+ v) ∈ V as the
result of the discrete transport. In the following we explain this procedure in detail. First, we compute a discrete
2-geodesic (y + w, c, y + v), where existence and uniqueness of c follows from [RW15, Theorems 4.3 & 4.7] for
‖v‖V and ‖w‖V sufficiently small. Then, we determine z ∈ M such that (y, c, z) is a discrete 2-geodesic. This
time, existence and uniqueness is ensured by [RW15, Lemma 5.6] for ‖v‖V, ‖w‖V sufficiently small. Note that
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the constructed 2-geodesics form the diagonals of the parallelogram with c being the center point. Finally, the
discrete transport of w along the line segment from y to y + v is given by
Py+v,yw := z − (y + v) . (3.10)
The system of Euler–Lagrange equations associated with (3.10) reads
W,2[y + w, c] +W,1[c, y + v] = 0,
W,2[y, c] +W,1[c, z] = 0
(3.11)
for given y, v, w and unknown c and z. Iterating this scheme along a polygonal curve on M˚ one can define
a consistent discrete transport of a vector along that polygonal curve. Let us remark that we actually need to
introduce a scaling of the vector field w and v by τ before being transported and the corresponding rescaling
afterwards to ensure consistency (cf . [RW15, Theorem 5.11]). The transport map (3.10) is invertible for small w
and v. Note that in general P−1y+v,y does not coincide with Py,y+v because W is not assumed to be symmetric.
With this discrete parallel transport at hand we can finally define a one-sided covariant difference quotient of a
general vector field w along the (polygonal) path y(t) = y + tv by
Dτ
dt
w(y) :=
P−1y+τv,yτw(y + τv)− τw(y)
τ2
(3.12)
(again we suppress the vector v ∈ V in the notation since it will always be clear from the context). Depending on
the sign of τ this is a forward (τ > 0) or a backward (τ < 0) difference quotient. Computing (3.12) is based on
solving the following system of Euler–Lagrange equations associated with the inverse discrete parallel transport
P−1y+τv,y(τw) = z − y for given y, v, w and unknowns c, z:
W,2[z, c] +W,1[c, y + τv] = 0,
W,2[y, c] +W,1[c, y + τ(v + w)] = 0.
(3.13)
4 Consistency of discrete covariant derivatives
Instead of the one-sided covariant difference quotient defined in (3.12) one can also consider a central covariant
difference quotient of a vector field w along the (polygonal) path y(t) = y + tv by
D±τ
dt
w(y) =
P−1y+τv,yτw(y + τv) +P
−1
y−τv,y (−τw(y − τv))
2τ2
. (4.1)
Above, P−1y−τv,y (−τw(y − τv)) is the appropriately reflected construction of P−1y+τv,yτw(y + τv). Note that it
does in general not equal−P−1y−τv,y (τw(y − τv)). Theorem 4.1 below states the consistency of both the one-sided
covariant difference quotient (3.12) and the central covariant difference quotient (4.1). The associated estimates
will then be used to prove the consistency of different approximations of the continuous Riemann curvature tensor.
In fact, a proof for the first order consistency of the one-sided covariant difference quotient can already be found
in [RW15, Theorem 5.13] as a corollary of the convergence of the discrete parallel transport. Here, we use a
different approach based on the implicit function theorem, which is substantially simpler and also allows to prove
the second order consistency of the central covariant difference quotient with little extra effort.
Theorem 4.1 (Consistency of the covariant difference quotients). Let (3.2) and the assumptions from the beginning
of Section 3 hold true, and let m ∈ N, y ∈ M˚, w ∈ Cm−1(M;V), andW ∈ Cm(M×M;R) (which by (3.2)
automatically implies g ∈ Cm−2(M×V×V;R)). We consider the covariant derivative of w at y in a fixed given
direction v ∈ V. If m ≥ 4 we have ∥∥∥∥Dτdt w(y)− Ddtw(y)
∥∥∥∥
V
≤ Cτ (4.2)
for τ sufficiently small. Furthermore, if m ≥ 5, then we have∥∥∥∥D±τdt w(y)− Ddtw(y)
∥∥∥∥
V
≤ Cτ2 (4.3)
for y ∈ M˚ and τ sufficiently small. In both estimates the constantC > 0 is independent of τ and within sufficiently
small balls B ⊂ M˚ also independent of y ∈ B.
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Proof. Without loss of generality we may assume y = 0, and we consider τ 7→ w(τ) = w ◦ y(τ) to be the vector
field along y(τ) = 0+τv. By (3.12) and the definition ofP−1τv,0τw(τv) we have
(
Dτ
dt w
)
(0) = τ−2(z(τ)−τw(0)),
where z(τ) is the fourth corner of the discrete geodesic parallelogram 0, τv, τv + τw(τ), z(τ) with center c(τ)
and where z and c satisfy (3.13).
Introducing F : R×V ×V→ V′ ×V′ with
F (τ, z, c)(r) =
( W,2[z, c](r) +W,1[c, τv](r)
W,2[0, c](r) +W,1[c, τv + τw(τ)](r)
)
(4.4)
for r ∈ V, the condition (3.13) on z(τ) and c(τ) can be rewritten as F (τ, z(τ), c(τ))(r) = 0 for all r ∈ V. In
what follows, we skip the tangent vector r to which F is applied, remembering that in all derivatives ofW the first
differentiation is in direction r. Now the implicit function theorem tells us that there exists a neighbourhood U of
the origin in R×V×V such that the set {(τ, z, c) ∈ U |F (τ, z, c) = 0} is the graph of a map τ 7→ (z, c)(τ), i.e.
F (τ, z(τ), c(τ)) = 0 .
Furthermore, we can differentiate with respect to τ and obtain
0 =
d
dτ
F (τ, z(τ), c(τ)) = ∂τF (τ, z(τ), c(τ)) + ∂(z,c)F (τ, z(τ), c(τ))
(
z˙(τ)
c˙(τ)
)
, (4.5)
where the dot expresses differentiation with respect to τ . Inserting (4.4) into (4.5) we obtain the block operator
equation(W,21[z, c] W,22[z, c] +W,11[c, τv]
0 W,22[0, c] +W,11[c, τv + τw]
)(
z˙
c˙
)
= −
( W,12[c, τv](v)
W,12[c, τv + τw](v +w + τw˙)
)
, (4.6)
where we abbreviated c = c(τ), z = z(τ) and w = w(τ). Obviously, we have (z(0), c(0)) = (0, 0). Using
2g =W,11[0, 0] =W,22[0, 0] = −W,12[0, 0] for g = g0 we can evaluate this operator equation as(−2g 4g
0 4g
)(
z˙(0)
c˙(0)
)
=
(
2g v
2g v + 2gw(0)
)
, (4.7)
which leads to c˙(0) = 12 (v +w(0)) and z˙(0) = w(0). Next, we differentiate (4.6) once more in τ and obtain(W,21[z, c] W,22[z, c] +W,11[c, τv]
0 W,22[0, c] +W,11[c, τv + τw]
)(
z¨
c¨
)
=
(
R1(τ)
R2(τ)
)
, (4.8)
where R1 and R2 are functionals mapping τ into V′ and act on r ∈ V with
R1(τ)(r) =−W,211[z, c](r, z˙, z˙)−W,212[z, c](r, z˙, c˙)−W,221[z, c](r, c˙, z˙)−W,222[z, c](r, c˙, c˙)
−W,111[c, τv](r, c˙, c˙)−W,112[c, τv](r, c˙, v)−W,121[c, τv](r, v, c˙)−W,122[c, τv](r, v, v)
=−W,211[z, c](r, z˙, z˙)− 2W,212[z, c](r, z˙, c˙)−W,222[z, c](r, c˙, c˙)
−W,111[c, τv](r, c˙, c˙)− 2W,112[c, τv](r, c˙, v)−W,122[c, τv](r, v, v) ,
R2(τ)(r) =−W,222[0, c](r, c˙, c˙)−W,111[c, τ(v +w)](r, c˙, c˙)−W,112[c, τ(v +w)](r, c˙, v +w + τw˙)
−W,121[c, τ(v +w)](r, v +w + τw˙, c˙)−W,122[c, τ(v +w)](r, v +w + τw˙, v +w + τw˙)
−W,12[c, τ(v +w)](r, 2w˙ + τw¨)
=−W,222[0, c](r, c˙, c˙)−W,111[c, τ(v +w)](r, c˙, c˙)− 2W,112[c, τ(v +w)](r, c˙, v +w + τw˙)
−W,122[c, τ(v +w)](r, v +w + τw˙, v +w + τw˙)−W,12[c, τ(v +w)](r, 2w˙ + τw¨) .
Evaluating (4.8) at τ = 0 gives (−2g 4g
0 4g
)(
z¨(0)
c¨(0)
)
=
(
R1(0)
R2(0)
)
(4.9)
with
R1(0)(r) =−W,211[0, 0](r,w(0),w(0))−W,212[0, 0](r,w(0), v +w(0))
− 14W,222[0, 0](r, v +w(0), v +w(0))− 14W,111[0, 0](r, v +w(0), v +w(0))
−W,112[0, 0](r, v +w(0), v)−W,122[0, 0](r, v, v) ,
R2(0)(r) =− 14W,222[0, 0](r, v +w(0), v +w(0))− 14W,111[0, 0](r, v +w(0), v +w(0))
−W,112[0, 0](r, v +w(0), v +w(0))−W,122[0, 0](r, v +w(0), v +w(0))−W,12[0, 0](r, 2w˙(0)) ,
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where we used c˙(0) = 12 (v +w(0)) and z˙(0) = w(0) from above. Solving (4.9) yields g(c¨(0), r) =
R2(0)(r)
4 and
g(z¨(0), r) =
1
2
R2(0)(r)− 1
2
R1(0)(r)
= 12
(
[−W,121 −W,122][0, 0](r, v +w(0), v +w(0)) +W,212[0, 0](r,w(0), v +w(0))
+W,112[0, 0](r, v +w(0), v) +W,122[0, 0](r, v, v) +W,211[0, 0](r,w(0),w(0))
)
−W,12[0, 0](r, w˙(0))
= 12
(
[−W,121 −W,122 +W,212 +W,211][0, 0](r,w(0),w(0))
+ [−W,121 −W,122 +W,112 +W,122][0, 0](r, v, v)
+ [−W,121 −W,112 − 2W,122 +W,212 +W,112][0, 0](r,w(0), v)
)−W,12[0, 0](r, w˙(0))
=− 12 [W,211 +W,122][0, 0](r, v,w(0))−W,12[0, 0](r, w˙(0)) . (4.10)
Note that (3.4) implies (−W,121 −W,122 +W,212 +W,211)[0, 0] = 0 and (−W,121 −W,122 +W,212)[0, 0] =
−W,211[0, 0] which was used in the last step.
From g(v, w) = 12W,11[0, 0](v, w) we deduce
Dyg(r)(v, w) =
1
2 (W,111[0, 0](v, w, r) +W,112[0, 0](v, w, r)) .
Hence, using the definition of the covariant derivative in (3.7), we obtain at y(0) = y = 0
g
(
D
dt
w(y), r
)
= g(w˙(0), r) + g(Γ0(w(0), v), r)
=− 1
2
W,12[0, 0](r, w˙(0)) + 1
2
(Dyg(w(0))(r, v) +Dyg(v)(r,w(0))−Dyg(r)(v,w(0)))
=
1
4
(W,111[0, 0](r, v,w(0)) +W,112[0, 0](r, v,w(0)) +W,111[0, 0](r,w(0), v)
+W,112[0, 0](r,w(0), v)−W,111[0, 0](v,w(0), r)−W,112[0, 0](v,w(0), r)
)− 1
2
W,12[0, 0](r, w˙(0))
=
1
4
(W,111 +W,112 +W,121 −W,211)[0, 0](r, v,w(0))− 1
2
W,12[0, 0](r, w˙(0))
=− 1
4
(W,122 +W,211)[0, 0](r, v,w(0))− 1
2
W,12[0, 0](r, w˙(0)) ,
where (3.4) implied (W,111 + W,112)[0, 0] = −(W,121 + W,122)[0, 0] in the last step. Then, taking into ac-
count (4.10) we obtain
g
(
1
2
z¨(0), r
)
= g
(
D
dt
w(0), r
)
.
Next, we consider the Taylor expansion of τ 7→ z(τ) at τ = 0, i.e.
z(τ) =z(0) + z˙(0)τ +
1
2
z¨(0)τ2 +
1
6
...
z (0)τ3 +R(τ)
=0 + w(0)τ +
D
dt
w(0) τ2 +
1
6
...
z (0)τ3 +R(τ)
with the remainder term R(τ) = o(τ3) if W ∈ C4(M×M;R) and R(τ) = O(τ4) if W ∈ C5(M×M;R).
This implies
D
dt
w(0) =
1
τ2
(z(τ)− τw(0)) +O(τ) = D
τ
dt
w(0) +O(τ) ,
which establishes first order consistency of the one-sided covariant difference quotient. Similarly, for the central
covariant difference quotient we obtain
D±τ
dt
w(0) =
1
2
(
1
τ2
(z(τ)− τw(0)) + 1
τ2
(z(−τ) + τw(0))
)
=
z(τ) + z(−τ)
2τ2
=
1
2τ2
(
w(0)τ +
D
dt
w(0) τ2 +
1
6
...
z (0)τ3 +O(τ4)− w(0)τ + D
dt
w(0) τ2 − 1
6
...
z (0)τ3 +O(τ4)
)
=
D
dt
w(0) +O(τ2) .
The differentiability requirements in the statement of the theorem directly follow by inspection of (4.8).
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5 Discrete Approximation of the Riemann Curvature Tensor
For y ∈M and a pair of tangent vectors v, w ∈ V the Riemannian curvature tensor is a linear mapping Ry(v, w) :
V→ V with
(Ry(v, w)z) =
(
D
dt
D
ds
z − D
ds
D
dt
z
)
(y) , (5.1)
where z is an extension of the tangent vector z by a smooth vector field (in our context, for instance, by a vector
field constant on M) and y(t, s) a smooth mapping y : [−, ]2 → M with y(0, 0) = y, ∂ty(0, 0) = v and
∂sy(0, 0) = w for some  > 0. Examples of such mappings are y(t, s) = expy(sw + tv) on general manifolds.
In the caseM⊂ V we simply choose y(t, s) = y + sw+ tv. To define a discrete counterpart we consider nested
covariant difference quotients with a smaller step size in the inner difference quotient. In detail, using the first
order one-sided covariant difference quotient we define
(
Rτy(v, w)z
)
=
(
Dτ
dt
Dτ
β
ds
z − D
τ
ds
Dτ
β
dt
z
)
(y) (5.2)
with β ≥ 2. Using the central covariant difference quotient we obtain the corresponding discrete Riemannian
curvature tensor
(
R±τy (v, w)z
)
=
(
D±τ
dt
D±τ
β
ds
z − D
±τ
ds
D±τ
β
dt
z
)
(y) (5.3)
with β ≥ 32 . The consistency results for the different discrete Riemannian curvature tensors are given in the
following theorem.
Theorem 5.1 (Consistency of the discrete Riemannian curvature tensor). Let (3.2) and the assumptions from the
beginning of Section 3 hold, and let m ∈ N as well asW ∈ Cm(M×M;R) and g ∈ Cm(M×V×V;R). For
y ∈ M˚, v, w, z ∈ V and τ sufficiently small we have(
Rτy(v, w)z
)
= (Ry(v, w)z) +O(τ) (5.4)
with respect to the V norm for m ≥ 4 and β ≥ 2, and we have(
R±τy (v, w)z
)
= (Ry(v, w)z) +O(τ
2) (5.5)
with respect to the V norm for m ≥ 5 and β ≥ 32 .
Proof. We first prove the estimate for the discrete Riemannian curvature tensor based on one-sided covariant
difference quotients. It follows from the stability of the midpoint and the endpoint in 2-geodesics [RW15, Lemmas
5.5 & 5.8] that
‖P−1y+τv,yw‖V ≤ C‖w‖V (5.6)
for some constant C > 0 and all τ and ‖w‖V sufficiently small. In fact, from the local differentiability of discrete
geodesics with respect to their end points [RW15, Theorem 4.7] and the local differentiability of the discrete
exponential map with respect to base point and direction [RW15, Lemma 5.6 & Remark 5.7] the discrete parallel
transport is differentiable. Thus, the difference between the first term of (5.2) and of (5.1) can be estimated as∥∥∥∥∥
(
Dτ
dt
Dτ
β
ds
z − D
dt
D
ds
z
)
(y)
∥∥∥∥∥
V
≤
∥∥∥∥∥Dτdt
(
Dτ
β
ds
z − D
ds
)
(y)
∥∥∥∥∥
V
+
∥∥∥∥(Dτdt Ddsz − Ddt Ddsz
)
(y)
∥∥∥∥
V
≤ 1
τ2
∥∥∥∥∥
(
P−1y+τv,yτ
(
Dτ
β
ds
z − D
ds
z
)
(y + τv)
)
− τ
(
Dτ
β
ds
z − D
ds
z
)
(y)
∥∥∥∥∥
V
+O(τ)
≤ 1
τ2
(1 + C)τ max
σ∈{0,1}
∥∥∥∥∥
(
Dτ
β
ds
z − D
ds
z
)
(y + τσv)
∥∥∥∥∥
V
+O(τ) =
1 + C
τ
O(τβ) +O(τ) = O(max{τ, τβ−1}) .
The second term
(
Dτ
ds
Dτ
β
dt z − Dds Ddtz
)
(y) can be treated in analogy and thus the claim follows for the choice β ≥
2. Let us remark that the above application of Theorem 4.1 requiresW ∈ C4(M×M,R) and Ddsz ∈ C3(M;V),
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Figure 1: Left: Gaussian curvature on two tori (each with center line radius of
√
2) numerically approximated via
κ±τ (v, w) for τ = 10−2 and β = 32 . The tori were parameterized by toroidal and poloidal angles, v = (1, 0),
w = (0, 1), andW is taken as the squared Euclidean distance in the embedding space R3. The black arrows on the
left indicate the position and tangent vectors for which Figure 2 shows a convergence study of the approximated
sectional curvature. Right: Corresponding approximation error (κ±τ − κ)(v, w).
which is fulfilled if g ∈ C4(M×V×V). In the case of the discrete Riemannian curvature tensor based on central
covariant difference quotients we proceed along the same lines and obtain∥∥∥∥∥
(
D±τ
dt
D±τ
β
ds
z − D
dt
D
ds
z
)
(y)
∥∥∥∥∥
V
≤
∥∥∥∥∥D±τdt
(
D±τ
β
ds
z − D
ds
)
(y)
∥∥∥∥∥
V
+
∥∥∥∥(D±τdt Ddsz − Ddt Ddsz
)
(y)
∥∥∥∥
V
≤2Cτ
τ2
max
σ∈{−1,1}
∥∥∥∥∥
(
D±τ
β
ds
z − D
ds
z
)
(y + τσv)
∥∥∥∥∥
V
+O(τ2)
=
2C
2τ
O(τ2β) +O(τ2) = O(max{τ2β−1, τ2})
which for β ≥ 32 implies the second order consistency of the discrete Riemannian curvature tensor. This time,
the application of Theorem 4.1 requires W ∈ C5(M ×M,R) and Ddsz ∈ C4(M;V), which is fulfilled if
g ∈ C5(M×V ×V).
Finally, for y ∈ M˚ and a pair of tangent vectors v, w ∈ V the sectional curvature
κy(v, w) :=
gy (v,Ry(v, w)w)
gy(v, v)gy(w,w)− g2y(v, w)
(5.7)
is the Gaussian curvature of the surface {expy(sv + tw) : s, t ∈ (−, )} at y. Having the notion of a consistent
discrete Riemann curvature tensor, we define a corresponding discrete sectional curvature as
κτy(v, w) :=
gy
(
v,Rτy(v, w)w
)
gy(v, v)gy(w,w)− g2y(v, w)
(5.8)
and likewise κ±τ (v, w) using R±τ . Under the assumptions of Theorem 5.1 we then have
∣∣κy − κτy∣∣ (v, w) =
∣∣∣gy (v, [Ry(v, w)−Rτy(v, w)]w)∣∣∣∣∣gy(v, v)gy(w,w)− g2y(v, w)∣∣ ≤ C ‖v‖V
∥∥∥[Ry(v, w)−Rτy(v, w)]w∥∥∥
V
= O(τ) ,
where a second order consistency of κ±τy follows analogously. Altogether, we have proven the following:
Corollary 5.2 (Consistency of discrete sectional curvature). Let y ∈ M˚ and v, w ∈ V. Under the assumptions of
Theorem 5.1 we have
∣∣κy − κτy∣∣ (v, w) = O(τ) and |κy − κ±τy |(v, w) = O(τ2) .
Figures 1 and 2 illustrate the numerical computation and convergence of the sectional curvature on a two-
dimensional embedded surface.
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Figure 2: Relative error for approximating the Gaussian curvature at the marked position of the left torus from the
previous figure, using one-sided and central differences. The triangles indicate the slopes of quadratic and linear
convergence.
6 Discrete shell space
In this section, we consider the manifold M of discrete shells, i.e. triangle meshes with fixed mesh connectiv-
ity whose deformations are modelled based on a physical shell model. The concept of discrete shells has been
introduced by Grinspun et al. [GHDS03] as a tool for efficient and reliable physical simulation of shell deforma-
tions. Fröhlich and Botsch [FB11] studied the effective discretization of membrane and bending distortion. In
[HRWW12, HRS+14] this approach was investigated in the context of shape space theory with a metric represent-
ing a physical dissipation due to membrane and bending distortion. In fact, a suitable Riemannian metric onM
is induced by the Hessian of an appropriate elastic energy functional. In the following, we briefly summarize the
underlying physical model and discuss its discretization, for details we refer the reader to [HRWW12, HRS+14].
Before we introduce a discrete surface model based on triangle meshes, let us briefly investigate the case of
smooth surfaces y ⊂ R3 representing the middle layer of a thin sheet of some material. For a homogeneous,
isotropic and elastic material, the deformation energyWy[φ] of an elastic deformation φ : y → R3 can be captured
by membrane and bending contributions, reflected by the change of first (i.e. metric) and second (i.e. curvature)
fundamental forms, respectively. In the following, we distinguish between the undeformed reference surface y
and the deformed surface yφ = φ(y). For parametric surfaces y we denote by g and h the matrix representation
of the first and second form, respectively, in a parameter domain ω ⊂ R2. To this end, the membrane distortion
induced by φ can be described pointwise by a (reduced) Cauchy-Green strain tensor A[φ] = g−1gφ ∈ R2,2, and
the bending distortion is captured pointwise by the relative shape operator B[φ] = g−1(h− hφ) ∈ R2,2. The total
elastic energy is then given by
Wy[φ] =
∫
ω
Wmem(A[φ])
√
det g dξ + δ2
∫
ω
Wbend(B[φ])
√
det g dξ, (6.1)
where δ > 0 represents the physical thickness of the thin elastic material. For Wmem, we make use of a classical
hyperelastic energy density as in equation (8) in [HRWW12]. Additionally, we setWbend(B[φ]) = (trB[φ])2, which
measures the squared error of the mean curvature. It has been shown in [HRS+14] that the Hessian ofWy induces
a Riemannian metric on the space of surfaces modulo rigid body motions.
Now we consider an approximation of the smooth surface by a triangle mesh – which we shall also denote by
y. Let V = {1, . . . , n}, T ⊂ V×V×V and E ⊂ V×V be the set of vertices, triangles and edges of y, respectively. A
(discrete) deformation of y can be identified with a mapping φ : V → R3 which is interpolated piecewise linearly
over triangles. Obviously, Dφ is constant on triangles t ∈ T which leads to an elementwise constant, discrete first
fundamental form g = gt. In particular, we can make use of the same energy densityWmem as above now measuring
changes in the discrete first fundamental form. For the discretization of the bending term, which requires second
derivatives of surface positions in the smooth case, we consider the widely used discrete shell energy [GHDS03],
where bending is quantified by changes of dihedral angles θe living on edges e ∈ E . The discrete version of the
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elastic deformation energy (6.1) reads
Wy[φ] =
∑
t∈T
atWmem(g
−1
t g
φ
t ) + δ
2
∑
e∈E
(θe − θφe )2
de
l2e , (6.2)
where at is the volume of triangle t, le is the length of edge e and de = 13 (at + at′) if e = t ∩ t′. In fact, it
can be shown that the simplified bending term in (6.2) can be derived formally from Wbend(B[φ]) by an appropriate
linearization [Hee16]. For a more rigorous discussion of the discretization of the bending term we refer to [CSM03]
and [GO19]. Again, it has been shown in [HRS+14] that the Hessian of (6.2) induces a Riemannian metric on the
space of triangle meshes modulo rigid body motions.
Now we define the shape space of discrete shellsM as the set of all triangle meshes with the same connectivity,
i.e. for two discrete shells y, y˜ ∈ M there is a 1-to-1 correspondence between all vertices, faces and edges. In
particular, a discrete shell y is uniquely described by its vector of vertex positions living in R3n. To this end, the
functional (y, y˜) 7→ W[y, y˜] required in the discrete Riemannian calculus is simply defined asW[y, y˜] := Wy[φ]
withWy given by (6.2) and φ is the unique discrete deformation such that y˜ = φ(y).
In the following, we will first consider a toy example (a deformation of a triangulated sphere) to investigate the
convergence behaviour of the discrete sectional curvature in the space of discrete shells when increasing the tem-
poral and/or spatial resolution as well as the dependence on the (squared) thickness µ := δ2 of the elastic material,
which we shall also denote as bending weight. Finally, we consider a family of almost isometric deformations of a
more complex cactus shape and compute sectional curvature patterns.
Sectional curvature near spherical discrete shell. Let y ∈ R3n be the vector of vertex positions of a trian-
gluation of the unit sphere S2 with vertices lying on S2. Furthermore, we consider tangent vectors v and w
corresponding to a stretching by a factor 32 in the first and second component of the vertex positions, respectively.
Figure 3 displays the decay of the relative error
∣∣κ−κτ
κ
∣∣ (v, w) and ∣∣∣κ−κ±τκ ∣∣∣ (v, w) as a function of the time step
size τ for different spatial resolutions and a bending weight µ = 10−3. Here, the value of the discrete sectional
curvature for the smallest time step τ = τmin was used as ground truth. As predicted by our analytical results,
we observe a quadratic convergence when using the central difference quotient and a convergence which is ex-
perimentally still better than linear but not yet quadratic when using the one-sided difference quotient. Figure 4
shows the experimental convergence of κ±τ for fixed τ = 10−2 and µ = 10−3 for decreasing grid size h of the
underlying triangular mesh as well as the dependence on the thickness parameter µ in the discrete shell model for
fixed τ and h. In fact, one observes second order convergence with respect to a uniform refinement of triangles as
well as a decay of the sectional curvature for decreasing values of µ.
10−2 10−1 100
10−3
10−2
10−1
100
101
τ
re
la
tiv
e
er
ro
r
n = 150
n = 625
n = 2500
n = 10000
n = 40000
10−2 10−1 100
10−4
10−3
10−2
10−1
100
τ
re
la
tiv
e
er
ro
r
Figure 3: Convergence of the discrete sectional curvature κτy(v, w) (left) and κ
±τ
y (v, w) (right) for a shape y
represented by the vertex vector in R3n of a triangulation of S2. We plot the relative error
∣∣κ−κτ
κ
∣∣ (left) as well as∣∣∣κ−κ±τκ ∣∣∣ (right) as a function of τ . The thin solid triangles have slope 2.
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Figure 4: Left: convergence of the discrete sectional curvature κ±τy (v, w) for decreasing spatial grid size h→ 0 of
the triangular mesh (using fixed τ = 0.01 and µ = 10−3). Right: dependence of the discrete sectional curvature
on the bending weight µ = δ2 (using fixed spatial resolution and τ = 0.01).
Sectional curvature for a triangulated cactus shape. As a more complex geometric model, we consider a tri-
angulated cactus having n = 5261 vertices and a vector of vertex positions y. We investigate different pairs of
displacement vectors as tangent vector arguments for the computation of sectional curvatures. In Figure 5, we con-
sider subspaces spanned by the eigenmodes vi of the Hessian of the elastic energy (6.2) and compute the sectional
curvature for all pairs from the set of eigenmodes of the lowest i = 1, . . . , 8 eigenvalues. All sectional curvatures
κij := κy(vi, vj) turn out to be negative. Furthermore, one observes varying values of sectional curvature reflect-
ing the specific type of coupling in the underlying pair of eigenmodes. In particular, |κij | turns out to be relatively
large if i, j ∈ {1, 2, 7}, since all of the corresponding modes represent a strong displacement of the right arm.
The same is observed with respect to the left arm if i, j ∈ {5, 6}. Furthermore, all two-dimensional subspaces
involving the vibration mode i = 4 are comparably flat. In this sense, the second order representation of the shell
space manifold reflects the physics of the underlying shell model.
1 2 3 4 5 6 7 8
1
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6
7
8
1 2 3 4
5 6 7 8
Figure 5: Sectional curvatures κij := κ±τy (vi, vj) for pairs of eigenmodes vi, i = 1, . . . , 8, at the discrete shell y
using µ = 10−2 and τ = 10−2. Left: Confusion matrix min(κ¯, |κij |)ij for κ¯ = 2.28 being the absolute value of
the 90th percentile of |(κij)ij |, with colour scale 0 κ¯. Right: Visualization of modes rendered
as expy(σvi) for i = 1, . . . , 4 (top) and i = 5, . . . , 8 (bottom), with σ = 0 solid and σ 6= 0 transparent.
In contrast, in Figure 6 we consider manually designed deformations φ1, . . . , φ16 of y. These deformations
are generated as follows: The foot of the cactus (i.e. the fixed handle region) is fixed while certain free handle
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regions (e.g. the top of the cactus, or tip of the arms) have been deformed smoothly in space. In Figure 6 (top
row) we show deformed shapes yi := φi(y) for i = 1, . . . , 16. Finally, we compute the sectional curvatures of
the subspaces spanned by pairs of the discrete logarithms vi of yi at y for i ∈ {1, . . . , 16} (computed for K = 8)
and show the corresponding confusion matrix with entries κij := κ±τy (vi, vj) for i, j ∈ {1, . . . , 16}. The colour
coding of the confusion matrix is as in Figure 5. Note that we display |κij | since κij < 0 for almost all choices
of i 6= j. Additionally, we take into account substantially different resolutions and tesselations of the triangulated
cactus model (grey, orange and green). However, the resulting pattern of the confusion matrices for the different
triangulations are still similar, although the scaling of the sectional curvatures varies. This appears to be related to
the fact that the discrete elastic energy Wy(φi) already differs significantly when comparing the grey, green and
orange model, respectively, as shown in the histogram in Figure 6. Compared to Figure 5, for this set of tangent
vectors (based on manual generation) a clearer separation of certain subspaces can be identified in the confusion
matrix. For example, the subset {v1, v2, v3} represents deformations which are solely supported on the left arm,
whereas the subset {v4, . . . , v10} represents deformations which are mainly supported on the right arm.
Positive sectional curvature and nonuniqueness of geodesics. It is well-known that estimates of the injectivity
radius of the exponential map on a manifold depend on sectional curvature bounds and in particular that positive
sectional curvature may be associated with nonuniqueness of geodesics. In Figure 7 we provide a corresponding
example in the space of discrete shells: We consider a flat rectangle with two bumps pointing in opposite directions,
where the height of the bumps is indicated by the parameters ζ and η. This example was first given in [HRWW12,
Fig. 5] to show nonuniqueness of shortest geodesics. Indeed, the extremal grey shells in Figure 7 correspond to
(ζ > 0, η < 0) and (ζ < 0, η > 0), respectively. Thus, to get from one shell to the other, both bumps need to be
flipped through. If the bumps are flipped through simultaneously, this induces a strong distortion energy since then
both bumps compete for in-plane area. Therefore, it is energetically more favourable to flip both bumps through
one after another, and indeed there are two shortest (discrete) geodesics connecting both shells (green and orange)
that only differ in the order of the flips. Intuitively this means that somewhere in between these two geodesics there
is a region in shell space that is avoided by geodesics since (thinking in terms of a chart) there the Riemannian
metric becomes large. At that point in the chart where the Riemannian metric is locally maximal the sectional
curvature should be positive. This intuition is confirmed by computing the sectional curvature at the central flat
rectangle in the directions of ζ and η, which turns out to almost reach the value 1000. As for the previous example,
we confirmed (but do not show here) robustness of this behaviour with respect to triangulation modifications and
convergence in τ and in the triangulation width.
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