Two vegeta on dynamic models (VDMs) were coupled to a soil-vegeta on-atmosphere transfer scheme aimed at simula ng water, heat, and CO 2 fl uxes and to a three-dimensional unsaturated fl ow and heat diff usion model allowing the study of heterogeneous soils and vegeta on. The VDMs diff er in reproducing gross photosynthesis. One was adapted from a daily model, while the other is a more complex model, needing the con nuous monitoring of CO 2 concentra on and a larger number of parameters, although it is useful for assessing feedback due to an increase in CO 2 concentra on. The two coupled models were validated on a half-hour me step through leaf area index (LAI), ground energy, and water fl ux measurements performed during the summer of 2007 and 2009 in an alfalfa (Medicago sa va L.) fi eld in the Mediterranean (southern Italy) and during the spring of 2001 in a predominantly C 3 grass covered fi eld (California). Furthermore, the models were used at the fi eld scale in numerical experiments for assessing the eff ects of model dimensionality on evapotranspira on, CO 2 fl ux, and LAI in the presence of fl at heterogeneous or sloping homogeneous terrains using both the fully three-dimensional soil water fl ow model and a simpler model allowing only ver cal fl ow. For the fl at terrain experiment, onedimensional modeling generally provided signifi cant diff erences in the simulated quan es with respect to the three-dimensional model, even though in some cases similar results were found. For the sloping terrain, one-dimensional modeling proved quite unsuitable for analyzing slope eff ects, while three-dimensional modeling allowed detailed descrip on of diff erent degrees of slope interac ons between soil moisture dynamics and surface fl uxes for diff erent slope angles.
The predicted increase in atmospheric CO 2 concentrations is driving the scientifi c community to further eff orts to fully understand the complex interactions between ecological systems and the hydrologic cycle. Various studies have already highlighted both the infl uence of vegetation properties on hydrologic processes and the role of soil moisture control on vegetation growth and on water, CO 2 , and energy fl uxes at the land surfaceatmosphere interface (e.g., Rodriguez-Iturbe et al., 2001; Porporato and Rodriguez-Iturbe, 2002) . Specifi cally, feedbacks owing to the increased atmospheric CO 2 concentration have been intensively analyzed through simulations at the plant scale (e.g., Gottschalck et al., 2001; Calvet and Soussana, 2001; Katul et al., 2009) up to the global scale (e.g., HendersonSellers et al., 1995; Douville et al., 2000; Kergoat et al., 2002; Boer and Arora, 2009 ).
For both ecological and hydrologic modeling, a primary objective is to enhance the coupling between VDMs and Soil-Vegetation-Atmosphere Transfer (SVAT) schemes, and between these and hydrologic models (Arora, 2002; Garcia-Quijano and Barros, 2005; Montaldo et al., 2008; Casanova and Judge, 2008) .
In the coupling of VDMs and SVAT schemes, a key role is assumed by photosynthesis, which links the C budget to the biomass budget (and hence to the water and energy budgets at the surface). For the modeling of this process, in a comprehensive review, Arora (2002) distinguished among the biochemical approach of Farquhar et al. (1980) , the constant light use effi ciency approach, and the C assimilation approach. Several ecological models coupling VDMs and SVAT schemes compute photosynthesis by means of rather complex methods that require much detailed information, seldom available in operational hydrology applications (e.g., Calvet et al., 1998; Cox et al., 1999; Arora, 2003) . Conversely, the soil compartment schematization has usually been quite coarse Daly et al., 2004) , even though few of these models have been developed in complex A new model coupling soil, vegetaon, and atmospheric processes was developed in a macroscopic cellular automata simulation environment directly compa ble with parallel programming. The model was tested to show the eff ects of simula on dimensionality (one or three dimensions) and the degree of soil heterogeneity on carbon dioxide, water, and heat fl uxes at the fi eld scale.
frameworks containing a two-or three-dimensional submodel for the simulation of vadose zone water fl ow (Biondini, 2001; Wu et al., 2007) .
From a hydrologic point of view, some models that include C dynamics and growth by means of simplified approaches are emerging, conceived to be used in analyses at the watershed scale (e.g., RHESSys [Tague and Band, 2004] , TOPOG [Vertessy et al., 1996] , and Macaque [Watson et al., 1999] ). Furthermore, several very detailed models have been developed for quantifying hydrologic controls on plant physiological mechanisms (e.g., Porporato et al., 2003; Daly et al., 2004) , even accounting for root uptake (Yuan and Lu, 2005; Varado et al., 2006; Yadav and Mathur, 2008) , mainly through one-dimensional soil water fl ux schemes hypothesizing average values of soil characteristics at the fi eld scale. Nevertheless, in cases where the description of soil water fl uxes is more detailed (e.g., at the plant scale: Doussan et al. [2006] and Javaux et al. [2008] , where the soil fl ow modeling approaches are two and three dimensional, respectively), a SVAT scheme or a VDM is very seldom coupled (Govind et al., 2009 ).
Recently, Cervarolo et al. (2010) presented a coupled model at the fi eld and hillslope scales to assess vegetation dynamics, heat and water fl uxes, and three-dimensional vadose zone fl ow. Th e general scheme of the SVAT model was based on the classical solution of water and energy balance equations, while the main characteristics of the VDM were achieved from the model suggested by Montaldo et al. (2005 Montaldo et al. ( , 2008 , in its turn derived from Cayrol et al. (2000a,b) and Nouvellon et al. (2000) . Even though vegetation dynamics are accurately described, the coupled model does not assess feedback from the increase in CO 2 concentration because it does not require atmospheric CO 2 concentration as input.
Th e joint VDM-SVAT model was coupled with a very detailed three-dimensional unsaturated fl ow and heat diff usion model, using a macroscopic cellular automata (CA) approach (Mendicino et al., 2006) . Th is extends the classical CA approach to deal directly with the macroscopic variables associated with the representative elementary volume of the physical system under consideration (Di , preserving the CA feature of being directly compatible with parallel programming (Toff oli and Margolus, 1987; Crutchfi eld et al., 2002) . Th is model is characterized by the potential of its CA high-performance environment, which can allow the development of a wider modeling aimed at describing the interacting ecohydrologic processes (vegetation dynamics, soil-vegetation-atmosphere transfer processes, and soil and surface water fl ow) at a high resolution (even some decimeters) for large areas.
Th is study addressed the following two objectives: (i) adding and validating an alternative method to the coupled model for the estimate of photosynthesis, accounting for the atmospheric CO 2 concentration; and (ii) through numerical experiments performed with the validated model, assessing at the fi eld scale the importance of reproducing interactions among energy fl uxes, CO 2 fl uxes, biomass and heterogeneous or sloping terrain, carefully accounting for three-dimensional fl ux in the vadose zone. Several studies assessing the infl uence of the spatial variability of soil hydraulic properties on surface fl uxes (e.g., Braud et al., 1995; Braud, 1998; Kollet, 2009 ) simulated fl ow in the vadose zone according to the "stream tube" concept, where the heterogeneous fi eld is conceptualized as a series of uniform stream tubes or parallel columns, but did not assess the validity of this assumption through a comparison with multidimensional fl ow models (e.g., Vrugt et al., 2001) . We simulated vegetation growth, evapotranspiration, and C fl ux, achieved through either a three-dimensional unsaturated fl ow scheme or a simpler approach allowing only vertical fl ows along soil columns. Numerical simulations were run that assumed either a fl at terrain with heterogeneous hydraulic conductivity or a sloping terrain.
Model Descrip on
Starting from the study of Cervarolo et al. (2010) , who provided an extensive description of the fully coupled modeld, we propose an additional VDM, mainly diff ering from the original scheme in the computation of photosynthesis. Even though both VDMs are based on a C assimilation approach, the original scheme computed the daily gross photosynthesis as a fraction of the potential photosynthesis. Th is, in turn, was estimated by means of a leaf photochemical effi ciency function. Th e new model directly calculates the daily gross photosynthesis, based on the diff erence between internal leaf and atmospheric CO 2 concentrations, which explicitly requires fi eld measurements of the latter quantity.
Th e two VDMs provide the estimate of the LAI (m 2 m −2 ), which is used within the SVAT model for energy partitioning between the soil and vegetation. Th e SVAT model, interacting with the threedimensional unsaturated fl ow and heat diff usion model, derives the values of some stress functions needed to determine the stomatal resistance, which are also used by VDMs (directly or within the calculated stomatal resistance) to estimate photosynthesis. Th e parameters used in the fully coupled model and their values are summarized in Appendix 1, while the model meteorological inputs are shown in Appendix 2.
The Soil-Vegeta on-Atmosphere Transfer Model
Th e general scheme of the SVAT model is based on the classical solution of water and energy balance equations, following Noilhan and Planton (1989) and Mengelkamp et al. (1999) , and predicts water and energy fl ux dynamics on a half-hour time step. Assuming that no heat or water are stored at the surface, the energy balance is given by
where R n is net radiation, G is soil heat fl ux, H is sensible heat fl ux, and λE is latent heat fl ux (all in W m −2 ); upward fl uxes are positive and downward fl uxes are negative. In the model, net radiation, soil heat fl ux, and sensible heat fl ux equations are applied to the whole land cover, while latent heat fl ux is partitioned between bare and vegetated surfaces (even though T s is unique, i.e., it is assumed to be the same for the two surfaces). Th e drag coeffi cients C H (dimensionless) and C Q ? C H are estimated following Noilhan and Mahfouf (1996) , who modifi ed the formulation of Louis (1979) to consider diff erent roughness lengths for heat z 0h and momentum z 0m (Mascart et al., 1995) . Also, interception is accounted for in the canopy reservoir, whose capacity is a function of the LAI, which is modeled according to Mengelkamp et al. (1999) .
Th e stress functions f 1 , f 2 , and f 3 , referring to the estimate of the stomatal resistance of the canopy r C (s m −1 ), account for the eff ects of soil moisture (θ) in the root zone, air temperature (T a ), and the vapor pressure defi cit (VPD). Two of them are used also in the VDMs. Th e soil moisture eff ect can be expressed as
where θ wp and θ l are the wilting point and a critical water content, respectively. Th e temperature eff ect is calculated as (Nouvellon et al., 2000) ( ) 
where T opt,max and T opt,min (°C) are characteristics of plant types (Larcher, 1995) . Finally, the eff ect of the VPD (kg m −3 ) on stomata opening is calculated as (Jarvis, 1976) ( )
where ω (m 3 kg −1 ) is the slope of the f 3 equation.
Finally, root-water uptake, needed for transpiration from the dry foliage, E tr , is managed within the CA environment, explained below.
The Vegeta on Dynamic Models
If grass coverage is assumed, three C compartments, corresponding to three separate biomass states, can be considered within the VDM: green shoots, B g ; dead shoots, B d ; and living roots, B r (g dry matter m −2 ). Th ey can be simulated on a daily time step by means of the following ordinary diff erential equations (Nouvellon et al., 2000; Cayrol et al., 2000a,b) :
where P g is the daily gross photosynthesis, T ra is the translocation of carbohydrates from roots to the living aboveground biomass (negligible because it is very small with respect to the others; Montaldo et al., 2005) , R g and R r are the total daily respiration of aerial and root compartments, S g and S r represent biomass losses of living shoots and living roots due to senescence, and L a represents Brutsaert, 1982, Eq. [6.10] ); σ, Stefan−Boltzmann constant; T s , surface temperature; k s , thermal conductivity; T′, temperature at depth Δz′; Δz′ (? 0.02 m); ρ, air density; c p , heat capacity of air at constant pressure; C H , drag coeffi cient; u a , wind velocity; Θ s and Θ a , surface and air potential temperatures, respectively; k e , extinction coeffi cient of radiation from zenith in the canopy; LAI, leaf area index; C Q , drag coeffi cient; α soil , relative humidity at the ground surface; q sat (T s ), saturation-specifi c humidity at T s ; q a , air-specifi c humidity; δ w , wet fraction of the foliage; r ST,min , minimum stomatal resistance; f 1 , f 2 , and f 3 , stress functions; θ, soil moisture; VPD, vapor pressure defi cit.
litterfall. Carbon fi xed through photosynthesis is partitioned between shoots and roots according to the allocation coeffi cients (a a + a r = 1). All the terms in right-hand sides of the equations are expressed in grams of dry matter per square meter per day, except a a and a r , which are dimensionless.
Tightly correlated to the biomass budget is the C budget. Net photosynthesis, Fc (g m −2 s −1 ), is simulated on a half-hour time step and it can be defi ned as the sum of a term related to vegetation, Fc veg , and a term related to bare soil, Fc bs :
where veg is the fractional vegetation cover and Fc veg is estimated as
and Fc bs is the opposite of soil respiration, R soil (i.e., Fc bs = − R soil ).
Th e equations of the biomass and C budget terms are shown in Table 2 . Th e key term of the VDM, P g , is estimated using two approaches: one was adapted from a daily model by Montaldo et al. (2005) ; the other, based on the approach proposed by Cayrol et al. (2000a,b) , is less versatile because it needs CO 2 concentration, C a , as input, but it can be used in atmospheric C enrichment scenarios. In this model, the stress functions f 1 and f 3 are used in the equation for r ST ′ (Table 2) , containing the minimum stomatal resistance, while for the term r r ′, including the minimum residual resistance to CO 2 transfer r r,min , another stress function, g 2 , which depends on T a , is used (Cayrol et al., 2000b) :
Equations leading to the estimate of the leaf internal CO 2 concentration (C i ) are derived from schemes suggested by Jacobs et al. (1996) , Calvet et al. (1998) , and Verhoef and Allen (2000) , but the leaf surface CO 2 concentration C s is estimated by substituting the boundary layer resistance from the leaf surface to the air (see, e.g., Bonan, 2008, Eq. [17.2] ) with the aerodynamic resistance r a . Finally, the specifi c humidity defi cit at the leaf surface D s = q sat (T s ) − q a , where q sat is the saturation specifi c humidity and q a is the air specifi c humidity, is determined by considering the overall surface temperature estimated by solving Eq.
[1] as equal to the leaf surface temperature. Fraction of incident photosynthetically active radiation absorbed by the canopy
Photosynthesis (Cayrol et al., 2000a,b 
Litterfall L a = k a B d † PAR, photosynthetically active radiation; r a , aerodynamic resistance; r ST,min , minimum stomatal resistance; r C , stomatal resistance of the canopy; a 0 , a 1 , and a 2 , photochemical effi ciency parameters; k PAR , extinction coeffi cient of radiation in the canopy; LAI, leaf area index; C a , CO 2 concentration; r ST ′ = r ST,min [ f 1 (θ) f 3 (VPD)] −1 , where f 1 and f 3 are stress functions, θ is moisture content, and VPD is vapor pressure defi cit; r r ′ = r r,min g 2 (T a ), where r r,min is the minimum residual resistance to CO 2 transfer, g 2 is a stress function, and T a is air temperature; PAR s , photosynthetically active radiation level for stomata half closure; PAR r , photosynthetically active radiation level for residual resistance to CO 2 transfer; f, derived function of specifi c humidity defi cit; Γ(@25), CO 2 compensation concentration at 25°C; D s , specifi c humidity defi cit at the leaf surface; D s,max , value of D s when the stomata are completely closed; ξ a , and ξ r , translocation coeffi cients; Ω, allocation parameter; λ s = exp(−k e LAI) and ξ a + ξ r = 1, where k e is the extinction coeffi cient of radiation from the zenith in the canopy; m a , maintenance respiration coeffi cient for aerial biomass; B g , dead shoots; g a , growth respiration coeffi cient for aboveground biomass; m r , maintenance respiration coeffi cient for root biomass; B r , living roots; g r , growth respiration coeffi cient for root biomass; f 4 (T) = Q 10 Tm/10 , where Q 10 is the temperature coeffi cient in the respiration process and T m is the daily average temperature; a soil , ; b soil , ; θ 10 and T s10 , soil moisture and temperature at the 0.1-m depth, respectively; d g , death rate of aboveground biomass; d r , death rate of root biomass; k a , rate of standing biomass downed by rain; B d , dead shoots.
For the other physical processes simulated by VDMs, allocation is estimated following Arora and Boer (2005) , plant respiration equations were derived from Nouvellon et al. (2000) and Cayrol et al. (2000b) , while soil respiration was obtained from Norman et al. (1992) . Th e senescence and mortality equations were also derived by Nouvellon et al. (2000) .
Green and dead leaf area indices, LAI g and LAI d , are estimated from the biomass through linear relationships (Nouvellon et al., 2000) :
where c d is the specifi c leaf area of the dead biomass and c g is the specifi c leaf area of the aerial green biomass. Th e overall LAI is fi nally determined as
Fully Coupled Model in the Cellular Automata Simula on Environment
Th e SVAT and the two VDMs were coupled to a three-dimensional unsaturated fl ow model developed through a simulation environment based on macroscopic CA (Mendicino et al., 2006) . Th rough this approach, a direct discrete formulation of the mass balance equation is allowed, avoiding the need to go down to the diff erential form and then go up again to the discrete form and permitting direct application of the elementary physical laws to small uniform regions of the fi eld (i.e., the fi nite automata). Furthermore, Mendicino et al. (2006) showed that the discrete saturated-unsaturated fl ow equation converges to the solution of the Richards equation, hence the CA unsaturated fl ow model follows a three-dimensional Richards approach. To calculate the soil temperature at diff erent depths, the original model was improved with a three-dimensional soil heat diff usion module.
Th e schematic coupling of the SVAT scheme, the VDM, and the unsaturated fl ow model is shown in its entirety in Fig. 1 . Th e soil water fl uxes are simulated using an adaptive time step (some seconds); the energy, CO 2 , and water fl uxes at the interface are simulated at a half-hour time step instead; fi nally, the LAI is computed daily, recalling from the SVAT and the soil water fl ow modules the average values of the variables needed for the biomass budget (e.g., daily average temperature and soil moisture in the root zone). It is possible to observe in Fig. 1 the capacity for exchanging water and heat in the soil in both the vertical and horizontal directions for each cell of the CA. Figure 1 also shows the case of the atmospheresurface boundary, where variables of the SVAT scheme and of the VDMs are calculated, with only vertical fl uxes allowed, neglecting all horizontal interactions (i.e., advective phenomena, not easy to measure with eddy covariance systems, are not taken into account).
Th e CA structure easily allows the whole plot to be divided into several groups of cells, which can be managed by diff erent processors of a parallel computing system.
Th e exchange of water does not happen only through the surfaceatmosphere interface but also along the root-soil interface. For each cell i aff ected by the presence of roots, if the water content θ i is higher than the wilting point, θ wp , the amount of water extracted for transpiration E tr i is given as ( )
where N is the number of cells comprising the root zone. Alhough it is very simple, the proposed θ-based formulation (e.g., Feddes et al., 1976 ) is able to take into account the root effi ciency with respect to soil moisture conditions. With the aim of avoiding any new parameter, the root density was considered to be a constant (2010) . Th e water is exchanged in the soil in both vertical and horizontal directions, while at the atmospheric-surface boundary only vertical fl uxes are allowed. Th e water surplus at the surface is not shown because it was not taken into account in the model. Th e green continuous lines indicate the direct linkages between leaf area index (LAI) and the water and energy balances, while the red dashed lines indicate the direct linkages between soil moisture content and the three surface balances. See Appendices 1 and 2 for symbol defi nitions; R ld is leaf drip from the foliage and R(α soil ) is a resistance term to evaporation from bare soil.
with depth (Feddes et al., 1978) . Th is hypothesis does not aff ect the results because Lai and Katul (2000) showed that the vertical root-density distribution is not the primary variable used to allocate water uptake in diff erent soil layers. [1959] [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] and the mean annual temperature is 16.3°C (Camp Pardee, CA, 1961 -1990 . Concerning vegetative cover, at the Paglialonga site alfalfa and corn (Zea mays L.) are cultivated in the spring and summer period, while the Vaira Ranch site is a grazed grassland opening into an oak-grass woodland.
Study Areas
Data from the Vaira Ranch site is a part of the Fluxnet database, a network of regional networks coordinating regional and global analysis of observations from micrometeorological tower sites. Th e general experiment setup and conditions have been widely described in Baldocchi et al. (2004) and Montaldo et al. (2005) . Th e Paglialonga site has been managed since April 2006 by the Soil Conservation Department of the University of Calabria and provides the following hydrometeorological data at half-hour time resolution: precipitation, wind speed and direction, relative humidity, air temperature, surface temperature, soil temperature at 0.02 and 0.08 m, net radiation, soil heat fl ux, soil moisture measurements at 0.10, 0.20, 0.30, and 0.50 m depths, and latent heat fl ux, sensible heat fl ux, and CO 2 fl ux estimated by an eddy covariance system (CSAT-3 sonic anemometer, Campbell Scientifi c, Logan, UT, and LICOR-7500 CO2/ H2O infrared gas analyzer, LI-COR Biosciences, Lincoln, NE). Soil water content is periodically measured around the station through a portable time domain refl ectometer (Trase System, Soilmoisture Equipment Corp., Goleta, CA) and, since 2008, a portable ceptometer is available for measuring the LAI and the photosynthetically active radiation (PAR). An extended description of the micrometeorological station at the Paglialonga site was provided by Cervarolo et al. (2010) . Hydraulic characterization of the soil (performed through in situ measurements with tensiometers, tension infi ltrometers, and a portable time domain refl ectometer), together with the assessment of thermal properties (whose parameters were involved also in the calibration process) were described in Cervarolo et al. (2010) . Th e parameters of the van Genuchten (1980) equations and soil thermal conductivity and diff usivity (for which homogeneous hydraulic and thermal properties were considered) are shown in Appendix 1. Table 1 ), which was used to estimate LAI values for 2007. Furthermore, because continuous PAR measurements were not available for Paglialonga, absorbed PAR (aPAR) was determined using the following equation (Verhoef and Allen, 2000) :
Results

Calibra on and Valida on of the Model
where R t is incoming shortwave radiation (W m −2 ). Even though the soil water diff usion model is three dimensional, the plot was actually analyzed through a one-dimensional scheme. Th is was due to the fact that the plot was in a fl at area and to the assumptions (not far from reality) of homogeneous hydraulic and thermal properties, soil use, and initial and boundary conditions. Hence, model tests using fi eld data were performed considering only a vertical column, not with the aim of assessing the three-dimensional modeling performance but of validating the coupled VDM-SVAT schemes with spatially homogeneous parameters and conditions, allowing problems due to diff erent representative areas of instruments monitoring the main energy balance components to be overcome.
The simulated soil volume was 1.50 m deep, and schematized through 51 cells with a 0.03-m vertical resolution and a 0.3-m square horizontal resolution, considering a 1.00-m root zone. In 2009, soil water content measurements were performed up to a depth of 0.50 m, where the observed values were almost at fi eld capacity. For this reason, the bottom boundary condition considered was saturated soil and, for the initial conditions, a linearly decreasing matric water potential from the bottom up to the depth of z = −0.50 m was hypothesized. From this depth to the topographic surface, the soil moisture was measured. In 2007, observed soil water content values were not available so the same initial and boundary conditions as for the previous test were assumed.
The calibration methodology followed for the coupled model with VDM-I was subdivided into four steps. Th e fi rst three steps, where different groups of parameters were progressively calibrated with respect to energy fluxes, CO 2 flux, and LAI, were performed using the soft ware PEST (Waterloo Hydrogeologic Inc., Waterloo, ON, Canada), based on the Gauss-Marquardt-Levenberg method aimed at minimizing the weighted sum of squared diff erences between model-generated values and those actually measured in the fi eld. In the fourth step, a trial-anderror procedure was followed to further reduce two statistical indices, the mean absolute error (MAE) and the Nash and Sutcliff e (1970) 2007) . Th e left column shows the results of the vegetation dynamic model VDM-I (Montaldo et al., 2005) , the right column the results of VDM-II (Cayrol et al., 2000a,b) . Th e LAI results are shown together in the bottom graph. Th e slope of the regression curves and the regression coeffi cients are also shown.
indicating also a good estimation of the CO 2 fl ux (Wilson et al., 2002) .
A comparison of observed against simulated data is shown in Fig. 2 , while statistics are shown in Table 3 . From both Table 3 and Fig. 2 (where radiative fl uxes are not shown), it is possible to observe analogous performances using either VDM-I or VDM-II. Specifi cally, reliable results were achieved for R n , CO 2 fl ux, H, and λE (for turbulent fl uxes, some diff erences can be explained by errors in the measurements, e.g., not fully developed turbulence in the fourth from the last day, where quite low values of friction velocity were recorded), while the results for G were better in the daytime than in the nighttime, when a constant underestimation in simulated data was observed, leading to not very good statistics. Th e positive performances in simulating CO 2 fl ux also led the models to fi t six LAI fi eld measurements reasonably, even though the statistics in Table 3 show that the behavior of VDM-I was slightly better than VDM-II.
Finally, because for this test case observed soil moisture was not available, a comparison between observed and simulated data was not possible. Also in this case, however, the results provided by the two models were almost the same and, within the analyzed 16-d simulated soil moisture values, showed very slight changes, most probably because of upward water movement from deeper soil layers (saturated lower boundary conditions) continuously feeding the shallow layers.
In the 51-d validation period, an average air temperature of 27.4°C was recorded, with an average daily range of 16.6°C (maximum = 42.7°C and minimum = 14.9°C) and cumulative precipitation of about 10 mm (almost all concentrated in the aft ernoon of 30 June, DOY 181). Th e closure of the energy balance obtained through the eddy covariance system was 75%, which represents an acceptable value for this longer period characterized by two almost complete alfalfa regrowth cycles. Th e fi rst cycle was from 25 June (the date of the last harvest before the beginning of the analyzed period) to 20 July (DOY 201, when alfalfa was harvested), and the second from 20 July to 16 August.
Statistics of the radiative, turbulent, and CO 2 fl ux simulations and LAI are shown in Table 4 , while the time evolution of the observed and simulated data is shown in Fig. 3 , with the aim of both graphically comparing them and highlighting the two growth periods. Statistics largely confi rmed the results achieved in the calibration test case, with very high performances for R n , positive performances for λE and CO 2 fl ux, and poor results for G. For H, even though the MAE was reduced (owing to lower average observed values), a decrease in E 2 was observed. Reduced closure of the observed energy balance does not signifi cantly aff ect the comparison between the simulated and measured turbulent fl uxes (e.g., there are not biases or constant overestimations), even though the average value of the simulated fl uxes was almost 10% higher than the observed fl uxes. Outputs provided by the models were comparable, even though some not insignifi cant diff erences can be observed from Fig. 3 . Specifi cally, in the last days of the fi rst growth period, higher peak values of CO 2 fl ux are shown for VDM-II, causing an increase in the simulated LAI. Th e statistics in Table 4 show that the LAI results, compared with 14 fi eld measurements, were in this case clearly better for the VDM-I model.
Th e results of the soil moisture simulation are shown in Fig. 4 , where they are compared with continuously observed values at depths of 0.2, 0.3, and 0.5 m (measurements at the depth of 0.1 m were not available). Th e observed and simulated soil moisture values were the same, with an overall decreasing trend (higher reductions were observed in the shallower layer), but the responses of the modeled and actual values to precipitation on DOY 181 were diff erent. Th e simulated results were much more sensitive to precipitation, showing soil moisture peaks during DOY 181 and quicker reductions of soil water content; the observed soil moisture showed no clear peaks but higher values were maintained at all the analyzed depths during the days following the rainfall event, meaning that the wetting front reached deeper soil layers later but it remained there for a longer time. Hence, the simulated vertical soil water fl ow was faster than the actual fl ow, with quicker reactions to precipitation and redistribution. Furthermore, in the last days of the analyzed period, the observed and simulated soil moisture values at depths of 0.3 and 0.5 m were almost constant, while at the depth of 0.2 m they were slightly decreasing, with a more marked decrease for the simulated series. Diff erences between observed and simulated soil moisture distributions could be explained with a measured average saturated hydraulic conductivity (K s ) in the fi eld diff erent (higher) from the "actual" K s of the analyzed soil column. Specifi cally, the tension infi ltrometer used for soil characterization could provide information only for the fi rst centimeters of soil, while K s is probably not constant but is variable with depth.
Vaira Ranch Test Case
A further validation of the model was performed using the data from a predominantly C3-grass-covered fi eld (veg ? 0. fl ux data were not available, but a "proxy" value, i.e., LAI, was well simulated by both models even in the senescence phase. Outputs of the models were very close to each other; nevertheless, in this case also LAI performances were better for the VDM-I model, as is shown by the statistics in Table 5 .
Soil moisture measurements, with a root zone that was 0.5 m deep, were available at depths of 0.1 and 0.2 m; hence the lower boundary conditions (at 0.5 m) were calibrated to match soil moisture changes. Figure 5 also shows a good fi t between the observed and simulated soil water content (diff erences due to oscillations in the observed soil moisture at the 0.2-m depth were neglected because they were not present in the observed 0.1-m-depth series and seemed to be due to instrumental errors).
In the Vaira Ranch test case, VDM-II also proved to be a reliable model to reproduce energy fl uxes, LAI, and soil moisture, with results comparable to VDM-I. Hence, aft er an analysis of the whole 93-d period, model calibration was considered successful.
Three-Dimensional Analysis
Th e model capability to reproduce vegetative growth and surface fl uxes with only one-dimensional soil water fl ow has been shown above. Nevertheless, a three-dimensional unsaturated fl ow component was successfully tested by Mendicino et al. (2006) with several numerical benchmarks, and its reliability is being positively assessed by means of geophysical laboratory measurements (unpublished data, 2008) . Th e coupled VDM-SVAT-three-dimensional fl ow model was applied to some multidimensional numerical test cases, where lateral soil water fl ow eff ects on vegetation growth, evapotranspiration, and C fl ux were not negligible, using either a fully three-dimensional unsaturated fl ow scheme or a one-dimensional approach allowing only vertical fl ows. Specifi cally, the numerical experiments were for a fl at terrain with heterogeneous hydraulic conductivity and a sloping terrain with homogeneous hydraulic properties.
Flat Terrain with Heterogeneous Hydraulic Conduc vity
Th e three-dimensional plot hypothesized for this experiment was 6 m long in the x and y directions and 1.5 m deep in the z direction and was subdivided into 22,491 (21 × 21 × 51) cells, each one 0.3 by 0.3 by 0.03 m. Vegetation and soil parameters, initial and boundary conditions, and meteorological forcings were the same as for the calibration test case at Paglialonga. Th ree K s distribution patterns were applied, gradually increasing the heterogeneity of the plot:
• Pattern (a): K s was supposed uniform along the plot and equal to the value shown in Appendix 1, eff ectively reducing the problem to a one-dimensional scheme;
• Pattern (b): K s was lognormally distributed in the x and y directions according to Nielsen et al. (1973) , Russo and Bresler (1981) , Hopmans and Stricker (1989) , and Clausnitzer et al. (1992) , but in each of the 21 × 21 = 441 soil columns it was assumed constant;
• Pattern (c): the lognormal distribution of K s was extended to the cells belonging to each soil column, achieving a completely random distribution in the three-dimensional space.
Th e mean of the lognormal distribution was set equal to the value shown in Appendix 1, while the standard deviation was assumed to be higher than that obtained by means of fi eld measurements and equal to 1 × 10 −5 m s −1 . In order to prevent numerical instability, distribution tails (<5 and >95%) were not considered.
Th e fully three-dimensional unsaturated fl ow (3D) model, permitting water exchange among all neighboring cells, allowed lateral fl ow among soil columns. For the simplifi ed scheme allowing only vertical fl ows (1D), soil columns were hypothesized to be independent from each others, avoiding lateral transfer of water. Hence, the results provided by four versions of the model, namely VDM-I 1D, VDM-I 3D, VDM-II 1D, and VDM-II 3D, compared at the same time the eff ects of the two VDMs and of the two unsaturated fl ow models with three distribution patterns of K s , namely Patterns (a), (b), and (c). Figure 6 shows the change with time of mean of the volumetric water content (θ) within the plot at the surface at depths of 0.42, 0.78, and 1.17 m. Generally, little diff erence in the mean soil moisture profi les of the numerical simulations was observed owing to the bottom boundary condition of saturated soil, which acted as a continuous source of water for lower layers of the plot, making the vertical soil water fl uxes more important than the horizontal ones. In this way, the differences between the one-and threedimensional simulations were reduced; nevertheless, they were not negligible for either VDM-I or VDM-II at the surface and, to a lesser degree, at a depth of 0.42 m. Specifi cally, for almost all the days, the highest soil water content at the surface was provided by VDM 1D(b) (0.219 at the 15th d), while the lowest was provided by VDM 1D(c) (0.186 at the 15th d).
Th e opposite behavior of the one-dimensional models, depending on Patterns (b) or (c), together with their diff erences with respect to the three-dimensional models, can be explained by analyzing the θ values at the 15th d. For Pattern (b), i.e., the case of constant K s values along the soil column, Fig. 7 shows a comparison between surface θ of each of the 441 soil columns of the plot on the 15th d and the respective K s values for the VDM-I 1D and VDM-I 3D models. A practically one-to-one correspondence is observed for the 1D model, meaning that soil water fl uxes and soil-atmosphere interactions strongly depend on the K s values assigned to the soil columns: if these are lower than the mean value, the fl uxes from below are very reduced, but if they are higher, the fl uxes are augmented, increasing the θ values at the surface and throughout the whole column. Th e behavior of the three-dimensional model was diff erent: columns with low K s values showed higher θ values than the one-dimensional model because they received water from the neighboring columns, but lateral water redistribution led to lower θ values for the columns with high K s values and to an overall lower soil water content at the surface.
For Pattern (c), i.e., the case of completely random lognormally distributed K s values along the soil columns of the plot, the 3D models at the surface showed higher θ mean values because they allowed water to move upward toward the dry surface along diff erent paths, while in the 1D models, cells with lower K s values could signifi cantly reduce upward water movement. Diff erences between the one-and three-dimensional models in Pattern (c) can be better appreciated from Fig. 8 , where vertical soil profi les at y = 3.0 m aft er 15 d for the VDM-II 1D (left graph) and VDM-II 3D (center) models are shown. For the two models, the average soil moisture value with depth is very similar, but at the same depth, the variance of θ is higher in the 1D model due to lower values of saturated hydraulic conductivity, which, in some soil columns, deeply infl uenced upward water movements. An example is provided for the soil column centered at x = 1.8 m and y = 3.0 m (between the white dashed lines in the fi gure), whose water content is described in the right-hand graph of Fig. 8 , together with the corresponding values of K s . Th is graph shows that from the bottom of the plot up to about a depth of 0.54 m, the soil water content is almost the same; then a Δθ ? 0.08 suddenly appears owing to a rapid change in the onedimensional profile, a change that continues to the surface. Th e sudden step in this soil water content profi le is due to very low K s values for cells at depths of 0.54 and 0.51 m, slowing down upward water movement, and to the higher K s value for the cell at the depth of 0.48 m, making easier water exchanges. Th us, at this depth water easily moves upward, but not as much water comes from lower layers, generating a sudden change in the soil water content profile.
Because in the 3D model water is not constrained to fl ow upward only through the soil column centered at x = 1.8 m and y = 3.0 m, for that model no abrupt soil water content variations through the soil column can be observed.
Differences in soil water flux modeling deeply affect CO 2 flux, LAI evolution, and evapotranspiration. Figure 9 shows the cumulated net photosynthesis, LAI evolution, and cumulated evapotranspiration using VDM-I and VDM-II, considering the three K s distribution patterns. Net photosynthesis was higher for both the VDMs, using the 1D(b) version, which is the condition ensuring the highest soil moisture at the surface, as was discussed above. Numerical experiments showed that the eff ects due to the model dimensionality had to be assessed depending on the soil heterogeneity pattern. Specifi cally, if the observed K s distribution in the fi eld follows Pattern (b), assuming an average K s value and a onedimensional model would overestimate the evapotranspiration results achieved by means of a fully three-dimensional model [in Fig. 9 , the Model 1D(a) results are higher than the Model 3D(b) results]; on the contrary, with an observed K s distribution in the fi eld similar to Pattern (c), using either a fully three-dimensional model or a simpler one-dimensional scheme with an average K s value leads to similar results in terms of cumulated evapotranspiration [1D(a) results and 3D(c) results in Fig. 9 ].
As an example of the diff erent eff ects of the 1D and 3D models, Fig. 10 shows the LAI and cumulated evapotranspiration spatial distribution aft er 15 d obtained from the VDM-II 1D(c) and VDM-II 3D(c) models. The spatial patterns of these quantities are comparable but not equal (the cell-to-cell correlation r is 0.61 for 1D LAI and 1D ET cum , 0.64 for 3D LAI and 3D ET cum , 0.76 for 1D LAI and 3D LAI, 0.69 for 1D ET cum and 3D ET cum ). Specifically, the not very high correlations between LAI and ET cum in both the 1D and 3D simulations are due to the fact that cumulated evapotranspiration is aff ected not only by the fi nal LAI status but also by diff erent growth rates of vegetation in the plot.
Sloping Terrain with Homogeneous Hydraulic Conduc vity
For this numerical experiment, a twodimensional plot was hypothesized, 30 m long in the horizontal direction (101 cells with sides of 0.3 m) and 1.5 m deep (51 cells with sides of 0.03 m). Several simulations were run for this plot assuming diff erent but homogeneous slopes (0, 15, 30, and 45°) . Numerical modeling accounted for the geometry of fl ow: applying the mass balance equation, the fl ow path and the fl ow area (normal to the fl ow path) between neighboring cells were calculated according to the slope. As in the previous experiment, vegetation and soil parameters, initial conditions, and meteorological forcings were the same as the calibration test case at Paglialonga, but no-fl ux lateral and bottom boundary conditions were assumed, with the aim of highlighting only the combined eff ects of soil water reduction due to evapotranspiration and redistribution due to gravity. For the same reason, K s was assumed constant and equal to the value in Appendix 1. Because previous analyses had demonstrated that the VDMs generally showed a similar behavior, only VDM-I was used for this numerical experiment, using either a one-dimensional (1D model) or a three-dimensional approach (3D model).
Whatever slope was considered for the 1D model, it did not aff ect the soil moisture and fl uxes results. Th is is clear because the initial conditions and forcings were uniform along the plot and lateral fl ux due to gravity was not allowed. Figure 11 shows results of the 1D model for cumulated evapotranspiration, LAI, and soil moisture on the 15th d for the fi rst and the last 5 m of the plot with slope = 30°. Soil moisture isolines are parallel and LAI and evapotranspiration values are constant along the surface (0.95 for LAI and 20.5 mm for cumulated ET). Th ese results would be exactly the same for the 1D model with any other degree of slope, and they also are equal to the results achieved with the 3D model and slope = 0° (in this case, no gravitational eff ects infl uence neighboring columns even though lateral soil water fl ux is allowed).
Th e 3D model simulations, however, were sensitive to the degree of slope. Figures 12 to 14 show the results achieved with slopes of 15, 30, and 45°. Concerning soil moisture, in every case a reduction of soil water content can be observed in the higher zones of the plot owing to downward drainage and, for the same reason, an increase in the lower zones can be observed. Changes in soil moisture conditions are more evident with higher slopes because gravitational eff ects become stronger. Owing to the time length of the simulation (15 d), these changes clearly aff ect only the edges of the plot, but if the experiment were continued, soil moisture reduction would propagate from the higher soil columns to the lower ones. At the edges of the plot, the eff ects on cumulated ET and LAI are also more evident. As expected, the values of these quantities are higher for the wetter (lower) soil columns and lower for the drier (higher) ones. Nevertheless, the peak values change with the degree of slope. For LAI it is 1.15, 1.77, and 2.20, for slopes of 15, 30, and 45°, respectively, while for cumulated ET it is 49.8, 91.6, and 102.7 mm, respectively.
In the middle of the plot, the soil moisture distribution aft er 15 d is constant with depth (parallel isolines) for all slopes analyzed owing to the establishment of stationary fl ow not yet disturbed by the soil moisture reduction that aff ects the higher columns. Corresponding LAI and cumulated ET are constant as well along the surface, but also in this case their values depend on the degree of slope, the mean LAI being 1.16, 1.37, and 1.45 and the mean cumulated ET equal to 44.6, 67.0, and 73.0 mm for slopes of 15, 30, and 45°, respectively. If the values for a slope of 0° reported above (LAI = 0.95 and cumulated ET = 20.5 mm) are added to these results, a clear increasiing trend for LAI and cumulated ET with increasing slope can be seen for the 15 d of the simulation. Th is is due to the faster soil water redistribution, allowing more soil moisture coming from higher in the plot for the greater part of the soil columns. Of course faster redistribution means faster drying of the higher zones of the plot, as can be observed from Fig. 12 to 14, where isolines representing the higher values of soil water content progressively move away from the right-hand border of the plot, going from a slope of 15° (Fig. 12 ) to a slope of 45° (Fig. 14) . Finally, it is worth recalling that the 1D model was not able at all to represent the processes described.
Conclusions
Validation of an alternative VDM (VDM-II) was performed during 93 d of observed data, including vegetative growth periods in 2007 and 2009 (alfalfa in southern Italy) and senescence in 2001 (C3 grass in California). Th e most important feature of the new approach is its explicit dependence on diff erences between measured CO 2 concentrations and calculated leaf internal CO 2 concentrations, allowing it to be used for assessing feedback due to the global increase in atmospheric CO 2 concentrations. Th is new model proved to be reliable, providing fl ux results comparable with the original approach (VDM-I). Th e corresponding LAI statistics appeared a little worse than the original (e.g., Nash-Sutcliff e coeffi cients E 2 for the three periods were 0. be used without substantially aff ecting the simulations. Future developments will be addressed to improve some aspect of the coupled model (e.g., the incomplete distinction between the bare fraction and the vegetated fraction energy balances in the SVAT scheme used).
Concerning the analysis of model dimensionality eff ects on surface fl uxes and vegetation growth, the model proved to be a very suitable tool. In the case of a fl at terrain with heterogeneous hydraulic conductivity, numerical experiments showed how the diff erent K s distribution patterns can determine whether a one-dimensional scheme is capable of providing the same results as a completely threedimensional model. Specifi cally for cumulated evapotranspiration, with the (b) distribution pattern (i.e., K s lognormally distributed in the x and y directions but constant along the soil column) no agreement was found between a one-dimensional simulation with the mean K s and the three-dimensional simulation, while with the (c) distribution pattern (i.e., totally random lognormally distributed K s ) an analogous behavior was assessed. In this context, the model could be used to analyze several other distribution patterns, with the aim of helping modelers with simple one-dimensional parameterizations to assign the proper model constants.
In the case of sloping terrain, the analysis showed the essential need for a complex two-or three-dimensional soil water flux model for taking into account gravity effects on hillslope soilvegetation-atmosphere interactions. For this analysis, a specific case was considered, with no flux boundary conditions and a simulation for a relatively short period (15 d). Nevertheless, it clearly showed that soil water f luxes due to different slopes significantly affect evapotranspiration and vegetative growth. Further simulations performed with different boundary conditions, vegetation types, etc., together with comparisons with sets of observed data, will contribute to better assess the relationships among these phenomena.
Overall, our three-dimensional analysis points out the capability of the model to describe soil water fl ow accurately and contributes to the important issue of model dimensionality selection, which needs to be investigated in more detail, as widely suggested in the literature. Finally, hydrologic systems oft en are modeled as one dimensional because of both the computational eff ort required for a fully three-dimensional model and the inability to assign appropriate spatially varying hydraulic properties and boundary conditions. Th e proposed model allows the spatial and temporal domain of three-dimensional simulations to be increased with acceptable computational requirements because it runs in a specifi c macroscopic CA environment with a high effi ciency in terms of computational scalability. Th e increasing capacity to measure soil moisture and soil hydraulic properties with even more detailed spatial and temporal resolution will bridge the gap between modeling potential and the limitations of fi eld measurements.
ξ a translocation coeffi cient, 0.4 (from model calibration at Paglialonga; used for Paglialonga), 0.6 (Montaldo et al., 2008; used 
