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Abstract
The local air quality surrounding airports is significantly impacted by ground-based airplane operations,
such as landing, taxiing, idling, and takeoff. In recent years, studies performed across the country revealed
that people living near major airports suffer from increased cancer risks and higher likelihoods of developing
respiratory issues. Jet engine emissions have been monitored extensively by direct probing of the exhaust,
but there are currently no inexpensive, portable, and unobtrusive methods with which to study exhaust
plume dynamics. This study assesses the feasibility of designing a multispectral imaging system to track
the spatial-temporal nature of a jet engine plume. Ideally, the imaging system will be both inexpensive
and portable enough to be deployed at any airport. We begin by characterizing the phenomenology of jet
engine emissions during ground operations and select unburned hydrocarbons (UHCs) as the basis for our
plume tracking. A proposed LWIR imaging system layout and radiometric governing equation is developed
to predict the camera’s sensor-reaching radiance. We use two methods, the Ideal Gas Law and the Gaussian
Plume Equation, to three-dimensionally model the UHC concentration within the plume, which, in turn, is
used to predict the plume transmission as a function of downwind distance. Radiometric models are used
to predict the sensor-reaching radiance of the camera, and two filter combinations are selected to maximize
the plume detectability. Each filter combination uses one filter to monitor the background radiance and
one filter to trace the plume radiance. They are located at located at 9.001/9.333 [µm] and 9.12/12.212
iii
iv
[µm]. The plume tracing filters are used to assess plume detectability, and we find that that a camera with
an NE∆T of 0.05 [K] will be able to detect the plume up to 120 seconds after the engine has passed. We
conclude by predicting what filter difference the camera will observe temporally, as plumes are continuously
generated and dissipated. The effect of individual UHCs on total plume transmission was also examined,
and a selection of narrowband filters for monitoring specific UHCs is proposed for future work. Results will
help to prototype a system for deployment at the Greater Rochester International Airport. This work will
make airport emissions inventories more accessible and allow for improved governing of emission caps and
pollution bylaws.
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Chapter 1
Introduction
In recent years, communities surrounding airports have become increasingly concerned about the impact of
aviation emissions on local air quality. Major cities across the United States and London have been featured
in news publications drawing attention to the adverse health effects associated with living near an airport.
As early as 2000, the city of Park Ridge, IL commissioned the Environ Corporation to perform a study
assessing the health risks caused by living near Chicago O’Hare International Airport. The Environ study
found that hypothetical lifetime cancer risks at the airport fence line were five times higher than background
levels1. The Chicago Tribune reported on this as future studies were being proposed2. A counterstudy
performed by the Environmental Protection Agency of Illinois determined that while airport-related emissions
do affect the air quality in local communities, the pollutant concentration levels were no higher than in other
urban areas around the country3. This debate was sparked by talk of further expanding O’Hare.
In 2010, the National Geographic reported on a study from the Massachusetts Institute of Technology
that found people are more likely to die from plane exhaust than in a plane crash4,5. Specifically, ten times
more people die from jet engine emissions than in plane crashes. This study was the first to consider cruise
emissions in addition to local emissions.
Los Angeles and Boston appeared in news articles regarding local airport emissions in May 2014. The
Los Angeles Times detailed the research of a University of Southern California/University of Washington
1
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team that measured particulate emissions downwind of Los Angeles International Airport6. Pollutant con-
centration levels were found to be four times higher than the ambient air up to ten kilometers away from
the airport7. The Boston Globe publicized a state report with findings that children growing up in neigh-
borhoods bordering Logan International Airport are three to four times more likely to develop respiratory
issues compared to children living further away8,9.
London Heathrow has been debating adding a third runway for several years, which environmental
activists are protesting. The final decision has been delayed multiple times by the prime minister, most
recently again until the summer of 201610.
These concerns are not likely to be ameliorated anytime soon. Modern aircraft are, on average, 80% more
fuel efficient than they were in the 1960s11, and emission standards are continuously lowered to encourage
further improvements. Better fuel efficiency is achieved by designing lighter aircraft, improving flight aero-
dynamics, and increasing engine performance. However, aviation emissions are still increasing due to the
rapid industry growth12. In 2012, the transportation sector accounted for 28% of greenhouse gas emissions
in the United States13. 12% of those emissions were from aviation, which accounted for 3.36% of total CO2
emissions in the US. Further, air traffic and the number of air passengers continues to increase by the year.
Between 1970 and 2010, the number of travelers increased ten-fold, from 310 million to 3.2 billion passengers
each year14. Boeing predicts that global air travel will continue to increase by 5% each year until 202715.
This demand for growth will likely offset improvements in engine efficiency and fuel consumption, allowing
further increases in emissions16.
The first step in improving air quality in the communities surrounding airports is to better understand the
dynamics of jet engine emissions. Engine emission rates are poorly understood, and developing an emission
inventory for an airport is a difficult task (see § 2.1.2). There are a variety of commercial sensors capable of
monitoring gaseous emissions but their prohibitive costs and interference with daily operations makes them
impractical for large-scale deployment.
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1.1 Problem Statement and Objectives
There are currently no inexpensive, portable, and unobtrusive sensors available to monitor the spatial and
temporal distribution of jet engine exhaust plumes. The objectives of this study are to:
1. Characterize the phenomenology of common gases found in jet engine exhaust.
(a) Identify gases present in common aircraft engine plumes, and determine their spectral features.
(b) Determine emission rates for individual exhaust constituents.
2. Assess the feasibility of designing an inexpensive, portable, and unobtrusive multispectral imaging
system to track the spatial and temporal nature of engine exhaust plumes.
(a) Propose a system design that will maximize the detectability of a typical Boeing 737 (B737)
engine exhaust plume.
(b) Develop a governing equation to determine the sensor-reaching radiance of the imaging system.
(c) Model the pollutant concentrations within the plume, and predict the plume transmission.
(d) Predict the sensor-reaching radiance, and select filters to maximize plume detectability.
3. Assess the potential for using the proposed multispectral imaging system to quantify pollutant emis-
sions.
1.2 Layout
This thesis contains nine chapters. The first, and current chapter (1) introduces the problem and declares
the thesis objectives.
The second chapter (2) provides background on what is currently known about jet engine emissions.
It introduces the landing/takeoff (LTO) cycle, common pollutants found within engine exhaust (Objective
1a), and briefly describes the pollutants of interest, unburned hydrocarbons (UHCs). The background also
describes common methods of quantifying gaseous emissions.
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Chapter 3 is a literature review, presenting previously published work on monitoring and quantifying
engine pollutants. Special focus is placed on papers discussing the tracking of UHCs, and what is already
known about this subset of pollutants. The chapter concludes by discussing several multispectral infrared
imaging systems that have been developed for scenarios comparable to observing aircraft exhaust.
The fourth chapter (4) details the proposed imaging system, from its layout and required components to
a description of the system radiometry (Objective 2a). It concludes by presenting the radiometric governing
equation of the imaging system and discussing how each parameter is measured (Objective 2b).
Chapter 5 further addresses Objective 1a by providing spectral profiles for the UHCs of interest in this
study. A small study is done to ensure that the effects of pressure broadening on the observed spectral
features will be minimal.
We address Objective 2c in Chapter 6, which presents two different methods of modeling the pollutant
concentrations in the plume. The first method tested the Ideal Gas Law to estimate the amount of emitted
UHCs. While each parameter in the Ideal Gas Law was relatively well-modeled, the Ideal Gas Law is for an
enclosed system and an exhaust plume does not meet that requirement. The second method tested was the
Gaussian Plume Equation. This method was used for the rest of the work.
Objective 2c is further addressed in Chapter 7, along with Objective 1b, which presents the expected
concentration profile of hydrocarbons downwind of a typical B737 engine, and spectral profiles of the plume
transmission at varying downwind distances. Chapter 7 also selects plume tracing filters and presents the
predictions of sensor-reaching radiance for the proposed imaging system (Objective 2d). These predictions are
used to assess the plume detectability as a function of time and downwind distance. The chapter concludes
with temporal models of multiple aircraft taxiing past the imaging system.
Chapter 8 describes future work that can be done on this problem, and includes an assessment of the
potential for quantifying gaseous emissions with the proposed imaging system (Objective 3).
Finally, Chapter 9 summarizes the work presented and concludes the thesis.
Chapter 2
Background
To better formulate the problem an overview of the landing/takeoff (LTO) cycle is provided, followed by a
description of the specific pollutants present in exhaust. The chapter concludes with a discussion of existing
methods used to track and quantify jet engine plumes emissions.
2.1 Jet Engine Emissions
2.1.1 Landing-Takeoff Cycle
The LTO cycle is the entirety of aircraft operations that occur below 915 [m] (3000 [ft])17. This is the
atmospheric mixing height, or inversion layer, below which emissions will have the greatest impact on local
air quality. The cycle consists of the takeoff, climb out, approach, and taxi/idle phases of a flight (Figure
2.1). The entire LTO cycle takes about 33 minutes, with the majority of time being spent taxiing or idling
(Table 2.1)17.
The cruising phase of flights will not be considered in this work, as it will not be directly observable
with a ground-based imaging system, and wind currents will add a layer of complexity in determining which
communities are truly affected by the emissions. However, the cruise cycle may still have significant impact
on the air quality of communities distantly located from airports4.
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Figure 2.1: A diagram of the LTO cycle, including the taxi/idle phase, the takeoff, climb out, and landing.
A typical LTO cycle takes about 33 minutes.
2.1.2 Emissions Inventory
A complete air quality assessment requires an emissions inventory and a dispersion model. The following
sections discuss how to obtain an emissions inventory, and future chapters discuss the pollutant dispersion
model (Chapter 6). There are multiple ways of calculating an emissions inventory, varying in level of com-
plexity and required information. Each method employs a bottom-up approach, starting with the calculation
of emissions mass. The different approaches can be divided into simple, advanced, and sophisticated17. Only
basic knowledge is required for the simple approach, and the necessary data, such as typical engine emissions
Table 2.1: LTO cycle by mode. LTO occurs below 3000 feet and typically lasts for 33 minutes17.
Mode Time in Mode(minutes)
% Maximum
Engine Thrust
Take-off 0.7 100
Climb out 2.2 85
Approach 4.0 30
Taxi/Idle 26 7.0 (in) 719.0 (out)
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and engine fuel flow (FF ) rates, are easy to access. The methodology is straight forward but the resulting
confidence is low. On the other hand, the sophisticated approach requires in-depth knowledge and cooper-
ation between multiple agencies. Rather than readily available publicized data, the sophisticated approach
makes use of actual engine/aircraft operational data, which gives a much higher confidence in the inventory
result.
This work begins with the simple approach, which is made by knowing the pollutant emission index
(EI), defined as the grams of pollutant emitted per kilogram of fuel burned [g/kg]; the engine FF [kg/s]; the
time-in-mode (TIM) in minutes; and the number of engines on the aircraft (NE ). Three of these parameters
(EI, FF , and TIM) will change based on the pollutant species or the phase of the LTO cycle, so even the
simplest method of calculating an emissions inventory is a multi-step process.
Allowing i to be the pollutant, j to be the engine specification, and k to be the LTO mode, the total
mass of pollutant Mij emitted over one phase of an LTO cycle is:
Mij =
∑
(TIMjk × 60)× (FFjk)× (EIijk)× (NEj). (2.1)
This approach uses the standard TIM values from Table 2.1, and publicized values of EI and FF , on a
per engine basis (see § 2.1.3). In a true operational scenario, aircraft may have longer taxi/idle times due to
a busy airport schedule. Operational thrust levels, and thus fuel flows, may be different as well. Thus while
the simple approach will not be of use for developing air quality standards and monitoring airport emissions,
it provides a basic starting approach with which to create radiometric models of exhaust plumes.
2.1.3 Monitored Pollutants
Both the United States and the United Kingdom began developing broad regulations to control air pollution
in the 1950s and 60s. The UK established a Clean Air Act in 1956, and the US followed suit in 1963.
The US Clean Air Act let to the establishment of the Environmental Protection Agency (EPA) in 1970,
and the National Ambient Air Quality Standards (NAAQS) of 1971. As the aviation industry grew, so did
international concern over monitoring aircraft emissions to protect the environment and public health.
In 1944 the International Civil Aviation Organization (ICAO) was established as a specialized agency
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by the United Nations. The ICAO is in charge of developing international emission standards for aircraft
with rated outputs greater than 26.7 [kN]18. Current emission standards are set for NOx, CO, unburned
hydrocarbons (UHCs), and smoke number, with an additional standard for CO2 being developed (Objective
1a)18,19.
In order to be certified, new engine models must undergo testing to demonstrate that they meet ICAO
standards. Once certified, subsequent productions of the same model can enter the market without further
testing. Extensive data is collected by the ICAO including the FF s and EIs of engines at the four thrust
levels from Table 2.1. Comprehensive testing results are published in the ICAO Emissions Databank20,
which currently includes 517 certified engines.
A typical airport emissions inventory will include five major categories of pollutants17:
1. nitrogen oxides (NOx),
2. UHCs,
3. carbon monoxide (CO),
4. particulate matter (PM), and
5. sulphur oxides (SOx).
Emissions of the first four listed pollutants can be predicted with the information published in the ICAO
Databank. While there are no standards set for SOx emissions and no published EIs per engine, they are
still expected to have a significant impact on local air quality; thus they are generally included in emissions
inventories.
The ICAO regularly updates emission standards to reflect technology improvements. The agency has
191 member States which agree to enforce ICAO emissions standards, or provide written reasoning for not
doing so. In the United States, the EPA adjusts national regulations to match those of ICAO21.
There are multiple concerns with using the published EIs and FF s to obtain an estimate of total
emissions. Firstly, manufacturers are not required to update EIs as engines age or undergo maintenance.
This problem is mostly self-resolved though, as it is in the best interest of airlines to maintain high engine
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Table 2.2: Number of engine productions used to measure pollutant EIs. One or two productions were used
to determine EIs for 74% of engine models.
Engine Productions
Tested
Percentage
1 53
2 21
3 18
> 4 8
performance as a cost-saving measure. More interesting is the fact that the many engines enter the market
based on the test results of a single engine (Table 2.2). 74% of engine EIs are based on the testing of only one
or two engines, so the variability of mass production is poorly understood. Lastly, operational thrust levels
are frequently different from ICAO standards, which further complicates the task of inventorying emissions.
Although individual EIs for specific engines may be unreliable, we can still achieve a general under-
standing of how the EIs depend on engine thrust, or FF . Figure 2.2 shows the average EI of the 517
engines for each monitored pollutant, and how they relate to the engine thrust. Note that smoke number is
a dimensionless quantity.
Emission levels of nitrous oxides and smoke number are inversely related to carbon monoxide and UHC
emissions, making it difficult to adjust engine power in such a way that lowers all emissions. In terms of plume
detectability, an imaging system would perform best when observing pollutants where the EI is greatest.
For instance, nitrous oxides would be best observed during the takeoff phase of LTO, while CO would be
best detected during the taxi/idle. Prominent spectral absorption features of NOx and CO are only observed
the midwave infrared (MWIR) however, where no inexpensive commercial cameras are currently available.
Although UHCs have relatively low EIs, they have very strong absorption features in the longwave infrared
(LWIR), making them a suitable target for plume tracking (see Chapter 5).
2.1.4 Unburned Hydrocarbons
UHCs are a result of incomplete combustion in the engine and are also referred to as volatile organic
compounds (VOCs). Reactions between UHCs and nitrous oxides form tropospheric ozone, one of the
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Figure 2.2: Average EI for the four ICAO monitored pollutants during each stage of LTO. Smoke number
is dimensionless.
primary constituents of urban smog22. Some UHCs are more reactive than others; for instance, formaldehyde
will produce almost two orders of magnitude more ozone than ethane23. Thus an adequate method for
monitoring UHC emissions could be useful in reducing airport-generated smog.
A subset of the UHCs present in aircraft exhaust are considered hazardous air pollutants (HAPs), defined
as chemicals which may cause cancer or birth defects24. Examples of HAPs present in exhaust include17:
• acetaldehyde,
• acrolein,
• benzene,
• formaldehyde,
• naphthalene,
• propionaldehyde,
• toluene, and
• xylene.
These HAPs are included in some inventories, but individual UHC EIs are not well-studied, so predictions
of specific HAP emissions will be produced at a lower confidence. Further, any inventories of overall UHC
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emissions will only be as good as the constituents included. Error will be introduced when individual UHCs
are excluded from the calculation.
Further information about UHCs is provided in Chapters 3 and 5.
2.2 Methods of Monitoring Exhaust Plumes
Multiple methods have been employed to monitor engine emissions of aircraft during the LTO cycle. In the
following subsections we discuss the advantages and disadvantages of each of these techniques, providing
useful background for Chapter 3.
2.2.1 Direct Probing
Probing exhaust plumes is one of the most direct methods of monitoring emissions. Plume samples are
captured in canisters and transported to a laboratory, or transferred to an on-site processing center, where
they are studied in further detail.
Studies that directly probe the exhaust from an aircraft engine are generally conducted in test facilities.
This allows the scientists to modify more parameters in their experiment, such as the engine model, thrust
and fuel type. Studies can also take place near the taxiways or runways. However, direct probes are
impossible to place directly behind the engine exit during daily airport operations, and thus ineffective for
continuous, direct monitoring of plumes.
Researchers use a variety of techniques to analyze gas samples, detailed next.
2.2.1.1 Gas Chromatography
Gas chromatography (GC) separates chemical constituents based on their different rates of passage through
a gas stream. It takes several minutes, but allows accurate identification and quantification of individual
pollutants within the collected gas. This is especially useful for measuring UHC emission ratios.
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2.2.1.2 PTR-MS
Similar to GC, proton transfer reaction - mass spectrometry (PTR-MS) also requires direct probing of a gas,
but PTR-MS results can be obtained in milliseconds. Rather than chromatographic separation, PTR-MS
measures the individual mass-to-charge ratios within a sample to determine the chemical composition of
a gas. This technique was developed, in major part, with the goal of monitoring of UHCs/VOCs. PTR-
MS systems are also simple and compact, allowing them to be used in portable laboratories for on-field
measurements. They are impractical for large-scale deployments though, as a basic system can cost up to
$300,00025.
2.2.2 Fourier Transform Infrared Spectroscopy
MWIR and LWIR emissions can also be monitored by Fourier transform infrared spectroscopy (FTIR).
Unlike other spectral methods, presented later, FTIR spectroscopy captures the entire infrared spectrum
of the observable gas. The target is illuminated with a polychromatic infrared source and a Michelson
interferometer is used to block wavelengths individually. The result is an interferogram that can be converted
into a full spectrum by a Fourier transform. Since the polychromatic source spectrum has been modified by
the gas, radiative transfer models can predict the concentrations of individual species.
This technique does not suffer from the same problem as direct probing, because it can be placed to the
side of the runway and not interfere with airplane operations. However, spectroscopy instruments are also
quite expensive.
2.2.2.1 TILDAS
Like FTIR spectroscopy, tunable diode laser differential absorption spectroscopy (TILDAS) systems are
portable and can be operated unobtrusively. Rather than measuring the entire infrared spectrum, a tunable
diode laser is set to a wavelength coincident with an absorption feature in the gas of interest. The change in
transmitted radiation as the laser illumination propagates through the gas allows for detection and quantifi-
cation. This technique can be employed across sample paths greater than 2 [km], but many studies related
to aircraft exhaust will use the technique in the laboratory on a directly probed sample26. Common gases
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of interest are methane, carbon monoxide, and nitrous oxide.
2.2.3 Multispectral Imaging
Finally, multispectral imaging systems have been designed to monitor specific gaseous emissions. Similar to
TILDAS, a camera can observe specific gases with a properly selected narrowband filter that overlaps the
gaseous absorption features. This technique has been deployed to observe factory operations and detect gas
leaks. While the previous examples have only provided single point or line-of-sight concentration measures,
a filtered imaging system has the capability to monitor large swaths of area at high temporal resolution.
These imaging systems are also unobtrusive to airport operations. Furthermore, multispectral imaging is
relatively inexpensive compared to the other methods. A LWIR camera from DRS and FLIR Systems, Inc.
(FLIR) are in the range of $3000, while filters can be purchased for under $100027,28.
Chapter 3
Literature Review
Engine pollutant emission indices (EIs) are determined on a per-engine-model basis, and subsequent pro-
duction variability is not well monitored (§ 2.1.2). A capability to determine EIs for individual engine
productions would be helpful in creating airport emission inventories and in determining the exposure levels
of airport workers and local communities to harmful pollutants. Research into measuring engine-specific EIs
began in the 1980s and continues to the present-day, using a variety of the methods presented in §2.2. In
this chapter we present the current status of research on EI determination, specifically related to unburned
hydrocarbons (UHCs), and conclude by describing multispectral imaging methods for gas detection.
3.1 1980s – 1990s Work on Monitoring UHCs
Spicer et al. determined engine EIs for speciated and total UHCs, CO, CO2, NO, and NO2 as early as
198429. Two different aircraft turbine engines were tested at a variety of thrust levels, using the direct
probing method described in §2.2.1. This led to a chemical speciation of the UHCs found in jet engine
exhaust. Other studies had attempted this in the past, but the Spicer et al. work is still relevant as a
comparison case for measurements made more recently30. Throughout the 1980s, Spicer et al. determined
EIs for ten different turbine engines31–33.
In 1992, Spicer et al. presented results from testing F101 and F110 bypass turbine engines at a variety
14
3.2. UHC STUDIES OF THE 2000S 15
of thrust levels, including idle. Measurements were taken indoors at the Production Engine Test Facility
in Tinker AFB, Oklahoma City, OK34. Gas chromatography (GC) methods were used to analyze the
measurements taken from a 12-port sampling probe that was placed 0.3 – 0.6 [m] behind the engine exhaust
nozzle (§2.2.1). The analysis scheme accounted for 70 – 100% of organic carbon emissions, although some
species were not individually resolved. This indicates the results being useful for future environmental
impact assessments. Spicer et al. also confirmed that UHC emissions increase at lower thrust levels, and
noted that methane is normally excluded from UHC measurements, as exhaust methane is likely due to
atmospheric methane used for combustion (i.e. it is not created by the engine). Work on individual engines
continued through the 1990s, and in 1994, Spicer et al. noted that low molecular weight UHC species found
in engine exhaust are likely due to combustor reactions rather than unburned fuel35. The 1994 work also
found significantly increased methane emissions compared to the previous Spicer et al. work, leaving the
status of methane emissions in aircraft exhaust uncertain.
3.2 UHC Studies of the 2000s
A multitude of work studying UHC speciation was performed in the 2000s, including two major National
Aeronautics and Space Administration (NASA) campaigns, EXCAVATE and APEX I-III (§3.2.1 – 3.2.2).
In 2006, Herndon et al. used proton transfer reaction - mass spectrometry (PTR-MS) and tunable diode
laser differential absorption spectroscopy (TILDAS) (§2.2) to obtain speciated UHC EI measurements of 45
advected aircraft plumes from Boston Logan International Airport36. Unlike the previous studies of Spicer
et al., these measurements were performed on operational aircraft. However, specific engine models were
unknown, and only predicted based on aircraft type. Herndon et al. used individual UHC measurements to
determine a total UHC EI of 2.9 [g/kg]36. Compared to International Civil Aviation Organization (ICAO)
EIs for similar engine types (the 25% to 75% percentile EIs are 3.8 – 5.1 [g/kg]), this indicates that 50 –
70% of total UHC emissions were detected. A similar comparison was made with the European Environment
Agency’s EMEP COMAIRE program (not discussed here), suggesting that only 40% of total UHC emissions
were detected37. Using the 40% estimate, Herndon et al. estimate a total UHC EI of 7.2 [g/kg], compared
to the Spicer et al. estimate of 9.1 [g/kg]36. These are significantly higher than the ICAO range of 3.8
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– 5.1 [g/kg]. The difference is attributed to operational idle thrust being 3% lower than ICAO tabulated
measurements, indicating that emissions may be 40 – 90% higher than expected.
Schürmann et al. presented volatile organic compounds (VOCs) mixing ratios obtained from aircraft at
Zurich Airport in Switzerland in 2007. The difference in speciations for engine exhaust during taxiing and
during kerosene refueling was examined using direct probing and GC methods. Tremendous levels of highly
reactive ethene and propene were emitted during the taxi and idle phases compared to airport background
levels, and similar to previous studies, the measured EIs were found to be up to two times higher than
published ICAO values38. Finally, Schürmann et al. highlighted the benzene:toluene ratio as a method to
discriminate refueling from exhaust emissions.
This was followed in 2008 by Agrawal et al. performing the first on-wing investigation of aircraft engine
emissions at the Ground Runup Enclosure at Oakland International Airport39. Direct probing was used
to study the emissions of four CFM-56 engines, similar to the engine studied in this work. Samples were
captured at one meter downwind to match the standards of ICAO testing. Formaldehyde and acetaldehyde
were found to be the most dominant carbonyl species in aircraft exhaust. The measured formaldehyde EI was
low compared to Spicer et al., but this was attributed to a significant difference in ambient temperatures34.
Herndon et al. continued work in 2008 with a study of in-use aircraft emissions at the Hartsfield-Jackson
Atlanta International Airport. The study observed over 350 exhaust plumes, and while mainly focused on
take-offs, results were obtained for idle plumes as well. A major goal of the study was to study aged, diluted
plumes. Two sampling laboratories, the Aerodyne Mobile Laboratory and UMRCOE Mobile Diagnostic
Facility, were used for measurements, and were typically situated 100+ [m] away from the runways and
taxiways40. Delta Airlines gave extensive support to this campaign, particularly with identifying the specific
engines associated with aircraft tail numbers. The result is the first study which measured formaldehyde
and carbon monoxide simultaneously in wind advected plumes. The formaldehyde EI obtained in this work
agreed well with previous studies36.
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3.2.1 NASA EXCAVATE Campaign
The NASA EXperiment to Characterize Aircraft Volatile Aerosol and Trace-species Emissions (EXCAVATE)
was conducted in winter 2002 and results were published by Anderson et al. in 200641. Testing was performed
at the NASA Langley Research Center’s aircraft run-up facility in Virginia, when automobile traffic was light
and airport operations were minimal. Direct probing at 10 [m] downwind was used to study emissions of
a Boeing 757 (Rolls Royce engine RB211-535E4) with different fuels (high sulfur and low sulfur content)
at a variety of thrust levels (idle, approach, low cruise, and high cruise)41. Unlike previous studies, idle
measurements were taken at the ICAO-defined 7% thrust level, and not the typical 4% operational thrust.
Eight samples of engine emissions (one per thrust level and fuel type combination) were captured, along
with three samples of background air. Samples were processed at the University of California at Irvine
with GC methods. Resultant concentration data were combined with engine CO2 emission measurements
to determine EIs for each species under study.
Anderson et al. found that the difference in methane concentrations between exhaust and background
measurements was less than the 2σ uncertainty for all samples, furthering the original conclusion of Spicer
et al. that methane is not a significant component in engine exhaust. In fact, negative EIs were found for
methane emissions at higher thrust levels, indicating that the engine will in some cases burn methane out
of the atmosphere. 27 total non-methane hydrocarbons (NMHCs) were also studied, excluding oxygenated
compounds such as formaldehyde. Results showed that at idle power, more than 80% of UHC emissions are
from species with 2 – 4 carbon atoms41. As engine power increases however, nearly all NMHC emissions are
from species with 4+ carbon atoms.
The study also found that while total UHC emissions decrease with increasing engine power, different
functional groups of UHCs exhibit different trends with engine thrust. At low thrust levels, alkenes and
alkynes make up more than 80% of the NMHC emissions, whereas at high thrust levels (60%), these groups
only contribute to 20% of total NMHC emissions41. Total NMHC emissions were found to be a factor of
200 less at 61% thrust (climb-out power), compared to idle power. Anderson et al. found relatively good
agreement between their measured NMHC EIs and the published ICAO values at idle, noting that minor
differences were due to their exclusion of oxygenated UHCs and the fact that ICAO data is not corrected for
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background levels (both causing the Anderson et al. measurements to trend lower). Finally, the study found
differences in NMHC EIs from different fuel types, but attributed this to their sampling process rather than
true differences in fuel impacts.
A major conclusion of the EXCAVATE work was that EIs would be more accurately measured with
background levels taken into consideration, a practice the ICAO does not currently implement.
3.2.2 NASA APEX Campaign
The Aircraft Particle Emissions eXperiment (APEX) was a three-part collaborative effort between NASA,
the Environmental Protection Agency’s (EPA’s) National Risk Management Research Laboratory, and a mul-
titude of other organizations such as the Federal Aviation Administration (FAA), the US. Air Force’s Arnold
Engineering Development Center, the California Air Resources Board, General Electric, Pratt & Whitney,
Rolls-Royce, three commercial airlines, two international airports, the Missouri University of Science and
Technology Center of Excellence, the University of California-Riverside, and Aerodyne Research, Inc42. Or-
ganized in 2003, the main focus of the experiment was to update and improve EIs for engine-produced
fine particulate matter (PM) and to assess the effect of fuel properties and engine operating conditions on
PM formation. However, a multitude of results were obtained regarding UHCs as well, making the APEX
campaign an important source of information for this work.
During each of the three experiments the EPA probed exhaust plumes 30 [m] downwind of the engine
exit. In total, ten common engines used in commercial aircraft were tested during the APEX campaign, and
24 tests were conducted:
1. In APEX-1, performed at Edwards AFB in California, nine tests were conducted on a CFM56-2C1
engine mounted on a DC-8 airframe. The primary goal was to investigate the different effects of three
fuel types on emissions at varying power settings.
2. There were four APEX-2 tests performed at Oakland International Airport in California. In this stage,
typical operational jet fuel was used on a variety of CFM56 engines mounted on a Boeing 737 (B737).
Results further characterized PM emissions and fuel type effects from the very common CFM56 engines.
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3. APEX-3 consisted of eleven tests, and also furthered the understanding of PM emissions on common
engine types. Testing was done at the NASA Glenn Research Center at the Cleveland-Hopkins Inter-
national Airport. Two of the tests were conducted on CFM56-3B1 engines, and the remaining tests
were conducted on the General Electric CJ610-8ATJ (used on a Lear Model 25), the Rolls Royce
AE3007A1E and AE3007A1P (used on the Embraer ERJ145), the Pratt & Whitney PW4158 (used on
the Airbus A300), and a Rolls Royce RB211-535E4-B (used on a B757)42.
In 2007, Yelvington et al. reported on APEX-1 measurements taken with the Aerodyne Mobile Laboratory
in April 2004. Formaldehyde and ethylene were measured with TILDAS and other major UHC species with
PTR-MS43. Samples were taken at 1, 10, and 30 [m] downwind from the engine exit. Results confirmed that
as expected, fuel type did not have a significant difference on UHC EIs. EIs were also not significantly
affected by downstream distance. However, several new observations were made regarding UHC speciation:
• The ambient temperature was discovered to have a large effect on UHC EIs, where lower ambient tem-
peratures produce higher EIs. The effect of ambient temperature was so pronounced that it obscured
any effects related to fuel type or downstream distance. Yelvington et al. hypothesized that this was
due to the direct relationship between ambient temperature and the combustor-inlet temperature. As
the combustor-inlet temperature increases, so does combustion efficiency. The efficiency then decreases
with lower ambient temperatures, leading to higher UHC EIs. The only aspect shown to have a larger
effect on EIs than ambient temperature was the engine fuel flow.
• The effect of crosswinds on measurements taken at the 1 [m] probe was negligible, indicating that these
measurements provided information on engine variability. A time series of one-second measurements
taken over three minutes showed that the emission peaks of CO2 and formaldehyde (HCHO) were
anticorrelated, and the HCHO concentration varied by about 10%43. This caused a 10% variability in
the HCHO EI, which the authors attributed to engine dynamics. They noted that this was the first
time such a fluctuation has been observed, and suggested that the engine combustion efficiency may
vary significantly over short time periods.
• Finally, the quick response time of the PTR-MS and TILDAS instruments allowed measurements to
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be taken in between the thrust settings under study. Specifically, concentration measurements were
obtained as the engines transitioned from the ICAO 7% thrust idle to the operational idle of 4% thrust.
Yelvington et al. observed that the emission ratios (a precursor to EI measurements) of UHCs during
the transient stage were nearly double the higher ratios at 4% thrust. This suggested that transitioning
between thrust levels may lead to significant increases in UHC emissions.
Knighton et al. also reported on the PTR-MS measurements obtained in APEX-143. Similar conclusions
were reached regarding the fuel type and downwind distance having little to no effect on UHC emissions, but
they also noted a strong linear correlation between HCHO EIs and EIs of other UHCs, suggesting that UHC
emissions scale together. This suggested that UHC speciation does not significantly change as a result of
fuel type or engine power, and seemingly contradicts the observations of Anderson et al. in the EXCAVATE
campaign41. However, Anderson et al. observed the UHC speciation over a large variation in thrust level (4
– 60%), compared to the Knighton et al. work which observed the speciation from 4 – 7%. Knighton et al.
concluded by tentatively identifying two new compounds present in the engine exhaust: methanol and acetic
acid.
In 2009, Herndon et al. reported on APEX-2 measurements which were obtained at Oakland International
Airport in August 200545. The APEX-2 measurements further confirmed that UHC EIs can be consistently
scaled relative to the HCHO EI, and determined HCHO emissions to be approximately 0.35 – 0.5 of total
ICAO-measured UHC emissions. APEX-2 predicted that operational idle emissions were 1.5 – 2.2 times
greater than the ICAO-defined idle, which is in slight contrast to the APEX-1 prediction that emissions are
3 – 4 times greater. This was potentially attributed to different experiment designs and further research was
recommended. Herndon et al. concluded by predicting that UHC emissions determined with ICAO-defined
EIs will be 16 – 45% underestimated.
Knighton et al. summarized the findings of Spicer et al. along with the EXCAVATE and APEX campaigns.
At this point in the history of UHC speciation profiles, the Spicer et al. of 1984 work was more than two
decades old. The goal of Knighton et al. was to present a final UHC speciation profile, which was made easier
by the fact that both the Spicer et al. and APEX work studied a high bypass turbofan CFM56 engine30.
The Spicer et al. work measured that 17 species accounted for 95% of the total UHC emissions:
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• ethylene*
• formaldehyde*
• acetylene
• propene*
• acetaldehyde*
• acrolein*
• 1-butene*
• glyoxal*
• 1,3-butadiene
• benzene*
• methylglyoxal
• ethane
• propanal*
• butanal/crotanaldehyde
• 1-pentene*
• 1-hexene
• toluene*
Of these 17 compounds, 11 (indicated with a *) are represented in our UHC concentration model, which
used species where direct comparisons could be made between Spicer et al. and the APEX results. A
number of other species were included in our model as well, contributing to 1% or less of the total UHC
emissions. The largest uncertainties in our model will come from the missing species of acetylene, 1,3-
butadiene, methylglyoxal, ethane, butanal/crotanaldehyde, and 1-hexene. Knighton et al. noted that the
overlapping Spicer et al. and APEX measurements all agreed to within one standard deviation except for
the combination of acetone, propanal, and glyoxal, which agreed to within two standard deviations, and
phenol, which was a significant outlier30. It was also noted that the relative UHC speciation does not vary
at low thrust levels, up to 15%, where detection limits prevent further study. Regarding the current study
focus, the UHC speciation at these higher engine powers will have limited impact on the local air quality
surrounding airports. Knighton et al. concluded by referencing the need to determine which UHCs require
further refinement in speciation profiles.
3.2.3 Airport Cooperative Research Program Report 7
In 2008 the Transportation Research Board published the Airport Cooperative Research Program (ACRP)
Report 7: Aircraft and Airport-Related Hazardous Air Pollutants: Research Needs and Analysis46. This
work focused specifically on hazardous air pollutants (HAPs) and thus some UHCs were not considered. The
main findings of the ACRP report related to engine UHC emissions were:
1. The predominant source of HAP emissions at an airport is due to the taxi/idle phase of aircraft
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Table 3.1: Relative importance of UHCs ranked by toxicity and emission levels.
ACRP Review FAA 2003 *ORD 2005
Acrolein Formaldehyde Acrolein
Formaldehyde Acetaldehyde 1,3-Butadiene
1,3-Butadiene Benzene Formaldehyde
Naphthalene Toluene Benzene
Benzene Acrolein Acetaldehyde
Acetaldehyde 1,3-Butadiene Naphthalene
Ethylbenzene Xylene Toluene
Lead
Naphthalene
Propanal
*O’Hare Modernization Environmental Impact Statement
engines. Thrust levels (7% ICAO idle vs. 4% operational idle) and ambient temperatures can modify
HAP emissions by more than a factor of two46;
2. The relative importance of HAP emissions can be ranked based on their toxicity and the quantity of
their emissions; and
3. The speciation work of Spicer et al. is regarded as accurate compared to the more recent work of the
EXCAVATE and APEX campaigns.
Regarding Point 2 above, there are multiple rankings of the relative importance of individual HAP
emissions, detailed in Table 3.1. Most of these HAPs are included in our speciation profile, with a notable
exception being 1,3-Butadiene, where no comparison value was available between Spicer et al. and the APEX
campaign30. Unlike the FAA and ORD rankings, toluene and xylene were omitted from the ACRP ranking;
while emitted in large quantities, their toxicity risk is relatively low.
The ACRP review concluded by defining four problem statements for future research, three of which were
related to aircraft HAP emissions:
1. The effect of ambient temperature on HAP emissions from idling aircraft must be further studied.
Current studies only exist for ambient temperatures in the range from 8 – 35◦ [C]. Ambient tempera-
tures significantly outside this range could result in uncertainties up to a factor of two regarding HAP
emissions46.
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2. Operational thrust levels must be further characterized. EIs for UHCs at thrust levels below the
ICAO-defined 7% idle may be twice as high as the certification value46. Further, EIs increase or
decrease nonlinearly at different thrust levels, making operational predictions difficult43.
3. HAP emissions need to be better characterized for general aviation aircraft. Measurements should be
made for at multiple airports for a wide variety of in-service aircraft.
Each of the three research goals is accompanied with a brief description of future work, suggestion for
funding levels, and points-of-contact.
3.3 Recent Work Monitoring UHC Emissions
In more recent work, Santoni et al. studied nitrous oxide and methane emissions on the NASA DC-8 aircraft
during the first Alternative Aviation Fuel Experiment (AAFEX-I) in 200947. The study examined methane
emissions from three different fuel types: JP-8 (the most commonly used jet fuel throughout the world),
and two Fischer – Tropsch fuels derived from natural gas feedstock and gasified coal feedstock. Results
suggested that methane emissions from jet engines using different fuel types were indistinguishable. Santoni
et al. also noted that engine history impacted methane emissions: engines starting from cold states released
significantly more methane than engines that had previously operated at higher thrusts for extended periods
of time. AAFEX-I results more closely resembled those of the 1994 Spicer et al. study which found higher
levels of methane emissions, although the total methane emissions throughout the landing/takeoff (LTO)
cycle are minimal47. The study concluded that alternative fuels will have little to no impact on methane
emissions.
In 2013, Cain et al. studied the effect of fuel composition on gaseous and PM emissions from an Allison
T63-A-700 engine operated at four different power settings48. Two fully formulated fuels, including the com-
mon JP-8, and four surrogate mixtures were tested in this study. The surrogate mixtures were representative
of current and future alternative fuels. Samples were captured via direct probing and processing occurred
in the Air Force Research Laboratory’s Turbine Engine Research Transportable Emissions Laboratory. The
fuel flow rate required to reach desired levels of thrust was similar for all fuel types, as were the major gaseous
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emission levels (COx and NOx). Aromatic hydrocarbon emissions however, specifically benzene and toluene,
did show a dependency on fuel type. Cain et al. also examined the linear correlation between hydrocarbons
and ethylene, similar to the Knighton et al. work of 200744. (Knighton et al. compared hydrocarbon EIs
to formaldehyde, but Cain et al. did not measure formaldehyde; thus the next most prominent hydrocar-
bon, ethylene, was used for comparison). Cain et al. found that the slopes were different depending on fuel
type,which indicated that the decomposition and specific reaction pathways for hydrocarbons varied with
different fuels.
3.4 Gas Detection with Multispectral Imaging
There has also been extensive research on multispectral IR imaging of gases. These studies were not specific
to jet engine emissions, but they are a valuable source of information regarding the efficacy of our proposal.
General Monitors developed the Second Sight®TC infrared imaging system to improve plant safety49.
The white paper cites three major benefits to infrared imaging when compared to traditional gas detection
methods:
1. IR gas imaging provides wide-area coverage of entire of plants, or in our case airport taxiways. A
typical device can image areas of 1 [km] in length by 0.5 [km] in length, with a field-of-view (FOV) of
15◦ – 60◦49. This method provides high spatial resolution that point samples are incapable of offering.
2. In addition to the high spatial resolution offered by IR imaging, a wealth of other information is offered
as well. High temporal sampling can be achieved, and in combination with the spatial resolution,
dispersion directions and emissions sources can be accurately identified.
3. Finally, IR imaging does not suffer from the major sources of false alarms that affect other methods of
gas detection. In particular, the IR region is only minimally affected by water absorption and other
significant atmospheric constituents49.
The Second Sight®TC system uses a 384×272-pixel uncooled microbolometer IR focal play array de-
signed for the longwave infrared (LWIR) region49. Although not designed specifically for jet engine exhaust
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imaging, the imaging system targets hydrocarbons in the LWIR, similar to the proposed system in this
document. This working system provides validity for the current proposal.
The imaging system comes with a six-filter wheel, which holds reference (background) and active (later
referred to as “plume tracer”) filters. Filters are selected to monitor individual hydrocarbons based on the
location of their absorption features in the infrared. Care must be taken to ensure that filters are not placed
where absorption features overlap, as the camera would then measure the levels of blended gases. Thus the
difficulty of the problem will scale with how many unique hydrocarbon species are likely to be in the gaseous
plumes. More species will lead to greater potential for absorption feature overlaps, whereas fewer species
will allow for easier targeting.
The Second Sight®TC system also boasts the capability to quantify hydrocarbon emissions from plants;
this study attempts to enable this for jet engine emissions.
In 2008, Kastek et al. presented multiple infrared imaging systems used for monitoring methane emis-
sions. In one case an Agema THV900LW camera was equipped with filters overlapping the absorption
features of methane and ammonia50. A second proposed method equipped a camera with a Fabry-Perot
interferometer, which served as a tunable optical filter. The final modeled imaging system used a UL 03 08
1 microbolometer array and a Umicore Gasir Standard Lens 60 [mm] F/1.151. The system had a FOV of
18.5◦ and a transmission greater than 92% in the LWIR. Computer simulations, similar to the ones presented
later in this study, were run to predict the detection capabilities of an infrared camera. The radiance path
from the background to the camera is much the same as the path presented next (Chapter 4)51. The noise
equivalent change (delta) in temperature (NE∆T) is predicted based on the simulations; the current work
examines plume detectability for different NE∆Ts. The work of Kastek et al. gives further validity to the
proposed imaging system in this work.
Similar to the work of Kastek et al., the next chapter describes the radiometry of a LWIR imaging system
designed to detect and monitor jet engine plumes.
Chapter 4
Proposed Imaging System
The information necessary to understand jet engine emissions and relevant previous studies was presented in
the background and literature review (Chapters 2-3). This laid the groundwork to design an imaging system
based on Objective 2. In the following chapter, the radiometric processes that create a gaseous effluent model
for a sensor positioned overhead (§4.1) are introduced, a modified system design for a ground-based sensor
(§4.2) is proposed, and the governing equation for the sensor-reaching radiance of our proposed imaging
system is formed (§4.3).
4.1 Gaseous Effluent Model
The sensor-reaching radiance of an imaging system can be broken into two main regimes: reflective and
emissive. The reflective regime relies on an illuminating source, such as the Sun, reflecting off the object of
interest. This takes place in the visible portion of the electro-magnetic spectrum. The emissive regime relies
on the self-emission of the object of interest, and occurs within the near-infrared through longwave infrared
(LWIR) portion of the spectrum. Thus, most radiometric problems typically only require the modeling of
one regime.
A jet engine exhaust plume will be almost completely self-emissive rather than reflective, so an infrared
imaging system is required for detection. In order to model the detected radiance of the imaging system, all
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sources of radiance that will reach the sensor must be analyzed.
Figure 4.1 depicts the layout of a general plume model for an overhead sensor, where L(λ) is the
wavelength-dependent source radiance, τ is the transmission, T is the temperature [K], and ρ is reflectance.
In this model, a corresponds to atmospheric terms, b corresponds to the atmosphere below the plume, p
corresponds to plume terms, d corresponds to downwelled radiance, and s corresponds to surface, or ground
terms.
Figure 4.1: Schematic of a gaseous effluent model for an overhead sensor, adapted from Eismann52.
There are five basic components to modeling the sensor-reaching radiance52:
1. surface emission (ground layer) through the plume;
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2. upwelling emission from the plume;
3. downwelled radiance from the atmosphere, through the plume, reflected off the surface and back
through the plume;
4. downwelled radiance from the plume, reflected off the ground surface and back through the plume; and
5. the path radiance, due to atmospheric scattering.
Ignoring scattering effects, Kirchoff’s Law allows us to relate the emissivity (ε), transmission, and re-
flectance of objects:
ε+ ρ = 1 (4.1)
ε+ τ = 1 (4.2)
The total radiance of the five previously listed terms can then be written as:
Lp(λ) =τa(λ)τb(λ)τp(λ)[1− ρs(λ)]B(Ts, λ)
+ τa(λ)[1− τp(λ)]B(Tp, λ)
+ τa(λ)τb(λ)τp(λ)ρs(λ)[Lb(λ) + τb(λ)τp(λ)Ld(λ)]
+ τa(λ)τ
2
b (λ)τp(λ)ρs(λ)[1− τp(λ)]B(Tp, λ)
+ La(λ) + τa(λ)τp(λ)Lb(λ), (4.3)
where Bλ(T, λ) is the blackbody radiance. If it can be assumed that the plume is relatively close to the
ground, the below-plume atmospheric transmission is essentially one (τb = 1), and the below-plume radiance
is essentially zero (Lb(λ) = 0). This simplifies Equation 4.3 to
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Lp(λ) =τa(λ)τp(λ)[1− ρs(λ)]B(Ts, λ)
+ τa(λ)[1− τp(λ)]B(Tp, λ)
+ τa(λ)τp(λ)ρs(λ)[Lb(λ) + τp(λ)Ld(λ)]
+ τa(λ)τp(λ)ρs(λ)[1− τp(λ)]B(Tp, λ)
+ La(λ). (4.4)
In this model, the plume transmission is the main parameter of interest, as a lower plume transmission
leads to easier detectability52. A secondary factor in detectability is the temperature contrast between the
atmosphere and the plume.
As we are proposing a ground-based imaging system capable of being deployed at any airport, this set-up
must be modified and Equation 4.3 adjusted for a ground-based sensor. Modifications are described in the
rest of the chapter.
4.2 Imaging System Design
The detectability of the plume must be maximized in order to effectively track the spatial and temporal nature
of jet engine exhaust. The previous section stated that a low plume transmission will increase detectability;
however, observers have no control over the plume transmission (see §7.2). The other factor in detectability,
which can be controlled, is the temperature contrast between the plume and background.
The sensor will be ground-based, meaning a camera will look through the exhaust plume to a background
of known (predicted) radiance. Two system designs were originally considered, one with a vegetation back-
ground and one with a sky background. The vegetation background would have allowed for easier set-up,
as the camera could look directly across the runway through the plume, provided there was a forest nearby.
This would likely not be the case for many urban airports, the main airports of concern in a pollution study.
In addition, the average vegetation temperature (283 [K]) is warmer than the average sky temperature (260
[K]).
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A sky background on the other hand, is guaranteed at any airport, as an unobstructed sky is essential
for airplane takeoffs. Observing the sky through the plume will enhance the temperature difference and is
easily accomplished with a highly reflective plate. The proposed system design is presented in Figure 4.2
(Objective 2a).
The main components in Figure 4.2 are the sky (background) radiance, the reflecting plate radiance, and
the plume radiance. A small subset of sky photons will reflect off a zinc-coated plate and pass through the
plume before transmitting to the sensor. A 12”×18” zinc-coated plate was chosen due to its high reflectivity
and low emissivity in the infrared regime. This ensures that the majority of photons coming from the plate
will be sky reflections, and not self-emission from the plate.
As in the gaseous effluent model presented in §4.1, radiance from small segments of atmosphere will be
ignored. In the first model, this was Lb, the portion of atmosphere between the plume and the ground. In
the current model, radiance generated by the atmosphere between the plate and plume, and the plume and
camera will be ignored. However, short-distance transmission effects are taken into account, denoted by τ10
and τ50, to indicate distances of 10 [m] and 50 [m], respectively. These distances were chosen as the reflective
plate can easily stand alone, while the camera may need an operator present. As operators will likely be
limited in how close they can stand to a moving airplane, an extended distance of 50 [m] was selected.
In an operational scenario, two cameras will be present, each with a different filter. The difference between
the two filters will be used to monitor background levels and plume presence. The next step to model camera
observations is to formulate a governing equation for the proposed system, adapted from Equation 4.3.
4.3 System Governing Equation
With the proposed imaging system of §4.2, shown in Figure 4.2, the expected sensor-reaching radiance can
be mathematically modeled (Objective 2b) as:
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Figure 4.2: Schematic of the proposed imaging system with a ground-based sensor. The sky radiance serves
as background and is modified by atmospheric transmission, the reflectivity of a zinc-coated plate, short
ground distance atmospheric interference (transmission), and the plume transmission. The plate radiance is
modified by its emissivity, the ground distance atmospheric interference, and the plume transmission. The
plume radiance is modified by its emissivity and a ground-based atmospheric interference.
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Lsky(λ) =τpτatmτ10τ50B(Tb, λ)ρZn
+ τpτ10τ50B(TZn, λ)(1− ρZn)
+ τ50B(Tp, λ)(1− τp), (4.5)
where
Lsky(λ) = spectral sensor-reaching radiance,
τp = plume transmission,
τatm = atmospheric transmission,
τ10,50 = ground transmission across 10 and 50 [m] respectively (on each side of the plume),
Bλ(T, λ) = blackbody radiance obtained through the Planck function,
Tb = sky background temperature (260 [K]),
ρZn = reflectivity of a zinc-coated plate,
TZn = temperature of the zinc-coated plate (295 [K]), and
Tp = exhaust plume temperature (variable).
The three terms in Equation 4.5 represent, in order,
• the sky radiance modified by the atmospheric transmission, the reflectance of the zinc-coated plate,
two short-distance atmospheric transmissions, and the plume transmission;
• the plate radiance modified by its emissivity, two short-distance atmospheric transmissions, and the
plume transmission;
• and the plume radiance modified by its emissivity and one short-distance atmospheric transmission.
Several key assumptions are made in this governing equation, namely:
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1. There are no adjacency effects in the photon path, where photons emit from surrounding objects and
into the sensor53;
2. Scattering and reflection effects due to the plume are minimal; and
3. The sky, zinc-coated plate, and plume can all be modeled as blackbody radiators.
Atmospheric transmissions can be modeled via software (see §7.4), and the reflectivity of the zinc-coated
plate has been measured in a laboratory setting. After modeling the atmosphere, plate, and plume as
blackbodies, the remaining step is to determine the plume transmission. This is the most difficult aspect of
the presented work, and two methods are discussed in Chapter 6. First, however, the unburned hydrocarbons
(UHCs) included in the plume model are examined, as they will impact the transmission. This is done in
the following chapter.
Chapter 5
Pollutant Phenomenology
Objective 1 was to characterize the pollutant phenomenology of gases present within aircraft exhaust. This
was partially discussed in §2.1.3, where the four pollutant categories monitored by the International Civil
Aviation Organization (ICAO) were presented, along with a brief argument for targeting unburned hydro-
carbons (UHCs) with the imaging system. To reiterate, UHCs are ideal for monitoring exhaust plumes due
to their strong absorption features in the far infrared, where inexpensive cameras can be purchased commer-
cially. In the previous chapter, the emissive nature of this problem was discussed and why the plume requires
infrared observations in the first place, rather than the optical portion of the electromagnetic spectrum.
A future step in the design of our imaging system will be to select two filters with which to track
total UHCs in the plume. Individual plume constituents can also be monitored by selecting narrow band
filters based on their prominent absorption features. Plume transmission is inversely related to pollutant
absorption, so stronger absorption features will increase plume detectability.
There are numerous available libraries for vapor-phase infrared spectra of pure materials54–56. In par-
ticular, the National Institute of Standards and Technology (NIST) and the Pacific Northwest National
Laboratory (PNNL) have both developed an infrared spectral database with accurate absorbance and fre-
quency values, documented sample purity, and high spectral resolution (0.1 [cm−1], or roughly 0.1 [nm] to
3 [nm], depending on wavelength). Both NIST and PNNL used a Bruker-66v vacuum bench Fourier trans-
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form infrared spectroscopy (FTIR) system, but their methods of sample preparation and sample delivery
are significantly different. This allowed the measured absorption spectra to be checked for consistency54.
Comparisons were made by integrating specific band regions of 12 different chemicals, and excluding three
of the 26 bands under study, all percent differences in area was under 2%. We proceed under the assumption
that the measured absorption spectra are accurate and examine the spectral features of plume constituents
using the PNNL database.
The width of these features varies as a function of pressure and temperature however, and this needs to
be taken into account when selecting filters. The absorption line width varies as
∆σ = ∆σ0
(
P
P0
)(
T0
T
)n
, (5.1)
where ∆σ0 is the line width at standard atmospheric pressure and temperature (T0 = 273 [K] and
P0 = 1000 [mbar]). The exponent n is empirically derived (nominally 0.5)52. As the ambient temperature T
increases, the line width will broaden (Equation 5.1). In a dynamic sense, broad absorption line widths are
expected near the jet engine exit, and narrowed line widths are expected as the plume temperature decreases
to ambient levels.
Although this study primarily targets UHCs, all plume constituents will effect the plume transmission,
so absorption profiles are presented for COx and NOx as well (Figures 5.1 - 5.4). The effects of pressure
broadening are minimal when comparing absorption spectra measured at 50◦ [C] (323 [K]) versus spectra
measured at 5◦ [C] or 25◦ [C].
As mentioned in §2.1.3, almost all absorption features for COx and NOx are in the midwave infrared
(MWIR) (up to 8 [µm]), where there are no commercially available inexpensive cameras. In addition,
longwave infrared (LWIR) camera sensitivity tends to drop off after 14 [µm], preventing observations of the
LWIR CO2 feature from 14 - 16 [µm] (Figure 5.2). Thus the search for observable absorption features is
focused on the 8 - 14 [µm] range.
36 CHAPTER 5. POLLUTANT PHENOMENOLOGY
4 6 8 10 12 14 16
Wavelength [µm]
-0.5
0
0.5
1
1.5
2
2.5
C
O
A
b
so
rp
ti
o
n
[1
/p
p
m
m
]
×10−3
50◦ [C]
5◦ [C]
4.79 4.795 4.8 4.805 4.81 4.815
4
6
×10−4
Figure 5.1: Absorption spectrum for carbon monoxide at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
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Figure 5.2: Absorption spectrum for carbon dioxide at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
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Figure 5.3: Absorption spectrum for nitrous oxide at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
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Figure 5.4: Absorption spectrum for nitrogen dioxide at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
38 CHAPTER 5. POLLUTANT PHENOMENOLOGY
4 6 8 10 12 14 16
Wavelength [µm]
0
5
10
15
20
H
C
H
O
A
b
so
rp
ti
on
[1
/p
p
m
m
]
×10−4
50◦ [C]
5◦ [C]
6.64 6.66 6.68 6.7 6.72
0
5
10
15
×10−5
Figure 5.5: Absorption spectrum for formaldehyde at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
Nineteen UHCs were considered as plume constituents in this study (Figures 5.5 - 5.23). Unlike COx and
NOx, many prominent UHC features are seen in the LWIR (Objective 1a). Note that the strong absorption
features seen in benzene (Figure 5.13) and toluene (Figure 5.14) are mostly undetectable given the poor
camera sensitivity at longer wavelengths. As expected based on Equation 5.1, gases at greater temperatures
exhibit broader line widths. However, these changes are only seen at very small scales and are not predicted
to have any effect on future radiometric predictions (Chapter 7). The capacity to detect and track individual
UHC levels is further discussed in Chapter 8.
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Figure 5.6: Absorption spectrum for acetaldehyde at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
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Figure 5.7: Absorption spectrum for ethylene at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.8: Absorption spectrum for propene at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.9: Absorption spectrum for butene-1 at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.10: Absorption spectrum for butene-2 at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.11: Absorption spectrum for acrolein at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.12: Absorption spectrum for pentene at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
4 6 8 10 12 14 16
Wavelength [µm]
-2
0
2
4
6
8
10
12
14
16
C
6
H
6
A
b
so
rp
ti
o
n
[1
/
p
p
m
m
]
×10−3
50◦ [C]
5◦ [C]
14.86 14.88 14.9 14.92
0
5
10
×10−4
Figure 5.13: Absorption spectrum for benzene at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.14: Absorption spectrum for toluene at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
4 6 8 10 12 14 16
Wavelength [µm]
-1
0
1
2
3
4
5
C
8
H
8
A
b
so
rp
ti
o
n
[1
/
p
p
m
m
]
×10−4
50◦ [C]
25◦ [C]
11.3 11.35 11.4
1.5
2
×10−4
Figure 5.15: Absorption spectrum for styrene at 50◦ [C] (323.15 [K]) and 25◦ [C] (298.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.16: Absorption spectrum for naphthalene at 50◦ [C] (323.15 [K]) and 25◦ [C] (298.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
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Figure 5.17: Absorption spectrum for methanol at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.18: Absorption spectrum for phenol at 50◦ [C] (323.15 [K]) and 25◦ [C] (298.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.19: Absorption spectrum for acetone at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
46 CHAPTER 5. POLLUTANT PHENOMENOLOGY
4 6 8 10 12 14 16
Wavelength [µm]
-0.5
0
0.5
1
1.5
2
2.5
3
C
3
H
8
O
A
b
so
rp
ti
on
[1
/p
p
m
m
]
×10−4
50◦ [C]
5◦ [C]
9.8 9.9 10 10.1
5
6
7
8
9
×10−5
Figure 5.20: Absorption spectrum for propanal at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
4 6 8 10 12 14 16
Wavelength [µm]
-2
0
2
4
6
8
10
12
C
2
H
2
O
2
A
b
so
rp
ti
on
[1
/
p
p
m
m
]
×10−4
50◦ [C]
5◦ [C]
7.55 7.56 7.57 7.58 7.59 7.6
2
4
6
×10−5
Figure 5.21: Absorption spectrum for glyoxal at 50◦ [C] (323.15 [K]) and 5◦ [C] (278.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
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Figure 5.22: Absorption spectrum for acetic acid at 50◦ [C] (323.15 [K]) and 25◦ [C] (298.15 [K]). The
minimal effects of pressure broadening are shown in the magnified inset.
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Figure 5.23: Absorption spectrum for p-xylene at 50◦ [C] (323.15 [K]) and 25◦ [C] (298.15 [K]). The minimal
effects of pressure broadening are shown in the magnified inset.
Chapter 6
Concentration Modeling Methods
Chapter 4 concluded by stating that determining the plume transmission would be the most difficult step in
modeling the plume radiometry. The plume transmission will depend on the absorption spectra of individual
constituents, the plume width, and the concentration of each constituent (see §7.2). Precise absorption
spectra, measured in a laboratory setting, were presented in Chapter 5. The goal is then to correctly model
the plume width and concentration.
It is useful to first establish a common geometry for 3-dimensional plume models. This is presented in
Figure 6.1, where E1 and E2 represent two jet engines. The x-axis is commonly referred to as the downwind
distance, the y-axis as the crosswind distance, and the z-axis as the vertical distance.
Through the course of this study the plume concentration was modeled with two different methods: the
Ideal Gas Law and the Gaussian Plume Equation. Both methods, and their advantages and disadvantages,
are presented in this chapter (Objective 2c).
6.1 Ideal Gas Law
This study began by using the Ideal Gas Law to model the concentration of unburned hydrocarbons (UHCs)
constituents within the plume. The basic premise of this approach was to estimate the amount of emitted
UHC molecules over one meter of travel, and divide that by the number of air molecules in a plume volume of
48
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Figure 6.1: Axes definitions for 3-D plume modeling. The x-axis is referred to as the “downwind” or
“downstream” axis; the y-axis as the “crosswind” direction (which two aircraft engines lie on, E1 and E2),
and the z-axis as the vertical direction.
the same width under ambient conditions. This gave a concentration estimation in parts-per-million (ppm)
which would later be used in transmission estimates.
A typical engine used for Boeing 737 (B737) aircraft was examined, the CFM56-7B22. This engine has a
UHC pollutant emission index (EI) of 2.5 [g/kg] and a fuel flow (FF ) of 0.105 [kg/s], which equates to an
emission rate of 0.2625 [g/s]20. Assuming an average taxi speed of 7.7 [m/s], the engine emits 0.0341 [g/m]
UHCs. The number of UHC molecules can be determined as
N =
m
M
Na, (6.1)
where m is the mass of emitted UHCs (0.0341 [g] for an engine that has traveled one meter), M [g/mol]
is the molar mass of UHCs (defined by the International Civil Aviation Organization (ICAO) as that of
methane, 16.04 [g/mol]18), and Na is Avogadro’s number (6.022×1023 [1/mol]). These values indicated that
the engine would release about 1.28×1021 molecules of UHCs for every meter of travel.
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To determine the number of air molecules in comparison to the amount of UHCs, the Ideal Gas Law was
used, expressed as
PV = nRT, (6.2)
where P is the pressure in [Pa], V is the volume in [m3], n is the number of moles of the gas under
consideration, R is the Ideal Gas Constant (8.314 [J·mol−1K−1]), and T is the temperature [K]. The number
of moles n is the parameter of interest, as that can be converted into a number of air molecules NUHC with
Avogadro’s number:
NUHC =
PV
RT
×Na. (6.3)
In Equation 6.3, the temperature was assumed to be ambient (307 [K] during the time of Boeing obser-
vations), and the pressure was also assumed to be ambient, as one of the main functions of an ideal exhaust
nozzle is to match atmospheric pressure and exit pressure as closely as possible57.
R is a known value, so only the volume of the plume required estimation. Because the UHC emissions
were measured as grams-per-meter, the volume was partitioned into sections with one-meter widths. Boeing
point measurements of the plume width for an idling B737 were used to predict the plume width as a function
of downwind distance (Figure 6.2)58. With this, the plume volume partitions were estimated as a function
of downwind distance from the engine.
Once the plume volume was modeled, the number of UHC molecules was divided by the number of air
molecules and scaled by 106 to estimate a concentration η. This is written in ppm as
η =
NUHC
Nair
× 106 = NUHCPV
RTNa
× 106, (6.4)
and provides a model of UHC concentration as a function of downwind distance. Multiplying by two
accounts for both engines on a B737, and this measure was converted to a concentration-path-length (CPL)
by multiplying by 3.05 meters (a representation of an average plume width). The final model of downwind
CPL is presented in Figure 6.3, where the dashed line shows the estimated concentration, and the solid line
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Figure 6.2: Plume width at engine idle, modeled using data from Boeing58. Boeing measurements are shown
as points and the best fit plume width as the solid black line.
shows the best fit decaying exponential.
This, in essence, represents an instantaneous plume snapshot of how an unmoving idle plume would
appear. An extra step is to account for the motion of the airplane. This is similar to a series of plume
snapshots being stacked, also understood as integrating the concentration model. The integrated model of
CPL, for two engines, is shown in Figure 6.4. At this stage, a temporal dispersion factor is required for our
model, as the CPL will not continue to grow unbounded. However, this step is left for the next section,
where the Gaussian plume model is presented.
The study moves to Gaussian plumes for a number of reasons. First and foremost, the Ideal Gas Law
is meant to be used for closed systems, a criteria which exhaust plumes do not meet. Secondly, there is no
physical understanding of dispersion in this model. This is simplistically taken into account by dividing by
larger volumes of air as the plume width increases. Additionally, the model assumes a common plume width
when determining the CPL. The Ideal Gas Law served as a beginning with which to better understand
plume dynamics, but the research now turns to the more sophisticated Gaussian plume model.
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Figure 6.3: Modeled idle plume CPL as a function of downstream distance (dashed line). Best fit decaying
exponential model of plume CPL (solid line).
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Figure 6.4: Integrated plume concentration-path-length from Figure 6.3, representing the temporal nature
of the idle plume.
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6.2 Gaussian Plume Model
The Gaussian approach to plume modeling is formulated, starting with an instantaneous “puff” emitted from
a point source. In the presence of stationary, homogeneous atmospheric turbulence, the mean concentration
of a gaseous species emitted from a point source can be assumed to have a Gaussian distribution59. While
stationary, homogeneous atmospheric turbulence is exceedingly rare in practice, the assumption is used in a
wide variety of atmospheric diffusion models, including the one presented here.
Start by considering a transition probability density (Q) which describes the probability that a gas
particle starting at x′, y′, and z′ at time t′, will be at x, y, and z at time t. Using the assumption described
previously and assuming a wind speed in the x-direction of ū, Q can be written as
Q(x, y, z, t|z′, y′, z′, t′) = 1
(2π)3/2σxσyσz
× exp
(
− (x− x
′ − ū(t− t′))2
2σ2x
− (y − y
′)2
2σ2y
− (z − z
′)2
2σ2z
)
, (6.5)
where the variances σx, σy, and σz are dependent on atmospheric conditions and travel time, or downwind
distance from the point source. In Equation 6.5, the z -dimension is assumed to be infinite; no boundary
conditions have been applied. Boundary conditions include setting the minimum z-value to 0, to represent
the ground; setting a maximum z-value to represent the atmospheric inversion layer; and defining the type
of interaction particles will have with the ground (total reflection, total absorption, or partial absorption).
The z-dependence can be separated and Equation 6.5 can be written as
Q(x, y, z, t|z′, y′, z′, t′) = 1
(2π)3/2σxσyσz
exp
(
− (x− x
′ − ū(t− t′))2
2σ2x
− (y − y
′)2
2σ2y
)
×Qz(z, t|z′, t′). (6.6)
A plume is modeled taking into account the z=0 ground level but the inversion layer is ignored (as we
are only concerned with low-level local effects). Total reflection is assumed at the ground. In this case the
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z-term in Equation 6.6 becomes
Qz(z, t|z′, t′) =
1
(2π)1/2σz
[
exp
(
− (z − z
′)2
2σ2z
)
+ exp
(
− (z + z
′)2
2σ2z
)]
, (6.7)
where a second plume is modeled at the same height beneath the surface to account for ground reflections.
In this formulation, (z − h) represents the above ground distance from plume to engine, and (z + h) is the
below ground distance from the plume to the engine. The probability density Q can be used to model the
mean concentration from a continuously emitting point source by integrating over time t:
〈c(x, y, z)〉 = lim
t→∞
∫ t
0
q
(2π)3/2σxσyσz
exp
(
− (x− ūt
′)2
2σ2x
− y
2
2σ2y
)
×
[
exp
(
− (z − h)
2
2σ2z
)
+ exp
(
− (z + h)
2
2σ2z
)]
dt′, (6.8)
where q is the source emission rate [kg/s] and h is the source height [m]. The continuous emission is modeled
as a series of instantaneous “puffs,” which allows us to make use of the slender plume approximation. This
assumes that the spread of each puff is small compared to the downwind distance it has traveled since
emission, so Equation 6.8 can be evaluated in the limit of σx = 0. In other words, the effects of advection
outweigh those of dispersion along the x-axis60. Integrating Equation 6.8, provides the standard Gaussian
plume equation for a totally reflecting surface at z = 0:
〈c(x, y, z)〉 = q
2πūσyσz
exp
(
− y
2
2σ2y
)
×
[
exp
(
− (z − h)
2
2σ2z
)
+ exp
(
− (z + h)
2
2σ2z
)]
, (6.9)
where c(x, y, z) is the mean concentration [mg/m3] at location x, y, z, and ū is the wind speed in the
downwind direction [m/s] (Objective 2c).
Equation 2.1 determined the amount of pollutants emitted from a jet engine; it can be modified into a
pollutant emission rate, given as
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Rik = (FFk)× (EIik), (6.10)
where Rik is the emission rate in [g/s], FFk is the fuel flow [kg/s], and EIik is the EI for a specific pollutant
and thrust level [g/kg]. The rate q in Equation 6.9 is obtained by converting Rik to [kg/s].
As mentioned previously, the variances of the Gaussian distributions, σy and σz, depend on atmospheric
turbulence and increase at greater downwind distances (i.e. the plume is more disperse further away from
the emission source). Observational studies have helped develop empirical formulas to estimate σy and σz,
commonly in the form of
σy = Ryx
ry (6.11)
σz = Rzx
rz , (6.12)
where Ry, ry, Rz, and rz depend on the atmospheric stability class and observational averaging time.
Various values for these parameters have been determined experimentally61–64. Atmospheric stability classes
are separated into six groups (A - F), moving from extremely unstable to moderately stable65. We assume
Class C, a slightly unstable atmosphere with a wind speed of ū = 3 [m/s], and we use parameters determined
by Klug with an averaging time of ten minutes64:
Ry = 0.230
ry = 0.855
Rz = 0.076
rz = 0.879
Equation 6.9 is then used to model the mean concentration levels in a three-dimensional B737 exhaust
plume. As in §6.1, the CFM56-7B22 engine is used with an EI of 2.5 [g/kg] and a FF of 0.105 [kg/s],
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yielding an emission rate of 0.2625 [g/s]. The model includes two jet engines located along the y-axis at y
= -5 and y = +5 (see Figure 6.1). Both jet engines are placed 3.5 [m] off the ground. The average wind
speed ū is set in the x-direction at 3 [m/s] and the atmospheric stability parameters discussed earlier are
used. The model output is a concentration map in [mg/m3].
Modeling the plume transmission requires concentrations to be measured as ppm, or parts-per-million-
meter (ppmm). At standard atmospheric pressure and temperature (STP, 100 [kPa] and 298.15 [K]), the
concentration c [mg/m3] is related to the concentration η [ppm] by
c = η × M
V
, (6.13)
where M is the molar mass (16.043 [g/mol] for UHCs in general), and V is the molar volume (24.45 [L]). At
temperatures greater than STP however, the molar volume will increase. Charle’s Law is used to determine
the new molar volume:
V1
T1
=
V2
T2
, (6.14)
where V1 and T1 are at STP, and T2 is the plume temperature. V2 is the volume at temperature T2, and
is used in Equation 6.13. The plume temperature profile was modeled as a function of downwind distance
using Boeing point measurements of an idling exhaust plume (Figure 6.5)58. The curve was modeled with
a decaying exponential and an undefined zero-level, as the ambient temperature during observations was
not defined. An ambient temperature of 307 [K] was determined. Equations 6.13 and 6.14 allow the plume
concentration η to be modeled three-dimensionally in ppm or the CPL in ppmm.
Figure 6.6 shows a bird’s-eye view of the exhaust plumes sliced at z=3.5 [m], the level of the engines
(Objective 2c). Concentration is expressed as [ppm] with warmer colors indicating higher concentrations.
The highest concentration levels drop off slightly before 15 [m] downwind, right before the tail of the aircraft
has passed and the camera can begin observations. The plume dissipates quickly, and emissions from both
engines combine to create one plume shortly ahead of 10 [m] downwind.
A side view of the plume CPL is also modeled, similar to what we would expect a camera to observe for
a stationary idling engine (Figure 6.7). The CPL profile can be drawn at the engine height, z=3.5 [m], for
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Figure 6.5: Boeing measured temperature of an idling engine58 (points), and best-fit plume temperature
(solid black line).
use in determining plume transmission. This map shows the effects of the total reflection at the ground, as
the contours are asymmetric above and below the plume centerline.
Finally, a 3D model of the plume concentration was generated (Figure 6.8). The airplane is centered at
y=25, and two jet engines are located at y=20 and y=30. Warmer colors indicate higher concentrations.
There are additional assumptions to be aware of when using the Gaussian plume model. For instance, it
is assumed that the pollutant emission rate, q, is constant, which will not be the case if the aircraft changes
speed or the ambient temperature changes. It is also assumed that the wind speed is constant with height
above the ground, and that the atmospheric turbulence is not greatly varying. Finally, the terrain must be
relatively flat for this model to work, although this is not a concern for airport runways.
Despite some simplifications and uncertainties in this model, the Gaussian assumption is well-accepted in
the scientific community and it is used in almost all present-day atmospheric dispersion models. It provides
a solid starting point with which to model plume concentrations. This model is used in the next chapter to
determine the plume transmission.
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Chapter 7
Results
The Gaussian plume model provides the capability to model the concentration of unburned hydrocarbons
(UHCs) in the idle exhaust plume of a typical Boeing 737 (B737) jet engine. This chapter presents the
results of the plume concentration and transmission modeling (Objective 2c), and the predictions of plume
radiance (Objective 2d). It concludes with a selection of on-hand and ideal filters used for tracking the plume
presence (based on the radiometric models), an assessment of plume detectability at various noise equivalent
change (delta) in temperature (NE∆T) values, and with a temporal model of filtered camera observations.
7.1 Concentration Model
A basic method for modeling plume concentration, and graphical results of that method, were presented in
§6.2. However, those models used a general UHC pollutant emission index (EI), which assumes that all
UHCs are emitted equally. This is not the case, and as concentration levels of each UHC will affect the
strength of absorption features in transmission models (see next section), it is necessary to account for the
different ratios of UHC EIs.
Multiple studies have been undertaken to estimate UHC speciation in idle plumes30,35,42,66. We use a
combination of measurements obtained from Spicer et al. (1994) and the National Aeronautics and Space
Administration (NASA) Aircraft Particle Emissions eXperiment (APEX) campaign (detailed in Chapter
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Table 7.1: List of hydrocarbons included in plume models. EIs relative to formaldehyde were measured by
multiple sources in facilities or outside. EIs were scaled to sum to a typical UHC EI of 2.5 [g/kg], and the
molar mass M was used to convert between [mg/m3] and [ppm] (see §6.2).
Chemical Constituent Formula Test Location Relative EI [g/kg] Scaled EI [g/kg] Molar Mass [g/mol]
Formaldehyde HCHO Outside35 1.00 0.518 30.03
Acetaldehyde C2H4O Outside35 0.35 0.181 44.05
Ethylene C2H4 Outside35 1.26 0.653 28.05
Propene C3H6 Outside35 0.36 0.186 42.08
Butene 1 C4H8 Outside35 0.36 0.048 56.11
Butene 2 C4H8 Outside35 0.048 56.11
Acrolein C3H4O Outside35 0.095 56.06
Pentenes C5H10 Outside35 0.11 0.057 70.13
Benzene C6H6 Outside35 0.14 0.073 78.11
Toluene C7H8 Outside35 0.05 0.026 92.14
Styrene C8H8 Outside35 0.03 0.016 104.15
Naphthalene C10H8 Outside35 0.04 0.021 128.17
Methanol CH3OH Facility42,66 0.15 0.078 32.04
Phenol C6H6O Facility35 0.02 0.009 92.11
Acetone C3H6O Facility35 0.24 0.014 58.08
Propanal C3H8O Facility35 0.030 60.10
Glyoxal C2H2O2 Facility35 0.076 58.04
Acetic Acid C2H4O2 Facility42,66 0.1 0.052 60.05
p-xylene C8H10 Facility35 0.09 0.046 106.16
3). UHC EIs are given in terms of formaldehyde. Given a general UHC EI of 2.5 [g/kg], all individual
components are scaled to sum to 2.5. EIs for the 19 components presented in Chapter 5 are shown in Table
7.1 (Objective 1b). The table also lists the chemical symbol of each component, and the testing location that
was used to determine the EI (outside or indoor facility). Finally, the molar mass M [g/mol] is listed as
well, used to convert concentration measurements from [mg/m3] to [parts-per-million (ppm)].
Gaussian plume modeling was done for each component, and a concentration-path-length (CPL) was
determined along the engine height at z=3.5 [m]. Summing the CPL for each component gives a general
CPL for all UHCs under consideration in an idle plume (Figure 7.1). This represents a plume snapshot, or
the plume CPL for a stationary aircraft.
However, the temporal nature of a moving aircraft must be accounted for as well, as the aircraft will be
taxiing at a rate of 7.7 [m/s]. The plume of a moving aircraft is represented as a series of stacked snapshot
7.1. CONCENTRATION MODEL 63
100 200 300 400 500 600 700 800 900
Downwind Distance [m]
102
103
104
105
C
o
n
ce
n
tr
at
io
n
-P
at
h
-L
en
g
th
η
[p
p
m
m
]
Figure 7.1: Plume CPL modeled with the Gaussian Plume Equation, as a function of downwind distance.
plumes. At every instance the aircraft moves forward, a new snapshot plume is generated and added to the
previous plume. Mathematically, this is interpreted as the integrated CPL.
Figure 7.2 shows the integration of a single aircraft CPL as a solid line on the left-hand side and a
dashed line on the right-hand side. The UHC concentration now increases without bound, and thus a plume
dispersion parameter for the time domain must be included in the model.
Temporal dispersion is modeled to begin at the knee of the integrated plume model, defined as the
location where the curve can be best approximated as a pair of straight lines. This occurs at 34.3 [s], or
264 [m], and is represented in Figure 7.2 as a black point. The Gaussian assumption of plume behavior (as
presented in §6.2) is employed again, and a decaying Gaussian is modeled to account for temporal plume
dispersion. The peak of the decaying Gaussian is set to match the value of the integrated CPL model at
the knee of the curve, and the center set to 34.3 [s]. The standard deviation was estimated to be 2/3 of
the downwind distance at the knee of the curve (89 [m]). Note that this standard deviation was estimated
with the goal of producing a smooth decay in CPL; no data on temporal dispersion parameters is currently
known to be available for this problem.
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Figure 7.2: Integrated plume CPL as a function of downwind distance, to represent a taxiing aircraft (solid
black line on left, dashed black line on right). Turning point in integrated curve (point) representing where
temporal dispersion effects will begin, and the Gaussian temporal dispersion factor modeled after the turning
point (solid black line on right).
The full CPL model, including the temporal dispersion effect, is shown as the solid black line in Figure
7.2 (Objective 2c). The standard deviation estimation will have a significant effect on how soon the CPL
returns to background levels, indicating the plume has dissipated. Larger standard deviations will model
an extended plume presence, while smaller standard deviations will shorten the estimated time for complete
plume dispersion. This value will be better estimated empirically during initial observations, and will be a
significant contribution to current knowledge of plume dissipation.
With the speciated CPL developed for idle exhaust plumes, the plume transmission was modeled. This
was one of the final requirements before the sensor-reaching radiance of the multispectral imaging system
could be modeled.
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7.2 Plume Transmission
It was previously mentioned that the plume CPL and each UHC absorption spectra will impact the plume
transmission. This becomes apparent with Beer’s Law, written as
τ(λ) = exp[−Σ(nzα(λ))], (7.1)
with concentration η [ppm], where z is the path length [m], and α(λ) is the absorption profile for each
pollutant [parts-per-million-meter (ppmm)−1]. Recall that ηz forms the CPL, which was modeled in the
previous section. Each UHC is associated with a unique CPL (§7.1) and absorption spectrum (Chapter 5)
forming ηzα(λ) for each constituent. Summed together, this becomes the exponent in Equation 7.1. It is
apparent that larger values of η, z, and α(λ) lead to lower plume transmission values, which is ideal for
plume detection.
The 50◦ [C] absorption spectra will always be used in this model, as temperature impacts on broadening
were shown to be limited in Chapter 5. This means that the overall plume transmission will mainly depend
on the CPL, and we expect the general trend to inversely coincide with our temporal CPL model from
Figure 7.2 (i.e. the plume transmission will be lowest at the knee in the curve, where the CPL is highest,
and greatest at large downwind distances, where the CPL is minimized).
The plume transmission (Objective 2c) was plotted at downwind distances of 15 [m] (the point at which
the aircraft has passed and the reflective plate is again viewable by the camera), 264 [m] (the point at which
the plume transmission is lowest and begins to increase again), 600 [m], and 750 [m] (Figures 7.3-7.6).
To study the trends in plume transmission, the peak located at 12.25 [µm] and the valley located at
10.5 [µm] were examined. At 15 [m] downwind (Figure 7.3), the peak is at almost 90% transmission, while
the valley transmits essentially zero radiance. At 264 [m] downwind where the CPL is at its maximum
(Figure 7.4), the peak is down to almost 80% transmission, and the valley has grown in width from its 0%
transmission center. Drastic effects are seen at 600 [m] downwind (Figure 7.5), where the peak has risen
to above 90%, and the valley has shrunk in size, just barely dropping to 0% transmission. Finally, at 750
[m] downwind (Figure 7.6), the peak is hardly discernible at nearly 100% transmission and the valley has
increased to above 40% transmission.
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Figure 7.3: Plume transmission modeled at 15 [m] downwind distance. Significant effects are seen in the
10.5 [µm] region.
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Figure 7.4: Plume transmission modeled at 264 [m] downwind distance. The well around the 10.5 [µm]
region has widened compared to Figure 7.3. This represents the turning point in the concentration-path-
length model, where temporal dispersion begins; thus the CPL is maximized here and the transmission is
the lowest we expect to see.
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Figure 7.5: Plume transmission at 600 [m] downwind. The transmission values around 10.5 [µm] have
significantly increased as a result of the temporal dispersion.
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Figure 7.6: Plume transmission at 750 [m] downwind. Due to temporal dispersion, the plume is almost no
longer detectable as the transmission values are near 100%.
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A physical basis has now been provided to explain how the plume appears, strengthens, and dissipates
as a function of downwind distance (analogous to time). The trend will become even more apparent once
the plume and background radiance are modeled in §7.4, but first, other parameters in the system governing
equation (Equation 4.5) are discussed.
7.3 Non-Plume Parameters
Recall the system governing equation presented in §4.3. The plume transmission was modeled, but the atmo-
spheric and zinc-coated plate radiance, the atmospheric and ground-based transmission, and the reflectivity
of the zinc-coated plate remain to be determined.
In §4.3 it was assumed that the sky, zinc-coated plate, and plume could be modeled as blackbody radiators.
Planck’s Law was used to approximate the blackbody radiance,
Bλ(λ, T ) =
2hc2
λ5
1
exp
hc
λkBT −1
, (7.2)
where Bλ(T, λ) is the blackbody radiance at a certain wavelength λ and T is the temperature [K] (assumed
to be uniform), h is the Planck constant (6.626 × 10−34 [J·s]), c is the speed of light (2.998 × 108 [m/s]), and
kB is the Boltzmann constant (1.381 × 10−23 [J/K]). Assuming T = 260 [K] for the sky and T = 295 [K] for
the zinc-coated plate, blackbody radiance models were generated for the atmosphere and plate (Figure 7.7).
Note that the warmer temperature plate radiance peaks at a shorter wavelength than the sky radiance, as
Planck’s Law predicts.
The sky is partially modified by the atmospheric transmission and the plate reflectivity. The plate
radiance is partially modified by its emissivity (recall Kirchoff’s Law from §4.1). The reflectance of the
zinc plate was measured in a laboratory setting with the Surface Optics Corporation 400-T directional
reflectometer67. Spectral resolution is normally set to 4 [cm−1], but was interpolated to match the spectral
resolution of the Pacific Northwest National Laboratory (PNNL) spectra from Chapter 5.
To model the atmospheric transmission, the MODerate resolution atmospheric TRANsmission (MOD-
TRAN) algorithm was used. MODTRAN solves the radiative transport equation by modeling multiple strat-
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Figure 7.7: Atmospheric radiance (solid blue line, left-axis) modeled as a blackbody with Planck’s Law (T
= 260 [K]). Zinc-coated plate radiance (dashed red line, right-axis), modeled as a blackbody at T = 295 [K].
ified, horizontally homogeneous layer atmospheres68. The model incorporates effects related to molecular and
particulate absorption/emission and scattering, surface reflections and emission, and solar illumination69. A
mid-latitude summer atmosphere was modeled over Rochester, NY (43.26◦N, 77.61◦W), with default atmo-
spheric constituent profiles, from the elevation of Rochester (0.79 [km]) to a sensor height of 20.53 [km].
The spectral output was given at 0.01 [µm−1] resolution and interpolated to match the resolution of PNNL
spectra.
Both the reflectance of the zinc-coated plate and the transmission of the atmosphere are shown in Figure
7.8. The solid blue line shows the atmospheric transmission, while the dashed red line shows the plate
reflectivity. Notice that the plate reflectivity is consistently at or above 90%. This is ideal to reflect as much
of the sky radiance as possible in order to maximize the temperature contrast between the warm plume and
cool background. Kirchoff’s Law indicates that the plate emissivity is then very low. It is consistently below
10%, which minimizes the detected radiance from the warm plate blackbody at 295 [K].
Finally, atmospheric transmission effects over short ground distances were considered, specifically over the
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Figure 7.8: Atmospheric transmission modeled over 19.74 [km] for a mid-latitude summer (solid blue line,
left axis). Zinc-coated plate emissivity, measured in laboratory (dashed red line, right axis).
50 [m] and 10 [m] paths defined in Equation 4.5. Ground-based transmission effects from object to camera are
typically considered negligible over small distances; however this was confirmed using MODTRAN again.
The MODTRAN algorithm models the heterogeneous atmosphere by separating it into 32 homogeneous
layers based on height. At low altitudes, the homogeneous layers are roughly 1 [km] in height; the layers
increase to 5 [km] heights above 25 [km]70. Since we are only interested in ground-based transmissions at
distances shorter than 100 [m], MODTRAN was run using a vertical path from the elevation of Rochester
(0.079 [km]) to a height of 0.179 [km]. The transmission was also modeled at 50 [m], 10 [m], and 5 [m] path
lengths (Figure 7.9). As expected, the transmission is mostly above 90% and will have little impact on the
radiance. In particular, the selected on-hand filter region from 9-10 [µm] is highlighted. The reason for these
filters being selected is presented in the next section, which also presents the final models of sensor-reaching
radiance for the imaging system.
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Figure 7.10: Plume radiance (solid black line) and background radiance (dashed black line) at 15 [m] down-
wind from the aircraft engines.
7.4 Plume Radiance and Filter Selection
At this stage, each parameter of the governing equation has been modeled. The sensor-reaching radiance
of the imaging system is modeled in this section and a combination of on-hand filters are selected that
will maximize the plume detectability. The radiance models are used to select ideal filters, and the section
concludes by examining plume detectability as a function of downwind distance.
In Figures 7.10 - 7.13 we compare the sensor-reaching radiance when there is no plume present to plumes
of varying CPL strengths (Objective 2d). The plume radiance (solid black line) and the expected background
radiance (dashed black line) are modeled for downwind distances corresponding to the plume transmission
plots in Figures 7.3 - 7.6. For reference, solid blue lines are plotted in Figure 7.11 indicating the center
wavelengths (CWLs) of the already purchased filters.
Section 7.2 discussed how the plume transmission was dependent on downwind distance. The same effects
can be seen here when comparing the plume and background radiance. At 15 [m] downwind, the difference
between plume and background radiance is significant, especially from 9 - 11.5 [µm] and from 13 - 14 [µm].
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Figure 7.11: Plume radiance (solid black line) and background radiance (dashed black line) at 264 [m]
downwind. Solid blue lines indicate the CWL of on-hand filters.
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Figure 7.12: Plume radiance (solid black line) and background radiance (dashed black line) at 600 [m]
downwind from the aircraft engines. The plume and background radiance are much more similar than
Figures 7.10 - 7.11, as a result of temporal dispersion.
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Figure 7.13: Plume radiance (solid black line) and background radiance (dashed black line) at 750 [m]
downwind. Differences are virtually indistinguishable as a result of the plume transmission being nearly
100% (Figure 7.6).
The CPL is large here, and so is the temperature contrast between plume and sky. The differences are still
significant at 264 [m] downwind, as shown in Figure 7.11. This is at the maximum CPL, but a smaller
temperature contrast between plume and sky results in a slightly smaller radiance difference.
The effects of increased plume transmission are seen in Figures 7.12 - 7.13. As the plume dissipates, the
difference between the plume and background radiance decreases until it is almost no longer visible in Figure
7.13. These observations match expectations of a plume becoming more detectable until the CPL begins to
decrease, at which point the plume becomes increasingly difficult to detect.
Plume tracking will require two-filters: one filter to represent the background (i.e. where the plume
transmission is most nearly 100%), and one filter centered on the wavelength with the maximum difference
between plume radiance and background radiance (acting as a plume tracer). Thus the difference between
the two filter measurements will be minimized to a unique background level when no plume is present.
There were 29 on-hand filters made available for this project; their features are detailed in Table 7.2. CWL
values range from 8 - 14 [µm], the available range of an infrared camera. Filters with high transmissions are
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Figure 7.14: Profiles of the 29 on-hand filters available for this study, using the parameters of Table 7.2.
preferable, although some have transmissions below 70%. Finally, the full-width half-max (FWHM) values
indicate how wide each filter is. This will determine which wavelengths, or UHC absorption features will be
observed.
These filters are visualized as Gausisan distributions in Figures 7.14 and 7.15, using the relationship
σ =
FWHM
2
√
2 ln 2
, (7.3)
which relates the FWHM and the filter standard deviation (σ).
To select the best combination of on-hand filters, the difference between plume and background radiance
was modeled at 264 [m] downwind (Figure 7.16). Again, filter centers are indicated with solid blue lines. The
difference spectrum was multiplied by each filter profile individually; the results were summed and multiplied
by the wavelength sampling interval. This gave an indication of the sensor-reaching radiance associated with
each filter. The minimum radiance was selected as the background filter, and the maximum radiance was
selected to track the plume formation and dissipation.
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Table 7.2: CWL, peak transmission, and FWHM of the on-hand filters available for this study. The two
filters highlighted in bold are the two selected for tracking the background and plume radiance (elaborated
on later in this section).
CWL [µm] Peak Transmission [%] FWHM [µm]
8.038 87.66 0.144
8.120 90.00 0.250
8.206 90.10 0.353
8.214 89.53 0.353
8.223 90.08 0.479
8.234 90.16 0.353
8.253 90.80 0.355
8.280 80.00 0.250
8.297 83.50 0.156
8.786 87.35 0.397
8.897 66.17 0.107
8.968 89.79 0.104
9.001 69.40 0.101
9.066 64.61 0.115
9.076 66.20 0.115
9.078 58.57 0.123
9.378 95.87 0.393
9.384 77.09 0.119
9.399 95.90 0.398
10.000 55.00 0.250
10.200 80.00 0.190
10.292 77.64 0.124
10.411 59.84 0.122
10.418 55.69 0.119
11.000 90.00 0.100
13.973 86.17 0.788
13.974 86.19 0.790
14.001 83.60 0.791
14.010 83.42 0.799
7.4. PLUME RADIANCE AND FILTER SELECTION 77
Figure 7.15: Profiles of the 19 filters available for this study centered in the 8 – 10 [µm]region, using the
parameters given in Table 7.2.
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Figure 7.16: Radiance difference between plume and background from Figure 7.11. Larger differences indicate
ideal locations for plume tracking filters, while smaller differences indicate ideal locations for background
filters. Solid blue lines show CWLs of on-hand filters.
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Figure 7.17: Plume radiance at 264[m] downwind with overlaid filters, scaled for the CWL radiance value,
selected for background monitoring and plume measurements.
The maximum radiance values were located at the filters centered around 14 [µm], but these were rejected
due to the camera sensitivity falloff in that region. With this exclusion, the ideal filter combination used
the filters centered at 9.001 [µm] (background) and 9.399 [µm] (plume tracer). Filter standard deviations,
obtained with Equation 7.3, were 0.0429 [µm] and 0.169 [µm], respectively. These two filters appear as
bold in Table 7.2, and their profiles in combination with the radiance difference can be seen in Figure 7.17.
Although the filters slightly overlap at the edges, the difference is still maximized with this combination.
A similar analysis was performed to select ideal filter locations. If any CWL could be chosen, the plume
detectability may increase. To ensure a fair comparison between on-hand and ideal filters, the ideal filters
used the same FWHM and peak transmission values from the two previously selected filters. The CWL was
varied from 8 - 14 [µm] in 0.001 [µm] steps, and the incoming radiance at each location was measured for
both filters. The background filter radiance was minimized at 12.212 [µm], while the plume tracing filter
was maximized at 9.776 [µm] (Figure 7.18).
The background, or the sensor-reaching radiance baseline, will be the difference in filter readings when
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Figure 7.18: Plume radiance at 264 [m] downwind with overlaid filters, scaled for the ideal filters CWL
radiance values. Peak transmission and FWHM match those from Figure 7.17 to allow comparisons.
no plume is present. For the on-hand filters, this value is expected to be 0.932 [W/m2sr]. For the ideal
filters, the baseline measurement is expected to be 0.907 [W/m2sr].
The difference between the plume and background radiance within the plume tracing filters is indicative
of the plume detectability. As the difference approaches zero, the plume is no longer distinguishable from the
background levels. A temporal analysis was performed for the plume and background radiance that would
be observed in the 9.339 [µm] and 9.776 [µm] filters. Radiance predictions were made for every second after
a plane had passed the imaging system, at a velocity of 7.7 [m/s] (Figures 7.19 - 7.20).
The difference can also be compared to various system NE∆Ts. NE∆T relates to the system noise
equivalent radiance (NER) as
NE∆T = NER
∆T
∆L
. (7.4)
Figures 7.19 - 7.20 show NER levels corresponding to NE∆Ts of 0.5 [K], 0.25 [K], and 0.05 [K]. (For
reference, the FLIR Systems, Inc. (FLIR) Tau® 2 Uncooled Core has a performance NE∆T of 0.05 [K] at
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Figure 7.19: Difference in plume and background radiance in the on-hand plume tracing filter located at
9.399 [µm]. As the difference approaches zero, the plume is increasingly difficult to detect. Sample system
NE∆Ts are converted to NERs; the crossover point indicates where the plume will become undetectable.
f/171.) Both the on-hand and ideal filter combination indicate that a plume will be detectable out to 100+
[s], or 770 [m] downwind of the engine. It also becomes apparent that the ideally located filters will allow
for increased detectability past 120 [s].
With on-hand and ideal filters selected for the proposed system (Objective 2d), temporal predictions can
be made for the sensor-reaching radiance and filter differences. The next section concludes this chapter with
temporal models for multiple taxiing aircraft.
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Figure 7.20: Difference in plume and background radiance in the ideal plume tracing filter located at 9.776
[µm]. As the difference approaches zero, the plume is increasingly difficult to detect. Sample system NE∆Ts
are converted to NERs; the crossover points indicate where the plume will become undetectable. The plume
is detectable for a longer than with the on-hand filter.
7.5 Temporal Modeling
An important, and up until this point overlooked, impactor of airport air quality is the time it takes for
a plume to disperse. Baggage handlers, aircraft fuelers, and mechanics all work in close vicinity of engine
idle plumes. The frequency with which plumes are generated and the rate at which they dissipate will have
a significant effect on these workers’ exposure to volatile organic compounds (VOCs). Many of the studies
presented in Chapter 1 were done at the airport fence line or further away from the runways, where plumes
had the space and time to disperse. Worker exposure to VOCs where plumes are being generated, before
they have had time to dissipate, will be significantly higher.
We therefore examine the filter difference readings of two stationary cameras fitted with a background
and plume tracing filter, set to observe the plumes of taxiing aircraft. In §7.4, the baseline radiance level for a
two-filter system was predicted, using on-hand filters and ideally located filters. We simulate readings being
taken every second, or every 7.7 [m] of aircraft travel. Note that readings will not be obtainable until two
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seconds have passed and the aircraft no longer blocks the reflective plate-camera line-of-sight. The temporal
models begin with six seconds of background readings (for each filter combination) before an initial plume
is generated (Figure 7.21 - 7.22). As the plume is generated, the difference in filter readings increases by a
factor of 3 and 4, for the on-hand and ideal filters respectively. Following this, the filter difference decreases
due to the temperature contrast between plume and background decreasing. As the plume temperature
approaches ambient, the CPL is still increasing, and thus the filter difference increases again. Roughly 34
seconds after the plume is generated, the temporal dispersion comes into play and the filter difference begins
its final descent back to baseline levels. Additional plumes are modeled after 120 [s], 90 [s], 60 [s], and
30 [s]; dashed lines indicate how the plume would dissipate if no subsequent plume were to be generated.
Observations of filter differences will serve as indicators of relative plume strength (i.e. accurate background
readings of absolute radiance, and thus extremely well-calibrated cameras are not necessary in this set-up).
Notice how the ideal filter differences are greater than the on-hand filter differences. Simulations indicate
that when plumes are generated less than one minute apart, there is no time for the preceding plume to
completely disperse. With less than one minute separation, the filter readings begin to increase as the
plumes stack. Note however that this effect is due in large part due to the standard deviation set for
temporal dispersion back in §7.1. The standard deviation will be better set with empirical observations, and
the minimum time required for plumes to begin stacking will be adjusted based on this. These models are
presented solely as predictions of the trends that our imaging system is expected to find during prototype
testing. Initial results will provide valuable information regarding the exposure of airport employees to
UHCs/VOCs.
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Chapter 8
Future Work Outlook
It is necessary to understand not just what the camera will observe during operations, but what can be learned
from observations. In the following Chapter, a brief overview is given of the information to be gathered in an
operational scenario. An extended selection of filters for tracking individual unburned hydrocarbons (UHCs)
is also presented, and future work that would benefit this project is described.
Future work on this project will require deploying the prototype imaging system and gathering initial
observations. The proposed testing site is Rochester International Airport (ROC), a small airport scheduling
mostly regional flights, where Boeing 737s (B737s) are common (Figure 8.1). There are multiple possible
points of observation for idling or taxiing; one near to the airport is suggested as it has the highest potential
for aircraft traffic. In this chapter we discuss what information we can gather from our imaging system, and
propose capabilities for acquiring additional information.
8.1 Observations to Information
The proposed multispectral imaging system will consist of two cameras with two filters, described in the
previous chapter. The difference in measurements between the two filters will enable tracking of the relative
plume strength and generate temporal observations similar to the predictions presented in §7.5.
In this section we discuss what else we can learn from our system; specifically, can we predict actual
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concentration levels for individual UHCs, and is it possible to measure pollutant emission indices (EIs) for
each aircraft engine? Recall the governing equation presented in §4.3. When there is no plume present, this
equation simplifies to
Lnp(λ) =τatmτ10τ50B(Tb, λ)ρZn
+ τ10τ50B(TZn, λ)(1− ρZn), (8.1)
with the same definitions given previously. We can simplify the governing equation to
Lsky(λ) = τp [Lnp − τ50B(Tp, λ)] + τ50B(Tp, λ). (8.2)
The one parameter of interest is the plume transmission τp. Assuming the 50 [m] atmospheric transmis-
sion can be accurately modeled with the MODerate resolution atmospheric TRANsmission (MODTRAN)
algorithm, and the plume can be modeled as a blackbody, τp should be easily determined. From τp our goal
is to determine the concentration-path-length (CPL). This requires the assumption that the Pacific North-
west National Laboratory (PNNL) absorption spectra are accurately measured (a fair assumption discussed
in Chapter 5). Beer’s Law can also be written as
ln τp = −
∑
ηzα. (8.3)
Representing ηz as the single variable CPL gives an equation with 23 unknowns (the CPLs for each
constituent) and 24 knowns (plume transmission and constituent absorption spectra). With the measured
ratio of UHC emissions, discussed in §7.4, the CPL can be determined for each UHC. Since the path-length
z will be the same for all CPLs, we can also obtain an accurate measurement of each UHC concentration
(Objective 3). This relies on the speciation of hydrocarbons being accurate.
This assessment can be taken one step further: if we know the downwind distance where the measurement
was obtained, the Gaussian plume equation can be used to determine the emission rate, q, of each pollutant.
Finally, if accurate information is available regarding the engine fuel flow during idling, the initial parameter,
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the emission index (EI), can be determined.
The bare minimum capability of this system is to track relative plume strengths as they are generated and
dispersed, using a baseline level measured with two filters. However, there is a high potential to extend the
capabilities of this system to extract information such as concentration levels and engine EIs. In the next
section, further system improvements are discussed that would allow for the tracking of individual UHCs.
8.2 Tracking Individual Hydrocarbons
A total of eight infrared cameras were purchased for this project, and two filters selected to track relative
plume presence. Six cameras remain with which to gather information. In this section we assess the potential
of using additional filters to track individual pollutant species within exhaust plumes.
The total plume transmission (including all UHCs) was modeled at 15 [m] downwind (Figure 7.3). The
plume transmission is remodeled at 15 [m] downwind, this time removing each UHC contributor one-by-one.
The total plume transmission is then subtracted from the newly modeled transmission, where one constituent
is missing. This gives an idea of how much each pollutant lowers the plume transmission (Figures 8.2 - 8.8).
The effect each pollutant will have is dependent on its concentration (i.e. emission index) and the strength
of its absorption features. Of the 19 UHCs under study, formaldehyde, acetaldehyde, ethylene, propene,
naphthalene, methanol, and acetic acid had the most significant impact on the plume transmission. Most
differences were found to be above 20%. Using the same background filter selected in Chapter 7, the change
in individual pollutant levels could be targeted with narrowband filters. This requires ensuring that the
targeted wavelengths have no overlap with other UHC absorption features. In particular, many significant
features of the above-listed UHCs are covered by the ethylene absorption from 9 - 12 [µm]. Some potential
filter locations, and the UHCs they would monitor, are listed in Table 8.1.
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Figure 8.2: The effect of formaldehyde emissions on plume transmission, shown as the difference between
total plume transmission (with all UHCs included) and transmission without formaldehyde included.
Table 8.1: Suggested center wavelengths (CWLs) for filters to track individual or groupings of hydrocarbon
emissions.
Wavelength [µm] Targeted UHCs
8.446 Acetic Acid (C2H4O2)
8.992 Formaldehyde (HCHO)
Acetaldehyde (C2H4O)
9.679 Methanol (CH3OH)
10.53 Ethylene (C2H4)
10.96 Propene (C3H6)
12.79 Naphthalene (C10H8)
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Figure 8.3: The effect of acetaldehyde emissions on plume transmission, shown as the difference between
total plume transmission (with all UHCs included) and transmission without acetaldehyde included.
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Figure 8.4: The effect of ethylene emissions on plume transmission, shown as the difference between total
plume transmission (with all UHCs included) and transmission without ethylene included.
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Figure 8.5: The effect of propene emissions on plume transmission, shown as the difference between total
plume transmission (with all UHCs included) and transmission without propene included.
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Figure 8.6: The effect of naphthalene emissions on plume transmission, shown as the difference between total
plume transmission (with all UHCs included) and transmission without naphthalene included.
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Figure 8.7: The effect of methanol emissions on plume transmission, shown as the difference between total
plume transmission (with all UHCs included) and transmission without methanol included.
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Figure 8.8: The effect of acetic acid emissions on plume transmission, shown as the difference between total
plume transmission (with all UHCs included) and transmission without acetic acid included.
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8.3 System Design Modifications
The discussion on future work concludes with suggestions for system design improvements. The current
proposed model requires a reflection off of a zinc-coated plate, which is about 18”×12” in area. When tilted
at 45◦, the longer dimension has an effective length of 12.72”, thus the 12” width is still the limiting factor
for observations. Limiting the camera to observe the smaller dimension of 12”, and considering the plate-
to-camera distance of at least 60 [m] (assuming a plume at least 10 [m] in diameter), we determine that a
camera must have a field-of-view (FOV) of 0.66◦. There can be any number of pixels on the detector, but
the spatial extent of observation will be limited by the plate. This limits our capability to study the spatial
nature of the plume.
An operator will be required for initial testing and calibration of the camera system. This will likely
require a stand-off distance of at least 50 [m] from the plume center, making the reflective plate a necessity
to observe a sky background. However, if the system could be remotely operated, the camera could be placed
on the ground directly at the edge of the runway, looking diagonally through the plume and to the sky. This
would slightly modify the governing equation to
Lsky(λ) =τpτatmτ10τ50B(Tb, λ)
+ τ50B(Tp, λ)(1− τp), (8.4)
and allow for a much larger collection FOV. With this adjustment we can not only observe a single plane of
emission at height z = 0, but a vertical swath of layers. This will provide much more detailed information
regarding the plume spatial extent.
Chapter 9
Conclusions
A multispectral longwave infrared (LWIR) imaging system was proposed to detect and monitor the spatial
and temporal extent of aircraft jet engine exhaust during the landing/takeoff (LTO) cycle. The system
is inexpensive, portable, and unobtrusive to daily airport operations, allowing it to be deployed in a wide
variety of settings.
Of the main pollutants emitted in jet engine exhaust, unburned hydrocarbons (UHCs) were targeted due
to their prominence in the LWIR and the strength of their spectral absorption features. Other constituents,
such as COx and NOx, had few or no absorption features in the LWIR. As UHCs emissions are highest
during the taxi/idle stage of an aircraft, the system is proposed to monitor aircraft along taxiways.
Two methods of modeling plume concentration were tested: the Ideal Gas Law and the Gaussian plume
equation. As the Ideal Gas Law is used for closed systems (a criteria exhaust plumes do not meet), we
concluded that the Gaussian plume equation provided a better portrayal of a jet engine exhaust plume.
Previous studies were used to determine the UHC speciation, and 19 individual constituents were scaled to
appropriate pollutant emission indices (EIs). The total sum of speciated UHC EIs was set to match the
UHC EI of a typical Boeing 737 (B737) engine. The Gaussian plume model was modified to characterize
UHC emissions as a function of time by insertion of a decaying Gaussian function (representing the temporal
dispersion) on an integrated concentration plot (representing the plume of a moving aircraft).
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The proposed system models the sky radiance reflecting off of a zinc-coated plate and through the exhaust
plume, into the camera. Models were generated for three atmospheric transmission profiles (one atmospheric
and two ground-based), and the reflectivity of the zinc-coated plate was measured in the laboratory. The
plume transmission was modeled with the Gaussian concentration model and UHC absorption spectra from
Pacific Northwest National Laboratory (PNNL).
The plume radiance was modeled at various downwind distances, or at certain time intervals. The
difference between the expected plume and background radiance was used to select a combination of two
filters that would best approximate the background radiance (where the difference was minimum) and best
highlight the plume radiance (where the difference was maximized). Through this process two on-hand filters
were selected with center wavelengths (CWLs) of 9.0001 [µm] (background) and 9.399 [µm] (plume tracer).
Filters with ideal CWLs were also selected, located at 12.212 [µm] (background) and 9.776 [µm] (plume
tracer).
Using the on-hand and ideal filter combinations, a baseline difference was determined for the system of
0.932 [W/m2sr] and 0.907 [W/m2sr], respectively. The difference in plume and background radiance for the
plume tracing filters was used as a measure of plume detectability. Models suggest that the plume will be
detectable up to 120 [s] after an engine has passed the imaging system, provided the camera has an noise
equivalent change (delta) in temperature (NE∆T) of 0.05 [K] or less.
Temporal models were also generated to show the effect of multiple plumes being generated in the
camera line-of-sight. If one plume does not have time to dissipate before another plane taxis by, subsequent
plumes will further enhance the UHC concentration levels above the baseline. This effect is shown in the
temporal models, but the exact taxiing frequency at which this occurs will be better defined with empirical
observations.
Future work requires deploying this system for initial testing and improving uncertain parameters. The
proposed system demands reflectance off of a zinc-coated plate. Once the system can be operated remotely,
the entire spatial domain will become available for monitoring, as the camera can be placed right next to the
runway at an angle that enables viewing the sky directly. In addition, more narrowband filter CWLs were
highlighted that would be capable of monitoring individual UHC levels.
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The unique speciation of UHCs will be better defined as a result of this work. Moreover, this work will
enable airport officials to efficiently and inexpensively perform emissions inventories, and allow communities
to better assess the local air quality.
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