We construct examples of hom-Lie algebras in some arithmetic contexts.
Introduction
The humble aim of this paper is to try to lure some number theorists to believing that a structure known as hom-Lie algebras might be interesting to study in number theory and arithmetic geometry.
As a short historical account of the emergence of hom-Lie algebras, you could say that it started, like many other things, by Euler. I don't know who exactly introduced the main basic protagonist for this note, namely the notion of q-difference (or differential) operator, but I know that F.H Jackson studied these operators and their inverses, "q-integrals", quite extensively in the early twentieth century. The reason for his interest was that q-difference operators approximate ordinary derivations to arbitrary high precision, and provides a discrete analogue of derivations. Therefore these operators have found important applications in numerical analysis, for instance.
In addition, q-analogues of different objects turn up on a day-to-day basis in combinatorics, special functions, functions over finite fields, quantum groups and mathematical physics ("q-deformations") to name a few areas. And of course in number theory. However, it is only relatively recently that q-difference operators have begun to interest arithmetically inclined researchers. In the nineties, Yves André, Lucia di Vizio and other people started investigating q-calculus in the context of number theory and arithmetic geometry.
However, we were unaware of these possible number-theoretic applications at the time we introduced hom-Lie algebras [HLS06] . We were instead motivated by qdeformation algebras appearing in physics (mostly from quantum field theory). One such example is the Virasoro algebra, which in the centreless version (also known as the Witt algebra) make an appearance later in this note. It was known that many of these q-deformations were actually coming from algebras of q-deformed derivations, i.e., q-difference operators, but a general underlying algebraic structure was lacking.
We will sometimes refer to the above as σ -twisted (module) derivations if we want to emphasize which σ we refer to.
Let σ ∈ End(A) and denote by A (σ ) := A ⊗ A,σ A, the extension of scalars along σ . This means that we consider A as a left module over itself via σ , i.e., a.b := σ (a)b. The right module structure is left unchanged. If M is an A-module, we put
i.e., M is endowed with left module structure a.m := σ (a)m, and once more, the right structure is unaffected. We note that a σ -derivation d σ on A is actually a derivation d : A → A (σ ) and conversely. Indeed,
In the same manner, a σ -derivation d σ : A → M is a derivation d : A → M (σ ) , and conversely.
Therefore, there is a one-to-one correspondence between σ -derivations d σ : A → M and derivations d : A → M (σ ) .
Example 2.1. The "universal" (this designation will be amply demonstrated in what follows) example of a σ -derivation is the following. Let A ∈ ob(Com(k)) and M ∈ ob(Mod(A)). Suppose σ : M → M is ς -semilinear, i.e., σ (a.m) = ς (a).σ (m), for a ∈ A and m ∈ M, where ς ∈ End(A). Then, a small computation shows that for all b ∈ A, ∂ := b(id −σ ) : M → M, is a ς -twisted derivation on M. Notice that if M = A, we automatically get ς = σ . On the other hand, given a σ -twisted derivation ∂ = (id −σ ) : M → M, with σ ς -semilinear, there is a ς -linear map defined by σ = id −∂ . More generally, for a ∈ A × , ∂ a = a(id −σ ), defines a ς -semilinear map σ = id −a −1 ∂ a . Hence, there is a duality (in some sense) between twisted derivations and semilinear maps.
Algebras of twisted derivations
Let M be an A-module. Then the k-modules of σ -twisted derivations,
Note that unlike the case of ordinary derivations, Der σ (M) or Der σ (A, M) are not Lie algebras.
Equivariant hom-Lie algebras
Let G be a group, A a k-algebra and M an A-module.
Definition 2.1. An equivariant hom-Lie algebra for
= 0, for all σ ∈ G and some q σ ∈ A.
A morphism of equivariant hom-Lie algebras (M, G) and
Notice that the definition implies that for a morphism
We get a hom-Lie algebra when we simply consider one σ ∈ G. Notice that for σ = id we get a Lie algebra.
By an arithmetic (equivariant) hom-Lie algebra I mean, loosely speaking, a homLie structure over some arithmetically interesting ring A.
Remark 2.1. Actually, one can make sense of the proposition that hom-Lie algebras are Lie algebras "in a suitably twisted category".
Products
Let, as before, A ∈ ob(Com(k)) and let σ ∈ End(A). Denote by δ σ a σ -twisted derivation on M whose restriction to A is ∂ , i.e., δ σ ∈ Der σ (M) and ∂ ∈ Der σ (A). Assume that σ (Ann(δ σ )) ⊆ Ann(δ σ ), where Ann(δ σ ) := {a ∈ A | aδ σ (m) = 0, for all m ∈ M}, and that
This should be interpreted as
for m ∈ M. We now have the following fundamental theorem.
Theorem 2.1. Under the above assumptions, equation (2.3) gives a well-defined klinear product on A · δ σ such that
where, in (iii), q is the same as in (2.2).
Corollary 2.2. In the case δ σ ∈ Der σ (A, M), defining the algebra structure directly by property (i) in the theorem gives (ii) and (iii) on A · δ σ .
We can extend σ to an algebra morphism on A · δ σ by defining σ (a · δ σ ) := σ (a) · δ σ .
In case M = A is a unique factorization domain (UFD), it is possible (see [HLS06] ) to prove the following: Theorem 2.3. If A is a UFD, and σ ∈ End(A), then
generates Der σ (A) as a left A-module, where g := gcd((id −σ )(A)).
Example 2.2. When A = K is a field the above theorem implies that every σ -twisted derivation is on the form given in the statement. In fact, every σ -derivation is on the form a(id −σ ).
Equivariant hom-Lie algebras in three arithmetic contexts
There are three constructions that I find particularly interesting in this context and they are very closely related: L-functions, Galois modules and Iwasawa theory. Let me take them in turn. In fact, they all centres around L-functions in some form (p-adic or ordinary).
L-functions
Let K/k be a finite Galois extension (that the extension is finite is not necessary, but let's assume this for simplicity), with Galois group G. In addition let E be a realization field for G, i.e., a field over which all irreducible representations of G are defined. We can assume that E/Q is Galois with group Γ . It is reasonable that we chose E as small as possible. The construction below also work in the case of S-truncated L-functions but for simplicity of notation we assume that we have the full L-functions.
There is an action of Γ on every character χ of G defined by
If χ is irreducible, then so is χ σ (at least when G is finite). Therefore, Γ acts on the set of irreducible characters of G, and the construction below highlights the interplay between G and Γ . Let R be a subring of C and let L R be the algebra generated as
where the symbol # indicates that we impose the relations
in the algebra structure of the symmetric algebra. By Ch(G) we mean the group of (virtual) characters of G:
At this point the L χ are only formal symbols.
We have a natural sequence of maps
where the first map is the natural inclusion, the vertical is
and last map is the specialization 1 map
I want to stress that this map is dependent on a choice of variable s, but let us ignore this. This sequence of maps induce the following sequence
The horizontal arrows are ring morphisms but the dotted arrow are not since the group
is not a ring. This induces
and putting R = C we get
We now have the set-up ready and we can form the associated (equivariant) hom-Lie algebra.
Choose a σ ∈ Γ . Extending linearly, this acts on the ring L R by postulating that L σ χ = L χ σ . In this way σ becomes a ring automorphism on L R . Now we can form the module
The natural choice for a is obviously 1, but in some cases it is necessary or desirable to have other a's.
Then by the previous theorem this can be endowed with a hom-Lie algebra structure:
Notice that we can let σ act on R if this is what we want (R could be the realization field E for instance). Letting σ vary over Γ we get the associated Γ -equivariant hom-Lie algebra.
In addition, we note that the defined (equivariant) structure is only formal as we are simply playing with symbols having the same properties (actually only one such property, which is all we need) as Artin L-functions. We want to treat them like functions, and then it is reasonable to use the map sp :
This is still not quite correct as the L(χ, s) as functions are independent on the choice of Taylor expansion (i.e., the choice of base point for the expansion), but let's ignore this point also in this exposition. This can clearly be made into correct statements. Let us denote the hom-Lie algebra given by (3.2) as hL
R (σ ), and the associated equivariant structure hL
Notice that this is actually a functor from Galois realization fields for K/k to equivariant hom-Lie algebras (which also can be made precise; at least I think so).
Ok, this is certainly interesting in itself (or at least I think so), but it becomes even more interesting if we pass to special values. We denote the leading coefficient in the
→ C is a ring morphism and extends uniquely to a morphism of the associated hom-Lie algebra hL (s) R (σ ) (we fix a σ for simplicity).
Therefore, there is an induced hom-Lie algebra structure on the set of leading coefficients of all Artin L-functions attached to K/k. We denote this by hL
In addition, since Artin root numbers W (χ) satisfies the same relation W (χ + ϑ ) = W (χ)W (ϑ ), the same applies to these and we can form hW (s) R (σ ). I find this construction rather remarkable since it incorporates all special values of the L-functions into one algebraic structure which is very similar to Lie algebras. I would say that this merits some further study (ideally be someone more knowledgeable about special values than me; such a person shouldn't be too hard to find, but getting him/her interested in this construction might prove more difficult). 
, for χ, ϑ ∈ D, and hence the above construction applies to hL
If s = 1 − n, n ≥ 1, we can give a direct and explicit formula involving generalized Bernoulli numbers. In fact, directly from the definition and by [Was97, Theorem 4.2] we get
where B n,χ are the generalized Bernoulli numbers defined in [Was97, p. 31].
Galois modules
This is much simpler than the previous example. Let M be a finitely generated module over the k-algebra A. We can always construct an A-algebra structure on M, which we denote M a for emphasis. For instance, we could always take Sym(M) = Sym A (M). Assume such an algebra structure is given and let the group G (no finiteness-assumption) act on A and M linearly over k such that the action on A and M is compatible in the usual sense:
The action of G on A may be trivial.
We can now form the equivariant hom-Lie algebra structure
The product is of course once again given by Theorem 2.1. Clearly, hM(G) includes all the structure that the original G-representation does, at least when M a = Sym(M).
In fact, it includes more: it encodes the relative action of σ ∈ G on the elements of M. When the algebra structure M a is different, other hom-Lie algebra structure emerge, arranging the information of the original G-representation in more sophisticated ways. However, let me point out that it might be very difficult to construct M a since it has to be compatible with the original action of G.
Example 3.2. Take the module M to be
Zε i , the free Z-module of rank n. Then we can form the localization
the A-algebra over Laurent polynomials over A. There is a more or less complete classification of the hom-Lie algebra structures appearing in this context by computations in [HLS06] .
This construction can be used as in the following example.
Example 3.3. Take K to be a field with three fundamental units ε 1 , ε 2 , ε 3 , let µ(K) denote the group of roots of unity in K. Then put
We introduce the notation x := (x 1 , x 2 , x 3 ) for any vector.
Put
3 , with ζ i ∈ µ(K). So σ can be represented by the matrix together with the triple ζ := (ζ 1 , ζ 2 , ζ 3 ). We consider σ acting on A over Z[µ(K)] (to simplify things; there is no need to do so in principle) so in fact we look at
and therefore, by Theorem 2.3, a σ -twisted derivation is given by
and this generates a submodule A · δ σ ⊆ Der σ (A). 
For this data to define a hom-Lie algebra we need that [HLS06, p.351] ; but beware that the notation is slightly different there) and this can be expressed as
With some work one can compute
Notice that this algebra structure has infinite rank over Z[µ(K)], but obviously rank one over
Now, this obviously becomes very complicated in this generality with a generic Galois action (not to mention with more generators), so let us specialize to an explicit example. So let us take
In this case it is easy to see that a greatest common divisor is in fact an element in Z[µ(K)] so δ σ = (id −σ ) generates the whole Der σ (A) as an A-module. From this follows that we must have g 1 = g 2 = g 3 = 0, and hence
Putting all this into the above formula for D k , D ℓ we get
Once again, notice that the algebra has infinite Z[µ(K)]-rank. It would therefore be interesting to study which (hom-Lie) subalgebras exist with finite Z[µ(K)].
Clearly, if W is a subalgebra a necessary condition is that σ (W ) ⊆ W . In this case, this can only happen for a module on the form
Hence, D ℓ = −ε 3 δ σ and we get a (Z-graded!) product
This is still infinite over Z[µ(K)], but there is an interesting finite-rank subalgebra of this, isomorphic to a deformed sl 2 over Frac(Z[µ(K)]). Actually, it is enough to invert 2: the isomorphism can be defined over Z[
is closed under the product (3.3):
Now, we make the following change of basis
A priori we need to invert a, b, c, but we will see that all these can be chosen to be units in Z[µ(K)]. We compute
What we want to arrive at is
for reasons that we be clear in a short while. Here q is an element in Frac(Z[µ(K)]) that we want to determine. Therefore, we need to find a, b, c and q such that the transformation exists as we want it to be. From the above we find that
(Cyclotomic units!) We can thus choose b = 1, for instance, giving c = (1 − ζ 2 ) −1 , and the isomorphism is established.
The reason for the change of basis is that the resulting relations are exactly the relations defining a certain q-deformation of sl 2 given in [LS07, Example 3.2]. This algebra has some remarkable properties which can be summarized in the following (incomplete) list:
-it has a "universal enveloping algebra" and a Poincaré-Birkhoff-Witt basis;
-it is an iterated Ore extension: and as a result has some nice homological properties such as being Auslander-regular and Koszul of Gel'fand-Kirillov dimension 3;
-it is isomorphic to a so-called "down-up algebra";
-homogenizing the defining relations by a central element gives an Artin-Schelter regular algebra and hence a well-established (projective) non-commutative geometry (see the references in [LS07] ).
For all this see [LS07, Example 3.2].
Generalizing the above we can state the following theorem:
Theorem 3.1. Suppose there is a σ -stable rank-one submodule of
n ], i.e., that σ (Rε i ) ⊆ Rε i , and that R σ = R then there is a 3-dimensional hom-Lie subalgebra of M a · δ σ which is isomorphic to a deformed sl 2 with the above relations and subsequent properties stated above.
The proof is essentially given in the example by direct generalization.
Corollary 3.2. This applies in particular to algebras defined by fundamental units as in the previous example.
Iwasawa theory
Another example, as an application of the previous section, which should also be very interesting to study, are modules over Iwasawa algebras. I want to point out from the beginning that I really am not especially competent in the fine details of Iwasawa theory. In fact I know very little, but the ingredients in the construction below are rather general so I think I got this part right at least.
The idea here is simply an adaptation of the previous section when
But let us briefly recall what the notations here are, just to be clear. Let K be a finite unramified extension of Q p (or Q for that matter) with rings of integers o K and consider the cyclotomic tower
As usual µ p n denotes the p n th roots of unity in the algebraic closure K alg . The Galois group is isomorphic to Z × p = (Z/p) × × Z p , where Z p is the additive group of p-adic
So, let M be a Γ -representation over o K . This means in particular that M is a module over the Iwasawa algebra
It is well-known that Λ is generated by a non-canonical topological generator γ ∈ Γ . In addition there is an isomorphism
] via id −γ → T . Clearly, T acts on any Iwasasa module M as id −γ and hence for f ∈ Λ we have representations
Therefore we see that the first order terms f 1 are in fact γ-derivations!
To have more flexibility we can generalize the situation a bit as follows. Let B be an o K -algebra endowed with a Γ -action. Tensoring with B we get a semi-linear action
Now, forming (for instance) Sym B (M B ) and extending the Γ action in the obvious way, we can form the hom-Lie algebra structure
However, I want to emphasize that this is not canonical since γ is not really canonical. On the other hand the equivariant structure
actually is canonical (and huge!).
The classification of Iwasawa modules is well-established. Namely, if M is a Λ-module then
, where pseudo ∼ means isomorphism up to finite kernels and cokernels (a so-called pseudoisomorphism); the F j are unique irreducible polynomials (of a certain kind). The numbers s,t, m i , n j are also unique. This means that the resulting (equivariant) hom-Lie algebras arising from Iwasawa theory could in principle be classified (up to finite kernels and cokernels of the underlying modules).
Often one encounters set-ups where one is interested in a special element inside K 1 (R) for some ring R. The group K 1 (R) is generated by isomorphism classes of symbols [P, θ ] where P is a finitely generated projective R-module and θ is an automorphism on P. An isomorphism of symbols
It is easy to see that every isomorphism class of symbols [P, θ ] defines a canonical (and up to multiples, unique) hom-Lie algebra structure over Sym(P), namely hSym(P)(θ ) := Sym(P) · δ θ , δ θ := id −θ .
In the case of Iwasawa theory, the ring R is some generalization of the Iwasawa algebra Λ. For instance, take a (finite or infinite) Galois extension L of K ∞ with (not To recall, the notion σ -linear means that
Proposition 4.1. Every σ -difference operator ∑ i a i σ i over a σ -difference ring (A, σ ) can uniquely be expressed as a σ -differential operator ∑ i c i ∂ σ , where ∂ σ := id −σ , and vice versa.
The proposition follows immediately from the following (probably well-known) lemma.
Lemma 4.2. We have
Proof. The proof is entirely an exercise in combinatorics, starting from the binomial identity
and using induction on n. For details, see [Lar12] . Now, let (E , Φ) be a σ -difference module over a σ -difference ring (A , σ ) on a scheme X. Furthermore, for each U ⊆ X we put ∂ σ ;U := t U (id −σ ) for t ∈ A (U). By abuse of notation we don't explicitly mention that Φ and σ should really be Φ U and σ U .
Consider the map
for each open U ⊆ X and where A · ε is the canonical rank one A (U)-module with basis ε. This map satisfies a twisted Leibniz rule over every open U ⊆ X (suppressing U from the notation):
i.e.,
In addition, we can easily see that
where q = σ (t)/t. For simplicity we consider the affine case from now on. 
This actually means that A · ε actually is the first-order part of the twisted polynomial ring A{t, σ }, with a · ε = εa σ . Notice that this is in fact the twisted polynomial ring
For K a number field and p a rational prime, we denote by D p the decomposition group of p in K.
p-adic Hodge theory
We need some basics from p-adic Hodge theory. The following recollection will be superficial at best.
Notation. From now on the following notation will be used.
Let K 0 be a finite unramified extension of Q p and let K be a finite totally ramified extension of F. In fact, if k is the residue class field of
For any field F, the designation F unr means the maximal unramified extension of F inside its algebraic closure. Throughout V will be a p-adic representation of G K := Gal(K alg /K), i.e., a Q p -vector space with a continuous action of G K .
For any (topological) Q p -algebra B, we say that
There is a Q p -algebra B cris endowed with a continuous action of G K and a Frobenius morphism φ . We won't define this here, merely refer to [Ber04a] , which is an excellent introduction to p-adic representation theory and p-adic Hodge theory. There is an important invertible element inside B cris , namely t := log([ε]), where [ε] is the Teichmüller lift of a coherent sequence of p n -th roots of unity in a certain canonical characteristic p ring. We refer to [Ber04a] or [Ber02] for the details.
A p-adic representation is called crystalline if it is B cris -admissible. Associated to every crystalline representation is crystalline Dieudonné module defined as
This is a filtered φ -module over K 0 . Put K ∞ := ∪ n≥0 K(µ p n ), where K(µ p n ) denotes the field, generated over K, by the p n -th roots of unity in K alg . We have the following map of extensions
We define the rings A
and
where the subscriptp means that the completion is taken with respect to p. There are canonical injections A + K ֒→ A + and B + K ֒→ B + . Furthermore, let B be the p-adic completion of B unr K inside a certain ringB that won't be defined here. For every r > 0 there is a ring B †,r inside B (we won't define B †,r either), and we put
Here e K is the absolute ramification index of
K . All of the above rings, except B †,r K , support a Frobenius morphism, which we denote φ in all cases.
A B K -vector space M with a semilinear action of φ is called a (φ , Γ)-module; if the canonical φ * M → M is an isomorphism, M is an étale (φ , Γ)-module. This last is equivalent to M having a φ -stable basis.
A basic theorem of J.-M. Fontaine asserts that there is an equivalence of categories between the category of G K -representations and étale (φ , Γ)-modules, given by
Rigid spaces and families of (φ , Γ)-modules
This section more or less follows [KL10] , but see also [Hel10] . Unadorned completed tensor products are over Q p . Corollary 6.6 of [KL10] states that an étale model is unique assuming it exists. The following result can be found in [KL10] 
p-adic hom-Lie algebras and (φ , Γ)-modules
To add more structure, it is sometimes beneficial to endow the modules involved with an algebra structure. Obviously, such a structure is not in any way unique or canonical, so different algebra structures give rise to different hom-Lie algebra structures.
If E is an O X an -algebra, then D † rig (E ) inherits this algebra structure. However, the actions of φ and Γ and their compatibility impose serious restrictions on the possible algebra structures on D † rig (E ). It might be (or is likely?) impossible to descend the given algebra structure on E to one on D † rig (E ), compatible with the actions of φ and Γ.
Recall that by a K-rigid space we mean an affinoid variety over K, where K is a local field of characteristic zero. A Frobenius (morphism) on X an is a lift φ : O X an → O X an of the Frobenius on K.
Definition 4.3. Let X an be a rigid space over K, φ a lift of Frobenius. We define a (very) fake Frobenius structure on X an to be a quadruple (M , A , φ , ∇ (γ) ) where (i) A is an O X an -algebra with commuting actions of φ and γ ∈ Aut(A );
(ii) M an A -module with commuting actions of φ and γ ∈ Aut(M ), compatible with the actions on A ;
(iv) φ and ∇ (γ) are compatible in the sense
Clearly, this definition is independent on the assumption that X an is a rigid space; we could equally well have assumed it to be an ordinary scheme.
The inclusion of the term "Frobenius structure" in the name comes from the fact that this structure visibly resembles a "true" Frobenius structure. We can "re-twist" the Leibniz rule in (iii) as in 4.1 by introducing a twisted polynomial algebra. However, in this case we have to accept something to the effect of "non-commutative differential forms".
We denote by χ the cyclotomic character χ :
It is known, see [Ber02, p. 222] for instance, that φ (t) = pt, and γ(t) = χ(γ)t on B † rig,K .
Theorem 4.5. Let X an be a rigid space and let E be a torsion-free O X an -module. Assume that there is an O X an -linear action of
(a) There is a family D
Crystalline representations
When the fibre E m is crystalline we can say more explicitly what the corresponding hom-Lie algebras look like. The reason for this is that associated to a crystalline representation is a (φ , Γ)-module over a much simpler ring, namely B + K . The resulting module is called a Wach module.
Currently there is no theory of Wach modules over absolutely ramified fields K/Q p , so in this subsection we have to assume that
Let V be a crystalline representation of K with weights in [a, b] ⊂ Z.
Definition 4.4. The Wach module associated with V is the unique finite-rank free B We filter the Wach module N(V ) as
Notice that a Wach module is not necessarily stable under φ . However, if b = 0 (i.e., when V positive crystalline), N(V ) becomes a (φ , Γ)-module. This is in fact the case we will be mostly interested in.
The following theorem is proven in [Ber04b] . 
is an equivalence of categories. Furthermore, there is an isomorphism of filtered φ -modules
when V is crystalline. Now, suppose that V := E m is crystalline with associated Wach module
where {e i } is a basis for N over K [π] . In view of the definition of a Wach module it is natural to enlarge B 
Putting φ (π) = qπ and calculating
this product can be computed to be
π .
Compare this with (4.4).
The γ-case is simpler since γ doesn't act on K:
We have, analogously as for φ , {π i · ∇ 
Putting ϑ := γ(π), we compute
This time we compare with (4.5).
It is clearly interesting to study the effect of reduction with respect to π, i.e., what happens to the hom-Lie algebra structure on reduction
N(V ) ։ N(V )/πN(V ).
By definition, we know that γ acts trivially on N(V ) := N(V )/πN(V ) so we loose one structure. However, the structure coming from the Frobenius φ is still highly interest- Kato's philosophy that L-functions and p-adic representations are simply different points of observation of the same "galaxy" provides some indication (in my opinion) that hom-Lie algebras might fit in this picture as a part of his galaxy, which I have tried to convey with the above simple and incomplete examples. I have a hope that the above can be of use and interest in this area. But who knows?
