Two-Dimensional Yang-Mills Theory on Surfaces With Corners in
  Batalin-Vilkovisky Formalism by Iraso, Riccardo & Mnev, Pavel
Two-Dimensional Yang-Mills Theory on Surfaces With
Corners in Batalin-Vilkovisky Formalism
R. Iraso,a P. Mnevb,c
aInternational School of Advanced Studies (SISSA),
via Bonomea 265, I-34136 Trieste, Italy
bUniversity of Notre Dame,
Notre Dame, IN 46556, USA
cSt. Petersburg Department of V. A. Steklov Institute of Mathematics
of the Russian Academy of Sciences,
Fontanka 27, St. Petersburg 191023, Russia
E-mail: riccardo.iraso@gmail.com, pmnev@nd.edu
Abstract: In this paper we recover the non-perturbative partition function of 2D Yang-Mills
theory from the perturbative path integral. To achieve this goal, we study the perturbative
path integral quantization for 2D Yang-Mills theory on surfaces with boundaries and corners
in the Batalin-Vilkovisky formalism (or, more precisely, in its adaptation to the setting with
boundaries, compatible with gluing and cutting – the BV-BFV formalism). We prove that
cutting a surface (e.g. a closed one) into simple enough pieces – building blocks – and choos-
ing a convenient gauge-fixing on the pieces, and assembling back the partition function on
the surface, one recovers the known non-perturbative answers for 2D Yang-Mills theory.
ar
X
iv
:1
80
6.
04
17
2v
3 
 [m
ath
-p
h]
  1
2 M
ar 
20
19
Contents
1 Introduction 1
1.1 Surfaces of non-negative Euler characteristic 3
1.2 General surfaces, surfaces with corners 5
1.3 Main results 8
1.4 Plan of the paper 9
1.5 Notations 9
1.6 Acknowledgements 10
2 Background: BV-BFV formalism 10
2.1 Classical BV-BFV 10
2.2 Quantum BV-BFV 11
2.3 Quantization 13
2.3.1 Perturbative expansion 14
2.3.2 Renormalization and globalization 15
2.4 BV-BFV formulation of 2D YM 16
2.4.1 Ω-cohomology in A-polarization on a circle 19
2.4.2 Hodge propagators and axial gauge 21
3 2D YM for surfaces of non-negative Euler characteristic 22
3.1 A-B polarization on the cylinder 22
3.2 B-B polarization on the cylinder 24
3.3 A-A polarization on the cylinder 26
3.4 B polarization on the disk 29
3.5 Gluing 30
3.5.1 BF disk in A polarization 30
3.5.2 YM disk in A polarization 31
3.5.3 Gluing circles in A polarization 31
3.5.4 Other surfaces of non-negative Euler characteristic 32
3.6 Results summary 33
4 2D Yang-Mills for general surfaces with boundaries and corners 34
4.1 Corners and building blocks for 2D YM 35
4.2 Corners, spaces of states and the modified quantum master equation 37
4.2.1 Picture I: non-polarized corners. Modified quantum master equation 38
4.2.2 Picture II: polarized corners 40
4.2.3 Space of states for the stratified circle as assembled from spaces of states
for edges and corners 46
4.2.4 Gluing regions along an interval and the Fourier transform property of
BFV differentials 50
4.2.5 Small model for states on an A-interval 51
4.3 BF B-disk with two α corners 53
4.4 BF B-disk with one α corner 54
4.5 BF A-disk with one β-corner 55
4.6 Gluing arcs in A polarization 57
4.7 2D YM partition function on surfaces with boundaries 58
A Wilson loop observables 59
B Propagators 61
B.1 One-dimensional propagators 61
B.1.1 Propagator on the circle 61
B.1.2 Propagators on the interval 62
B.2 Axial gauge propagators on the cylinder 63
C Computations of some Feynman diagrams 63
D Proof of Proposition 4.5 66
E A check of the chain map property of the inclusion of the small model for
A-states on an interval into the full model 67
1 Introduction
In this paper we study the perturbative path integral quantization of 2D Yang-Mills theory,
defined classically by the first-order action functional
SclYM =
∫
Σ
〈B, dA+A ∧A〉+ 1
2
µ (B,B) , (1.1)
with fields A, a 1-form on the surface Σ with coefficients in a semi-simple Lie algebra g =
Lie(G) , for G a compact simply-connected structure group, and B, a 0-form valued in g∗ ,
and where µ is a fixed background 2-form (the “area form”) on Σ. Here 〈, 〉 is the pairing
between g and g∗ and (, ) is the inverse Killing form.1 We study 2D Yang-Mills theory in the
Batalin-Vilkovisky formalism on oriented surfaces Σ with boundaries and corners allowed.2
1 The case µ = 0 of the action functional (1.1) defines the so-called non-abelian BF theory, which is a
topological field theory, i.e., is invariant under diffeomorphisms of surfaces.
2 We assume orientability for convenience of the formalism, but in fact one can define the theory on non-
orientable surfaces as well, twisting the field B by the orientation line bundle and defining µ to be a density
on Σ , rather than a 2-form. The integral (1.1) is then also understood as an integral of a density.
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The quantization is constructed in such a way that it is compatible with gluing and cutting
of surfaces.
Our primary motivating goal is to construct explicit partition functions of 2D Yang-Mills
theory on arbitrary surfaces via the perturbative path integral quantization, Z =
∫
e
i
~SYM ,
and to compare them with the known non-perturbative answers [21, 26] formulated in terms
of the representation-theoretic data of the structure group G . There are two immediate
problems to deal with:
Gauge symmetry. To define the Feynman diagrams giving the perturbative expansion
of the path integral, one needs to deal with the gauge symmetry of the action creating the
degeneracy of stationary phase points in the path integral. To do this, we employ the Batalin-
Vilkovisky (BV) formalism. In the BV formalism, the classical fields A,B are promoted to
non-homogeneous differential forms on the surface (whose homogeneous components are the
original classical fields, the Faddeev-Popov ghost for the gauge symmetry and the anti-fields
for those) and the gauge-fixing consists in the choice of a Lagrangian submanifold in the BV
fields.
Computability of the perturbative answers. Generally, Feynman diagrams are
given by certain integrals over configuration spaces of points on the surface, with the integrand
given by a product of propagators which depend on the details of the gauge-fixing, and
typically these integrals are very hard to compute. The remedy for this comes from two
ideas:
1. Firstly, we employ the BV-BFV refinement of the Batalin-Vilkovisky formalism con-
structed in [10, 13] – a refinement adapted to gauge theories on manifolds with bound-
aries allowed, compatible with gluing and cutting (thus, it is a version of BV quantiza-
tion compatible with Atiyah-Segal functorial picture of QFT). We give a brief overview
of the BV-BFV setup in Section 2 below. In this formalism, we can recover the per-
turbative partition function on a surface from cutting the surface into pieces – the
appropriate “building blocks of surfaces”, calculating the perturbative partition func-
tion on the pieces and then assembling back into the answer for the whole surface via
the gluing formula.
2. Secondly, to compute the answers on our building blocks, we employ special gauge-
fixings which allow for explicit computation of Feynman diagrams on the building block.
E.g. we use the axial gauge for cylinders. This procedure is equivalent to imposing a
very special gauge-fixing for the theory on the entire surface; it involves the data of
cutting of the surface into building blocks.
For instance, the following Feynman graph for 2D Yang-Mills theory on a sphere
µ
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is given by a complicated integral in Lorenz gauge on the sphere (e.g. the one associated
to the standard round metric), but in our approach it is explicitly computable, once we
split the sphere into four pieces (figure 1).
µ '
IV
B
B
I
A µ A
A
III
B
IV
Figure 1. A two-loops Feynman diagram for 2D Yang-Mills on the sphere, computed by suitably
cutting the surface. The darker regions are the ones where the 2-form µ is allowed to be nonzero.
Remark 1.1. Axial gauge, which we often use, corresponds to a singular propagator which
can be obtained as a limit of metric propagators (given by smooth forms on the configuration
space of two points) corresponding to the degeneration of geometry of the cylinder where the
ratio of the circumference to the length tends either to zero or to infinity (corresponding to
two versions of the axial gauge), see [25] for a detailed discussion. Thus, our computable
answers obtained in a convenient gauge arise as a limit (corresponding to a limiting point on
a certain curve in the space of metrics on the surface Σ) of perturbative answers computed
with smooth propagators.
1.1 Surfaces of non-negative Euler characteristic
Surfaces of non-negative Euler characteristic (possibly with boundary, but with no corners)
can be decomposed into the following building blocks:
(I) Cylinder with polarizations A,B fixed on the two boundary circles,3 with a nonzero
area form µ allowed.
(II) Cylinder with polarization B fixed on both boundaries, with the background 2-form
µ = 0 .
(III) Cylinder with polarization A fixed on both boundaries, with µ = 0 .
(IV) Disk with polarization B on the boundary and with µ = 0 .
A
I
B B
II
B A
III
A
IV
B
3 That is, with boundary conditions prescribing the pullback of A to one boundary circle, and the pullback
of B to the other circle.
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This is the premise of the BV-BFV formalism as in [13], where the connected components
of the boundary are decorated with either A- or B-polarization (boundary condition), and
one is allowed to glue an A-boundary circle of one surface to a B-boundary circle of another
surface.
We manage to compute building blocks4 (I-III) explicitly using the axial gauge, whereas
the building block (IV) can be computed in any gauge due to the vanishing of almost all
Feynman diagrams by a degree counting argument. We use the fact that the partition function
can only depend on the total area of a surface to concentrate the area form µ on building
blocks (I).5 Block (III) is the most complicated in this list. We only compute it modulo
BV-exact terms (see Section 2.2 for the definition): the latter ultimately become irrelevant
once we pass from cochain-level answers to the reduced space of states and reduced partition
functions (i.e. once we integrate out the bulk residual fields and pass to the cohomology of
the boundary BFV differential Ω).6
The cohomology in degree 0 of the BFV differential Ω on (the BFV model for) the space
of states on a circle HBFV,A
S1
in the A-polarization yields the standard (reduced) space of states
of 2D Yang-Mills theory – the space of class functions on the group G , HredS1 = L2(G)G (see
Section 2.4.1). The following is the central result of this paper.
Theorem I. The BV-BFV partition function of 2D Yang-Mills theory for Σ any surface with
(possibly empty) boundary, with boundary circles decorated with A-polarization, induces,
after integrating out the bulk residual fields and passing to the cohomology of the boundary
BFV operator Ω , the Migdal-Witten non-perturbative partition function of 2D Yang-Mills:[∫
residual fields
ZBV−BFV(Σ)
]
=
∑
R
(dimR)χ(Σ) e−
i~a
2
·C2(R) |R〉⊗n︸ ︷︷ ︸
Znon−pert(Σ)
∈ (HredS1 )⊗n . (1.2)
Here on the left, [. . . ] stands for passing to the class in zeroth Ω-cohomology.7 On the right
side, non-perturbative partition function is given as the sum over irreducible representations R
of the structure group G , dimR is the dimension of the representation and C2(R) is the value
of the quadratic Casimir; |R〉 is the class function on G corresponding to the character of the
representation R , mapping g 7→ trRg ; χ(Σ) is the Euler characteristic; n is the number of
boundary circles in Σ ; a =
∫
Σ µ is the total area of the surface.
4 By computing a building block, we mean computing the partition function on it.
5 More precisely, changing the area form µ by an exact 2-form dγ amounts in the BV language to a canonical
transformation of the action (pulling back of the action by a symplectomorphism of the space of fields) and
the associated change of the partition function by a BV-exact term. Therefore, working modulo BV exact
terms, one can concentrate the area term in an arbitrarily small region. We thank Alberto S. Cattaneo for
this remark.
6 In particular, we exploit the gauge-invariance of the answer, known a priori from the quantum master
equation, to reduce to the case of constant connections on the boundary.
7 In particular, the left side is independent of the details of gauge-fixing and independent of the choice of
residual fields.
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We first prove the comparison (1.2) for the case of Σ a disk in Section 3.5, by presenting
the disk as a gluing of building blocks (I), (III) and (IV) above. We prove the Theorem I for
a general surface in Section 4.
The gluing property of the r.h.s. of (1.2) is
Z(Σ1 ∪S1 Σ2) = 〈Z(Σ1), Z(Σ2)〉Hred
S1
.
Here on the right side one has the pairing in the space of states for the circle over which the
surfaces are being glued. In the BV-BFV framework it corresponds to gluing two A-boundary
circles via an “infinitesimally short” B− B cylinder – our building block (II).
1.2 General surfaces, surfaces with corners
To extend the result (1.2) to general surfaces we have to consider gluing and cutting with
corners. In this setting we continue to decorate the codimension 1 strata – circles and inter-
vals – with a choice of polarization, A or B, and we also decorate the codimension 2 corners
with a choice of polarization, α or β (corresponding to fixing the value of either field A or
field B in the corner).8 For gluing, we require that if several domains are meeting at a corner,
the respective corner polarizations are the same (unlike the situation with gluing over codi-
mension 1 strata – those should have the opposite polarization coming from the two sides of
the stratum):9
α
αα
B A
B
A
A
B
In this setup, one can perform the following moves on codimension 1 strata:
(a) One can split an A-interval (or an A-circle) on the boundary of a surface into k ≥ 2 A-
intervals separated by α-corners. Then the partition function for a new surface is obtained
by evaluating the partition function for the old surface evaluated on the concatenation of
8 We think of a corner carrying a polarization as the result of a collapse of an interval carrying the same
polarization, see the discussion of the picture I and picture II for corners in section 4.
A
collapse
α
9 Actually the BV-BFV formalism does not prescribe, in principle, a particular compatibility between
polarizations for the gluing. What we describe here is a choice that simplifies the computations.
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the fields A on the k intervals.
A
split
A1 A2 . . . Ak
α1 . . .αk−1
Similarly, one can split a B-interval (or circle) into k ≥ 2 B-intervals separated by β-
corners.
(b) One has the inverse of the move (a): one can merge k A-intervals separated by α-corners
into a single A-interval – this corresponds to evaluating the partition function on the field
A restricted to the smaller sub-intervals and to the points separating them. One can do
the same for the B/β polarizations.
(c) One can switch between the polarizations of the corner separating an A-interval and a
B-interval.
(d) One can integrate out (the field corresponding to) the β-corner separating two A-intervals,
merging them together. Likewise, one can integrate out an α-corner separating two B-
intervals.
The minimal set of building blocks, sufficient to construct all closed surfaces is the following:
(i) A disk with boundary subdivided into k intervals, all in A-polarization, and all corners
taken in α-polarization, with a possibly nonzero 2-form µ .
A
A
A
A
A
α
α
α
α
α
splitting A gluing
I
III
IV
BA A
B
A
This building block is computed via the A-disk which is expressed in terms of the
building blocks (I,III,IV) above; then one applies the splitting move to the boundary.
(Recall that in our convention the shaded regions are those that are allowed to carry a
nonvanishing 2-form µ .)
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(ii) A “bean” – a disk with boundary subdivided into two B-intervals, with the two corners
in α-polarization.
α
B
α
B
This block is computed from considering an axial gauge on a square and collapsing two
opposite sides to two points.
Then one can e.g. triangulate any surface, assign the building block (i) with k = 3 to each
triangle and glue them using building blocks (ii), thickening the edges of the triangulation
into “beans”.
This way one can construct the partition function for any surface with boundary and
corners, as long as corners are all in α-polarization (boundary intervals and circles can be in
any polarization). To produce all decorations of both boundary components and corners, one
needs the following additional building block:
(iii) Disk in A-polarization, with a single β-corner.
Then one can use the building block (iii), together with the moves on the boundary, to create
any combination of polarizations of arcs and corners on the boundary of a surface.10
Using the building blocks (i), (ii), we immediately obtain the proof of Theorem I for a
general surface Σ (see Sections 4.6, 4.7).
Remark 1.2. Theorem I in fact applies also to non-orientable surfaces, assuming the theory
in the non-orientable case is defined as in footnote 2.
Remark 1.3. In this paper we are constructing a “pragmatic” extension of the BV-BFV
framework to codimension 2 corners in the case of 2D Yang-Mills theory, motivated by the
10 One starts with a surface with the corners only in α polarization and creates the desired β-corners
surrounded by two A-arcs by gluing in the block (iii) – see Figure 12 in Section 4.1 and formula (4.33). One
creates the β-corners surrounded by two B-arcs by the splitting move and β-corners surrounded by an A-arc
and a B-arc by the switch move.
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problem of computing explicit partition functions on surfaces (e.g., closed ones) of arbitrary
genus. The general theory of quantization with corners in the BV-BFV formalism is work in
progress and will be expanded on in a separate publication.
1.3 Main results
• Construction, in terms of explicitly computed building blocks and the gluing rule, of
the partition function of 2D Yang-Mills in BV-BFV formalism on any oriented surface
with boundary and corners, with any combination of polarizations ∈ {A,B} assigned to
the codimension 1 strata and polarizations ∈ {α, β} assigned to codimension 2 strata.
• Theorem I above, providing the comparison between the perturative BV-BFV result in
the case of a surface with A-polarized boundary and the known non-perturbative result.
• In Section 4.2 we prove that:
– The BV-BFV partition function on a surface Σ with corners satisfies the modified
quantum master equation (~2∆ + Ω∂Σ)Z = 0, with ∆ the BV Laplacian on bulk
residual fields (in the minimal realization, they are modelled on de Rham cohomol-
ogy of the surface), and with Ω∂Σ the boundary BFV operator. We construct the
operator Ω∂Σ explicitly. In particular, apart from the edge contributions it con-
tains quite nontrivial corner contributions, expressed in terms of the generating
function for Bernoulli numbers.
– We prove that Ω squares to zero, and thus the space of states H for a stratified
boundary is a cochain complex.
– We show that the space of states for a stratified circle can be disassembled into
contributions of edges and corners, as the tensor product of certain differential
graded (dg) bimodules – spaces of states assigned to the intervals (depending on
the polarization of the interval and of its endponts) – over certain dg algebras
– the spaces of states for the corners. In particular, an α-corner gets assigned
the supercommutative dg algebra ∧•g∗ with Chevalley-Eilenberg differential. A
β-corner gets assigned the algebra S•g endowed with zero differential and a non-
commutative star-product, written in terms of Baker-Campbell-Hausdorff formula.
This picture in particular establishes a link with Baez-Dolan-Lurie setup [1, 20] of
extended topological quantum field theory where (in one of the models) one maps
strata of the spacetime manifold of codimension 2, 1, 0, respectively, to algebras,
bimodules and bimodule morphisms.11
11 A version of extension of Atiyah’s axioms accommodating the non-perturbative answers for 2D Yang-Mills
with corners was previously suggested in [24]. It can be obtained from our picture by fixing polarizations on
all strata to A, α and passing to the zeroth cohomology of the BFV differential Ω.
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1.4 Plan of the paper
The paper is organized as follows. In Section 2 we will review, for the reader’s convenience,
the basics of the BV-BFV formalism introduced in [9–11, 13] emphasizing the constructions
that we will use for the analysis in the rest of the paper.
Sections 3,4 contain the main original results of this work. We will first, in Section 3,
compute the perturbative partition function for 2D Yang-Mills on disks and cylinders. Then,
in the first part of Section 4, we will discuss the extension of the BV-BFV formalism to
manifolds with corners for 2D YM. This extension will be used in the second part of Section 4
to compute the perturbative 2D YM partition function on surfaces of arbitrary genus, which
induces in Ω-cohomology the known non-perturbative answer [21, 26].
The reader who is well-acquainted with BV formalism and would like to take the shortest
route to the proof of Theorem I, might want to read the sections in the following order.
Sections 3.1, 3.3, 3.4 for the building blocks (I), (III), (IV), which are then assembled into
the Yang-Mills on a disk in Sections 3.5.1, 3.5.2. Then in Section 4.1 the logic of extension to
corners is explained and in Section 4.3 the “bean” is computed. Finally, in Sections 4.6, 4.7
polygons (obtained from the disk) are glued via beans into an arbitrary surface and thus the
comparison theorem is proven.
In Appendix A we will discuss how to compute, in this setting, Wilson loop observables
for both non-intersecting and intersecting loops, recovering in Ω-cohomology the known non-
perturbative result.
1.5 Notations
Here is a table of recurring notational conventions used throughout the paper.
Notation Meaning Introduced in
W •[k] (W •[k])p := W k+p for a graded vector space W •
d De Rham differential on the source manifold
δ De Rham differential on the space of fields
FΣ Space of bulk fields associated to the surface Σ Section 2.1
F∂ , F∂Σ, Fγ Space of boundary fields, can be associated to the boundary
of a surface ∂Σ or to a curve γ
Section 2.1
P Polarization of a symplectic manifold Section 2.3
BPγ Quotient space Fγ/P Section 2.3
V•Σ Space of residual fields or zero modes associated to a sur-
face Σ
Section 2.2
YΣ Space of bulk fields with boundary conditions Section 2.3
Y ′Σ Space of bulk fluctuations Section 2.3
9
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Notation Meaning Introduced in
Ω∂Σ BV differential, quantization of the boundary action Section 2.2
∆V BV Laplacian on the space of residual fields Section 2.2
H∂Σ, Hγ Space of quantum states Section 2.2
ZΣ Partition function or state, an element of H Section 2.2
L Lagrangian submanifold, used as gauge-fixing Section 2.2
η(x;x′) Propagator from the point x to the point x′ Section 2.4.2
A, B Bulk fields Section 2.3
A, B Boundary fields Section 2.3
a, b Residual fields, zero modes Section 2.3
α, β Corner fields Section 4.2
1.6 Acknowledgements
We would like to thank Alberto S. Cattaneo, Andrey S. Losev, Stephan Stolz, Konstantin
Wernli for inspiring discussions. P. M. acknowledges partial support of RFBR Grant No.
17-01-00283a.
2 Background: BV-BFV formalism
We will start this section reviewing the basic constructions of the BV-BFV formalism and
fixing the notation. We will then apply this construction to obtain the BV-BFV formulation
of the non-abelian BF theory and Yang-Mills theory reviewing some of the known results. For
a complete and detailed discussion of this topic we refer to [9–11, 13], where this formalism
was first introduced.
2.1 Classical BV-BFV
Definition 2.1. A BFV manifold is given by the triple (F∂ , α
∂ ,Q∂) , where: the space of
boundary fields F∂ is an exact graded symplectic manifold with 0-symplectic form ω
∂ = δα∂
and Q∂ is a homological symplectic vector field of degree 1.12
In particular the condition LQ∂δα∂ = 0 for the vector field Q∂ , since |Q∂ | + |ω∂ | 6= 0 ,
implies that it is also Hamiltonian: ıQ∂ω∂ = δS∂ . This defines the degree 1 Hamiltonian S∂ ,
which we will call the boundary BFV action.
Definition 2.2. A BV-BFV manifold, over a BFV manifold (F∂ , α
∂ ,Q∂) , is a quintuple
(F, ω,S,Q, pi) , where the space of bulk fields (F, ω) is a (−1)-symplectic manifold, the bulk
12 For simplicity we will consider, here and in the following, all the gradings to be Z gradings. The parity,
determining the commuting/anticommuting properties of coordinates, is given by the degree mod 2 .
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action S is a function of the fields, the bulk BRST operator Q is a homological vector field of
degree 1 and pi : F→ F∂ is a surjective submersion, satisfying the following two compatibility
conditions:
i) the bulk homological vector field projects on the boundary homological vector field:
δpiQ = Q∂ ;
ii) the modified Classical Master Equation (mCME) holds: ıQω = δS + pi∗α∂ .
A classical BV-BFV theory is constructed for manifolds with boundaries of some fixed
dimension n . It consists of the association to each manifold with boundary Σ of a BV-
BFV manifold FΣ over the BFV manifold F∂ = F∂Σ associated to the boundary ∂Σ . This
association has to be compatible with disjoint union and “gluing” in the following sense:
i) a disjoint union maps to the direct product: FΣ1unionsqΣ2 = FΣ1 × FΣ2 ;
ii) a gluing of two manifolds maps to the fiber product over the space of fields associated to
the gluing interface γ : FΣ1∪γΣ2 = FΣ1 ×Fγ FΣ2 .
Remark 2.3. This can be interpreted as a covariant monoidal functor from the spacetime
category, with (n − 1) closed manifolds as objects and n-manifolds with boundary as mor-
phisms with composition given by gluing,13 to the BFV category, where objects are BFV
manifolds, morphisms are BV-BFV manifolds over (products of in- and out-) BFV manifolds,
and composition is given by fiber products. The monoidal structure on the spacetime cate-
gory is given by the disjoint union, while on the BFV category side it is given by the direct
product.
Remark 2.4. On closed manifolds this construction reduces to a classical BV theory, which
gives a homological resolution of the space of classical states for Lagrangian gauge field theories
and is the classical starting point for the BV quantization of such theories [3, 17].
2.2 Quantum BV-BFV
A quantum BV-BFV theory associates to an (n−1) manifold γ a graded cochain complex Hγ ,
the space of states, with a coboundary operator Ωγ called the quantum BFV charge. To n-
manifolds with boundary Σ the quantum theory assigns a (finite-dimensional) (−1)-symplectic
manifold (VΣ, ωVΣ) , the space of residual fields, and the partition function, which is an element
ZΣ ∈ H∂Σ ⊗ Dens 12 (VΣ) in the boundary space of states tensored with the half-densities on
the residual fields. The space of residual fields is not uniquely determined, but comes in a
poset of different realizations. The partition function for a smaller realization can be reached
13 Depending on the specific theory, the spacetime category could have additional structures: for examples
manifolds could be oriented, Riemannian, etc. Also, depending on the specific theory, there may be subtleties
to defining the spacetime category as an actual category. This discussion is beyond the scope (and is not
relevant to) this paper.
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with a BV-pushforward (see Subsection 2.3.2 for further discussion).14 The partition function
has to satisfy the modified Quantum Master Equation (mQME):
(Ω∂Σ + ~2∆VΣ)ZΣ = 0 , (2.1)
where ∆VΣ is the canonical BV Laplacian on the half-densities of the residual fields. The
partition function is understood to be defined modulo (Ω∂Σ + ~2∆VΣ)-exact terms. Also, the
quantum theory satisfies compatibility conditions with respect to the disjoint union and the
gluing of spacetime manifolds:
i) To disjoint unions, reflecting the quantum nature of the theory, the BV-BFV theory asso-
ciates the tensor product of the spaces of states, Hγ1unionsqγ2 = Hγ1⊗Hγ2 , the direct product
of residual fields VΣ1unionsqΣ2 = VΣ1 × VΣ2 and the tensor product of partition functions,
ZΣ1unionsqΣ2 = ZΣ1 ⊗ ZΣ2 .
ii) To the gluing of two manifolds the theory associates the partition function obtained as
the pairing, in the space of states of the gluing interface, of the partition functions of the
constituent manifolds: ZΣ1∪γΣ2 = 〈ZΣ1 , ZΣ2〉γ .15
Quantum observables are defined to be cohomology classes of the coboundary operator
Z−1Σ (Ω∂Σ + ~
2∆VΣ)(ZΣ · . . . ) – the conjugation of the coboundary operator appearing in the
mQME – with expectation value computed by a BV pushforward of a representative O times
the partition function, i.e. integrating their product over a Lagrangian L ⊂ VΣ :
〈O〉Σ :=
∫
L
OZΣ . (2.2)
The Lagrangian submanifold L has here the meaning of gauge-fixing for the integration over
residual fields and the closedness of OZΣ with respect to Ω∂Σ + ~2∆VΣ ensures that the Ω∂Σ-
cohomology class resulting from the integration does not depend on the particular choice of
gauge fixing thanks to the following theorem [13, 23].
Theorem 2.5. Let (M1, ω2) and (M2, ω2) be two (finite-dimensional) graded manifolds with
odd symplectic forms ωi and canonical Laplacians ∆i . ConsiderM =M1×M2 with product
symplectic form and canonical Laplacian ∆ and let L,L′ ⊂ M2 be any two Lagrangian
submanifolds which can be deformed into each other. For any half-density f ∈ Dens 12 (M):
i)
∫
L∆f = ∆1
∫
L f
ii)
∫
L f −
∫
L′ f = ∆1ξ for some ξ ∈ Dens
1
2 (M1) , if ∆f = 0 .
In particular, when M1 is just a point, the r.h.s. of the two equations above vanishes.
14 BV pushforward along a symplectic fibration is the natural version of the fiber integral in BV formalism.
It maps solutions of the master equation on the total space to solutions of the master equation on the base,
see [13] for details.
15 For oriented spacetime manifolds, this is the dual pairing between Hγ and H∗γ : since the two boundaries
that are glued together must have opposite orientations, the associated vector spaces are dual to each other.
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2.3 Quantization
The quantization procedure is a way to get a quantum BV-BFV theory from the data of a
classical BV-BFV theory. The first object to construct is the space of states Hγ , which is
obtained from the space of boundary fields Fγ by choosing a Lagrangian foliation, or more
generally a polarization P . We will assume in the following that the 1-form αγ vanishes along
the fibers of P ; if this is not the case, we can use the transformation:
αγ 7→ αγ − δfγ , SΣ 7→ SΣ + pi∗fγ , (2.3)
which uses an arbitrary function fγ of the boundary fields to shift αγ and the bulk action in
such a way that the mCME is preserved (cf. def. 2.2). The space of states of the quantum
theory (a.k.a. the space of quantum states) is defined as the space of complex-valued func-
tions16 on the leaf space BPγ = Fγ/P (or more generally the space of polarized sections of the
trivial “prequantum” U(1)-bundle over Fγ).
Hγ := FunC(BPγ ) . (2.4)
In other words, the space of quantum states is obtained as the geometric quantization of the
space of boundary fields [13].
The space of quantum states forms a cochain complex. The coboundary operator Ωγ
is constructed as the geometric quantization of the boundary action Sγ . Suppose we have
Darboux coordinates (q, p) on Fγ , where q are also coordinates of BPγ . The operator Ωγ is
the standard-ordering quantization of the action:
Ωγ := Sγ
(
q,−i~ ∂
∂q
)
, (2.5)
where all the derivatives are positioned to the right. For the theories we will consider in this
paper, with this definition Ωγ squares to zero; in general it could be needed to add quantum
corrections to (2.5) for Ωγ to actually be a coboundary operator.
17
Let us consider now the data associated to the bulk n-manifolds. The space of bulk fields
has a fibration over BP∂Σ defined by composing the projection to the boundary fields with the
projection given by the polarization: FΣ
pi−→ F∂Σ −→ BP∂Σ . Suppose for simplicity that this
is a trivial bundle: FΣ = B˜P∂Σ × YΣ , where B˜P∂Σ is some bulk extension of BP∂Σ and YΣ is
some (−1)-symplectic manifold. This assumption will hold in all the theories considered in
the following.
The space of residual fields can be taken to be any (finite-dimensional) symplectic sub-
space VΣ of the space of fields,18 separating it as YΣ = VΣ × Y ′Σ , where Y ′Σ is the space of
16 Another possible model for states uses half-densities instead of functions. These two models are isomor-
phic, with the isomorphism given by multiplication by a fixed reference half-density.
17 In general there might be cohomological obstructions to do that. Moreover, the partition function might
be not compatible with the so constructed Ω, causing the mQME to fail.
18 In the framework of perturbation theory, the requirement that the integral (2.6) below is perturbatively
well-defined, imposes restrictions on the possible choices of VΣ. E.g. VΣ for perturbed BF theories has to be
modelled on a deformation retract of the de Rham complex of the bulk manifold.
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fluctuations. The partition function is now defined as a BV pushforward of the exponentiated
bulk action:
ZΣ(P;VΣ) :=
∫
L
e
i
~SΣ , (2.6)
where L ⊂ Y ′Σ is a Lagrangian submanifold. If ∆YΣSΣ = 0, theorem 2.5 implies that the
partition function is a solution of the mQME (2.1).19 Moreover, we have that ZΣ does not
depend on (deformations of) the gauge-fixing Lagrangian L used in the BV pushforward, up
to (Ωγ + ~2∆VΣ)-exact terms.
The discussion, until now, assumes a finite-dimensional situation. This is usually not
the setting of quantum field theories; for infinite-dimensional spaces one needs a more deli-
cate analysis to prove the mQME and to prove that the dependence of the partition on the
gauge-fixing is BV-exact. A way to make sense of infinite-dimensional integrals is through
perturbation theory, as discussed in the following section.
2.3.1 Perturbative expansion
The space of fields FΣ is typically infinite-dimensional, for example it can contain the de
Rham complex of differential forms over Σ. As a consequence, the integral (2.6) defining the
partition function is (almost always) ill-defined as a measure-theoretic integral and has to be
understood as a perturbative series written in terms of the Feynman diagrams coming from
the interactions in the bulk action expanded around a point x0 ∈ M in the Euler-Lagrange
moduli space – the space of solutions of classical equations of motion of SΣ (modulo gauge
symmetries).
In order for the perturbative expansion to be well-defined, the gauge-fixed action – the
restriction of SΣ to the gauge-fixing Lagrangian L – needs to have isolated critical points. It
is important to remark that this condition does not, in general, hold for every Lagrangian.
The existence of such a “good gauge-fixing” depends on the choice of residual fields. In
particular the quadratic part of the bulk action can have zero-modes V0Σ , i.e. bulk fields
configurations that are annihilated by the kinetic operator.20 Zero-modes correspond to the
tangent directions to the Euler-Lagrange moduli space (cf. [13], appendix F) and therefore
their presence in the space of fluctuations indicates non-isolated critical points of the action
and obstructs the perturbative expansion. Thus, the space of residual fields has to at least
contain the space of zero-modes for a good gauge-fixing Lagrangian to exist: V0Σ ⊆ VΣ . When
the residual fields coincide with zero modes we say that the perturbative partition function
is in its minimal realization.
Another consequence of the infinite dimensions of FΣ is that also the BV Laplacian is
ill-defined. The equations containing it are thus only formal (or require a regularization).21 In
19 In the theories considered in the following this condition is verified. However, this is not always the case
and there can be theories where the bulk action needs quantum corrections in order for the mQME to hold.
This is connected in particular to the presence of quantum anomalies in the theory.
20 See section 2.4.2 for the definition of zero modes in 2D YM.
21 The BV Laplacian becomes non-singular within the framework of renormalization theory on the level of
residual fields. See also [15] for the discussion of how the RG flow regularizes the BV Laplacian.
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particular, theorem 2.5 is proved in a finite-dimensional setting. An important point is thus
that even if the action is formally annihilated by the Laplacian, the mQME is only expected to
hold and needs to be verified for each particular theory. For perturbed BF theories, including
2D Yang-Mills, the mQME has been proved in the infinite-dimensional perturbative setting
in [13] and relies on the Stokes’ theorem for integrals over compactified configuration spaces
of points.
2.3.2 Renormalization and globalization
A non-minimal realization of a theory is obtained when the zero-modes are a proper subset
of the space of residual fields. Of course there are different, inequivalent, non-minimal real-
izations of any theory. Given a non-minimal realization, one can obtain a smaller one by a
BV pushforward. If V ′Σ = V ′′Σ × Y ′ , with V0Σ ⊂ V ′′Σ , then:
ZΣ(P;V ′′) =
∫
L
ZΣ(P;V ′) (2.7)
for a Lagrangian submanifold L ⊂ Y ′ . The set of all possible realizations forms therefore a
partially ordered set, with the final object given by the minimal realization. Passing from
bigger to smaller realizations can be interpreted as following the renormalization group flow.
Remark 2.6. According to the gluing prescription (cf. section 2.2), the residual fields of
the glued manifold are the direct product of the residual fields of the two manifolds being
glued. In particular this means that, generally, if we glue together two partition functions in
the minimal realization the result of the gluing will not be in the minimal realization. Let
Σ = Σ1 ∪γ Σ2 ; it typically happens that V0Σ ⊂ V0Σ1 × V0Σ2 . The minimal realization for the
glued manifold has then to be obtained via a BV pushforward:
ZΣ(V0Σ) =
∫
L
〈ZΣ1(V0Σ1), ZΣ2(V0Σ2)〉 . (2.8)
Because of its perturbative definition, the partition function depends on the point x0 ∈M
around which we are expanding and carries only local information on field configurations
infinitesimally close to x0 (it is defined on a formal neighbourhood of x0). Nevertheless, at
least in the theories considered in this paper, its minimal realization is the Taylor expansion
of a global half-density on the tangent bundle of the Euler-Lagrange moduli space (cf. [13],
appendix F). Thus, under some assumptions, it can be integrated on the zero section of TM .
This corresponds to setting to zero all the zero-modes ν ∈ V0Σ and integrating the partition
function on the Euler-Lagrange moduli space
ZΣ(P) =
∫
M
ZΣ(P,V0Σ; x0)
∣∣
ν=0
∈ Dens 12 (BP∂Σ) , (2.9)
obtaining a globalized partition function depending only on the boundary fields in BP∂Σ .
Another way to obtain a partition function which does not depend on V0Σ is to integrate
its minimal realization over all the zero-modes, again using a BV pushforward. Notice that
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this cannot be done in a perturbative way – the propagator cannot be defined for zero modes
– but since V0Σ is a finite-dimensional space, the BV pushforward is well-defined as an ordinary
integral on a supermanifold:
ZΣ(P) =
∫
L⊂V0Σ
ZΣ(P,V0Σ) . (2.10)
This can be viewed as an alternative definition of a globalized partition function and in
fact, when both this integral and the one in (2.9) can be computed explicitly, they coincide
(cf. section 4.7).22 However, the precise relation between the two globalization procedures is
to be understood better.
2.4 BV-BFV formulation of 2D YM
We will review in this section the BV-BFV construction for 2D Yang-Mills and non-abelian
BF theories; for a deeper discussion and for some of the proofs we refer to [9, 13].
Let G be a Lie group with Lie algebra g and let A be a connection 1-form on a principal
G-bundle over a 2-dimensional surface Σ. In the first order formalism the classical YM action
can be written in the following form:
SΣ(A,B) =
∫
Σ
〈B,FA〉+ 1
2
∫
Σ
(B,B)µ , (2.11)
where the auxiliary field B is a zero-form valued in g∗ , FA is the curvature 2-form of A ,
〈·, ·〉 is the dual pairing between g and g∗ , (·, ·) is an invariant non-degenerate pairing on g∗
and µ is the volume 2-form associated to a metric on Σ . We see that 2D YM can be treated
as a perturbation of 2D non-abelian BF theory, which can be obtained in the zero-area
limit µ → 0 . In the following sections we will generally find it useful to consider BF theory
first, introducing the area term only afterwards.
On closed surfaces, the classical BV construction enhances the space of fields by adding
differential forms of every degree, usually called ghosts and antifields for positive or negative
internal degree respectively. The BV space of fields over Σ is then
FΣ = Ω(Σ; g)[1]⊕ Ω(Σ; g∗) 3 (A,B) , (2.12)
where A and B are the superfields associated to A = A(1) and B = B(0) which are their degree-
zero components.23 The BV space of fields is a symplectic graded space, with (−1)-symplectic
form given by:
ωΣ =
∫
Σ
〈δB, δA〉 . (2.13)
The BV action on a closed manifold is
SΣ =
∫
Σ
〈B,dA + 1
2
[A,A]〉+ 1
2
∫
Σ
(B,B)µ (2.14)
22 One caveat is that one needs to take care to avoid possible overcounting when integrating over zero-modes,
cf. Remark 3.12 below.
23 We will denote by A(n) the n-form component of a superfield A .
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and the corresponding Hamiltonian vector field, the homological vector field QΣ , is:
QΣ =
∫
Σ
〈
dA +
1
2
[A,A],
δ
δA
〉
+
∫
Σ
〈
dB + ad∗AB,
δ
δB
〉
+
∫
Σ
(
B,
δ
δB
)
µ , (2.15)
In the BV-BFV construction the bulk fields, symplectic structure, action and homological
vector field are again the ones described above. Notice that now, when Σ has a non-empty
boundary ∂Σ , the homological vector field (2.15) is not the Hamiltonian vector field of the
action (2.14). Indeed, it is not even symplectic:
ıQΣωΣ = δSΣ +
∫
∂Σ
〈B, δA〉 . (2.16)
The boundary fields F∂Σ are similar to the bulk (see [13]):
F∂Σ = Ω(∂Σ; g)[1]⊕ Ω(∂Σ; g∗) 3 (A,B) . (2.17)
We can thus define the projection pi : FΣ −→ F∂Σ to be just the restriction (pullback) to ∂Σ
of the bulk fields. This, taking into account the compatibility conditions of def. 2.2, fixes the
remaining boundary data. From (2.16) we get
α∂Σ =
∫
∂Σ
〈B, δA〉 , ω∂Σ = δα∂Σ = −
∫
∂Σ
〈δB, δA〉 , (2.18)
the boundary homological vector field is the projection of the bulk homological vector field
Q∂Σ = dpiQΣ =
∫
∂Σ
(〈
dA+
1
2
[A,A],
δ
δA
〉
+
〈
dB+ ad∗AB,
δ
δB
〉)
(2.19)
and thus the boundary action is obtained as the Hamiltonian of Q∂Σ :
S∂Σ =
∫
∂Σ
〈B, dA+ 1
2
[A,A]〉 . (2.20)
Notice that, for degree reasons, the area form µ does not appear in the boundary data. The
boundary BFV manifold for 2D YM is thus exactly the same as in BF theory; actually, the
only difference between the two theories is the area term in the bulk action and, consequently,
the state (partition function) defined by the two quantum theories.
To quantize the theory, we need to choose a polarization of the space of boundary fields.
From (2.18) we see that there are two simple choices of polarization: the A-polarization PA ,24
for which the leaf space is decribed by the A fields
BPA∂Σ = Ω(∂Σ; g)[1] (2.21)
and the B-polarization PB , for which the leaf space is described by the B fields
BPB∂Σ = Ω(∂Σ; g∗) . (2.22)
24 In the terminology of [13], this is “A-representation”, or “ δ
δB -polarization” (as those are the vector fields
spanning the tangential Lagrangian distribution on the phase space).
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We will, in the rest of this paper, always use these two transversal polarizations, arbitrarily
splitting the boundary of a manifold into the disjoint25 union of two components, ∂Σ :=
∂BΣ unionsq ∂AΣ , and choosing the product polarization which assigns the B-polarization to the
first and the A-polarization to the latter boundary component:
BP∂Σ = Ω(∂AΣ; g)[1]⊕ Ω(∂BΣ; g∗) . (2.23)
The boundary one-form α∂Σ does not vanish on the fibers of this polarization (cf. (2.18))
but it can be adapted to this choice using the transformation (2.3):
αP∂Σ = α∂Σ + δ
∫
∂BΣ
〈B,A〉 =
∫
∂AΣ
〈B, δA〉 −
∫
∂BΣ
〈δB,A〉 ,
SPΣ = SΣ −
∫
∂BΣ
〈B,A〉 .
(2.24)
We can now quantize, with the above polarization, the boundary action to obtain the
coboundary operator ΩP∂Σ :
ΩP∂Σ =
∫
∂AΣ
i~
(
dAa +
1
2
fabcAbAc
)
δ
δAa
+
∫
∂BΣ
(
i~dBa
δ
δBa
− ~
2
2
fabcBa
δ
δBb
δ
δBc
)
. (2.25)
Here fabc are the structure constants of the Lie algebra g.
26
To write the partition function we lift BP∂Σ to FΣ = B˜P∂Σ × YΣ by taking (discontinuous)
bulk extensions (A˜, B˜) of the boundary fields (cf. the discussion in [13], Section 3.4):
YΣ = Ω(Σ, ∂AΣ; g)[1]⊕ Ω(Σ, ∂BΣ; g∗) . (2.26)
We then split the bulk fields YΣ into residual fields (a, b) ∈ VΣ and fluctuations (α, β) ∈ Y ′Σ :
A = A˜+ a + α , B = B˜+ b + β . (2.27)
The minimal realization of VΣ is the space of zero-modes of the theory, which is written in
terms of relative cohomology (c.f. Section 2.4.2):
VΣ = H(Σ, ∂AΣ; g)[1]⊕H(Σ, ∂BΣ; g∗) . (2.28)
We can finally define the partition function as the (perturbative) path integral:
ZΣ[A,B; a, b] =
∫
L⊂Y ′Σ
D[α, β] e
i
~SPΣ (A˜+a+α,B˜+b+β) . (2.29)
This construction uses a choice of a Lagrangian subspace L ⊂ Y ′Σ – the choice of gauge-fixing.
25 However, when we start considering corners in section 4, the disjointness assumption will fail along
codimension 2 strata.
26 This is the quantization of the BFV action with a particular choice of ordering, putting the derivatives on
the right and multiplication operators on the left. Notice that, in fact, switching the ordering to the opposite
one does not change the resulting operator due to unimodularity of g (which follows from the existence of a
non-degenerate invariant pairing).
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Remark 2.7. To avoid the appearance of ill-defined derivatives of the discontinuous fields (A˜, B˜)
in the bulk action SPΣ , we integrate by parts rewriting it as:
SPΣ (A˜+ a + α, B˜+ b + β)
= SPΣ (a + α, b + β) +
1
2
∫
Σ
(b + β, b + β)µ+
∫
∂AΣ
〈b + β, A˜〉 −
∫
∂BΣ
〈B˜, a + α〉
=
∫
Σ
(
〈β,dα〉+ 〈β, [α, a]〉+ 1
2
〈β, [α, α]〉+ 1
2
〈β, [a, a]〉+ 〈b, [α, a]〉+ 1
2
〈b, [α, α]〉+ 1
2
〈b, [a, a]〉
+
1
2
〈β, β〉µ+ 〈β, b〉µ+ 1
2
〈b, b〉µ
)
+
∫
∂AΣ
(
〈β,A〉+ 〈b,A〉
)
−
∫
∂BΣ
(
〈B, α〉+ 〈B, a〉
)
.
(2.30)
The boundary fields thus act as currents in the perturbative expansion of the partition func-
tion.
We are now in the position of writing down the diagrammatic elements of the Feynman
diagrams expansion of the theory:27
propagator
η
B boundary source
B
A boundary source
A
BF interaction YM interaction
µ
b zero-modes
b
a zero-modes
a
(2.31)
With these vertices we can compose a large set of non-trivial Feynman diagrams (e.g. fig-
ure 2). The general strategy will be to cut the surface, and hence Feynman diagrams, in
such a way that there is a simple choice of propagators on each component which allows
us to compute the partition function for that surface. Then, using the gluing properties of
BV-BFV theories, we can glue back all the pieces to recover the partition function on the
original surface we started with. This procedure can be viewed as a method to construct a
complicated propagator on the starting surface which, though, allows explicit computations.
2.4.1 Ω-cohomology in A-polarization on a circle
In [13] it was proven that the partition function for 2D YM (and other perturbations of
abelian BF) solves the mQME. In the following sections, to simplify some computations, we
will exploit this fact by choosing a suitable representative for the cohomology class of the
partition function. In particular it will be useful to know the cohomology of Ω , in ghost
degree zero, on the space of boundary fields in A polarization.
From equation (2.25) we see that Ω acts as a gauge transformation, thus Ω-closed func-
tionals of ghost degree zero are just gauge-invariant functionals of the connection, which
27Zero-modes are here understood as “loose” half-hedges.
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Figure 2. Two examples of the many possible Feynman diagrams for 2D YM on a surface with
boundary.
are in one-to-one correspondence with class functions on the simply connected Lie group G
integrating the Lie algebra g .
An alternative approach is to split Ω into the “abelian” part, i.e. the de Rham differ-
ential d , plus a perturbation δ (not to be confused with the de Rham operator δ on fields)
containing the structure constants of the Lie algebra:
Ω =
∫
S1
dAa(0)
δ
δAa(1)︸ ︷︷ ︸
d
+
∫
S1
(
1
2
fabcAb(0)A
c
(0)
δ
δAa(0)
+ fabcAb(0)A
c
(1)
δ
δAa(1)
)
︸ ︷︷ ︸
δ
.
(2.32)
We can then compute the cohomology via the homological perturbation lemma [16]. The
cohomology of d is given by functions on the de Rham cohomology H•dR(S
1; g)[1] ; choosing
the coordinate t on the circle, these can be represented as functions of the “constant fields”
A(0) and A(1)dt , where A(0) ∈ g[1] and A(1) ∈ g . Now if we compute the cohomology of the
induced differential
δ =
1
2
fabcAb(0)A
c
(0)
δ
δAa(0)
+ fabcAb(0)A
c
(1)
δ
δAa(1)
(2.33)
on H•dR(S
1; g)[1] , we get that in ghost degree zero it is given by G-invariant functions on the
Lie algebra g . Comparing with the previous answer, we see that the correct Ω-cohomology
corresponds to the subspace of G-invariant functions on g coming as the pullback by the
exponential map exp: g→ G of class functions on G . Such functions on g are determined by
their values on the fundamental domain B0 of the exponential map (e.g. for G = SU(2) , B0 is
a ball in g centered at the origin).28 The discrepancy between the correct cohomology of Ω
and the cohomology of δ is due to a convergence issue arising in homological perturbation
theory.29
28 Generally, B0 is the connected component of the origin in g − φ−1(0) where the function φ : g → R ,
φ(x) := det sinh(adx/2)
adx/2
, is the Jacobian of the exponential map. In other words, B0 is the set of elements x ∈ g
such that all eigenvalues of adx are contained in the interval (−2pii, 2pii) ⊂ iR .
29 This problem is a version of the Gribov ambiguity (Gribov copies) problem in 4d Yang-Mills theory – the
problem of gauge-fixing “section” intersecting the gauge orbits more than once. For that reason, we will refer
to B0 as the “Gribov region”.
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The useful remark coming from this discussion is that, modulo Ω-exact terms, the parti-
tion function and the physical observables can be represented as a (G-invariant) function of
constant fields valued in a neighbourhood of zero in g . Moreover, in ghost degree zero, for
Ω-closed objects depending only on A(1) , any “reduced wavefunction” Ψ(A(1)) can be lifted
to an Ω-closed function in the non-reduced space of states by evaluating Ψ on the logarithm
of the holonomy of A(1) .
2.4.2 Hodge propagators and axial gauge
The kinetic term in the YM action (2.14) is of the kind
∫
Σ〈B, DA〉 , where D is a differential
on Y•Σ (in our case D = d, but the construction presented in this section can be applied to
more general cases). Since the propagator is the integral kernel of the inverse of D , we want
to find where the differential can actually be inverted.
Let (K, i, p) be a retraction of (Y•Σ, D) on its cohomology (V•Σ, 0) , i.e. a triple where
K : Y•Σ −→ Y•−1Σ is a chain homotopy, i : V•Σ ↪→ Y•Σ a chain inclusion and p : Y•Σ  V•Σ a chain
projection satisfying:
K2 = p ◦K = K ◦ i = 0 , i ◦ p = id , DK +KD = id− i ◦ p . (2.34)
Then the complex Y•Σ has a weak Hodge decomposition:
Y•Σ = ΠY•Σ︸︷︷︸
'V•Σ
⊕KY•+1Σ ⊕DY•−1Σ︸ ︷︷ ︸
=Y ′•Σ
,
(2.35)
where we have defined Π := i◦p . From eq. (2.34), the differential D is invertible as an operator
from the image of the chain homotopy K to D-exact cochains D : KY•+1Σ −→ DY•−1Σ and its
inverse is precisely the chain homotopy itself: K = D−1 .
The gauge can thus be fixed on the Lagrangian L = KYΣ ; the propagator η(x′;x) , with
this gauge-fixing, is defined as the integral kernel of the chain homotopy:
Kω(x) =
∫
Σ3x′
η(x;x′) ∧ ω(x′) , ω ∈ YΣ . (2.36)
When spacetime is a product manifold, Σ = Σ1 × Σ2 , there is a particular class of
propagators which can be induced on Σ from lower-dimensional propagators on the two
factors [4]. Since the differential forms on a product manifold are the (closure) of the sum of
products of the differential forms on the two factors, we have YΣ = YΣ1 ⊗YΣ2 . For each pair
of contractions (K`, i`, p`) on the factors YΣ` we have an induced weak Hodge decomposition
on YΣ :
YΣ =
=ΠYΣ'VΣ︷ ︸︸ ︷(
Π1YΣ1 ⊗Π2YΣ2
)⊕ KYΣ︷ ︸︸ ︷(Π1YΣ1 ⊗K2YΣ2)⊕ (K1YΣ1 ⊗ YΣ2)
⊕(Π1YΣ1 ⊗D2YΣ2)⊕ (D1YΣ1 ⊗ YΣ2) . (2.37)
The zero modes are the product of the zero modes on the two factors and the induced chain
homotopy is K = Π1 ⊗K2 ⊕K1 ⊗ idYΣ2 . The associated gauge is called axial gauge. If we
call pi` the integral kernel of Π` , the axial gauge propagator is:
η(x1, x2;x
′
1, x
′
2) = pi1(x1;x
′
1) ∧ η2(x2;x′2) + η1(x1;x′1) ∧ δ(x2;x′2) . (2.38)
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3 2D YM for surfaces of non-negative Euler characteristic
In this section we will consider 2D YM on manifolds with codimension 1 boundaries. With a
good choice of propagators and exploiting the gluing properties of BV-BFV theories, we will
be able in this setting to explicitly compute all Feynman diagrams and sum the perturbative
series to find the complete partition function of this theory on disks and cylinders. The
globalized realization of the partition function on a disk in the A polarization will coincide
with the well-known non-perturbative solution of 2D YM [21, 26].30
We consider a set of generators, under gluing, for orientable surfaces of non-negative
Euler characteristic: the disk and the cylinder. At the level of the field theory constructed
on such surfaces, we have to also consider the data of the polarization associated to the
boundaries. The building blocks for 2D YM can be thus chosen to be the disk in the B
polarization, the cylinder in A − A polarization and the cylinder in the B − B polarization.
Moreover, using the invariance of the theory under area-preserving diffeomorphisms, as a
convenient choice we can concentrate the support of the volume form µ near the boundaries;
this allows to use as generators the above surfaces in the limit of zero area, i.e. for BF theory,
at the cost of introducing as fourth generator a YM cylinder in A−B polarization with finite
volume (figure 3).
BBF
A
A
BF
B
B
BF A BYM
Figure 3. Building blocks for 2D YM on surfaces with non-negative Euler characteristic.
3.1 A-B polarization on the cylinder
Let us start studying the BF theory on the cylinder, Σ = S1 × I 3 (τ, t) , I = [0, 1] . We
will firstly choose B polarization on S1 × {0} = ∂BΣ and A polarization on S1 × {1} = ∂AΣ .
The space of bulk fields, with this polarization, is Y = Ω(Σ, ∂BΣ; g)[1]⊕ Ω(Σ, ∂AΣ; g) . Since
the relative cohomology H(Σ, ∂iΣ) is trivial with the above choice of boundaries, we have no
zero-modes. Thus the connected diagrams contributing to the effective action of the theory
are trees with one root on ∂BΣ and leafs on ∂AΣ or 1-loop diagrams with trees rooted on a
point of the loop and leafs on ∂AΣ (figure 4).
30 Although we can present, e.g., the sphere and the torus as assembled from building blocks considered
in this section, globalization integrals for them are perturbatively obstructed, see Section 3.5.4. We obtain a
non-singular globalized answer in these cases as a part of the general result of Section 4.
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B A B A
Figure 4. Connected diagrams for non-abelian BF on the cylinder in A-B polarization.
To compute these diagrams we can use the axial-gauge, with propagator (cf. B.2):
(t, τ) (t′, τ ′) = η(t, τ ; t′, τ ′) = −Θ(t′ − t)δ(τ − τ ′)(dτ ′ − dτ) . (3.1)
Looking at this propagator we immediately notice that it is a zero-form on the interval I .
Since each bulk vertex carries an integration over S1 × I , the differential form associated
to a diagram has the right form components (that is, s.t. its integral over the configuration
space doesn’t vanish) only if it doesn’t contain any bulk vertex. Thus there is only one
non-vanishing diagram contributing to the effective action:
SeffBF[B,A] = =
∫
∂AΣ
〈p∗B,A〉 , (3.2)
where p : Σ −→ ∂BΣ is a projection to the B-boundary.
The Yang-Mills action can be rewritten as a perturbation of BF:
SYM = SBF + 1
2
∫
Σ
µ tr(B2) . (3.3)
The additional bivalent interaction vertex is proportional to the volume form µ . For degree
counting reasons analogous to the one described above, the only additional non-vanishing
Feynman diagram is the one containing a single YM vertex:
SeffYM = + µ =
∫
∂AΣ
〈p∗B,A〉+ 1
2
∫
∂BΣ
p∗µ trB2 , (3.4)
where the last integral is the integral of a density, with p∗µ the pushforward of µ, viewed as
a density on the cylinder, to the B-circle. Thus we proved the following:
Proposition 3.1 (YM on A-B cylinder). The partition function for a YM cylinder in the
A-B polarization is:
Z[A,B] = exp
i
~
(∫
∂AΣ
〈p∗B,A〉+ 1
2
∫
∂BΣ
p∗µ trB2
)
. (3.5)
A YM A-B cylinder can be glued to other YM surfaces with boundary to modify their
volume. In particular in this way one can convert BF (µ = 0) to YM.
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3.2 B-B polarization on the cylinder
Another possible choice is to take the B polarization on both the boundary components of
the cylinder. This time the bulk fields are Y = Ω(Σ; g)[1] ⊕ Ω(Σ, ∂Σ; g) , with zero-modes
V = H(Σ; g)[1]⊕H(Σ, ∂Σ; g) ' H(S1; g)[1]⊕H(S1; g)[−1] .31 More explicitly, the zero-modes
can be described expanding with respect to a basis [χi] of H(S
1) and its dual [χi] :
a = aiχ
i ∈ H(S1; g)[1] , b = biχi ∧ dt ∈ H(S1; g)[−1] . (3.6)
We can again fix the gauge using the axial-gauge, obtaining the propagator (B.9):
η(t, τ ; t′, τ ′) =
(
t′ −Θ(t′ − t))δ(τ ′ − τ)(dτ ′ − dτ) + dt′(Θ(τ − τ ′)− τ + τ ′ − 1
2
)
. (3.7)
Now the effective action contains trees with root on one of the boundaries and leafs in
the bulk or 1-loop diagrams with trees rooted on the loop and leafs in the bulk. Luckily, a
lot of these diagrams vanish as it is shown by the following
Lemma 3.2. For BF theory on a cylinder with B-B polarization in the axial gauge, all the
diagrams containing a bulk vertex with attached two a zero-modes vanish:
Γ
= 0 . (3.8)
Proof. Consider any diagram of the kind depicted in formula (3.8). The associated differential
form on the configuration space of the diagram will be of the kind
Γc(t, τ) η(t, τ ; t
′, τ ′) f cab a
a(τ ′) ab(τ ′) .
Here Γc(t, τ) is the expression associated to the subgraph Γ. Since a has no form component
along dt , using the axial-gauge propagator (3.7) we have for the corresponding amplitude:∫
Γc(t, τ) f
c
ab a
a(τ ′) ab(τ ′) η(t, τ ; t′, τ ′)
= f cab a
ia ajb
∫
Γc(t, τ)
∫
S1
χi(τ ′) χj(τ ′)
(
Θ(τ − τ ′)− τ + τ ′ − 1
2
)
= 0 ,
(3.9)
were the inner integral over τ ′ vanishes by a direct computation.
In particular this means that contributions to the effective action only come from either
one single zero-mode attached to one of the two boundaries or from 1-loop diagrams with
n > 2 vertices, each attached to a single a zero-mode (figure 5). These diagrams can be
explicitly evaluated and the perturbative series can be summed to obtain the effective action.
31 Here ' stands for the isomorphic model for cohomology. The first term on the right is the cohomology of
the circle (isomorphic to the cohomology of the cylinder) shifted down by 1 – i.e. a complex concentrated in
degrees −1, 0. The second term is the cohomology of the cylinder relative to the boundary, which is isomorphic
to the cohomology of the circle shifted up by 1 – thus, it is a complex concentrated in degrees 1, 2. Our general
convention for homological degree shifts is (W •[k])p = W k+p for a graded vector space W •.
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B
B˜
B
B˜
B
B˜
B
B˜n
Figure 5. Connected diagrams for non-abelian BF on the cylinder in B-B polarization.
Proposition 3.3. The partition function for BF theory on the cylinder in B-B polarization is:
Z[B, B˜, a, b] = exp
(
i
2~
∫
I×S1
〈b, [a, a]〉+ i
~
∫
S1
〈B− B˜, a〉+
∑
n>2
1
n
tr(ada1)
n Bn
n!
)
· ρV
= e
i
2~
∫
I×S1 〈b,[a,a]〉+ i~
∫
S1 〈B−B˜,a〉 det
(
sinh
(
ada1/2
)
ada1/2
)
· ρV .
(3.10)
Here ρV = (−i~)dim gD 12 a D 12 b is the reference half-density on the space of zero-modes.
Proof. We refer for the proof to Appendix C.
Remark 3.4 (Reference half-densities on residual fields). Generally, we choose the following
reference half-density on the space of residual fields V:32
ρV =
2∏
k=0
(ξk)
dk ·D 12 a D 12 b . (3.11)
Here D
1
2 a D
1
2 b is the standard half-density on V, inducing the standard Berezin-Lebesgue
densities da, db on the Lagrangians b = 0 and a = 0, respectively. Also, dk is the dimension
of the subspace of V corresponding to a-fields of de Rham degree k ∈ {0, 1, 2}; in particular,
for V the zero-modes, dk = dimHk(Σ, ∂AΣ; g) are the Betti numbers of relative de Rham
cohomology. Factors ξk are as follows:
ξ0 = −i~, ξ1 = 1, ξ2 = 1
2pi~
. (3.12)
The logic behind this normalization is that for V = W [1]⊕W ∗[−2] with W a complex (con-
centrated in degrees 0, 1, 2) and V ′ = W ′[1]⊕W ′∗[−2] with W ′ a deformation retract of W , we
would like the BV pushforward of the half-density ρV e
i
~ 〈b,da〉 on V (corresponding to abstract
abelian BF theory associated to W ) to yield ρV ′ e
i
~ 〈b′,da′〉 on V ′. Thus, we recover the normal-
ization of reference half-densities from the automorphicity with respect to BV pushforwards.
The most general normalization satisfying this condition is:
ξ0 = −i~φ, ξ1 = φ−1, ξ2 = φ
2pi~
, (3.13)
32 We are suppressing the index Σ to lighten the notations.
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with φ 6= 0 an arbitrary constant. Our choice is to set φ = 1 which will ultimately lead to the
number-valued partition function of 2D Yang-Mills with standard normalization. Choosing
any other φ would induce a rescaling of partition functions by
ZΣ 7→ φχ(Σ)·dim g ZΣ , (3.14)
which reflects an inherent ambiguity of the normalization of path integral measure. We
refer the reader to [12] for details on the normalization of half-densities compatible with
BV pushforwards.
3.3 A-A polarization on the cylinder
The last polarization choice we will consider consists in taking A polarization for both the
boundaries of the cylinder. With this polarization the bulk fields are Y = Ω(Σ, ∂Σ; g)[1] ⊕
Ω(Σ; g) . The zero-modes V = H(Σ, ∂Σ; g)[1]⊕H(Σ; g) ' H(S1; g)⊕H(S1; g) can be expanded
as:
a = aiχ
i ∧ dt , b = biχi . (3.15)
The axial-gauge propagator is now (B.9):
η(t, τ ; t′, τ ′) =
(
Θ(t− t′)− t)δ(τ ′ − τ)(dτ ′ − dτ)− dt(Θ(τ − τ ′)− τ + τ ′ − 1
2
)
. (3.16)
The effective action contains trees with the root in the bulk and leafs on one of the
boundaries or 1-loop diagrams with trees rooted on the loop and leafs either on the boundary
or decorated with the zero mode a1 . Also with this polarization an analogue of lemma 3.2
holds:
Lemma 3.5. For BF theory on a cylinder with A-A polarization in the axial gauge, all the
diagrams containing a bulk vertex with attached two a zero-modes vanish:
Γ
= 0 . (3.17)
Proof. The proof follows trivially from degree counting, since a zero-modes always have a
component along dt .
The diagrams contributing to the effective action can be restricted further by reducing
to the case of constant fields A, A˜ . Indeed, the gauge-invariance of the partition function
(expressed by the mQME) implies that it is sufficient to evaluate it on constant 1-form
fields A = dtA(1) , A˜ = dt A˜(1) , with A(1), A˜(1) ∈ g two constants. Then the value of the
partition function for generic fields A, A˜ is recovered (modulo a BV-exact term, cf. (3.18)
below) by evaluating the constant-field result on the logs of holonomies A(1) = logU(A) ,
A˜(1) = logU(A˜) .33 Here U(· · · ) stands for the holonomy of a connection 1-form around a
circle. In other words, using the language of homological perturbation theory, we have a
quasi-isomorphism between the two models for the space of states for an A-circle:
33 For simplicity of notations we are omitting the subscript of the 1-form A(1) when it appears in the
holonomy U(A).
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(i) The full BFV model HA = FunC(Ω•(S1, g)[1]) given by functions of a general differential
form A on the circle, with differential Ω defined by (2.32).
(ii) The constant-field model HA,const = FunC(H•(S1, g)[1]) – functions of a constant form
A(0) + dtA(1) , with differential δ defined by (2.33).34
We have two chain maps: first, the projection pH : HA → HA,const – evaluation of a wave-
function on constant forms or equivalently the pullback pH = ι∗H by the inclusion of the coho-
mology as constant forms H•(S1, g) 7→ Ω•(S1, g) . Second, the inclusion iH : HA,const → HA
sending Ψ 7→
(
Ψ: A 7→ Ψ( A(0)∣∣p , logU(A))) where p is the base point on the circle used to
define the holonomy. Denoting KH the chain homotopy for the retraction of chain complexes
(HA,Ω)  (HA,const, δ) , we have the following (cf. the discussion of the reduced partition
function in [12], section 7.4):
iH ◦ pH Z = (id−KHΩ− ΩKH)Z = Z + (Ω + ~2∆)(· · · ) , (3.18)
where · · · = −KHZ and Z stands for the partition function on non-constant fields. The left
hand side in (3.18) is exactly the partition function evaluated on constant 1-form fields having
the same holonomy as the original non-constant ones. Thus, the full partition function differs
from the reduced partition function by a BV-exact term.
Lemma 3.6. For BF theory on a cylinder with A-A polarization in the axial gauge, all the
diagrams containing a bulk vertex with attached two boundary fields vanish, assuming that
A and A˜ are constant 1-forms.
A , A˜
Γ
=
A˜A Γ
= 0 . (3.19)
Proof. Using the assumption of constancy of boundary fields and the axial-gauge propaga-
tor (3.16), when we have two boundary fields connected to the same bulk vertex we find the
amplitude:∫
Γc(t˜, τ˜) f
c
ab Aa Ab η(t˜, τ˜ ; t, τ) η(t, τ ; 0, τ ′) η(t, τ ; 0, τ ′′)
=
1
2
f cab Aa Ab
∫
Γc(t˜, τ˜)η(t˜, τ˜ ; t, τ)
∫
S1
dτ ′
(
Θ(τ − τ ′)− τ + τ ′ − 1
2
)
= 0 .
(3.20)
Similar amplitudes are found also in the case one or both the boundary fields live on the
boundary at t = 1 .
Like in the case of non-abelian BF theory on closed surfaces, the computation of the
effective action greatly simplifies if we look at the globalized answer. In this case we can
34 A subtlety related to Gribov ambiguities (see the discussion in Section 2.4.1) is that, to have a quasi-
isomorphism, one actually needs to restrict to functions of A(1) in the Gribov region B0 ⊂ H1(S1, g)[1].
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A A˜ = A
Figure 6. Relevant loop diagrams for the globalized effective action of BF theory on a cylinder with
A-A polarization
define the globalized partition function by integrating the perturbative partition function over
a Lagrangian submanifold of the space of residual fields. If Seff [A,B, a, b] is the perturbative
effective action on the space of boundary fields and zero-modes and L ⊂ V is a Lagrangian
submanifold, the globalized partition function can be defined as:
Z =
∫
L
e
i
~Seff [A,B,a,b] . (3.21)
A possible choice for the Lagrangian is L := {a = 0} , which in particular implies that all
diagrams containing a zero-modes will not contribute to the globalized effective action. The
effective action of BF theory is always linear in the b zero-modes. Moreover, for the A-A
polarization on the cylinder in the axial gauge, lemma 3.6 implies that there are no tree
diagrams with this L . Thus:
Z =
∫
db
(2pi~)dim g
e
i
~
∫
S1 〈b,A−A˜〉+ i~Seff(A,A˜,a=0,b=0) =
( i
~
)dim g
δ(A, A˜)e
i
~Seff(A,A˜=A,a=0,b=0) .
(3.22)
Here the δ-function of the pair A, A˜ is the delta of the difference. Our partition functions
are allowed to be distributions; they are obtained, using singular gauge-fixing, as a limit of a
family of smooth partition functions laying in the same BV-cohomology class.
The loop diagrams contributing to the globalized effective action are now only those
where each loop vertex is connected to a boundary field with a single propagator and the
fields on the two boundary components coincide (figure 6). The amplitude of such a diagram
with n boundary fields is:
− 1
n
tr(adnA(1))
∫
(S1)n
dτ1 · · · dτn ηS1(τ1; τn)ηS1(τn; τn−1) · · · ηS1(τ2; τ1) . (3.23)
The integrals involved are exactly the same as the ones of the case of B-B polarization (C.1).
Thus we have:
Proposition 3.7. The globalized partition function for BF theory on the cylinder in the
A-A polarization is
Z[A, A˜] =
( i
~
)dim g
δ(logU(A), logU(A˜)) · δ(Ap, A˜p˜) det
(
sinh
(
adlogU(A)/2
)
adlogU(A)/2
)−1
(3.24)
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where U(· · · ) is the holonomy of the connection around a circle and Ap, A˜p˜ are the zero-form
components of boundary fields A, A˜ evaluated at the base points p, p˜ on the two boundary
circles.
Remark 3.8. Since det
(
sinh
(
adx/2
)
adx/2
)
is the determinant of the Jacobian of the exponential
map exp: g −→ G, we can rewrite (3.24) in terms of the delta function on the Lie group:
Z[A, A˜] =
( i
~
)dim g
δ(Ap, A˜p˜) · δG(U(A), U(A˜)) . (3.25)
3.4 B polarization on the disk
Let us consider now non-abelian BF theory on the disk D . Using the B polarization on
the boundary, the bulk fields are Y = Ω(D; g)[1] ⊕ Ω(D,S1; g) . The zero-modes are V =
g[1]⊕ g∗[−2] with generators the constant zero-form [1 · ta] and an area 2-form [µ · ta] , where
ta and t
a are dual basis of g and g∗ .
The Feynman graphs appearing in the effective action are trees, with root either in a
boundary B-field or in a b zero-mode in the bulk, or 1-loop diagrams (figure 7).
B B B
Figure 7. Connected diagrams for non-abelian BF on the disk in B polarization.
Proposition 3.9. In the effective action for BF theory on the disk in B-polarization, all
the diagrams containing at least one propagator are vanishing. In particular the partition
function reads:
Z[B, a, b] = exp
i
~
(
−
∫
S1
〈B, a〉+
∫
D
1
2
〈b, [a, a]〉
)
· ρV , (3.26)
with ρV = (−i~)dim gD 12 a D 12 b the reference half-density on residual fields.
Proof. The result follows from degree counting. Let us consider first a tree diagram rooted in
the bulk. If n is the number of bulk vertices, then we have n−1 propagators, n+1 a zero-modes
and one b zero-mode. Since propagators are 1-forms, a only has the zero-form component
and b is a 2-form, then the differential form associated to the diagram is a (n+ 1)-form. This
has to be integrated on the configuration space of the diagram, which is of dimension 2n .
Thus the only possibly non-vanishing diagram is for n = 1 . Its contribution is:
1
2
∫
D
〈b, [a, a]〉 . (3.27)
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Consider now a tree diagram rooted on the boundary with n bulk vertices. We have n prop-
agators, n+ 1 a zero-modes and one boundary field B . Thus the differential form associated
to the diagram is a n-form or a (n+ 1)-form, depending on the form degree of B , and has to
be integrated again on a (2n+ 1)-dimensional configuration space. In this case we only have
a contribution with n = 0 :
−
∫
S1
〈B, a〉 . (3.28)
Last, for a 1-loop diagram with n > 1 vertices in the loop and l vertices in the trees rooted
on the n loop vertices, we have n + l propagators and n + l a zero-modes. Thus we have to
integrate a differential form of degree n+ l on a 2(n+ l)-dimensional configuration space and,
since n > 1 , we have no non-vanishing contributions.
3.5 Gluing
We computed the YM partition function on the A-B cylinder and the BF partition function on
the B-disk and the A-A cylinder. As we will show in this section, using the gluing property of
BV-BFV theories, this is sufficient to prove a gluing formula between A-polarized boundaries
and to find the YM state on any surface with non-negative Euler characteristic.
3.5.1 BF disk in A polarization
The BF disk in A polarization can be obtained changing polarization to the disk in B polar-
ization by gluing to it an A-A BF cylinder (figure 8).
BF B˜ ∪S1 BFA˜ A = BF A
Figure 8. A disk as the gluing of a B disk with an A-A cylinder.
For the A-A cylinder we only know the projection in Ω cohomology of the globalized
answer; since both globalization and projection to cohomology commute with gluing, we are
still able to compute the partition function for the disk. The glued partition function is:
Z[A] =
∫
dadB˜dA˜ e−
i
~
∫
S1 〈B˜,a−A˜〉 δ(Ap, A˜p˜)
· det
(
sinh
(
adlogU(A)/2
)
adlogU(A)/2
)−1
δ(logU(A˜), logU(A))
= det
(
sinh
(
adlogU(A)/2
)
adlogU(A)/2
)−1
δ(logU(A), 0) = δG(elogU(A), I)
= δG(U(A), I) .
(3.29)
Remark 3.10. To have consistency with gluing, we assume that the integration measure
over the boundary fields is normalized in such a way that∫
dB˜dA˜ e
i
~
∫
S1 〈B˜,A˜〉 = 1 . (3.30)
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As a matter of convenience, we moreover distribute the normalization between dA˜ and dB˜ in
such a way that ∫
dB˜ e
i
~
∫
S1 〈B˜,A˜〉 = δ(A˜) . (3.31)
3.5.2 YM disk in A polarization
We can obtain the partition function for the YM disk in A polarization gluing to the BF disk
a YM cylinder in A-B polarization (figure 9).
BF A˜ ∪S1 YMB˜ A = YM A
Figure 9. YM A disk as the gluing of a BF A disk with a YM A-B cylinder.
As the partition function for the BF disk, also the YM partition function coincides with
the non-perturbative answer [14, 21, 26].
Proposition 3.11. The globalized partition function for 2D YM on the disk in A-polarization is:
ZYM[A] =
∑
R
(dim R) χR(U(A)) e−
i~a
2
C2(R) , (3.32)
where a =
∫
µ is the area of the disk, χR the character and C2(R) the quadratic Casimir of
the representation R .
Proof. Gluing a BF disk to a YM cylinder in A-B polarization we get:
ZYM[A] =
∫
dB˜dA˜ e−
i
~
∫
S1 〈B˜,(A˜−A)〉− i2~
∫
S1×I µ tr(B˜
2)δ(U(A˜), I)
= e
i~a
2
(
∂
∂A ,
∂
∂A
)
δ(U(A), I) = 〈I| e− i~HYM |U(A)〉
=
∑
R
(dim R) χR(U(A)) e−
i~a
2
C2(R) .
(3.33)
3.5.3 Gluing circles in A polarization
Two boundaries in A polarization can be glued together using a BF cylinder in B-B polar-
ization. If ZΣi [Ai] is the globalized partition function on a surface Σi , i = 1, 2 , and Σ is the
gluing Σ1 ∪S1 Σ2 along a common boundary in A polarization, we get:
ZΣ =
∫
dB˜dA˜ dBdAda1 e
i
~
∫
S1 〈B˜,(A˜−a)〉− i~
∫
S1 〈B,(A−a)〉+ i2~ 〈b(2),[a(0),a(0)]〉
· det
(
sinh
(
ada1/2
)
ada1/2
)
ZΣ1 [A] ZΣ2 [A˜] · ρV
= ρV · e i2~ 〈b(2),[a(0),a(0)]〉
∫
G
dU ZΣ1 [U ] ZΣ2 [U ] ,
(3.34)
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which coincides with the gluing formula for YM known in literature [21, 26] up to a zero-
mode dependent factor. Here, instead of integrating out the zero-modes on the B-B cylinder
completely (which would yield an ill-defined integral), we performed a partial integration (BV
pushforward), retaining the zero-modes a(0), b(2). Here the index in brackets stands for the
form degree of a zero-mode and ρV = (−i~)dim gD 12 a(0) D 12 b(2) is the reference half-density
on the remaining zero-modes.
Remark 3.12. In (3.34), the domain of integration over a1 is the “Gribov region” B0 ⊂ g
(cf. subsection 2.4.1) – the preimage of an open dense subset of the group G under the
exponential map exp: g→ G . On one hand, this is the domain corresponding to values of a
for which the sum of Feynman diagrams converges. On the other hand, this corresponds to
avoiding overcounting when performing the globalization via integrating over zero-modes as
opposed to integrating over the moduli space of solutions of Euler-Lagrange equations.
3.5.4 Other surfaces of non-negative Euler characteristic
To obtain the YM cylinder in A-A polarization we can simply change polarization to the YM
A-B cylinder by gluing a BF cylinder (figure 10):
ZYM[A,A′] =
( i
~
)dim g ∫
dB˜dA˜ e−
i
~
∫
S1 〈B˜,(A˜−A)〉− i2~
∫
µ tr(B˜2)δG(U(A˜), U(A′)) δ(A′p′ , A˜p˜)
=
( i
~
)dim g
δ(A′p′ ,Ap)
∑
R
(dim R) χR
(
U−1(A′) · U(A)) e− i~a2 C2(R) .
(3.35)
BFA′ A˜ ∪S1 YMB˜ A = YMA′ A
Figure 10. YM A-A cylinder as the gluing of a BF A-A cylinder with a YM A-B cylinder.
Remark 3.13. The answer (3.35) does not coincide with the non-perturbative answer, which
will be recovered perturbatively in Section 4 using manifolds with corners. This discrepancy
is due to the presence of inequivalent gauge-fixings in the globalization process.
Let us now compute the YM partition function for a sphere S2 obtained by the gluing
of two disks: one with area a and in the A polarization, the other with zero area and in
B polarization.
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D
DBB
A
Using the globalized partition function (3.32) for the A-disk and the non-globalized an-
swer (3.26) for the B-disk we get a partially globalized partition function for the sphere:
ZS
2
YM[a, b] = ρV
∫
dA dB e−
i
~
∫
S1 〈B,A−a〉+ i2~
∫
DB
〈b,[a,a]〉
ZDYM[A] = ρV · e
i
2~
∫
DB
〈b,[a,a]〉
ZDYM[U(A) = I]
= ρV · e i2~
∫ 〈b,[a,a]〉 ∑
R
(dim R)2 e−
i~a
2
C2(R) .
(3.36)
Here ρV = (−i~)dim gD 12 a D 12 b is the reference half-density on B-disk zero-modes. We im-
mediately notice that this partially-globalized answer consists of the product of a function of
the zero-modes times the non-perturbative Migdal-Witten partition function for the sphere.
Moreover, the partition function (3.36) does not produce well-defined global answers by inte-
grating out the zero modes.
Similarly, trying to calculate the globalized partition function for the torus by gluing a
YM cylinder in A-A polarization (3.35) with a cylinder in B-B polarization (3.10), one obtains
an ill-defined answer.
Remark 3.14. We remark that the form of the perturbative answer here – as the non-
perturbative (number-valued) answer times the exponential of a cubic term in zero-modes –
is similar to the form of the perturbative result for Chern-Simons theory in BV formalism on
a rational homology 3-sphere [8]:
ZCS = ρV · e i2~ 〈a(3),[a(0),a(0)]〉 · e i~ ζ(~) .
Here ζ(~) is the sum of contributions of connected 3-valent graphs without leaves.
Remark 3.15. The gluing construction of Section 4 (gluing along edges rather than circles)
produces a well-defined globalized answer for all surfaces – including the cylinder, the sphere
and the torus – coinciding with the non-perturbative answer in case of surfaces with boundary
in A-polarization (1.2). In particular, the gluing construction of Section 4 produces the answer
for the sphere as in (3.36) but without the zero-mode factor. This discrepancy is due to
inequivalence of gauge-fixings used in the two approaches.
3.6 Results summary
We collect here the results for the partition functions obtained in this section. As we discussed
above, some of these partition function (which we mark with the symbolB) do not coincide
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with the non-perturbative results because of inequivalent gauge-fixing. The main result of
this section is the A-disk partition function with finite area.
A B Z[A,B] = exp i~
( ∫
∂AΣ
〈p∗B,A〉+ 12
∫
∂BΣ
p∗µ trB2
)
X
B B˜ Z[B, B˜, a, b] = e
i
2~
∫
I×S1 〈b,[a,a]〉+ i~
∫
S1 〈B−B˜,a〉 det
(
sinh
(
ada1/2
)
ada1/2
)
· ρV X
A A˜ Z[A, A˜] =
(
i
~
)dim g
δ(Ap, A˜p˜) · δG(U(A), U(A˜)) B
B Z[B, a, b] = exp i~
(
− ∫S1〈B, a〉+ ∫D 12〈b, [a, a]〉) · ρV X
A Z[A] = δG(U(A), I) X
A Z[A] =
∑
R(dim R) χR(U(A)) e
− i~a
2
C2(R) X
A A′
Z[A,A′] =
( i
~
)dim g
δ(A′p′ ,Ap)
·
∑
R
(dim R) χR
(
U−1(A′) · U(A)) e− i~a2 C2(R) B
Z[a, b] = ρV · e i2~
∫ 〈b,[a,a]〉 ∑
R(dim R)
2 e−
i~a
2
C2(R) B
Ill-defined global partition function B
4 2D Yang-Mills for general surfaces with boundaries and corners
To be able to compute the partition function of 2D YM for general surfaces, we need to also
consider corners, i.e. codimension 2 strata – marked points on the boundary. In topology
surfaces can be described as collections of polygons modulo an equivalence relation which
identifies pairs of edges. The idea is to transport this description to the level of field theory:
if we can compute the partition function on polygons with arbitrary combinations of polar-
izations associated to the edges, then we can recover the partition function on surfaces with
boundary by gluing pairs of edges with transversal polarizations.
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In this section we will formulate a set of rules for corners, dictated by the logic of the
path integral and find a set of building blocks that generates, under gluing, 2D YM on all
manifolds with boundaries and corners. We will then discuss the mQME in presence of
corners and compute the partition function of the various building blocks. Finally, we will
use the results of this analysis to prove a gluing formula in presence of corners and compute
the 2D YM partition function on a generic surface with boundary, recovering the well known
non-perturbative solution.
4.1 Corners and building blocks for 2D YM
The partition function is an element of the space of boundary states, which are defined by
the data of a choice of polarization on the boundary; this choice reflects on the (fluctuations
of the) bulk fields by imposing boundary conditions. In the presence of corners dividing two
arcs with different polarizations, we have to consider mixed boundary conditions for the bulk
fields. More generally we can associate a polarization also to corners, inducing boundary
conditions for all adjacent bulk or boundary fields. In this case, corners can be considered
as collapsed arcs, with associated polarization the same as the corner they represent, but
carrying only some of the boundary fields, namely the ones pulled back from the corner (i.e.
constant zero-forms).
Notice that the presence of a corner with the same polarization as one of the adjacent
edges has no effect on the partition function (but could require modifications of Ω : cf. sec-
tion 4.2). For example taking a corner with the same polarization of both adjacent edges
simply means that we are formally splitting the boundary field into two concatenating fields,
but this doesn’t change the boundary conditions for the bulk fields:
Z
( A
α
B
)
' Z
( A
β
B
)
;
Z
( A
α
A
)
' Z
(
A
)
; Z
( B
β
B
)
' Z
(
B
)
.
(4.1)
Here ' means equality under appropriate identification of the boundary data.
Moreover, by “freeing” the bulk fields from the boundary conditions imposed by a corner,
i.e. upon integrating over all possible values of corner fields, the partition function of the
surface without that corner is recovered:
∫
Dβ Z
( A
β
A
)
= Z
(
A
)
;
∫
Dα Z
( B
α
B
)
= Z
(
B
)
.
(4.2)
The gluing of two arcs is analogous to the case without corners, with the only additional
condition that the fields on those common corners that will be identified in the gluing are
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required to coincide:
∫
D(A,B) e−
i
~
∫ 〈B,A〉 Z
(
A
)
Z
(
B
)
= Z
( )
. (4.3)
Statements above are our working axioms extending the BV-BFV setup to corners and will
be tested with explicit computations in the following sections.
Remark 4.1. Let the surface Σ be the result of gluing of surfaces Σ1 and Σ2 along an inter-
val I, as above. Assume that the partition functions for Σ1, Σ2 are computed perturbatively,
using the propagators η1, η2. Then the gluing formula (4.3) above yields the partition function
for the glued surface Σ computed using the “glued propagator” η = η1 ∗ η2 on Σ, constructed
as follows:
• For x, y ∈ Σ1, η(x, y) = η1(x, y).
• For x, y ∈ Σ2, η(x, y) = η2(x, y).
• For x ∈ Σ2, y ∈ Σ1, η(x, y) = 0.
• For x ∈ Σ1, y ∈ Σ2, we have
η(x, y) =
∫
I3z
η1(x, z)η2(z, y) (4.4)
A
B
z
x
y
I
Σ2Σ1
This is precisely the gluing construction for propagators from [13], which turns out to work
also in the setting with corners.
Assuming this set of rules for the corners, we have the following set of building blocks for
2D YM, as illustrated in figure 11. The disk in the A polarization was already computed in
section 3.5.2 and, using equation (4.1), it is equivalent to a polygon with an arbitrary number
of edges where all the edges and the corners are in A-polarization. To change polarization of
one of its edges, we can glue to it the BF disk with two corners in the α polarization and two
edges in B polarization. The last BF disk of figure 11, with only one A-edge and one corner
in the opposite polarization, can be then used in combination with the other building blocks
to change the polarization of one corner (figure 12). In this way we can obtain a polygon
with any number of edges and with any combination of polarizations associated to edges and
corners; thus we can also obtain the partition function for any given surface with boundary
(and corners).
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A
YM BB
α
α
BF
A
βBF
Figure 11. Building blocks for 2D YM with corners.
α
A
A
α
α
B
α
B
α
B
α
B
α
α
A
A
α
A
α
A
β −→
A
A
β
α
α
Figure 12. The polarization on a corner can be changed by gluing. In this picture it is illustrated
how to convert a corner in α polarization to a corner in β polarization using the building blocks of
figure 11.
4.2 Corners, spaces of states and the modified quantum master equation
We have two pictures for surfaces with boundary and corners.
I. (Non-polarized corners.) Boundary circles are split into intervals by vertices (cor-
ners). Each interval carries a polarization A or B, corresponding to imposing the bound-
ary condition on the pullback to the interval of the bulk field A or B. Corners do not
carry a polarization.
II. (Polarized corners.) In addition to the intervals carrying a polarization A or B, each
corner is also equipped with a polarization α or β corresponding to prescribing the
pullback of either A or B field to the corner.
Picture II is our main framework in this paper. One can transition from picture I to
picture II by collapsing every other arc on a circle (assuming that initially the number of
arcs was even) into a vertex with the corresponding polarization, by the rule A→ α, B→ β.
One obtains the partition function ZII in the picture II by evaluating the partition function
ZI of picture I on constant 0-form fields on the arcs that are being collapsed – pullbacks of
the corner fields to the arc. E.g., for a disk with the boundary split into 4 arcs of alternating
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polarizations in picture I, collapsing the B-arcs into β-corners corresponds to the following:
ZII(A1, β1,A2, β2; zero-modes) = ZI(A1,B1 = β1,A2,B2 = β2; zero-modes) . (4.5)
A1
B1
A2
B2
I
collapse
collapse
A1
β1
A2
β2
II
4.2.1 Picture I: non-polarized corners. Modified quantum master equation
Consider a circle (thought of as a boundary component of a surface Σ) split by n points
p1, p2, . . . , p2m = p0 (“corners”) into intervals I1, I2, . . . , I2m with Ik = [pk−1, pk].
p0 = p2mp1
p2 p2m−1
I2m
I1
I2
B
A
B
A
Assume that we fix the A-polarization on the intervals Ik with k odd and the B-polarization
for k even. We understand that we can, by a tautological transformation, further subdivide
each A- or B-interval into several intervals carrying the same polarization. No polarization
data is assigned to the corners pk (this is our “picture I” for corners).
The BFV space of states H, associated to the circle with such a stratification and a choice
of polarizations, is the space of complex-valued functions of the fields on the intervals:
H =
{
functions Ψ(A|I1 ,B|I2 , . . . ,B|I2m)
}
. (4.6)
The space of states is equipped with the BFV operator (which with an appropriate refinement
becomes a differential, see Remark 4.3 below)
Ω =
∑
k odd
ΩAIk +
∑
k even
ΩBIk︸ ︷︷ ︸
edge contributions
+
∑
k odd
ΩABpk +
∑
k even
ΩBApk︸ ︷︷ ︸
corner contributions
. (4.7)
Here the edge contributions from the intervals, depending on the polarization, are:
ΩAI = i~
∫
I
〈
dA+
1
2
[A,A],
δ
δA
〉
, (4.8)
ΩBI =
∫
I
i~
〈
dB,
δ
δB
〉
+ (i~)2
〈
B,
1
2
[ δ
δB
,
δ
δB
]〉
. (4.9)
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The corner contributions from the vertices pk are the multiplication operators by the product
of the limiting values of the A-field and the B-field coming from the incident arcs, with a sign
depending on the order of the arcs relative to the orientation:
ΩABp = −〈Bp,Ap〉 , ΩBAp = 〈Bp,Ap〉 . (4.10)
These corner contributions to the boundary BFV operator Ω and their necessity for the
modified quantum master equation were observed by Alberto S. Cattaneo [5].
The following is a refinement of Lemma 4.11 in [13] for a surface with boundary, with
non-polarized corners allowed, in the case of 2D Yang-Mills theory.
Proposition 4.2 (mQME in picture I). The BV-BFV partition function Z of 2D Yang-Mills
theory on a surface with boundary consisting of stratified circles decorated with a choice of
A,B polarizations on the codimension 1 strata (and no polarization data on codimension 2
strata) satisfies the mQME
(~2∆ + Ω)Z = 0 , (4.11)
where Ω is the sum of expressions (4.7) for the stratified boundary circles.
Sketch of proof. The proof follows the proof of Lemma 4.11 in [13] where we need to take
care of collapses of point near a corner. Let Γ be a Feynman graph for the partition function;
its contribution to Z is
∫
CΓ
ωΓ : the integral over the configuration space CΓ – where vertices
of Γ are restricted to the respective strata of Σ (bulk, boundary arcs or corners) – of ωΓ,
the differential form on CΓ, which is the product of propagators, boundary fields and zero-
modes, as prescribed by the combinatorics of Γ.35 One considers the Stokes’ theorem for
configuration space integrals:
i~
∑
Γ
∫
CΓ
dωΓ = i~
∑
Γ
∫
∂CΓ
ωΓ . (4.12)
On the left hand side, the terms with d acting on the propagators assemble into ~2∆Z and
the terms with d acting on A,B fields assemble into Ω0Z where Ω0 = i~
∫
∂AΣ
〈
dA , δδA
〉
+
i~
∫
∂BΣ
〈
dB , δδB
〉
. Here ∂AΣ and ∂BΣ are the parts of the boundary equipped with polariza-
tions A and B, respectively. Thus, the l.h.s. of (4.12) is (~2∆ + Ω0)Z. The r.h.s. contains
several types of terms, corresponding to types of boundary strata of CΓ:
(i) Collapses of 2 points in the bulk – cancel out when summed over graphs, due to the
classical master equation satisfied by the BV action.
(ii) Collapses of ≥ 3 points in the bulk – vanish by the standard vanishing arguments for
hidden strata of the configuration spaces [18].
35 A tacit assumption in this proof is that the propagator is a smooth 1-form on the configuration space of two
points. E.g, the “metric propagator” arising from Hodge theory satisfies this property. Singular propagators
considered in this paper arise as limits of such smooth propagators.
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(iii) Collapses of one or more points at a point on a boundary arc. These contributions
assemble into −Ω1Z, where contributions to the differential operator Ω1 are given by
the collapsed subgraphs.
(iv) Collapses of several points at a corner – they assemble into −Ω2Z.
Thus, one obtains the modified quantum master equation (4.11) with Ω = Ω0 + Ω1 + Ω2.
Analyzing the possible contributing collapses at an arc yields two graphs contributing to Ω1:
A
→ i~
∫
∂AΣ
〈1
2
[
A,A
]
,
δ
δA
〉
,
B
→ (i~)2
∫
∂BΣ
〈
B ,
1
2
[ δ
δB
,
δ
δB
]〉
.
(4.13)
For Ω2, the only contributing graphs are
A Bp
→ −〈Bp,Ap〉 ,
AB p
→ 〈Bp,Ap〉 . (4.14)
Remark 4.3. It was found out in [13] that, in order to have the property Ω2 = 0 for the BFV
operator, generally one should consider a certain refinement of the space of states, allowing
the states to depend on the so-called “composite fields” on the boundary, which correspond in
Feynman diagrams to boundary vertices of valency ≥ 2.36 We are not considering composite
fields in this paper: below, in Section 4.2.2, we manage to construct Ω for the setting of
polarized corners, which squares to zero on the nose, without having to introduce composite
fields.
4.2.2 Picture II: polarized corners
Now consider a circle split by n points p1, . . . , pn = p0 (“corners”) into intervals I1, . . . , In.
Assume that for each k we fix on the interval Ik the polarization Pk ∈ {A,B} – i.e. we
prescribe either the the pullback of Ak field A or the pullback Bk of the field B on Ik (by an
abuse of notations, we denote the differential form Ak or Bk also by Pk). Likewise, we fix a
36 In fact, the operator Ω constructed above (4.7) with edge contributions (4.8,4.9) and corner contribu-
tions (4.10) does not satisfy Ω2 = 0 right away, whenever corners are present. In the setting of [13] this
is remedied by adding corrections to Ω, depending on composite boundary fields. Then in addition to the
diagrams (4.14) at a corner one should consider other diagrams, involving boundary vertices of valency ≥ 2.
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polarization ξk ∈ {α, β} on the corners pk.
p0 = pn
p1
p2
pn−1
ξn
ξ1
ξ2
ξn−1
In
I1
I2
Pn
P1
P2 (4.15)
The BFV space of states H, associated to the circle with such a stratification and a choice
of polarizations, is the space of complex-valued functions of the fields on the intervals and
the corners, subject to the natural corner value conditions:
H =
{
functions Ψ(P1, ξ1,P2, ξn, . . . ,Pn, ξn)
∣∣∣ Pk|pk = ξk if polarizations Pk and ξk agree
Pk|pk−1 = ξk−1 if polarizations Pk and ξk−1 agree
}
.
(4.16)
Here we say that the polarization of an interval “agrees” with the polarization of the incident
corner if this pair of polarizations is either (A, α) or (B, β). The space of states is a cochain
complex with the differential
Ω =
∑
k
ΩPkIk︸︷︷︸
edge contribution from Ik
+
∑
k
Ω
PkξkPk+1
pk︸ ︷︷ ︸
corner contribution from pk
, (4.17)
where the edge contributions are given by (4.8,4.9).
The corner contributions to Ω depend on the polarization ξk at the corner and polariza-
tions of the incident edges Pk,Pk+1 and are assembled from the contribution of the corner
itself and the contributions of the corner interacting with the incident edges:
Ω
PkξkPk+1
pk = Ω
Pkξk
pk
+ Ωξkpk + Ω
ξkPk+1
pk . (4.18)
Here the pure corner contributions are:
Ωαp = i~
〈1
2
[
α, α
]
,
∂
∂α
〉
, Ωβp = 0 . (4.19)
The corner-edge contributions ΩPξp ,Ω
ξP
p vanish if the polarization ξ at the corner matches
the polarization P of the incident edge. For mismatching corner-edge polarizations, we have
nontrivial contributions to Ω:
A β
p −→
〈
β,F−
(
adi~ ∂
∂β
)
Ap
〉
,
Aβ
p −→
〈
β,F+
(
adi~ ∂
∂β
)
Ap
〉
,
B α
p −→
〈
Bp,F+
(
adi~ ∂
∂Bp
)
α
〉
,
Bα
p −→
〈
Bp,F−
(
adi~ ∂
∂Bp
)
α
〉
.
(4.20)
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Here we have introduced the following functions:
F+(x) =
x
1− e−x =
∞∑
j=0
(−1)jBj
j!
xj = 1 +
x
2
+
x2
12
− x
4
720
+ · · · ,
F−(x) =
x
1− ex = −
∞∑
j=0
Bj
j!
xj = −1 + x
2
− x
2
12
+
x4
720
+ · · · ,
(4.21)
where Bj are the Bernoulli numbers B0 = 1, B1 = −12 , B2 = 16 , B3 = 0, B4 = − 130 , . . .
In (4.20), functions F± are evaluated on x = adi~ ∂
∂β
, producing End(g)-valued derivations (of
infinite order) of the space of functions of β. Further in this section we will also need the
following two functions, related to the generating functions for Bernoulli polynomials:
G+(t, x) =
1− e−tx
1− e−x , G−(t, x) =
1− e(1−t)x
1− ex . (4.22)
Note that, when acting on the partition function, the complicated operators ΩBαp ,Ω
αB
p
from (4.20) act simply as multiplication operators
ΩBαp ∼ 〈Bp, α〉 , ΩαBp ∼ −〈Bp, α〉 , (4.23)
since the derivative in the corner value of the field B acts by zero. Thus, we have:
ΩBαp = 〈Bp, α〉+ · · · , ΩαBp = −〈Bp, α〉+ · · · , (4.24)
where we have added the terms · · · (irrelevant for the master equation) so as to have the
property Ω2 = 0. To be precise, we impose the following mild restriction on the states (or, in
other words, it is a clarification of our model for the space of states).
Assumption 4.4 (Admissible states). We assume that the states do not depend explicitly
on the limiting values of 1-form components of fields A,B at corners. I.e., for p a corner, the
derivatives ∂
∂A(1)p
, ∂
∂B(1)p
act by zero on on admissible states.
Then, by a direct computation, one verifies the following (we give the explicit proof in
Appendix D).
Proposition 4.5. For a stratified circle, with any choice of polarizations on the strata, the
operator Ω as defined by (4.17,4.19,4.20) satisfies Ω2 = 0 on admissible states in the sense of
Assumption 4.4.
Let us introduce the following terminology. For a product of intervals (or circles) I × J
with I parameterized by coordinate t and J parameterized by τ , we call the axial gauge
propagator containing δ(τ − τ ′) parallel to I (and perpendicular to J), since the intervals
on which the δ-term is supported are parallel to I. Note that in all the computations of
Section 3, the axial gauge was always chosen to be perpendicular to the boundary.
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Consider a surface Σ with stratified boundary circles in picture II, as in (4.15), i.e., with
arcs and corners carrying polarization data. We can view such a surface as a limit at s → 0
of a family of surfaces Σs, with corners of Σ expanded into arcs of corresponding polarization
(thus, surfaces Σs for s > 0 are in picture I). Let ηs be a family of propagators (corresponding
to a family of gauge-fixings) on the surfaces Σs, converging to a propagator η on Σ. We make
the following assumption.
Assumption 4.6 (Collapsible gauge condition). The contraction of the propagator ηs with a
1-form B(1) on the B-interval Is ⊂ ∂Σs that is being collapsed into a β-corner p of Σ, becomes
supported at p in the limit s→ 0.
This assumption can be realized by considering an s-dependent family of metric gauge-
fixings associated to equipping Σs with a metric gs in which the B-arc undergoing the collapse
is placed at the end of a long “tentacle”. Thus, at s→ 0, the β-corner is placed infinitely far
from the rest of the surface.
B
s→ 0
β
Put another way, if both arcs adjacent to Is are in A-polarization, the assumption requires
that ηs asymptotically approaches the axial gauge propagator η(t, τ ; t
′, τ ′) = (Θ(t − t′) − t)
·δ(τ − τ ′) (dτ ′ − dτ) − dtΘ(τ ′ − τ) (the axial propagator parallel to Is) near the collapsing
interval Is, as s→ 0, with t the coordinate along Is and τ the coordinate along the “tentacle”.
Proposition 4.7 (mQME in picture II). Under the assumption above, the partition func-
tion Z for the surface Σ with boundary and corners equipped with polarization data, satisfies
the modified quantum master equation
(~2∆ + Ω)Z = 0 ,
where Ω is given as the sum of expressions (4.17) over the boundary circles, with edge con-
tributions given by (4.8,4.9) and corner contributions defined by (4.18,4.19,4.20).
Here Z is understood as the limit s→ 0 of the evaluation of partition function of picture I
on Σs on the fields pulled back from edges and corners of Σ along the collapse map Σs → Σ.
See Remark 4.8 below for an explicit example of the mQME with corners in the picture II.
Also, in Remark 4.14 we will have a non-example showing that the mQME does indeed fail
without the Assumption 4.6.
Sketch of proof. Proposition 4.7 arises as a corollary of Proposition 4.2, since Z is understood
as a limit s → 0, in the sense explained above, of partition functions Zs on surfaces Σs
in picture I, which do satisfy the modified quantum master equation by Proposition 4.2.
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Contribution i~
〈
1
2
[
α, α
]
, ∂∂α
〉
to Ω in picture II at a B−α−B corner arises as an s→ 0 limit
of the A-edge contribution (4.8) from the A-edge of Σs collapsing to the corner.
Next, consider an A− β−A corner where, in addition to Assumption 4.6, we assume for
the moment that the 0-form component of the A field is continuous through the corner. In
this case, the corner contribution to Ω given by (4.18,4.20) simplifies to ΩAβA = i~
〈
[Ap, β], ∂∂β
〉
and it arises from the fact that Zs depends on the 1-form field B(1) at the edge Is collapsing
into the β-corner p, and this dependence is important for the mQME in picture I. Using the
Assumption 4.6 and the continuity of A(0) through the corner, the dependence of Zs on B(1)
for small s is: Zs ∼ e
i
~
∫
Is
〈B(1),Ap〉, and one has:
ΩBIsZs ∼
(
i~
∫
Is
〈
[Ap,B(0)],
∂
∂B(0)
〉)
Zs → i~
〈
[Ap, β],
∂
∂β
〉
Z .
Therefore, one can compensate for the loss of dependence on B(1) during the collapse by
inclusion of the term i~
〈
[Ap, β], ∂∂β
〉
in Ω.
Finally, consider the A− β − A corner without assuming the continuity of A(0) through
the corner. To analyze the dependence of Zs on B(1), we cut a rectangle R out of Σs at the
collapsing edge:
A
A
B
zoom in
A1
A2 I2
A3
BI1 R
τ
t B2 Σ˜ (4.25)
Thus, we present the surface Σs asR∪I2 Σ˜. Computing the partition function on the rectangle
in the axial gauge,37 setting A1 = Ap+0, A3 = Ap−0 – constant zero-forms, the limiting values
of A(0) to the right and left of the corner p on Σ, and setting A2 = dtA – a constant 1-form,
we find the following:
ZR = e
i
~
∫
I¯s
dt 〈B(0),A〉+〈B(1),G−(t,adA)Ap+0+G+(t,adA)Ap−0〉 , (4.26)
with G± as in (4.22). Here the integral is over t ∈ [0, 1], or equivalently over Is with reversed
orientation. This implies
(ΩBIs + 〈β,Ap+0〉 − 〈β,Ap−0〉)ZR
∣∣∣
B=β
= −〈β,F−(adA)Ap+0 + F+(adA)Ap−0〉 e
i
~ 〈β,A〉 . (4.27)
The operator acting on ZR on the left hand side is the part of the Ω in picture I corresponding
to the collapsing interval Is and its two endpoints. Thus, combining with the gluing formula
37 We are using the axial gauge propagator parallel to Is, i.e. η(t, τ ; t
′, τ ′) =
(Θ(t− t′)− t) δ(τ − τ ′) (dτ ′ − dτ)− dtΘ(τ ′ − τ) with t, τ the vertical and horizontal coordinate on the
rectangle. This choice is the one consistent with the Assumption 4.6.
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for partition functions we have:
(ΩBIs + 〈β,Ap+0〉 − 〈β,Ap−0〉)
∫
dA dβ′ ZR · e− i~ 〈β′,A〉 · ZΣ˜(β′, · · · )︸ ︷︷ ︸
ZΣs
=
= 〈β,F+(adi~ ∂
∂β
)Ap+0 + F−(adi~ ∂
∂β
)Ap−0〉 ZΣ˜(β, · · · ) . (4.28)
Thus, the action on ZΣs of the part of Ω in picture I corresponding to the collapsing interval
(with its endpoints) is compensated by the action on the partition function in picture II of
the operator appearing on the right hand side – which is precisely our anticipated corner
contribution in picture II, ΩAβA = ΩAβ + ΩβA, see (4.20).
Remark 4.8. Another argument for the contribution to Ω from a β-corner is as follows.
In Section 4.5 we will obtain the explicit partition function for an A-disk D with a single
β-corner
Aβp
p− 0
p+ 0
in the form
ZD = e
i
~ 〈β,logU(A)〉 , (4.29)
with U(A) the holonomy of the 1-form field A(1) along the boundary circle. From Baker-
Campbell-Hausdorff formula, one finds
ΩA logU(A) = −i~ (F+(adlogU(A))Ap−0 + F−(adlogU(A))Ap+0) , (4.30)
which implies
ΩAZD = 〈β,F+(adlogU(A))Ap−0 + F−(adlogU(A))Ap+0〉 · ZD . (4.31)
From this one immediately sees that
(ΩA + ΩβAp + Ω
Aβ
p )ZD = 0 , (4.32)
with the corner contributions as prescribed by (4.20). Thus, the mQME works by a direct
computation. For a general surface Σ containing a β-corner, surrounded by A-edges, one can
cut out a disk around the corner and the mQME will follow from the one we just checked for
the disk and from the one for the remaining part of the surface (thus by induction one can
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reduce to the case of surfaces without A− β − A-corners).
β A B
A
A
α
α
A
A
(4.33)
Yet another approach to the proof of Proposition 4.7, explaining the corner contribu-
tions (4.20), is in the vein of the proof of Proposition 4.2, with Ω given by Feynman subgraphs
collapsing at the boundary/corners. Consider e.g. a collapse at a A − β − A corner. The
following subgraphs are contributing:
A
A
β
zoom in
B
A
A
t
τ
,
B
A
A
(4.34)
One computes these contributions to Ω using the propagator η = (Θ(t− t′)− t)δ(τ − τ ′)(dτ −
dτ ′)−dtΘ(τ ′−τ) in the rectangle that we see when zooming into the corner. In the zoomed-in
picture we are considering configurations of points modulo the horizontal rescalings τ 7→ c · τ .
We fix a representative of the quotient by fixing the horizontal position of one marked vertex.
Edges leaving the collapsing subgraph are assigned the expression dt · i~ ∂∂β (the factor dt
comes from the propagator associated to the external edge). The graphs in (4.34) are easily
computed and yield, when summed over the number of external edges, ΩAβA = ΩAβ + ΩβA
with ΩAβ,ΩβA given by the formulae (4.20).
4.2.3 Space of states for the stratified circle as assembled from spaces of states
for edges and corners
One can regard the space of states 4.16 for the stratified circle as constructed from the spaces
of states for individual edges. One assigns to an interval (with chosen polarization P in the
bulk and ξ, ξ′ ∈ {α, β} on the endpoints) a space of states – a cochain complex – constructed
as the space of functions on the P-field at the edge and fields at the corners (understood as
independent fields if the corner and edge polarizations disagree; if the polarizations agree, the
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corner field is the limiting value of the edge field):
A
I
ξ
pin
ξ′
pout
−→ Hξ,A,ξ′I = FunC
({
g[1]
g∗
}
×g[1] Ω•(I, g)[1]×g[1]
{
g[1]
g∗
})
,
Ωξ,A,ξ
′
I = Ω
ξ
in + Ω
ξA
in + Ω
A
I + Ω
Aξ′
out + Ω
ξ′
out ,
B
I
ξ
pin
ξ′
pout
−→ Hξ,B,ξ′I = FunC
({
g[1]
g∗
}
×g∗ Ω•(I, g∗)×g∗
{
g[1]
g∗
})
,
Ωξ,A,ξ
′
I = Ω
ξ
in + Ω
ξB
in + Ω
B
I + Ω
Bξ′
out + Ω
ξ′
out .
(4.35)
Here top/bottom choice for the fiber product factors on the left/right corresponds to α or β
polarization on the left/right endpoint. Note that the polarizations of the endpoints affect the
BFV differential, which is given by the edge term defined by (4.8,4.9) plus the two endpoint-
edge terms defined by (4.20), plus two pure endpoint terms defined by (4.19).
One can also assign a space of states to a corner p in α- or β-polarization as follows:
Hαp = FunC(g[1]) = C⊗ ∧•g∗ , Ωαp =
i~
2
〈
[α, α],
∂
∂α
〉
,
Hβp = FunC(g∗) = C⊗ S•g , Ωβp = 0 .
(4.36)
Note that, as a cochain complex, Hα,A,αI is quasi-isomorphic to Hαp – the Chevalley-
Eilenberg complex of the Lie algebra g. Geometrically, this corresponds to the collapse of
an A-interval with endpoints in α-polarization into a single α-point. Likewise, the cochain
complex Hβ,B,βI is quasi-isomorphic to Hβp :
Hα,A,αI  Hαp , Hβ,B,βI  Hβp . (4.37)
One can regard Hαp and Hβp as differential graded algebras. The algebra structure on Hαp
is the standard supercommutative multiplication in the exterior algebra, while for Hβp we need
to deform the na¨ıve commutative product in the symmetric algebra into a star-product ∗~ –
the deformation quantization of the Kirillov-Kostant-Souriaux Poisson structure on g∗, as we
explain below.
One can regard the space of states for the interval as a bimodule over the spaces of
states associated to the end-points. The action of the end-point algebra Hξp on the space
of states Hξ,P,ξ′I for the edge is via multiplication in the algebra, e.g. ψ(α) ⊗ Ψ(α,P, ξ′) 7→
ψ(α)Ψ(α,P, ξ′), ψ(β) ⊗ Ψ(β,P, ξ′) 7→ ψ(β) ∗~ Ψ(β,P, ξ′). The reason we need to deform the
product in Hβ from the commutative one is that we want the edge to give a differential
graded bimodule over the corner spaces. In particular, the module structure map Hβp ⊗
Hβ,A,ξ′I → Hβ,A,ξ
′
I should be a chain map with respect to the differential Ω
βA
p +ΩAI +Ω
Aξ′
p′ . This
requirement is incompatible with the commutative product on Hβp and forces the following
associative non-commutative deformation ∗~ : Hβ ⊗Hβ → Hβ.
47
4 2D Yang-Mills for general surfaces with boundaries and corners
Proposition 4.9. The associative product strucure ∗~ on Hβ is fixed uniqely by the two
properties:
(i) The module structure map m : Hβp ⊗ Hβ,A,ξ
′
I → Hβ,A,ξ
′
I , obtained by extending ∗~ by
linearity in the second factor, is a chain map.
(ii) ∗~ is unital with ψ(β) = 1 the unit.
The product ∗~ is explicitly described as follows:
e−
i
~ 〈β,x〉 ∗~ e−
i
~ 〈β,y〉 = e−
i
~ 〈β,BCH(x,y)〉 (4.38)
Here x, y ∈ g are arbitrary parameters in the Lie algebra and BCH(x, y) = log(exey) is the
Baker-Campbell-Hausdorff group law.
Proof. Let us check that the star-product (4.38) does indeed make the module structure map
a chain map. Note that, for ψ(β) = e−
i
~ 〈β,x〉, the action of ΩβAp on ψ can be written as
ΩβAp ψ = 〈β,F+(adx)Ap〉ψ = i~
d
d
∣∣∣
=0
e−
i
~ 〈β,BCH(x,Ap)〉 = i~
d
d
∣∣∣
=0
ψ ∗~ e−
i
~ 〈β,Ap〉 , (4.39)
with  an odd, ghost degree −1 parameter and ∗~ defined by (4.38). Here we have used the
identity BCH(x, y) = x+ F+(adx)y +O(y2). This implies that for any Ψ ∈ Hβ,A,ξ
′
I we have:
ΩβAp Ψ = i~
d
d
∣∣∣
=0
Ψ ∗~ e−
i
~ 〈β,Ap〉 . (4.40)
Therefore, for any ψ˜ ∈ Hβp we have:
m ◦ (id⊗ ΩβA)(ψ˜ ⊗Ψ) = i~ d
d
∣∣∣
=0
ψ˜ ∗~
(
Ψ ∗~ e−
i
~ 〈β,Ap〉
)
= i~
d
d
∣∣∣
=0
(
ψ˜ ∗~ Ψ
) ∗~ e− i~ 〈β,Ap〉 = ΩβA ◦m(ψ˜ ⊗Ψ) . (4.41)
Here we used the associativity of the star-product (4.38). Note that the other pieces of the
differential, ΩAI and Ω
ξ′
p′ , clearly commute with the module structure map m. Thus we have
proven that m, defined by (4.38) and extended by Fun(A, ξ′)-linearity in the second factor, is
indeed a chain map.
Moreover, assume that • is some unital associative product on Hβ with ψ(β) = 1 the
unit. Then the argument above shows that the module structure map m defined using • is
a chain map if and only if ψ1 • (ψ2 ∗~ ψ3) = (ψ1 • ψ2) ∗~ ψ3 for any ψ1,2,3 ∈ Hβ. Choosing
ψ2 = 1, we obtain ψ1 • ψ3 = ψ1 ∗~ ψ3. This proves uniqueness of the star-product (4.38).
Gluing two intervals over a point corresponds to taking the tensor product of the spaces
of states for the intervals over the algebra associated to the point:38
P1
I1
ξ′ ξ
p
P2
I2
ξ′′ −→ H = Hξ′,P1,ξI1 ⊗Hξp H
ξ,P2,ξ′′
I2
. (4.42)
38 Note that, in dg setting, when taking the tensor product M1 ⊗A M2 of a right A-module M1 and a left
A-module M2 over a dg algebra A, the total differential is the sum of the differentials on M1, M2 minus the
differential on A.
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The space of states (4.16) for the stratified circle can then be written, in terms of the
spaces of states for intervals and corners introduced above, as:
H =
(
Hξn,P1,ξ1I1 ⊗Hξ1p1 H
ξ1,P2,ξ2
I2
· · · ⊗Hξn−1pn−1 H
ξn−1,Pn,ξn
In
)
⊗Hξnpn⊗
(
Hξnpn
)op Hξnpn . (4.43)
Here the superscript op stands for the opposite algebra.
Remark 4.10. Let I = ∪lk=1Ik be the union of l consecutive intervals on the stratified
circle (4.15) and J = ∪nk=l+1Ik the union of the remaining intervals, and let p = p0, q = pl
be the points separating I and J . The globalized partition function Z for the disk D filling
the stratified circle is, by the mQME, an Ω-closed element of the space of states
HS1 = HI ⊗Hq HJ ⊗Hp⊗Hopp Hp ∼= Hom(Hq ,Hp)−bimod(HI¯ ,HJ ) . (4.44)
Here on the right hand side we have the space of morphisms of dg bimodules over Hq on the
left and Hp on the right; bar on I¯ stands for orientation reversal. Thus, the partition function
for a disk can be seen as a bimodule morphism between two bimodules associated to the two
arcs constituting the boundary.
Z
J I¯
q
p
Note that the picture for 2D Yang-Mills we just described, mapping points to algebras,
intervals to bimodules and disks to morphisms of bimodules, is in agreement with Baez-
Dolan-Lurie setting of extended topological quantum field theory [1, 20], with the correction
that our spaces of states depend on the choice of polarization and partition functions depend
on the area of the surface (and pre-globalization partition functions additionally depend on
residual fields).
Towards quantization of codimension 2 corners in more general BV-BFV theories
The algebra Hβ, ∗~ is isomorphic to U~(g) – the enveloping algebra of g with the normalized
Lie bracket i~[−,−]. This algebra arises as Kontsevich’s deformation quantization [6, 18] of
the algebra of functions on g∗ equipped with the Kirillov-Kostant-Souriaux linear Poisson
structure. This observation fits well into the following expected picture of quantization of
corners of codimension 2.
In a general gauge theory, a codimension 2 stratum γ is classically associated a BFV “cor-
ner phase space” [10] Φγ equipped with a degree +1 symplectic form ωγ and a BFV charge Sγ
of degree +2. On the level of quantization, we impose a polarization Φγ ' T ∗[1]Bγ . The
BFV charge Sγ generates a P∞ (Poisson up-to-homotopy) algebra structure on C∞(Bγ),
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coming from interpreting Sγ as a self-commuting polyvector Π on Bγ .39 Then the quantum
space of states Hγ is expected to be the A∞ algebra obtained as Kontsevich’s deformation
quantization of the P∞ algebra C∞(Bγ). In particular, the A∞ structure maps arise from
Feynman diagrams on a thickening of γ to γ ×D, with D a 2-disk, for a field theory coming
from the AKSZ construction on the mapping space Map(T [1]D,Φγ). We plan to revisit this
construction in more detail in a future paper on corners on BV-BFV formalism.
Note that, in the case of 2D Yang-Mills theory, the corner phase space is Φp = g[1]⊕ g∗,
with ωp = 〈δβ, δα〉, Sp = 12〈β, [α, α]〉. Deformation quantization of C∞(g∗) with Poisson
bivector Π = 12〈β, [ ∂∂β ∧, ∂∂β ]〉 yields the algebra Hβ. Taking the opposite polarization, one
gets the deformation quantization of C∞(g[1]) = ∧g∗ with 1-vector Π = 12〈[α, α], ∂∂α〉, which
is the dg algebra Hα.
In general, one expects all the structure maps on (and between) the spaces of states
associated to various strata to come from Feynman diagrams.
A related picture was obtained in [7] in the context of Poisson sigma model on a disk
with intervals on the boundary decorated with coisotropic submanifolds Ci of the Poisson
target M . In this setting the quantization yields algebras assigned to intervals (deformation
quantization of the rings of functions on Ci) and bimodules assigned to the corners separating
the intervals. In particular, the algebra Hβ arises in this context as a quantization of the
space-filling coisotropic in M = g∗. This picture can be thought of as Poincare´ dual to our
picture on the boundary of a disk.
4.2.4 Gluing regions along an interval and the Fourier transform property of
BFV differentials
Recall that the BFV differentials for an A-circle and a B-circle are related by Fourier trans-
form. This property in particular implies that mQME is compatible with gluing: if Σ =
Σ1 ∪S1 Σ2 a union of surfaces over a circle and if the partition functions ZΣ1 , ZΣ2 are known
to satisfy mQME, then the glued partition function ZΣ = 〈ZΣ1 , ZΣ2〉HS1 automatically satis-
fies mQME on the glued surface.
One has an analogous property in the setting with corners. Consider e.g. an A-interval I
parameterized by t ∈ [0, 1] with endpoints in polarizations ξ, ξ′ and consider a B-interval I˜
parameterized by t˜ ∈ [0, 1], with endpoints in ξ′, ξ. Let r : I → I˜ be an orientation-reversing
diffeomorphism t 7→ t˜ = 1 − t. Gluing along r corresponds to the following pairing of states
on I and I˜:
〈−,−〉I : Hξ,A,ξ
′
I ⊗Hξ
′,B,ξ
I˜
−→ C
ψ1 ⊗ ψ2 7→
∫
DADB ψ1(ξ,A, ξ′) · e− i~
∫
I〈r∗B,A〉 · ψ2(ξ′,B, ξ)
(4.45)
39 Equivalently, the P∞ structure arises from Sγ via the derived bracket construction, {ψ1, . . . , ψn}Π :=
(· · · (Sγ , ψ1), · · · , ψn) with ψ1, . . . , ψn ∈ C∞(Bγ). The brackets (−,−) on the r.h.s. are the Poisson brackets
on functions on the phase space Φγ defined by ωγ .
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One easily verifies the following:
〈(ΩξAin + ΩAI + ΩAξ
′
out)ψ1, ψ2〉I = −〈ψ1, (Ωξ
′B
in + Ω
B
I˜
+ ΩBξout)ψ2〉I . (4.46)
Here we are making the Assumption 4.4 on states ψ1, ψ2. In other words, the operators
ΩξAin + Ω
A
I + Ω
Aξ′
out and Ω
ξ′B
in + Ω
B
I˜
+ ΩBξout are, up to sign, the Fourier transform of each other
(when acting on admissible states).
This immediately implies the following. Assume that Σ is a result of gluing of surfaces Σ1
and Σ2 via attaching an interval I ⊂ ∂Σ1 to I˜ ⊂ ∂Σ2 along the diffeomorphism r. Then for
Ψ1 ∈ H∂Σ1 , Ψ2 ∈ H∂Σ2 any two states on the boundary of Σ1, Σ2, we have
Ω∂Σ〈Ψ1,Ψ2〉I = 〈Ω∂Σ1Ψ1,Ψ2〉I + 〈Ψ1,Ω∂Σ2Ψ2〉I , (4.47)
where 〈Ψ1,Ψ2〉I ∈ H∂Σ is understood as the “gluing” of states Ψ1, Ψ2 along I.
Σ1
ξ
A I
ξ′
Σ2
ξ′
BI˜
ξ
r
In particular, if the partition functions on Σ1,Σ2 are known to satisfy the mQME, the glued
partition function ZΣ = 〈ZΣ1 , ZΣ2〉I automatically satisfies the mQME on Σ.
4.2.5 Small model for states on an A-interval
In preparation for the calculations of section 4.5, we want to present a “small model” for the
space of states on an A-interval, corresponding to the passage to a constant 1-form field A(1)
on the interval. This is an extension of the discussion of section 3.3 (and in particular,
formula (3.18)), and of section 2.4.1.
Consider a single interval in A-polarization:
A
I
A0
p0
A1
p1
(4.48)
We view its endpoints as corners in picture I (non-polarized), with A0, A1 the limiting values
of the 0-form field A at the endpoints p0, p1. Equivalently, we can treat the endpoint in
picture II, putting α-polarization on them, with corner fields α0,1 identified with A0,1.
The space of states for the interval (4.48) is a cochain complex
H = FunC
(
Ω•(I, g)[1]
)
=
{
Ψ(A)
}
(4.49)
with differential
Ω = i~
(∫ 〈
dA(0) + [A(0),A(1)] ,
δ
δA(1)
〉
+
∫ 〈1
2
[A(0),A(0)] ,
δ
δA(0)
〉)
. (4.50)
51
4 2D Yang-Mills for general surfaces with boundaries and corners
One has the following “small” quasi-isomorphic model for the space of states – the cochain
complex
Hsmall = FunC
(
C•(I, g)[1]
)
=
{
Ψ
(
A0, A, A1
)}
. (4.51)
Here C•(I, g) = g ⊕ g[−1] ⊕ g is the complex of g-valued cellular cochains on the interval I
endowed with the standard CW complex structure, with two 0-cells p0, p1 and a single 1-cell I.
Variables A0, A1 ∈ g[1] are the values of the cochain on the 0-cells p0 and p1 (endpoints),
respectively, and A ∈ g is the value of the cochain on the 1-cell I itself. The differential
on Hsmall is given by:
Ωsmall = i~
(〈1
2
[
A0, A0
]
,
∂
∂A0
〉
+
〈1
2
[
A1, A1
]
,
∂
∂A1
〉
+
−
〈
F−(adA) ◦ A0 + F+(adA) ◦ A1 ,
∂
∂A
〉)
.
(4.52)
The chain projection pH : H → Hsmall is the following map:
Ψ 7→
(
Ψ: {A0, A, A1} 7→ Ψ
(
A(0) = G−(t, adA) ◦ A0 + G+(t, adA) ◦ A1 , A(1) = dt · A
))
.
(4.53)
Here we parameterize the interval by the coordinate t ∈ [0, 1] and G± are the generating
functions for Bernoulli polynomials (4.22).
The chain inclusion iH : Hsmall → H is given as follows:
iH : Ψ 7→
(
Ψ : A 7→ Ψ
(
A0 = A0 , A1 = A1 , A = logU(A)
))
(4.54)
Here the group element U(· · · ) ∈ G is the holonomy of the connection 1-form along the
interval I.
Remark 4.11. The space of states H,Ω is the Chevalley-Eilenberg complex (or the dual of
the bar complex) of the differential graded Lie algebra of g-valued differential forms on the
interval, Ω•(I, g),d, [−,−]. Likewise, Hsmall,Ωsmall is the Chevalley-Eilenberg complex for the
L∞ algebra structure on g-valued cellular cochains on an interval, constructed in [22, 23, see
also [19, 27]]. This L∞ algebra arises as the homotopy transfer of the “big” algebra Ω•(I, g)
onto the deformation retract C•(I, g) – cochains, realized as Whitney forms on the interval.
Chain map (4.53) corresponds to the L∞ morphism from C•(I, g) to Ω•(I, g) constructed
explicitly in [22, 23, – Statement 14]; it is a non-abelian deformation of the inclusion of
cochains as Whitney forms. The map (4.54), constructed via holonomies, corresponds to the
L∞ morphism from forms to cochains - the non-abelian version of the integration-over-cells
map, cf. [2]. We give a proof of the chain map property of(4.54) in Appendix E.
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H
Hsmall
iH pH
forms
cell cochains
L∞ inclusion
L∞ projection
bar construction
One has similar small models for the space of states on the A-interval with endpoints
in any combination of polarizations ξ0, ξ1. E.g. for both endpoints in β-polarization, we
have the small model (4.51,4.52) and the maps (4.53,4.54), where we adjoin the corner vari-
ables β0, β1 on which the wavefunctions Ψ, Ψ are allowed to depend, and we add corner-edge
terms ΩβA, ΩAβ (4.20) to the respective differentials Ω and Ωsmall.
Finally, consider a surface Σ with stratified boundary circles decorated with an arbitrary
combination of polarizations of arcs and corners. By the discussion above, we have a small
quasi-isomorphic model H′ for the space of states H corresponding to replacing the states on
some (or all) A-arcs with respective small models for A-arcs in the formula (4.43), and we
have chain maps pH : H → H′, iH : H′ → H. They correspond to a quasi-isomorphism of
complexes and thus there exists a chain homotopy KH : H → H between the identity and the
projection iH ◦ pH. Therefore, we can apply the argument (3.18) to the partition function Z
on Σ:
iH ◦ pH Z = Z + (Ω + ~2∆)(· · · ) . (4.55)
In particular, one can recover Z, modulo BV exact terms, by evaluating it on constant 1-forms
dt · Ak on the boundary arcs, provided that their holonomy coincides with the holonomy of
the original A(1) field along the respective intervals, i.e. Ak = logUIk(A).
4.3 BF B-disk with two α corners
Let us consider now the case of a BF disk with the boundary split into two arcs γi : [0, 1]→ S1 ,
i = 1, 2 , with γi(0) = v0 and γi(1) = v1 , both in B polarization. On both vertices of the arcs
we fix the value αi for the restriction of the bulk A fields. Expanding the vertices vi into two
edges in A polarization we can think of this disk as a square (figure 13).
B B˜
α
α˜
←→
t
τ b
a
α
α˜ α˜
α
A˜ = α˜
A = α
B B˜
Figure 13. B disk with the boundary split into two arcs separated by points in A-polarization.
53
4 2D Yang-Mills for general surfaces with boundaries and corners
The square can be viewed as the product of two intervals, with A or B polarization on both
endpoints respectively. The zero-modes now contain 1-form components for the a and b fields:
a = a1dτ , b = b
1dt . A possible choice for axial-gauge propagator is (cf. appendix (B.1)):
η(t, τ ; t′τ ′) = (Θ(τ − τ ′)− τ)dt′ − (Θ(t′ − t)− t′)δ(τ ′ − τ)(dτ ′ − dτ) . (4.56)
The contributing Feynman diagrams to the effective action are wheels with n a zero-
modes and trees, rooted either on the B(1) boundary field or on the b zero-mode and ending
on one A(0) boundary field, with no bifurcations and the insertion of n leafs decorated with
a zero-modes (Figure 14).
α
α˜ α˜
α
A˜ = α˜
A = α
B B˜
n
α
α˜ α˜
α
A˜ = α˜
A = α
B B˜n
Figure 14. Examples of the tree and 1-loop Feynman diagrams contributing to the effective action
for the BF disk in B polarization with two α corners.
Proposition 4.12. The partition function for the BF disk in B polarization with two α cor-
ners is:
Z = exp
( i
~
∫
γ
〈B, a + G+(τ, ada1)α+ G−(τ, ada1)α˜〉+
− i
~
∫
γ˜
〈B˜, a + G+(τ, ada1)α+ G−(τ, ada1)α˜〉+
+
i
~
〈b1,F+(ada1)α+ F−(ada1)α˜〉
)
det
(
sinh
(
ada1/2
)
ada1/2
)
· ρV ,
(4.57)
where ρV = D
1
2 a D
1
2 b is the reference half-density on zero-modes.
Proof. See Appendix C.
4.4 BF B-disk with one α corner
Let us consider a disk in B-polarization with a single corner in α-polarization. We will denote
by α the value of the zero-form component of the A-fields on the corner. Notice that the space
of zero-modes is now empty, in contrast to the B-disk without corners or with two α corners.
The corner can be expanded to an A-polarized edge with A = α, which can be then split
in three consecutive edges. We then get a square, which is the product of an A-A interval
times an A-B interval (figure 15). We can thus choose the axial gauge propagator to compute
54
4 2D Yang-Mills for general surfaces with boundaries and corners
B
α
←→
α
α α
α
A˜ = α
A = α
B A′ = α
Figure 15. B disk with one α corner as the “collapse” of three edges in a square.
the effective action. If we denote with t the coordinate on the A-A interval and with τ the
coordinate on the A-B interval we have:
η(t, τ ; t′, τ ′) = −Θ(τ ′ − τ)δ(t′ − t)(dt′ − dt) . (4.58)
Since there are no zero-modes and the boundary A-field has only the zero-form compo-
nent α , from degree counting we get that the only non-vanishing diagrams contributing to
the partition function are the ones containing no interaction vertices:
Z[B, α] = e−
i
~
∫
I〈B,α〉 . (4.59)
Remark 4.13. If we compare this effective action with the one of the B-disk without cor-
ners (3.26) we notice that the corner field α plays here the role of the a zero-mode (the other
term for action (3.26), containing only the zero-modes, is vanishing when restricted to the
globalizing Lagrangian L = {b = 0}). Thus, integrating over the fields on the corner repro-
duces the globalized effective action for the B-disk without corners.
We can also compare (4.59) with the partition function of the B-disk with two corners com-
puted in (4.57). We recover the partition function for the disk with one corner globaliz-
ing (4.57) over L = {a = 0} and then integrating out one corner field α.
4.5 BF A-disk with one β-corner
In order to calculate the one remaining building block of the theory, the partition function
for an A-disk with a single β-corner, we do the following. We first consider a disk D with
boundary split into two intervals in A and B-polarization with the two corners not decorated
by polarization data (i.e. in the setting of the “picture I” for corners, cf. subsection 4.2).40
p′
A
p
B r ←−
τ
tB A (4.60)
40 In fact, we can decorate the two corners with an arbitrary choice of polarizations ξ, ξ′. The partition
function does not depend on this choice.
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The partition function is easily computed by expanding the corners into two intervals (with
arbitrary polarization) and putting the axial gauge on the square.41 This yields the answer
Z(A,B) = e
i
~
∫
∂AD
〈r∗B,A〉
, (4.61)
where r is an orientation-reversing involution on the boundary of the disk, mapping the
A-arc diffeomorphically onto the B-arc, having the two corners as fixed points (in terms of
the square, r is the involution (t, 0) ↔ (t, 1)). This partition function satisfies the mQME,
ΩZ = 0, with Ω = ΩA∂A + Ω
B
∂B
+ 〈Bp,Ap〉 − 〈Bp′ ,Ap′〉, as per Proposition 4.2, and as one can
easily check explicitly.
Remark 4.14. One can consider collapsing the A- or B-arc on the boundary of the disk (4.60):
AB
B α Aβ
collapse collapse
• Collapsing the A-arc into an α-corner, we obtain a B-disk with a single α-corner (in
the picture II). Moreover, evaluating the partition function (4.61) on B = β, we obtain
the partition function Z(B, α) = e−
i
~
∫
∂D〈B,α〉, which agrees with our result (4.59) from
Section 4.4 and, indeed, satisfies the mQME with Ω = ΩB∂D−〈B
∣∣+0
−0, α〉+i~〈12 [α, α], ∂∂α〉.
Here B
∣∣+0
−0 is the jump of the field B when passing through the α-corner in positive
direction.
• Collapsing the B-arc of the disk (4.60) into a β-corner, we obtain a A-disk with a single
β-corner. However, evaluating the partition function (4.61) on B = β yields e
i
~
∫
∂D〈β,A〉
which does not satisfy the mQME! The reason for this is that the gauge-fixing on the
disk (4.60) which was used to compute the partition function (4.61), which in turn came
from the axial gauge on a square, is not “collapsible”, i.e. fails Assumption 4.6, and
therefore Proposition 4.7 does not apply and we obtained a nonsensical answer after
the collapse of the B-arc.
Using the construction of Section 4.2.5, we can consider the projection pH to the “small
model” for the states on the A-arc followed by respective inclusion iH, cf. (4.53,4.54). Thus
we obtain a version of the partition function, factored through the small model for A-states:
Z˜(A,B) = iH ◦ pH Z
= e
i
~
∫
∂AD
〈
r∗B(0),dt logU(A)
〉
+
〈
r∗B(1),G−(t,adlogU(A))Ap+G+(t,adlogU(A))Ap′
〉
.
(4.62)
41 Here we use the axial gauge with the propagator η(t, τ ; t′, τ ′) = δ(t′ − t) (dt′ − dt) Θ(τ ′ − τ).
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Note that, by (4.55), Z˜ = Z + Ω(· · · ) – a modification of the answer (4.61) by an Ω-exact
term; this deformation can be interpreted as corresponding to a computation in a different
gauge.42 Also, observe that in (4.62), the field B(1) only interacts with the corner values
of A(0), and thus the gauge corresponding to the answer (4.62) is “collapsible”, i.e., satisfies
the Assumption 4.6. Therefore, we can collapse the B-arc into a β-corner, as in Section 4.2.2,
by setting B(0) = β, B(1) = 0 in (4.62). Thus we finally arrive to the following result.
Proposition 4.15. The partition function for an A-disk with a single β-corner is:
Z(A, β) = e
i
~ 〈β,logU(A)〉 . (4.63)
Note that this answer has a rigidity property: it cannot be changed by a BV-exact
term Ω(· · · ) for a degree reason – there no boundary/corner fields of negative degree needed
to construct a degree −1 primitive. The answer (4.63) does indeed satisfy the mQME, i.e. is
Ω-closed, as we have verified explicitly in Remark 4.8 above.
4.6 Gluing arcs in A polarization
We want now to recover the YM gluing law of two arcs in A polarization. To compute this
gluing law we can use an intermediate BF disk with the boundary split in two arcs with B
polarization, separated by points in α polarization (figure 16). Thus, gluing together two
A-arcs with endpoints in α-polarization, via the “bean” (4.57), for the partition function of
the glued surface we obtain the following:
ZΣ =
∫
dBdB˜dA˜ dA da1 e
i
~
∫
γ〈B,a−A+G−(τ,ada1 )α0+G+(τ,ada1 )α1〉
· e− i~
∫
γ˜〈B˜,a−A˜+G−(τ,ada1 )α0+G+(τ,ada1 )α1〉 det
(
sinh
(
ada1/2
)
ada1/2
)
ZΣ1 [A] ZΣ2 [A˜]
=
∫
a1∈B0
da1 det
(
sinh
(
ada1/2
)
ada1/2
)
ZΣ1
[
A = a + G−(τ, ada1)α0 + G+(τ, ada1)α1
]
· ZΣ2
[
A˜ = a + G−(τ, ada1)α0 + G+(τ, ada1)α1
]
.
(4.64)
Here the integration domain for the zero-mode a1 is the “Gribov region” B0 ⊂ g . Notice
that in this gluing formula the states on the A-arcs factor through the “small model” for the
space of states introduced in Section 4.2.5.
If we assume also that the all boundary strata of Σ1, Σ2 are in A-polarization and that
partition functions ZΣ1 , ZΣ2 are globalized, then the partition functions of Σ1, Σ2 does not
depend on the ghost fields A(0),A˜(0)43 and so the gluing formula reduces to
ZΣ =
∫
G
dU(A) ZΣ1 [U(A)] ZΣ2 [U(A)] , (4.65)
42 We also remark that the answer (4.62) can be obtained directly, by starting with an A-disk with two
α-corners, and gluing it along one of the boundary arcs to the “bean” (4.57).
43 Independence on the ghosts can be seen by assembling the surface with A-boundary by gluing A-polygons
using beans as above. Partition functions for polygons do not depend on the ghosts and the gluing for-
mula (4.64) does not generate ghost dependence. A curious point is that the answer for A-A cylinder in
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which coincides with the gluing formula for YM known in literature [21, 26].
A
α1
α0
BFB B˜
α1
α0
A˜
α0
α1
=
α0
α1
Figure 16. Two A-polarized boundaries glued together using an intermediate B-B BF disk.
4.7 2D YM partition function on surfaces with boundaries
We can now compute the partition function on a general surface with boundaries. Indeed,
any surface with boundary can be obtained by gluing edges of some polygon (or a collection
of polygons – any triangulation or a cellular decomposition gives a presentation of the surface
of this kind). Thus using the gluing properties of BV-BFV theories we can compute the YM
partition function on a general surface with boundary starting from the partition function on
the disk with the boundary split in several arcs γi :
ZD2 [A1, . . . ,An] =
∑
R
(dim R) χR
(
Uγ1(A1) · · ·Uγn(An)
)
e−
i~a
2
C2(R) . (4.66)
Each time we glue together two arcs, using the property (4.65), we have an integral of the
kind: ∫
G
dU χR(V UWU
†) =
χR(V )χR(W )
dim R
,∫
G
dU χR(V U)χR(WU
†) =
χR(VW )
dim R
.
(4.67)
This way we get the following result.
Theorem 4.16. The globalized YM partition function on a surface with genus g and b bound-
aries in the A polarization is:
ZΣg,b [A1, . . . ,Ab] =
∑
R
(dim R)2−2g−be−
i~a
2
C2(R)
b∏
i=1
χR
(
Ubi(Ai)
)
. (4.68)
Section 3.3 did contain ghost dependence which seems to contradict what we are saying here. In fact, there is
no contradiction, rather there are inequivalent gauge-fixings: one can obtain an A-A cylinder from an A-square,
gluing two opposite sides using the bean (4.57). Choosing the gauge-fixing for the globalization on the bean as
in (4.64) – integrating over a1 – we get the answer for the cylinder without the ghost delta-function. If instead
we use the opposite globalization on the bean – integrating over b1 – we obtain the answer of Section 3.3,
involving the ghost delta-function.
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A Wilson loop observables
Let us consider now observables in 2D YM. These are operators on the Hilbert space HΓ
associated to some boundary Γ which, in A polarization, is the space of functions of the
holonomy UΓ(A) .
Let us consider for example the multiplication operator for the factor χR(UΓ(A)) for
some representation R . We can compute the matrix element of this operator between two
states defined by the partition functions on two surfaces Σ1 and Σ2 with the same boundary
Γ = S1 . Using the gluing rule (3.34) for boundaries in A polarization we get:
〈ZΣ1 |χR(UΓ(A))|ZΣ2〉 =
∫
G
dU ZΣ1(U
†)χR(U)ZΣ2(U)
=
∑
R1,R2
(dim R1)
1−2g1(dim R2)1−2g2e−
i~a1
2
C2(R1)− i~a22 C2(R2)
∫
G
dU χR1(U
†)χR(U)χR2(U)
=
∑
R1,R2
(dim R1)
1−2g1(dim R2)1−2g2e−
i~a1
2
C2(R1)− i~a22 C2(R2)NR1R,R2 ,
(A.1)
where we used the expression (4.68) for the partition functions of the surfaces Σi , with
genus gi , and where N
R1
R,R2
are the fusion numbers defined by the decomposition of the product
of irreducible representations: R ⊗ R2 = ⊕R1NR1R,R2R1 . This quite obviously corresponds to
the computation of the expectation value of a non self-intersecting Wilson loop WR(Γ) on the
surface Σ1
⋃
Γ Σ2 .
More generally, we can consider operators going from some space of “inbound” states
to some “outbound” states: O : Hin → Hout . Such an operator can be represented by a
surface (possibly with corners) with the appropriate boundary components, i.e. such that
the boundary Hilbert space is H∗in ⊗ Hout , and a particular state corresponding to O . The
operator now acts on the inbound states by gluing. For example to the (non self-intersecting)
Wilson loop we computed above we can associate a cylinder in A-A polarization and the state
χR(U(A))δ(U(A), U(A′)) .
Γ
Γ′
Figure 17. Two intersecting Wilson loops Γ and Γ′ on the 2-sphere.
Consider now the case of two Wilson loops WΓ(R)WΓ′(R
′) intersecting in 2 points: Γ ∩
Γ′ = v1∪v2 . We can view them as 4 separate arcs γi, γ′i , i = 1, 2 , joining the two intersection
points. These intersecting Wilson loops can be thought as a multiplication operator on the
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space of states of the 4 arcs – multiplication by the factor χR
(
Uγ1(A1)Uγ2(A2)
)
χR′
(
Uγ′1(A
′
1)Uγ′2(A
′
2)
)
.
We can thus compute matrix elements between states defined by surfaces with opportune
boundary components. Let us consider for example four disks, each with the boundary circle
separated into two arcs, glued into a sphere with two intersecting Wilson loops as in figure 17:
〈WΓ(R)WΓ′(R′)〉S2 =
∑
R1,R2,
R3,R4
e−
i~
2
∑
i aiC2(Ri)
∏
i
(dim Ri)
∫
G
dU1dU2dU3dU4 χR(U1U3)
·χR′(U2U4)χR1(U4U1)χR2(U †1U2)χR3(U †2U †3)χR4(U3U †4) .
(A.2)
This integral can be evaluated using the Peter-Weyl theorem (part 3) which implies:∫
G
dU R1(U)
i
i′R2(U)
j
j′R3(U
†)k
′
k =
1
dim R3
∑
µ
Cµ(R1, R2;R3)
ij
k C
∗
µ(R1, R2;R3)
k′
i′j′ , (A.3)
where Cµ(R1, R2;R3)
ij
k are Clebsch-Gordan coefficients.
44 We get:
〈WΓ(R)WΓ′(R′)〉S2 =
∑
R1,R2,
R3,R4
e−
i~
2
∑
i aiC2(Ri)
dim R1
dim R3
∑
µ1,µ2
µ3,µ4
Cµ1(R,R1;R2)
ij
k C
∗
µ1(R,R1;R2)
k′
i′j′
· Cµ2(R′, R2;R3)lkmC∗µ2(R′, R2;R3)m
′
l′k′Cµ3(R,R4;R3)
i′n′
m′ C
∗
µ3(R,R4;R3)
m
inCµ4(R
′, R1;R4)
l′j′
n′
· C∗µ4(R′, R1;R4)nlj =
∑
R1,R2,
R3,R4
e−
i~
2
∑
i aiC2(Ri)
∏
i=1,...,4
(dim Ri)
∑
µ1,µ2
µ3,µ4
{ R R1 R2
R′ R3 R4
}µ1µ2
µ3µ4
{
R′ R1 R4
R R3 R2
}µ3µ4
µ1µ2
,
(A.4)
where
{ R R1 R2
R′ R3 R4
}µ1µ2
µ3µ4
are Wigner 6-j symbols.45
We can generalize this to compute the value of any number of (possibly intersecting)
Wilson loops over any surface with boundary. Given a set of Wilson loops we can consider
separately the various Wilson lines connecting intersection points.46 Each line carries a group
variable and and contributes with the integral (A.3), where R1 is the representation of the
Wilson loop containing that line and R2, R3 are the representations carried by the two regions
44 If we have representations R1, R2 we can decompose their product into the sum of irreducible represen-
tations. Let {ei1} and {ej2} be two basis of the representation spaces of R1 and R2 respectively, and let {ekµa}
be a basis of their tensor product such that the product representation is in the block-diagonal form, where a
denotes the irreps and µa labels the various copies of the representation Ra appearing in the product R1⊗R2 .
The Clebsh-Gordan coefficients are defined as the basis changing coefficients:
ei1 ⊗ ej2 =
∑
a
∑
µa
Cµa(1, 2; a)
ij
k e
k
µa .
45 6-j symbols are defined by:{
R1 R2 R3
R4 R5 R6
}µ1µ2
µ3µ4
=
Cµ1(R1, R2;R3)
ij
k
(dim R3)
1
2
Cµ2(R4, R3;R5)
lk
m
(dim R5)
1
2
C∗µ3(R1, R6;R5)
m
in
(dim R5)
1
2
C∗µ4(R4, R2;R6)
n
lj
(dim R6)
1
2
.
46 If a loop has no intersections, then its contribution will be NR3R1,R2 as in equation (A.1).
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adjacent to that line. The main observation is that this integral factorises into the product
of two Clebsch-Gordan coefficents, each depending only on indices living on one of the two
edges of the line.47 Thus when 4 lines meet at an intersection point, the factors associated to
that intersection combine to give a 6-j symbol, as in the previous example:
R1
R2
R3
R4
R
µ3
Rµ1
R′µ4
R′
µ2
 
{
R R1 R2
R′ R3 R4
}µ1µ2
µ3µ4
≡ G(R,R′; . . . ) . (A.5)
Finally, the expectation value of a set of Wilson loops {Γl} on a surface Σ is given by the
following formula:
〈
∏
l
WΓl(Rl)〉Σ =
∑
Rλ
∏
λ
e−
i~
2
aλC2(Rλ)(dim Rλ)
2−2gλ−bλ
∏
bλ
χRλ(Ubλ)
·
∏
v
∑
µi
Gv(Rl;Rλ;µi)
∏
l0
N(Rl0 ;Rλ) .
(A.6)
where the index λ runs over connected components Σλ of the surface obtained by cutting Σ
along the Wilson loops, bλ labels the boundaries of Σ contained in Σλ , v labels the intersec-
tions between loops, Gv indicates the 6-j symbol at the vertex v evaluated on the surrounding
representations according to (A.5) and N(Rl0 ;Rλ) denotes the fusion numbers for the non-
intersecting Wilson loops labelled by l0 .
B Propagators
We collect in this appendix the computations of the propagators used in this paper. We
will firstly consider one-dimensional BF propagator on the circle and on the interval with
the various possible polarizations on the two end-points. Then we will use these to compute
the axial-gauge propagator on 2D surfaces, in particular on the cylinder S1 × I and on the
square I × I .
B.1 One-dimensional propagators
B.1.1 Propagator on the circle
Let us consider non-abelian BF theory on the circle S1 . We are looking for the propagator
when we expand the action with respect to the trivial connection. In this case the kinetic
47 Each oriented boundary, or Wilson loop, carries the character of the holonomy of A . If we split the circle
into various arcs, then it will carry the character of the products of the holonomies over different arcs, multiplied
according to the orientation of the loop. This defines inbound and outbound indices for the holonomy over
each oriented arc.
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term is
∫
S1〈B, dA〉 . The space of zero-modes is thus given by the de Rham cohomology:
V = HdR(S1; g)[1] ⊕ HdR(S1; g∗) . If τ ∈ [0, 1] is the coordinate of the circle, we have the
corresponding basis [1], [dτ ] for the cohomology of the circle and the following coordinate
expression for the zero modes:
a = a0 + a1dτ , b = b
0 + b1dτ , (B.1)
where a(i) ∈ g and b(i) ∈ g∗ . A Hodge decomposition for the de Rham complex of the circle
is given by the following induction data:
Πω(τ) =
∫
S1
(dτ ′ − dτ)ω(τ ′) ,
Kω(τ) =
∫
S1
(
Θ(τ − τ ′)− τ + τ ′ − 1
2
)
ω(τ ′) .
(B.2)
The extension to the space of fields –Lie-algebra valued differential forms– is immediate and
the resulting propagator is:48
ηS1
a, τ ′b, τ = ηS1(τ, b; τ ′, a) =
(
Θ(τ − τ ′)− τ + τ ′ − 1
2
)
δab . (B.3)
B.1.2 Propagators on the interval
Interval in A-B polarization
Let us consider now BF theory on the unit interval I = [0, 1] with B polarization at {0} and A
polarization at {1} . The space of bulk fields is now given by differential forms with Dirichlet
boundary conditions on one of the two endpoints. The cohomology of the differential d on
this space of differential forms is vanishing, thus the space of zero-modes is empty V = 0 .
The chain homotopy K is now
Kω(t) =
∫ 1
t
ω(t′) (B.4)
and we have the corresponding propagator
η
t′t = η(t; t′) = −Θ(t′ − t) . (B.5)
Notice that propagation can only occur if t < t′ , i.e. moving away from the B endpoint and
toward the A endpoint of the interval.
Interval in A-A polarization
If we take the A polarization on both endpoints of the interval, the A fields will have Dirichlet
boundary conditions at the endpoints while the B fields will have free boundary conditions:
Y = Ω(I, ∂I; g)[1] ⊕ Ω(I; g∗) . The cohomology is concentrated in form-degree 1 for the A
fields and in form-degree 0 for the B fields
V = H(I, ∂I; g)[1]⊕H(I; g∗) ' g[1]⊕ g∗ , (B.6)
48 The Lie-algebra part of the propagator in this paper is always the identity δab and will be often omitted.
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so that the form-degree expansion of the zero modes is a = a1dt , b = b
0 . The chain retraction
is given by the following data:
η(t, t′) = Θ(t− t′)− t , pi(t, t′) = −dt . (B.7)
Interval in B-B polarization
The interval with B polarization on both endpoints has the role of A and B fields reversed
with respect to the previous case. The space of bulk fields is Y = Ω(I; g)[1]⊕Ω(I, ∂I; g∗) and
the zero-modes are: a = a0 , b = b
1dt . The propagator and the projection to cohomology
are:
η(t, t′) = −Θ(t′ − t) + t′ , pi(t, t′) = dt′ . (B.8)
B.2 Axial gauge propagators on the cylinder
Consider now a cylinder S1×I and let t denote the coordinate of the interval, τ the coordinate
along the circle, χi a basis for the cohomology of S
1 and χi its dual basis. Using the 1-
dimensional propagators of appendix B.1, from the axial-gauge formula (2.38) we get the
following propagators on the cylinder.
zero-modes
η(τ, t; τ ′, t′)
τ ′, t′τ, t
P
ol
ar
iz
at
io
n
A− B 0 −Θ(t′ − t)δ(τ − τ ′)(dτ ′ − dτ)
A− A a = ai dt ∧ χ
i
(Θ(t− t′)− t)δ(τ ′ − τ)(dτ ′ − dτ)− dt(Θ(τ − τ ′)− τ − τ ′ − 12)
b = bi χi
B− B a = ai χ
i
(t′ −Θ(t′ − t))δ(τ ′ − τ)(dτ ′ − dτ) + dt′(Θ(τ − τ ′)− τ − τ ′ − 12)
b = bi dt ∧ χi
(B.9)
Reversing the role of the circle and the interval in formula (2.38) we would obtain different
expressions for the propagator, called for the cylinder horizontal gauge, but we don’t need
this choice in this paper.
C Computations of some Feynman diagrams
We present here the proofs of Propositions 3.3, 4.12, consisting in the evaluation of tree and
loop diagrams in the axial gauge. These computations are variations of the ones contained
in [23], Lemma 3 and 4, obtained in the 1-dimensional setting.
Proof of Proposition 3.3. We have to evaluate the 1-loop diagrams of figure 5. The amplitude
for a diagram with n > 2 vertices is:
1
n
tr(adna1)
∫
(S1)n
dτ1 · · · dτn ηS1(τ1; τ2) · · · ηS1(τn−1; τn)ηS1(τn; τ1)
=
1
n
tr(ada1)
n tr
(
K(χ1 ∧ •)
)n
.
(C.1)
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where we chose the basis χ0 = 1, χ1 = dτ for H
•(S1) and K is the chain homotopy with
integral kernel ηS1(τ ; τ
′) = Θ(τ − τ ′) − τ + τ ′ − 12 . We will compute tr
(
K(χ1 ∧ •)
)n
in the
monomial basis 1, τ, τ2, . . . . Let us define the generating function:
fm(x, τ) =
∞∑
n=0
xn
(
K(χ1 ∧ •)
)n
τm . (C.2)
Applying xK(χ1 ∧ •) on both sides we get
xK(χ1fm)(x, τ) = fm(x, τ)− τm (C.3)
and, differentiating w.r.t. τ , we obtain the differential equation:
∂
∂τ
fm = xfm +mτ
m−1 − x
∫ 1
0
dτ fm . (C.4)
Solutions to the above equation are of the form
fm(x, τ) = A(x)e
xτ +B(x) + exτ
∫ τ
0
dτ˜ mτ˜m−1e−xτ˜ , (C.5)
where A(x) = 1ex−1(1−ex
∫ 1
0 dτ mτ
m−1e−xτ ) and B(x) is to be determined from the boundary
conditions. Since K(χ1fm)(x, 0) = K(χ1fm)(x, 1) , from (C.3) we have:
fm(x, 1)− 1 = fm(x, 0) = xK(χ1fm)(x, 0)
= x
∫ 1
0
dτ
(
A(x)exτ +B(x) + exτ
∫ τ
0
dτ˜ mτ˜m−1e−xτ˜
)
(τ − 1
2
)
= A(x)g(x) + C(x) ,
(C.6)
where g(x) = x
∫ 1
0 dτ˜ (τ˜ − 12)exτ˜ and C(x) = x
∫ 1
0 dτ e
xτ (τ − 12)
∫ τ
0 dτ˜ mτ˜
m−1e−xτ˜ . Moreover
from (C.5) we have fm(x, 0) = A(x) +B(x) and thus:
fm(x, τ) =
exτ − 1
ex − 1
(
1− ex
∫ 1
0
dτ˜ mτ˜m−1e−xτ˜
)
+ exτ
∫ τ
0
dτ˜ mτ˜m−1e−xτ˜ + fm(x, 0) . (C.7)
We can now extract the trace of powers ofM := K(χ1 ∧ •) from the series of the coefficients
of τm in the expansion of fm :
fmm(x) :=
∞∑
n=0
〈τm|xnMn|τm〉 ,
⇒
∞∑
m=1
(fmm(x)− 1) =
∞∑
n=1
xntrMn .
(C.8)
The coefficients fmm(x) can be read from (C.7):
fm(x, τ) =
exτ − 1
ex − 1
m−1∑
k=0
m!
(m− k)!x
−k −
m−1∑
k=0
m!
(m− k)!τ
m−kx−k + fm(x, 0),
⇒ fmm(x) = 1− 1
ex − 1
∞∑
k=m+1
xk
k!
.
(C.9)
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C Computations of some Feynman diagrams
Thus we get:
∞∑
n=1
xntrMn = − 1
ex − 1
∞∑
m=1
∞∑
k=m+1
xk
k!
= − 1
ex − 1
∞∑
k=2
k − 1
k!
xk
= 1− x− x
ex − 1 = −
1
2
x−
∞∑
n=2
Bn
n!
xn ,
⇒ trMn = −Bn
n!
for n > 2 ,
(C.10)
where Bn are the Bernoulli numbers.
Proof of Proposition 4.12. We have to evaluate the diagrams of the kind depicted in figure 14.
The amplitude In for a tree rooted on a B boundary field and ending on α is:
In = (−1)n+1
∫
I×(n+1)
〈B(1)(τ0), ηI(τ0, τ1) · · · ηI(τn−1, τn) ηI(τn, 1) adna1α〉dτ0 · · · dτn , (C.11)
where ηI(τ, τ
′) = Θ(τ − τ ′)− τ . The result of this integral can be expressed in terms of the
Bernoulli polynomials:
In = (−1)n
∫
I
〈
B(1)(τ),
Bn+1(τ)−Bn+1
(n+ 1)!
adna1α
〉
. (C.12)
To prove (C.12), let’s define the operator Kg(τ) :=
∫
I ηI(τ, τ
′)g(τ ′)dτ ′ and the generating
function
f(x; τ) :=
∞∑
n=0
xnKn(t) . (C.13)
This function satisfies the differential equation:
∂
∂τ
f(x; τ) = xf(x; τ) + 1−
∫
I
f(x; τ ′)dτ ′ = xf(x; τ) + C(x) , (C.14)
where C(x) does not depend on τ . Since only the term n = 0 contributes to f evaluated on
the endpoints τ = 0, 1, f satisfies f(x; 0) = 0, f(x; 1) = 1. Solving the differential equation
with this boundary conditions we get:
f(x; τ) =
1− exτ
1− ex =
1
x
( x
1− ex −
xexτ
1− ex
)
=
∞∑
n=0
Bn+1(τ)−Bn+1
(n+ 1)!
xn . (C.15)
Since K(1) = 0, we have Kn(ηI(τ ; 1)) = −Kn(ηI(τ ; 0)). Thus, similar contributions
to C.12 come from trees ending on α˜ (the main difference being in the term for n = 0) or
rooted on B˜ or on b. By summing over n we get, for the tree part of the effective action:
Seff.tree =
∫ 1
0
〈B(1)(τ)− B˜(1)(τ),G+(τ, ada1)α+ G−(τ, ada1)α˜〉dτ+
+〈b1,F+(ada1)α+ F−(ada1)α˜〉 .
(C.16)
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D Proof of Proposition 4.5
The amplitude for a wheel diagram is:
− i~
n
tr(adna1)
∫
In
dτ1 · · · dτn ηI(τ1; τ2) · · · ηI(τn−1; τn)ηI(τn; τ1) . (C.17)
This integral is the same as the one appearing in [23] and can be computed with the technique
used to prove equation C.1. The result for the loop contribution to the effective action is
thus:
Seff.loop = −i~
∑
n>2
1
n!
tr(adna1)
Bn
n
= −i~ tr
(
log
(
sinh(ada1/2)
ada1/2
))
. (C.18)
D Proof of Proposition 4.5
Here we present a direct computational proof that Ω2 = 0 for a stratified circle, with any
choice of polarizations on the edges and corners.
First note that edge contributions ΩAI , Ω
B
I and pure corner contributions Ω
α
p , Ω
β
p all square
to zero. Also, edge contributions and pure corner contributions commute. In particular, we
have
Ω2 =
∑
k
(
Ω
PkξkPk+1
pk
)2
+
[
Ω
PkξkPk+1
pk ,Ω
Pk
Ik
+ Ω
Pk+1
Ik+1
]
. (D.1)
Denote BCH(x, y) = log(exey) for x, y ∈ g – the Baker-Campbell-Hausdorff group law.
We will need the following identities
BCH(x, y) = x+ F+(adx)y +O(y2) , BCH(x, y) = y − F−(ady)x+O(x2) (D.2)
which are the cases of the BCH formula when either first or second argument is infinitesimal.
Let us study e.g. a β-corner p surrounded by a B-edge I ′ on the left and an A-edge I on
the right. We have ΩBβAp = Ω
βA
p given by (4.20). Applying this operator to a wavefunction
of form ψ(β) = e−
i
~ 〈β,x〉, with x ∈ g a parameter, yields
ΩβAp ψ = 〈β,F+(adx)Ap〉ψ = i~
d
d
e−
i
~ 〈β,BCH(x,Ap)〉 , (D.3)
with  an odd parameter. Here we have used the first identity in (D.2). Note that similarly
one can write ΩAβp ψ = −i~ dde−
i
~ 〈β,BCH(Ap,x)〉, using the second identity in (D.2). This implies(
ΩβAp
)2
ψ = (i~)2
d
d2
d
d1
e−
i
~ 〈β,BCH(BCH(x,1 Ap),2 Ap)〉
= (i~)2
d
d2
d
d1
e−
i
~ 〈β,BCH(x,BCH(1 Ap,2 Ap))〉
= (i~)2
d
d2
d
d1
e−
i
~ 〈β,BCH(x,(1+2)Ap− 12 12 [Ap,Ap])〉
= (i~)2
d
d2
d
d1
e−
i
~ 〈β,BCH(x,− 12 12 [Ap,Ap])〉
= − i~
2
〈
[Ap,Ap],
∂
∂Ap
〉
ΩβAp ψ = −[ΩAI ,ΩβAp ]ψ .
(D.4)
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E A check of the chain map property of the inclusion of the small model for A-states on an interval
into the full model
Note that the main trick of this computation is the use of associativity of the BCH formula.
Operators
(
ΩβAp
)2
, [ΩAI ,Ω
βA
p ] are multiplication operators in the variable Ap, thus the compu-
tation above, for ψ independent of Ap is sufficient to ascertain that
(
ΩβAp
)2
+ [ΩβAp ,ΩAI ] = 0
as operators. Further, note that [ΩβAp ,ΩBI′ ] contains derivatives in B
(1)
p and therefore vanishes
on admissible states, in the sense of Assumption 4.4. This proves that the contribution of
a BβA corner to Ω2 (cf. the right hand side of (D.1)) vanishes. The case AβB is an orien-
tation reversal of the case we just studied; it is treated analogously and also yields a zero
contribution to the r.h.s. of (D.1).
Case of an AβA corner is treated similarly. Here ΩAβAp = ΩAβp + ΩβAp . We have
(
ΩβAp
)2
+
[ΩβAp ,ΩAI ] = 0 as above, and similarly
(
ΩAβp
)2
+ [ΩAβp ,ΩAI′ ] = 0. We also need to understand
the term [ΩAβp ,Ω
βA
p ], which is done similarly to (D.4):
ΩAβp Ω
βA
p ψ = −(i~)2
d
d2
d
d1
e−
i
~ 〈β,BCH(2 Ap−0,BCH(x,1 Ap+0))〉
= −(i~)2 d
d2
d
d1
e−
i
~ 〈β,BCH(BCH(2 Ap−0,x),1 Ap+0))〉 = −ΩβAp ΩAβp ψ .
(D.5)
Hence, [ΩAβp ,Ω
βA
p ] = 0 and the contribution of an AβA corner to the r.h.s. of (D.1) vanishes.
In the case of an AαB corner, we have ΩAαBp = Ωαp + ΩαBp . By a computation similar
to (D.4), one shows that (
(
ΩαBp
)2
+ [Ωαp ,Ω
αB
p ])ψ = 0 for ψ = e
− i~ 〈Bp,x〉. Together with(
Ωαp
)2
= 0, this shows that
(
ΩAαBp
)2
= 0. Furthermore, [ΩAαBp ,Ω
A
I′ ] = 0 and [Ω
AαB
p ,Ω
B
I ] = 0
on admissible states. Thus, the contribution an AαB to the r.h.s. of (D.1) also vanishes.
Orientation-reversed case BαA is similar.
Case of a BαB corner is similar to the above: we have ΩBαBp = ΩBαp +Ωαp +ΩαBp . As above,
we have
(
ΩαBp
)2
+ [Ωαp ,Ω
αB
p ] = 0 and similarly
(
ΩBαp
)2
+ [Ωαp ,Ω
Bα
p ] = 0. One also trivially has
[ΩBαp ,Ω
αB
p ] = 0. Thus,
(
ΩBαBp
)2
= 0. Also, the corner contribution to Ω commutes with the
edge terms on admissible states. This proves that the contribution of a BαB corner to the
r.h.s. of (D.1) vanishes, too.
Cases of AαA and BβB corners are trivial. This finishes the proof that all terms in the
sum (D.1) over the corners vanish, and thus Ω2 = 0 for an arbitrarily stratified and polarized
circle.
E A check of the chain map property of the inclusion of the small model
for A-states on an interval into the full model
One can check directly that (4.54) is indeed a chain map. First, it is clearly an algebra
morphism (w.r.t. the standard supercommutative pointwise product on Fun(· · · )), so it is
enough to check the chain map property on a set of generators ofHsmall. Assume for simplicity
that g ⊂ MatN is a matrix Lie algebra and choose as generators
fk,ρ := tr ρAk , gρ := tr ρ eA , (E.1)
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E A check of the chain map property of the inclusion of the small model for A-states on an interval
into the full model
with ρ ∈ MatN arbitrary parameter and k = 0, 1. From (4.52) and (4.54), we immediately ob-
tain that iH ◦Ωsmall = Ω◦ iH when applied to the generators fk,ρ. For gρ, from (4.52,4.54) and
from the rule for the deformation of holonomy under an infinitesimal gauge transformation,
we obtain:
(iH ◦ Ωsmall)gρ = (Ω ◦ iH)gρ = −i~ tr ρ
(
U(A) · A1 − A0 · U(A)
)
. (E.2)
Here we used the observation that Ωsmallgρ = −i~ tr ρ(eXc1 − c0eX) with shorthand notation
c0 = A0, c1 = A1, X = A. Indeed, we have
i
~
Ωsmallgρ = tr ρ
∑
p,q≥0
1
(p+ q + 1)!
Xp(F+(adX)c1 + F−(adX)c0)Xq
= tr ρ
∑
p,q,j,l≥0
1
(p+ q + 1)!
(
(−1)lB+j+l
j!l!
Xj+pc1X
l+q − (−1)
lB−j+l
j!l!
Xj+pc0X
l+q
)
,
(E.3)
where B+i and B
−
i are the Taylor coefficients of F+(x) and −F−(x), respectively. Note that,
for x, y scalars, we have
∑
p,q,j,l≥0
1
(p+ q + 1)!
(−1)lB+j+l
j!l!
xj+pyl+q =
( ∑
p,q≥0
xpyq
(p+ q + 1)!
)(∑
j,l≥0
(−1)lB+j+l
j!l!
xjyl
)
=
ex − ey
x− y · F+(x− y) = e
x
(E.4)
and, similarly,
∑
p,q,j,l≥0
1
(p+q+1)!
(−1)lB−j+l
j!l! x
j+pyl+q = ey. Thus:
i
~
Ωsmallgρ = tr ρ
(
eXc1 − c0eX
)
(E.5)
as claimed.
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