Programming (EP) based technique to optimize the architecture and training parameters of a one-hidden layer backpropagation Artificial Neural Network (ANN) model for the prediction of total AC power output from a grid connected photovoltaic system. A partial Evolutionary Programming-ANN (EPANN) model has been developed for the prediction. It utilizes solar radiation, wind speed and ambient temperature as its inputs while the output is the total AC power produced from the grid connected PV system. EP is used to optimize the regression performance of the ANN model by determining the optimum values for the number of nodes in the hidden layer as well as the optimal momentum rate and learning rate for training. The results obtained from the EPANN have been compared with the results from a classical ANN with similar input and output settings. It is observed that the prediction of total AC power output from a grid connected PV system could be accelerated and simplified using the partial evolutionary ANN model.
I. INTRODUCTION
In the area of photovoltaic (PV) system, the major concern among the users is the unpredictability of the energy output from the system. Thus, many researchers have conducted different type of studies to overcome this problem. One of the prediction techniques used is the artificial neural network (ANN). A three-layer feedforward ANN was used to predict the energy output of a grid connected PV system by knowing the solar radiation, module temperature and clearness index [1] . Similarly, the output of a PV module was also predicted using the same architecture but with different types of inputs and outputs [2] . The ANN utilizes solar radiation, ambient temperature and module temperature as its inputs whereas voltage and current are used as outputs. Although these studies have produced many important discoveries in the prediction of PV system outputs using ANN, the design of ANN models using specific sets of design constraints relies so much on past experience with same applications and is subjected to trial and error processes [3] . For instance, in a grid connected PV system, a study has been conducted to predict the total AC power output of a grid-PV system using manually-designed ANN [4] . However, this manual design of ANN is time consuming and vulnerable to inaccuracy issues due to the tedious trial and error process experienced by the ANN designers. Due to this limitation, evolution process has been introduced to provide faster training of the ANN [5] .
Evolution of ANN can be achieved by evolving the connection weights, architectures or learning rules of the ANN [3] . The evolution of the connection weights is done by online training of the ANN connections using a preset architecture while the evolution of ANN architectures allows automatic adjustment of ANN topologies for different learning assignments. In the evolution of connection weights, weights are modified to learn a particular function. In contrast, the evolution of architectures describes the evolution of topological parameters such as number of nodes and number of hidden layers. On the other hand, the evolution of learning rules involves the adaptive process of searching the best learning rules [5] .
In general, there are many types of evolution methods available for evolving ANN. One of the most popular methods is Evolutionary Programming (EP). This algorithm is an optimization tool based on natural evolution [6] . In this study, Evolutionary Programming (EP) is selected to perform the evolution of ANN. It was first introduced to simulate artificial intelligence through the evolution of finite state machines [7] . In addition, the usage of Gaussian mutation and self-adaptation has been proved to become a determining factor in improving the performance of EP [8] .
Apart from that, due to the complexity in designing ANN models, simulated evolution has been introduced to automatically design the ANN [9] . For instance, a study to find the optimum ANN hidden layer size using EP has been successfully performed [10] . Likewise, an algorithm to determine the ANN hidden layer size and weight coefficients has been developed [11] .
Therefore, besides predicting the total AC power output from grid-PV system, this paper also demonstrates the design of a hybrid prediction model using Evolutionary Programming-Artificial Neural Network (EPANN). Using this simulated evolution technique, the design of ANN models in this study is made faster compared to the conventional manual design. Nevertheless, the simulated evolution of ANN utilized in this work is considered as semi-automatic due to the fact that prior information on the S.I Sulaiman, T.K Abdul Rahman, and I. Musirin prediction of PV system output using ANN is used to simplify the search space during evolution process.
II. TESTED PREDICTION MODEL
In the last few decades, ANN has been used extensively in various fields of power engineering for solving many complex problems. In basic computational model of ANN, a node in an ANN collects input signals from other nodes and merges them. Relevant computation is performed before the result is mapped to an output node [12] . In this study, a multi-layer feedforward neural network has been employed for investigation. A three-layer feedforward ANN with one hidden layer has been used to satisfactorily predict the total AC power output from a grid connected PV system either through the classical model or the evolutionary model.
Data collection involves the collection of four data types including solar radiation, SR (in kW/m 2 ) falling on horizontal plane, wind speed, WS (in m/s), ambient temperature, AT (in ºC) and total AC power output (in kW). All data have been obtained from a 42kW p grid connected PV system mounted on the roof of Quadrangle Building, University of New South Wales, Australia. The data patterns obtained are based on 15-minute interval. In this study, 1000 data patterns have been selected for the training process.
A three-variate ANN model that uses SR, WS and AT as its input and total AC power as its output has been employed. This work is valid as the performance of PV modules is also influenced by ambient temperature [13] . Apart from that, the wind speed would also influence the ambient temperature and hence affecting the output of the grid connected PV system. The proposed ANN model is illustrated in Fig. 1 . Before the EPANN model was developed, a classical ANN model has been developed to act as a benchmark for the EPANN model. Apart from that, both models are written using Matlab R2006a. The performance of the EPANN was then compared to the performance of classical ANN in evaluating the effectiveness of the EPANN model.
III. PROPOSED ANN MODEL
After determining the type, inputs and output of the ANN, suitable ANN parameters for evolution process has to be identified since there are a few methods to evolve the ANN. The first method involves the evolution of connection weights during ANN training [14] - [15] . This method emulates the conventional technique of adjusting weights of ANN to learn an unknown function. The second method entails the evolution of ANN architecture [16] . Unlike the traditional method that requires the number of nodes of hidden layers to be determined heuristically by ANN designers, this more advanced method allows the size of nodes to expand or shrink automatically using simulated evolution. Besides that, the evolutionary training of ANN can also be achieved through the evolution of transfer functions [17] .
Although there is an argument on the method that has the highest level of importance in ANN evolution process, the type of method to be used in ANN evolution actually depends on the amount and quality of information obtained about the proposed ANN prediction model. For instance, if more previous information on the learning algorithms is available compared to the information of ANN architecture, the evolution of learning algorithms should be implemented first before progressing towards the evolution of ANN architecture. Thus, the region of evolution is more restricted based on the prior information obtained. As a result, the convergence of the search becomes faster. Nevertheless, this preset rule of decision is invalid if there is a specific attention to the type of learning algorithm or the size of architecture to be investigated in a study.
In this work, several predetermined ANN characteristics and parameters have been selected before training is performed. Firstly, the Levenberg-Marquardt algorithm has been chosen as the learning algorithm for the ANN as it has been proved useful in many prediction studies. Secondly, the evolution of weights was not conducted as the back-propagation method could satisfactorily perform the optimal computation of the set of weights in ANN. Thirdly, the transfer function configuration is set to be [sigmoid, purely linear] after preliminary investigation. Apart from that, the number of epochs is set to be very large (1000 epochs) in order to allow accurate convergence of the ANN. The mean-square-error training goal is chosen to be sufficiently small (10 -3 ) to ensure satisfactory prediction accuracy. As these settings have been fixed at the beginning of training process, the evolutionary process is considered partial. Nevertheless, this partial EPANN is expected to simplify and speed up the design of ANN.
IV. PROPOSED EPANN MODEL
After the ANN parameters and characteristics have been identified, the evolution technique has been specified for the EPANN model. In this study, the EP is chosen to perform the evolution process. EP is a heuristic technique used to perform a semi-random search in optimizing an objective function. It comprises several main processes namely generation of random population, fitness evaluation, mutation, combination, selection and convergence test. In this study, the number of nodes in hidden layer, momentum rate, and learning rate, α of the ANN are allowed to evolve to reach their optimum values using EP. The best solution is achieved by maximizing the correlation coefficient, R of the prediction during ANN training. Higher R would imply a higher accuracy of the prediction model. The flowchart of the proposed algorithm is illustrated in Fig. 2 . The program begins with the initialization of three random numbers that represent the number of nodes in the hidden layer (x 1 ), learning rate (x 2 ) and momentum rate (x 3 ). These numbers are generated randomly based on normal distribution function. Although the computation time is not a major concern in this study, the search space of this program is confined by the results from previous efforts in predicting PV systems output using ANN. The randomly generated values for x 1 are specified to be within a range from positive integer 1 to 100. The upper limit for these numbers is set to be very large (100) so that the problem of trapping at a local optima can be avoided. On the other hand, x 2 and x 3 are chosen to have random values between 0 and 1 as these numbers denote the learning rate and momentum rate respectively. In this case, the range is set to be as large as possible because insufficient prior information from previous studies is obtained regarding the suitable values for learning rate and momentum rate in predicting the output of a PV system. After a set of random numbers consisting x 1 , x 2 and x 3 have been generated, constraints of the search are determined. In this study, the constraints signify the range of correlation coefficient, R for the training process. In addition, R also signifies the fitness value of the evolutionary ANN. The R values for the constraints are set to be from 0.99 to 1.00 so that only good prediction results are transcribed into the population. Next, the preliminary fitness calculation is conducted to examine any constraint violation. This procedure is done by training the ANN using the set of random numbers generated previously. After the training process, if the set of random numbers generated produces R value outside the range defined by the predetermined constraints, the random number generation process is repeated. Otherwise, the set of random numbers are loaded into a pool population. This set of random numbers is called as the parent. This parent will undergo a mutation process to breed an offspring at a later stage. After a parent is successfully created, the random number generation is repeated until the pool population is completely filled. The maximum number of parents in the population is set to be 20 based on the previous work [18] . This value is repeatedly found to be sufficient for an EP to converge. Once the pool population is filled, the evolution process continues with the calculation of the minimum and maximum values for each variable obtained in the fully occupied pool population. These values will be then used for the mutation process in the later stage. Next, the first fitness function calculation is performed by training the ANN repeatedly using the 20 sets of random numbers obtained from the parent population. Thus, twenty R values are produced from the twenty sets of parents. Later, maximum and minimum values of R from these results are determined for mutation process. Then, the mutation process is started by mutating each parent using Gaussian mutation. This process generates 20 sets of random numbers and each set is called as an offspring. Using the sets of random numbers generated from each offspring, the second fitness function calculation is performed by training the ANN. Subsequently, both parents and offspring are combined to form a new population of 40 sets of random numbers with each of them having their own fitness value. After the combination process, these parents and offspring undergo the selection process using priority selection strategy. In this strategy, the population is arranged in descending order according to the individual fitness value of each parent or offspring. Thus, the set of random numbers with highest R value will be on the top while the set of random numbers with lowest R value will be ranked at the bottom. The top 20 sets of random numbers are later transcribed as the new generation of sets of random numbers.
Next, convergence test is performed to decide whether the search for the best set of random numbers should be continued or stopped. In this study, the stopping criteria are defined by the following equations.
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The first equation describes that the difference between the maximum fitness value and the minimum fitness value in the new generation should be less than 0.001 for the search to stop. However, the second equation should also be complied for the whole process to stop. The second equation is added to the set of constraint equations because the final number of nodes recommended by the search should be a single value. If these stopping criteria are not met, the search for optimum set of random numbers is continued. Nonetheless, the new search is performed by repeating the mutation process based on the statistical values obtained from the new generation of random numbers.
V. RESULTS AND DISCUSSION
After successful training of the classical ANN and evolutionary ANN, the performance of EPANN is compared with the performance of the classically designed ANN to investigate the effect of using EP for evolving the ANN. The results for the prediction of total AC power output of the grid-PV system are illustrated in Table I . In Table I , the fitness value obtained using classical ANN is 0.9928 whereas the fitness value obtained using EPANN is 0.9932. Hence, the EPANN actually produces higher R value compared to the classical ANN model. The improvement of R is approximately 0.04%. Although the improvement of R is small, this result shows that the R value could be optimized using EPANN. Apart from that, the number of nodes in the hidden layer using classical ANN and EPANN is found to be 3 nodes and 2 nodes respectively. In addition, the optimum learning rate and momentum rate using EPANN are discovered to be 0.0444 and 0.0556 respectively while the optimum learning rate and momentum rate using classical ANN are discovered to be 0.1000 and 0.1000 respectively. The evolutionary model generates more accurate values for the learning rate and momentum rate compared to the classical ANN. This difference is also caused by the different search range utilized by both techniques. In classical ANN, the search of training parameters was implemented using a smaller search scale compared to the EPANN which uses a broader search range preset by the ANN designer. This characteristic also indicates better capability of the EPANN over the classical ANN. Besides that, as the classical ANN was designed manually through heuristic technique, the training duration of classical ANN is much longer compared to the EPANN which was designed automatically using EP with several preset constraints. The EPANN model was completed within 3.19 hours while the classical ANN was successfully developed after a few days of manual training efforts. In short, these results show that the EPANN model is able to select the optimal values for the number of nodes in hidden layer, learning rate and momentum rate so that the regression performance of the ANN could be optimized. The detailed performance of the EPANN is illustrated in Fig. 3 to Fig. 5 . In Fig. 3 , it can be observed that the fitness value converge at the sixth evolution, i.e the difference between the maximum fitness and minimum fitness is less or equal to 0.001. As the result does not exhibit an absolute convergence, i.e the difference between maximum fitness and minimum fitness is zero, average fitness is introduced to illustrate more presentable value of the fitness. Unlike the fitness value which converges at the sixth evolution, the number of nodes, x 1 has actually converged earlier at the fifth evolution as shown in Fig. 4 . However, the number of nodes, x 1 produces an absolute convergence as required by the stopping criteria. Likewise, the learning rate and momentum rate have also converged at the fifth evolution as illustrated in Fig. 5 . Although no hard-limiting stopping criteria were imposed on the learning rate and momentum rate, the graph shows nearly absolute convergence of the learning rate and momentum rate.
VI. CONCLUSION
The EPANN is found to be useful for simplifying and accelerating the search of the optimized size of hidden layer as well as the optimized values for learning rate and momentum rate in ANN training. Nevertheless, due to the random nature of ANN process, the fitness of the EPANN i.e. the correlation coefficient of the prediction may not show complete convergence. Therefore, average fitness has been introduced as a measure of the ANN performance. Apart from that, the EPANN has also shown a superior performance in terms of correlation coefficient and number of nodes compared to the classical ANN. Besides having higher correlation coefficient, this lower number of nodes obtained in EPANN demonstrates that the prediction model can be realized using smaller architecture with different sets of learning rate and momentum rate. In addition, lower learning rate and lower momentum rate produced by EPANN minimize the training effort for the prediction model. In short, this paper has demonstrated that the prediction of total AC power output of a grid-PV system could be optimized and accelerated using EPANN. 
