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1. MAIN RESULTS 
In our previous paper [S] we have computed the index of the scattering 
operator of a 1 + 3 dimensional hyperbolic Dirac operator coupled to a 
time dependent gauge potential. The main object of the present paper is to 
extend our previous result to a wider class of potentials. (See Remark 4 at 
the end of this chapter.) 
Let us start with the formulation of our problem. Let ck (k = 1,2, 3) be 
the selfadjoint 2 by 2 Dirac matrices satisfying the following relations. 
{Ok, f7,} =cTk(T, +a,a,=O for k#l (l.la) 
ok* = Ok, 02= 1 k (k = 1, 2, 3). (Lib) 
Set K= L*(lR’) @ C2 0 CN. The free Dirac operator Ho is defined as 
selfadjoint operator on K as follows. 
HO= ; 
1 a 
a&l---. 
k=l i ax, 
(1.2) 
Let Ak(z, x) (k =0, 1, 2, 3) be smooth N by N skewselfadjoint matrix 
valued functions called gauge potentials. (t denotes the time parameter and 
x the 3 dimensional space coordinate.) For each t fixed, we regard Ak(t, x) 
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as a multiplication operator by 10 Ak (t, X) on K. We use the notation crk 
or Ak(fr x) instead of a,@ 1 or 1 @Ak(tr x). 
The Dirac operator coupled to a time dependent gauge potential is 
defined by 
K(t)= i Qf 
k=l ( 
&,(r,x) +A,(t,x). (1.3) 
h > 
If Ak(t, x) is bounded, the domain of H,(t) is the same as that of H,. 
We assume Ak(r, X) is smooth and bounded throughout this paper. 
Now we consider the following equation 
ig Y(r)=H,(t) Y(t) for P(t) = Y(t, x) in the domain of H,. (1.4) 
The propagator for (1.4) is a two parameter unitary I#‘([, s) satisfying 
ii W(t,s)=H,(t) W(t,s) (1Sa) 
4; lqr, s)= W(t, s) H,(r) (1Sb 
W(t. I) = 1, W(t, s) W(s, u) = W(t, u). (1.k 
The scattering operator S is a unitary operator on K defined by the 
following limit in the strong operator topology (if it exists). 
S = lim eirHo W(t, - 2) eirHu. 
r--r z (1.6) 
Let P be the projection to the positive spectral subspace of H,, 
(1.7) 
Suppose the commutator [P, S] = PS - SP is a compact operator. Then 
it is easy to see that PSP restricted to the range of P is a Fredholm 
operator. Our result is a formula for the index of this Fredholm operator. 
The physical motivation for the computation of this index is explained in 
c31. 
Assumption A. (i) Ak (t, X) is a smooth function satisfying 
(1.8a) 
(1.8b) 
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for lcll ~2, where a is a multi-index tl= (cq,t~,c~~c+) 
a* am2 aw p p 
Jal =a,+a,+a2+a3 and -=---- ax at ax, ax, ax,' 
C and C, are constants independent of t, .Y and 
B(t,x)=tA,(t,x)+ i XkAk(& x). (1.9) 
k=l 
(ii) FA (t, x) has compact support, where FA (t, x) is a two-form on 
5X4 defined as follows. 
A=A,(&x)dt+ ; Ak(&X)d,Kk 
k=l 
F,=dA+A’. 
(l.lOa) 
(l.lOb) 
THEOREM A. Under Assumption A, the scattering operator S exists, is 
unitary, [P, S] is compact, and PSP restricted to the range of P is a 
Fredholm operator with index ind PSP given 61 
ind PSP= -& [J tr(F A F). 
KP 
(1.11) 
Actually we prove the assertions of Theorem A under the following 
assumptions. 
Assumption B. (i) The gauge potential A, satisfies (i) of Assumption A. 
(ii) The two-form FA(t, x) defined in (1.10) satisfies the following 
estimate. 
1 
IIFA(t, x)11 <c (1 + Jt( + IX/)2+b’ 
where C and 6 are positive constants. (1.12) 
(iii) There exists a UN(@) valued smooth function U(t, X) defined 
outside a compact set 52 of R4 satisfying the following estimate 
5 Wt, x) u(t, x)-l- Ao(t, x) 
1 
y1+ ItI + Ixl)l+‘=‘+a (1.13a) 
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for (t, x) in R’\Q and lcll ~2. 
THEOREM B. Under Assumption B, all the conclusions of Theorem A 
hold. 
Several remarks on Assumptions A and B are in order. 
Remark. ( 1) As llFA (t, -u)ll’ is the energy density of the gauge field 
A( t, x), Assumption A (ii) implies that the (massless) Dirac particle obtains 
energy in a finite region of space-time and Assumption B (ii) means 
roughly the finiteness of the total energy of the gauge field. 
(2) If FA (I, x) vanishes, there exists a unitary valued function U( r, X) 
satisfying (dU( t, x)) U( t, X) - ’ = A( t, x). If FA (t, x) decays rapidly enough 
at infinity, there exists U( t, x) satisfying (1.13). The construction of U( t, x) 
may be carried out by the methods in [6] or [7], but we do not do this 
here. 
(3) The t’Hooft’s instanton solution of Yang-Mills equation satisfies 
Assumption B where U(r, x) is given by 
-t+i(a,x) 
u(f-.y)= [It\‘+ l42]1:2 
(1.14) 
where ok is the Dirac matrix introduced in (1.1) and (a, X) = xz =, CJ~X~. 
In this case the index of scattering operator is - 1. 
(4) The main technical improvement of the present paper is as 
follows. In [ 51 we have assumed the existence of U(t, x) satisfying ( 1.13) 
and 
lim U(t, x) = 1. 
Ii1 - T 
Thus we could not apply the result of [S] to the instanton type potential 
asymptotically described by ( 1.14). 
(5) It is possible to compute the index for Dirac operators on n + 1 
dimensional space time by our method. See Section 5. 
The remainder of this article is organized as follows. In Section 2 we 
describe the scattering operator and the compactness of [P, S] is proved 
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in Section 3. The index computation is done in Section 4. We explain how 
to compute the index in the case of n + 1 dimensional space-time in 
Section 5. 
2. THE SCATTERING OPERATOR 
Throughout this section we assume Assumption B of Section 1. Let T be 
a positive number such that the estimate ( 1.13) holds for ItI > T and any 
x. Set 
X(&x)= A,(t x)- b U(t u) U(t x)--l 
( ’ (a* 7’ > ‘- 
+~,.,(A,(r,x)-(~act,x,) uks)r’). (2.1) 
Then for t, s > T, the propagator FV(t, s) has the following form (see 
[S, Lemma 3.51). 
where 
W(t, s) = U(t, s) e-i(r-s)Ho U(s, x)*Y(t, s), 
V(t,s)=l+ f jj Qs, *y) e’(‘l --r)Ho 
n=l zCr.Gr.-,< ... <r 
x U(t,, x)*X(t,, x) U(t,, x) ei(‘*-“)“O 
xu(t,,X)X(t~,x)~~~X(t,,x) 
x Ut,, xl e i”n-s)Hou(s, x)* dt, 1.. df,. 
(2.2) 
(2.3 1 
PROPOSITION 2.1. The scattering operator S exists and is represented bj 
S = 8, (II) eiTHo U(T,x)*Y(co, T) W(T, -T) Y(-T, -CO)* 
x U( - T, x) e-“HOD(l(tl)*, (2.4) 
where u k = p,JH,, pk = - i(+?xk) and 
0, (II)= lim U(t, tu) (2.5) *-*cc 
Y( co, T) = lim V(s, T) (2.6) 
r--r= 
Y( - T, -cc ) = lim V( - T, t). (2.7) I- -co 
The limits in (2.5)-(2.7) are taken in the operator norm. 
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Proof of the above formula is the same as that of [S, Lemma 3.51 which 
we only sketch here. 
Sketch of Proof of Proposition 2.1. The existence of limit in (2.6) and 
(2.7) is verified by Assumption B, Eq. (1.13) because X(t, X) and V(t, T) 
can be estimated as follows. 
The existence of (2.5) can be checked from 
,li~: U(t, tv)= U(T, TV)+/; (f U(t, tv)+$l uk& u(t> to)) dt. (2.9) 
The integral in (2.9) is bounded above by Constant + j? (l/t) IIB(t, tv)ll dt 
which is convergent due to (1.8). 
We now consider the limit 
lim ,-if& W(t,x)= lim (e-“HoU(t,x)eirHa) U(T,x)*V(t, T). (2.10) 
I-Y Idcx 
Set v(t) = e-““O(x/t) eirHo. Then 
lim epirHoU(t,x)eirHo= lim U(t, tv(t)) = lim O(v(t)). (2.11) 
I--t x 1-z I-rzc 
By [S, (3.9t(3.14)] v(t) converges to p/HO in the strong resolvent sense 
as I goes to infinity. Hence 
lim D(v(t))= 8 $ . 
,-CC ( > 0 
As a consequence, Eq. (2.10) = 8( p/H,) U( T, x)* V( oci, T). The limit 
lim t4E W(-T, -t)e-““O can be computed in the same manner. Q.E.D. 
Next we represent U(t, x) as a product of radial and angular parts. 
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Consider the ordinary differential equation parametrized by t and x, 
LEMMA 2.2. (i) The fundamental solution IY,~,~,(s) to (2.12) with initial 
condition U,,,,(O) = 1 exists and is given 61 
1 
X ds,dsz...ds,, 
S1S2”‘Sn 
(2.13) 
where &t, s) = t((a/&) U(t, x)) U(t, x)-l + Ii=, x,((~?/dx,) U(t, x)) 
U(t, x)-l. 
(ii) UCr,xj(~) is continuously differentiable in t and x and for (tl + (xl 
large 
II U(,,x)(S) - 1 IIG c, (,.,Lt,> 
II $ Uw(S) < c IIN 2(l+,Lt,)1+6 
~~~u~r,x~(s)~~~c3(~+,~~+t,t,)1+: 
ProoJ: Recall the relation 
B(t,x)=B(t,x)+ t b(t x) U(t,x)-‘-Ao(t,x) [ (at ’ > 1 
By (1.12) and (1.8) we have 
(2.14a) 
(2.14b) 
(2.14~) 
(I+,x,~,t,)l”l+b for J4<2. (2.15) 
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and in the same manner, we have 
Ii 
‘~(i,,,,(,,~~&c~~(exP(c~)-l). 
The other assertions of the lemma can be checked by direct computa- 
tions. Q.E.D. 
LEMMA 2.3. Define unitaries U,(t, x) and U,(t, x) by the equations 
Uo(t, xl= U,,,,(l) (2.16) 
U,(o)= U,(t, x)-‘U(t, x)l,2+,r,.?=r 
with w = in S3, r = [t2 + Ix(*]‘!‘, (2.17) 
where S3 denotes the 3 dimensional sphere of radius 1 centered at the origin 
and r is large enough for U(t, x) to be well defined. Then 
U(t,x)=UO(t,x)UR(0) forafl t2+lx12~r 
p2+ ,:,,,I,9 [t2+;,2,1i2 > . (2.18) 
Proof As U;,,,,(s)= Utl , I ) s x s is a solution of (2.12), 8(,,,,(s) and 
U;5s,(s) are different up to initial data. Q.E.D. 
We remark that U,(w) depends only on the angular variable of S3 and 
the following estimate is valid. 
(2.19) 
LEMMA 2.4. Let 
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lim UR(wr.) UR(o-J’= 1, 
1-q - x 
where o T = 
> 
(2.20) 
,Xfimm U(T,x)U(-T,.x)-‘=l. (2.21) 
The convergence in (2.20) and (2.21) is uniform in x. 
ProoJ Note that lim,,, _ ~ U,(wkT)= U,(x/IxI). Hence (2.20) is 
obvious uniformity of convergence follows from the fact that U,(w,) is 
defined on a compact set (sphere). 
By (2.14) and (2.18), (2.21) is a corollary of (2.20). Q.E.D. 
3. COMPACTNESS OF [P,S] 
We now prove the compactness of [P, S]. We collect here some facts on 
operators with continuous kernel. 
LEMMA 3.1. Let p(x) be a continuous function which tends to a constant 
uniformly as 1x1 tends to infinitely. Consider q(x) as a multiplication 
operator on ( R3) @I C2 @I lZN. Then [P, q(x)] is compact. 
ProoJ As q(x) can be approximated uniformly by smooth functions 
which are a constant outside compact sets, we may assume q(x) is smooth, 
constant outside a compact set. Then we can apply the calculus of pseudo- 
differential operators. See [S, Lemma 3.61 or [4]. Q.E.D. 
LEMMA 3.2. [P, V( a, T)] and [P, V( - T, GO)] are compact. This is 
same as [S, Lemma 3.81. 
LEMMA 3.3. Let U(w) be a continuous UN(@) valuedfunction defined on 
the 3 dimensional sphere S3. Consider U(o,), where co, is a one-parameter 
family of maps from R3 to S’ defined 6, 
o,:xinlR~-r 
( [t2 + ,:,2,1!2y It2 + ;n12j1j2 > 
For non zero t, the following operator is compact: 
[ U(w,) e-iTHo U(o-,j-‘7 PI. 
(3.1 j 
(3.2) 
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Proof: As U(w) can be approximated uniformly by smooth unitaries, 
we may assume U(o) is smooth. Then just as in (2.19) and (2.20), we have 
the properties 
lim U(w,) U(o-,))I = 1. 
111 - 7. 
Let h(5) be a smooth’function satisfying 
and h(a/ax) be a pseudo-differential operator defined by 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
where f(~) is in K and f is its Fourier transform. 
By (3.4), [U(o-,), h(d/&c)P] is a pseudo-dfferential operator of 
negative order in both .Y and r, so it is compact. See [4] or [S]. So we 
only have to consider the commutator 
We set 
Then 
U(0,) eirHo U(0.l 
D = U(w, 
D = U(w,) U(o-,)-’ 
/r 
+i 
LJ 
U(o,)e”Ho[H,, U(w-,)-‘I emmisHods 
> 
eiTHo (3.7a) 
= U(0,) U(cl-,)-’ 
_ ieirfk e pisHo[Ho, U(w,)] eisHods U(O~,)~‘. 
> 
(3.7b) 
Note that 
[Iffo, Uw)l (Ih@)=( ~,+W)(l-h(k)). (3.8) 
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In view of (3.3) and (3.5), (3.8) is a norm limit of pseudo-differential 
operators with compactly supported symbols. It is known that any pseudo- 
differential operator with compactly supported symbol is of trace class, 
thus (3.8) is a compact operator. 
As the integral in (3.7) is norm convergent, (D- U(o,) U(o-,)-I) 
(1 - lz(a/dx)P and P(1 - h(a/ax)(D - U(w,) U(w-,)-I) are compact. 
Combined with (3.4), Lemma 3.1 shows the claim of Lemma 3.3. Q.E.D. 
LEMMA 3.4. Let D be one of the following. 
U( T, x)* V( 00, T) U( T, x), U(-T,x)*V(-T, -00) U(-T,x), 
U(T,x)* W(T, -T) U(-T,x). 
Then [P, D] is compact. 
Proof: The proof goes along the same lines as Lemma 3.3. W(t, s) and 
V(t, s) are represented by (2.3) (or a similar formula). Each integrand can 
be treated as above, while the sum and the integration are both convergent 
in the norm. Q.E.D. 
The compactness of [P, S] follows from Proposition 2.1, Lemmas 3.2, 
3.4, and [ e+( p/H,), P] = 0. 
4. THE INDEX FORMULA 
Suppose Ui (i= 1,2) are unitaries on K and [U,, P] is compact. Then 
PUiP restricted to the range of P is Fredholm and its index ind PU,P 
satisfies 
ind PU, U, P = ind PU, P + ind PU, P. (4.1) 
For the proof, see [S, Lemma 3.91. 
LEMMA 4.1. 
indPSP=indPU(T,x)*U(-T,x)P. (4.2) 
Proof: By (2.4) [8(u), P] = 0, and (4.1), 
ind PSP=ind PU(T, x)* V(co, T) U(T, x)P 
+indPU(-T,x)*V(-T, -co)U(-T,x)P 
+ind PU(T,x)* W(T, -T) U(-T,x)P. (4.3) 
We first show that ind PU( T, x)* V( co, T, x) P = 0. 
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If we replace X(s, x) with X(s, X) in (2.3), it is easy to show that 
V( co, T) is norm continuous in 1. In particular we may set I = 0. Hence the 
first two indices in the right-hand side of (4.3) vanish. 
By the similar reasoning, 
indPU(T,x)*W(T, -T) U(-T,s)P 
= ind PU( T, x)* ei2rHo U( - T, .u) P. 
Thus 
ind PSP = ind PU( T, x)* eizrHO U( - T, x) P. (4.4) 
Next note that 
ind PU( T, x)* eiZTHO U( - T, x) P 
=indPU(T,.u)*ei2rHoU(-T,Sx)e~i2’~oP. (4.5 1 
By (3.7) and (3.8), eiSHoU(t,s)e- jrHo is norm continuous in S. As a 
consequence, (4.5) = ind PU( T, x)* U( - T, x) P. Q.E.D. 
LEMMA 4.2. For T large, 
indPU(T,s)*U(-T,.~)P=indPU,(w,)*U,(w-,-)P. (4.6) 
Proof: By (2.14) and (2.18), 11 U( T, x) - U,(o,)lJ is small if T is large. 
Equation (4.6) follows from the stability of the Fredholm index. Q.E.D. 
LEMMA 4.3. Let F, be the two form defined in (1.10). Then 
1 *. 
J! 
1 -- 
87r2 ~4 
trFA F=- 
24~’ I I ,r,?+lZ=.? tWb&4 W4i’)3), (4.7) 
where w = (t/r, x/r) in S’. 
Proof. It is not difficult to show that 
d(tr(F, A A-$4 A A A A))=tr(Fr, F). 
Then 
(4.8) 
= lim * J 5 tr 
(4.9) 
T-.X r~+IXp=r* 
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By (1.12), (1.13), (2.17), and (2.14c), 
IK 
FA A -f/4 A A A A - -f ((dU,(w)) u,(o$‘)3 I( > II 
1 
Gc(l+lll+lxl)3+6. 
Equations (4.9) and (4.10) lead to 
(4.10) 
1 -- 
ff 87t2 c@ 
tr(F A F) 
1 . 
= z2 rlz 51 ~z+,r,2=r2 tr((dU,(w) UR(w)F’)3). (4.11) 
Note that the right-hand side of (4.11) is independent of r as U(w) is a 
function defined on the unit sphere. Q.E.D. 
For the proof of the index formula, it suffices to show the following. 
PROPOSITION 4.4. Let U(o) be an invertible N by N matri,x valued 
continuouslSv differentiable function on S3. Then 
ind PU(oT))’ U(m-,)P=&/j s’ W(dWo) WW’)3), (4.12) 
where co,- is defined in (2.20) and T is a positive number. 
We remark that the Fredholm property of PU(o T) -’ U(o _ T) P 
restricted to PK may be seen from the proof of (2.20) and Lemma 3.1. For 
the proof of the proposition, we quote two lemmas. 
LEMMA 4.5. Let U, and U2 satisfy the condition of Proposition4.4. Let 
I(U) be defined by the following identity. 
I(U)=&Js3 tr((dU(o) U(w)-‘)3). 
Then, I(U) is hornatop), invariant, integer and 
Z(U,U,)=I(U,)+Z(U,). (4.13b) 
The origin of this formula is explained in [ 11. It is also known that Z(U) 
is a group isomorphism from 7c3 (U(N)) to h. See [ 11. 
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LEMMA 4.6. Let U, and Uz be as above. Then 
indP(U,(U,(o.) U,(W))F’(U~(W-~) U,(W-~))P 
=indPU,(o,))‘U,(o-.)P+indPU,(o,)--’U,(o-.)P. (4.14) 
Equation (4.14) is shown by constructing a homotopy connecting the 
operator of the left-hand side with PU,(o,)-‘U,(CK,) U2(07)-’ 
U2 (w ~ ,)P. This can be done by doubling the Hilbert space CN (into 
C”@@“) on which U, and U, act, The construction of homotopy is the 
same as that for the proof of the group homomorphism property of the 
Fredholm index. 
Proof of Proposition 4.4. As was remarked after Lemma 4.5, i(U) is a 
group isomorphism of 7c3( U(N) and Z. On the other hand, Lemma 4.5 
implies that ind PU(w,)* U(o _ T)P is a group homomorphism from 
rc3 (U(N)) to Z. (Even though we consider differentiable maps, no problem 
arises as differentiable maps are dense in continuous maps.) Thus 
indPU(o.))‘U(o-.)P=cZ(U). (4.15) 
The integer c is determined by the element 
U(o)= ,,:I ;;,;;,;2. 
Then 
(4.16) 
(4.17) 
The computation of ind PV(x)P can be carried out by using [S, 
Theorem 23, 
-1 
ind PV(x)P=- Ii 24n2 ~3 
tr((dV(.u) V(x)-‘)3). (4.18) 
An elementary computation shows ind PV(x)P is one. 
It is easy to compute Z(U) by a direct computation. Then Z(U) = 1. Thus 
the constant c in (4.15) is 1. Q.E.D. 
By Proposition 4.4 we have the index formula. 
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5. GENERAL DIMENSIONAL CASE 
In this section, we explain briefly how to compute the index for the d + 1 
dimensional case. We consider d+ 1 dimensional Dirac operator H,(t) 
defined by 
where bk is the selfadjoint Dirac matrix satisfying 
(ok, 0,) =26k,1 (5.2) 
and Ak(f, x) is the gauge potential (k = 0, 1, . . . . d). Differential forms 
A(t, x) and FA (t, x) are defined by the following 
A(t,x)=A,(t,x)dt+ ; Ak(f,X)dXk (5.3a) 
k=l 
F4(t,x)=dA(t,x)+A(t,x) A A(t,x). (53b) 
We make the following assumptions. 
Assumption. (i) A(r, x) is smooth and 
d” 
II ( 
z tA,(~x)+ i <+d,(t, X) 
k=l )ll 
1 
~Cz(1+,tl+Ixl)“‘+6 
for Ia1 62. 
(ii) Let 
IlFA (6 x)ll G c’ (1 + ltl + lxI )z+s’ 
(iii) There exists a unitary valued smooth function U(t, x) defined 
outside a compact set 52 satisfying 
1 
scL (1 + JtJ + IxI)‘=‘+‘+S 
for (I, x) in RdC ‘\Q, Ia( < 2 and a similar estimate holds for the x0 = t 
component. 
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The positive spectral projection P for the free Dirac operator and the 
scattering operator S are defined in the same manner as in the 3 + 1 dimen- 
sional case. Then the proofs of Sections 2-4 work again in this situation. 
As a consequence, the scattering operator S exists, is unitary, [P, S] is 
compact, and PSP restricted to the range of P is Fredhom. The index 
ind PSP is given by 
i 
0 if d is even. 
ind PSP = 
ss 
(5.5) 
c d tr((F,(r, x))‘.~‘~+“) ifdisodd,d# 1, &+I 
where cd is a constant depending on d. 
In this case, Lemma 4.1 is still valid. As rcd( U( N)) = 0 when N% d and 
d is even, ind PSP vanishes for even d. 
We now consider the case of odd d. Proposition 4.4 must be replaced 
with 
ind PSP = c; 
Is 
tr((dU. U-l)“, (5.6) 
Sd 
where Sd is a d dimensional sphere in Rd+ ’ of radius large enough so that 
U(t, X) is defined outside of Sd. 
In the proof of (5.6) we use the Bott periodicity of GL(d, C). (See [I].) 
The constant c& can be determined by the following element U(r, x). 
t + it . x 
ut, -l-J= Ct’+ ,?r,zI,“> 
where rk (k = 1, 2, . . . . d) is the Dirac matrix satisfying the same relations for 
ok and r . x = Cf=, rk. xk. (We set N enough large for existence of r.) 
With the aid of Callias’ index formula in [2], we can compute both sides 
of (5.6), combinatorics are very tedious. We will not give the details here. 
The next step is the part corresponding to Lemma 4.3. Equation (4.8) 
can be replaced with 
where F, = SF, + (s’- s)A’. (See [8].) 
Taking into acount (5.4~) and the above formula, we have the index 
formula of (5.5). 
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