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Abstract
A Toeplitz graph is a symmetric graph whose adjacency matrix is Toeplitz. If such a graph
has neither loops nor multiple edges it can be de.ned by a 0–1 sequence. In Euler et al.
(in: Ku Tung-Hsin (Ed.), Combinatorics and Graph Theory ’95, vol. 1, Academia Sinica, World
Scienti.c, Singapore, 1995, pp. 119–130) in.nite, bipartite Toeplitz graphs have been fully char-
acterized. In this paper we complete these results by some structural and algorithmic properties
and then turn ourselves to study the .nite case. We present a complete solution for bipartite
Toeplitz graphs that are de.ned by a 0–1 sequence with two 1-entries, and we present several
partial results for those de.ned by a 0–1 sequence with three 1-entries. c© 2001 Elsevier Science
B.V. All rights reserved.
1. Introduction
An n× n matrix A=(ai; j) is called Toeplitz, if ai; j = ai+1; j+1 for i; j=1; : : : ; n − 1.
Since any diagonal contains identical elements a Toeplitz matrix is uniquely deter-
mined by its .rst row and column and therefore easy to memorize. A Toeplitz graph
is a graph whose adjacency matrix is Toeplitz. As a consequence the question arises
whether, beyond the reduced memory requirements, fundamental properties such as
connectivity, hamiltonicity, planarity or bipartiteness can be characterized and=or veri-
.ed more e=ciently than in the general case. These and related questions have been
treated only recently and in di>erent contexts: connectivity properties have been stud-
ied in [6, 1, 2, 10], and hamiltonian properties in [11, 7, 9, 8]. In particular [11] contains
a necessary and su=cient condition for the hamiltonicity of circulant digraphs, whose
adjacency matrix has two non-zero stripes, and it is shown that this condition can be
checked in polynomial time.
Our interest lies in symmetric Toeplitz graphs having neither loops nor multiple
edges. Consequently, any such graph is uniquely de.ned by a 0–1 sequence (whose
.rst element is zero). Very recently (cf. [3]), we have obtained a full characterization
of connected and of planar in.nite Toeplitz graphs, and we have studied the problem of
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coloring such graphs. It turns out that in.nite, planar Toeplitz graphs can be 4-colored
very e=ciently, and that a special class of them can even be e=ciently 3-colored.
Note (cf. [5]) that 3-colorability is NP-complete for planar graphs having no vertex
degree exceeding 4: for in.nite, planar Toeplitz graphs this degree may vary between
3 and 6. As a byproduct we obtain a characterization of 3-colorable such graphs via
the non-existence of (K4\e)-cycles, a generalization of odd cycles. We feel that the
structure of Toeplitz graphs makes them particularly interesting for graph coloring, and
that results on general k-colorability can be obtained.
In this paper we will again focus on k =2, i.e. the bipartite case; we will present
a full characterization of those 6nite and bipartite Toeplitz graphs that are de.ned by
a 0–1 sequence with two 1-entries together with a polynomial recognition algorithm.
A complete solution for the case of three 1-entries appears to be di=cult to obtain: we
present several partial results for this situation.
The paper is organized as follows: in Section 2 we review the in.nite case that has
been completely solved in [4], and we answer some related open questions. Section 3
is devoted to the .nite case, in particular to the case of a 0–1 sequence with two
1-entries, and Section 4 treats the case of such sequences with three 1-entries.
2. Innite, bipartite Toeplitz graphs
For ∈N let B denote the in.nite 0–1 sequence
(0 : : : 0
︸ ︷︷ ︸

10 : : : 0
︸ ︷︷ ︸
2
10 : : : 0
︸ ︷︷ ︸
2




and let T denote the associated Toeplitz graph. Just observe that T is the union of 
complete, bipartite graphs the (r + 1)th one being de.ned over the node set V whose
elements are either an even multiple of  plus r or an odd multiple of  plus r, for
r=0; : : : ; (− 1). Now let us further consider the in.nite 0–1 sequence C as given by
(0 : : : 0
︸ ︷︷ ︸
il
1 0 : : : 01
︸ ︷︷ ︸
2l(k−i)+l
0 : : : 0
︸ ︷︷ ︸
(i−1)l
0 : : :) for l; k ∈ N and i ∈ {1; : : : ; k}:
We call such a sequence an odd T -cycle. Finally, let us say that an in.nite sequence
A dominates another such sequence B if Ai¿Bi for all i∈N. The following result has
been shown in [4].
Theorem 1. An in6nite 0–1 sequence I induces a bipartite Toeplitz graph i7 I does
not dominate an odd T -cycle i7 I is dominated by one of the sequences B; where
∈{1; 2; 4; 8; : : :}.
Consequently, in terms of the base-circuit language of matroid theory, the odd
T-cycles represent the collection C of circuits and the sequences B, ∈{1; 2; 4; 8; : : :},
represent the collection B of bases associated with the family of bipartite Toeplitz
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Fig. 1. The graph G= (N\{1}; E).
graphs over the ground set N. Moreover, since the size of any circuit equals two, we
may represent C by an in.nite, symmetric graph G=(N\{1}; E) as shown in Fig. 1,
the edge set of G being given by E= {{i; j}: j¿i and (j− i) is an odd multiple of a
divisor of (i − 1)}:
What can be said about the structure of this graph? First observe that the sequences
B, ∈{1; 2; 4; 8; : : :}, provide a partition of N\{1}: B1 ‘covers’ all even natural num-
bers, and if i¿3 is such an odd number then (i− 1) is an odd multiple of a (unique)
power of 2. This implies that the complementary graph LG of G is isomorphic to an
in.nite partition matroid. Therefore, any .nite induced subgraph of LG is perfect, and
by the perfect graph theorem, we obtain
Observation 1. Any 6nite induced subgraph of G is perfect.
Next, let us look at the complexity of testing a 0–1 sequence S to induce a bipartite
Toeplitz graph. We suppose that the number of 1-entries is .nite (which leads to a
locally .nite graph), and that these entries are situated at positions i1; : : : ; im. Consider
the following procedure:
Procedure 1.
Step 1: Determine r from (i1 − 1)= (2 + 1)2r .
Step 2: If (ij−1)=2r is an odd number for all j=2; : : : ; m then S de6nes a bipartite
Toeplitz graph; if not; S dominates an odd T -cycle.
To evaluate the complexity of this procedure we suppose that the numbers (i1 −
1); : : : ; (im−1) are given by binary representation. Our procedure then reduces to check
whether all binary representations end with a block of r zeroes (the r being maximal
for (i1 − 1)). This leads to
Observation 2. Testing for bipartiteness can be done in O(m log(im)) time.
3. The nite case: two 1-entries
We are now going to treat the 6nite case, i.e. we are given a .nite 0–1 sequence
S and we look for conditions under which S de.nes a bipartite Toeplitz graph. This
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Table 1
Bases Circuits
{2; 4; 6; 8; 10; 12; 14}; {2; 3}; {2; 5}; {2; 7}; {2; 9}; {2; 11}; {2; 13}; {2; 15};
{9; 10; 11; 12; 13; 14; 15}; {3; 4}; {3; 5}; {3; 6}; {3; 8}; {3; 9}; {3; 10}; {3; 12};
{3; 7; 11; 15}; {3; 13}; {3; 14}; {4; 5}; {4; 7}; {4; 9}; {4; 11}; {4; 13};
{5; 13; 14; 15}; {5; 6}; {5; 7}; {5; 8}; {5; 9}; {5; 10}; {5; 11}; {5; 12};
{4; 10; 15}; {6; 7}; {6; 9}; {6; 11}; {7; 8}; {7; 9}; {7; 10}; {7; 13};
{6; 14; 15}; {8; 9}; {8; 15}; {4; 6; 15}; {4; 12; 15}; {4; 14; 15};
{7; 11; 15}; {6; 8; 13}; {6; 10; 13}; {6; 10; 15}; {6; 12; 13};
{7; 12; 14}; {6; 12; 15}; {6; 13; 14}; {6; 13; 15}; {7; 11; 12};
{8; 11; 14}; {7; 11; 14}; {7; 12; 15}; {7; 14; 15}; {8; 10; 11};
{6; 13}; {8; 10; 13}; {8; 11; 12}; {8; 11; 13}; {8; 12; 13};
{8; 13}; {8; 13; 14}
case appears to be more di=cult to treat, since the characterization we are looking for
strongly depends on n, the length of the sequence, and, moreover, a sequence de.ning
a non-bipartite Toeplitz graph with a minimal number of 1-entries may now have more
than 2 such entries. Thus, our characterization problem becomes a hypergraph problem,
and just for illustration we indicate a complete solution for n=15 in Table 1.
We start with the most simple case that S contains exactly one 1-entry, say at
position i and let (i − 1)= (2 + 1)2r with ∈N. Then S is dominated by a .nite
subsequence of B, =2r and, therefore, induces a bipartite Toeplitz graph.
Next, let us suppose that S contains two 1-entries, at position i1 and i2, respectively,
and let = i1 − 1, = i2 − i1.
• If n62, then S is dominated by the sequence (0 : : : 0
︸ ︷︷ ︸

1 : : : 1), which is easily shown
to induce a bipartite Toeplitz graph.
• If =(2 + 1)2r with ∈N and if 2r+1 divides , then S is again dominated by
a .nite subsequence of B, =2r , and therefore induces a bipartite Toeplitz graph,
too.
• If however, 2r+1 does not divide  (i.e.  is an odd multiple of a divisor of ) and
if n¿2+ − gcd(; ) then =(2+1)gcd(; ) with ∈N, and S dominates the
odd T-cycle given by l := gcd(; ), i := =gcd(; ) and k := i + .
The remaining case will be covered by
Theorem 2. If 2r+1 does not divide  and if n62+ − gcd(; ); then the sequence
B = (0 : : : 0
︸ ︷︷ ︸

1 0 : : : 01
︸ ︷︷ ︸

: : : 0 : : : 01
︸ ︷︷ ︸





de6nes a bipartite Toeplitz graph.
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Fig. 2. The components Kj for (a) j=1; : : : ; (u− gcd(; )) and for (b) j= (u− gcd(; ) + 1); : : : ; .
Proof. (i)  divides . But then n62 and, as we have seen before, the induced
Toeplitz graph is bipartite.
(ii)  does not divide , i.e.  ≡ umod , with 0¡u¡. In particular, = a gcd(; ),
=d gcd(; ) and u= c gcd(; ) with a, d, c∈N. Because of = b+u with b∈N,
we have u=(a− bd) gcd(; ) and, thus, c=(a− bd). Consequently, a= bd+ c with
0¡c¡d since u¡ and, altogether, we obtain u= c gcd(; ) with c∈{1; : : : ; (d−1)}.
(iii) We proceed by considering the Toeplitz graph T Bˆ

induced by the sequence B,
but without the edge set E∗= {{+1; 2+1}, {+2; 2+2}; : : : ; {+ − gcd(; ),
2 + − gcd(; )}}. We obtain  components Kj =(V j1 ∪V j2 ; Ej), j=1; : : : ; , whose
detailed form is indicated in Fig. 2.
Observe that since |E∗|¡ and since two nodes within V j1 or V j2 , respectively, di>er
by a multiple of , no two of the edges in E∗ are incident at the same component, nor
is any of these edges completely contained in such a component. If we now contract
all components to a single edge (the new nodes representing V j1 or V
j
2 , respectively)
we obtain the union of two matchings, and this shows that our graph TB

as induced
by the sequence B is bipartite.
Corollary 1. If n=2+1 then the sequence B de6nes a bipartite Toeplitz graph i7
 does not divide .
Proof. Let us .rst suppose that  is a divisor of . Then with k = i in the de.nition
of an odd T-cycle we get 2kl+ 1=2+ 1= n, and B induces a non-bipartite graph.
Second, if 2r+1 divides , we get a bipartite graph. If not then =(2 + 1)l; l
a divisor of  and ∈N\{1}. This implies that gcd(; )¡. But then 2 +  −
gcd(; )¿2+ 1= n and by Theorem 2 the induced Toeplitz graph is bipartite.
Theorem 2 provides the following procedure to recognize a 0–1 sequence S with
two 1-entries (at positions i1 and i2) to de.ne a bipartite Toeplitz graph:
Procedure 2.
Step 1: Determine r from (i1 − 1)= (2 + 1)2r .
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Step 2: If (i2 − 1)=2r is an odd number then S de6nes a bipartite Toeplitz graph;
if (i2 − 1)=2r is not an odd number and if n6(i1 − 1) + (i2 − 1)− gcd(i1 − 1; i2 − 1),
then again S de6nes a bipartite Toeplitz graph; else S dominates an odd T-cycle.
To evaluate the complexity of this procedure we suppose that the numbers (i1 − 1)
and (i2− 1) are given in binary representation. Our procedure then reduces to a check
on these binary representations and the calculation of a gcd. This leads to
Observation 3. Testing for bipartiteness in this case can be done in O(log2(i2)) time.
4. The nite case: three 1-entries
In this last section we are going to study .nite 0–1 sequences with three 1-entries
(at positions i1, i2, i3). For convenience, let = i1 − 1, = i2 − i1, != i3 − i2, so that
such a sequence has the following form:
B;! = (0 : : : 0
︸ ︷︷ ︸

1 0 : : : 01
︸ ︷︷ ︸

0 : : : 01
︸ ︷︷ ︸
!
0 : : : 0):
We have seen previously (cf. Corollary 1) that for n=2+1 the sequence B domi-
nates an odd T-cycle i>  divides . Diophantine equations would, therefore, represent a
natural framework in which to study sequences with more than two
1-entries, and this is what we are now going to do for our sequences B;!. We will
present complete answers for three particular cases, and it is in the .nal section of
this paper that we will discuss a class of examples indicating that the framework of
diophantine equations (though necessary) is not su=cient to completely characterize
non-bipartiteness. So let us take a sequence
B;! = (0 : : : 0
︸ ︷︷ ︸

1 0 : : : 01
︸ ︷︷ ︸

0 : : : 01
︸ ︷︷ ︸
!
0 : : : 0)
of length n=2 + 1 and let us assume that ≡ umod!. Consider the diophantine
equation
u = x+ y!; (1)
which has a solution in integers x and y i> gcd (; !) is a divisor of u. In view of
Theorem 2 and Corollary 1 we immediately obtain
Observation 4. If gcd(; !) does not divide u (and thus ), then B;! induces a
bipartite Toeplitz graph.
To better formulate our results let ∗ denote (mod!), i.e. ∗ is the remainder of the
division of  by !. For convenience and throughout the following, let i2 = +1+∗+k!
and i3 = + 1 + ∗ + (k + 1)!, with k ∈N such that i362+ 1.
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Fig. 3.
In the following we will present a complete solution for three special cases: (i)
u=0, (ii) ∗ divides u, and (iii) (!− ∗) divides u.
Theorem 3. Let ≡ 0mod!; i.e. = ! with ∈N.
(a) If ≡ 0mod!; then B;! de6nes a non-bipartite Toeplitz graph i7 06k6− 1.
(b) So let 16∗6! − 1. If =2! with ∈N; or if =(2 + 1)! with ∈N
and ∗ does not divide !; then B;! de6nes a non-bipartite Toeplitz graph i7
06k6( − 1).
(c) If =(2+1)! with ∈N and if ∗ divides !; then B;! de6nes a non-bipartite
Toeplitz graph i7 06k6.
Proof. (a) First observe that 2+1− i3 = $! with $∈N; moreover, by de.nition of a
Toeplitz graph, two nodes connected by an edge may only di>er by = i1 − 1, i2 − 1
or i3 − 1. B;! then induces a cycle of length 2$+ 3 as illustrated in Fig. 3.
(b) Let $∗= =!− (k + 1). Then observe that B;! induces a cycle of length 2(k +
$∗) + 5, as illustrated in Fig. 4.
(c) Let ∗ be a divisor of !, i.e. %∗=!. Then the Toeplitz graph induced by B;!
contains a cycle of length 2(%− 2)( + 1) + 5, which is illustrated in Fig. 5.
Finally, to show why in (b) the case k¿, and in (c) the case k¿( + 1) leads
to a bipartite graph we consider the 0–1 sequence having 1-entries at positions + 1,
t+1+∗+!; : : : ; t+1+∗+(−1)! [and at positions +1, t+1+∗+(+1)!; : : : ; t+
1 + ∗ + ( − 1)! in case c)] together with the associated Toeplitz graph T∗: just
observe that the node 2+ 1 is connected to 1 (by the path (1; + 1; 2+ 1)) within
the (bipartite) component containing 1, and to exactly one other (bipartite) compo-
nent of T∗, namely that containing the nodes ! − ∗ + 1, 2! − ∗ + 1; : : : ; ! + u
− ∗ + 1.
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Fig. 4.
Fig. 5.
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Fig. 6.
Theorem 4. Let ≡ umod!; i.e. ≡ ! + u with 16u6! and let ∗ be a divisor
of u.
(a) If ∗= u; then B;! de6nes a non-bipartite Toeplitz graph i7 06k6− 1.
(b) If ∗¡u; then B;! de6nes a non-bipartite Toeplitz graph i7 06k6=2.
Proof. (a) We can use the odd cycle indicated in the proof of Theorem 3(a) to show
the non-bipartiteness of the induced Toeplitz graph.
(b) The cycle of length 2(k + 1)(l − 2) + 4( − k) + 3 as illustrated in Fig. 6 is
su=cient to show the non-bipartiteness of the induced Toeplitz graph. To see why the
case k¿=2 leads to a bipartite graph we consider, similarly to the previous proof, the
0–1 sequence having 1-entries at positions +1, t+1+∗+(+1)!; : : : ; t+1+∗+!
and its associated Toeplitz graph T∗: just observe that the node 2 + 1 is connected
to 1 (by the path (1; + 1; 2+ 1) within the (bipartite) component containing 1, and
to exactly one other (bipartite) component of T∗, namely that containing the nodes
u− ∗ + 1; : : : ; !+ u− ∗ + 1.
The last case is treated by
Theorem 5. Let ≡ umod! and let (! − ∗) be a divisor of u; i.e. u= %(! − ∗).
Then B;! de6nes a non-bipartite Toeplitz graph i7 06k6(− 2)=2.
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Fig. 7.
Proof. The cycle of length 2[(k+2)(l+1)+(2−k)]−1 as indicated in Fig. 7 shows
the non-bipartiteness for k as speci.ed and for =2! + u. For =(2 + 1)! + u
just insert the two points 1 + (2 − k)! and i2 + (2 − k)! into the odd cycle after
1+ (2− k − 1)! and i2 + (2− k − 1)!, respectively, and add ! to all the following
nodes. To see why the case k¿(+1) leads to a bipartite graph we proceed as in the
proof of Theorem 4(b): for u¿∗ we consider the 0–1 sequence having 1-entries at
positions +1, +1+∗+(+1)!; : : : ; +1+∗+! (for u¡∗ these positions are
+1, +1+∗+(+1)!; : : : ; +1+∗+(−1)!) and its associated Toeplitz graph
T∗: observe that the node 2 + 1 is connected to 1 (by the path (1;  + 1; 2 + 1))
within the (bipartite) component containing 1, and to exactly one other (bipartite)
component of T∗, namely that containing the nodes u − ∗ + 1 (only in case that
u¿∗), !+ u− ∗ + 1; : : : ; (+ 1)=2!+ u− ∗ + 1.
5. Conclusion and nal remarks
We have seen in the previous sections how the existence of odd cycles in the
associated Toeplitz graphs can be characterized by certain divisibility properties. If we
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look especially at Corollary 1 one might expect that there is a similar correspondence
between the solutions of the diophantine equation (1) and the existence of odd cycles.
That this is not the case in general is shown by the following two examples:
Example 1. Let =! + u. For ¡3 the associated Toeplitz graph T∗ is always
bipartite.
Example 2. Again let =!+ u and let a; b∈N with = a+ b¿5 and odd. Consider
the two equations
u = 3a− a!; (2)
u = −2b+ b!: (3)
Then we can show that for a=2 in (2) and for b=2 in (3) the associated Toeplitz
graph is bipartite.
As a further step towards a complete characterization of the .nite case one might
consider the di>erent type of sequences inducing bipartite Toeplitz graphs, e.g. the se-
quences B, ∈{1; 2; 4; 8; : : :} for .nite n, or the sequences B introduced in Section 3,
and augment them to obtain maximal such sequences. Just observe that, in contrast to
other combinatorial structures such as tours or matchings, an answer to this question
strongly depends on n. Finally, it could be interesting to relax the property of bipar-
titeness to that of perfectness and try to obtain a similar characterization of perfect
Toeplitz graphs.
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