Abstract: In this paper we prove the existence of small-amplitude quasi-periodic solutions with Sobolev regularity, for the d-dimensional forced Kirchhoff equation with periodic boundary conditions. This is the first result of this type for a quasi-linear equations in high dimension. The proof is based on a Nash-Moser scheme in Sobolev class and a regularization procedure combined with a multiscale analysis in order to solve the linearized problem at any approximate solution.
Introduction and main result
In this paper we consider the forced Kirchhoff equation on the d-dimensional torus T |ω · ℓ| ≥ γ 0 |ℓ| ν , ∀ℓ ∈ Z ν \ {0}, (1.2) and f : T ν × T d → R is a sufficiently smooth function with zero average, i.e. Following [20, 11, 14] we assume also 1≤i,j≤ν
Rescaling v → δ Our aim is to prove the existence of quasi-periodic solutions of (1.5) for ε small enough and λ in a large subset of parameters in I. Since ω is nonresonant, finding a quasi-periodic solution with frequency ω is equivalent to find a torus embedding ϕ → u(ϕ, ·) satisfying the equation F (v) = 0 where where ℓ, j := max{1, |ℓ|, |j|}. Our main result is the following. such that for any λ ∈ C ε there exists u(ε, λ) ∈ H s (T ν × T d ) which is a zero for the functional F appearing in (1.6).
The Kirchhoff equation has been introduced for the first time in 1876 by Kirchhoff in dimension 1, without forcing term and with Dirichlet boundary conditions, to describe the transversal free vibrations of a clamped string in which the dependence of the tension on the deformation cannot be neglected. It is a quasi-linear PDE, namely the nonlinear part of the equation contains as many derivatives as the linear differential operator.
Concernig the existence of periodic solutions, Kirchhoff himself observed the existence of a sequence of normal modes, namely solutions of the form v(t, x) = v j (t) sin(jx) where v j (t) is 2π-periodic. Under the presence of the forcing term f (t, x) the normal modes do not persist 1 , since, expanding v(t, x) = j v j (t) sin(jx), f (t, x) = j f j (t) sin(jx), all the components v j (t) are coupled. to follow the above scheme and reduce completely the linearized operator (this is done in [44] ), one obtains a bound on the inverse of the linearized operator L(u) of the form L(u) −1 h s s h s+σ + u 2s+σ h s0+σ for s ≥ s 0 , where σ is a constant depending only on ν and d. It is well known that a bound of this type is not enough for making the Newton scheme convergent; see [42] .
In the present paper we overcome this difficulty as follows. First of all the highest order of our Hamiltonian symbol H(x, ξ) does not depend on x so it is integrable; therefore we perform a reparametrization of time and we also apply a multiplication operator by a function depending only on time, and obtain a transformed operator of the form (ω · ∂ θ ) − µ∆ + R 2 ,
where µ is a constant ε-close to 1 and R 2 is a bounded operator satisfying decay bounds; see (4.12) and (4.5). Then we do not attempt a reduction scheme for the lower order term R 2 but rather use the multiscale approach. A priori this implies that we may not have informations about the linear stability of the solution we find; however the linear stability is obtained a-posteriori, namely here we prove the existence, then by linearizing on the found solution one can apply Theorem 1.2 of [44] . An a-posteriori approach of this type has been used for instance in [23] for the NLS on SU (2), SO (3) .
Out of curiosity we finally note that our remainder R 2 has a loss of regularity σ which is due to change of variables needed for the reduction up to order zero; see (4.5) . We find it interesting that a similar loss of reguarity appears for semi-linear PDEs when the space variable lives on a compact Lie group instead of a torus; see (2.24c) in [14] where such loss is denoted by ν 0 .
The paper is organized as follows. After reducing the problem to the zero mean value functions, we introduce the scale of Hilbert spaces and recall some of their properties. In Section 4 we discuss some properties of the linearized operator L(u), and we reduce it to constant coefficients up to a remainder of order zero. We then discuss a Nash-Moser scheme converging on a set A ∞ defined in terms of the reduced operator, and which in principle might be empty. Afterwards in Section 6 we introduce a subset C ∞ ⊆ A ∞ where the multiscale approach can be used. Finally we provide measure esitmates on another subest C ε ⊆ C ∞ , defined in terms of the final solution only.
and
By (1.2) and (1.3), using that
the second equation in (2.1) is easily solved and we get
Then we are reduced to look for zeroes of the nonlinear operator
acting on Sobolev spaces of functions with zero average in x ∈ T d , i.e.
3 Function spaces, norms, linear operators
Given a family of Sobolev functions u(ϕ, x; λ), λ ∈ Λ ⊂ R, we define the Sobolev norm
Note that the classical interpolation result for | | · | | s holds, i.e. given u(·; λ), v(·; λ), λ ∈ Λ, one has
where we fix once and for all
and [x] denotes the integer part of x ∈ R. For any N > 0 let us define the spaces of trigonometric polynomials
and the orthogonal projector
of course the following standard smoothing estimates hold:
Let us introduce the notations and s ; we write a b if there exists a constant c = c(ν, d, γ 0 ) such that a < cb, and a s b if the constant depends also on s.
We now recall some results concerning operators induced by diffeomorphism of the torus.
Lemma 3.1. Let β(ϕ; λ) satisfy | || |β| || | s0 +1 ≤ δ for some δ small enough and ω = λω with λ ∈ I. Then the composition operator
Moreover the map ϕ → ϕ + ωβ(ϕ) is invertible with inverse given by ϑ → ϑ + ωβ(ϑ). The functionβ satisfies the estimate
Proof. The Lemma can be proved arguing as in the proof of Lemma B.4 in [3] (using also that by Sobolev embedding · C s · s+s0 ). The estimate on ∂ λ B, follows by differentiating w.r. to λ, using the estimate (3.8) and by applying the interpolation estimate (3.3).
The following lemma follows directly by applying the classical Moser estimate for composition operators, see [45] .
3.1 Linear operators on H s 0 and matrices
C we define its s-decay norm as
where, for k = (ℓ, j) k := max(1, |k|) = max(1, |ℓ|, |j|),
14)
If the matrix M depends on a parameter λ ∈ Λ ⊆ R, we define
Remark 3.4. Note that if M represent a multiplication operator by a function a(ϕ, x) then
We have the following standard results; see for instance [12] and references therein.
In particular, one has the algebra property
Iterating the estimate of the above lemma one easily gets
If M depends on the parameter λ, a similar estimate holds by replacing | · | s with | | · | | s .
Of course all the results stated above hold replacing | · | s by | | · | | s .
The linearized operator
In this section we study the linearized operator L(u) := D u F (u) for any u(ϕ, x; λ) which is C ∞ w.r.t. (ϕ, x) ∈ T ν+d and C 1 w.r.t. the parameter λ ∈ I. The linearized operator L :
4.1 Reduction to constant coefficients up to the order zero
In this section we prove the following Proposition.
there exists δ ∈ (0, 1) such that if εγ
where µ is a constant and R 2 is an operator of order 0 satisfying the following properties. The constant µ ≡ µ(λ, u(λ)) is C 1 w.r.t. the parameter λ and
The changes of variables Φ 1 , Φ 2 are C 1 w.r.t. the parameter λ and they satisfy the tame estimates
The remainder R 2 is self-adjoint in L 2 and satisfies
Step 1: reduction of the highest order
In this section we reduce to constant coefficients the highest order term a(ϕ)∆ in (4.1). Given a diffeomorphism of the torus T ν → T ν , ϕ → ϕ + ωα(ϕ) we consider the induced operator
where α : T ν → R is a small function to be determined. The inverse operator A −1 has the form
where ϑ → ϑ + ωα(ϑ) is the inverse diffeomorphism of ϕ → ϕ + ωα(ϕ). One has the following conjugation rules: 
We choose the function α so that the coefficient of (ω · ∂ ϑ ) 2 is proportional to the one of the Laplacian ∆, namely we want to solve
for some constant µ ∈ R to be fixed. Note that by (4.1), (4.2), one has that a(ϕ) = O(ε), then for ε small enough √ 1 + a is well defined and of class C ∞ . Then the equation (4.10) can be written in the form
and hence we choose µ so that the r.h.s. of (4.11) has zero average, namely
Now, using that ω = λω andω is diophantine, we choose 13) and in this way, we obtain
(4.14)
Proof. By (4.14)
Considering the change of variables ϕ = ϑ + ωα(ϑ), one getŝ
Step 2: reduction of the first order term
The aim of this section is to eliminate the term a 1 (ϑ)ω ·∂ ϑ in the operator L 1 defined in (4.14). We conjugate L 1 by means of a multiplication operator
where b : T ν → R is a function close to 1 to be determined, so that its inverse is given by
One has the following conjugation rules:
By (4.14), (4.16) one gets
where the remainder R 2 is defined as
In order to eliminate the term of order ω · ∂ ϑ one has to solve the equation
, the function a 1 has zero average, and recalling that ω = λω withω diophantine, the equation (4.19) can be solved by setting
Then L 2 in (4.17) has the final form 21) and the estimates (4.3)-(4.5) follow similarly to [43] . Indeed they can be proved in an elementary way by using the explicit expressions for R 2 , Φ 1 , Φ 2 , µ found above and the estimate (3.3), Lemmata 3.1, 3.2 and Remark 3.4.
In particular R 2 (0) = 0.
5 The Nash-Moser scheme.
Here we prove the Nash-Moser scheme for parameters λ in a set A ∞ (see below) which in principle might be empty; later we shall prove that A ∞ contains the set C ε mentioned in Theorem 1.1 and that C ε has asymptotically full measure.
where
Note that, by applying the estimates (4.4) and recalling (4.1), the operator R
for any τ > 0, δ ∈ (0, 1/3) we define the set
(5.5) where a := τ + δs 1 .
For any set A ⊂ I and η > 0 we define
and let
Let us introduce parameters κ 1 , κ 2 , κ 3 , satisfying
Note one needs to impose the condition 0 < δ < 
, there are c, N 0 , such that, for all N 0 ≥ N 0 and ε 0 small enough such that
(S3) n Set u −1 := 0 and define
As a consequence, for all ε ∈ [0, ε 0 ), the sequence {u n (ε, ·)} n≥0 converges uniformly in 10) and for all λ ∈ A ∞ := n≥0 A n one has F (ε, λ, u ε (λ)) = 0.
Proof of Theorem 5.1
First of all we note that by differentiating the nonlinear operator F defined in (2.2) by using (3.3), the following tame properties hold: for any s ∈ [s 0 , S] there is C = C(s) such that for any u, h ∈ C
. By (4.3) and (4.5) we have
so that for s = s 0 , using that s 0 + σ < s 1 and | || |u| || | s1 ≤ 1 this reads
, by Neumann series one can write formally
and hence, using (5.12), (5.13), λ ∈ G N (u) and the interpolation estimate (3.15), we obtain 14) so that by the estimate (3.16), one obtains 
so that the assertion follows.
The first step of the Nash-Moser algorithm is standard and uses the smallness condition (5.8).
Suppose inductively that u n is defined in such a way that the properties (S1) n − (S4) n hold. We now define u n+1 . We write
where 18) so that, using (5.1) with N = N n and writing
Note that by applying Lemma 5.
(1 + | || |u n | || | s+σ ). Since Φ 1 (λ, u n (λ)) and Φ 2 (λ, u n (λ)) are invertible for any λ ∈ I and satisfy the estimates (4.4) then L Nn+1 (λ, u n (λ)) is also invertible. By the estimates (4.4), the definition of the set G Nn+1 (u n ), the estimate (3.17) and recalling that, by the inductive hypothesis (S1) n one has
Plugging (5.21) into (5.19) one obtains
Estimate of h n+1 . By applying (5.20), using that s 1 > s 0 + σ > s 0 , the property (3.7) and
and define an extension of h n+1 to the whole parameter space I as
n+1 and by the estimates (5.23) one has
by (5.7) and by taking N 0 = N 0 (S) > 0 large enough. Then also (S4) n+1 is proved.
by (5.7) and taking N 0 = N 0 (S) > 0 large enough, hence proving (S3) n+1 . Finally, by using a telescoping argument
since by taking N 0 > 0 is large enough, thus providing (S1) n+1 . Clearly the sequence (u n ) n∈N is a Cauchy sequence in C 1 (I, H s1 0 ) and therefore the claimed statement follows.
The proof of Theorem 5.1 is rather standard and follows the lines of the one in [13, 14] ; however here we cannot apply directly the aforementioned results because the subspaces E N in (3.5) are not invariant under the change of variables A appearing in (4.6). We also mention that our truncation at the n-th step is not N with χ = 3/2; the reason for this choice is that, since the subspaces E N are not invariant, we cannot apply the contraction Lemma at each step, but really the Newton scheme which converges only for 1 < χ < 2.
Multiscale analysis
Our aim is to prove that the set A ∞ has asymptotically full measure; in order to do so, following [14] we first prove that A ∞ contains another set C ∞ and then we show that the set C ∞ contains another set C ε that has asymptotically full measure.
In order to do so, in addition to the parameters τ > 0, δ ∈ (0, 1/3), σ, s 1 , s 0 , S, κ 1 , κ 2 , κ 3 satisfying (5.7) needed in Theorem 5.1, we now introduce other parameters τ 1 , χ 0 , τ 0 , C 1 and add the following constraints
2a)
Note that no restrictions from above on S ′ are required, i.e. it could be S ′ = +∞. Otherwise we say that A is N -bad. 1) or it is (A, N )-regular. Otherwise k is (A, N ) bad.
The above definition could be extended to infinite E. Let L be as in (5.2). Note that D in (4.21) is represented by a diagonal matrix
Now for θ ∈ R let us introduce the matrix
and denote
Proof. A direct computation shows Note that by the estimate (4.3), µ ≈ 1 and j = 0 since we are working on the Sobolev space (2.3), so that the assertion follows.
For τ 0 > 0, N 0 ≥ 1 we define the set
In order to perform the multiscale analysis we need finite dimensional truncations of such matrices. Given a parameter family of matrices L(θ) with θ ∈ R and N > 1 for any
If ℓ = 0, instead of the notation (6.8) we shall use the notation
and for θ = 0 we denote L N,j := L N,j (0).
Definition 6.5. (N -good/N -bad parameters)
. Let e be large enough (to be computed). We denote
A parameter λ ∈ I is N -good for L if for any j 0 ∈ Z d one has
I q , I q intervals with meas(I q ) ≤ N −τ1 . (6.10)
Otherwise we say that λ is N -bad. We denote the set of N -good parameters as
The following assumption is needed for the multiscale Proposition 6.9; we shall verify it later in Section 7
Ansatz 1 (Separation of bad sites) There exist C 1 > 2,N =N (τ 0 ) ∈ N andÎ ⊆ I (see (6.7)) such that, for all N ≥N , and u s1 < 1 (with s 1 satisfying (6.2b)), if
For N > 0, we denote We also set
Under the smallness condition (5.8), Theorem 5.1 applies, thus defining the sequence u n and the sets A n . We now introduce the sets
whereÎ is the one appearing in Proposition 7.3, J N (u) in (6.15), and G 0 N (u) in (6.13). Theorem 6.6. Consider parameters satisfying (5.7), (6.1), (6.2). Then there exists N 0 ∈ N, such that, for all N 0 ≥ N 0 and ε ∈ [0, ε 0 ) with ε 0 satisfying (5.8), the following inclusions hold:
and for all n ≥ 1 (recall the definitions of A n in (5.9))
Hence C ∞ := n≥0 C n ⊆ A ∞ := n≥0 A n .
Initialization
Property (S5) 0 follows from the following Lemma.
Lemma 6.7. For all u s1 ≤ 1, N ≤ N 0 , the set G N (u) = I.
Proof. We claim that, for any λ ∈ [1/2, 3/2] and any j 0 ∈ Z d , if (recalling the definition (6.4)) 17) then L N,j0 (ε, λ, θ) is N -good. This implies that
which in turn, by Lemma 6.4, implies the thesis, see (6.10), (6.11), for some e ≥ d + ν + 1. The above claim follows by a perturbative argument. Indeed, recalling the definition (5.2), for u s1 ≤ 1, s 1 = s 2 + σ, we use (4.5) to obtain
Then we invert L N,j0 by Neumann series and obtain
by (6.1), which proves the claim. 
Inductive step
By the Nash-Moser Theorem 5.1 we know that (S1) n -(S4) n hold for all n ≥ 0. Assume inductively that (S5) i and (S6) i hold for all i ≤ n. In order to prove (S5) n+1 , we need the following multiscale Proposition 6.9 which allows to deduce estimates on the | · | s -norm of the inverse of L from informations on the L 2 -norm of the inverse L −1 , the off-diagonal decay of L, and separation properties of the bad sites. 
then the matrix A is N χ -good and
Note that the bound (6.19) is much more than requiring that the matrix A is N χ -good, since it holds also for s > s 2 . This Proposition is proved by "resolvent type arguments" and it coincides essentially with [12] -Proposition 4.1. The correspondences in the notations of this paper and [12] respectively are the following: (τ, τ 1 , d + r, s 2 , s) (τ ′ , τ, b, s 1 , S), and, since we do not have a potential, we can fix Θ = 1 in Definition 4.2 of [12] . Our conditions (6.1), (6.2) imply conditions (4.4) and (4.5) of [12] for all χ ∈ [χ 0 , 2χ 0 ] and our (H1) implies the corresponding Hypothesis (H1) of [12] with Υ 2Υ. The other hypotheses are the same. Although the s-norm in this paper is different, the proof of [12] -Proposition 4.1 relies only on abstract algebra and interpolation properties of the s-norm (which indeed hold also in this case -see section 3.1). Hence it can be repeated verbatim, full details can be found in arXiv:1311.6943. Now, we distinguish two cases:
This case may occur only in the first steps.
Let us start from case 1 for n + 1 = 1; the other (finitely many) steps are identical.
Lemma 6.10. Property (S5) 1 holds.
Proof. We have to prove that
. By Definition 6.5 and (6.13) it is sufficient to prove that, for all
where we stress the dependence on u, u 0 in (6.9), (6.14) . By the definitions (6.14), (6.9) this amounts to prove that L We now prove (6.22); we need to distinguish two cases.
Recall that if A, A ′ are self-adjoint matrices, then their eigenvalues µ p (A), µ p (A ′ ) (ranked in nondecreasing order) satisfy
Threfore all the eigenvalues µ ℓ,j (θ) of L N1,j0 (ε, λ, θ, u 0 ) are of the form
and this implies
But then also the eigenvalues of L N1,j0 (ε, λ, θ, u) are big since they are also of the form
But then this implies
By Neumann series and (6.23) one has |L (6.16) . By the definitions (5.9), (5.5), and (S6) 0 , in order to prove that λ ∈ A 1 , it is sufficient to prove that
1 (see (6.15) ) and so (6.23) holds with j 0 = 0, θ = 0. Hence λ ∈ G N1 (u 0 ) Now we consider case 2.
Lemma 6.12.
proving the lemma. Lemma 6.13. Property (S5) n+1 holds.
Reasoning as in the proof of Lemma 6.10, it is sufficient to prove that,
n+1 , one has
We apply the multiscale Proposition 6.9 to the matrix A = L Nn+1,j0 (ε, λ, θ, u n ) with N χ = N n+1 and N = N p , see (6.21) . Assumption (H1) holds and (H2) is L
−1
Nn+1,j0 (ε, λ, θ, u n ) 0 ≤ N τ1 n+1 . Lemma 6.12 implies that λ ∈ G Np (u n ) ∩Î and therefore also (H3) is satisfied by Ansatz 1. But then Proposition 6.9 implies
(6.29)
Then we can follow word by word the proof of Lemma 6.10 (with N n+1 instead of N 1 , and u n instead of u 0 ), i.e. we separate the cases |j 0 | > N Lemma 6.14. Property (S6) n+1 holds.
Proof. Again the proof follows word by word the proof of Lemma 6.11 with N n+1 instead of N 1 , and u n instead of u 0 .
Let us finally define the set
where I = I(N 0 ) is defined in Hypothesis 1, I in (6.7) and, for all N ∈ N,
We have the following result.
Proof. We claim that, for all n ≥ 0, the setsḠ
. These inclusions are a consequence of the super-exponential convergence (5.10) of u n to u ε . In view of the definitions (6.32) and (6.13), it is sufficient to prove that,
Nn (j 0 , ε, λ, u n−1 ) (recall (6.14)). Once again we have to distinguish two cases case 1. (|j 0 | > N 3 n ). In this case, arguing again as in the proof of Lemma 6.10 one has |θ| < 2N n , so the eigenvalues of L Nn,j0 (θ, u n−1 ) are big and hence L −1
n /2 by (6.33), and so
by Neumann series expansions. The inclusionJ Nn ⊆ J Nn (u n−1 ) follow similarly.
Theorem 6.6 and Lemma 6.15 are essentially Theorem 5.5 and Lemma 5.21 of [14] respectively, where (4.5) implies Hypothesis 1 of [14] with ν 0 σ, Lemma 6.4 implies that Hypothesis 2 of [14] is satisfied and Ansatz 1 here is the separation property of Hypothesys 4 in [14] . However we cannot directly apply the result of [14] for the following reason. The constant µ appearing in (6.3) depends on the function at wich the linearized operator is computed; hence one has
The presence of the term (µ(u) − µ(v))∆ forces us to distinguish the cases |j 0 | large, where no small divisor appear, and |j 0 | small where one argues by Neumann series as in [14] .
In what follows we are going to prove that Ansatz 1 is satisfied and later we shall provide measure estimates for C ε , thus concluding the proof of our main Theorem 1.1.
Proof of Ansatz 1
Definition 7.1. Let θ, λ be fixed and K > 1. We denote by Σ K any subset of singular sites of D(λ, θ) in
is called a Γ-chain of length m. 1 + |p| ν(ν+1) , ∀ non zero polynomial
such that, for all λ ∈ I, θ ∈ R, and for all K, Γ with KΓ ≥ N 0 , any Γ-chain of singular sites in Σ K as in Definition 7.1, has length m ≤ (ΓK)
Proof. The proof is a slight modification of Lemma 4.2 of [12] and Lemma 3.5 in [14] . First of all, it is sufficient to bound the length of a Γ-chain of singular sites for D(λ, 0). Then we consider the quadratic form
and the associated bilinear form Φ = −Φ 1 + Φ 2 where
For a Γ-chain of sites {k q = (ℓ q , j q )} q=0,...,ℓ which are singular for D(λ, 0) (Definition 6.1) we have, recalling (6.3) and setting x q := ω · ℓ q ,
Moreover, by (7.3), (7.1), we derive |Q(
Now we introduce the subspace of R 1+d given by
and denote by s ≤ d+1 the dimension of S. Let ρ > 0 be a small parameter specified later on. We distinguish two cases. Case 1. For all q 0 = 0, . . . , m one has
In such a case, we select a basis
Hence we have the bound
Introduce also the matrix Ω = (Ω
, that, according to (7.4), we write
The matrix Y has entries in µZ and the matrix X has rank 1 since each column is
Then, since the determinant of a matrix with two collinear columns
which is a quadratic polinomial as in (7.2) with coefficients
is a basis of S. This contradiction proves that P ≡ 0. But then, by (7.2),
the matrix Ω is invertible and
Since Ω is invertible, the quadratic form Φ S is non-degenerate and so R d+1 = S ⊕ S ⊥ . We denote Π S : R d+1 → S the projector onto S. Writing
and since f b ∈ S, ∀b = 1, . . . , s, we get
where Ω is defined in (7.8) . The definition of f b , the bound (7.5) and (7.6) imply |w| ≤ C(Γm ρ ) 2 . Hence, by (7.9), we deduce
, whence, by (7.10) and (7.7),
Therefore, for any q 1 , q 2 = 0, . . . , m, one has
We are considering a Γ-chain in Σ K (see Definition 7.1) and so, for each q 0 , the number of q ∈ {0, . . . , m} such that j q = j q0 is at most K and hence
Case 2. There is q 0 = 0, . . . , m such that
Then we repeat the argument of Case 1 for the sub-chain {(ℓ q , j q ) : |q − q 0 | ≤ m ρ } and obtain a bound for m ρ . Since this procedure is applied at most d + 1 times, at the end we get a bound like m ≤ (ΓK) C3(ν,d) .
Corollary 7.4. Ansatz 1 is satisfied.
The proof of Corollary 7.4 follows almost word by word Section 5.3 in [14] . However there is a minor issue to be discussed, namely that in Section 5.3 in [14] it seems that one needs the index j to be in a lattice, whereas of course this is not the case in the present paper since we reduced to the zero mean valued functions. However the lattice structure is needed only in Lemma 5.16 of [14] (see Remark 5.17 of [14] ). In particular if we replace Definition 5.14 of [14] with Definition 7.5 below, the argument of [14] can be repeated verbatim.
Measure estimates
We conclude the proof of Thererm 1.1 by showing that the set C ε has asymptotically full measure. One proceeds differently for |j 0 | ≥ 6N and |j 0 | < 6N . We assume N ≥ N 0 > 0 large enough and ε R 2 0 ≤ 1. Proof. First of all, as in the proof case 1 in Lemma 6.10 we see thatB
we apply Lemma 5.1 of [11] with α = N −τ1 , β = N and |E| ≤ CN ν+d and obtain
We can reason in the same way for B 0,+ N and the lemma follows.
Consider now |j 0 | < 6N . We obtain a complexity estimate forB 0 N (j 0 , ε, λ) by knowing the measure of the setB Proof. If |θ| > 10 √ dN one has |ω · ℓ + θ| ≥ |θ| − |ω · ℓ| > (10 √ ν − (3/2))N > 8 √ dN . and then all the eigenvalues satisfy
proving the lemma. for ε small (we used that ζ ∈ [4/9, 4] and |∂ λ µ| < 1/2). Therefore Lemma 5.1 of [11] implies that for each η, the set of ζ such that at least one eigenvalue of L(ζ, η) has modulus ≤ 8N −τ1 , is contained in the union of O(N d+ν ) intervals with length O(N −τ1 ) and hence has measure ≤ O(N −τ1+d+ν ). Integrating in η ∈ J N we obtain (8. To conclude the measure esitimate we note that by the definition in (8.5) for all λ ∈ F N (j 0 ) one has meas(B .7) i.e. C ε has asymptotically full measure.
