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1 Introduction
The matrix Riemann-Hilbert problems (or inverse monodromy problems) naturally arise in the context
of systems of linear differential equations with meromorphic coefficients (we consider here the simplest
Fuchsian case, when all the poles of the coefficients in the right-hand side are simple):
∂Φ
∂λ
=
N∑
j=1
Aj
λ− λj Φ , (1.1)
where Aj are n × n matrices independent of λ; Φ(λ) is n × n solution matrix. The solution Φ is
single-valued on the universal cover of the Riemann sphere with punctures at λ1, . . . , λN and ∞. If
one starts at a point λ0 on some sheet of the universal cover, and analytically continues Φ along an
element γ of the fundamental group of the punctured sphere, one gets a new solution, Φγ of the same
system; therefore, Φγ is related to Φ by a right multiplier, Mγ , which is called the monodromy matrix:
Φγ = ΦMγ . The monodromy matrix corresponding to the product γ1γ2 is given by Mγ1γ2 = Mγ2Mγ1 ;
therefore, in this way one gets the group anti-homomorphism of the fundamental group of Riemann
sphere with N+1 punctures to GL(n). The image of this anti-homomorphism is called the monodromy
group of the system (1.1). The Riemann-Hilbert (or inverse monodromy) problem is the problem of
finding the matrix-valued function Φ (and, therefore, also the coefficients Aj) knowing the positions
of singularities λj and the corresponding monodromy matrices.
It is natural to deform the whole picture by changing infinitesimally the positions of singularities
λj in such a way that the monodromy matrices remain unchanged. Such a deformation (called isomon-
odromic deformation) implies a set of non-linear differential equations for matrices Aj as functions of
{λk}; these equations are called the Schlesinger equations.
Therefore, the solution of the non-linear Schlesinger equations reduces to solution of the complex-
analytic inverse monodromy problem. Typically, one starts with a set of monodromy matrices, finds
a solution Φ of the corresponding Riemann-Hilbert problem, and, finally, gets a solution {Aj} of the
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Schlesinger system. In particular, a class of Riemann-Hilbert problems whose monodromy groups are
subgroups of the torus normalizer was solved in [32]; this allowed to find a class of solutions of the
Schlesinger system associated to the Hurwitz spaces. Another class of solutions of the Schlesinger
system related to the Hurwitz spaces was discussed in [11].
The Riemann-Hilbert problems of some special type and the corresponding Schlesinger system
play an important role in the theory of Frobenius manifolds [13, 14]. In this context the monodromy
groups provide a way of classification of Frobenius manifolds; the Schlesinger systems are equivalent
to equations for rotation coefficients of the Darboux-Egoroff metric corresponding to the Frobenius
manifold.
To each Frobenius manifold one can naturally associate two systems of linear differential equations:
a Fuchsian system and a non-Fuchsian one. In the case of the non-Fuchsian system the coefficients have
both first and second order poles. These two systems are related by a formal Laplace transform. For the
class of Frobenius manifolds associated to the Hurwitz spaces (Hurwitz Frobenius manifolds), the non-
Fuchsian systems were recently solved in [40] (although many essential elements of this construction
were already given by Dubrovin in [13, 14]); the corresponding Stokes and monodromy matrices were
also computed in [40]. In principle, one can apply the formal Laplace transform to the solution from
[40] and get solutions to the corresponding Fuchsian systems, however, this does not give a satisfactory
final result due to a non-trivial superposition of various direct and inverse Laplace transforms.
The goal of this paper is to present a different approach (not involving the Laplace transform of
solutions to the dual problem) to constructing solutions to the Fuchsian Riemann-Hilbert problems of
Hurwitz Frobenius manifolds and study the corresponding monodromy group.
The coefficients of the system of Fuchsian linear ODE’s corresponding to a given Frobenius manifold
are written in terms of rotation coefficients Γij of the Darboux-Egoroff metric on the manifold. In
the context of Frobenius manifolds the number of singularities N in (1.1) is the dimension of the
Frobenius manifold; {λi}Ni=1 are the canonical coordinates on the Frobenius manifold. In the case
under consideration, the number of singularities λj coincides with the matrix dimension of the system
(1.1).
The residues Aj are given by
Aj = −Ej(V + qI), (1.2)
where Ej = diag(0, . . . , 1, . . . , 0) is the diagonal N × N matrix with 1 on jth place; q ∈ C is an
arbitrary constant. The matrix V is defined as follows:
V := [Γ, U ] , (1.3)
where Γ is the matrix of rotation coefficients: (Γ)jk := Γjk if j 6= k and (Γ)jj := 0; U := diag(λ1, . . . , λN).
Thus each matrix Aj in (1.1) has only one non-trivial row (the jth row).
Dubrovin in [13, 14] studies the linear system with q = 1/2. In this paper we focus on the case
q = −1/2; the relationship between systems (1.1), (1.2) with the values of q different by an integer is
discussed in Remark 1 below.
In the context of the Fuchsian system (1.1), (1.2), (1.3) the solution of the Schlesinger system
is given by the rotation coefficients, which were found earlier in [13, 27]. Moreover, in [28] the
corresponding Jimbo-Miwa isomonodromic tau-function was explicitly computed. This tau-function
turned out to be an object of fundamental importance: it appears in various contexts from the large
N limit of Hermitian matrix models to the determinants of Laplacians on Riemann surfaces [30] and
geometry of Hurwitz spaces [31].
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However, a solution to the corresponding Fuchsian Riemann-Hilbert problem (which coincides with
the solution of the Fuchsian system (1.1)) was missing so far. It is this gap which we fill in this paper:
we solve this Fuchsian system, compute the monodromy matrices and describe the corresponding
monodromy group. Thus, the logic of this paper is different from the logic of the paper [32], where the
Riemann-Hilbert problem was solved first, and the solution of the corresponding Schlesinger system
was found as a corollary.
We also discuss the transformation of the solution Φ under the action of the braid group on the set
of singularities λj , by introducing the notion of the braid monodromy group. In particular, we discuss
the action of the braid group on the set of monodromy matrices of the system (1.1) following the ideas
of the work by Dubrovin and Mazzocco [15] where such an action was considered in the context of
algebraic solutions of the Painleve´ VI equation.
Let us now describe the settings and our results in more details.
The Hurwitz spaceHg,d(k1, . . . , km) is the space of equivalence classes of pairs X := (L, f), where L
is a compact Riemann surface of genus g, and f is a meromorphic function of degree d on L with simple
critical points and m poles of multiplicities k1, . . . , km (k1+ · · ·+km = d); two pairs X1 := (L1, f1) and
X2 := (L2, f2) are equivalent if there exists a biholomorphic map h : L1 → L2, such that f1 = f2 ◦ h.
Using the function f we can realize the Riemann surface L as a d-sheeted branched covering of the
Riemann sphere; the branch points of this covering are given by the critical values of the function f .
Therefore, the Hurwitz space can be viewed as a space of branched covering of the Riemann sphere
with the fixed number of sheets and the fixed branching structure.
The Frobenius structures can be defined on each space Hg,d(k1, . . . , km). The branch points, which
we denote by λ1, . . . , λN (the corresponding ramification points on L are the critical points of the
function f ; they are denoted by P1, . . . , PN , i.e., we have λi = f(Pi)), can be used as local coordinates
on the Hurwitz space; they also play the role of canonical coordinates on the corresponding Frobenius
manifold.
The main tool in our construction is the canonical meromorphic bidifferential W (P,Q) on the
Riemann surface L. To define this bidifferential we have to choose some weak marking of the Riemann
surface L, i.e., a canonical basis (aα,bα) (α = 1, . . . , g) of the homologies H1(L) with coefficients in
Z.
The bidifferential W is symmetric, has a quadratic pole on the diagonal P = Q with biresidue 1
and is normalized by the condition of vanishing of all periods along cycles aα with respect to both P
and Q. Therefore, in fact, W depends only on the choice of a Lagrangian subspace (spanned by the
a-cycles) in H1(L). Therefore it is natural to introduce the space H{a}g,d (k1, . . . , km) which is the space
of pairs (X , {a}), where X = (L, f) ∈ Hg,d(k1, . . . , km) and {a} is a Lagrangian subspace of H1(L).
The rotation coefficients (the matrix Γ in (1.3)) of the Frobenius structures on the Hurwitz spaces
are written in terms of the bidifferential W [27]:
Γjk =
1
2
W (Pj , Pk) :=
1
2
W (P,Q)
dxj(P ) dxk(Q)
∣∣∣
P=Pj , Q=Pk
. (1.4)
Here xj(P ) in a local parameter on L near the branch point Pj defined by the equations 2xjdxj = df
and xj(Pj) = 0. These two conditions imply that xj(P ) := ±
√
f(P )− λj ; these local parameters near
the ramification points Pj are called distinguished. Different choices of the signs of xj(P ) in (1.4) lead
to different sets of rotation coefficients. If one considers Γ2jk, the freedom of choosing different signs
disappears and one can write the following invariant expression:
Γ2jk = Res
∣∣
P=Pj
Res
∣∣
Q=Pk
{
W 2(P,Q)
df(P ) df(Q)
}
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For a given covering (L, f) and a Lagrangian subspace {a} we therefore get 2N different sets of rotation
coefficients. Each set gives rise to a family of N Frobenius manifolds of dimension N .
To construct a solution of the Fuchsian linear system (1.1) we introduce, for any λ ∈ C \
{λ1, . . . , λN}, the relative homology group H1(L \ f−1(∞) ; f−1(λ)) with coefficients in Z. This is
the homology group of the Riemann surface L punctured at the poles of the function f , relative to
the set of d points on L where the value of f equals λ. The dimension of this relative homology space
equals N = 2g + d + m − 2, where m is the number of poles of the function f , i.e., the number of
points in the set f−1(∞).
Our first main result is that for any contour s ∈ H1(L\ f−1(∞) ; f−1(λ)) the vector function with
the components
Φ
(s)
j (λ) := λ
∫
s
W (P, Pj)−
∫
s
f(P )W (P, Pj) , (1.5)
where j = 1, . . . , N , satisfies the linear system (1.1)-(1.3) with q = −1/2. In (1.5)
W (P, Pj) :=
W (P,Q)
dxj(Q)
∣∣∣
Q=Pj
, (1.6)
and the signs of the distinguished local parameters xj(Q) :=
√
f(Q)− λj in (1.6) have to be chosen
in the same way as in (1.4). The square, W 2(P, Pj), is defined by the formula
W 2(P, Pj) = 2 Res
∣∣
Q=Pj
{
W 2(P,Q)
df(Q)
}
.
Our second main result is that choosing s to run through a basis in H1(L \ f−1(∞) ; f−1(λ)), we
get the complete set of 2g + d+m− 2 independent solutions to (1.1); the proof of this independence
is a tedious exercise involving analysis of the behaviour of the bidifferential W (P,Q) at the boundary
of the Hurwitz space.
Let us choose a neighbourhood D of a point λ0 ∈ C which contains no branch points λk.
A basis of contours in H1(L\f−1(∞) ; f−1(λ)) for λ ∈ D can be chosen as follows. First we choose
a canonical basis of 2g cycles in H1(L) (this canonical basis does not necessarily coincide with the
set of cycles on L which enter the definition of the bidifferential W ). To this set we add the set of
small contours around m − 1 points which can be arbitrarily chosen from the set f−1(∞) consisting
of m points. Finally, the remaining d − 1 contours can be taken to connect pairwise the d points
from f−1(λ); for the linear independence of these contours one has to require connectedness of the
graph whose edges are given by these contours and the vertices are the d points from f−1(λ). We
assume that the chosen bases of cycles in the spaces H1(L \ f−1(∞) ; f−1(λ)) for any two values of
λ ∈ D can be smoothly deformed one into another on the Riemann surface L. In this way we get a
non-degenerate matrix-valued function Φ(λ) solving (1.1), which is analytic for λ ∈ D.
The function Φ = Φ({λi};λ) depends on (i) the choice of a Lagrangian subspace in H1(L) generated
by the a-cycles (which enters the definition of the canonical bidifferential W ); (ii) the choice of a basis
s1, . . . , sN in H1(L \ f−1(∞) ; f−1(λ0)), where λ0 ∈ C \ {λk} is some base point, and (iii) the choice
of the signs of the distinguished local parameters xj near the ramification points.
If one preserves the integration contours s1, . . . , sN , but changes the Lagrangian subspace {a} used
for normalization of W , the new function Φ turns out to be related to the old one by a Schlesinger
transformation (multiplication of Φ from the left by a rational function of λ of a special form), which
we find explicitly. Therefore, a change of normalization of W does not influence the monodromy
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matrices of the function Φ (i.e. the new and the old functions have the same set of monodromies
although they satisfy the linear system (1.1) with different coefficients).
If, on the other hand, we preserve the normalization of W but change the set of the integration
contours s1, . . . , sN , the new function Φ can be obtained from the old one by multiplication from the
right with some constant matrix: this corresponds to a linear transformation in the space of solutions
of the linear system (1.1).
Finally, if one changes the sign of some of distinguished local parameters xj : xj → jxj with
2j = 1, the new function Φ differs from the old one by multiplication from the left by the matrix
diag(1, . . . , N ).
Let us define the following covering Ĥg,d(k1, . . . , km) of the Hurwitz space. An element of the space
Ĥg,d(k1, . . . , km) is a quadruple (L, f, {a}, {j}) i.e. the covering X = (L, f) ∈ Hg,d(k1, . . . , km) with
the chosen Lagrangian subspace {a} in the homology space of L and the choice of signs of distinguished
local parameters at the critical points of the function f .
Any solution vector of the Fuchsian system (1.1) is a section of a vector bundle on the punctured
sphere C\{λ1, . . . , λN}. On the other hand, for fixed λ, the same solution vector is a section of a vector
bundle over the space Ĥg,d(k1, . . . , km). Each of these vector bundles corresponds to a monodromy
group. Let us discuss these two monodromy groups in more detail.
• A solution to the system (1.1) is non-singlevalued in the complex plane. Upon analytical
continuation with respect to λ ∈ C along the generators of the fundamental group pi1(C \
{λ1, . . . , λN ,∞}), the function Φ is multiplied from the right by monodromy matrices Mk,
k = 1, . . . , N,∞.
Since the only non-linear dependence on λ of our solution is due to the λ-dependence of the
contours of integration, the monodromy matrices describe the transformation of a chosen basis
in H1(L\f−1(∞) ; f−1(λ)) under the natural action of an element of pi1(C\{λ1, . . . , λN ,∞}, λ).
Therefore all entries of the monodromy matrices are integer numbers.
If a basis in H1(L \ f−1(∞) ; f−1(λ)) is chosen as described above, the monodromy matrices
possess the following structure:
Mk =
(
I Sk
0 Σk
)
, (1.7)
where Σk are square (d − 1) × (d − 1) matrices; they generate a subgroup of GL(d − 1,Z)
given by the image in GL(d − 1,Z) of the monodromy group of the covering L under the
natural group homomorphism. The unit matrices in the upper diagonal block are of the size
(2g +m− 1)× (2g +m− 1); the matrices Sk of the size (2g +m− 1)× (d− 1) depend on the
choice of a basis in the subspace H1(L \ f−1(∞)) of space H1(L \ f−1(∞) ; f−1(λ)). However,
the change of a basis in H1(L\ f−1(∞)) results in a simultaneous conjugation of all monodromy
matrices Mk by the same matrix; thus the monodromy group is in fact independent of the choice
of this basis.
The monodromy group formed by the matrices (1.7) can be described as a semidirect product
of the free group Z(2g+d−1)×(d−1) and the symmetric group Sd, the monodromy group of the
covering. Thus the monodromy group of our Fuchsian system coincides with the Weyl group of
the algebra of formal power series in 2g + d− 1 variables with coefficients in Ad−1.
A Schlesinger system corresponding to a block-diagonal structure of monodromy matrices as
in (1.7), was called reducible in [16]; this means that its solution can in principle be expressed
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in terms of solutions of two Schlesinger systems of lower dimension ( (d − 1) × (d − 1) and
(2g +m− 1)× (2g +m− 1) in our case).
• The second type of monodromy transformation is the transformation of the solution (1.5) under
analytical continuation with respect to the arguments λk along the generators of the fundamental
group of the covering Ĥg,d of the Hurwitz space Hg,d. This fundamental group is a subgroup
of the plane braid group on N strands acting on the set of local coordinates {λk}Nk=1 on the
Hurwitz space. Such an analytical continuation also results in the multiplication of the solution
Φ from the right by some monodromy matrices with integer entries. We called the arising group
of transformations the braid monodromy group of the solution to the Fuchsian system.
We note that the action of the braid group on solutions to the Schlesinger system was used to
classify the algebraic solutions of the Painleve´-VI equation in [15]. In the context of Knizhnik-
Zamolodchikov equations (which can be considered as a special case of equations of isomon-
odromic deformations [37, 24]), the braid monodromies were studies starting from Drinfeld’s
paper [12]; these monodromies play a fundamental role in the theory of quantum groups [26].
The action of the braid group on the coverings with Zd symmetry was recently studied in [33].
The central object associated to any Riemann-Hilbert problem and the corresponding equations of
isomonodromic deformations (the Schlesinger system) is the isomonodromic Jimbo-Miwa tau-function,
a function of {λk}. The divisor of zeros of the tau-function consists of those configurations of poles
{λk} where the Riemann-Hilbert problem loses its solvability (see [8]). In the context of the Frobenius
manifold structures on Hurwitz spaces, the tau-function determines the G-function of the Frobenius
manifold, which is the genus one free energy of the corresponding topological field theory. The isomon-
odromic tau-function associated to the solutions (1.2),(1.3), (1.4) of the Schlesinger system coincides
with the so-called Bergman tau-function on the Hurwitz space [29]. The Bergman tau-function plays
a key role in the computation of the determinant of the Laplacian in flat metrics on Riemann surfaces
[30] and of the genus one free energy in the Hermitian two-matrix models [19]. In [31] it was con-
structed a line bundle on compactified Hurwitz spaces (spaces of admissible covers proposed by Harris
and Mumford) whose holomorphic section is given by the Bergman tau-function; this line bundle is
closely related to the Hodge line bundle on the moduli space of Riemann surfaces.
The paper is organized as follows. Section 2 contains a few basic facts about the Fuchsian and
non-Fuchsian Riemann-Hilbert problems appearing in the theory of Frobenius manifolds. In Section
3 we construct a solution to the Fuchsian system and discuss its dependence on the choice of normal-
ization for the main building block of the solution, the bidifferential W . In Section 4 we describe the
monodromy group of the solution. In Section 5 we discuss the braid group action on our solution, i.e.,
the behaviour of the solution under the analytical continuation along nontrivial loops in the Hurwitz
space; we compute the generators of the braid monodromy group for the case of Hurwitz space of
two-fold genus one coverings. Technical details of the computation of monodromy matrices and of the
proof of the non-degeneracy of our solution are given in the Appendices A and B, respectively.
2 The Fuchsian Riemann-Hilbert problem in Frobenius manifolds
theory
For the reader’s convenience and to set up the notations we shall review here the connections between
solutions to systems of linear differential equations with meromorphic coefficients, matrix Riemann-
Hilbert (inverse monodromy) problems, and Frobenius manifolds.
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Consider a matrix linear differential equation (1.1); depending on the context we shall understand
Φ as either a vector solution to this equation, or a square N ×N matrix of linearly independent vector
solutions to this equation. Generically, a solution to equation (1.1) has non-trivial monodromy under
the analytical continuation around singularities {λi} and around the point λ =∞. Let us choose a set
of generators γ1, . . . , γN , γ∞ of the fundamental group of the punctured sphere CP1 \ {λ1, . . . , λN ,∞}
such that each generator γj encloses only the point λj , the generator γ∞ goes around the point at
infinity, and the following relation is fulfilled:
γ1 . . . γNγ∞ = id . (2.1)
Suppose that the matrix solution Φ, being analytically continued along γj , gains the right multiplier
Mj (which is called the monodromy matrix). Being analytically continued along γ∞, the solution Φ
gains the right multiplier M∞. As a corollary of relation (2.1) the monodromy matrices satisfy the
relation
M∞MN . . .M1 = I . (2.2)
At the poles λj of the coefficients of the system (1.1), the function Φ has regular singularities (i.e.,
Φ(λ) grows at these points not faster than some power of λ−λj). If the matrices Aj are diagonalizable
(this is the only case considered in this paper), the behaviour of Φ in a neighbourhood of λi looks as
follows:
Φ(λ) = G(λ)(λ− λj)TjCj , (2.3)
where Ti is a diagonal matrix, G(λ) = Gj +O(λ−λi) is a function holomorphic in a neighbourhood of
λj . If some matrix Aj is non-diagonalizable, the asymptotics of Φ near λj contains logarithmic terms.
The monodromy matrices can be expressed in terms of Cj and Tj as follows:
Mj = C
−1
j e
2piiTjCj . (2.4)
The Riemann-Hilbert (or inverse monodromy) problem is the problem of reconstructing the func-
tion Φ knowing its monodromy matrices {Mj} and the positions of singularities {λj}. Obviously,
a solution to the Riemann-Hilbert problem is not unique: multiplying such a solution from the left
with an arbitrary matrix-valued rational function of λ, we again get a solution to the same Riemann-
Hilbert problem. On the other hand, assuming that Φ has at {λj} regular singularities of the form
(2.3) with the given {Tj , Cj}, and has no other singularities (including zeros of detΦ), the solution of
the Riemann-Hilbert problem is unique.
Let us now impose the isomonodromy condition, i.e., the condition of independence of the mon-
odromy data {Tj , Cj} of the positions of singularities {λj}. The isomonodromy condition implies a
system of differential equations, called the Schlesinger equations, for the residues Aj as functions of
{λj}. The Schlesinger equations of a special type together with the corresponding Riemann-Hilbert
problem play a significant role in the theory of Frobenius manifolds.
We shall now briefly outline the way the equations of the type (1.1) appear in the Frobenius
manifold theory. We skip the complete description of the notion of a Frobenius manifold and associated
objects, referring the reader to [13, 14]. We recall only that to each Frobenius manifold one can
associate a Darboux-Egoroff (i.e., diagonal flat potential) metric. The poles λj , j = 1, . . . , N, of
the coefficients in equation (1.1) coincide with the canonical coordinates on the Frobenius manifold.
The following two differential operators are also associated to a Frobenius manifold structure: e =∑
N
j=1
∂
∂λj
, called the unit vector field, and E =
∑
N
j=1 λj
∂
∂λj
, called the Euler vector field.
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For the Darboux-Egoroff metrics appearing in the theory of Frobenius manifolds the rotation
coefficients Γij satisfy the following system of equations:
∂Γij
∂λk
= ΓikΓjk, (2.5)
where all i, j, k are distinct, and
e(Γij) = 0 , E(Γij) = −Γij . (2.6)
The non-linear system (2.5), (2.6) is the compatibility condition for the following system of linear
differential equations [13, 14]:
dΦ
dλ
= −
N∑
j=1
Ej(V + qI)
λ− λj Φ, (2.7)
dΦ
dλj
=
(
Ej(V + qI)
λ− λj + [Γ, Ej ]
)
Φ, (2.8)
where Φ is an N ×N matrix-valued function of λ and {λj}; q ∈ C is an arbitrary constant; matrices
V , Γ and Ej are defined after (1.1).
The system (2.8) provides the isomonodromy condition for the Fuchsian system (2.7).
In this way, a family (2.7), (2.8) of isomonodromic linear systems and the corresponding Riemann-
Hilbert problems are associated to any semisimple Frobenius manifold.
The Fuchsian linear system introduced in the original papers [13, 14] corresponds to the value
q = 1/2. In this paper, we shall study the case q = −1/2; below (see Remark 1) we discuss the
relationship between linear systems (2.7), (2.8) with the values of q which differ by an integer.
In the sequel we shall use the following convenient alternative formulation of the linear system
(2.7), (2.8).
Proposition 1 A vector Φ := (ϕ1, . . . , ϕN)
T satisfies the linear system (2.7), (2.8) if and only if the
following equations are fulfilled
λ
∂ϕj
∂λ
+ E(ϕj) = −qϕj (2.9)
∂ϕj
∂λ
+ e(ϕj) = 0 (2.10)
∂ϕj
∂λk
= Γjkϕk , j 6= k. (2.11)
Proof. Equation (2.7) for the vector (ϕ1, . . . , ϕN )
T reads in the components:
∂ϕj
∂λ
= − 1
λ− λj
qϕj + N∑
k=1,k 6=j
Γkj(λk − λj)ϕk
 . (2.12)
Similarly, equation (2.8) for the vector (ϕ1, . . . , ϕN)
T is equivalent to
∂ϕj
∂λk
= Γjkϕk, j 6= k, (2.13)
∂ϕj
∂λj
=
1
λ− λj
qϕj + N∑
k=1,k 6=j
Γkj(λk − λj)ϕk
− N∑
k=1,k 6=j
Γkjϕk.
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The latter equation rewrites due to (2.12) as
∂ϕj
∂λj
= −∂ϕj
∂λ
−
N∑
k=1,k 6=j
Γkjϕk,
which, by virtue of (2.13), coincides with (2.10).
We thus need to show the equivalence of equations (2.9) and (2.12) provided (2.10) and (2.11)
hold. Using (2.11), we rewrite (2.12) as follows:
∂ϕj
∂λ
= − 1
λ− λj
qϕj + N∑
k=1,k 6=j
(λk − λj)∂λkϕj
 .
Adding and subtracting λj∂λjϕj in the right hand side and using the unit and Euler vector fields, we
obtain
(λ− λj)∂ϕj
∂λ
= −qϕj −E(ϕj) + λje(ϕj). (2.14)
Plugging equation (2.10) into the above relation (2.14), we obtain (2.9). 2
Remark 1 Using Proposition 1 we can easily see that the solutions to the linear systems (2.7), (2.8)
corresponding to values q and q+1 are related by differentiation in λ. Namely, let us indicate explicitly
the dependence of a solution to the system (2.7), (2.8) on q, i.e., we denote Φ by Φq. Then
Φq+1 =
∂Φq
∂λ
≡ Aq(λ)Φq(λ), (2.15)
where Aq(λ) = −∑Ni=1 Ei(V+qI)λ−λi is the matrix of coefficients in (2.7).
In this paper we find a complete system of linearly independent solutions to the system (2.7), (2.8)
for the case q = −1/2. Several columns of our solution Φ turn out to be independent of λ, therefore
formula (2.15) cannot be used to generate fundamental solutions to the system with q = −1/2 + n
for integer n ≥ 1. However, from our solution for q = −1/2 we can obtain the complete system of
solutions for any negative half-integer value of q.
3 Solution to the Fuchsian system associated to the Hurwitz Frobe-
nius manifolds
3.1 Preliminaries
Let L be a Riemann surface of genus g and f be a meromorphic function on L of degree d. Let us fix
the degrees of the poles of f to be k1, . . . , km (k1 + · · · + km = d), and assume that all finite critical
points of the function f (i.e., zeros of df) are simple; we denote them by P1, . . . , PN , where, according
to the Riemann-Hurwitz formula, N = 2g + d + m − 2. We denote by Hg,d(k1, . . . , km) the Hurwitz
space, i.e., the space of equivalence classes of pairs (or branched coverings) X := (L, f) (two coverings
X1 := (L1, f1) and X2 := (L2, f2) are called equivalent if there exists a biholomorphic isomorphism
h : L1 → L2 such that f1 = f2 ◦ h). The critical values of the function f, i.e., the values λk := f(Pk)
with k = 1, . . . , N, can be chosen to be the local coordinates on this Hurwitz space.
The branched covering X = (L, f) is a d-sheeted covering of CP1 ramified at the points P1, . . . , PN
as well as at those poles of f whose degrees are higher than 1. The critical values {λk} are the finite
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branch points of the covering X . In a neighbourhood of the ramification point Pj we introduce a local
parameter xj(P ) (called distinguished [41]) satisfying equations
df = 2xjdxj , xj(Pj) = 0 .
This differential equation has two solutions: xj(P ) = ±
√
f(P )− λj . Therefore, for each j we have
two possible choices (which differ by a sign) of the distinguished local parameter. Altogether we get
2N sets of distinguished local parameters.
Let us introduce the canonical meromorphic bidifferential W (P,Q), where P,Q ∈ L. This bidif-
ferential is symmetric; it has a quadratic pole on the diagonal P = Q with the singular part given by
dx(P )dx(Q)(x(P )− x(Q))−2 in any local parameter x, and is normalized by the requirement that all
of its a-periods with respect to some symplectic basis (aα,bα) in H1(L) vanish. Let us also introduce
the canonical basis of holomorphic differentials w1, . . . , wg on L normalized by
∮
aα
wβ = δαβ, where
δαβ is the Kronecker symbol and α, β = 1, . . . , g. Integrals of these differentials over the cycles bα give
the Riemann matrix B of the surface: Bαβ =
∮
bα
wβ.
We are going to use the Rauch variational formulas, which describe the dependence of wα, W and
B on the branch points {λk} (see [36, 29]):
d
dλj
{Bαβ} = 2pii Res
∣∣
Q=Pj
{
wα(Q)wβ(Q)
df(Q)
}
; (3.1)
d
dλj
∣∣∣
f(P )
{wα(P )} = Res
∣∣
Q=Pj
{
wα(Q)W (Q,P )
df(Q)
}
; (3.2)
d
dλj
∣∣∣
f(P ), f(Q)
{W (P,Q)} = Res∣∣
R=Pj
{
W (P,R)W (Q,R)
df(R)
}
. (3.3)
Here the derivative with respect to λk is taken keeping the projections f(P ) and f(Q) of the points
P and Q to CP1 constant.
Note that the variational formulas for normalized holomorphic differentials (3.2) can be alterna-
tively stated as horizontality of the column vector (w1(P ), . . . , wg(P ))
T with respect to the Gauss-
Manin connection
d−
N∑
j=1
Θjdλj , (3.4)
where the connection coefficients Θj are the g × g diagonal matrices with
(Θj)αα := Res|Q=Pj
{
wα(Q)W (P,Q)
df(Q)wα(P )
}
The formulas (3.1) - (3.3) can be alternatively rewritten in the following less invariant form which
we are going to use below:
d
dλj
{Bαβ} = piiwα(Pj)wβ(Pj) ; (3.5)
d
dλj
∣∣∣
f(P )
{wα(P )} = 1
2
wα(Pj)W (P, Pj); (3.6)
d
dλj
∣∣∣
f(P ), f(Q)
{W (P,Q)} = 1
2
W (P, Pj)W (Q,Pj) , (3.7)
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where
wα(Pj) :=
wα(P )
dxj(P )
∣∣∣
P=Pj
, W (P, Pj) :=
W (P,Q)
dxj(Q)
∣∣∣
Q=Pj
. (3.8)
and xj(Q) is one of the possible sets of distinguished local parameters.
For the squares, wα(Pj)
2 and W 2(P, Pj), we have the following invariant expressions:
w2α(Pj) = 2Res
∣∣
P=Pj
{
w2α(P )
df(P )
}
, W 2(P, Pj) = 2Res
∣∣
Q=Pj
{
W 2(P,Q)
df(Q)
}
. (3.9)
In the next section we are going to solve the linear system (2.7), (2.8), where the rotation coefficients
are given by (1.4) [13, 29]: i.e.,
Γjk =
1
2
W (Pj , Pk) :=
1
2
W (P,Q)
dxj(P )dxk(Q)
∣∣∣
P=Pj ,Q=Pk
. (3.10)
where {xj} is some set of distinguished local parameters. By changing signs of some of the xj we get
2N different sets of rotation coefficients. These coefficients satisfy the system (2.5), (2.6) as a simple
corollary of the Rauch formulas (3.7).
The squares Γ2jk of rotation coefficients, are defined by the following residue formulas:
Γ2jk = Res
∣∣
P=Pj
Res
∣∣
Q=Pk
{
W 2(P,Q)
df(P ) df(Q)
}
.
3.2 Construction of a solution to the Fuchsian system for q = −1/2
Let us fix some λ ∈ CP1 which does not coincide with any of λj , i.e., such that its pre-image f−1(λ)
consists of d different points λ(k), k = 1, . . . , d. Let us also enumerate in some way the points of
f−1(∞), which we denote by ∞(s), s = 1, . . . ,m (if some of ∞(s) are ramification points then m < d).
Let us introduce the homology group H1(L \ f−1(∞) ; f−1(λ)), with coefficients in Z, of the
Riemann surface L punctured at m points ∞(s), s = 1, . . . ,m, relative to the set f−1(λ) of d points
λ(k), k = 1, . . . , d. The dimension of H1(L\ f−1(∞) ; f−1(λ)) is 2g+ d+m− 2; this dimension equals
N , the number of the branch points {λj}. The set of basis contours sk, k = 1, . . . , 2g + d+m− 2 in
H1(L \ f−1(∞) ; f−1(λ)) can be chosen as follows:
s2α−1 := aα s2α := bα , α = 1, . . . , g, (3.11)
where (aα, βα) is a canonical basis of cycles in the homology space H1(L,Z);
s2g+s := ls , s = 1, . . . ,m− 1, (3.12)
where ls is the closed contour encircling ∞(s) in the positive direction (in H1(L,Z) the contour ls is
trivial);
s2g+m−1+n := γn,n+1(λ) , n = 1, . . . , d− 1, (3.13)
where γn,n+1(λ) is some contour connecting the points λ
(n) and λ(n+1) from the pre-image f−1(λ).
It is sometimes convenient to choose the symplectic basis (aα, bα) in H1(L) (3.11) which forms a
part of the basis in the space of relative homologies H1(L \ f−1(∞) ; f−1(λ))) independently of the
basis (aα,bα) used for normalization of the bidifferential W and the holomorphic 1-forms wα (see
Section 3.1). That’s why we denote these two bases of H1(L) by different letters.
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Let us consider the meromorphic differential W (P, Pj) on L (see (3.8)). This is the Abelian differ-
ential of the second kind, having a second order pole at Pj with the singular part (xj(P ))
−2dxj(P ) and
all vanishing periods over the cycles aα, where {xj} is the same set of distinguished local parameters
as in (3.10). A change of sign of xj implies the change of the sign of W (P, Pj).
The meromorphic differential f(P )W (P, Pj) has a second order pole at Pj and poles of order ks
at all poles ∞(s), s = 1, . . . ,m of the function f . Generically, the differential f(P )W (P, Pj) does not
satisfy any normalization conditions.
Now we are going to construct a solution to the Fuchsian system (2.7) and isomonodromy equations
(2.8) in terms of integrals of the differentials W (P, Pj) and f(P )W (P, Pj) over the basis (3.11)-(3.13)
in the relative homology space H1(L \ f−1(∞) ; f−1(λ)).
Consider some point λ0 ∈ C which does not coincide with any of λj . Consider an open simply-
connected neighbourhood D ⊂ C of λ0 such that f−1(D) consists of d connected components.
For all λ ∈ D we choose the basis elements (3.11)-(3.13) of the space H1(L \ f−1(∞) ; f−1(λ)) to
be obtained by a small smooth deformation from the respective elements of H1(L\ f−1(∞) ; f−1(λ0))
(this concerns in fact only the contours γn,n+1(λ) (3.13): we require that for all λ ∈ D these contours
differ from γn,n+1(λ0) only by paths connecting the endpoints [λ
(n)
0 , λ
(n)] and [λ
(n+1)
0 , λ
(n+1)] within
f−1(D)).
For any contour s ∈ H1(L \ f−1(∞); f−1(λ)) we introduce the column vector-function Φ(s) with
values in CN whose jth component (j = 1, . . . , N) is given by:
Φ
(s)
j (λ) := λ
∫
s
W (P, Pj)−
∫
s
f(P )W (P, Pj), (3.14)
where λ ∈ D.
Let us choose for a moment the canonical basis of cycles (aα,bα), with respect to which the
meromorphic bidifferential W is normalized (see Section 3.1), to coincide with the canonical basis of
cycles (aα, bα) from the basis (3.11) in H1(L\f−1(∞) , f−1(λ)). Then the vectors Φ(aα), α = 1, . . . , g,
do not depend on λ, since a-periods of the differentials W (P, Pj) vanish:
Φ
(aα)
j (λ) = −
∮
aα
f(P )W (P, Pj) .
The vectors Φ(bα), α = 1, . . . , g, are linear in λ; since b-periods of W are given by the holomorphic
normalized differentials {wα}:
Φ
(bα)
j (λ) = 2piiλwα(Pj)−
∮
bα
f(P )W (P, Pj) .
The columns corresponding to the contours ls do not depend on λ either, since the differentials
W (P, Pj) are non-singular at ∞(s):
Φ
(ls)
j (λ) = −2pii res|P=∞(s) [f(P )W (P, Pj)] , s = 1, . . . ,m− 1. (3.15)
In particular, if all ∞(s) are not ramification points, i.e., m = d, the residues in (3.15) can be easily
computed to give
Φ
(ls)
j (λ) = −2piiW (∞(s), Pj) := −2pii
W (Q,Pj)
dzs(Q)
∣∣∣
Q=∞(s)
, s = 1, . . . , d− 1, (3.16)
where zs = 1/λ is the local parameter at ∞(s). The columns Φ(γn,n+1(λ)) depend on λ non-trivially
through the dependence of the integration contours γn,n+1(λ) on λ.
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Theorem 1 For any contour s ∈ H1(L\f−1(∞) ; f−1(λ)), the vector function Φ(s) defined by (3.14),
satisfies the linear system (2.7), (2.8) with q = −1/2 and λ ∈ D.
Proof. We shall check that the vector Φ(s)(λ) = (Φ
(s)
1 (λ), . . . ,Φ
(s)
N (λ))
T satisfies the system (2.9),
(2.10), (2.11) with q = −1/2, which is equivalent to the original system (2.7), (2.8) with the same
value of the parameter q.
The validity of equations (2.11) is an immediate consequence of (3.10) and the Rauch variational
formulas for the bidifferential W (P,Q).
To verify (2.10) we lift the functions Φ
(s)
j (λ), λ ∈ D ⊂ CP1, (3.14) to the function Φ(s)j (f(P ))
defined locally on any connected component of f−1(D) on the Riemann surface L.
The equation (2.10) is an infinitesimal form of the invariance of the function Φ(s)(f(P )) under a
simultaneous translation of all λj and λ = f(P ) by a constant. Namely, consider a biholomorphic
mapping of the Riemann surfaces L → Lδ which acts in every sheet of L by sending the point P with
the projection λ = f(P ) to the point P δ projecting to λδ := f(P δ) = f(P ) + δ on the base of the
covering. The branch points {λi} are then mapped to {λi + δ}. Due to the invariance of the local
parameters xi(P ) =
√
f(P )− λi under the mapping and the invariance of the bidifferential W under
all biholomorphic mappings of the surfaces, the equality W (P, Pi) = W
δ(P δ, P δi ) holds, where W
δ is
the bidifferential W defined on Lδ. Therefore, for the function Φ(s)j (f(P )) we have:
(Φ
(s)
j )
δ(f(P δ)) := f(P δ)
∫
sδ
W δ(Q,P δj )−
∫
sδ
f(Q)W δ(Q,P δj )
= (f(P ) + δ)
∫
s
W (Q,Pj)−
∫
s
(f(Q) + δ)W (Q,Pj),
where the second equality is obtained by changing the variable of integration Q 7→ Qδ and using the
invariance W (P, Pj) = W
δ(P δ, P δj ). Differentiating the above relation with respect to δ at δ = 0 we
get ∂λΦ
(s)
j (λ) + e(Φ
(s)
j (λ)) = 0, i.e., the first equation in (2.10).
Finally, the equation (2.9) with q = −1/2 can be verified by considering the transformation of the
function Φ(s)(f(P )) under the biholomorphic mapping of the Riemann surfaces L → L which maps
the point P with the projection f(P ) to the point P  belonging to the same sheet and projecting
to f(P ) = (1 + )f(P ) on the base. The local parameters xj(P ) get multiplied by
√
1 +  and the
bidifferential W stays invariant, i.e., W (P,Q) = W (P , Q). Thus for the differential W (Q,Pj) we
have W (Q, P j ) = W (Q,Pj)/
√
1 + , see (3.8). Therefore, for the function Φ
(s)
j (f(P )) (3.14) we have:
(Φ
(s)
j )
(f(P )) := f(P )
∫
s
W (Q,P j )−
∫
s
f(Q)W (Q,P j )
=
√
1 + 
[
f(P )
∫
s
W (Q,Pj)−
∫
s
f(Q)W (Q,Pj)
]
,
where the second equality is obtained by changing the variable of integration Q 7→ Q and using the
relation W (Q, P j ) = W (Q,Pj)/
√
1 + . This implies for the function Φ
(s)
j (λ(P )) :
(Φ
(s)
j )
(f(P )) =
√
1 + Φ
(s)
j (f(P )).
Differentiating this relation with respect to  at  = 0 we get
λ∂λΦ
(s)
j (λ) + E(Φ
(s)
j (λ)) = ∂
∣∣∣
=0
(Φ
(s)
j )
(λ) =
1
2
Φ
(s)
j (λ).
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2Now from N vectors Φ(sk), k = 1, . . . , N, corresponding to the basis (3.11), (3.13), (3.12) of
H1(L \ f−1(∞) ; f−1(λ)), we construct the N ×N matrix
Φ(λ) := (Φ(s1),Φ(s2), . . . ,Φ(sN )) for λ ∈ D. (3.17)
Theorem 2 The matrix Φ(λ) (3.17) gives a complete set of linearly independent solutions to the Fuch-
sian linear system (2.7) for λ ∈ D with q = −1/2. The matrix Φ(λ) also satisfies the isomonodromy
deformation equations (2.8).
Proof. The matrix Φ satisfies equations (2.7) and (2.8) since each of its columns satisfies these
equations. The proof of linear independence of its columns is rather tedious. We postpone it to
Appendix B which is entirely devoted to this proof. 2
3.2.1 Solutions for other half-integer q.
The solution (3.14) can be formally rewritten in the following form:
Φs(λ) =
∫
s
df(P )
∫ P
W (R,Pi), (3.18)
where s is again one of the integration contours (2.7) - (3.13) and we assume that the closed contours
start and end at one of the points from the set f−1(λ) (not necessarily the same for all contours). This
can be achieved by deformation of contours. This solution satisfies our linear system with q = −1/2.
Similarly to the proof of (3.18) (Theorem 1) one can prove that a solution for the system (2.7), (2.8)
with q = −3/2 can be written in the form
Φ˜s(λ) =
∫
s
df(P )
∫ P
df(Q)
∫ Q
W (R,Pi) . (3.19)
Adding one more integration, we get a solution to the system (2.7), (2.8) with q = −5/2 :
˜˜Φs(λ) =
∫
s
df(P ′)
∫ P ′
df(P )
∫ P
df(Q)
∫ Q
W (R,Pi), (3.20)
and so on.
Let us perform integration by parts in (3.19) and (3.20). Then the solutions take, respectively, the
form:
Φ˜s(λ) =
1
2
λ2
∫
s
W (P, Pi)− λ
∫
s
f(P )W (P, Pi) +
1
2
∫
s
f2(P )W (P, Pi). (3.21)
˜˜Φs(λ) =
1
6
λ3
∫
s
W (P, Pi)− 1
2
λ2
∫
s
f(P )W (P, Pi)+
1
2
λ
∫
s
f2(P )W (P, Pi)− 1
6
∫
s
f3(P )W (P, Pi). (3.22)
A straightforward differentiation of (3.22) with respect to λ gives (3.21); and differentiation of (3.21)
gives (3.14), in agreement with (2.15).
Similarly, we get solutions to systems (2.7), (2.8) for any negative half-integer value of q. However,
for q = 1/2, 3/2 . . . we do not get a complete system of solutions of (2.7), (2.8) since some of columns
of (3.14) do not depend on λ and turn into zero vectors after differentiation.
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3.2.2 Fuchsian and non-Fuchsian linear systems.
The same system of equations (2.5), (2.6) describes isomonodromic deformations of the non-Fuchsian
equation
dΨ
dz
= (U +
1
z
V )Ψ . (3.23)
A solution Ψ to the system (3.23) has an irregular singularity of Poincare´ rank 1 at z = ∞, and a
regular singularity at the origin.
Solutions to the Fuchsian system (2.7) and the non-Fuchsian system (3.23) are related by a formal
Laplace transform (see also [13], p. 87, (3.149)). Namely, suppose l is a contour in the λ -plane
satisfying the following conditions: the solution Φq of the system (2.7), (2.8) is analytic on of l;
the contour l is either closed or its both ends approach the point at infinity in the sector where
Re{λz} < 0, λ ∈ l. Then the function
Ψ(z) = z(1−q)
∫
l
ezλΦq(λ)dλ (3.24)
solves the corresponding non-Fuchsian system (3.23). Vice verse, if one knows Ψ, the function Φq can
be obtained by inversion of the Laplace transform.
In [40] solutions of the non-Fuchsian system (3.23) were constructed in the form
Ψij(z) =
1√
z
∫
Cj
ezf(P )W (P, Pi), (3.25)
where {Cj} is a family of N contours connecting poles of the function f . A comparison of (3.25) and
(3.24) (choosing l = C1) shows that the column vector with componentsW (P, Pj) satisfies the Fuchsian
system (2.7) with q = 3/2 (this fact can be easily proved directly, without using the Laplace transform).
However, to find the remaining N − 1 linearly independent vectors satisfying the system (2.7) with
q = 3/2 one needs to take a superposition of the Laplace transforms over contours C2, . . . , CN with
the inversion of the Laplace transform over the contour C1. We do not know whether these remaining
columns admit a more explicit representation in the case q = 3/2. On the other hand, formula (3.25)
for solution of the non-Fuchsian system (3.23) can be obtained by substitution of our solution (3.14)
(with q = −1/2 and s being one of the contours (3.13)) into (3.24). Choosing the integration contour
l to coincide with the contour Cj , we can perform integration by parts in (3.24) leading to (3.25).
3.3 Dependence of the solution on the choice of homology basis
In this section we discuss the dependence of the solution Φ (3.14), (3.17) on the choice of a Lagrangian
subspace {a} generated by the a-cycles a1, . . . ,ag in H1(L) with respect to which W (P,Q) is normal-
ized on the choice of the integration contours s1, . . . , sN and on the choice of the signs of distinguished
local parameters xj .
Let us denote by a and b the column vectors of basis cycles: a := (a1, . . . ,ag)
T and b :=
(b1, . . . ,bg)
T . Consider a new symplectic basis, (aˆ, bˆ), in H1(L) which is related to the old one by a
symplectic transformation: (
bˆ
aˆ
)
=
(
A B
C D
)(
b
a
)
. (3.26)
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Then the canonical bidifferentials Ŵ and W corresponding to the bases (aˆ, bˆ) and (a,b), respec-
tively, are related by (see [22], p.10):
Ŵ (P,Q) = W (P,Q)− 2pii wT (P )(CB+D)−1Cw(Q), (3.27)
where w is the vector of holomorphic differentials, w := (w1, . . . , wg)
T , normalized by
∮
aα
wβ = δαβ,
and B is the matrix of b-periods: Bαβ :=
∮
bα
wβ.
Let us denote by s the row vector whose components are given by the contours s1, . . . , sN . For
another basis sˆ = (sˆ1, . . . , sˆN ) in H1(L\f−1(∞) , f−1(λ)) we have sˆ = sR, where R is a non-degenerate
N ×N matrix with integer entries.
Then we can form a matrix-function Φ̂(λ) defined by the formulas (3.14), (3.17) with the bidif-
ferential W replaced by the transformed bidifferential Ŵ , with integration contours {sˆk} ∈ H1(L \
f−1(∞) , f−1(λ)), and a new set of distinguished local parameters xˆj = jxj with 2j = 1. The
function Φ̂(λ) solves the system (2.7), (2.8) with the matrix V built from the rotation coefficients
given by the deformed bidifferential:
Γij =
Ŵ (P,Q)
dxˆi(P ) dxˆj(Q)
∣∣∣
P=PiQ=Pj
.
Theorem 3 The matrix-functions Φ̂ and Φ are related as follows:
Φ̂(λ) = Y (1−T(λ)) Φ(λ)R , (3.28)
where 1 denotes the N ×N identity matrix; T is a symmetric matrix with the entries:
(T)ij = pii (λj − λ)
g∑
α,β=1
[
(CB+D)−1C
]
αβ
wα(Pi)wβ(Pj) , (3.29)
where wα(Pj) := (wα(P )/dxj(P ))|P=Pj ; the constant matrices C and D are blocks of the symplectic
transformation (3.26) between the two canonical homology bases; R is the transformation matrix be-
tween the sets of new and old integration contours: sˆ = sR; the diagonal matrix Y is formed by the
factors j, i.e., Y := diag(1, . . . , N ).
Proof. It is sufficient to check the statement of the theorem in three cases:
1. The symplectic matrix in (3.26) is the unit matrix, all j = 1 (i.e. Y = 1), while the transfor-
mation matrix R between the bases s and sˆ in H1(L \ f−1(∞) , f−1(λ)) is non-trivial. Then
W = Ŵ and the only difference between Φ and Φ̂ is the choice of the integration contours;
therefore, Φ̂ = ΦR.
2. Matrix R is the unit matrix (i.e. the contours of integration sj remain unchanged), all j = 1
while the symplectic transformation matrix in (3.26) is non-trivial.
In this case the formula (3.28) with Y = R = 1 can be proved by a direct computation as follows.
Relation (3.28) is equivalent to
λ
∫
sk
Ŵ (P, Pi)−
∫
sk
f(P )Ŵ (P, Pi) =
N∑
j=1
(1−T)ij
(
λ
∫
sk
W (P, Pj)−
∫
sk
f(P )W (P, Pj)
)
,
(3.30)
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for any i = 1, . . . , N and k = 1, . . . , N. Using the definition (3.29) of the matrix T and the Rauch
variational formula (3.6) for the holomorphic differentials wα, we obtain:
N∑
j=1
(1−T)ij
∫
sk
f(P )W (P, Pj) =
∫
sk
f(P )W (P, Pi)
− 2pii
g∑
α,β=1
[
(CB+D)−1C
]
αβ
wα(Pi)
[
E
(∫
sk
f(P )wβ(P )
)
− λe
(∫
sk
f(P )wβ(P )
)]
, (3.31)
where E =
∑
N
j=1 λj∂λj is the Euler vector field and e =
∑
N
j=1 ∂λj is the unit vector field on the
Frobenius manifold. We compute the action of these fields on our integrals using the invariance
of the holomorphic differentials wk with respect to the biholomorphic mappings of Riemann
surfaces L → L and L → Lδ from the proof of Theorem 1:
E
(∫
sk
f(P )wβ(P )
)
=
d
d
∣∣∣
=0
∫
sk
f(P )wβ(P ) =
d
d
∣∣∣
=0
∫
sk
f(P )wβ(P
)
=
d
d
∣∣∣
=0
∫
sk
f(P )(1 + )wβ(P ) =
∫
sk
f(P )wβ(P ). (3.32)
e
(∫
sk
f(P )wβ(P )
)
=
d
dδ
∣∣∣
δ=0
∫
sδk
f(P )wδβ(P ) =
d
dδ
∣∣∣
δ=0
∫
sk
(f(P ) + δ)wβ(P ) =
∫
sk
wβ(P ).
(3.33)
To obtain the second equalities in the above lines we used the invariance wβ(P
) = wβ(P ) and
wδβ(P
δ) = wβ(P ) of the normalized holomorphic differentials under the biholomorphic mappings.
Similarly, for the first summand in the right hand side of (3.30) we get:
N∑
j=1
(1−T)ij λ
∫
sk
W (P, Pj) = λ
∫
sk
W (P, Pi)
−2piiλ
g∑
α,β=1
[
(CB+D)−1C
]
αβ
wα(Pi)
[
E
(∫
sk
wβ(P )
)
− λe
(∫
sk
wβ(P )
)]
= λ
∫
sk
W (P, Pi).
(3.34)
Here the action of the fields E and e are computed similarly to the above: E
(∫
sk
wβ(P )
)
= 0
and e
(∫
sk
wβ(P )
)
= 0.
Thus, plugging relations (3.31), (3.32), (3.33) and (3.34) into (3.30) and using the expression
(3.27) for the transformed bidifferential W , we get (3.30).
3. The integration contours sk, as well as W (P,Q), remain unchanged, but some of distinguished
local parameters change sign, i.e. Y 6= 1. Then the differentials W (P, Pj) change to jW (P, Pj),
which implies the transformation Φ→ Y Φ of the matrix Φ.
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2Note that we can rewrite the transformation (3.28) in the form Φ̂(λ) = Y (1 + T1 − λT2) Φ(λ)R ,
where the matrices T1 and T2 do not depend on λ.
Therefore, in the case R = 1 (3.28) is nothing but a special type of the Schlesiger transforma-
tion (multiplication from the left by a rational function); this transformation does not change the
monodromy matrices of Φ. In the case of a non-trivial matrix R the monodromy matrices of Φ̂ are
obtained from monodromy matrices of Φ via the conjugation by R−1.
Let us formulate the following technical lemma:
Lemma 1 The matrix 1−T from Theorem 3 is non-degenerate. Its inverse is given by 1 + T.
Proof. The statement of the lemma follows from the relation T2 = 0, which holds due to the following
identity:
N∑
j=1
(λj − λ)wα(Pj)wβ(Pj) = 0 for any α, β = 1, . . . , g. (3.35)
To prove (3.35) we notice that by virtue of the Rauch variational formulas (3.5) for the Riemann
matrix, the left hand side of (3.35) is a multiple of the quantity E(Bαβ) − λe(Bαβ). The constancy
of the Riemann matrix B along the Euler and the unit vector fields, E(Bαβ) = 0 and e(Bαβ) = 0, is
proved as in (3.34) choosing the contour of integration to be sk = bβ. 2
This lemma implies the following corollary of Theorem 3, which will be used in the proof of the
completeness of the constructed set of solutions to the Fuchsian system (2.7), (2.8):
Corollary 1 Let matrix Φ be a fundamental matrix of solutions to the system (2.7), (2.8) for some
choice of symplectic basis (aα,bα) in H1(L) and a basis {sj} in H1(L \ f−1(∞) , f−1(λ)). Then the
matrix Φ̂ corresponding to any other choice of the bases in these homology spaces is also a fundamental
matrix of solutions. In other words, the non-degeneracy of Φ for some λ, implies the non-degeneracy
of Φ̂.
3.3.1 Deformation of bidifferential W .
Note that while the transformation (3.26) of the homology basis is defined by a symplectic matrix with
integer entries, we can construct a bidifferential ŴC as in (3.27) with C and D being the corresponding
blocks of a symplectic matrix with complex entries. Such a bidifferential ŴC gives also a “deformation”
of the original bidifferential W.
Namely, let (
A B
C D
)
∈ Sp(2g,C) (3.36)
and assume the matrix CB + D to be non-degenerate. Then the bidifferential ŴC(P,Q), P,Q ∈ L,
given by
ŴC(P,Q) = W (P,Q)− 2pii wT (P )(CB+D)−1Cw(Q), (3.37)
can be characterized as a unique symmetric bidifferential with a second order pole at the diagonal
P = Q with biresidue 1, normalized by the conditions:
g∑
α=1
Cβα
∮
bα
ŴC(P,Q) +
g∑
α=1
Dβα
∮
aα
ŴC(P,Q) = 0 ,
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where the integration is perfomed with respect to either of the arguments. (Note that due to the non-
degeneracy of the matrix CB+D, the vanishing of the above combinations of periods of a holomorphic
differential v, namely,
∑g
α=1Cβα
∮
bα
v +
∑g
α=1Dβα
∮
aα
v = 0 for all β = 1, . . . , g implies v = 0.)
We note here that the matrices A and B from (3.36) do not enter the deformation (3.37). In
other words, the bidifferential ŴC(P,Q) is defined for any pair of matrices C and D which can be
completed to a symplectic matrix of the form (3.36), namely the matrices C and D should be related
by CDT = DCT . This condition is necessary for the bidifferential ŴC(P,Q) to be symmetric with
respect to the arguments P and Q.
The variational formulas for ŴC have the same form as the Rauch variational formulas (3.7) for
the W. The deformed bidifferential ŴC is also invariant with respect to biholomorphic transformations
of the Riemann surface.
Thus the matrix Φ̂C(λ) given by (3.17), (3.14), (3.11)-(3.13) with the W replaced by its defor-
mation ŴC solves the system (2.7), (2.8) with q = −1/2 and the matrix V built from the entries
Vij = Ŵ
C(Pi, Pj)(λi − λj)/2. The deformed system is related to the original one by the Schlesinger
transformation of the form (3.28), (3.29) with Y = R = 1 and the matrices C and D having complex-
valued entries.
If the matrix C is invertible, the definition (3.37) yields the bidifferential Wq(P,Q) = W (P,Q)−
2pii wT (P )(B+q)−1Cw(Q), where q = C−1D. This is the deformation of the bidifferential W conside-
red in [39], where the corresponding deformations of Frobenius structures were built - the Frobenius
structures with rotation coefficients Γij = Wq(Pi, Pj)/2. Apparently, one can generalize the defor-
mations from [39] to Frobenius structures with rotation coefficients Γij = Ŵ
C(Pi, Pj)/2. (Here the
“values” of ŴC and Wq at the points {Pi} are defined similarly to (3.10).)
4 Monodromy group of the Fuchsian system
In this section we study the transformations of the solution Φ (3.17) under analytical continuation with
respect to λ along the paths from pi1(C\{λ1, . . . , λN}, λ0). Since Φ(λ) depends non-linearly on λ only
through the dependence on λ of the integration contours γn,n+1(λ), the monodromy transformation
in question is given by the corresponding transformation of the integration contours in the space
H1(L \ f−1(∞), f−1(λ)).
4.1 Preliminaries
For any set of d points Q1, . . . , Qd on a Riemann surface L one can introduce the surface braid group
Bd(L , {Qj}dj=1) (see [5]; if L is the complex plane, the surface braid group coincides with the Artin
braid group).
For a description of the monodromy group of the Fuchsian system (2.7) we introduce the surface
braid group Bd(L \ f−1(∞) , f−1(λ0)). The corresponding strands end at d points from f−1(λ0), i.e.,
at λ
(1)
0 , . . . , λ
(d)
0 .
The lift f−1(γ) of a path γ ∈ pi1(CP1 \ {λ1, . . . , λN ,∞}, λ0) from CP1 to L \ f−1(∞) consists
of d non-intersecting (other than at the end points) paths on L which start and end in the set
{λ(1)0 , . . . , λ(d)0 }. Therefore, f−1(γ) naturally defines an element of the group Bd(L\f−1(∞) , f−1(λ0))
(see review [35]). We denote this map which takes a loop γ to the corresponding surface braid by
f−1. Obviously, for any two elements γ and γ˜ of pi1(CP1 \ {λ1, . . . , λN ,∞}, λ0) the element of the
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surface braid group corresponding to f−1(γ ◦ γ˜) coincides with that corresponding to the product
f−1(γ) ◦ f−1(γ˜). Therefore, we get the following
Proposition 2 The map f−1 from pi1(CP1 \{λ1, . . . , λN ,∞}, λ0) to Bd(L\f−1(∞) , f−1(λ0)) defined
above is a group homomorphism.
There exists also a standard homomorphism from the surface braid group Bd(L\f−1(∞) , f−1(λ0))
to the symmetric group Sd acting on the set of d points λ
(1)
0 , . . . , λ
(d)
0 . The superposition of this
homomorphism with the homomorphism f−1 from Proposition 2 gives the standard group homo-
morphism h from pi1(CP1 \ {λ1, . . . , λN ,∞}, λ0) to the symmetric group Sd; the image of pi1(CP1 \
{λ1, . . . , λN ,∞}, λ0) under the homomorphism h is called the monodromy group of the covering.
Now, for any Riemann surface L and a set of d points {Qn ∈ L}dn=1 one can define a natural
action of the surface braid group Bd(L , {Qn}dn=1) on the relative homology group H1(L , {Qn}dn=1).
Namely, on the space of absolute homologies H1(L) (which is a linear subspace of H1(L , {Qn}dn=1))
the group Bd(L , {Qn}dn=1) acts identically. On an element of H1(L , {Qn}dn=1) represented by an
oriented contour γmn which starts at the point Qm and ends at Qn an element G ∈ Bd(L , {Qn}dn=1)
acts in the following way. The element G induces a permutation (i1, . . . , id) ∈ Sd of points Q1, . . . , Qd
and is defined by d oriented paths {ln} on L; the path ln goes from Qn to Qin . The natural action of
G ∈ Bd(L , {Qn}dn=1) on a contour γmn is defined by
γmn → γmn − lm + ln =: γim in . (4.1)
In this way to each G ∈ Bd(L , {Qn}dn=1) a linear automorphism of H1(L , {Qn}dn=1) is assigned.
Proposition 3 This map from Bd(L , {Qn}dn=1) to the group of linear automorphisms of H1(L , {Qn}dn=1)
is a group homomorphism.
The proof is geometrically obvious: it is easy to see that the action of the product of two elements
of Bd(L , {Qn}dn=1) on H1(L , {Qn}dn=1) corresponds to the superposition of the automorphisms cor-
responding to each of these elements.
Let us now denote by R the homomorphism from the surface braid group Bd(L\f−1(∞) , f−1(λ0))
to the group of linear automorphisms of the vector space H1(L \ f−1(∞) ; f−1(λ0)).
The superposition T := R◦ f−1 defines a group homomorphism from pi1(CP1 \{λ1, . . . , λN ,∞}, λ0)
to Aut[H1(L \ f−1(∞) ; f−1(λ0))].
The next theorem states that, essentially, the image of pi1(CP1\{λ1, . . . , λN ,∞}, λ0) in Aut[H1(L\
f−1(∞) ; f−1(λ0))] under T coincides with the monodromy group of the Fuchsian system (3.23).
Theorem 4 Consider a standard system of generators γ1, . . . , γN , γ∞ (2.1) in the fundamental group
pi1(CP1 \ {λ1, . . . , λN ,∞}, λ0) based at λ0. Let a solution Φ(λ) to the Fuchsian system (2.7) in a
neighbourhood D of a base point λ0 be given by (3.14), (3.17), where the basis {sj} in the relative
homology group H1(L\f−1(∞) ; f−1(λ)) is given by (3.11), (3.12) and (3.13). Let the automorphisms
T (γk) ∈ Aut[H1(L \ f−1(∞) ; f−1(λ0))] (where the homomorphism T is defined before the theorem)
be defined in the basis {sj} by the matrices Fk, i.e., T (γk)(sj) =
∑
i(Fk)jisi Then the solution Φ(λ)
transforms under the analytical continuation along the path γk as follows: Φ → ΦMk, where the
monodromy matrices Mk are related to the matrices Fk by:
Mk = (Fk)
T , k = 1, . . . , N,∞ . (4.2)
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Proof. To prove the theorem one has to remember that the neighbourhood D of λ0 was chosen such
that for λ ∈ D the contours sj(λ) can be obtained by a smooth deformation from the contours sj(λ0).
Then the statement of the theorem is just a corollary of the definition of the function Φ (3.14), (3.17)
in terms of integrals of certain meromorphic differentials over the contours sj(λ), as well as of the
definitions of monodromy matrices and the homomorphism T. 2
The transposition in the relation (4.2) between the matrices Mk and Fk appears since the cycles sj
label the columns of matrix Φ. Thus the map from pi1(CP1 \ {λ1, . . . , λN ,∞}, λ0) to GL(N,C) given
by the monodromy map is an anti-homomorphism (i.e., the monodromy matrices multiply in the order
opposite to the order of multiplication of the corresponding paths in pi1(CP1 \ {λ1, . . . , λN ,∞}, λ0)),
see (2.1), (2.2).
In our situation, when all finite branch points are simple and the covering is connected, the
monodromy group of the covering X (i.e., the image of pi1(CP1 \ {λ1, . . . , λN ,∞}, λ0) in Sd under the
homomorphism h) coincides with the whole symmetric group Sd. Let us denote the permutations
corresponding to the loops γk by σk, i.e., σk = h(γk), k = 1, . . . , N,∞. The permutations satisfy the
relation
σ1σ2 . . . σNσ∞ = id.
One can make the following statement about the structure of the monodromy matrices:
Theorem 5 The monodromy matrices of the function Φ defined by (3.14), (3.17) have the following
block structure:
Mk =
(
I Sk
0 Σk
)
, (4.3)
where I is the (2g+m−1)×(2g+m−1) identity matrix; 0 is the (d−1)×(2g+m−1) matrix with zero
entries; Sk and Σk are matrices with integer entries of size (2g+m−1)× (d−1) and (d−1)× (d−1),
respectively. Moreover, the matrix Σk depends only on the element σk of the monodromy group of the
covering.
Proof. The diagonal unit block of the size (2g+m− 1)× (2g+m− 1) and the zero matrix in the left
lower corner of Mk appear since the first 2g+m−1 columns of the matrix Φ are either linear functions
of λ or constant with respect to λ. Therefore, these 2g + m − 1 columns remain invariant under the
analytical continuation of Φ along any γk (this can also be seen from the fact that the contours sk,
k = 1, . . . , 2g+m−1, are independent of λ and, therefore, do not change under T (γk)). The matrices Sk
and Σk define the transformation of the contours γn,n+1(λ0), n = 1, . . . , d−1, under the homomorphism
T (γk). The contour γn,n+1(λ0) is mapped under such a transformation to some contour connecting
the points λ
(in)
0 and λ
(in+1)
0 (where (i1, . . . , id) ∈ Sd is an element h(γk) of the monodromy group of
the covering L corresponding to γk). This contour can be expressed in H1(L \ f−1(∞) ; f−1(λ0)) as
a linear combination of the contours {γn,n+1(λ0)}d−1n=1, basis a- and b-cycles, and the cycles around
∞(s). The coefficients in front of {γn,n+1(λ0)} are given by the matrix Σk; clearly, they depend only
on the permutation h(γk); thus the matrices Σk are entirely determined by the monodromy group of
the covering L. The matrices Sk, which determine the coefficients in front of the a- and b-cycles, and
the cycles around ∞(s), depend also on the choice of a canonical basis of cycles in H1(L). 2
It is thus easy to see that under a change of the basis (aα, bα, ls) in H1(L \ f−1(∞)) the matrices
Σk do not change; the matrices Sk transform in an obvious way given by the next proposition. We
note also that the matrices Σk satisfy the relation
Σ∞ΣN . . .Σ1 = id.
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Proposition 4 Let a (2g +m− 1)× (2g +m− 1) matrix Q define a transformation between a basis
(aα, bα, ls) in H1(L \ f−1(∞)) and a new basis (a˜α, b˜α, l˜s), i.e., aαbα
ls
 = Q
 a˜αb˜α
l˜s
 . (4.4)
Then the new monodromy matrices (the monodromy matrices of the solution Φ given by the integrals
(3.14) over the new basis of contours) have the form (4.3) with the same matrices Σk and new matrices
Sk given by:
S˜k = Q
TSk . (4.5)
The proof is an immediate corollary of the definition of the matrices Sk; it is also easy to observe
that the simultaneous transformation (4.5) of all matrices Sk preserves the relation (2.2) between the
monodromy matrices. Indeed, the transformed monodromy matrices M˜k (4.3), (4.5) are related to the
matrices Mk by a simultaneous conjugation :
M˜k =
(
QT 0
0 I
)
Mk
(
(QT )−1 0
0 I
)
;
the corresponding solutions of the Fuchsian system are related by
Φ˜ = Φ
(
(QT )−1 0
0 I
)
. (4.6)
Remark 2 We would like to stress that in Proposition 4 we only consider the dependence of Φ on the
change of some of the integration contours sk in (3.14); the canonical basis of cycles (aα,bα) used in
the definition of the bidifferential W (see Section 3.1) is assumed to remain the same. The dependence
of Φ on the choice of a basis (aα,bα) (i.e., on the normalization of W ) was discussed in Section 3.3.
4.2 Monodromy group
4.2.1 Spaces of meromorphic functions with simple poles
Here we describe the group M generated by the monodromy matrices computed in Appendix A.1 as
a semidirect product of the free group Z(2g+d−1)×(d−1), where d is the degree of the covering, and the
symmetric group Sd, the monodromy group of the covering.
Consider a Hurwitz space of coverings represented by Figure 1. Introduce the group M˜ generated
by the monodromy matrices M1,M2g+3,M2g+5, . . . ,MN−1, i.e.,
M˜ := 〈M1, {M2g+2n−1}d−1n=2〉 .
These generators have the form (see Appendix A, (A.5) and (A.9)):
Mi =
(
I 0
0 Σi
)
, for i = 1 or odd i ≥ 2g + 3 , (4.7)
where the matrix Σi corresponds to the element σi = h(γi) of the monodromy group of the covering.
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P1 P2 P3 P4 P2g+1 P2g+2
P2g+3 P2g+
.
.
.
...
1
2
3
d
d-1
Figure 1: A Hurwitz diagram for the space Hg;d(1, . . . , 1).
As is easy to see, for the coverings from Figure 1, M˜ is isomorphic to the monodromy group of
the covering, i.e., to the symmetric group Sd.
Denote by M̂ the following group:
M̂ := 〈{M1Mk}2g+2k=2 ; {M2g+2n−1M2g+2n}d−1n=2〉 , (4.8)
and consider its normal closure M̂M inM. Since all elements ofM can be represented as products of
elements from M̂ and M˜, the monodromy groupM is given by a semidirect productM = M̂MoM˜.
Theorem 6 The normal closure M̂M of the group M̂ (4.8) in the monodromy groupM = 〈{Mk}Nk=1〉
is isomorphic to the free group Z(2g+d−1)(d−1). Here d is the degree and g is the genus of the covering;
N is the number of simple finite branch points.
Proof. The matrices generating the group M̂ (4.8) have the form (see Appendix A):
M1Mk =
(
I Sk
0 I
)
, M2g+2n−1M2g+2n =
(
I S2g+2n
0 I
)
, (4.9)
where again k = 2, . . . 2g+2; n = 2, . . . , d−1 and Sl is the block above the diagonal in the monodromy
matrix Ml, see (4.3). We recall that the second diagonal block in MlMk (the block Σ in (4.3)) depends
only on the permutation h(γkγl). The permutations h(γkγ1) and h(γ2g+2nγ2g+2n−1) are trivial for the
coverings from Figure 1, thus the corresponding diagonal blocks are trivial in (4.9).
From (4.9) and (4.7) we get elements of M̂M in the form:
M =
(
I S
0 I
)
(4.10)
with some matrix S. We shall now show that S can be any matrix with integer entries.
Consider an element of the normal closure M̂M, obtained from matrices (4.9) by conjugation with
one of the generators (4.7) of the group M˜. We get
Mi
(
I Sk
0 I
)
M−1i =
(
I SkΣi
0 I
)
, (4.11)
where k runs through the set {2, 3, . . . , 2g + 2} ∪ {2g + 2n}d−1n=2.
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Now we note that the last d − 1 rows in the block S∞ above the diagonal in the monodromy
matrix M∞ (A.16) form an (d− 1)× (d− 1) matrix which coincides with the Cartan matrix for Ad−1.
Therefore each row of the matrix M∞ is a coordinate vector of a root of Ad−1 with respect to a basis
of weight vectors {vi} defined by
〈vi, rj〉
〈ri, ri〉 = δij ,
where {ri} are the root vectors and 〈 , 〉 denotes the scalar product in Rd. The Weyl group for Ad−1
is the symmetric group Sd, thus the orbit of one of the root vectors of Ad−1 under the action of Sd
contains all the roots of Ad−1.
Furthermore, as can be seen from (A.7), (A.8), (A.11) and (A.16), the only non-zero row in each of
the blocks Sk and S2g+2n in the matrices (4.9) is the respective row from M∞, i.e., a row of a Cartan
matrix for Ad−1.
Therefore the matrices (4.11) for i = 1 and odd i ≥ 2g+3 and for k = 2, . . . 2g+2 and k = 2g+2n
with n = 2, . . . , d − 1 have above the diagonal the products SkΣ, where matrices Σ represent all
generators of the group Sd and the nonzero rows in Sk run through all the root vectors of Ad−1. Thus,
for each of the above k, the only nonzero row in the product SkΣi, the kth row, runs through all the
root vectors of Ad−1, i.e., through an integer basis in Rd−1. Multiplying matrices of the form (4.11),
we get matrices of the form (4.10) with all possible integer blocks S of the size (2g + d− 1)× (d− 1)
above the diagonal, which implies that the normal closure M̂M contains the free group Z(2g+d−1)(d−1).
Since from Section 4.1 we know that entries of the blocks S in (4.10) are always integer numbers, we
arrive at the isomorphism M̂M ' Z(2g+d−1)(d−1). 2
To summarize, we repeat that in the case of Hurwitz spaces of coverings shown in Fig.1, Theorem
6 implies the isomorphism between the monodromy group M of the solution Φ(λ) (3.14) to the
Fuchsian system (2.7), (2.8) and a semidirect product of the free abelian group Z(2g+d−1)(d−1) with
the symmetric group Sd, i.e., M' Z(2g+d−1)(d−1) o Sd.
4.2.2 Spaces of meromorphic functions with poles of higher multiplicity
We consider a covering with ramification over the point at infinity as a limit case of the coverings from
Fig.1 when some of the points P2g+2n with n ≥ 1 tend to the point at infinity without crossing any
branch cuts on the covering.
As discussed in Appendix A.2, the monodromy matrices corresponding to the ramification points
that do not merge in the limit are obtained from the matrices for simple coverings (see Appendix A.1)
by deleting a trivial row and the corresponding trivial column. The monodromy matrices corresponding
to the ramification points that are sent to infinity contribute to new monodromy matrix at infinity.
Therefore the reasoning from the proof of Theorem 6 remains valid in the limit: the nonzero rows
of the blocks Sk above the diagonal remain unchanged and coincide with rows of the Cartan matrix
for Ad−1. Since sending a ramification point to infinity results in deleting one of the first 2g + d − 1
rows and one of the first 2g + d − 1 columns from the monodromy matrices, the dimension of the
blocks Sk in the limit is (2g+m− 1)× (d− 1), where m is the number of points projecting to λ =∞
on the base of the covering arising in the limit.
Thus we get a similar result for the spaces of coverings ramified over the point at infinity: the
corresponding monodromy group is isomorphic to the semidirect product: M' Z(2g+m−1)(m−1)oSd.
For the space of polynomials of degree N we have g = 0 and m = 1; then the monodromy group
of the Fuchsian system (2.7) coincides with the symmetric group Sd - the Weyl group of Ad−1 (as well
as with the monodromy group of the covering X ).
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If g = 0 and m = 2 (this is the space of rational functions of degree d with 1 simple pole and one
pole of degree d−1), then 2g+m−1 = 1 and the monodromy group of the Fuchsian system coincides
with the Weyl group Z o Sd of the affine Lie algebra Âd−1, i.e. the algebra of formal power series of
one variable with coefficients from Ad−1.
For arbitrary g and m the monodromy group is the Weyl group of the Lie algebra of formal power
series in 2g +m− 1 variables with coefficients from Ad−1.
Remark 3 We recall that the Fuchsian system (2.7) we study here is related to the non-Fuchsian
system (3.23) studied in [40] by a Laplace transform (3.24). Therefore the monodromy matrices of
our solution Φ(λ) are related to the Stokes matrices for the solution Ψ(z) from [40]. Explicit formulas
establishing this relation can be found in [2] for q = 1 and in [38] for an arbitrary q. However, the
formulas in [2] relate connection matrices (product of which gives a monodromy matrix) of a solution
to the Fuchsian system and Stokes multipliers of the corresponding solution Ψ(z). The Stokes matrix
computed in [40] is a product of certain Stokes multipliers, though the individual Stokes multipliers
are not given in [40]. Therefore the monodromy matrices for our solution Φ(λ) can be computed using
the results of [2, 38, 40] by a straightforward though lengthy calculation. Whereas in Appendix A, we
present a direct way of computing monodromy matrices of the solution Φ we construct, covering also
the case of arbitrary multiplicities of poles of f , which was not treated in [40].
Formulas relating the monodromy matrices of a Fuchsian system and the Stokes matrix of the
corresponding non-Fuchsian system are given also in [14], see Lemma 5.3, formulas (5.43) and (5.45).
However, this lemma cannot be applied in our case since the matrix from (5.45) of [14], namely S+ST ,
where S is the Stokes matrix from [40], is degenerate.
5 Action of braid group on solution to the Fuchsian system
5.1 Braid monodromy group
The braid group BN on N strands (on the plane) naturally acts on the set {λk}Nk=1 and thus on our
Hurwitz space. To each covering X = (L, f) ∈ Hg,d one can naturally associate a subgroup BN (X )
of BN such that any element σ ∈ BN (X ) transforms the covering X into a covering X σ which is
holomorphically equivalent to X (i.e., BN (X ) is the fundamental group of Hg,d with the base at X ).
In particular, for d = 2, when the covering X is hyperelliptic, the subgroup BN (X ) coincides with the
whole braid group BN . An equivalence between X and X σ is defined by an element of Sd; therefore, in
the case when the automorphism group of X is trivial, we get a group homomorphism from BN (X ) to
Sd; the image of this homomorphism we call the braid monodromy group of the covering X . The action
of the braid group on coverings with Zd symmetry (all branch points have in this case multiplicity
d− 1) was recently studied in [33].
In the case when the covering X admits no automorphisms (this is obviously the case when all
branch points are simple and distinct with the exception of hyperelliptic coverings), each element
σ ∈ BN (X ) naturally induces some Sp(2g,Z) transformation on homologies H1(L,Z); in this way one
gets a group homomorphism
h : BN (X ) → Sp(2g,Z) .
The image Γ(X ) of BN (X ) under the homomorphism h is a subgroup of Sp(2g,Z). Some partial
results about the subgroup Γ(X ) were obtained (in the simplest case of hyperelliptic coverings) in
[1, 34]. In particular, it was proved in [1] that Γ(X ) coincides with the whole group Sp(2g,Z) for
hyperelliptic coverings with 3, 4 and 6 branch points, and only in these cases. In [34] it was shown
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that the image of the subgroup of pure braids of BN in Sp(2g,Z) under the homomorphism h coincides
with the principal congruence subgroup Γ(2).
Let us fix some canonical basis of cycles {aα, bα} on L. In this section we shall identify the
symplectic basis (aα,bα) of H1(L) with respect to which W is normalized with the symplectic basis
(aα, bα) which forms a part of the set of the integration contours sj :
{aα, bα} = {aα,bα} .
Denote by B
{a}
N (X ) the subgroup of BN(X ) whose elements preserve the g-dimensional subspace
spanned by the set of a-cycles. The image of this subgroup in Sp(2g,Z) is a subgroup Γ(X , {a})
consisting of matrices S ∈ Sp(2g,Z) (3.26) with C = 0 :(
bˆ
aˆ
)
= S
(
b
a
)
, S =
(
A B
0 D
)
. (5.1)
As before, we consider the space H{a}g,d which is the space of equivalence classes of pairs (X , {a}),
where X = (L, f) is a covering of genus g and degree d with simple branch points, and {a} is a choice
of a subspace of dimension g in H1(X ,Z) spanned by a-cycles. The subgroup B{a}N (X ) coincides with
the fundamental group of the space H{a}g,d with the base point given by the pair (X , {a}):
B
{a}
N (X ) = pi1
(
H{a}g,d , (X , {a})
)
.
The role of the subgroup B
{a}
N (X ) in our context is the following: this subgroup consists of braids
which not only map the covering X to a holomorphically equivalent covering, but also preserve the
canonical bidifferential W . This follows from the normalization of W (P,Q):
∮
aα
W (·, Q) = 0 for all
α = 1, . . . , g.
Therefore any transformation σ ∈ B{a}N (X ) preserves the coefficients (3.10) of the Fuchsian linear
system (2.7), (2.8). However, the solution Φ of the system (2.7), (2.8) may transform under the action
of any braid σ ∈ B{a}N (X ) to a new solution Φσ of the same system, which differs from Φ by a right
monodromy factor Mσ({a}) independent of λ and {λj} (but dependent on the choice of the subspace
spanned by a-cycles):
Φσ = ΦMσ , σ ∈ B{a}N (X ). (5.2)
One therefore obtains a monodromy representation of the fundamental group B
{a}
N (X ) of the space
H{a}g,d in GL(N,Z).
The corresponding group, which we call the braid monodromy group of the Fuchsian system, will
be denoted by M{a} (the index {a} indicates that this group may depend on the choice of the subspace
of a-cycles). This group is of course different from the monodromy group M of the Fuchsian system
discussed above in Section 4.
It seems rather hard to study the groups M{a} explicitly for general coverings: even description of
the subgroup of the braid group preserving a given covering seems to be not known in general.
In the case of hyperelliptic coverings every braid from BN preserves the covering; however there
remains the problem of describing the subgroup of the braid group which preserves the chosen subspace
spanned by a-cycles.
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Here we restrict ourselves to the simplest case of the space H1,2(1, 1) which consists of two-sheeted
coverings of genus 1 with four finite branch points λ1, . . . , λ4 and give an explicit description of the cor-
responding group M{a}. In particular, we shall show that in this case the groups M{a} corresponding
to different choices of the a-cycle are isomorphic to each other.
5.2 Genus one coverings of degree 2
The braid group B4 on 4 strands has three standard generators: σ1 (interchanging λ1 and λ2), σ2
(interchanging λ2 and λ3) and σ3 (interchanging λ3 and λ4), see Figure 2. These generators satisfy
the standard relations σ1σ2σ1 = σ2σ1σ2, σ2σ3σ2 = σ3σ2σ3 and σ1σ3 = σ3σ1.
=        
. . . . . .
1
λk
k k + 1 N
Figure 2: Generators σk of the braid group BN acting on critical values λk.
Although every element of B4 preserves the covering X , there are two different biholomorphic
mappings between the initial covering and the transformed one; this ambiguity arises due to the
existence of the nontrivial automorphism of X , which interchanges the sheets. However, in our case
we have a natural marking of the sheets of X , namely, the choice of the contour l1 encircling the point
∞(1) on the first sheet of the covering. We therefore have a natural choice of identification of two
coverings - we identify the sheets in a way that the contour l1 stays on the first sheet. Considering
the action of B4 on the homology group of the covering X , we get a group homomorphism (which we
denoted by h) from B4 to Sp(2,Z).
Let us choose a canonical basis of cycles (a, b) on X as shown in Fig.3. Then the generators σ1
and σ3 act on X as Dehn half-twists with respect to the cycles a and −a, respectively. The generator
σ2 acts as a Dehn half-twist along the b-cycle.
The Picard-Lefschetz formulas (see for example [17], Th. 24.3) give the following transformations
of a contour l ∈ H1(L) under such an action of σi:
σ1 : l 7→ l + (l ◦ a)a; σ2 : l 7→ l + (l ◦ b)b; σ3 : l 7→ l + (l ◦ a)a, (5.3)
where (l ◦ γ) stands for the intersection index of two contours l and γ.
Thus the symplectic transformations (acting on the column (b, a)T ) corresponding to σi look as
follows:
A := h(σ1) =
(
1 −1
0 1
)
, B := h(σ2) =
(
1 0
1 1
)
, h(σ3) = h(σ1) . (5.4)
The transformations (5.4) can also be easily deduced by an appropriate deformation of the branch cuts
and basic cycles shown in Figure 3. For example, in Fig.4 the transformation of the a- and b-cycles
under the action of σ1 is shown.
¿From (5.4) we see that h(σ1) and h(σ2) span the whole group Sp(2,Z) since
h(σ2σ1σ2) =
(
0 −1
1 0
)
, h(σ−11 ) =
(
1 1
0 1
)
(5.5)
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λ2
λ3
λ4
b
a
λ1
Figure 3: Basis cycles on two-sheeted covering of genus one with four branch points; the dash line
indicates the first sheet, the solid line - the second sheet.
are the standard generators of Sp(2,Z).
We are now in a position to formulate the following
Lemma 2 The group B
{a}
4 (X ) corresponding to the choice of the basis cycles shown in Figure 3 is
the subgroup of the braid group B4 generated by the elements σ1, σ3, σ
2
2σ1σ
2
2 and σ
2
2σ3σ
2
2.
Proof. The group B
{a}
4 (X ) coincides with the preimage of the subgroup U of upper triangular
matrices in Sp(2,Z) under the homomorphism h. The subgroup U is generated by the matrices
h(σ−11 ) =
(
1 1
0 1
)
, and h(σ22σ1σ
2
2) =
( −1 −1
0 −1
)
. (5.6)
Let us introduce the notation θ := σ22σ1σ
2
2. Then
U = 〈h(σ1), h(θ)〉 . (5.7)
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λ3
σ1[a] = a
σ1[b] = b− a
λ1
λ2
λ4
Figure 4: Action of generator σ1 on basis cycles.
Due to the equality h(σ3) = h(σ1) (see (5.4)) it is sufficient to study only the image of the braid group
B3 (generated by σ1 and σ2) in Sp(2,Z).
Let us denote by h˜ : B3 → Sp(2,Z) the restriction of the homomorphism h to B3 and verify that
h˜−1(U) = 〈σ1, θ〉. (5.8)
To prove (5.8) we show that the kernel of h˜ is a subgroup of the group 〈σ1, θ〉. Indeed, consider the
composition F ◦ h˜ : B3 → PSL(2,Z), where F : Sp(2,Z) → PSL2(Z) is the factorization over plus or
minus the identity matrix. Then the following holds:
Ker(F ◦ h˜) = 〈(σ2σ1σ2)2〉 = Z(B3) (5.9)
(the center Z(B3) of the braid group B3 is generated by (σ2σ1σ2)
2, see [23]). Namely, from (5.5) we get
the inclusion 〈(σ2σ1σ2)2〉 < Ker(F ◦ h˜), where the notation < means that 〈(σ2σ1σ2)2〉 is a subgroup
of Ker(F ◦ h˜). Moreover, since B3 is a central extension of PSL2(Z), we have the isomorphism
PSL2(Z) ' B3/N , where N is a subgroup of the center Z(B3) of the braid group. On the other hand,
groups PSL2(Z) and B3/Ker(F ◦ h˜) are isomorphic since PSL2(Z) = F ◦ h˜(B3). Therefore, Ker(F ◦ h˜)
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is isomorphic to a subgroup N of Z(B3) and thus, due to the above inclusion Z(B3) < Ker(F ◦ h˜),
equality (5.9) holds.
It is easy to verify that h˜((σ2σ1σ2)
2) = −I; thus
Ker(h˜) = 〈(σ2σ1σ2)4〉. (5.10)
We thus have the inclusion Ker(h˜) < 〈σ1, θ〉, which follows from (5.10) and the relation (σ2σ1σ2)4 =
(σ1θ)
2. This inclusion and the fact that every upper triangular matrix can be obtained (see (5.7))
as an image under h˜ of some braid from the group 〈σ1, θ〉 implies that every braid mapped to an
upper triangular matrix by h˜ belongs to the group 〈σ1, θ〉, i.e., (5.8) holds. Now using the relation
h˜−1(U) = h−1(U)/{σ1 = σ3}, we complete the proof of the lemma.
2
Remark 4 If a choice of an a-cycle is different from the one shown in Figure 3, the fundamental group
pi1
(
H{a˜}1,2 , (L, f, {a˜})
)
will be a different subgroup B
{a˜}
4 of the braid group B4. However, by virtue of
the result in [1], for any two cycles a and a˜ there exists a braid σ ∈ B4 such that the transformation
h(σ) in the homology group H1(L,Z) takes a to a˜. Then it is straightforward to see that the two
subgroups of B4 are related by conjugation, i. e., B
{a˜}
4 = σB
{a}
4 σ
−1.
Now we compute the braid monodromy matrices for the solution Φ = (Φγ1,2 ,Φl1 ,Φa,Φb) (3.17),
i.e., the transformations of Φ induced by the braids from the group B
{a}
4 := B
{a}
4 (L, f). Note that
only the contours of integration change in the solution Φ(λ) under these transformations, since the
bidifferential W (P,Q) remains invariant.
Note that the action induced by the braids from B
{a}
4 on the a- and b-cycles is only partially
described by the matrices h(σi) (5.4), since these matrices give only the transformation of the con-
tours in the homology space H1(L,Z). The entries of braid monodromy matrices are given by the
transformation of the contours in the relative homology space H1(L \ f−1(∞); f−1(λ)).
In the space H1(L\f−1(∞); f−1(λ)), the contour going around the points P1 and P2 on the second
sheet is equal to a− l1. Therefore the Picard-Lefschetz formulas (5.3) in this space take the form:
σ1 : l 7→ l + (l ◦ (a− l1))(a− l1); σ2 : l 7→ l + (l ◦ b)b; σ3 : l 7→ l + (l ◦ a)a, (5.11)
Let the contour γ1,2 be chosen as in Appendix A.1, see Figure 6 below. In other words, for the stan-
dard basis {γk}4k=1 (2.1) in the fundamental group of the punctured sphere pi1(CP1\{λ1, . . . , λ4,∞}, λ0)
with some base point λ0, we consider lift
(1)(γ1), the lift of γ1 to the first sheet of the covering. Then
γ1,2 is taken to be a deformation of lift
(1)(γ1); this deformation takes the end points λ
(1)
0 and λ
(2)
0 to
the endpoints λ(1) and λ(2), respectively. The intersection index of γ1,2 with a− l1 is −1.
Thus the braid group generators act in H1(L \ f−1(∞); f−1(λ)) as follows:
σ1 :

γ1,2 7→ γ1,2 − a+ l1
a 7→ a
b 7→ b− a+ l1
σ2 :

γ1,2 7→ γ1,2
a 7→ a+ b
b 7→ b
σ3 :

γ1,2 7→ γ1,2
a 7→ a
b 7→ b− a
(5.12)
The contour l1 stays invariant under our transformations.
Applying (5.12) consecutively, we prove the following
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Theorem 7 Consider the Hurwitz space H{a}1;2 (1, 1) of two-fold elliptic coverings with the choice of the
canonical homology basis as in Fig. 3. Then the braid monodromy group M({a}) of the corresponding
solution Φ = (Φγ1,2 ,Φl1 ,Φa,Φb) (3.17) to the Fuchsian system (2.7), (2.8) is generated by the following
monodromy matrices:
Mσ1 =

1 0 0 0
1 1 0 1
−1 0 1 −1
0 0 0 1
 ; Mσ22σ1σ22 =

1 0 0 0
1 1 2 1
−1 0 −1 −1
−2 0 0 −1
 ;
Mσ3 =

1 0 0 0
0 1 0 0
0 0 1 −1
0 0 0 1
 ; Mσ22σ3σ22 =

1 0 0 0
0 1 0 0
0 0 −1 −1
0 0 0 −1
 ;
these matrices define the group homomorphism from the subgroup B
{a}
4 = 〈σ1, σ3, σ22σ1σ22, σ22σ3σ22〉
of the braid group B4 to GL(4,Z).
Corollary 2 The braid monodromy group of function Φ associated to the two-fold genus one covering
with the homology basis chosen as shown in Fig.3, consists of all matrices of the form
1 0 0 0
k + 2r 1 2m k
2mn− k 0  n
2m 0 0 
 , (5.13)
where k,m, n, r are arbitrary integers,  = ±1.
The center of the group is isomorphic to Z. The center is an image of the center of the braid group
which is generated by the element (σ1σ2σ3σ1σ2σ1)
2; it consists of all matrices of the form
1 0 0 0
2r 1 0 0
0 0 1 0
0 0 0 1
 (5.14)
with r ∈ Z.
Proof. A straightforward computation shows that matrices of the form (5.13) form a group and all
four generators of the braid monodromy group listed in Theorem 7 are of this form.
The center of the braid group B4 is generated by the element ∆
2 = (σ1σ2σ3σ1σ2σ1)
2, see [23].
Using the braid group relations, ∆2 can be written in the form ∆2 = (σ22σ1σ
2
2σ3)
2 which shows that
it belongs to the group B
{a}
4 . The image of ∆
2 under the homomorphism h is the matrix (5.14) with
r = 1.
On the other hand, the general form (5.13) of a matrix from the braid monodromy group implies
that elements in the center of this group are given by the identity matrix plus a matrix with a single
nonzero (21) entry. Since matrices of this form with an odd (21)-entry do not belong to the group of
matrices of the form (5.13), the center consists of the matrices (5.14).
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To see that the integers k,m, n, as well as , can be chosen arbitrarily one introduces three elements:
x := Mσ3 ;
y := Mσ1Mσ22σ3σ22Mσ22σ1σ22Mσ3 =

1 0 0 0
4 1 2 0
0 0 1 0
2 0 0 1
 ;
and
z := Mσ1M
2
σ22σ1σ
2
2
Mσ3 =

1 0 0 0
−1 1 0 −1
1 0 1 0
0 0 0 1
 .
By taking products x−nymz−k we get a matrix of the form (5.13) with  = 1, and arbitrary given
k,m, n. On the other hand, the expression xn+1ymzk+2mMσ22σ3σ22 gives a matrix of the form (5.13)
with  = −1, and arbitrary given k,m, n.
Now, for any k,m, n and  one can get an arbitrary value of r by multiplication with an appropriate
central element.
2
5.3 Action of braid group on monodromy matrices
Here we discuss the action of the braid group on the set of monodromies of our solution Φ to system
(2.7), (2.8).
The action of the braid group on the sets of monodromy matrices was used in [15, 6] to study the
algebraic solutions of the Painleve´ VI equation. Finiteness (up to a simultaneous conjugation) of the
orbit of the action of the braid group on the set of monodromies of a given Painleve´ VI equation is a
necessary condition for algebraicity of the corresponding solution.
Although an analogous result seems to be not explicitly formulated for the Schlesinger systems of
an arbitrary dimension with an arbitrary number of singularities, it is instructive to see how the braid
group acts on the set of monodromies of the function Φ.
Let us briefly recall how BN acts on monodromies {Mj} of an arbitrary Fuchsian system of the
form (1.1). Choose the standard set of generators of pi1(CP1 \ {λ1, . . . , λN ,∞}) satisfying relation
(2.1); then the monodromy matrices satisfy (2.2).
The action of the generator σk ∈ BN on the generators γj of pi1(CP1\{λ1, . . . , λN ,∞}) is as follows:
σk(γk) = γk+1 ; σk(γk+1) = γ
−1
k+1γkγk+1; σk(γj) = γj for j 6= k, k + 1.
Therefore, under the action of σk, the set of matrices {Mj} transforms into the set {Mσkj } where
Mσkk = M
−1
k Mk+1Mk, M
σk
k+1 = Mk, M
σk
j = Mj , j 6= k, k + 1. (5.15)
Recall that the subgroup of BN consisting of the braids which map the covering X to an equivalent
one was denoted by BN (X ). The index of BN (X ) in BN is finite; it is given by the number of
inequivalent coverings with simple branch points of given degree and given ramification at ∞ - the
Hurwitz number, which is denoted by hg,d(k1, . . . , km).
The following theorem is a simple corollary of Theorem 3:
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Proposition 5 Let σ ∈ BN (X ). Suppose the action of σ on the chosen basis s = (s1, . . . , sN ) in
H1(L \ f−1(∞) , f−1(λ)) is defined by a matrix Rσ, i.e., σ : s 7→ sRσ. Then σ acts on monodromy
matrices of solution (3.14) to the system (2.7), (2.8) by simultaneous conjugation with the matrix Rσ:
Mσk = (Rσ)
−1MkRσ . (5.16)
Proof. An action of σ may result in a transformation of a basis (aα,bα) in H1(L) used to normalize
W and the basis {sk} in H1(L \ f−1(∞) , f−1(λ)). It may also change signs of some of distinguished
local parameters. A transformation of (aα,bα) results in a change of normalization of W ; according
to Theorem 3, the induced action on Φ is given by a Schlesinger transformation with the matrix 1−T
(3.29), and, therefore, does not change the monodromy matrices Mk. A change of signs of some of xj
corresponds to multiplication of Φ from the left by a constant matrix Y , which does not change the
monodromy matrices either.
A transformation of the basis {sk} leads to the right multiplication of the solution with the matrix
Rσ (3.28) which implies the transformation (5.16) of monodromy matrices.
2
Let us introduce an equivalence relation ∼ on the space of the sets of monodromy matrices: two
sets {Mk} and {M˜k} are called equivalent if there exists a matrix J such that M˜k = JMkJ−1 for all
k.
Proposition 5 implies the following immediate corollary:
Corollary 3 Consider a covering X ∈ Hg,d(k1, . . . , km), choose some Lagrangian subspace {a} of
a-cycles and a basis {sj} in H1(L \ f−1(∞) , f−1(λ)); define a function Φ by (3.14) and denote
the corresponding monodromy matrices by {M1, . . . ,MN}. The braid group BN acts on the set
{M1, . . . ,MN} according to (5.15). Then the number of inequivalent (modulo the equivalence rela-
tion ∼) sets of N matrices obtained by the action of BN on the set {M1, . . . ,MN} equals the Hurwitz
number hg,d(k1, . . . , km).
Proof. Recall that the Hurwitz number equals the number of inequivalent simple d-sheeted cover-
ings whose branching at ∞ has the type (k1, . . . , km). According to Theorem 5, if σ ∈ BN (X ), then
the initial set of monodromy matrices is equivalent to the set of monodromies obtained by the action
of an element σ of the braid group.
Conversely, consider two coverings X and X˜ with the same sets of branch points, denote corre-
sponding solutions of the Fuchsian system by Φ and Φ˜ and the sets of monodromy matrices by {Mk}
and {M˜k}, respectively. Assume that the sets {Mk} and {M˜k} are equivalent, i.e., there exists a
matrix T such that M˜k = TMkT
−1. Since the matrices
Mk =
(
I Sk
0 Σk
)
, M˜k =
(
I S˜k
0 Σ˜k
)
have the upper block-triangular structure, the matrix T must have the same upper block-diagonal
structure. Namely, denote the lower off-diagonal block of the matrix T by T0. Then the relation
M˜kT = TMk implies that T0 = Σ˜kT0 for all k, i.e., each non-vanishing column of T0 is an eigenvector
with the eigenvalue 1 of all matrices Σk simultaneously. Using the explicit form (A.6), (A.10) of the
matrices Σk one easily sees that this is impossible, so T0 = 0.
Denoting the lower diagonal block of the matrix T by T1, we see that Σ˜k = T1ΣkT
−1
1 for all k.
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Therefore, the N -tuple (Σ1, . . . ,ΣN ) of (N − 1) × (N − 1) matrices is equivalent to the N -tuple
(Σ˜1, . . . , Σ˜N ) of (N−1)×(N−1) matrices. Thus, the corresponding N -tuples of elements of the group
Sd defining the coverings X and X˜ are equivalent, too, and the coverings X and X˜ are isomorphic.
2
6 Concluding remarks
The present work poses a number of interesting questions.
• According to the general idea of the work by Dubrovin and Mazzocco [15], finiteness of the orbit
of the action of the braid group on the set of monodromy matrices of a Fuchsian system is the
necessary condition for the algebraicity of the corresponding solution to the Schlesinger system
(see also [6]). For the solutions to the Fuchsian system constructed here, these numbers are finite
and equal to the Hurwitz numbers hg,d(k1, . . . , km). Therefore, it seems natural to expect that
all solutions to the Fuchsian linear system discussed in this paper, as well as the corresponding
solutions to the Schlesinger system, are algebraic, which would reflect the algebraic nature of
the Hurwitz spaces. To find a complete proof of this fact would be an interesting problem.
• In another work [16] by Dubrovin and Mazzocco the idea of reducibility of Schlesinger systems
was developed: a solution to a Schlesinger system is called reducible if it can be expressed in
terms of solutions to Schlesinger systems with smaller number of singularities or lower matrix
dimension. In particular, it was proved that if all monodromy matrices have the same block-
triangular structure, than the solution is reducible. Since all monodromy matrices of the N ×N
Fuchsian systems considered here have the structure of this type, their solutions should be
expressible in terms of solutions of lower-dimensional (d− 1)× (d− 1) Schlesinger system with
the same number of singularities (N = d − 1 only in the case of the space of polynomials of
degree d); the monodromy matrices of this (d− 1)× (d− 1)-dimensional system are supposed to
coincide with matrices Σi from (4.3).
It is natural to ask how does the solution to the corresponding (d−1)× (d−1) Riemann-Hilbert
problem look like and what is the corresponding Jimbo-Miwa tau-function. Is it different from
the Bergman tau-function?
• In this paper we solve the Fuchsian systems corresponding to the value q = −1/2 from the one-
parametric family of Fuchsian systems arising from the Frobenius structures on Hurwitz spaces,
while the system used by Dubrovin in [13] has q = 1/2. In principle, one could get a solution
to Dubrovin’s system by a simple differentiation of the solution Φ to our system; however, since
generically some of the columns of our matrix Φ are constants, in this way one does not get
a complete set of solutions to the system with q = 1/2. Therefore, there arises a problem of
finding the missing set of vector functions satisfying Dubrovin’s system.
• Two solutions to the Fuchsian system are equivalent up to a multiplication with constant fac-
tors from both sides if the corresponding coverings are equivalent as elements of the Hurwitz
space H{a}g,d (k1, . . . , km). The fundamental group of this space is a subgroup of the braid group
which preserves the covering together with the Lagrangian subspace spanned by the a-cycles in
the homologies. In this paper we described this subgroup in the simplest case of two-sheeted
coverings of genus one. An extension of this result to hyperelliptic and more general coverings
is an interesting problem.
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A Explicit form of monodromy matrices
Here we compute the explicit form of monodromy matrices of our solution of the Fuchsian system
(1.1).
A.1 Spaces of meromorphic functions with simple poles
Consider the Hurwitz space Hg;d(1, . . . , 1) of functions with d simple poles and simple critical points
on a Riemann surface of genus g. The branched covering L corresponding to such a function has
N = 2g + 2d− 2 finite branch points λj and no branching over λ =∞; the covering L can be defined
by a choice of N generators of the fundamental group pi1(C \ {λ1, . . . , λN}, λ0) of the base of the
covering and a set of elements of the symmetric group Sd assigned to these generators. For an explicit
computation of monodromy matrices of the solution (3.14), (3.17) to the Fuchsian system (2.7), (2.8)
it is useful to represent the branched covering L in a standard form. For that purpose we make use of
Clebsch’s result ([9], see [18] for the modern exposition) stating that one can always choose generators
{γj} of pi1(C \ {λ1, . . . , λN}, λ0) satisfying (2.1) in such a way that the loop γj encircles only the point
λj and the set of the corresponding elements σk ∈ Sd of the monodromy group of the covering has the
form:
σ1, . . . , σN = (1, 2), (1, 2), . . . , (1, 2), (1, 2), (2, 3), (2, 3), (3, 4), (3, 4), . . . , (d− 1, d), (d− 1, d) , (A.1)
where the first transposition (1, 2) occurs 2g + 2 times at the beginning and the other transpositions
(j, j + 1), j ≥ 2, each occur twice, in order. Such a covering can be visualized as a hyperelliptic
Riemann surface of genus g with d− 2 Riemann spheres attached to it, see the Hurwitz diagram from
Figure 1.
Assume the canonical homology basis to be chosen on the “hyperelliptic part” of the Riemann
surface in the standard way, i.e., the cycle aα encircles the ramification points P2α+1, P2α+2 on the
second sheet, and the cycle bα goes around the points P2 and P2α+1, see Figure 5. Assume also that
P1
P4
bg
1st sheet
. . .
P2
P3
b1 a1
Figure 5: Canonical homology basis for a hyperelliptic curve.
the branch cuts are chosen to connect the points P2k−1 and P2k for k = 1, . . . , g + d− 1.
It is convenient also to consider a basis of contours in the space H1(L \ f−1(∞) ; f−1(λ)) different
from the basis (3.11)-(3.13). To describe the new basis, assume the contour γ1,2(λ) (see (3.13)) to
go around the point P1 when passing from the first sheet to the second, i.e, γ1,2 = lift
(1)(γ1), the
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lift of the generator γ1 ∈ pi1(C \ {λ1, . . . , λN}, λ0). Analogously, for n = 2, . . . , d − 1 we assume
γn,n+1(λ) = lift
(n)(γ2g+2n−1), i.e., γn,n+1(λ) passes from nth to (n+1)st sheet of the covering by going
around the point P2g+2n−1.
Recall from Section 4.1 that there is a natural homomorphism T : pi1(C \ {λ1, . . . , λN}, λ) →
Aut[H1(L \ f−1(∞) ; f−1(λ))]. Let us denote the images of the generators γk of the fundamental
group under T by Tλk .
Then Tλj [γn,n+1] is the transformation of the contour γn,n+1(λ) as λ goes around λj on the base
of the covering. Let us take the basis in H1(L \ f−1(∞) ; f−1(λ)) formed by the following 2g+ 2d− 2
paths on the surface L:
Sj := 12
(
γ1,2 + Tλj [γ1,2]
)
, for j = 2, . . . , 2g + 2; (A.2)
S2g+2n := 12
(
γn,n+1 + Tλ2g+2n [γn,n+1]
)
, for n = 2, . . . , d− 1; (A.3)
γn,n+1(λ), for n = 1, . . . , d− 1. (A.4)
The factor of 1/2 is introduced for computational convenience in what follows. Note that the paths
2Sk (A.2)-(A.3) are closed contours on the surface.
In this section we compute monodromy matrices for the fundamental matrix solution to our Fuch-
sian system (2.7), (2.8), associated to the Hurwitz space Hg;d(1, . . . , 1), whose columns are the vectors
(3.14) with integration contours s given by the basis (A.2)-(A.4).
The monodromy matrices of the solution Φ(λ) (3.14) with integration paths (A.2)-(A.4) in the
given order still have the structure (4.3), where the number m of pre-images of the point at infinity
equals d, the degree of the covering. The monodromy matrices are determined by the transformations
of the contours (A.2) - (A.4) in H1(L \ f−1(∞); f−1(λ)) which occur as the point λ describes the
loops γk on the base of the covering (i.e., under the automorphisms Tλk). The first 2g+d− 1 columns
of the matrix Φ remain unchanged under these transformations.
We now look at the transformations of the last d − 1 columns of the matrix Φ(λ) given by the
integrals (3.14) over the contours γn,n+1(λ) with n = 1, . . . , d − 1 and find the corresponding Sk and
Σk (see (4.3)) for k = 1, . . . , 2g + 2d− 2,∞.
Monodromy matrix M1.
When λ travels along the loop γ1 on the base, the contour γ1,2 transforms to −γ1,2, as shown in
Figure 6. Note that the sum of the two contours in Figure 6 is the closed contour encircling the point
P1; this contour is trivial in the space H1(L \ f−1(∞); f−1(λ)).
P1 P1
P2 P2
γ1,2
−γ1,2
1st sheet 2nd sheet
Tλ1
Figure 6: The transformation of the contour γ1,2 corresponding to the monodromy matrix M1.
As is easy to see, the contour γ2,3 becomes the sum γ2,3 + γ1,2 under the automorphism Tλ1 . The
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other contours γn,n+1 with n > 2 do not change. Thus, the monodromy matrix M1 has the form
M1 =
(
I2g+d−1 0
0 Σ1
)
, (A.5)
where Σ1 is the following d− 1× d− 1 matrix
Σ1 =

−1 1 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
 . (A.6)
Monodromy matrix M2.
The image of the contour γ1,2 under Tλ2 ∈ Aut[H1(L\f−1(∞) ; f−1(λ))] is shown in Figure 7. Let
P1 P1P1
= +
1st sheet 2nd sheet
P2 P2P2
Figure 7: The transformation of the contour γ1,2 corresponding to monodromy around λ2.
us denote the closed contour encircling the branch cut [P1, P2] counter-clockwise on the first sheet,
the closed contour from Figure 7, by A12. The sum of the non-closed contour in the right hand side
in Figure 7 and γ1,2 (the contour −γ1,2 from Figure 6 with inverse orientation) is a closed contour
encircling clockwise the branch cut [P1, P2] on the second sheet, i.e., again the contour A12. By (A.2)
we have Tλ2 [γ1,2] = 2S2 − γ1,2. Thus, we get S2 = A12, see Figure 8.
P1
= 1st sheetS2
P2
Figure 8: The contour S2
The transformation of the contour γ2,3 under Tλ2 is shown in Figure 9. ¿From the figure we see
that the sum of the contour Tλ2 [γ2,3] and the non-closed contour from the right hand side of Figure 7
gives γ2,3. In other words, Tλ2 [γ2,3] = γ2,3 + γ1,2 − S2.
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P1P1
P2P2
P2g+3
P2g+3
P2g+4P2g+4γ2,3
1st sheet 2nd sheet 3rd sheet
Tλ2
Figure 9: The transformation of the contour γ2,3 corresponding to monodromy around λ2.
The paths γn,n+1 with n > 2 remain unchanged when λ goes around λ2. Thus, the monodromy
matrix M2 has the form:
M2 =
(
I2g+d−1 S2
0 Σ1
)
, (A.7)
where
S2 =

2 −1 0 . . . 0
0 0 0 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . 0

Similarly, we find other monodromy matrices corresponding to the ramification points λ1, . . . , λ2g+2.
Monodromy matrix Mλ2k+1 for 1 ≤ k ≤ g.
As the endpoints of the contour γ1,2 go counterclockwise around the point λ2k+1, 1 ≤ k ≤ g, the
contour γ1,2 transforms to the contour shown in Figure 10. As before, the paths on the first sheet are
drawn with dash line and solid line corresponds to the second sheet. The sum of the original contour
γ1,2 and the non-closed component in the right hand side in Figure 10 gives a closed contour equivalent
to 2bk. Since, due to (A.2), Tλ2k+1 [γ1,2] = 2S2k+1− γ1,2, the closed contour in Figure 10 encircling the
first k branch cuts counter-clockwise on the first sheet is equivalent to S2k+1 − bk, see Figure 11.
The transformation of the contour γ2,3 under Tλ2k+1 ∈ Aut[H1(L \ f−1(∞) ; f−1(λ))] is shown in
Figure 12. Note that after subtracting γ1,2 and γ2,3 from the contour in the right hand side of Figure 12,
we get the contour equivalent to −S2k+1 (see Figure 11). Therefore, Tλ2k+1 [γ2,3] = γ1,2 + γ2,3−S2k+1.
The remaining paths γn,n+1 with n > 2 do not change under Tλ2k+1 .
Monodromy matrix Mλ2k+2 , 1 ≤ k ≤ g .
Analogously, the image Tλ2k+2 [γ1,2] of γ1,2 is shown in Figure 13. As is easy to see, the first closed
contour from the right hand side in Figure 13 is equivalent to the sum of the other two closed contours.
On the other hand, from (A.2), we have Tλ2k+2 [γ1,2] = 2S2k+2 − γ1,2. Thus, the basis contour S2k+2
has the form given by Figure 14.
Similarly, from Figure 15 we see that Tλ2k+2 [γ2,3] = γ1,2 + γ2,3 − S2k+2. The contours γn,n+1 with
n > 2 do not change under the automorphism Tλ2k+2 . Hence, we obtain the monodromy matrices Mn
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...
...
...+
P1
P1
P1
P2
P2
P2
P2k−1
P2k−1
P2k
P2k P2k
P2k+1
P2k+1
P2k+2
P2k+2 P2k+2
P2k−1 P2k+1
=
2
Figure 10: The transformation of the contour γ1,2 corresponding to monodromy around λ2k+1,k > 1.
in the form:
Mn =
(
I2g+d−1 Sn
0 Σ1
)
, 2 ≤ n ≤ 2g + 2. (A.8)
S2k+1 = + bk
1st sheet 1 ≤ k ≤ g
P1
P2
P2k−1
P2k
. . .
Figure 11: The basis contour S2k+1.
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Tλ2k+1
P2k−1 P2k−1P2k+1
P2k+3
P2k+4
P2k+3
P2k+4
P2P2k P2k+2
1st sheet 2nd sheet 3rd sheet
P2k+1
P2k+2
P1
P2k
P1
P2
Figure 12: The transformation of the contour γ2,3 corresponding to the monodromy around λ2k+1.
where
Sn =

0 0 0 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . 0
2 −1 0 . . . 0
0 0 0 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . 0

Here, Σ1 is the (d− 1)× (d− 1) matrix given by (A.6), and the nontrivial row in the block above the
diagonal is the (n− 1)st one, i.e., the row corresponding to the integration contour Sn.
Monodromy matrix Mλ2g+2k−1 , 2 ≤ k ≤ d− 1 .
The automorphism Tλ2g+2k−1 transforms the three contours γk−1,k(λ), γk,k+1(λ), γk+1,k+2(λ) - those
passing through the kth and (k + 1)st sheets. The contour γk,k+1 transforms to −γk,k+1 similarly
to Figure 6. The contours γk−1,k and γk+1,k+2 transform to γk−1,k + γk,k+1 and γk,k+1 + γk+1,k+2,
respectively. Therefore, the monodromy matrix has the form:
M2g+2k−1 =
(
I2g+d−1 0
0 Σ2g+2k−1
)
, 2 ≤ k ≤ d− 1. (A.9)
Here Σ2g+2k−1 is the (d− 1)× (d− 1) matrix, corresponding to the permutation of the sheets of the
covering, associated to the branch point λ2g+2k−1 - the matrix is given by
Σ2g+2k−1 =

1 . . . 0 0 0 . . . 0
...
. . .
...
...
...
...
0 . . . 1 0 0 . . . 0
0 . . . 1 −1 1 . . . 0
0 . . . 0 0 1 . . . 0
...
...
...
...
. . .
...
0 . . . 0 0 0 . . . 1

, 2 ≤ k ≤ d− 1, (A.10)
where the nontrivial 3 × 3 diagonal block is formed by the rows from (k − 1)st to (k + 1)st and the
respective columns.
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... = ...
... + ...+
P1
P2
P2k+1
P2k+2
P2k
P2k−1
+−γ1,2
P1
P2
P2k−1
P2k
P2k+1
P2k+2
P1
P2
P2k−1
P2k P2k+2
P2k+1
P1
P2
P2k−1
P2k
P2k+1
P2k+2
Figure 13: The transformation of the contour γ1,2 corresponding to monodromy around λ2k+2. The
parts of the contours lying on the first sheet are drawn with dash line, the ones on the second sheet
with solid line.
Monodromy matrix Mλ2g+2k , 2 ≤ k ≤ d− 1 .
The same columns of the matrix Φ(λ) transform, when λ describes the loop γ2g+2k, k ≥ 2, on the
base of the covering. The transformation of γk,k+1 under Tλ2g+2k is analogous to that in Figure 7,
where the ramification points are P2k−1 and P2k instead of P1 and P2, respectively. Since from A.3 we
have Tλ2g+2k [γk,k+1] = 2S2g+2k − γk,k+1, we see, similarly to Figure 8, that the basis contour S2g+2k
is equivalent to the closed contour encircling the branch cut [P2g+2k−1, P2g+2k] on the kth sheet, see
Figure 16. The transformations of γk−1,k and γk+1,k+2 under Tλ2g+2k are shown in Figures 17 and 18,
respectively. The sum of the contour in the right hand side of Figure 17 and the contour −γk,k+1
is equivalent to γk−1,k plus the contour encircling the branch cut [P2g+2k−1, P2g+2k] clockwise on the
kth sheet (we use the triviality of the contour encircling one ramification point). Therefore, we get
Tλ2g+2k [γk−1,k] = γk−1,k + γk,k+1 − S2g+2k. Analogously, adding −γk,k+1 to the contour in the right
hand side of Figure 18 we get γk+1,k+2 plus a closed contour around the branch cut [P2g+2k−1, P2g+2k]
oriented clockwise on the kth sheet. Thus the contour γk+1,k+2 transforms to γk+1,k+2+γk,k+1−S2g+2k
as λ describes the loop γ2g+2k around λ2g+2k. The monodromy matrix thus has the form:
M2g+2k =
(
I2g+d−1 S2g+2k
0 Σ2g+2k−1
)
, 2 ≤ k ≤ d− 1. (A.11)
where
S2g+2k =

0 . . . 0 0 0 . . . 0
0 . . . . . . . . . . . . . . . . . .
0 . . . 0 0 0 . . . 0
0 . . . −1 2 −1 . . . 0
0 . . . 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 . . . 0 0 0 . . . 0

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= + bk
1st sheet 1 ≤ k ≤ g
P1
P2
. . .
P2k+1
P2k+2
S2k+2
Figure 14: The basis contour S2k+2
The nontrivial row in the block above the diagonal is the (2g + k)th one, i.e., the row corresponding
to the integration contour S2g+2k; the nonzero columns being the (k − 1)st, kth and (k + 1)st. The
(d− 1)× (d− 1) matrix Σ2g+2k−1 is given by (A.10).
Monodromy matrix M∞.
As λ goes counterclockwise around the point at infinity, each contour γk,k+1 transforms to γk,k+1−
lk + lk+1, where the contour ls (3.12) is a closed contour around the point ∞(s). We need to express
these contours in terms of our basis (A.2)-(A.4). As is easy to see from Figures 8, 11, 14 and 16, the
following relations hold in H1(L \ f−1(∞) ; f−1(λ)):
l1 = −S2g+2 + bg =
g∑
n=1
(S2n+1 − S2n)− S2g+2, (A.12)
l2 = −S2g+4 + S2g+2 − bg = −
g∑
n=1
(S2n+1 − S2n) + S2g+2 − S2g+4, (A.13)
lk = S2g+2k−2 − S2g+2k, 2 ≤ k ≤ d− 1, (A.14)
ld = S2g+2d−2. (A.15)
Thus, the monodromy matrix has the form:
M∞ =
(
I2g+d−1 S∞
0 Id−1
)
, (A.16)
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P2k−1 P2k+1
P2k P2k+2
P1
P2
P2k+4
P2k+3
P1
Tλ2k+2[γ2,3]
= + γ2,3
+
1st sheet 2nd sheet 3rd sheet
+
γ1,2
. . . . . .
. . .
P2
P2k−1
P2k
P2k+1
P2k+2
P2k+3
P2k+4 P2k+4
P2k+3
P1
P2 P2k
P2k−1 P2k+1
P2k+2
Figure 15: The transformation of the contour γ2,3 corresponding to monodromy around λ2k+2. The
correspondence between style of the lines and sheets of the covering is as in Figure 12.
where
S∞ =

2 −1 0 . . . . . . . . . . . . . . . . . . 0
−2 1 0 . . . . . . . . . . . . . . . . . . 0
...
...
... . . . . . . . . . . . . . . . . . .
...
2 −1 0 . . . . . . . . . . . . . . . . . . 0
−2 1 0 . . . . . . . . . . . . . . . . . . 0
2 −1 0 . . . . . . . . . . . . . . . . . . 0
−1 2 −1 0 0 0 . . . . . . . . . 0
0 −1 2 −1 0 0 . . . . . . . . . 0
0 0 −1 2 −1 0 . . . . . . . . . 0
... . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . . . . . . . . . . −1 2 −1
0 . . . . . . . . . . . . . . . . . . 0 −1 2

.
=S2g+2k
P2g+2k−1
P2g+2k
2 ≤ k ≤
Figure 16: The basis contour S2g+2k.45
γk−1,k
Tλ2g+2k
P2g+2k−3
P2g+2k−2
P2g+2k−1
P2g+2k
P2g+2k−3
P2g+2k−1
P2g+2k
P2g+2k−2
sheet (k + 1 )sheet ksheet (k − 1 )
Figure 17: The transformation of the contour γk−1,k corresponding to the monodromy around λ2g+2k.
One can check that the monodromy matrices (A.5), (A.7), (A.8), (A.9), (A.11), (A.16) satisfy the
relation M∞MN . . .M1 = I, see (2.2).
All the above monodromy matrices except for M∞ are rank one perturbations of the identity
matrix, according to the general theory [14]. Note also that the lower (d − 1) × (d − 1) block of the
matrix S∞ is equal to the Cartan matrix of the group Ad−1.
A.2 Spaces of meromorphic functions with poles of higher multiplicity
Consider the coverings with branching over the point at infinity as the limits of simple coverings when
some of the branch points tend to infinity. In the covering represented by the Hurwitz diagram in
Figure 1, let one of the points P2g+2k, 1 ≤ k ≤ d − 1, tend to infinity without leaving the sheets it
belongs to, i.e., without crossing any branch cuts. The dimension of the Hurwitz space is thus reduced
by one. Then in the space H1(L \ f˜−1(∞) ; f˜−1(λ)) which corresponds to the covering f˜ : L → CP1
arising in the limit, we take the basis consisting of the contours (A.2)-(A.3) less the contour S2g+2k
corresponding to the ramification point taken to infinity. Then the matrix Φ(λ) (3.14) with integration
contours given by this basis in the space H1(L \ f˜−1(∞) ; f˜−1(λ)), solves the Fuchsian problem (2.7),
(2.8) associated to the Hurwitz space of the coverings f˜ : L → CP1 arising in the limit considered.
As we have seen in the previous section, a basis contour Sn only plays a role in the corresponding
monodromy transformation Tλn . Therefore, in the limit P2g+2k → ∞ with 1 ≤ k ≤ d − 1 the
monodromies of the solution Φ(λ) around the remaining finite branch points are obtained from the
respective monodromy matrices computed in Section A.1 by deleting the (2g + k)th row and column,
which are trivial and which correspond to the disappearing in the limit integration contour S2g+2k.
In other words, the monodromy matrices Mn, n 6=∞, still have the form (A.5) - (A.11) computed in
Section A.1. The monodromy matrix M∞ can be obtained from relation (2.2).
By repeating the procedure for some of the remaining ramification points P2g+2k one can arrive at
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Tλ2g+2k
P2g+2k−1
P2g+2k
P2g+2k+1
P2g+2k+2
P2g+2k+1
P2g+2k+2
P2g+2k
P2g+2k−1
γk+1,k+2
sheet (k + 2 )sheet (k + 1 )sheet k
Figure 18: The transformation of the contour γk+1,k+2 corresponding to the monodromy around
λ2g+2k.
a covering with any number (not exceeding d) of points projecting to λ =∞ on the base.
A.3 Space of polynomials
Here we consider a partial case of the Hurwitz spaces from Section A.2, the Hurwitz space H0;d(d)
with a degenerate ramification over λ = ∞ where all d sheets are glued together, represented by the
Hurwitz diagram from Figure 19. This space can be regarded as a space of polynomials of degree d
on CP1.
. . .
P1
P2
2
3
∞
1
d
d-1
Pd−1
Figure 19: A Hurwitz diagram for the space H0;d(d).
As before, we assume the generator γk of the fundamental group pi1(C \ {λ1, . . . , λd−1}, λ0) to
encircle only one branch point, namely λk.
The kth column of the solution Φ corresponding to this Hurwitz space is given by the integral
(3.14) over the contour γk,k+1 (3.13) for k = 1, . . . , d − 1 (the contour γk,k+1 is again defined as the
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lift of the loop γk to the kth sheet, it starts on the kth and ends on the (k + 1)st sheet). Then, as
λ describes the loop γk on the base of the covering, the contours γ1,2, . . . , γd−1,d change as follows:
γk−1,k becomes γk−1,k + γk,k+1; the contour γk,k+1 turns into its negative −γk,k+1 (as in Figure 6),
and γk+1,k+2 becomes γk,k+1 + γk+1,k+2. Here we assume that if one of the indexes becomes 0 or d,
the contour equals 0.
All other contours γj,j+1 for j 6= k − 1, k, k + 1 remain unchanged.
Thus the monodromy matrices have the following form:
Mk =
 Ik−2 0 00 M 0
0 0 Id−k−2
 , 1 < k < d− 1, (A.17)
where the block M is
M =
 1 0 01 −1 1
0 0 1
 .
Note that the matrices Mk coincide with the blocks Σk from (4.3) in this case. The monodromies at
λ1 and λd−1 are given by
M1 =
 −1 1 00 1 0
0 0 Id−3
 , Md−1 =
 Id−3 0 00 1 0
0 1 −1
 .
To compute the monodromy at λ = ∞ we note that since the covering surface is of genus zero
and since the preimage f−1(∞) consists of just one point, all closed contours on the covering are
trivial in the relative homology space H1(L \ f−1(∞) , f−1(λ)). Therefore, the non-closed contours
from this space can be characterized by their end points, i.e., any contour connecting points from
f−1(λ) on the kth and (k + 1)th sheet is equivalent to γk,k+1 up to orientation. Then it is easy to
see that the monodromy matrix corresponding to the loop γ∞ based at λ0 and going around λ = ∞
counterclockwise has the form:
M∞ =

0 0 . . . 0 −1
1 0 . . . 0 −1
0 1 . . . 0 −1
...
...
. . .
...
...
0 0 . . . 1 −1
 . (A.18)
B Completeness of the set of solutions to the Fuchsian system
Here we are going to prove the completeness of the set of solutions to system (2.7), (2.8) given by
formula (3.14) with the integration contours (3.11) - (3.13) forming a basis in H1(L\f−1(∞); f−1(λ)).
The whole section will be devoted to the proof of the following theorem:
Theorem 8 The determinant of the matrix function Φ defined by (3.14), (3.17) is given by:
det Φ = C
N∏
j=1
(λ− λj)1/2, (B.1)
where C 6= 0 is a constant independent of λ and {λj}.
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Proof. Since the function Φ satisfies linear system (2.7) with q = −1/2, we have:
d
dλ
log detΦ = tr
−
N∑
j=1
Ej(V − 12I)
λ− λj
 = 12
N∑
j=1
1
λ− λj ,
where we used the relation trV = 0. Analogously, from (2.8) we get
d
dλj
log detΦ = − 1
λ− λj .
Therefore, det Φ has the form (B.1) with some constant C. What remains to check is that C is not
equal to 0, i.e., the columns of the matrix Φ(λ) form a complete set of linearly independent solutions
to (2.7), (2.8).
For simplicity, we restrict ourselves to the space of coverings with no branching at infinity, i.e.,
m = d. According to the Riemann-Hurwitz formula we have in this case N = 2g + 2d− 2.
Let us choose generators of the fundamental group pi1(C \ {λ1, . . . , λN}, λ0) in such a way that the
corresponding generators of the monodromy group of the covering are given by (A.1).
The branch cuts can then be chosen to connect the branch points P2k+1 and P2k+2, k = 0, . . . , g+
d− 1. The branch cuts [P1, P2], . . . , [P2g+1, P2g+2] connect the sheets number 1 and 2; the branch cut
[P2g+3, P2g+4] connects sheets number 2 and 3 etc; the branch cut [PN−1, PN ] connects sheets number
d− 1 and d. In this way we realize the branch covering X as a hyperelliptic Riemann surface of genus
g with d− 2 Riemann spheres attached to it.
Due to Corollary 1 and relations (4.4), (4.6), the completeness of the set of our solutions to
the system (2.7), (2.8) depends neither on the choice of a symplectic basis (aα,bα) used in the
normalization of the bidifferential W, nor on the choice of a symplectic basis (aα, bα) in (3.11) used as
integration contours in (3.14). Therefore, we shall verify the completeness choosing these two bases
to our convenience. First, we choose them to coincide: (aα, bα) = (aα,bα). Second, we choose these
contours to lie on the “hyperelliptic part” of the covering as shown in Figure 5: the cycle aα encircles
the ramification points P2α+1, P2α+2 on the 2nd sheet, and the cycle bα goes around the points P2
and P2α+1.
Our proof of the non-vanishing of the constant C will be inductive: first we check that C 6= 0 for
any covering with d = 2 (i.e., a hyperelliptic covering) of any genus. Second, we check that C remains
non-vanishing when we attach any number of Riemann spheres to the 2-sheeted covering keeping the
genus of the covering unchanged.
B.1 Example: two sheets, two branch points
In this section we discuss the simplest case of rational functions f of degree two with simple poles,
whose equivalence classes form the Hurwitz space H0,2(1, 1). Up to a Mo¨bius transformation in the
γ-plane, any degree two rational function with critical values λ1 and λ2 is equivalent to the function
f(γ) =
λ1 − λ2
4
(
γ +
1
γ
)
+
λ1 + λ2
2
. (B.2)
The function f(γ) (B.2) defines a two-sheeted genus zero branched covering X of the Riemann
sphere with two branch points λ1 and λ2; this covering is the Riemann surface of the function√
(λ− λ1)(λ− λ2). For simplicity, in this section we identify the ramification points P1,2 with the
corresponding branch points λ1,2.
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The uniformization map, i.e., the map from the covering X to the Riemann sphere, is given by the
function
h(λ) =
2
λ1 − λ2
{
λ− λ1 + λ2
2
+
√
(λ− λ1)(λ− λ2)
}
; (B.3)
the value of λ together with the sign of the square root
√
(λ− λ1)(λ− λ2) determines the point
P ∈ X . The functions f (B.2) and h (B.3) are related by f ◦ h (λ) = λ. In terms of the function h
the bidifferential W has the form:
W (λ, µ) =
dh(λ) dh(µ)
(h(λ)− h(µ))2 . (B.4)
The relative homology group H1(L \ f−1(∞) ; f−1(λ)) is in this case two-dimensional; a basis in
this group can be chosen to consist of a closed contour s1 := l1 around ∞(1) (3.12), and a contour
s2 := γ1,2(λ) (3.13) connecting in some way the points λ
(1) and λ(2); we shall choose γ1,2(λ) to consist
of two segments: the first segment lies on the first sheet and connects the points λ(1) with the branch
point λ1; the second interval lies on the second sheet and connects the points λ1 and λ
(2).
If one of the arguments of the W coincides with a branch point (see (3.8)), we get from (B.3),
(B.4) and (3.8):
W (λ, λ1) =
√
λ1 − λ2
2
dλ
(λ− λ1)3/2(λ− λ2)1/2
; (B.5)
W (λ, λ2) =
√
λ2 − λ1
2
dλ
(λ− λ2)3/2(λ− λ1)1/2
(the choice of the sign in these formulas corresponds to the choice of the signs of distinguished local
parameters near λ1 and λ2, i.e., the factors 1 and 2 from Theorem 3).
Therefore, according to (3.16), for the first column of the matrix Φ we get:
Φ
(s1)
1 = 2piiW (∞(1), λ1) = −2pii
√
λ1 − λ2
2
, (B.6)
Φ
(s1)
2 = 2piiW (∞(1), λ2) = −2pii
√
λ2 − λ1
2
. (B.7)
Integration over the contour γ12(λ) gives the following expressions for the second column of the
matrix Φ:
Φ
(s2)
1 = −
2√
λ1 − λ2
{√
(λ− λ1)(λ− λ2) + 1
2
(λ1 − λ2) log h(λ)
}
, (B.8)
Φ
(s2)
2 = −
2√
λ2 − λ1
{√
(λ− λ1)(λ− λ2) + 1
2
(λ2 − λ1) log h(λ)
}
. (B.9)
Computing the determinant of the matrix function Φ (B.6) - (B.9), we get
detΦ = ±8pi
√
(λ− λ1)(λ− λ2).
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B.2 Completeness for the case of two simple poles (d = 2)
We start by proving a few auxiliary facts related to degeneration of hyperelliptic Riemann surfaces.
Consider a hyperelliptic Riemann surface Xg defined by the equation
ν2 = Π2g+2(λ) :=
2g+2∏
k=1
(λ− λk).
We are going to study the behaviour of the bidifferential W under the degeneration of one of the
branch cuts: we put λ0 := λ2g+1 and consider the limit λ2g+2 → λ0.
As a result of the degeneration of the covering Xg there arises the hyperelliptic Riemann surface
Xg−1 of genus g − 1 defined by the equation
ν2 = Π2g(λ) :=
2g∏
k=1
(λ− λk). (B.10)
Due to the choice of a canonical basis of cycles {aα, bα}gα=1 on Xg as shown in Figure 5, the cycles
{aα, bα}g−1α=1 in the limit λ2g+2 → λ2g+1 provide a canonical basis of cycles on Xg−1.
Let us denote by Wg(P,Q) the canonical meromorphic bidifferential W on the covering Xg of
genus g. Consider the behaviour of Wg(P,Q) in the limit λ2g+2 → λ2g+1 ≡ λ0. According to the
general theory (see [21]), no second or higher order pole of Wg at P0 arises under such degeneration.
Since all a-periods of Wg(P,Q) with respect to both of its arguments vanish, and in the limit the ag
period becomes the residue at P0, the first order pole at P0 also does not arise in the limit, and the
bidifferential Wg(P,Q) does not gain any singularity at P0 on Xg−1. At all other points, the singularity
structure of Wg(P,Q) under the degeneration coincides with that of Wg−1(P,Q). Therefore, if f(P )
and f(Q) remain independent of λ2g+2 and lie outside of a fixed neighbourhood of λ0, we have as
λ2g+2 → λ0 :
Wg(P,Q) = Wg−1(P,Q) + o(1) . (B.11)
The analysis becomes more subtle if one of the arguments of W coincides with P2g+1 or P2g+2 :
Lemma 3 Let f(P ) lie outside of a fixed neighbourhood of λ0 := λ2g+1 and be independent of λ2g+2.
Then
Wg(P, P2g+2) =
√
λ2g+2 − λ0
2
{Wg−1(P, P0)−Wg−1(P, P ∗0 ) + o(1)}, (B.12)
Wg(P, P2g+1) =
√
λ0 − λ2g+2
2
{Wg−1(P, P0)−Wg−1(P, P ∗0 ) + o(1)}, (B.13)
as λ2g+2 → λ0, where P0 and P ∗0 are the points on the 2nd and 1st sheets of Lg−1, respectively,
projecting to λ0 on the λ-plane.
Proof. The proof of this lemma can be obtained analogously to ([21], p.51, 52) using the Rauch
variational formulas. Consider, for example, (B.12). In the hyperelliptic case considered here, the
asymptotics (B.12) can alternatively be derived from an explicit formula for Wg(P, P2g+2). Namely,
the differential Wg(P, P2g+2) can be written as follows:
Wg(P, P2g+2) = W
0(P )−
g∑
α=1
{∮
aα
W 0
}
wα(P ), (B.14)
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where
W 0(P ) :=
1
λ− λ2g+2
√
Π2g(λ2g+2)
√
λ2g+2 − λ0
2
√
Π2g+2(λ)
dλ (B.15)
(with λ = f(P )) is a non-normalized meromorphic differential having the same singular part as
Wg(P, P2g+2); a linear combination of holomorphic differentials in (B.14) ensures the vanishing of all
a-periods of the right hand side.
In the limit λ2g+2 → λ0 we have
W 0(P )√
λ2g+2 − λ0
→ dλ
2(λ− λ0)2
√
Π2g(λ0)√
Π2g(λ)
. (B.16)
The holomorphic terms in (B.14) guarantee the vanishing of all periods of the differential (λ2g+2 −
λ0)
−1/2Wg(P, P2g+2), as well as the vanishing of the residues at P0 and P ∗0 of this differential in the
limit considered. The coefficient in front of (λ−λ0)−2 in the expansion at P0 and P ∗0 of the differential
in the limit coincides with that in (B.16); therefore, taking into account the normalization condition∮
ak
W = 0, k = 1, . . . , g, we arrive at (B.12). 2
Below we use also the following
Lemma 4 In the limit λ2g+2 → λ2g+1 := λ0, the following asymptotics hold true:∮
ag
f(P )Wg(P, P2g+2) = pii(λ2g+2 − λ0)1/2(1 + o(1)), (B.17)
2piiwg(P2g+2) = (λ2g+2 − λ0)−1/2(2 + o(1)), (B.18)∮
bg
f(P )Wg(P, P2g+2) = (λ2g+2 − λ0)−1/2(2λ0 + o(1))). (B.19)
and ∮
ag
f(P )Wg(P, P2g+1) = pii(λ0 − λ2g+2)1/2(1 + o(1)),
2piiwg(P2g+1) = (λ0 − λ2g+2)−1/2(2 + o(1)),∮
bg
f(P )Wg(P, P2g+1) = (λ0 − λ2g+2)−1/2(2λ0 + o(1))).
Proof. We prove only the set of formulas involving P2g+2. To prove (B.17) we make use of the
asymptotics (B.12), which implies as λ2g+2 → λ0
1
pii(λ2g+2 − λ0)1/2
∮
ag
f(P )Wg(P, P2g+2)→ res
P=P0
{f(P )Wg−1(P, P0)} = 1 ,
which yields (B.17).
To prove (B.18), let us write the differential wg in the form:
wg(P ) =
1
2pii
dλ√
(λ− λ0)(λ− λ2g+2)
Qg−1(λ)√
Π2g(λ)
, λ = f(P ), (B.20)
where Qg−1(λ) is a polynomial of degree g − 1 with coefficients depending on {λk}. In the limit
λ2g+2 → λ0, the differential wg becomes the normalized Abelian differential of the third kind with poles
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at P0 and P
∗
0 and residues +1 and −1, respectively (this follows from the normalization
∮
ag
wα = δαg).
Therefore, if we first take the limit λ2g+2 → λ0, and then put λ = λ0, we get Qg−1(λ0) =
√
Π2g(λ0).
Since from (B.20) we have
wg(P2g+2) =
1
pii
1√
λ2g+2 − λ2g+1
Qg−1(λ2g+2)√
Π2g(λ2g+2)
,
in the limit λ2g+2 → λ0 we arrive at (B.18).
The asymptotics (B.19) can be deduced from (B.18) and (B.17) by noticing that the integral∮
bg
(f(P ) − λ0)W (P, P2g+2) remains finite in the limit λ2g+2 → λ0. One should also use the relation
2piiwg(P2g+2) =
∮
bg
W (P, P2g+2). 2
Now we are in a position to prove the following
Proposition 6 The constant C in (B.1) is non-vanishing for d = 2, i.e., for all hyperelliptic coverings
of genus g (with no branching at ∞).
Proof. For d = 2 the number of ramification points is N = 2g + 2. We prove the proposition by
induction over the genus of the covering. That is we reduce the computation of the determinant of
the (2g + 2)× (2g + 2)-dimensional matrix Φg to the computation of the determinant of the 2g × 2g-
dimensional matrix Φg−1 arising from Φg in the limit λ2g+2 → λ2g+1 ≡ λ0. The base case of the
induction, the determinant of the 2 × 2 matrix-solution Φ0 corresponding to the genus zero two-fold
coverings with two ramification points, was computed in Section B.1: detΦ0 = ±8pi
√
(λ− λ1)(λ− λ2).
Consider the 2g × 2g matrix obtained from Φg by crossing out two columns and two rows. The
crossed out columns are number 2g− 1 and 2g – those given by the integrals (3.14) over the contours
ag and bg degenerating in the limit. The two rows correspond to the ramification points P2g+1 and
P2g+2. The resulting matrix, due to (B.11), tends in the limit λ2g+2 → λ2g+1 to a solution Φg−1 given
by (3.14) to the Riemann-Hilbert problem associated to the hyperelliptic curve (B.10) of genus g− 1.
According to the assumption of our induction, det Φg−1(λ) 6= 0 for λ ∈ C \ {λ1, . . . , λN}.
Due to Lemma 3, Wg(P, P2g+2) and Wg(P, P2g+1) tend to 0 as λ2g+2 → λ2g+1 ≡ λ0 if f(P ) is
independent of λ2g+1 and λ2g+2. Therefore, the entries of the deleted (2g + 1)st and (2g + 2)nd rows
of the matrix Φg not belonging to the deleted columns tend to 0 as λ2g+2 → λ2g+1.
Thus in our limit, det Φg tends to the product of det Φg−1 and the determinant of the 2× 2 block
at the intersection of the deleted rows and columns:
detΦg → det A detΦg−1,
where
A = lim
λ2g+2→λ0
( ∮
ag
f(P )W (P, P2g+1) 2piiwg(P2g+1)λ−
∮
bg
f(P )W (P, P2g+1)∮
ag
f(P )W (P, P2g+2) 2piiwg(P2g+2)λ−
∮
bg
f(P )W (P, P2g+2)
)
.
Using Lemma 4, we find the behaviour of det A in the limit:
det
(
pii(λ2g+1 − λ2g+2)1/2 2(λ2g+1 − λ2g+2)−1/2(λ− λ0)
pii(λ2g+2 − λ2g+1)1/2 2(λ2g+2 − λ2g+1)−1/2(λ− λ0)
)
= ±4pi(λ− λ0).
The corresponding constants in (B.1) are thus related by Cg = ±4piCg−1 and Cg 6= 0 if Cg−1 6= 0. 2
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B.3 Completeness for an arbitrary number of simple poles
We are going to prove the completeness of our set of solutions for the Hurwitz diagram shown in Fig.1;
i.e., the permutations associated to branch points are given by (A.1). Then the completeness for an
arbitrary set of elementary permutations follows from the well-known fact that the space Hg;d(1, . . . , 1)
is connected and independence of the constant C from (B.1) of λ and {λj}.
For the coverings defined by (A.1) we shall perform an induction over the number of sheets without
changing the genus of the covering X (in this section we denote it by Xd); on each step we detach
one sheet by a degeneration of one branch cut. Put P0 := PN−1 (and λ0 := λN−1) and take the limit
PN → P0. In this limit the dth sheet of Xd detaches and the d-sheeted covering splits into a (d− 1)-
sheeted covering Xd−1 of the same genus with the ramification points {Pk}N−2k=1 , and the Riemann
sphere, which we denote by X1. Denote the bidifferential W on Xd by Wd, on Xd−1 by Wd−1 and on
X1 by W1 (note that W1(λ, µ) = (λ − µ)−2dλdµ). The points in the set f−1(λ0) on the covering we
denote by λ
(k)
0 (the upper index indicates the sheet number).
Let us prove a few auxiliary facts about this type of degeneration. First, we determine the be-
haviour of the bidifferential Wd(P,Q) in our limit. Assuming that f(P ) and f(Q) are independent of
λN and λN−1 we have the following obvious asymptotics (see [21]):
Wd(P,Q)→Wd−1(P,Q) , P,Q ∈ Xd−1; (B.21)
Wd(P,Q)→W1(P,Q) ≡ dµ(P ) dµ(Q)
(µ(P )− µ(Q))2 , P,Q ∈ X1,
where µ is a coordinate on the Riemann sphere X1; and
Wd(P,Q)→ 0 , P ∈ Xd−1 , Q ∈ X1.
The next lemma is less trivial.
Lemma 5 There are the following asymptotic expansions as PN → PN−1 = P0:
Wd(P, P0) =
√
λ0 − λN
2
{Wd−1(P, λ(d−1)0 ) +O(λ0 − λN )}, P ∈ Xd−1, (B.22)
and
Wd−1(P, λ
(d−1)
0 ) :=
Wd−1(P,Q)
df0(Q)
∣∣∣
Q=λ
(d−1)
0
,
where f0 is the meromorphic function on Ld−1 which defines the covering Xg−1;
Wd(P, P0) =
√
λ0 − λN
2
{W1(P, λ(d)0 ) +O(λ0 − λN )}, P ∈ X1; (B.23)
and
W1(P, λ
(d)
0 ) :=
dµ(P )
(µ(P )− λ0)2 ,
µ being the coordinate on the Riemann sphere X1.
Proof. Following [21], Chapter 3, consider a domain Ω ⊂ Xd, which contains the segment [P0, PN ] on
both 1st and 2nd sheets, and can be conformally mapped to an annulus by the map
h(λ) =
1
λ0 − λN
{
λ− λ0 + λN
2
+
√
(λ− λ0)(λ− λN )
}
;
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the union of two banks of the branch cut [P0, PN ] is mapped by the function h(λ) to the unit circle.
The Laurent series for Wd(P, P0) in the coordinate h(λ) in a neighbourhood of the unit circle can be
written as follows in terms of the coordinate λ within the domain Ω [21]:
Wd(P, P0) =
1√
(λ− λ0)(λ− λN )
∞∑
k=−1
ak(τ)(λ− λ0)k dλ+
∞∑
k=0
bk(τ)(λ− λ0)k dλ , (B.24)
where λ = f(P ); τ =
√
λN − λ0; coefficients ak(τ) and bk(τ) are holomorphic at τ = 0. The first sum
in (B.24) starts from k = −1 since Wd(P, P0) has a quadratic pole at P0. Since the singular part of
Wd(P, P0) at P = P0 has the form (λ− λ0)−1d
√
λ− λ0, we have a−1(τ) =
√
λ0 − λN/2. The term in
the second sum in (B.24) corresponding to k = −1 is absent since the residue of Wd(P, P0) at P = P0
equals zero.
Therefore, the differential
lim
λN→λ0
2√
λ0 − λN
Wd(P, P0), P ∈ Ω, (B.25)
has a singular part of the form
dλ
(λ− λ0)2 , λ = f(P ),
in neighbourhoods of λ
(d)
0 and λ
(d−1)
0 . The term containing the first order pole must vanish since the
integral of (B.25) over the (homologous to zero) contour on Xd encircling the branch cut [P0, PN ] is
zero; thus the residues of (B.25) at λ
(d)
0 and λ
(d−1)
0 vanish.
The differential (B.25) does not have any other singularities on either Xd−1 or X1; this differential
has all vanishing a-periods on Xd−1. Therefore, we arrive at (B.22), (B.23). 2
Lemma 6 There are the following asymptotic expansions as λN → λN−1 ≡ λ0:√
λ0 − λN
∫ Q
P
Wd(R,P0) = 2 +O(λN − λ0); (B.26)
√
λ0 − λN
∫ Q
P
f(R)Wd(R,P0) = 2λ0 +O(λN − λ0) , (B.27)
where P ∈ X1, Q ∈ Xd−1; f(P ) and f(Q) are assumed to be independent of λN .
Proof. The proof is similar to the proof of the previous lemma. Consider (B.26). The integral of
Wd(R,S) with respect to R between the points P and Q is an abelian differential of the third kind
in S with simple poles at S = P and S = Q and residues −1 and 1, respectively. We denote this
differential by WP,Qd (S) :=
∫ Q
P Wd(·, S). Since the sum of the residues of the differential W1(S) :=
limλN→λ0 W
P,Q
d (S) on X1 must vanish, we conclude that W1(S) has two simple poles on X1 : the pole
with the residue −1 at S = P , inherited from WP,Qd (S), and a new pole at λ(d)0 , arising as a result
of the degeneration, with the residue +1 (the absence of higher order terms of W1(S) at λ
(d)
0 follows
from the expansion (B.24) for W (P, P0)). Similarly, on Xd−1, the differential WP,Qd (S) tends to the
normalized abelian differential of the third kind with simple poles at S = λ
(d−1)
0 and S = Q and
residues −1 and +1, respectively.
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Let us now write down an analog of the expansion (B.24) for WP,Qd (S), when S ∈ Ω:
WP,Qd (S) =
1√
(λ− λ0)(λ− λN )
∞∑
k=0
ck(τ)(λ− λ0)k dλ+
∞∑
k=0
dk(τ)(λ− λ0)k dλ , (B.28)
where λ = f(S); as before, τ :=
√
λ0 − λN ; the coefficients ck(τ) and dk(τ) are holomorphic at τ = 0.
Both sums in (B.28) start from k = 0 since the differential WP,Qd (S) is holomorphic at S = P0 ≡ PN−1
and S = PN . Since in our limit the differential W
P,Q
d (S) gains simple poles at S = λ
(d−1)
0 and S = λ
(d)
0
with residues −1 and +1, respectively, we conclude that c0 = 1 + o(τ) as τ → 0. Now, taking S = P0,
and evaluating WP,Qd at P0 with respect to the local parameter
√
λ− λ0 similarly to (3.8), we arrive
at (B.26).
The asymptotics (B.27) easily follows from (B.26) since the integral
∫ Q
P (f(R) − λ0)Wd(R,P0)
behaves as o(1) in our limit. 2
We note that all the asymptotics computed in the above lemmas are symmetric under the inter-
change of λN and λN−1.
By the assumption of the induction, the constant C, we denote it by Cd−1, in relation (B.1)
corresponding to the branch covering Xd−1 is non-vanishing. One needs to prove the non-vanishing of
the constant Cd corresponding to the covering Xd.
Denote the function Φ (3.14) corresponding to the d-sheeted covering Xd by Φd, and the function Φ
corresponding to the (d−1)-sheeted covering Xd−1 by Φd−1. The columns of Φd given by the integrals
over the contours ld encircling ∞(d), and the contour γd,d−1(λ) have, according to (3.14) and (3.16),
the form:
Φ
(γd,d−1(λ))
k = −
∫ λ(d−1)
λ(d)
f(P )W (P, Pk) + λ
∫ λ(d−1)
λ(d)
W (P, Pk) ,
and
Φ
(ld)
k = −2piiW (∞(d), Pk).
The contours ld and γd,d−1(λ) are absent from the set of integration contours determining Φd−1.
The rows corresponding to PN−1 and PN are also missing in Φd−1. The 2×2 block on the intersection
of these rows and columns in the matrix Φd looks as follows:
B =
(
− ∫ λ(d−1)λ(d) f(P )W (P, PN−1) + λ ∫ λ(d−1)λ(d) W (P, PN−1) −2piiW (PN−1,∞(d))
− ∫ λ(d−1)λ(d) f(P )W (P, PN ) + λ ∫ λ(d−1)λ(d) W (P, PN ) −2piiW (PN ,∞(d))
)
.
According to (B.21), the (2N−2)×(2N−2) minor in the matrix Φd obtained by deleting these two rows
and two columns tends to Φd−1 in our limit. Since all other entries of the two rows of Φd corresponding
to PN−1 and PN , tend to 0 as PN → P0 = PN−1, we see that in this limit det Φd → det B det Φd−1.
Now, due to Lemmas 5 and 6, in this limit
det B→
 −2 λ−λ0√λN−1−λN −
√
λN−1−λN
2
−2 λ−λ0√
λN−λN−1
−
√
λN−λN−1
2
 = {
√
λN − λN−1
λN−1 − λN −
√
λN−1 − λN
λN − λN−1
}
(λ−λ0) = ±2i(λ−λ0),
where λ0 = f(P0); therefore, Cd = ±2iCd−1, i.e., Cd−1 6= 0 implies Cd 6= 0. 2
The proof that the set of solutions (3.17), (3.14) is complete for any Hurwitz space Hg,d(k1, . . . , km)
is also inductive and can be obtained by sending some of the branch points λj to ∞.
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