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• 2019年 7月 BITpointがハッキングを受け 30億円相当の仮想通貨が流出 [4]
• 2018年 2月 BitGrailから仮想通貨「Nano」が流出。約 211億円の被害が生じた [5]
• 2018年 1月コインチェックが保有していた仮想通貨「NEM」がクラッキングにより流出。
約 580億円の被害が生じた [6]

























































































































げしないかを考慮しなくてはいけない。例えば図 5ではユーザ Aからユーザ Bへの送金にお
いてユーザ Cが中継を行なっている。この時ユーザ Aはまずユーザ Cに資金を送金し、それ
を確認したユーザ Cが同額をユーザ Bへと送金する。しかし、もしユーザ Cが資金を持ち逃
げしようとした場合従来のマイクロペイメントチャネルの仕組みでは防ぐことができない。そ
















































































































LNは無向グラフG = (V,E)として表される (図 6)。
図 6: ライトニングネットワーク
V はネットワークに参加しているノードの集合で、E ⊆ V 2はノード間で開かれているチャ




∀v1, v2 ∈ V (v1, v2) /∈ E ⇔ Cap(v1, v2) = 0.
さらに、LNに関して、以下の 5つを定義する。
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• 任意の 2ノード x, y間のホップ距離 dnode(x, y)は、ノードを接続する LNのチャネルの最
少数である：
dnode(x, y) := min{n ∈ N : ∃v1, · · · , vn+1 ∈ V x = v1, y = vn+1;∀i ∈ 1, · · · , n (vi, vi+1) ∈ E}.
(1)
• ノード x ∈ V とチャネル e = (y, z) ∈ Eの距離はノード xとチャネルの両端間の距離の最
小値である：
dchan(x, (y, z)) := dchan(x, e) := min{dnode(x, y), dnode(x, z)}. (2)
• ノード vと隣接しているノードの集合をAdj(v)として定義する：
Adj(v) := {z ∈ V |dnode(v, z) = 1}. (3)
• チャネルの集合 T ⊆ Eに対し、Nodes(T )は T に含まれるチャネルによって接続された
ノードの集合である：
Nodes(T ) := {a ∈ V |(a, ·) ∈ T ∨ (·, a) ∈ T}. (4)
• 各ノードは固有の IDキーを所持しており、IDキーの SHA-256[14]として計算された 256






ルート検出のために各ノードはルーティングテーブルを構築する。ノード v ∈ V のルーティ
ングテーブル v.RT は vとの距離が近隣半径 rnb ∈ N以下の場所に存在するすべてのチャネル
の部分集合となる





送信者 xは自身のRT,x.RT の中から受信者へのパスを探索し、見つからなければ受信者 yへ
y.RT を要求する。受け取った y.RT を自身を x.RT とマージし、その中で再び受信者へのパス
を探索する。
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表 1: ノード vのルーティングテーブルに含まれる情報












近隣を探索するメカニズムはメッセージNEIGHBOR HELLO,NEIGHBOR UPD,NEIGHBOR RST,
REIGHBOR ACKに基づいて行われる。
• NEIGHBOR HELLO:メッセージの受信者の完全なRTを送信者に送信する。








図 8において、ノード x, u間に新しいチャネルが開設された場合を考える。近隣半径 rnbは
2とする。ノード x, uは自身の RTに開設したチャネルを追加し、隣接しているノード y, vに









する。NEIGHBOR UPDメッセージを受信したwは dchanを計算し、それが rnbより大きいので
チャネルをRTに追加しない。wはNEIGHBOR UPDメッセージを処理したことを伝えるため
にNEIGHBOR ACKメッセージは送信する (RTを更新していないのでwはNEIGHBOR UPD












メッセージ内の閉じたチャネルのセットMr ⊂ E(NEIGHBOR HELLOの場合Mr = ∅)
近隣半径 rnb ≥ 1
Output: 更新された u.RT
Initialization :
1: u.RT と新しく開かれたチャネルのセットM をマージ:RTpre = u.RT ∪M
2: RTpreに基づくネットワークG = (Nodes(RTpre), RTpre)を作成
LOOP Process
3: for e ∈ M\u.RT do
4: Gpreにおけるノード uとチャネル eの最小距離を計算:d = dchan(u, e).Gpreが連結でなく
距離を計算できなければ d = +∞とする
5: if (d ≤ rnb) then
6: eの容量Cap(e)を取得
7: u.RT = u.RT ∪ {e}.Cap(e)を保存
8: end if
9: end for
10: for e ∈ Mr ∩ u.RT do
11: ブロックチェーン上でチャネル eが閉じられているか確認
12: if チャネル eが閉じられていることが確認できた then













• BEACON ACK:BEACON REQへの応答として BEACON REQの受信者から送信者へ
送信され、ノードがビーコン候補になることに同意する。また、自身の近隣により良いビー
コン候補があるかどうかを確認する。もしより良いビーコン候補があるなら、そのノード
とノードへのパスを一緒に送信する。例えば、ノード uからノード vへ BEACON REQ
メッセージが送信される場合、BEACON ACKメッセージとして vよりアドレス空間で


















1: ビーコン候補ノードの集合の初期化:B = Nodes(u.RT )
2: 探索済みノード集合の初期化:U = ∅
3: メッセージ受理済みノード集合の初期化:R = ∅
LOOP Process
4: while |B| > 0 do
5: 未処理のビーコン候補 vを一つ選択する:v := arg min
z∈B
ρ(z, u)
6: vを処理済みとして記録:U = U ∪ v; B = B\v
7: vにBEACON REQメッセージを送信。BEACON ACKメッセージが返ってくるのを待つ




12: vを受理済みとして記録:R = R ∪ v
13: for z ∈ Cv\(B ∪ U) do
14: ρ(z, u) < ρ(v, u)を確認
15: Mv(z)が vから zへのパスになっているかを確認
16: Mv(z)に含まれているチャネルがブロックチェーン上で閉じていないか確認
17: zをビーコン候補に追加:B = B ∪ z
18: end for
19: while |B| > Nbc do
20: ビーコン候補から、ホップ距離が uに近いノードを削除する
21: z∗ = arg min
z∈B
dnode(u, z); B = B\z∗
22: end while
23: end while
24: for v ∈ R,Rはアドレス距離順にソートしておく do
25: vからBEACON SETメッセージを送信し uのビーコンとする:u.RT = u.RT ∪ v
26: vへのパスを u.RT に追加



















信者に近いノードにRTを要求し、ルートを探索する。ルートの探索のために paths(s, r, RT, k)







アルゴリズム 3で候補ルートの集合 P を作成した後、ネットワークの動的情報に基づいて発
見したルートをランキング付けする。この処理はアルゴリズム 3で新しいルート p ∈ P が発見
されるたびに行われ、候補ルートの評価値 rr(p) ∈ [−∞,+∞)を返す。またアルゴリズムの処














Algorithm 3 静的ランキング (候補ルートの探索)
Input: 送信者 u
受信者 r
発見するパスの最大数 k ≥ 1
メッセージを送信するノードの最大数Ntab ≥ 1
Output: 発見された sから rへと至るルートの集合 P (P = ∅はルーティングが失敗したこと
を表す)
Initialization :
1: 送信者のRTで探索に使うRTを初期化:RTco = s.RT
2: ルートの集合を初期化:P = ∅
3: 送信者からTABLE REQメッセージを受け取ってRTを送信したノードの集合を初期化:U =
∅
LOOP Process
4: while |P | > k ∧ |U | < Ntab do
5: RTcoで送信者 sから受信者 rへのルートを k本まで探索する。
P = P ∪ Paths(s, r, RTco, k)
6: if |P | < k then
7: RTcoに含まれているノードの中で受信者 rにアドレス距離が最も近いノードを一つ選
択する。
c = arg min
z∈Nodes(RTco\U)
ρ(z, r)
8: TABLE REQメッセージを送信してノード cにRTを要求する。
RTco = RTco ∪ c.RT




























例として、図 10においてノード uをビーコンとしているノード xからノード vをビーコンと
しているノード yへ送金を行う場合、グループを作成しなかった場合 (図 10黒線部分のみ)ノー
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ド xはノード uにRTを要求し、さらに別のビーコンを探索しRTを要求していく必要がある。








時刻 tまでの探索における各チャネルの使用回数 num chanel used
Output: ユーザーグループM
Initialization :
1: グループのメンバーm,n ∈ M 間で持ち合うチャネルの集合を初期化:Egroup = ∅
2: 使用頻度の高いチャネルの集合を初期化:frequent chanel = ∅
LOOP Process
3: num chanel usedを使用回数順にソート
4: 使用頻度の高いチャネルを frequent chanelに追加
frequent chanel = num chanel used[0 : 50]
5: 使用頻度の高いノードの集合 frequent nodeを作成
frequent node = Nodes(frequent chanel)
6: frequent nodeを rbでソートする
7: for v ∈ frequent node do
8: for u ∈ M do
9: Egroup = Egroup ∩ {(v, u)}
10: end for
11: M = M ∩ {v}

















1: if Nodes(RTco) ∩Member\U ̸= ∅ ∧ |U | ≥ 4 then
2: RTcoに含まれるグループメンバーM の要素の中でアドレスが一番送信者に近いノード
を一つ選択する。










6: TABLE REQメッセージを送信してノード cにRTを要求する。
RTco = RTco ∪ c.RT


























• rnb = 2
を与えた。
実験では V から送信者としてノード nsampをランダムに 10個選択し、nsampから他の全ての
ノードへのパスを探索した。発見する候補ルートの数は 10本とした。この時、ビーコンの数
NbcとRTを要求するノードの数Qを変化させることでパスを見つけることができた割合がど




表 3: |V | = 2000でパスを見つけることのできた割合
Nbc \Q 0 1 10
0 0.019 0.230 0.813
1 0.023 0.284 0.852
2 0.027 0.328 0.865
3 0.034 0.389 0.876
4 0.038 0.427 0.885
5 0.040 0.441 0.887
6 0.043 0.470 0.891
7 0.048 0.504 0.895
8 0.050 0.524 0.896
9 0.052 0.541 0.898
0 0.055 0.559 0.901
11 0.059 0.581 0.904
また、この実験において送受信 1組辺りの送金パスを発見するのにかかった平均時間を図 12
に示す。
図 11よりクエリを送信する回数を増やすほどパスが見つかりやすくなっているが、 Q = 10
まで増やすとNbcが 6程度でパスの発見確率がほぼ変化しなくなっていることがわかる。

















作成する LNはノード数 |V | = 2000とし、グラフの構造としてスモールワールドネットワーク
とハブアンドスポーク型の２パターンを比較する。





































成のため、時間 T について前半の [0, 30]についてはグループを使用しない従来の方法でパスを

























































































LNはノード数 |V | = 2000のスモールワールドネットワークとし、そのうち 100ノードを店ノー


































































































































が 1.0005BTCのものと 1.0000BTCのものしかないためその 2つを同時にインプットに使用し
ている。またインプットして使用した UTXOの総額が相手に送金したい額よりも高かった場
合、余剰分は自身に払い戻すため送金先を自分自身に設定してアウトプットを作成することに

































































































































• ユーザ Cからユーザ BへのHTLCトランザクションの作成ユーザAからHTLCトラン
ザクションA1を受け取ったユーザCは同様にHTLCトランザクションC1を作成する。



























• ネットワーク内の全ての辺について、再配線確率 pで別の場所につなぎ直す (繋ぎなそう
とした辺が既に存在している場合無視する)
再配線確率 p = 0なら規則的なネットワークとなり、p = 1なら完全にランダムなネットワー
クとなる。
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