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Resumen 
En este trabajo se demuestra que los contrastes m (basados 
en momentos) son, bajo condiciones generales, contrastes de los 
Multiplicadores de Lagrange (LM) .. 
También obtenemos contrastes m que son fácilmente 
computables e interpretables. Destacamos una manera simple de computar 
los contrastes LM bajo heteroscedasticidad condicional de forma 
desconocida y/o de no diagonalidad por bloque5 de la Matriz de 
Información. 
Aplicamos estos resultados al caso de regresión lineal y 
obtenemos contrastes m y LM que son consistentes a heteroscedasticidad 
condicional. 
Algunos de estos contrastes podrían tener un buen 
comportamiento en pequeñas muestras. 
Proponemos contrastes de especificación de la matriz de 
información dinámica que detectarían forma funcional incorrecta y/o 
una estructura dinámica insuficientemente rica. Estos contrastes se 
pueden considerar como contrastes de autocorrelación serial que varía 
sistemáticamente, de efectos ARCH en media que varían sis~emáticamente 
y efectos ARCH no simétricos que varían sistemáticamente. 
También proponemos contrastes de autocorrelación, efectos 
ARCH en media y restricciones de factores comunes que son válidos bajo 
heteroscedasticidad condicional de forma desconocida. Todos los 
contrastes se pueden computar con una regresión de mínimos cuadrados 
ordinarios. 
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Identi ficamos una al ternati va general con respecto a la 
cual se puede considerar que los contrastes de la matriz de 
información dinámica son contrastes LM. Esta alternativa incluye 
muchos modelos conocidos y algunos nuevos. Esta alternativa sugiere, 
además, generalizaciones del modelo de regresión lineal que pueden ser 
útiles para predicción. 
En este trabajo damos varias versiones asintóticamente 
equivalentes de los contrastes. Algunas de ellas deberían tener un 
buen comportamiento en pequeñas muestras. En las primeras secciones se 
prueban teoremas que son útiles en situaciones mucho más generales que 
las que se consideran específicamente en este trabajo. 
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1. Introducci6n y motivaci6n 
En los últimos años se ha dedicado considerable atenci6n al 
estudio de los contrastes m de especificaci6n. Los trabajos que han 
estudiado estos contrastes son los de Newey (1985), Tauchen (1985) y 
White (1985). White propone una clase particular de contrastes m 
llamados contrastes de la matriz de informaci6n dinámica. 
En este trabajo abordamos muchas de las cuestiones que esta 
literatura reciente ha dejado sin resolver. Las más importantes son: 
¿Qué es lo que contrastan los contrastes m? ¿Cuál es el poder de los 
contrastes m? y ¿Cuál es la relaci6n entre contrastes m y los 
contrastes de los multiplicadores de Lagrange? También proponemos 
nuevos contrastes y damos versiones simplificadas de otros; algunas de 
ellas posiblemente tendrán un comportamiento mejor en pequeñas 
muestras que otras versiones consideradas. 
Expliquemos primero intuitivamente qué se entiende por 
contrastes m. Un conjunto de medidas de fen6menos econ6micos se puede 
considerar como la realizaci6n de un proceso estocástico sobre un 
espacio de probabilidad (0, F, PO)' Tratamos de aprender acerca 
del verdadero modelo Po usando una coleccÍ'6n de medidas de 
probabi lidad tentati vas P, indiciadas por un conj unto de parámetros 
a E a. Si un modelo P está correctamente especificado esto 
implicará, en general, la validez de un número (quizás infinito) de 
condiciones de momentos de la forma 
[1.1] Ea (mt (w, a» = O, t=1,2,,,., 
donde mt : n x a -> IR
P 
con w E n. Si para todo a E a tenemos que 
t=1,2,,,., 
entonces Po no está en P. En la f6rmula anterior la esperanza está 
tomada con respecto a PO' 
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Cuando realizamos contrastes m estamos comprobando si las 
condiciones [1.1] se cumplen en nuestra muestra. 
Para hacer esto estudiamos el comportamiento de su análogo 
muestral. 
m = n 
n 
-1 n E 
t=l 
-1 n 
_ n E 
t=l 
y buscamos que estén suficientemente próximos a cero. Un ejemplo 
simple de contraste m es un test de autocorrelación serial de primer 
orden. Si llamamos (1"1' 1"2' ... , r
n
) a los res iduos estimados, 
n 
-1 
entonces investigamos si n E rt r t _1 está próximo a cero en nuestra t=2 
muestra. 
Denotemos por lnt a un vector 1 x k. Por sencillez podemos 
pensar que lnt es el vector gradiente de la función de verosimilitud 
para la observación t, evaluado en el estimador asintóticamente eficien 
te e . Sea m t' como lo definimos antes, el vector p x 1 de funciones m 
n n 
para la observación t, evaluado también en en' 
, 
White (1985) ha demostrado que bajo condiciones generales, 
, 
los contrastes m se pueden computar haciendo la siguien~e regresión de 
mínimos cuadrados ordinarios: 
Bajo la hipótesis de 
2 
número de observaciones por el R 
corticta especific~cióh, 2 nRO (el 
sin ajustar por una constante) se 
'_ t." • 
comportará asintóticamente 
grados de libertad, 
como una variable aleatoria 2 X con 
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p 
Intui ti vamente, lo que la regres ión anterior intenta hacer 
es "explicar" una constante con m
nt
, La forma en que esto puede 
ocurrir es que m tenga med las diferentes de cero, Los términos 
. nt 
contenidos en lnt no pueden explicar la constante porque sus medias 
en general han sido anuladas por el proceso de estimación, Sólo la 
presencia de m
nt 
puede explicar la constante; sin embargo, queremos 
mantener 1 
nt en la regresión porque va a darnos la forma del 
producto exterior de la matriz de varianzas y covarianzas de los 
.... 
coeficientes estimados, e 
n 
que se han usado al evaluar m
nt
, 
En la sección 2 damos condiciones que permitirán 
simplificaciones muy útiles en la computación de los contrastes m, La 
diagonalidad por bloques de la Matriz de Información es la primera de 
estas condiciones, Además, si las funciones m se pueden escribir como 
... 
e 1 producto de res iduos (r t) Y otras cosas (W
nt
) que son funciones 
de las variables predeterminadas, esto es m
nt = rt wnt ' y también que 
el gradiente se puede escribir como el producto de residuos y otras 
cosas que también son funciones de las variables 
predeterminadas, lnt = rt x
nt ' entonces bajo homoscedasticidad condici9 
nal, los contrastes m se pueden computar regresando, 
(1,2) rt sobre W~t' xnt 
Esta es una simplificación muy útil, que nos recuerda los 
contrastes de los multiplicadores de Lagrange, De hecho los contrastes 
m también se pueden considerar bajo ciertas condiciones como 
contrastes que buscan en los residuos algunos tipos particulares de no 
aleatoriedad, Esto nos permite identificar direcciones en las cuales 
los contrastes m tendrán poder local máximo asintóticamente, Resulta 
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que bajo condiciones generales se puede demostrar que los contrastes m 
son también contrastes LM; por lo tanto la analogía que sugiere la 
regresión (1.2) es apropiada. 
La regresión (1.2) .intenta encontrar una correlación 
significativa 
es normalmente 
covarianzas de 
entre rt y w' De nuevo neces i tamos x' (aunque 
nt nt 
ortogonal a r t) para obtener la matriz de varianzas y 
los coeficientes estimados. Aquí usamos implícitamente 
la forma del Hesiano de la matriz de información. 
El resto del trabajo está organizado como sigue: la sección 
3 analiza el caso simple de la regresión lineal y contiene una gran 
variedad de contrastes m consistentes a heteroscedasticidad e 
inconsistentes a heteroscedasticidad. Algunos de estos contrastes 
posiblemente tendrán un buen comportamiento en pequeñas muestras. 
La sección 4 trata los contrastes de la matriz de 
información dinámica en el contexto de la regresión lineal. Proponemos 
nuevos contrastes de especificación dinámica. Estos contrastes serán 
sensibles a una forma funcional incorrecta y/o una especificación 
dinámica insuficientemente rica. 
La sección 5 presenta un modelo general que se puede 
considerar como la alternativa general que los contrastes de la matriz 
de información dinámica están considerando en ,el caso de regresión 
lineal. Este modelo general contiene como cO\sos especiales varios 
modelos ya conocidos y muy usados, así como 'algUnos modelos nuevos' que 
pueden ser útiles para predicción. 
La sección 6 contiene otras aplicMéionés' del marco de los 
contrastes m. En concreto consideramos un contraste de restricciones 
de factores comunes en presencia de heteroscedasticidad de forma 
desconocida. 
En la sección 7 se encuentran las principales conclusiones 
y sugerencias para la investigación futura. 
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2. Resultados generales 
El Profesor White (1985), en el Teorema 3.3 ha propuesto 
una manera simple para computar los contrastes m. En esta sección 
demostramos que bajo ciertas condiciones generales existen versiones 
de los contrastes m que son asintóticamente equivalentes a las que él 
propone, que son computacionalmente más sencillas y además tienen 
interpretaciones útiles y familiares. Una de estas versiones viene 
dada por el Teorema 2.1 que está a continuación, bajo la condición de 
que la matriz de información del modelo sea diagonal por bloques bajo 
la hipótesis nula. 
Vamos a suponer directamente que se cumplen algunas 
condiciones suficientes para el Teorema 3.3 de White. Estas 
condiciones aseguran que un contraste m se puede computar como 
nR02 (el R2 no aJ'ustado t t) di" d por una cons an El e a regreslon e 
mínimos cuadrados ordinarios donde la variable dependiente es la 
constante unidad a lo largo de todo el tiempo y los regresores son el 
gradiente del logaritmo de la verosimilitud condicional y las 
funciones m, ambos evaluados en el estimador asintóticamente eficiente 
bajo la hipótesis nula. 
Primero estableceremos la notación y definiciones. Las 
mediciones de los fenómenos económicos observables se pueden 
considerar como la realización de un proceso estocástico sobre un 
espacio de probabilidad (O, F, PO)' La medida de probabilidad 
rl'.!sconocida Po nos da una descripción completa del comportamiento 
estocástico del mecanismo que genera los datos, y por lo tanto puede 
considerarse como el verdadero mecanismo generador de los datos. 
Un punto de partida útil para intentar aprender acerca del 
m\!cani smo que genera los datos, que es desconocido , PO' es 
.; ,e~~eci ficar un mode lo de probabi lidad ind iciado por algunos parámetros 
" ,,; 'l" . de interés. 
8 
DEFINICION 0.1: Un modelo de probabilidad P es una colección de 
medidas de probabilidad diferentes sobre un espacio mesurable (O, F). 
Los parámetros 
correspondencia v: P -) e, e 9 
de interés 
k IR., k E N+ _ 
se definen por una 
{1,2, ... } 
El modelo P se puede considerar como la colección de todas 
las medidas de probabilidad que uno está dispuesto a considerar como 
candidatos para haber generado 
suficientemente amplia 
Cuando efectivamente 
como para 
P, 
los 
que sea 
decimos 
datos, y debería ser 
plausible que 
que el modelo 
Po E P. 
P está 
correctamente especificado o simplemente que P es el verdadero modelo. 
Una manera de formular los mode los de probabi lidad es 
cons iderar una fami lía que genera funciones de veros imili tud en el 
sentido de la siguiente definición. 
DEFINICION 0.2: (Familia que Genera Verosimilitudes {f (wn,e)}) 
n 
Sea {(At , Dt )} una secuencia de espacio mesurables 
y definamos 
Sea P = {Pe: e E e} una familia de medidas de probabilidad 
k diferentes sobre (O,F), donde e C IR , kEN, de manera qué 6=v (P) con v 
definida como la función tal que e = v (Po)' 
La fami lia P es una fami Ha que genera varos imi li tudes 
n 
si sólo si {f (w ,e)} y existe una medida ~ sobre n 
(O, F) que no depende de e tal que para cada n = 1, 2, la 
restricción de ~ a (On, Fn) definida como 
Q) 
~n(F) _ ~ (F X 
t=n+1 
· ¡z. 
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es a finita, y para cada e en e la restricción de Po a (On, Fn), defini 
nida como 
Q) 
- Pe (F x At ), F o F
n 
t=n+1 
es absolutamente contínua con respecto 
tiene una derivada de Radon-Nikodym 
n 
a ~ de forma que Pen 
La densidad f es la función de verosimilitud generada por la 
n 
familia. 
Consideremos una familia de verosimilitudes fn(~n,e) indici~ 
da por un vector de parámetros e, de d imens ión kx 1, donde se puede 
interpretar n como el tamaño de la muestra. 
veros imi li tud puede cambiar con e 1 tamaño 
estimador asintóticamente eficiente de e. 
La notación sugiere que la 
de la muestra. Sea e un 
n 
-1 Definimos L (~,e) = -n ln 
representación útil n de f (wn,S) 
n f
n 
(w ,e). Podemos obtener una 
usando las verosimilitudes 
n 
condicionales, definidas como 
t 
f t-1 (w , e) > o 
~ . f ( t e) d "t-1 (,.,t-1), 
","U]l t w , ... ~ t-1 f t _ 1(w ,e) = o, t = 2, ... 
y f 1/0 (~1) e) = f 1 (~1, e). La función f t/t- 1 nos da la verosimilitud , 
condiciona'l de la observación t-ésima dada la información disponible 
en .~ 1 momento t-l. 
Usando esta definición podemos escribir 
L (w, e) 
n 
-1 
=-n 
Particionamos 
n t 
E In ft/t_l(w , e) 
t=l 
el vector kxl 
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de parámetros 
e'=(f3', a.') donde 13 es un vector lxl y a. es un vector 
(k-l)xl, y podemos escribir el gradiente de la verosimilitud 
condicional como el vector lxk 
t Sea m
nt (w ,e) un vector px1 de condiciones de 
momentos tal que bajo especificación correcta 
Bajo condiciones suficientes para que se cumpla el Teorema 
2 3.3 de White (1985), los contrastes m se pueden computar como nRO 
de la regres ión de mínimos cuadrados ord inarios donde la variable 
dependiente es un vector columna de unos y los regresores son 
Para simplificar la notación definamos. 
~ t ~ 
m
nt = mt(w , e ), un vector px1 n 
lf3nt = 1713 In f t/t-1 (w 
t 
en) , un vector 1xl 
t ~ 1 a.nt - 17a. In f t/t-1 (w , en) , un vector 1x(k-l) 
11 
y 
~ ~ 
m 
-
(m
n1 , mn2 ,· ... I m )' nn ' una matriz nxp 
~ ~ 
113 (l{ln1' , 1{ln2 
, 1 ' ) una matriz nxl 
-
l' •• I {lnn ' 
~ ~ 
1 (10:n1 , 1 , 1 ' ) una matriz nx(k-l) o: - , o:n2 I I •• I a.nn I 
Hemos suprimido los subíndices n para simplificar la 
notación. Denominamos i = (1, ... , 1)' a un vector columna de dimensión 
nx1, cuyos elementos son todos iguales a la unidad. 
A continuación, establecemos las cond i cione s que 
caracterizan las situaciones en las que nuestro primer Teorema, el 
2.1, se puede aplicar. 
Lo primero que haremos será enumerar los supuestos que 
White (1985) usa para demostrar su Teorema 3.3. En el trabajo original 
de White se puede encontrar una discusión detallada de estos supuestos. 
SUPUESTO S. 1: Los datos observados son una real izac ión de un proceso 
estocástico sobre un espacio de probabilidad (O, F, PO)' 
~ k 
SUPUESTO S.2: Existe una secuencia (e : O -) e e IR , k E n} de funcio-
n -
nes F mesurables, una secuencia no estocástica {e*} 
n 
una formación 
dob12 (lnt: O x e -) IRk} mesurable -F x B (IR k) e integrable- Po para 
cada,;,;~ en e, y una." secuencia no estocástica 0(1) de matrices kxk 
un!;bBrm;¡mente no singl!lares {H*n} tal que 
"', 'e.;.;1 ':! ':f.'1" 
I 
n 
vn(e - 6*) + H*-l n-1/2 
n n n 
n 
1: 
t=l 
12 
donde 1* t :: 1 t (w, el! ). 
n n n 
El siguiente supuesto se refiere a un conjunto de 
parámetros irrelevantes (nuisance) rr, y sus estimadores rr 
n 
En este trabajo no los trataremos explícitamente, pero el 
análisis que hacemos a continuación es tambi6n válido si los 
hubiésemos considerado explícitamente. 
SUPUESTO S.3: Existe una secuencia {rrn: 0-) rr f IRi, j E N} de funcio-
~ P 
nes mesurables F, una secuencia no estocástica {rr*} tal que rr -rr* -9 O n n n J 
y una formación doble P {m
nt : O x e x rr -) IR , P E N } mesurable 
-F x B (IR k) x B (IR i ) tal que m
nt (w, e, rr~) es integrable- Po para e 
en e, n, t = 1,2, ... 
El modelo P es típicamente el modelo que se está sometiendo 
a contraste. El modelo recibe el nombre de modelo explícitamente 
sometido al contraste. Sin embargo, es importante reconocer que 
existirán, en general, modelos alternativos para los que el poder del 
contraste no es mayor que su tamaño. Consecuentemente, definimos el 
modelo subyacente al contraste de la siguiente manera. 
DEFINICION 0.3: (Modelo subyacente al contraste): Definimos como 
modelo subyacente al contraste a la colección R de todas las medidas 
de probabi lidad pO tal que s i se cumplen los supuestos S. 1 - S. 3 
O para Po = P entonces 
(i) Para cualquier secuencia {a} 
n 
que satisface el Supuesto S.2 
existe una secuencia no estocástica que es 0(1) de matrices pxk 
O {G* } (que dependen de P ) tal que 
n 
y 
-1/2 
n 
n 
E 
t=1 
(ii) La matriz V*n se define 
V* ::: var 
n 
-1/2 [n 
m* - G* ,fn 
nt n 
como 
n 
E 
t=1 
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existe para n = 1,2, .... Además, {V* } n es O( 1), 
uniformemente definida positiva y 
V*-1/2 n-1/ 2 
n 
n 
E 
t=1 
-1 (m* - G* H* 
nt n n 
° 1* ) Li~ ) N(O, 
nt 
donde L(PO~ denota convergencia en ley bajo pO. 
En general, el modelo subyacente al contraste incluye todas 
las medidas de probabilidad para las cuales 
-1/2 n EO (1* ) n E 
-> ° 
t=1 nt 
-1/2 n EO (m* ) ->0 n ¡; 
t=1 nt 
donde EO denota la esperanza bajo pO, de manera que EO(l*nt)=O 
y EO(m*nt)=O,d~ara todo n y t es una condición suficiente pero no 
necesari.., pat;;~,,la inclusión en R. 
SUPUESTO S':4':''Slíj¡;' P un subconjunto determinado de R,y sea {~ :O->IR Pxp} 
" n ~,l, podem(" '"' " 
una secuenciá ,~a matrices positivas 
Entonces ;;'g \~~")d~nde Q es ei' '~';njunto de todos los 
P 
sQmidefinidas 
R tales que V v* -9 ° n n . 
mesurables -F. 
° elementos P de 
que se 
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LLamaremos <¡l al mode lo contrastado implíci tamente, puesto 
pueden realizar en Q contrastes para pO del tamaño 
(asintótico) apropiado. Q puede ser un subconjunto propio de R; por lo 
tanto pueden existir medidas de probabilidad pO en R pero no en <¡l 
para las cuales uno no tendrá un contraste del tamaño apropiado. Esto 
puede ocurrir bien porque uno no ha usado o porque no puede usar un 
estimador consistente de V* . 
n 
SUPUESTO A, 4': Sea P un subconjunto específico de R, Entonces P Q Q', 
donde Q' es el conjunto de todos los elementos de R tales que si 
P E <¡l' O 
(i) 
(ii ) 
(ii i) 
(iv) 
(v) 
(vi) 
-1/2 
var (n 
n 
E 
t=1 
1* ) = nt H*' n' 
-1/2 
cov(n 
n 
E 
t=1 
G*' 
n' 
-112 "n 
m*nt' n ~t=1 l~t) = 
-1 Po 
-1/2 n 
m' F* F* n Et=1 m - -) O, - var (n nt nt n n 
-1 n ~, P O 
n Et=1 mnt 1 - G~ -) O; nt 
-1 n ~, P O 
.n Et=1 1 nt 1 nt - H* -) O, n ' 
-1/2 n ~ P 
n E 1 -~ O 
t=1 nt 
n 
E m* ), 
t=1 nt ' 
Bajos los Supuestos S.1, S, 2, S, 3, S, 4' Y correcta 
especificación (PO e P), el Teorema 3.3 de White (1985) nos asegura 
que un contraste m se puede computar como n R~ de una regresión 
de mínimos cuadrados ordinarios de 
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donde hemos particionado la matriz 1, de acuerdo a los dos grupos de 
parámetros que consideramos. 
El siguiente supuesto es el único supuesto adicional que 
nos permitirá probar el Teorema 2.1. 
SUPUESTO S.5: Bajo la hipótesis nula de especificación correcta, la 
Matriz de Información es diagonal por bloques entre los parámetros a 
y 13, esto es 
(i) -1 ~ ~ Po n l' 1 -> O 13 a 
Además 
(ii ) 
El supuesto S. 5 es el supuesto crucial, pues nos permite 
eliminar términos asintóticamente insignificantes en el estadístico 
del contraste m. 
En el caso de la regresión lineal, 13 puede interpretarse 
como los parámetros de la media condicional y a como el parámetro de 
la varianza condicional y m puede ser considerado como un conjunto de 
condiciones que contrastan la adecuación de la especificación de la 
media condicional. El Supuesto S.5 (ii) requiere que bajo la hipótesis 
nula las condiciones m SQan asintóticamente incorrelacionadas con a. 
varianza 
anterior 
l r" . 
Si las condiciones 
condicional, POclQffiOS 
. P j «': t 
de la m se refieren a la especificación 
invertir los papeles de a y 13 en el 
supuesto y 'a3Í ~aíÍlbién 
'. 
se cumplirla 'ste. 
TEOREMA 2.1: 
Baj o los Supuestos S. 1, 
asintóticamente equivalente al n 
cuadrados ordinarios de 
i sobre m, 113 , la 
16 
S.2, S.3, S.4' y S.5, un test m 
R2 de la regresión de mínimos O 
puede computarse como la regresión de mínimos cuadrados 
ordinarios de 
i sobre m, 113 
Prueba: Véase Apéndice matemático. 
El teorema de arriba nos permite eliminar algunos 
regresores cuando estemos computando ciertos contrastes m. La elección 
entre las dos formas de computar los contrastes m estará basada en 
consideraciones de muestras finitas. 
Cabría esperar un mejor comportamiento en muestras finitas 
de la versión simplificada que nos da el Teorema 2.1, pero esto no es 
siempre así necesariamente. Más adelante volveremos sobre este tema. 
Nuestro siguiente teorema nos da condiciones bajo las 
. '. cuales se puede simplificar todavía más la computación de los 
contrastes m. Estas condiciones son 
(i) Estamos considerando una sola ecuación. 
(ii) Las funciones m y el gradiente condicional se pueden escribir 
como el producto de residuos 
funciones de las variables 
coeficientes estimados). 
(pos iblemente generalizados) y 
predeterminadas (y de los 
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(iii) Homoscedasticidad condicional. 
Este teorema se puede aplicar directamente a simplificar la 
computación de los contrastes m en el caso de que tengamos 
verosimilitudes que pertenecen a la subclase C- lineal de la familia 
exponencial lineal; ver Gourierou~, Monfort, Renault y Trognon, (1984, 
p. 43). Esta subclase incluye las densidades gaussiana (con varianza 
conocida), Poisson, gamma y binomial. Además su rango de aplicabilidad 
se ve ensanchado cuando podemos apl icar previamente el Teorema 2.1 
(por ejemplo el caso de una densidad gaussiana con varianza 
desconocida) . 
A continuación, establecemos notación adicional y damos 
suficientes condiciones explícitas para probar el Teorema 2.2. 
Sea wt = (yt,Zt)' de modo que las variables 
observables en el período t son el vector (~t,Zt) de dimensión 
(1+m)x 1, donde Zt es un vector mx 1 de variables exógenas 
contemporáneas e Y
t 
es una variable mependiente escalar. 
t Entonces f t/t-l (w ,6), la densidw.d condicional, se 
puede redefinir como la densidad condicional de Y t dado Zt y todos 
los w
t 
pasados. F se puede re interpretar como a( ... , W ,z). 
t-1 t-l t 
SUPUESTO B.1: Y
t 
es un escalar. 
SUPUESTO B. 2: El vector latn :: Ila lí\' f t/t-l (e}, e) de d imens ión lx 1 se 
puede escribir como 
t ¡;H')pi,tdt t-l 
U
a 
In f t/t_ l (w , 6) '" ut(w , 6) xt (Id ,Zt' 6) 
t . · .. t-'¡, 
donde ut(w , 6) es un escalar y xt(w' Zt' e) es un vector 1 x l. 
Además, uno clli"lo9 regresores 93 0{¡i1a á¡nstant'e, 
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t-l 
xtl(w ,z; e) _ 1, t = 1, .. , n. 
SUPUESTO B.3: El vector mt(wt,r) de dimensión px1 se puede escribir 
como 
donde es un escalar y t-1 wt(w ,Zt,e) es un 
vector de dimens ión px 1. Hemos suprimido la 
n por simplificar la notación. 
dependencia de 
Nótese que las funciones t ut(w ,e) de los supuestos 
B.2 y B.3 son las mi smas . Cuando el modelo está correctamente 
especi ficado, 
de manera que 
t = 1,2, ... 
Podemos cons iderar son residuos. En 
general serán res iduos generalizados o estandarizados. Este punto se 
ve~'á más claro en los ejemplos que presentaremos en las secciones 
siguientes. 
funciones de las 
variables exógenas y predeterminadas y de los parámetros. Nótese que 
d"j) dependen de la variable endógena 
depender de valores retrasados de \. 
contemporánea Y t' pero pueden 
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Llamemos al vector columna de unos i = (1, ... , 1)', de 
dimensión nxl. Sea e un estimador consistente y asintóticamente 
n 
eficiente de e. Definimos R como la matriz diagonal de dimensión nxn 
tal que 
1 t 1 ( ( 1 e~) (2 e~) ( n e~ »' r es e vec or nx r = u 1 tu, n' u2 tu, n"'" un tu, n 
Decimos que nuestro modelo es condicionalmente 
homoscedástico si bajo especificación correcta tenemos que 
2 
- O't = 
t-2 t-l 
donde Ft_l::: O' ( ... , tu tu Zt)' 
~2 1 
Definimos O'n - n-
n 
1: 
t=l 
para todo t=1,2, ... 
Nuestro siguiente supuesto, 84, r~quiere esencialmene que 
ocurran ciertas convergencias úti les. Las convergencias supuestas en 
B.4 ocurrirán típicament'e' baj o homoscedasúcrd'i.dcondicional cuando se 
cumplan las leyes de lo~ grandes números apropiadas. 
SUPUESTO B.4: Bajo especificación corr_ecta (1'0 É P) 
:duos r; ) , ¡"Iech() d¡:.· (: (. b,- : 
(i) 
~2 2 Po O; ..... ,. ',¡- i ( :, : '., I''¡- r O' - 0'0 -) ., n 
20 
(ii ) .... 2 W1 W/n - W' R R W/n = 0p (1) ; <10 
O 
~2 
W' X/n - W' R R X/n (1) ; <10 = 0p 
O 
~2 
X' X/n - X' R R X/n (1); <10 ,- 0p 
O 
Estas condiciones también podrían cumplirse bajo 
heteroscedasticidad condicional, pero este caso será en principio poco 
frecuente. 
Aunque 
heteroscedasticidad 
estas condiciones se cumpliesen 
condicional, sus consecuencias no serian 
bajo 
muy 
serias, puesto que bajo heteroscedasticidad condicional usariamos 
contrastes m consistentes a heteroscedasticidad, y las inferencias 
serían asintóticamente correctas. 
TEOREMA 2.2 
Bajos los Supuestos S.l - S.4', B.l - B.4, podemos computar 
los contrastes m como 
donde R2 es el R2 ajustado por el uso de una constante de una 
regresión de minimos cuadrados ordinarios de 
OEMOSTRACION:; Ver Apéndice Matemático. 
-"''' .. ~ "(> ~"' ..... Elft'e ,Teorema nos permite reconocer el hecho de que bajo 
.. eSPN" "If~ .. ertas condiciones el Teorema 2.1 está usando la matriz de 
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covarianzas de los coeficientes estimados que es consistente a 
heteroscedasticidad. 
Bajo homoscedasticidad condicional, no hay necesidad de 
usar el estimador de la matriz ,de covarianzas que es consistente a 
heteroscedasticidad, y por lo tanto los contrastes m se pueden 
computar de la manera familiar en que se computan los contraste LM. 
Merece la pena resaltar que bajo heteroscedasticidad 
condicional los contrastes m se deberían computar como se propone en 
el Teorema 2.1, si queremos obtener un contraste con el tamaño 
asint6tico correcto. Además, bajo heteroscedasticidad condicional y no 
diagonalidad por bloques de la matriz de informaci6n bajo la hip6tesis 
nula, los contrastes m y los contrastes de los multiplicadores de 
Lagrange se deben computar como se propone en el Teorema 3.3 de Whi te 
(1985). 
En el Teorema 2.2 usamos el R2 ajustado por el uso de una 
constante. Esto supone implícitamente que usamos una constante como 
uno de los regresores. 
Bajo las condiciones del Teorema 2.2, los contrastes m 
pueden cons iderarse como contrastes que analizan los res iduos 
(posiblemente generalizados) con respecto a formas específicas de no 
aleatoriedad. 
El procedimiento de analizar los residuos con respecto a 
formas concretas de no aleatoriedad no será apropiado en todas las 
circunstancias. En particular, puede no ser apropiado cuando el 
Teorema 2.2 no se cumpla. 
El análisis de los residuos sí será apropiado, sin embargo, 
cuando se cumpla el Teorema 2.2 (:: posiblemente tall'Hén d 2.1). La 
utilidad del análisis de los residuos proviene del hecho de que b¡;ljo 
ciertas condiciones, analizar los residuos es equivalente a llevar a 
cabó contrastes m y de los multiplicadores de Lagrange. 
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En este trabajo no damos condiciones primitivas sobre el 
comportamiento de las observaciones, sino que por el contrario 
suponemos que se cumplan las leyes de los grandes números y los 
teoremas centrales del llmi te apropiados. Domowi tz y Hakk io (19B4), 
página 7, dan condiciones generales suficientes para que estos se 
cumplan. 
Recientemente Newey (19B5), Tauchen (19B5) y White (19B5) 
han demostrado que muchos contrastes de especificación pueden ser 
considerados casos particulares de contrastes m. Esos contrastes m 
están basados en condiciones de momentos que deberían ser cero bajo 
especi ficación correcta. Las condiciones de momentos (m) están 
evaluadas baj o la hipótes i s nu la. Esto sugiere una analog ía con los 
contrastes de los multiplicadores de Lagrange (LM). Si pudiésemos 
demostrar que los contrastes m son contrastes LM, entonces heredarían 
las propiedades de optimalidad de los contrastes LM y podríamos 
aplicarles nuestros conocimientos sobre contrastes LM. Este es 
preci samente el contenido de 1 Teorema 2.3, que va a continuación. 
Primero estableceremos alguna notación y supuestos. 
La especificación correcta de un modelo dado P implicará, 
en general, la validez de un número, quizás infinito, de condiciones 
de momentos de la forma. 
EO (m
nt (w, e» = o, t=l,2, ... , 
::.,·:,8i para cada ej9;n e uno tiene que 
t=1,2, ... , 
en': :;',~;;¡3 Po no está en p, Ahora las esperanzas están tomadas con 
r03¡l;,cto 11\ PO' 
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Las anteriores condiciones que deben ser cero nos recuerdan 
las condiciones del gradiente con respecto a las variables adicionales 
que deben ser cero cuando hacemos un contraste de los multiplicadores 
de Lagrange. 
A continuación vamos a mostrar que las dos situaciones son 
análogas. 
DEFINICION 0.4: (Verosimilitud Artificial) 
{f (wn,e) 
n 
momentos 
(Po E P). 
definimos 
f¡ C I RP 
que 
Si tenemos una fami lia generadora de veros imi li tudes 
y un vector 
t m
nt (w ,6) tal 
de 
la verosimilitud 
y definimos f¡ como 
dimensión 
que bajo 
artificial 
pxl de 
correcta 
condiciones de 
especi ficación 
l\. E 
el conjunto de todos 
donde 
los l\. tales 
para todo e E e y todo n E IN. Además, para todo e,l\. en e x f¡ definimos 
donde 
hn(wn, e, l\.) = exp [l\.' m (wn; e) -o/ (e, l\.)] f (w ~ e) 
n n n 
Cuando f¡ contiene un entorno del origen, decimos que h 
n 
es una verosimilitud artificial propiamente dicha, generada por f y 
n 
m . 
n 
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IR, Y se 
laplace de 
La función '1' 
n 
puede interpretar 
definida sobre 6xl\, toma valores en 
como el logaritmo de la transformada de 
n n 1 f n(w ,6) d 11 . 
El siguiente teorema muestra que bajo condiciones generales 
la construcción anterior es una densidad propiamente dicha y que 
satisface los requisitos que nos permiten considerar a los contrastes 
m como contrastes de los multiplicadores de Lagrange. 
TEOREMA 2.3 
Supongamos generadora 
de verosimilitudes 6 a. s. 
-PO' y que tenemos un vector pxl de condiciones de momentos 
mnt (w
t
,6) que es mesurable- r t tal que bajo especificación 
correcta (Po E P): 
t=1,2, ... 
Entonces h (wn, 6, í\.) dada por la 'definición 0.4 es tal que 
n 
(i) n hn(w ; 6, í\.) es una veros imi li tud propiamente 
para todo 6, í\. E 6 x 1\, y 
Si 1\ contiene un entorno del origen, entonces 
dicha 
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Demostración: véase el Apéndice Matemático. 
El Teorema anterior nos permite incluir un contraste m dado 
en el marco de los contrastes LM, anidando la densidad original y las 
funciones m de manera que el gradiente de la nueva densidad, bajo la 
hipótesis nula, se reduce al gradiente de la densidad original y las 
funciones m. 
Esta verosimilitud artificial ha sido usada por Gourieroux, 
Monfort, Renault y Trognon (1984) para incluir una densidad dada en la 
familia lineal exponencial. 
White (1984b) propone cuatro condiciones que una 
veros imi li tud artificial debería satisfacer para ser útil. La 
verosimilitud artificial de la definición 0.4 satisface esas 
condiciones si igualamos lo que White llama T(x; T, 6) a 
- 1 + exp [~'m(w; 6) - ~(6, ~)] Y tomamos en cuenta las diferencias de 
de notación. 
Si 
exponencial, 
exponencial; 
Annexe 3). 
la veros imi li tud n f (w ,6) pertenece 
n 
n también pertenecerá hn(w ;e,~) a 
véase Gourieroux, Monfort, Renault y 
En algunos casos I uno está interesado 
a la fami lia 
la fami lia 
Trognon (1984, 
en cons iderar 
densidades alternativas que están en la misma familia paramétrica que 
n fn(w ,6). En muchos casos la verosimilitud artificial nos 
sugiere la forma de esas densidades alternativas. Si f
n
(wn ,6) 
es gaussiana, la verosimilitud artificial sugiere alternativas 
gaussianas y no gaussianas que resultan naturales y atractivas. 
Esta densidad artificial revela que los constrastes m 
pueden ser considerados como contrastes clásicos contra alternativas ,-p,:,. 
paramétricas especificas, y también nos sugerirían los contrastes de 
Wald y del cociente de las verosimilitudes correspondientes a cada 
contraste m. 
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Para construir los contrastes de Wald y del cociente de las 
veros imi li tudes correspondientes necesitaríamos condiciones que 
asegurasen la consistencia y normalidad asintótica de los estimadores 
de máxima verosimilitud de e y íI. que obtendríamos maximizando 
hn(wn; e. íI.) sin restricciones sobre íI.. 
Este problema de estimación puede ser muy complicado en 
general; esto resal ta la faci lidad con que se pueden computar los 
contrastes m. 
,_O - '_ 
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3. Contrastes m en el caso de regresión lineal 
En esta sección presentamos varias formas asintóticamente 
equivalentes de computar los contrastes m. La elección entre ellas 
vendrá dada fundamentalmente por su comportamiento en pequeñas 
muestras. Aquí comentamos varios estudios teóricos que pueden ser 
relevantes para nuestra elección. También discutimos algunos 
resultados de simulaciones que pueden resultar útiles para tomar una 
decisión. Esta discusión sugiere candidatos que deberían tener un buen 
comportamiento en muestras de tamaño moderado. De todas formas la 
evidencia teórica y experimental no es completamente aplicable al caso 
que estamos considerando, puesto que sólo trata algunos casos 
especiales. 
Cuando queremos realizar contrastes m en el caso de 
regresión lineal tenemos que hacer varias elecciones. La primera 
consiste en elegir entre contrastes inconsistentes a 
heteroscedasticidad y contrastes consistentes a heteroscedasticidad. 
Si decidimos usar contrastes m inconsistentes a 
heteroscedas ticidad, tendremos que e leg ir de entre varias vers iones 
asintóticamente equivalent~s. De manera análoga si decidimos usar 
contrastes m consistentes a heteroscedasticidad, hay varias versiones 
asintóticamente equivalentes de las que podremos elegir. 
En esta sección presentamos varias versiones de contrastes 
consistentes e inconsistentes a heteroscedasticidad. 
También discutimos la evidencia teórica y empírica que 
tenemos disponible sobre su comportamiento en muestras finitas. 
Indicamos cuales versiones pueden ser preferidas basados en estos 
estudios. En Pérez Amaral (1988) hemos llevado a cabo un estudio de 
simulación de los contrastes m con resultados muy alentadores sobre su 
comportamiento en muestras de moderado tamaño. 
2B 
3.1. El modelo de Reqresión Lineal 
Presentamos aquí el caso de regresión lineal por motivos de 
expos ición. La extens ión al caso de regres ión no lineal no debería 
presentar complicaciones importantes. 
Sea el modelo 
y = X/3 + u 
donde y es un vector (nx1) de observaciones de una variable 
dependiente, X es una matriz de observaciones de variables 
independientes de dimensión nxk, que suponemos es de rango completo 
con respecto a sus columnas y u es un vector de dimensión nxl de 
errores con media cero. El estimador mínimo cuadrático es: 
/3 = (X' X)-1 X' y 
Definimos el vector r de residuos estimados y dimensión nx1 
como 
-1 
r = (I-X (X' X) X') Y 
Si 
verosimilitud 
2 
ut/Ft _1 ~N(O, o ) 
condicional será el 
, 
t íJ log f t/t-1 (tu , e) 
Definamos 
entonces el gradiente de la 
vector de dimensión 1x(k+l): 
i=1, ... ,k. 
lCl y i'natriz de dimensión nxn, 
el (l1.(I ... ,t,:' ,j, .' i-; , 
donde e = 
R = diag (r 1, 
, (V' ,', \ 1 ,"~ '" 
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En el caso de regresión lineal un estimador de la forma 
. d 1 Ma . d I f ., ,-1 ~2 (X I X)-l HeSlana e a trlz e n ormaClon sera n C1 • 
Este el estimador inconsistente a heteroscedasticidad de la 
matriz de varianzas y covadanzas de los parámetros de la med ia 
condicional. Un estimador de la forma del producto exterior de la 
Matriz de Información será 
Supongamos que el vector de dimensión px1 de funciones m se 
puede escribir como 
mt (w, e)= t e) . t-1 e) ut (w , wt (w , xt ; 
donde wt(w t-1 e) vector de dimensión px1 puede , xt ; es un y 
ser considerado como un vector de variables posiblemente excluídas. 
y 
~2 _ 1 
C1 =-
n 
n 
1: 
t=l 
Entonces se pueden computar contrastes m consistentes a 
heteroscedasticidad, como fueron propuestos originalmente por Whi te 
(1985). regresando (bajo condiciones apropiadas) 
(3.0) 1 sobre 
y n veces el coeficiente 
constante (R2) de esta 
2 O 
como una X con P grados 
especi ficación correcta. 
de determinación no adjustado por una 
regresión se 
de libertad 
Nótese que 
comportará asintóticamente 
bajo la hipótesis nula de 
si incluye errores 
retrasados, variables dependientes retrasadas o regresores retrasados, 
el tamaño de la muestra tendría que ser reajustado. 
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En la regresión anterior podemos multiplicar los últimos 
2 k+1 regresores por potencias apropiadas de C] sin que esto cambie 
2 
el Ro' Esto nos lleva a la regresión simplificada. 
(3.1 ) 1 sobre 
2 2 2 Y entonces M1:: n Ro donde RO es el R no ajustado por 
una constante, de la regresión (3.1). 
Puesto que la Matriz de Información es diagonal por 
bloques, podemos usar el Teorema 2.1 para computar un contraste 
asintóticamente equivalente a M1 llevando a cabo la regresión 
(3.2) 1 sobre 
M2 2 donde R2 el R2 ajustado el de y 
-
n RO' O es no por uso 
una constante de la regresión (3.2) . M2 , sera una variable aleatoria 
asintóticamente 2 bajo la hipótesis nula de especificación 
"p 
correcta. Nótese que puesto que nqs hallamos en un contexto dinámico, 
muchos de estos contrastes serán del tipo de correlación serial y las 
xt generalmente incluirán una constante como uno de los regresores. 
El contraste M2 es un contr~ste consistente a 
heteroscedasticidad. Usa un estimador de la for~~ d~ Producto Exterior 
de la Matriz de Información. 
Un contraste asintóticamente 
mejor comportamiento en muestras finitas 
(3.3) 
donde 
t-ésimo 
1 sobre 
". 
r* t :: r /"(l-k tt ) ';v~?P?e ktt 
de la matriz de pred icción 
, . 
equivalent!!, posiblemente con 
~'::'Pi " . 
se podr~ computar regresando 
,,, .'i (,<Jfl¡~,,_.,_ 
es el . alemento diagonal 
ii"'."¡i".r':' co; 
X(X' X)-I X'. ~13.:: n R2 se O 
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distribuirá asintóticamente como una variable aleatoria bajo 
la hipótesis nula de especificación correcta. 
Este contraste también es consistente 
heteroscedasticidad. Cuando es cero, será apropiado omitir 
a 
la 
observación t-ésima de la muestra, sea ktt igual a uno o no. A 
continuación pasamos a motivar el uso de esta corrección de los 
res iduos. 
Un resultado bien conocido, ver Theil (1971, p. 196) es que 
cuando las xt son no aleatorias, 
Concretamente, hay autores que han señalado que en vez de estudiar los 
residuos r t , deberíamos usar los residuos estandarizados. 
donde s sería un estimador de la desviación estándar de la regresión; 
véase Belsley, Kuh y Welsch (1980, p. 19). Cook y Weisberg (1982, p. 
18) denominan 
trabajo ellos 
residuos estudentizados a r st' 
dan una lista de referencias 
internamente. En ese 
que estudian esta 
transformación de los residuos, aunque se ocupan fundamentalmente de 
los problemas causados por las observaciones atípicas. El uso de r* t 
en este contexto equivale al de los residuos estandarizados r
st
' 
puesto que s es la misma para todas las observaciones. 
El uso de r* en vez de rt se propone como una i: ft ' t 
corrección de pequeñas muestras, puesto que r* pondera más 
t 
'VF1~rtemente los residuos de las observaciones influyentes. Esta 
~~!?rrección parece apropiada en v i sta de los resultados obtenidos en 
los estudios de Horn, Horn y Duncan (1975), Mackinnon y White (1985), 
:" '. -
.. ,¡ 
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Davidson y Mackinnon (1985) y Chesher y Jewitt (1987). Asint6ticamente 
max ktt -) O Y 
efecto asint6tico. 
por lo tanto usar rt o r* t no tendrá ningún 
En el contexto de la regresi6n (3.3) el uso de r*t tiene 
dos efectos: 
Primero.- Usamos residuos estandarizados en el numerador 
del contraste. 
Segundo.- Usamos en el denominador del contraste una matriz 
de varianzas y covarianzas consistente a heteroscedasticidad con 
buenas propiedades en muestras finitas tanto bajo homoscedasticidad 
condicional como bajo heteroscedasticidad condicional. 
El usar 
observaci6n t-és ima 
r* t en vez de 
de la muestra y 
rt es equivalente a omitir la 
estimar los coeficientes basados 
solamente en el resto de la muestra. Esta técnica está relacionada con 
la técnica que se conoce por el nombre de validaci6n cruzada. 
Definamos r(t) = Yt - xt ~(t)' donde el subíndice (t) signi-
fica que los coeficientes se han obtenido eliminando la observaci6n t 
de la muestra. 
demostrar que 
entonces r*t 
estructura de 
Se puede demostrar que r*t = r(t)' También se puede 
si los residuos rt se distribuyen' normalmente. 
también se distribuirán normalmente con la misma 
autocorrelaci6n. Véase Cook y Weisberg" (1982. pp. 
33-34). Por lo tanto usar r*t en vez de rt nos dará resultados 
asint6ticamente equivalentes con posiblemente mejores pr'opiedades en 
muestras fini tas . ,ro é' 
Si podemos justificar la homoscedasticidad condicional, 
podemos aplicar el Teorema 2.2. De manera que podemu. - ~vm¡>Lltar un 
contraste m asint6ticamente equ'ilíal1!hte a los a'titet"iores con 
propiedades de poder 
(1985» llevando a cabo 
local posiblemente mejores. 
la siguiente regresi6n 
(véase Cavanagh 
;. , 
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(3.4) sobre 
Sea R2 el coeficiente de determinación ajustado por el 
uso de una constante entre los regresores. M4 _ n R2 de esta 
regres ión se comportará 
hipótesis 
asintóticamente como una variable aleatoria 
2 
X p bajo la nula de especi ficación correcta. Este 
contraste es un contraste m inconsistente a heteroscedasticidad. 
Un contraste que es asintóticamente equivalente a M4 se 
puede computar con la ayuda de la siguiente regresión 
(3.5) r*t sobre 
M5 _ n R2 de la regresión (3.5) 
Este contraste tampoco es consistente a 
heteroscedasticidad. También podemos obtener otras versiones de los 
contrastes anteriores aplicándoles correcciones de los grados de 
libertad. Estas correcciones implicarían multiplicar los constrastes 
!l...::.1 n-k - p . n-k 2p , 
anteriores por los factores o blen segun sea 
n n n 
apropiado. 
Un contraste as intóticamente equi valente al contraste 
anterior se puede computar usando los contrastes F de significatividad 
conjunta de los coeficientes apropiados en las regresiones anteriores. 
La legitimidad de las versiones F de los contrastes (3.1), (3.2) Y 
(3.3) se basa en el Teorema 3.6 de White (1985). La legitimidad de 
usar las versiones F en los contrastes (3.4) y (3.5) se basa en el 
Teorema 1. ,(-r) de Engle (l982b). 
Estas versiones F de los contrastes anteriores se pueden 
.. 
computar con gran senci llez. Cuando w't consta de un solo elemento. 
entonces un 'test t de significatividad de su coeficiente en las 
r~9resiones (3.1) a (3.5) sería apropiado. 
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Recordemos que los contrastes m consistentes 
heteroscedasticidad son los contrastes Mi, M2 Y M3, Y sus versiones 
correspondientes corregidas de grados de libertad. 
Los contrastes M4 yM5 Y sus versiones correspondientes 
corregidas de grados de libertad son contrastes m inconsistentes a 
heteroscedasticidad. 
En la sección siguiente discutimos la elección entre 
contrastes m consistentes e inconsistentes a heteroscedasticidad. 
3.2. La elección entre contrastes m consistentes e inconsistentes a 
heteroscedasticidad 
Hemos visto que en el caso de regresión lineal, muchos 
contrastes m se pueden considerar contrastes LM (Teorema 2.3) que usan 
un estimador de la Forma de Producto Exterior de la Matriz de 
Información. 
En este caso esto es equivalente a usar los estimadores de 
la matriz de varianzas y covarianzas consistentes 
heteroscedasticidad de Eicker (1967) y White (1980). 
En este momento tenemos disponibles esencialmente dos 
métodos diferentes de computar los contrastes m en el caso de 
regresión lineal. Estos dos métodos se diferencian en el estimador de 
la matriz de varianzas y covarianzas que usa cada uno de ellos. 
- La forma de Producto Exterior (contrastes consist~~tes a 
, r ._' 
heteroscedasticidad o robustos a heteroscedasticidad). 
- La forma del Hesiano (contrastes que no son válidos bajo 
hetero scedast ic idad cond i c ional, 
heteroscedasticidad). 
r'I)';', ":¡:':1-. 
contrastes que son inconsistentes a 
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Bajo homoscedasticidad condicional estas dos formas de 
computar los contrastes m son asintóticamente equivalentes, de modo 
que la elecci6n entre las dos maneras de computar los contrastes se 
basará en su comportamiento en muestras finitas, Afortunadamente 
tenemos alguna literatura reciente que trata problemas relacionados 
con este, y puede servirnos de base para esta e1ecci6n, De todas 
formas la necesidad de un estudio de simulación más específico es 
clara, Este estudio ha sido llevado a cabo por Pérez Amara1 (1980) 
encontrándose resu1 tados altamente satisfactorios sobre el 
comportamiento de los contrastes m en sus versiones consistentes e 
inconsistente a heteroscedasticidad, Seguidamente pasamos a comentar 
otra literatura relevante, 
Cavanagh (1985) ha demostrado que bajo condiciones 
generales, los contrastes de los multiplicadores de Lagrange, de Wa1d 
y del Cociente de las Verosimilitudes que usan un estimador de la 
forma Hesiana de la Matriz de Información tienen mejores propiedades 
en cuanto a su poder local en muestras finitas que sus homónimos que 
usan un estimador de la Forma del Producto Exterior de la matriz de 
información, Cavanagh trabaja con observaciones independientemente no 
idénticamente distribuidas, usando veros imi li tudes que son 
suficientemente regulares, De esta forma estudia el poder local de los 
contrastes con respecto a una variable adicional cada vez, usando 
aproximaciones de Edgeworth y experimentos de Monte CarIo, El 
considera el caso de un modelo correctamente especificado excepto, 
pO,s,ib1emente, en la dirección de la variable omi tida en la que se está 
llevando a cabo el contraste, 
.. , .. Ú ide) -, 
Sus resu1ados, por tanto no serían aplicables directamente n),t:a'~ (,(: 
Mc'~;n,f9'J~ de contrastes de autocorre1ación en un modelo dinámico de 
Í"'~Í'lI:",S't6n cuando estaillos en presencia de heteroscedasticidad de forma 
?e;,~~~~~~ ida. I li 1,: 
¡l. _ .; " ~ e" . 
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Sin embargo s i uno cree que los resu 1 tados de Cavanagh 
también se aplican al caso de observaciones dependientes y contrastes 
de varias funciones m al mismo tiempo, tendrían consecuencias para la 
forma en que uno computaría los contrastes m, 
Los resultados de cavanagh sugieren que bajo 
homoscedasticidad condicional uno debería usar las versiones de los 
contrastes m que usan implícitamente el estimador de la forma Hesiana 
de la Matriz de Información, esto es, la versión de los contrastes m 
que es inconsistente a heteroscedasticidad, Nuestro caso es más 
general que el que considera Cavanagh y puede ser útil, como ya hemos 
dicho, hacer algunas simulaciones más específicas, Si uno decide usar 
contrastes m inconsistentes a heteroscedasticidad, todavía tiene 
disponible una amplia gama de contrastes m asintóticamente 
equivalentes, 
Kiviet(1981) estudia el comportamiento en pequeñas muestras 
de los contrastes del tipo de los multiplicadores de Lagrange para 
autocorrelación serial, En ese estudio encuentra que los que tienen un 
mejor comportamiento en cuanto a poder y tamaño es la versión que 
nosotros llamaríamos MF4, esto es, el contraste m en su versión F, que 
es inconsistente a heteroscedasticidad, 
, 
Hay que tener en cuenta, sin embargo, que este estudio es 
muy limitado y no trata muchas de las versiones que hemos propuesto en 
este trabaj o, 
Los resultados del estudio de Monte Carlo de Pérez Amaral 
(1988) confirman la superioridad de este tipo de contrastes bajo 
homoscedasticidad condicional, e incluso bajo ciertas formas de 
heteroscedasticidad condicional, Asimismo en el caso de que haya 
cambios bruscos en la varianza, el contraste a elegir sería el MF2, 
esto es, la versión F del contraste consistente a hetei"oscedasticidad 
(sin modificar por r*t) , 
37 
3.3 La elección entre contrastes m Consistentes a Heteroscedasticidad 
Cuando estamos en presencia de heteroscedasticidad 
condicional (bien la hemos detectado o bien sospechamos de su 
existencia) entonces se deberían usar contrastes m consistentes a 
heteroscedasticidad. 
Cuando los residuos de la regresión contienen 
heteroscedasticidad condicional de forma desconocida, la matriz de 
varianzas y covarianzas que los contrastes m incons i stentes a 
heteroscedasticidad están usando es inconsistente y por tanto estos 
contrastes no son válidos ni siquiera asintóticamente. Esto se aplica 
en particular a la manera habitual de computar los contrastes LM como 
una regresión de los residuos de la regresión sobre las variables 
posiblemente excluídas y los regresores. 
Según MacKinnon y White(1985), los contrastes de 
heteroscedasticidad que se usan normalmente tienen un poder bajo, 
incluso en casos donde hay bastante heteroscedasticidad en los errores 
como para ocasionar serios problemas de inferencia cuando se usan los 
estadísticos t obtenidos por mínimos cuadrados oridinarios. 
Basados en estas cons ideraciones, sería interesante tener 
contrastes robustos a heteroscedasticidad que tuviesen un buen 
comportamiento también en casos de homoscedasticidad condicional y 
heteroscedasticidad condicional en muestras finitas. Esto lo podemos 
<.< 
lograr buscando estimadores de la matriz de varianzas y covarianzas 
consistentes 0\ heteroscedasticidad con mejor comportamiento en 
muestras fini tt\3. Hay varios trabajos que tratan este tema y otros 
• '<' temas reli'ÍdiÍf1i\\d6,¡. 
".: :-, t r" .; r I 
MacKinnon y White(1985) estudian el comportamiento en 
-:.·Jf (,r" 
pequeñas lo',," ~;":.$ de varios estimadores de la matriz de varianzas y 
t~a.>.1,..,~"t,HCl(I, H,:\. ~.9.:_.r '_(L 
. L'.' _ , • ! l" ~.,' •. 
i-IC:.; ':~n 01 s:e:nt 10(, {~ 
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covarianzas consistentes a heteroscedasticidad. Para ello usan métodos 
de simulación, y consideran el modelo de regresión lineal 
y=Xfl+u 
donde y es un vector nxl de observaciones de una variable dependiente, 
X es una matriz nxk de observaciones sobre variables independientes, 
cuyas columnas son linealmente independientes, y u es un vector nxl de 
errores con media cero. El estimador de mínimos cuadrados ordinarios 
para este modelo es 
fl = (X' X)-l X' y 
y "n(13 13) tiene media cero y matriz de varianzas y covarianzas 
(X' X)-l X' n X (X' X)-l. Definamos r = (I - X (X' X)-l X') Y entonces 
la matriz de varianzas y covarianzas anterior se puede estimar 
consistentemente por 
(X' X)-l X' Q X (X' X)-l 
~ 2 2 2 donde n = diag (r 1 ' r 2 I ••• , r ). véase White(l980). Este es el n ' 
estimador de Eicker-White que es el estimador de la matrit de 
varianzas y covarianzas consistente a heteroscedasticidad. Al 
estimador anterior lo llaman MacKinnon y White(l985) el estimador HeO, 
(consistente a heteroscedasticidad versión cero). 
Una versión corregida de grados de libertad es llamada por 
estos autores Hel 
(n/(n - k» (X' X)-l X' Q X (X' X)-l 
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Una corrección de grados de libertad más sofisticada tiene 
en cuenta que las observaciones influyentes tienden a aparecer con 
errores mínimo cuadráticos relativamente pequeños. 
Denotemos como ktt el t-ésimo elemento diagonal de la 
matriz X(X' X)-1 X'. La versión HC2 usa n = diag (r·i, r'l, ... , r~2) 
donde ~2= r~/~(1 - ktt)' Este estimador pondera más fuertemente los 
errores que corresponden a las observaciones influyentes. Nótese que 
ktt = Xt (X' X)-1 X't. 
Una posibilidad adicional es usar el estimador de la 
"navaja" de la matriz de varianzas y covarianzas; véase Efron (1982). 
Mackinnon y White llaman a esta versión HC3, y es algo más difícil de 
computar. El orden de preferencia con respecto al sesgo que MacKinnon 
y White establecen es el siguiente: HC3 - HC2 - HC1 - HCO (ordenados 
de menor a mayor sesgo). 
Davidson y MacKinnon (1985) continúan con el trabajo de 
MacKinnon y White (1985) y nos ofrecen un menú de lo que ellos llaman 
contrastes robustos a heteroscedasticidad en las direcciones de 
regresión. Nosotros los llamaríamos contrastes robustos a 
heteroscedasticidad de la especificación de la media condicional. 
Davidson y MacKinnon dan versiones de HCO a HC3 que usan residuos 
restringidos, esto es residuos y computados bajo la hipótesis nula de 
especificación con'ecta, como sería apropiado en el caso de los 
contrastes m que estiman el modelo bajo la hipótesis nula. Ellos 
llaman a estos estimadores HCRO - HCR1 - HCR2 Y HCR3. 
rp.r>t -, ~'I , . fi¡,;1 ( t , .... (, ~" 
,'O s En este e "'!10, ,C :?n~!J rre n dos t \ If \"" ~1~)c~~Rs afortunados: el uso de 
matrices de cova.rianzas robustas a heteroscedasticidad es 
computacionalmente simple y además el comportamiento en pequeñas 
mpepo\fN de HCRO .~Jl~(rt\ITI~9~L~sp"rej?~t.C¡l¡\~. el de sus homólogos sin 
res'tringir HCO hasta fi'c3 (l!rl el Berrl:ido de que su sesgo es menor). 
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La clasificación atendiendo a su sesgo en pequeñas muestras 
es, según Davidson y MacKinnon, HCR3, HCR2, HCR1 y HCRO. Las 
di ferencias no parecen ser tan marcadas como en el caso de 1.0 s 
res iduos no restringidos, pero estos resu 1 tados están suj etos a las 
reservas que se aplican a todos los resultados de simulación. Además, 
no usan variables dependientes retrasadas como regresores. 
La versión de los m robustos a 
heteroscedasticidad que puede resultar preferida es M3, que usa 
implícitamente HCR2. Esta conclusión es tentativa. 
Si uno está dispuesto a incurrir en costes computacionales 
adicionales, una versión del estimador de la matriz de covarianzas de 
la navaja ("jacknife") puede ser preferida en base a su menor sesgo en 
pequeñas muestras. Esta línea de investigación la posponemos para 
ulteriores trabajos. 
Otro trabajo reciente que apoyaría nuestra conclusión 
tentativa en favor de M3 es el de Chesher y Jewitt (1988)2. Estos 
autores proponen un estimador alternativo de la matriz de varianzas y 
covarianzas que coincide con el que hemos llamado HC2. 
Chesher y Jewi tt prueban que este estimador es insesgado 
bajo homoscedasticidad y tiene un sesgo menor que ~l estimador 
original de Eicker-White bajo heteroscedasticidad condicional. 
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4. Contrastes de la matriz de información dinámica en el caso de 
reqresión lineal 
Aplicamos los resultados de las dos secciones anteriores al 
caso de los contrastes de la matriz de información dinámica. Estos 
contrastes fueron propuestos originalmente por White (1985). 
Presentamos un marco general para contrastar la 
especificación en el caso de regresión lineal. Este marco contiene un 
amplio rango de contrastes estándar y sugiere algunos nuevos que son 
interesantes. Entre los nuevos tenemos contrastes para correlación 
serial que varía sistemáticamente, contrastes de efectos del tipo 
ARCH-M que varían tests consistentes a 
heteroscedasticidad para 
sistemáticamente, 
efectos ARCH-M y contrastes de efectos ARCH 
no simétdcos. También proponemos nuevas versiones de contrastes para 
efectos ARCH. 
Proponemos versionQs computacional mente simplificadas para 
correlación serial consistentes a heteroscedasticidad. Presentamos 
varias versiones asintóticamente equivalentes a'. los contrastes 
anteriores con propiedades de nuestras finitas posiblemente mejoradas. 
A lo largo de esta sección usaremos el siguiente ejemplo 
para ser más concretos y conseguir una mayor simplicidad. 
Vamos a considerar la siguiente densidad: 
(4.0) 
donde F t-1 I"p.presenta la ir\,fl:>'r/¡\~C!,i6:r\' contenida en las variable s 
predeterminadas. Sólo inc1uimo's ltin¡j""'variable depencH'ente retrasada y 
una variable independiente. La generelización es obvia. 
El, lOHaritmo de la V2rosimi¡.itlJd par~: e'ste modelo es 
t~- "1 '¡ 1 I t, 
donde 
t In f t/t- 1 (w 
e = (a, p, B, o) 
Definamos Ut(e) - Yt - a - p Yt-l - B Xt y 
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donde en es el estimador de máxima verosimilitud de e (mínimos 
cuadrados ordinarios). 
Así pues el gradiente condicional de la observación tes: 
t \7e In f t/t- 1 (w , e)= 
u
t 
(e) 
(-2-' 
o 
u t (O)x t 
2 ' 
o 
y los gradientes condicionales con ~ retrasos serán: 
Definimos 
Ro t t-~ ~ = \7e In f t/t-l (w ,e) I \70 In f t-~/t-í\-l (w ,e) 
R~ serán los indicadores de la matriz de información dinámica 
que envuelve el retraso ?"-ésimo del gradi.ente, 
hipótesis nula. Ahora centramos nuestra atención 
evaluados en la 
O 
en Rl que será 
en nuestro caso, omitiendo la dependencia entre u y e, sacando 
, -4 2 2 factor comun o y definiendo nt = (ut-o ): 
u x x u 
t t t-l t-l 
cc·:::t.inl¡·;'c'- Q' .•. , r 
! 
matrices 
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El valor esperado de cada uno de los elementos de las 
o 
RiI.' íl.=1, ... , p es cero bajo especificación correcta. 
Si no 'son cero la igualdad de la matriz de información condicional no 
se cumpl irá y en general la matriz de varianzas y covarianzas de los 
coeficientes no será consistente. Para más detalles, ver White (1985). 
Si basamos un contraste m en el elemento (1,1) de 
tenemos un contraste de la matriz de información dinámica para 
correlación serial de primer orden. Definimos IMSCl (1) (Information 
Matrix Serial 
IMSC1(1) ::: nR~ 
la regresión de 
Correlation, versión 1, 
(el R2 no ajustado por el ~so 
mínimos cuadrados ordinarios de 
(4.1) 1 sobre 
orden 1) como 
de constante) de 
donde hemos multiplicado los regresores por potencias de o por 
conveniencia. Observese que damos nombres a los contrastes que 
A 
corresponden a los de la sección 3. IMSC1(1) ~ x; bajo la hipótesis 
nu la de correcta especi ficación. Una vers ión simple correg ida de 
grados de libertad puede ser definida como 
IMSC1(1)** = n-4 IMSC1(1) 
n 
Un test equivalente asintóticamente a IMSC1(1) y IMSC1(1)** es un test 
t del coeficiente de rt r t _1 en la regresión anterior. 
Otra versión utilizaría ,r~t"=,,.;/,,(l-ktt) en la 
regresión (4.1). Otra vez, ~rt es el el,~,~~[~tof.~iagonal t-ésimo de la 
matriz de predicción K(X' X) X', y X es la matriz de regresores. El 
" test podría ser llevado a cabo regresando 
(4. l' ) 1 en r* Yt ,.¡ t -1 r* xt ' t 
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y IMSC1(1)'= nR~ de la regresión de arriba. Una versión asintóticamente 
equivalente se puede obtener de la regresión 
(4.1") 1 en 
y IMSC1(1)' = nR~ de la regresión de arriba. 
Dado que la matriz de información es diagonal por bloques, 
el Teorema 2.1 nos permite usar una versión asintóticamente 
equivalente de los contrastes anteriores regresando 
(4.2) 1 en 
y IMSC2(1) la regres ión anterior. Este es llamado un 
test LM robusto a heteroscedasticidad para correlación serial de 
primer orden por A1astair Hall (1985). Un test asintóticamente 
equivalente se obtendría regresando 
(4.3) 1 en 
y IMSC3(1) 2 
- nRO de la regresión anterior, o 
(4.4) 1 en 
IMSC3 (1)' 2 - nRO de la regresión anterior. 
Los. contrastes t de los coeficientes de los regresores 
rt r t_1' "xt r t _ 1 
anteriores (.1,lgrl1¡$iones 
y r\ r\_1 en 
serían contrastes válidos 
cada una de las 
asintóticamente. 
Lo"a· contrastes de la matriz de información dinámica para 
~ .. correlación 3."+,.1011 de primer orden que hemos propuesto hasta ahora son 
'i1 11",,'áiP' yáJj(!g.s- bnjQ-,,,··heteroscedasticidad condicional. Los que vienen a 
l..' .. ~o(\t"inuaC~~I;I. son válidos solamente bajo homoscedasticidad condicional. 
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Bajo homoscedasticidad condicional, podemos aplicar el 
Teorema 2.2 y obtener otro contraste asintóticamente equivalente a los 
anteriores usando la regresión de mínimos cuadrados ordinarios 
(4.5) sobre 1 , 
Llamaremos R2 al coeficiente de determinación, ajustado 
por el uso de una constante, de la regresión anterior. Entonces bajo 
la hipótesis nula de especificación correcta, IMSC4(1) _ nR2 se 
2 
comportará asintóticamente como una variable aleatoria xl' Un 
contraste t del coeficiente de r
t
_
1 
en la anterior regresión es 
también un contraste válido. 
Un contraste asintóticampnte equivalente a los que se basan 
en la regresión (4.5) puede basarse en la regresión 
(4.6) r* en t 
y IMSC5(1)' 
A 
r* t-l' 
de 
1, y t-1' 
la anterior regres ión. De 
2 IMSC5(1)' ~ Xl bajo la hipótesis nula de especificación correcta. 
nuevo 
Uno podría llevar a cabo versiones corregidas de grados de 
libertad análogas a las propuestas en la sección 3. Los contrastes t 
de la significatividad de los coeficientes de rt _1 y r\_l en las 
anteriores regresiones son también versiones asintóticamente válidas 
de los contrastes m propuestos. . , • I'¡,~ 
El contraste IMSC4(1) es la forma usual del' cdi'ltraste LM de 
autocorrelación serial. Su versión t ha sido llamada flor Durbin el 
procedimiento alternativo para computar la h de Durbin; véase Durbin 
(1970), pago 420. 
" la ( u~,t{-l C1t'!h' 
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El contraste de la matriz de información dinámica para 
autocorrelación de primer orden se puede extender fácilmente para 
hacer contrastes conjuntos de p órdenes de autocorrelación serial, 
posiblemente en presencia de heteroscedasticidad condicional de forma 
desconocida. El contraste (en una de sus versiones) se puede computar 
regresando: 
(4.8) 1 sobre ~ ~-2'"'' r*t 1"* , t-p 
A 
entonces IMSC3(p), _ nR~ ~ x~ bajo la hipótesis nula. 
Un 
coeficientes 
test 
, 
serla 
F de la significatividad de los p primeros 
también as intóticamente válido. El contraste 
IMSC3(p)' está relacionado con lo que Domowitz y Hakkio (1984, pago 7) 
llaman contrastes de corre lación serial robustos a 
heteroscedasticidad. Nuestro procedimiento, sin embargo, es más simple 
computacionalmente y debería tener un mejor comportamiento en muestras 
finitas. 
En el caso de homoscedasticidad condicional, el contraste 
IMSC3(p)' se simplifica y da lugar al contraste usual LM de 
autocorrelación serial de Breusch (1978), pago 353 y Godfrey (1978), 
pago 1298 (excepto por el USo de rt en vez de r*t)' 
Como señalan Breusch y Godfrey, un contraste LM contra 
errores de media móvil de orden p toma exactamente la misma forma que 
un cOntraste LM contra errores autorregresivos de orden p. Este 
r;¡0u~{<ldb;, ,también e'5""~plicable a sus homónimos robustos a 
tmiJ,.o~.i',ld~sticidad. iIl6táe que los rechazos de la hipótes i s nu la 
b~s~d'~~ ~'~'n estos contr'hs'tes no nos dicen cual es la causa de que 
exist~n qrrores autocorr~lacionados. En particular algunos modelos 
!5·:l1:in¡)'¡.\l~·s e" PU':;'9~h ',caJ'sar errores autocorrelacionados, véase por 
eJ~mplo Gr~nger y Andersen (1978, páginas 42, 53 Y 63). La omisión de 
variables y/o una forma funcional incorrecta también pueden ser causa 
de que haya errores autocorrelacionados. 
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elementos 
Hasta ahora hemos concentrado nuestros esfuerzos en los 
O (1.1) de las matrices Rl\.' íl.=1 ..... P. las matrices 
de retrasos l\.-ésimos de indicadores de la matriz de información 
dinámica. 
Sin embargo. no hay razón para pensar que los rechazos 
basados en los elementos (1.1) son más serios que aquellos basados en 
O 
otros elementos de Rl\.' En un modelo de regresión con variable 
dependiente retrasada. la autocorrelación en los errores hace que el 
estimador del parámetro de la variable dependiente retrasada sea 
inconsistente. Por tanto. rechazos basados en otros indicadores de la 
matriz de información dinámica pueden detectar también errores en la 
especi ficación que provoquen la incons i stencia de los estimadores de 
los parámetros de la media condicional. 
Los tests de autocorrelación serial están consideran"-, 
errores en 
contrastes 
direcciones 
modelo dado. 
la especi fi cación 
de la matriz de 
importantes en las 
en una dirección particular. Los 
información dinámica sugieren otras 
que analizar la especi ficación de un 
La popularidad de los tests de autocorrelación se debe en 
parte a su simplicidad computacional y en parte a nuestra capacidad 
para escribir modelos alternativos plausibles (en contra de los cuales 
el test tendrá poder máximo localmente) que podemos estimar. 
Resul ta que los contrastes de la matriz de información 
dinámica son fáciles 
plausibles (contra las 
alternativas. 
de computar. podemos formular alternativas 
cuales serían tests LM) y podemos estimar esas 
i; 'i '. 
Queremos aqu í resaltar que un rechazo basado en un 
contraste de la matriz de información dinámica no implica d. ~¡!_nguna 
manera la aceptación de la hipótesis contratei' cual el C0".traste tiene 
\ 
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poder local máximo. Entre otras cosas porque típicamente podremos 
identificar varias alternativas diferentes contra las cuales el 
contraste de la matriz de informaci6n dinámica tendrá poder local 
máximo. 
Es bien sabido que los contrastes de autocorrelaci6n de los 
errores de un modelo gaussiano pueden considerarse como contrastes LM 
en los cuales la hip6tesis nula es, digamos, 
(4.9) y 
Podemos escribir una hip6tesis alternativa como 
(4.10) y 
Resulta que en muchos casos los contrastes de la matriz de 
información din'ámica se pueden reformular en un marco análogo al 
descrito en las ecuaciones (4.9) y (4.10). 
Volviendo a nuestro ejemplo del principio de esta secci6n, 
un contraste de la matriz de informaci6n dinámica basado en el 
',q .. H'-}'. $?':i-td 'O :,' \),~. ~t 
elemento (2~!t. d~bi~l se pued~"",~onsiderar como un contraste LM 
robusto a heteroscedasticidad de (4.9) contra la alternativa 
,. 
il~,.i;'·~ofde; a.[~ l~u:ttt--¡l' -r,~",?<t { .. y 
(4.11) 
Esto 
autocorre lación 
puede 
serial 
y 
cons iderarse 
que tiene 
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como un contraste de 
un pat'ámetro que varía 
sistemáticamente. Bajo heteroscedasticidad condicional, un test de la 
matriz de información dinámica basado en este indicador se puede 
computar como la regresión de 
(4.12) 1 en 
y IMVSC3(1) :: bajo la hip6tesis nula de ausencia de 
autocorrelación serial. 
IMVSC3 (1) qu iere deci r matriz de informaci6n, corre laci6n 
serial que varía, versión 3, 
test t del coeficiente 
orden 1. Análogamente se puede hacer un 
de r lf Yt-1 r lf en la regresi6n t t-1 
anterior. 
Bajo homoscedasticidad condicional, se puede computar un 
contraste asint6ticamente equivalente haciendo la regresión 
(4.13 ) sobre 
Entonces, 
anterior. Este es 
el 
el 
Yt - 1 r t _1, 
contraste 
contraste 
1 , Y t-1' 
IMVSC4(1) 
usual de 
xt 
nR2 de la .. 
-
regreSlon 
los mul t.iplicadores de 
Lagrange para la alternativa (4.11). Un contraste :asintóticamente 
equivalente seria el contraste t sobre el coeficiente de y t-1 r t-1 
en la regresión anterior. Podríamos presentar también versiones 
asintóticamente equivalentes de los contrastes anteriores de la misma 
forma que los hicimos en el caso de autocorrelación de primer orden. 
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Es conveniente resaltar que si ocurren rechazos basados en 
(4.12) o (4.13), uno puede decidir estimar el modelo alternativo 
(4.11), si hay razones económicas para creer que el modelo (4.11) es 
un modelo sensato. 
Si uno estimase (4.11), sería en general apropiado 
contrastar las restricciones de factores comunes implícitas. 
Volveremos a este punto en la sección 6. Incluso si los contrastes 
apropiados de restricciones de factores comunes no rechazasen la 
hipótesis nula, sería necesario continuar los contrastes de 
especi ficación de 1 mode lo (4.11). Sería apropiado usar contrastes de 
la Matriz de Información y de los multiplicadores de Lagrange. 
Sería sensato esperar que los contrates IMVSC (Matriz de 
Información, correlación serial que varía) tuviesen poder contra 
errores en la especificación de la media condicional, en particular 
contra forma funcional incorrecta y/o una estructura dinámica 
insuficientemente rica. 
Un ejemplo del tipo de no linealidades que los contrastes 
de la Matriz de Información Dinámica pueden detectar es el siguiente. 
Con s i d e remo s de nuevo el modelo 
información dinámica basado en 
cons iderado como un contraste 
u = r 
t 
x u 
t-1 t-1 + ~t o Qscrí ta 
(4. O) . Un contraste de la 
el elemento (1,3) de RO 1 
LM para una alternativa 
con más detalle. 
matriz de 
puede ser 
tal como 
Lo bien que-.- !}$'t';a. forma aproxima formas funcionales 
desconocidas es un 
extensión natural de 
abierto. Sin embargo, 
las restricciones de 
esta parece una 
factores comunes 
implícitamente implicadas "'or un término de <!rror que sigue un proceso 
autorrl~gr\esi vo de primer ~r¡je~n; "En ~~e.stro. caso, este sería: 
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(4.15) 
Observamos que los únicos términos en (4.15) que no están 
en (4.14) son los términos en Yt-2 y Yt - 1, mientras que hay tres 
términos en (4.14) que no están en (4.15), estos son los términos no 
lineales en: 
La ecuac ión (4.14) puúde ser cons iderada como una 
aproximación a una forma funcional no lineal tal como 
(4.16) 
donde tendríamos 
así, podríamos tomar a xt _1 como Yt-1 y tendríamos una tasa de 
aumento en Y
t 
(con p=1). Granger y Andersen (1979, pags. 14-17) 
dan varios ejemplos de modelos de series temporales univariantes que 
pueden ser aproximados por modelos bilineales de series temporales. 
Estos ejemplos sugieren generalizaciones al contexto de 
regresión en el espíritu del que acabamos de exponer. 
La posibilidad de estimar dos modelos anidados sugiere 
homónimos de los contrastes m presentados, que estarían en el espíritu 
de los contrastes de Wald y del Cociente de las Verosimilitudes. La 
utilidad relativa de los diferentes enfoques debería poderse 
establecer usando experimentos de Monte CarIo. 
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Las verosimilitudes artificiales de la Definición 0,4 
sugieren alternativas gaussianas que se pueden construir a partir de 
ellas básicamente completando el cuadrado del exponente de la 
veros imi li tud. Este procedimiento se puede generalizar a otras 
densidades de la familia exponencial. 
Los contrastes de la matriz de información dinámica podrían 
también ser útiles para aislar direcciones en las que queríamos 
centrar nuestros esfuerzos de reespeci ficación. Unos resultados 
recientes de Newey (1985, pags. 1058 1059) nos sugieren 
precisamente esto. Los resultados de Newey implican que si hacemos 
varios tests m unidireccionales, éstos pueden ser usados para 
distinguir entre diferentes formas de errores de especificción para 
pequeñas desviaciones de la hipótesis nula, En particular el error de 
especificación que corresponde el contraste m con mayor valor del 
coeficiente t se puede suponer que es el que tiene más probabilidades 
de ocurrir. Este procedimiento será localmente válido asintóticamente, 
(4.17) 
Consideremos ahora una alternativa más general que (4.11) 
ut = YI Yt-I ut _l + Y2 Yt - 2 ut _2+ .,.+ Yp Yt - p ut _p + ~t 
2 ~t/Ft_1 ~ N(O, cr~) 
Bajo heteroscedasticidad condicional un contraste de la 
matriz de información dinámica basado en los p elementos (2,1) de las 
matrices R~ (~= 1, ... ,p) deiQ~~~a~ores de la matriz de 
información dinámica se puede computar regresando 
~ 
De nuevo, bajo: la hipótesis nula de ausencia de Qspecificación, el 
contraste 
y 
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IMVSC3 (P)' 
Bajo homoscedasticidad condicional, podemos computar un 
contraste asintóticamnte equivalente usando la regresión 
(4.19) en 
y IMVSC4(p) bajo especificación correcta. 
De nuevo, podríamos estimar (4.17) si ocurriese un rechazo, 
pero esta no es necesariamente la forma adecuada de proceder. 
Resumiendo, los contrastes de la matriz de información 
dinámica basados en la submatriz (3x3) superior izquierda de las 
matrices ° iI. = 1, .. . I fáci les de de RiI.' p son computar y 
interpretar. Pueden ser cons iderados como contrastes de especi ficación 
de la media condicional de Yt' y serán sensibles a una estructura 
dinámica insuficientemente rica y/o una forma funcional incorrecta. 
Pueden ser considerados como contrastes de autocorrelación serial 
generalizada. Estos contrastes son sensibles a autocorrelación serial 
que varia sistemáticamente con los regresores y regresores retrasados. 
Esta es una s imi 1 i tud interesante con los contrastes de la matriz de 
información estática. 
Los tests de la matr'iz de información basados en el 
subvector 3x1 de la última columna de RO pueden también ser 1 
considerados como contrastes de especificación de la media condicional 
de y. Sin embargo, su interpretación es ligeramente diferente. 
Un contraste de la matriz de información basado en el 
elemento (1,4) de R~ se puede computar como la regresión de 
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(4.20) 1 sobre 2 ~2 r~ (r~_1 - C1 ), 
Entonces un contras te de la matriz de información d inámi ca 
para efectos ARCH en inedia versión 2, orden 1 será IM ARCH-t12(1)' _ 
2 A 
nR N O 
2 Xl' bajo la hipótesis nula de especificación correcta. Un test t 
del coeficiente de ~ (r~~1 - ~2) será asintóticamente apropiado. 
Este contraste puede ser considerado como un contraste LM 
robusto a heteroscedasticidad condicional (heteroscedasticidad de 
otros tipos diferentes al ARCH) que contrasta la posible existencia de 
efectos del tipo de ARCH en media. Véase Engle, LiliGn y Robins (l9a5) 
para una definición de este modelo. 
Una vers Ión incons i stente a heteroscedasticidad de 1 test 
anterior se puede computar haciendo la regresión 
(4.21) r~ sobre 2 ~2 (r~_l - C1 ), 1, 
De nuevo nR 2 (ajustado por el uso de una constante) de la 
anterior 
aleatoria 
regres ión 
2 Xl bajo 
Un contraste t 
se comportará asintóticamente como una variable 
la 
del 
hipótesis nula 
. coeficiente de 
de especlficación 
(r·)!2 -~/) será t-l 
correcta. 
también 
apropiado asintóticamente. 
Es fácil demostrar que los contrastes anteriores pueden ser 
considerados contrastes LM para la alternativC\ s~gui2nte , 
,,., f' 
(4.22) y 
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La generalización a efectos ARCH-M más largos es inmediata. 
Si uno se fija en el elemento (2,4) de R~, entoncos es 
fácil ver que una alternativa implícita contra la cual el contraste 
tendrá poder máximo local asintóticamente va a ser: 
(4.23) y 
El modelo anterior puede ser considerado como un modelo d~l 
tipo ARCH-M generalizado, en el cual el parámetro varía 
sistemáticamente con uno de los regresores. Un contraste de la matriz 
de información dinámica basado en el elemento (2,4) de la matriz 
O R1, se puede computar a partir de la regresión 
(4.24) 1 sobre 
Se puede computar una vers ión inconsistente 
heteroscedasticidad del anterior contraste haciendo la regresión 
(4.25) 1 sobre 1, 
El estadístico nR 2 de la regresión 
asintóticamente ,,~ bi>.jo la hipótesis nula de 
¡;orrecta. También será apropiado asintóticamente el 
significatividad del coeficiente de yt-1(r*!-1 ~2). 
anterior set'á 
especi fi cación 
contraste t de 
La extensión para contrastar la posible existencia de 
·,\l!"fí!ctos del tipo ARCH-M puede real izarse incluyendo términos 
l} ... 
adicionales del ?. = 2, ... , p en 
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Los contrastes de la matriz de información dinámica basados 
O 
en los indicadores de la última fila de R1 (y/o la última fila de 
cada una de las matrices R~, ~ = 1"", p) serán sensibles a 
errores en la especificación de la varianza condicional de y t (y/o 
de la media condicional), 
En particular estos contrastes pueden considerarse como 
contrastes LM para diferentes formas de efectos del tipo ARCH, pero 
también pueden ser sensibles a errores bilineales, De nuevo cabe 
resaltar lo inapropiado de la práctica de estimar un modelo contra el 
que el contraste tenga poder local máximo cuando se rechace el modelo 
cons iderado, 
Un contraste basado en el elemento (4,1) 
puede computar, como fue propuesto originalmente por White 
la regres ión 
de RO 
1 
(1985), 
se 
con 
2 Y entonces nRO de 
,,~ bajo como una 
esta regresión se 
la hipótesis nula 
comportaría asintóticamente 
de especificación correcta, 
Un contraste equivalente consistiría en mirar el 
primer regresor en la regresión artificial anterior, 
coeficiente t del 
" 
El contraste m de la regresión anterior (4,26) se puede 
s impli ficar, Podemos multiplicar cada regresor flJ!. por potencias 
apropiadas de 9 y obtendríamos un éÓntraste equivalllnte, Además, a 
causa de la diagonalidad por bloques de la matriz de información bajo 
la hipótesis nula, el Teorema 2,1 nOS permite computar un contraste 
~.... . 
asintóticamente equivalente regresando 
; ... , . 
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(4.27) 1 sobre 
Bajo la hipótesis nula, especialmente normalidad, se puede 
computar un contraste asintóticamente equivalente haciendo la 
regresión: 
(4.28) sobre 1 
o de manera análoga regresando 
(4.29) sobre 1 o bien 
(4.30) sobre r*t_1' 1 
Un contraste asintóticamente válido consistiría en el test 
t del coeficiente de r o de r*t en las 
t-1 -1 regresiones (4.29) o 
(4.30). Los estadísticos nR 2 de estas regresiones serán 
asintóticamente x~ bajo la hipótesis nula. 
Si basamos un contraste de la matriz de información en los 
O O 
elementos (4,1) de las matrices R1, ... , Rp' podemos computar 
este contraste con la siguiente regresión artificial 
(4.31) sobre 1 
y (e~ ajustado por el uso de una constante) de esta 
regresión se comportará asintóticamente como una variable aleatoria 
x! bajo la hipótesis nula de especificación correcta . 
. Se puede demostrar que estos contrastes pueden ser 
considerados como test LM contra al ternati vas ARCH no simétricas; 
véase Engle (1982, p. 993) para una definición de este tipo de 
proceso. Una alternativa podría ser, en este caso 
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(4.32) y 
Si basamos los contrastes de la matriz de información 
O O O dinámica en los elementos (4,2) o (3,3) de R1' R2 , ... , Rp estos 
contrastes serán de nuevo sensibles a alternativas del tipo de ARCH no 
simétrico. En particular los contrastes basados en el elemento (4,3) 
pueden ser considerados como contrastes LM contra la alternativa. 
(4.33) y 
(con las restricciones apropiadas sobre las a para garantizar que 
ht sea siempre positiva para cualquier realización de las u). 
La computación de los contrastes basados en los elementos 
(4,2) y (4,3) es similar a la de los contrastes basados en los 
elementos (4,1). 
Los contrastes de la matriz de información dinámica basados 
indicadores R~, en los elementos (4,4) de 
O O R2, •.. , Rp' serán sensibles 
simétrico y a bi linealidades. 
las 
Se 
matrices 
efectos 
de 
del 
originalmente propuesto por White (1985) 
pueden computar 
regresando 
(4.34) 1 en 
tipo ARCH 
como fue 
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2 Y nRo de esta regresión se comporta asintóticamente como una 
variable aleatoria X~ bajo la hipótesis nula; análogamente se 
podría hacer un test t del coeficiente del primer regresor en la 
regresión (4.34). Podemos multiplicar los regresores de (4.34) por 
potencias de a sin cambiar el R~. Gracias a la diagonalidad por 
bloques de la matriz de información, podemos computar un contraste 
asintóticamente equivalente usando la regresión auxiliar 
(4.35) 
(4.36) 
1 sobre 
2 ~2 2 ~2 
(r t - a ) (r t-1 - a ), 
2 ~2 
(r t - a ) 
Análogamente podemos realizar el contraste regresando 
sobre 2 rt_1' 1 
y tendríamos que nR2 (R 2 ajustado por el uso de constante) se 
2 
comportaría asintóticamente como una variable aleatoria Xl bajo 
la hipótesis nula de especificación correcta; también se puede usar 
2 
como contraste el estadístico t del coeficiente de r
t
_ 1 . Esta es 
la for'ma de 1 contraste de res iduos ARCH tal como fue propuesto 
originalmente por Engle (1982), aunque en ese trabajo se da una 
versión más general de (4.36) que contrasta varios efectos ARCH al 
mismo tiempo 
sobre 2 2 2 r t _1 , r t _2,···, r t _p ' 1 
Un contraste esencialmente análogo ha s ido propuesto por 
. Gi"anger y Andersen (1978, pp. 43, 55, 63) para detectar la presencia 
de·bilinealidades en modelos univariantes de series temporales. 
, . 
r-,u,-\d, 
J 
5. Una alternativa general para los contrastes de la Matriz de 
Información dinámica en el caso de regresión lineal 
En esta sección identificamos una alternativa general 
contra la cual los contrastes de la matriz de información dinámica 
pueden ser considerados contrastes LM. Como subproducto proponemos una 
generalización del modelo de regresión lineal que incluye los modelos 
de regresión bilineales, modelos ARCH, ARCH en media, modelos que 
dependen del estado (state dependent), algunos casos de mínimos 
cuadrados generalizados y algunos procesos nuevos. Algunos de estos 
procesos son: autocorrelación que varía sistemáticamente y procesos de 
ARCH en media que varían sistemáticamente. Las propiedades y utilidad 
de estos nuevos procesos no son conocidos todavía en general. 
Algunos casos especiales de estos procesos han recibido 
considerable atención por parte de investigadores teóricos y 
aplicados. En particular los procesos bilineales y ARCH están siendo 
usados ampliamente en la profesión. 
Esta alternativa general la podemos obtener fijándonos en 
que los contrastes de la Matriz de Información dinámica tienen una 
estructura común en el contexto de regresión lineal. Supongamos que 
tenemos un conjunto de k regresares (incluyendo una' constante, y 
posiblemente variables dependientes retrasadas). Entonces los 
contrastes de la matriz de información dinámica basados en los 
elementos 
dinámica 
de las matrices 
° RO 
de indicadores de la Matriz de Información 
R l' ... , pi pueden ser cons iderados como contrastes 
LM (en veY's iones sus consistentes inconsistentes e a 
heteroscedasticidad) contra una alternativa general. 
Cons ideremos de nuevo el de regresión lineal 
y 
es 
modelo 
2 N(O, (J ) 
u 
una matriz nxk de observaciones y la primera variable '¡x~t = 1, 
lH todo t = 1, ... , n. 
para 
Podemos cons iderar la s iguiente al ternati va como la 
alternativa general que los contrastes de la Matriz de Información 
dinámica están considerando 
(5,1) 
donde A 
es una matriz 2xk, ! es la matriz kx2k de constantes con elementos, 
'Y = {'Y, ,} 
- 1J i:::l, ... ,k, j=l,.",2k 
y B es el vector columna (2kxl) tal que 
2 2 2 2 
x2t (u t -<J),,,,, xkt (u t --o)} -p -p u -p -p u 
Este modelo alternativo es muy general y engloba como casos 
particulares la autocorrelación de orden p, la autocorrelación con 
parámetros variables, modelos del tipo ARCH en media, con p,orámetros 
constantes y variables, ARCH y modelos bilinelaes, El modelo bilineal 
aparecería cuando algunos de los regresor'es son ruidos blancos 
retrasados y algunos de los elementos de :y se restringen 
apropiadamente, Conviene hacer notar que si incluimos regresores 
contemporáneos en B, tendríamos la mayoría de las alternativas que los 
contrastes de la Matriz de Información estática consideran, 
L ","~:lel (5.1) puede servir como punto de partida para 
formular al.ternativas no lineales simples al modelo de regresión 
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lineal. Algunos de los modelos que esta alternativa general engloba 
han generado ya un interés considerable entre los investigadores 
teóricos y aplicados, aunque el análisis del comportamiento de estos 
modelos simples está lejos de ser 
Bollerslev (1986) y Cartwright 
trivial en muchos casos. En Engle y 
(1985) se encuentran listas de 
referencias de estos estudios para algunos de estos casos. 
El estudio de la flexibilidad del modelo (5.1) para 
aproximar nolinealidades omitidas merece más atención, y estará 
relacionado con el poder de los contrastes de la matriz de información 
dinámica. 
Una posible generalización del modelo (5.1) sería permitir 
que algunos elementos. de Y variasen sistemáticamente con algunos 
regresores, errores u otras variables Otra posibilidad sería 
permitir que los elementos de B no estuviesen restringidos a los 
valores pasados de los regresores y/o errores, aunque la utilidad de 
los sistemas anticipativos en economía puede no estar muy clara. otra 
posibilidad sería generalizar la alternativa al caso multivarlante 
para incluir el modelo multivarlante bilineal de Subba Rao (1986), 
caso (2.1) como un caso especial de esta alternativa general. [ste 
modelo de Subba Rao sería un caso particular de nuestro modelo ya que 
no incluye los productos cruzados no lineales que están incluidos en 
el modelo (5.1). 
Los modelos dependientes de los estados (state dependent) 
de Priestley (1985) pueden considerarse como casos particulares de 
(5.1) con parámetros variables. Priestley usa desarrollos de Taylor 
para justificar la generalidad de su modelo dependiente de los estados 
para aproximar formas funcionales no lineales desconocidas en el 
contexto de series temporales univariantes. Puede ser posible utilizar 
argumentos similares para justificar el modelo (5.1) con parámetros 
que varían sistemáticamente como una generalización del modelo (4.2) 
de Priestley al caso de regresión. Cartwright (1985) da una lista de 
referencias para los modelos dependientes de los estados. 
• 
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Adicionalmente. podemos usar el modelo (5.1) para computar 
contrastes m de variables omitidas incluyendo a las posibles variables 
omitidas en el vector B y restringiendo r apropiadamente. 
,',,-, 
I 
·ft ',' 
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6. Otras aplicaciones de los contrates m 
6.1. Restricciones de factores comunes 
Otra aplicación natural del marco de los contrastes m 
dinámicos es el caso de contrastar restricciones de factores comunes 
en presencia de heteroscedasticidad condicional de forma desconocida. 
la hipótesis nula será la existencia de restricciones de 
factores comunes: 
(5.1) 
y además es un vector nxl de 
observaciones de una variable dependiente, X es una matriz nxk con 
rango completo por columnas de observaciones de los regresores; P es 
un vector fijo kx1 de coeficientes desconocidos y 
o:(l) = o: + o: l + o: l 2 + +0: le O 1 2 ... e 
Engle destaca que la 
Y l
i 
xt - xt . -1 
alternativa de ausencia de 
restricciones de factores comunes se puede reparametrizar como: 
(6.2) o:(L) Yt = o:(l) xt b + Y(l) x~ + ~t 
donde 
i=l, . . .• k 
Y.(O)=O 
1 
El modelo alternativo se puede escribir como 
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(6.3) 
donde Y*t = tt(L) Yt y 
Nosotros seguimos aquí la notación de Domowitz y Hakkio 
(1984) y llamamos X a la matriz de dimensión (n-p)xpk de los 
regresores retrasados X = (X_l ..... X_p). Sea XK' la matriz (n-p)xk 
de regresores transformados X* = tt(L) X (téngase en cuenta que 
ajustamos el tamaño de la muestra según el número de retrasos que 
usamos). sea i el vector de unos de dimensión (n-p)xl. Sea R la matriz 
diagonal (n-p)x(n-p) tal que R 
son los residuos estimados bajo la 
y r :: (rp+l ' r • .. .• r )' 
= diag (r •...• r). donde rt 
p+l n 
hipótesis nula de factores comunes. 
p+2 n 
r = (1 - X*(X*' X*)-l X*') y 
Un contraste asintóticamente válido de estas restricciones 
de factores comunes se puede llevar a cabo usando la regresión 
artificial 
(6.4) i sobre R Xl, R Xl( 
Y (n-p) R2 de la anterior regresión se comportaría O 2 
asintóticamente como una variable aleatoria X con pk grados de 
libertad bajo la hipótesis nula de existencia de factores comunes. 
Este contraste es una versión computacionalmente simplificada del 
contraste de restrícciones de factores comunes robusto a 
heteroscedasticidad de Domowitz y Hakkio (1984). 
Un contraste asintóticam2nte equivalente con. posiblemente. 
mejores resultados en muestras finitas se podría computar sustituyendo 
en las anteriores expresiones r t por rl(t = r /"0 - ktt). 
En el caso de autocorrelación que varía sistemáticamente. 
podemos encontrar variables transformadas análogas a Y*t 
-
contrastar restricciones de factores comunes más generales 
similar a la que hemos presentado aquí. 
y x* Y t 
de forma 
-------- ----------------
\. 
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7. Conclusiones y sugerencias para investigaciones futuras 
En este trabajo hemos obtenido resultados generales que 
simplifican la computación de los test m y los hacen fácilmente 
interpretables. También se ha demostrado que los test m pueden ser 
considerados en general como test de los multiplicadores de Lagrange. 
En la sección 3 discutimos la computación e interpretación 
de los test m en el contexto de la regresión lineal. Presentamos 
versiones de los test consistentes a heteroscedasticidad e 
inconsistentes a heteroscedasticidad con propiedades de muestras 
finitas posiblemente mejoradas. Un caso especial es la computación de 
los contrastes LM bajo heteroscedasticidad condicional de forma 
desconocida. 
En la sección 4 centrábamos la discusión en el caso de los 
test de la matriz de información dinámica en el contexto de regresión 
lineal. Demostramos que muchos contrastes tienen interpretaciones 
familiares y se proponen nuevos test para mala especificación dinámica. 
Un subproducto de esta investigación es un test para 
correlación serial en presencia de heteroscedasticidad de forma 
desconocida. Este test tendría buen comportamiento en muestras finitas 
y puede ser computado con una regresión de mínimos cuadrados 
ord inarios . 
También damos contrastes para efectos del tipo ARCH en 
media que son robustos a otros tipos de heteroscedasticidad. 
En la sección 5 identificamos una alternativa general en 
contra de la cual los test de la matriz de información dinámica pueden 
ser" considerados test de los Mul.tiplicadores de Lagrange. También 
proponemos una generalización del modelo de regresión lineal 
• 
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que incluye procesos bilineales, ARCH y ARCH en media entre otros. 
Este marco también incluye nuevos modelos tales como procesos con 
correlación serial que varía sistemáticamente y procesos del tipo ARCH 
en media que varían sistemáticamente . 
En la sección 6 aplicamos el marco de los test m para 
obtener un test para restricciones de factores comunes en presencia de 
heteroscedasticidad de forma desconocida. Este contraste puede ser 
computado con una regresión adicional de mínimos cuadrados ordinarios. 
Los resultados que hemos obtenido sugieren varias áreas de 
investigación futura. Los teoremas de la sección 2 pueden servir como 
guía para llevar a cabo test m y test de los multiplicadores de 
Lagrange en contextos más generales que el considerado aquí. En 
particular pueden ser apli.cados a otros modelos estimados por máxima 
verosimi li tud. También pueden ser de uti 1 idad para identificar 
alternativas que se hallan en la misma familiOl pOlrOlmétrica que la 
hipótesis nula, contra la cual los tests m tendrán máximo poder local. 
El Teorema 2.2 puede ser válido también para sistemas de ecuaciones. 
Los resultados de las secciones 3 y 4 sugieren que los 
estudios de simulación serán necesarios para comparar el 
comportamiento en pequeñas muestras de diferentes contrastes m. 
La alternativa general presentada en la sección 5 
claramente necesita un mayor estudio teórico y práctico en el futuro. 
otra área de interés sería estudiar hasta qué punto los 
resultados presentes se aplican a modelos estimados por el método 
generalizado de momentos. 
l. " 
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APENDICE MATEMATICO 
Todos los símbolos y definiciones son los dados en el texto. 
PRUEBA DEL TEOREMA 2.1: 
m' m' 1(:l m' 1 -1 m' m (I 
n R2 = i'(m 1(:l l(I) 1 ' m 1~ 113 1 ' 1 l' i 0- (:l (:l (I 13 
1 ' m l' 113 1 ' 1 l' (I (I (I (I (I 
escribiendo 
C C C m' m' 113 m' 1 
-1 
m mm mS m(I (I 
C(:lm CS(:l CS(I = l' S m l' S 113 l' 1 (:l (I 
C C(IS C 1 m l' 1(:l 1 ' 1 (Im (I(I (I (I (I (I 
2 A A 
n Ro = i' m C m' i + i I m C
mS l' i + i I m C l' i mm 13 m(I (I 
A 
+ i I 1(:l C(:lm m' i + i I 1(:l C(:lS 1 ' i + i I lS C(:l(I l' i (:l (I 
+ i I 1 C m' i + i I 1 (I C(I(:l 1 ' i + i ' 1 C 1 ' i (I (Im S (I (I(I (I 
A A 
= i' m C m' i + o (1) por el Teorema 3.3 de White(1985). mm p 
,~~qemos escribir la expresión anterior como 
2 (-1/2., A) n cA (n-l12 mA , 1') ( n., Ro = n 1 m mm + 0p 1) 
l' . 
A_ 1 
= V
n 
donde 
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Por el Supuesto S.5 tenemos una Matriz de Información que 
es diagonal por bloques, por tanto los bloques fuera de la diagonal 
la la/n y lala/n son matrices 0p(l) y l~la/n es 0p(l) por los supuestos 
S.2 y S.4'(V). 
Bajo correcta especificación m' 1 /n y l' m/n son o (1) por 
a a p 
el supuesto S.5; por consiguiente por una modificación del Corolario 
2.36 de White(1984a): 
v = m' 
n 
l' m/n + o (1) a p y 
Todo lo que necesitamos probar ahora es que la expresión 
2 
anterior es asintóticamente equivalente a n Ro de la regresión de 
mínimos cuadrados ordinarios de 
i en 
Para la regresión anterior: 
I ~' ~. 2 ,..,.. m m n RO = i' (m, 1,,) ~ ~ " l' m 13 i = 
. ,-1/2 ~ 
m' m/n m' l'f3/n n mi i 
(n-1/ 2 i' 
~ 
-112 
= m, n 
i' i ' 113 ) ~. 
-112 ~ 1 ,. m/n 1 ' la/n n l~ i 13 13 
"J 
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1/2 ., ~l ( ) y n 1 a = 0p 1 , por 
el Supuesto S.2 y S.5(v), 
el Supuesto S.5 (vi); l~ la/n 
por lo tanto 
es o (1) p por 
Que es asintóticamente equivalente a la expresión (1). 
PRUEBA DEL TEOREMA 2.2: Por los Supuestos S.l - S.4' y el Teorema 3.3 
2 de White(1985), un test m puede ser computado como n RO de la 
regresión de 
i sobre m, 113 
Por los. Supuestos B.1 Y B. 2 la regresión anterior puede 
escribirse como 
i sobre RW, RX 
2 Y nRO de la regresión anterior es 
(i 'RW Nn, i' RX Nn) 1 W'RRW/n 
X'RRW/n 
donde R = R', porque es una matriz 
por. el Supuesto S.4' (vi). X'RRW/n 
.Sl,Ipuesj:os S.4' y S.2, aS,i pues por una 
r-'" . 
de White(1984a): 
" . 
W'RRX/nl-1 f W'Ri/.nl 
X'RRX/nl ~ X'Ri/{nl 
d · 1 -1/2. , ( ) lagona . n 1 RX = o 1 
P 
Y X'RRX/n son O (1) por los 
p 
modificación del Corolario 2.36 
n R2 = (i'RW/~n) (W'RRW/n- W'RRX/n(X'RRX/n)-l O 
X'RRW/n)-l (W'Ri/{n) + o (1). 
P 
f . ',')' i-.< 
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Por los Supuestos 8.3 (ii), S.4'(vi) y el Corolario 2.36 de 
White(1984a): 
2 ~2 ~2 
n RO = (i' R W/~n) (a
n 
W'W/n - a
n 
~2 1 ~2 1 W'X/n(a X' X/n)- a X' W/n)-
n n 
(W' R i/~n) + o (1) 
P 
-1 -1 -2 
=(i'R W/~n)(W'W/n-W'X/n(X'X/n) X'W/n) (W'R i/~n)/a +0 (1) 
n p 
2 que es asintóticamente equivalente al nR de la regresión de mínimos 
cuadrados ordinarios de 
r sobre W, X, 
dado que r = Ri Y 
! 1-11 1 W'W/n W'X/n W'Ri/~n i'RX/~n) X'W/n X'X/n X'Ri/~n /(i'RRi/n) 
y iRXNn = o (1) por el Supuesto S.4'(vi) X'X/n - O (1) por los p p 
-1 n t - -2 Supuestos 8.3, S.4' (v), S.2, y i' RRiln = n E rt (w , e ) = a 
t=1 n n 
2 -1 -1 -2' 
n R = (i' R WNn)(W'X/n - W'X/n(X'X/n) X' W/n) (W' R iNn)/o +0 (1) 
n p 
por una modificación del Corolario 2.36 de White(1984a), lo cual 
prueba el Teorema. 
Nótese que dado que estamos usando una constante como uno 
de los regresares, 
. . t 1 2 conSlgu 1 en e e R 
la media de los errores estimados es cero y por 
2 
ajustado por la constante y el R no ajustado 
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por la constante de la regresión r sobre W, X son numéricamente 
equivalentes. Ver Theil(1971) ecuaciones (1.4), página 164 y (4.2), 
página 176. 
PRUEBA DEL TEOREMA 2.3: 
(i) Para probar esto es suficiente demostrar que 
(i) a) 
n n 
a) I hn(w, 6, A) d~ = 1 Y 
n b) h (w , 6, A) >= O 
n 
n n I h (w ; 6, A) d ~ = 
n 
n n n I exp[A'm (w ; 6)-~(6,A)]f (w ;6) d ~ = 
n n 
(i) b): Como f (wn ; 6) es una densidad propiamente dicha, f (wn , 6»=0. 
n n 
(i) c) 
Además, para todo wn, 6 y ~. 
n 
exp[?,'m (w , 6) - ~(6, A.)] >= O 
< n 
n Por lo tanto, hn(w , e, A) >= O 
(ii) 
log ¡ exp [O] f (wn , 6) d ~n = O 
n 
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La primera igualdad anterior se sigue de la definición del 
vector de derivadas parciales que ex i ste por supuesto. La segunda 
n igualdad se sigue de la definición de h (w ; 6, ~) 
n 
(ii i) 
Por lo tanto 
. , 
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l. El autor está en deuda con Halbert Whi te por la dirección y el 
Han sido muy úti les varias conversaciones con apoyo prestados. 
Robert F. Engle. Alvaro Escribano, Jeffrey Wooldridge, Jeffrey 
Joel Sobel. La responsabilidad de los Zabel, Tim Bollerslev y 
errores que todavía queden es del autor. 
2. Los resultados de Chesher y Jewitt para el caso en que haya 
heteroscedasticidad implican que si se usa la matriz de varianzas y 
covarianzas usual de mínimos cuadrados ordinarios, (V), en vez de 
HCl o bien HCZ, el sesgo proporcional de V puede ser positivo o 
negativo. Los sesgos de usar HCO o HC2 serán en general más 
pequeños que los de usar V. 
• 
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