Elements de processus stochastiques by Denoël, Vincent

Copyright c© 2015 — Vincent Denoe¨l
Published by - Centrale des Cours, ULg
Document pre´pare´ selon la classe Book, LaTeX
Notes de cours du cours d’Ele´ments de processus stochastiques. Remerciements
a` mes cotitulaires les Profs. M. Arnst, P. Geurts et L. Wehenkel.
First printing, January 2015
Table des matie`res
1 Introduction 1
1.1 Contexte et motivation . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Plan et programme du cours . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Processus stochastiques ou Fonctions ale´atoires . . . . . . 4
1.2.2 Statistiques .vs. Probabilite´s . . . . . . . . . . . . . . . . . 6
1.2.3 Description des Exemples Illustratifs . . . . . . . . . . . . 6
1.2.4 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Description de chaˆınes de Markov 9
2.1 Exemple introductif . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Extension a` un formalisme plus ge´ne´ral . . . . . . . . . . . . . . . 13
2.2.1 Matrice de transition et distribution initiale . . . . . . . . 13
2.2.2 La fonction de probabilite´ conjointe . . . . . . . . . . . . . 15
2.2.3 Matrice de transition en plusieurs e´tapes et distribution
courante . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Distribution invariante et comportement asymptotique . . . . . . 19
2.4 Exercices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Description de Processus Ale´atoires au Second Ordre 27
3.1 Caracte´risation de diffe´rents rangs . . . . . . . . . . . . . . . . . . 27
3.1.1 Caracte´risation de rang 1 . . . . . . . . . . . . . . . . . . . 27
3.1.2 Caracte´risation de rang 2 . . . . . . . . . . . . . . . . . . . 31
3.1.3 Caracte´risation de rang n . . . . . . . . . . . . . . . . . . 33
3.2 Alternatives pratiques de repre´sentation . . . . . . . . . . . . . . 34
3.3 Processus stationnaires . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.1 Repre´sentation temporelle et fonctions moments . . . . . . 38
3.3.2 Repre´sentation fre´quentielle et densite´ spectrale de puissance 44
3.4 Mise en oeuvre pratique dans Matlab . . . . . . . . . . . . . . . . 50
3.5 Processus de Markov . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.1 Densite´s de probabilite´ conditionnelles . . . . . . . . . . . 51
3.5.2 Processus de Markov . . . . . . . . . . . . . . . . . . . . . 53
ii
4 Ope´rations sur les Processus Ale´atoires 55
4.1 Ge´ne´ralite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Syste`mes sans me´moire . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3 Syste`mes LTI (line´aire-temps-invariant) . . . . . . . . . . . . . . . 61
4.3.1 Rappel de la solution de´terministe . . . . . . . . . . . . . . 61
4.3.2 Solution stochastique dans le domaine temporel . . . . . . 62
4.3.3 Solution stochastique dans le domaine fre´quentiel . . . . . 65
4.4 Autres syste`mes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Exercices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5 Ge´ne´ration de Re´alisations de Processus Ale´atoires 71
5.1 Ge´ne´ralite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Transformation de variables ale´atoires . . . . . . . . . . . . . . . . 71
5.3 Processus de Markov . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Processus spe´cifie´ par ses densite´s de probabilite´ . . . . . . . . . . 75
5.4.1 Bruit blanc . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4.2 Filtrage d’un bruit blanc . . . . . . . . . . . . . . . . . . . 77






1.1 Contexte et motivation
Une grandeur est dite de´terministe lorsqu’elle est parfaitement connue, sans in-
certitude, sans imperfection.
Dire qu’un objet est de´terministe est une vision de l’esprit qui ne peut pas coller
a` la re´alite´. Il est en effet tre`s simple d’imaginer toute une se´rie de conditions
expe´rimentales qu’il est impossible de re´pe´ter deux fois avec exactement la meˆme
pre´cision : la re´alisation d’une pie`ce me´canique par un processus industriel simple
ou complexe, le dosage exact d’une quantite´ d’un produit chimique, le releve´ des
dimensions d’un pont, la mesure de la tempe´rature critique d’un supraconduc-
teur. En fait, de`s qu’il s’agit de mettre en place une expe´rience, aussi simple
soit-elle, il existe ine´vitablement une certaine tole´rance de re´alisation lie´e a` la
manipulation humaine d’une part et a` la variabilite´ intrinse`que des e´chantillons
e´tudie´s d’autre part, qui rend la reproduction exactement identique d’une telle
expe´rience impossible.
Que ceci ne disculpabilise e´videmment pas un expe´rimentateur de son manque
de se´rieux. L’objectif d’une expe´rience reste de quantifier aussi pre´cise´ment que
possible les caracte´ristiques physiques d’un spe´cimen, au sens large. Les re´sultats
s’expriment, entre autres, en terme d’une tendance moyenne ainsi que d’une dis-
persion autour de cette moyenne. En toute rigueur, ces re´sultats ne devraient pas
eˆtre pre´sente´s inde´pendamment du protocole de mesure qui a e´te´ mis en place,
puisqu’il a contribue´ significativement a` la variation sur les re´sultats. Cette varia-
bilite´ sur les re´sultats expe´rimentaux doit eˆtre quantifie´e au sens statistique du
terme.
Il est certainement moins simple d’imaginer une expe´rience qui permettrait de
re´pe´ter exactement deux fois les meˆmes re´sultats avec une pre´cision irre´prochable
(infinie ! ?). Avec un peu de recul et une ouverture d’esprit vers l’existence de
mode`les non de´terministes, il paraˆıt tout simplement utopique d’annoncer une
pre´cision infinie sur les re´sultats d’une expe´rience, quelle qu’elle soit. Le re´sultat
d’une expe´rience re´elle ne peut donc pas eˆtre de´terministe.
La quantification de la variabilite´ de re´sultats expe´rimentaux est ge´ne´ralement
vue sur deux plans. Le premier est celui de la statistique descriptive qui consiste
a` de´crire et quantifier la variabilite´ observe´e. Le second est celui de la statis-









Figure 1.1.1 – Buts poursuivis par l’analyse statistique descriptive et l’analyse
statistique infe´rentielle.
de probabilite´ peut eˆtre adopte´ pour re´pre´senter une grandeur non de´terministe
observe´e.
Dire qu’un objet est de´terministe est une vision de l’esprit qui permet d’en sim-
plifier la repre´sentation mathe´matique. Les seules expe´riences ou` le re´sultat est
de´terministe sont celles du monde ide´alise´ de la mathe´matique de´terministe. Un
plus un e´gale deux, aussi longtemps que l’on recommencera le calcul. Le monde
de´terministe a pre´cise´ment e´te´ concu pour cela. Il est purement the´orique et ne
constitue qu’un outil pour approcher la re´alite´.
Dans tous les proble`mes d’inge´nieur rencontre´s, il convient de se confronter a`
l’une ou plusieurs de ces trois e´tapes : observer et quantifier une donne´e, puis
mode´liser un proble`me et finalement quantifier un re´sultat.
Quantifier
une donne´e
→ Mode´liser → Quantifier
un re´sultat
Exemple : Un avion atterrit avec une vitesse au sol v = 144km/h. Sachant que le syste`me de
freinage permet une de´ce´le´ration a = −2m/s2, quelle est la longueur de freinage l ?
Quantifier une donne´e : vitesse au sol v = 144km/h = 40m/s
Mode´liser : l = − v22a
Quantifier un re´sultat : l = 40
2
2·10 = 400m
A la lumie`re de ce qui vient d’eˆtre annonce´, il est illusoire de vouloir quantifier
une donne´e de fac¸on de´terministe. Dans l’exemple ci-dessus, la vitesse de l’avion
ne peut pas eˆtre v = 144km/h pre´cise´ment. On la mode´lise par une variable ale´a-
toire V . Dans la re´alite´, les donne´es doivent eˆtre repre´sente´es a` l’aide de mode`les
de probabilite´s, des variables ale´atoires notamment, et des processus ale´atoires
comme nous verrons dans la suite. Dans un cadre probabiliste, le proble`me consis-
terait a` de´terminer la longueur de freinage L = −V 2/2A, ale´atoire, en fonction
des grandeurs ale´atoires V et A.
Traiter un proble`me dont les donne´es sont ainsi repre´sente´es posse`de un niveau
de difficulte´ supe´rieur a` celui d’un calcul de mathe´matique de´terministe. Dans
l’apprentissage des mathe´matiques, on apprend a` ajouter des nombres (de´ter-
ministes), puis a` les multiplier, puis a` e´tudier des fonctions (bien de´termine´es),
re´soudre des syste`mes d’e´quations, e´ventuellement avec des parame`tres (de´ter-
mine´s), re´soudre des e´quations diffe´rentielles, e´ventuellement a` coefficients non
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versle déterminisme
Figure 1.1.2 – Conside´rer un objet comme de´terministe n’est qu’un cas particu-
lier d’une mode´lisation probabiliste.
constants (mais bien de´termine´s) et a` second membre parfaitement de´termine´
lorsqu’il s’agit d’e´quations non homoge`nes. Passer a` travers toutes ces e´tapes de
la mathe´matique de´terministe demande en ge´ne´ral pre`s d’une quinzaine d’anne´es
d’investissement, ... apre`s quoi, il est naturel de se questionner sur la validite´ d’une
repre´sentation de´terministe du monde. Pour des raisons pe´dagogiques, il e´tait ce-
pendant important d’apprendre a` travailler avec des nombres de´terministes avant
de pouvoir aborder des proble`mes re´els ou` les donne´es sont caracte´rise´es a` l’aide
de grandeurs probabilistes (a` tout le moins, non de´terministes 1). Cela ne´cessite
de maitriser la complexite´ supple´mentaire lie´e a` la manipulation de grandeurs
non de´terministes, mais qui peut cependant eˆtre marginalise´e par rapport au
long investissement ne´cessaire a` maitriser les mathe´matiques de´terministes. Un
des objectifs poursuivi dans ce cours consiste justement a` e´tendre les me´thodes
d’analyse de´terministe au cas non de´terministe.
Conside´rer un objet comme de´terministe n’est qu’un cas particulier d’une mo-
de´lisation probabiliste. Une connaissance de base de la the´orie des probabilite´s
permet de re´aliser que le cas de´terministe n’est jamais qu’un cas particulier d’une
mode´lisation probabiliste, lorsque la dispersion devient nulle. Dans le cas d’une
distribution gaussienne d’une variable ale´atoire X, on dit que la variable devient
de´terministe lorsque l’e´cart-type σ tend vers ze´ro, σ → 0. Mathe´matiquement, la
distribution tend vers une fonction de Dirac
lim
σ→0
φ (X) = δ (X − µ) (1.1.1)
ce qui indique que la variable ale´atoire prend la valeur µ presque suˆrement.
Lorsqu’on parle d’extension des me´thodes d’analyse de´terministe au cas non de´-
terministe, il s’agit donc d’offrir la possibilite´ de travailler avec des dispersions non
nulles. A titre indicatif, il existe des me´thodes d’analyse asymptotiques lorsque la
variabilite´ est tre`s petite. Lorsqu’elle est nulle, on parle alors de cas limite ; c’est
l’analyse de´terministe bien connue.
En somme, re´fle´chir dans un monde de´terministe, c’est se borner a`
e´voluer sur la tranche d’une feuille de papier, alors que l’expe´rience
probabiliste permet de l’explorer dans son plan entier, un peu a` l’image
de la droite re´elle qui n’est qu’un sous-espace du plan complexe...
1. les me´thodes probabilistes et stochastiques ne sont en effet pas les seules me´thodes qui
existent pour traiter les proble`mes non de´terministes
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On ne peut donc plus porter de proce`s d’intention a` la personne qui essaie de
re´aliser son expe´rience avec se´rieux, puisque la valeur (utopique) de´terministe
qu’elle voudrait ide´alement obtenir n’est en re´alite´ que le cas limite de ce que l’on
pourrait re´ellement mesurer, lorsque la dispersion tend vers ze´ro. Tout la subtilite´
lie´e a` l’art de l’expe´rimentation consiste a` identifier l’origine de ces variabilite´s, a`
les quantifier et a` les caracte´riser avec objectivite´.
La vie est non de´terministe.
Rien dans la vie n’est de´terministe. Si cet adage est applicable aux proble`mes
classiques et nouveaux d’inge´nieur comme e´nonce´s ci-avant, il suffit de regarder
autour de soi pour observer qu’il en est de meˆme dans bien d’autres domaines
incluant des aspects financiers, psychologiques, juridiques, linguistiques et e´vi-
demment me´te´orologiques, pour n’en citer que certains.
1.2 Plan et programme du cours
1.2.1 Processus stochastiques ou Fonctions ale´atoires
Le re´sultat d’une expe´rience peut eˆtre un nombre : le volume de matie`re dans
une pie`ce me´canique, la masse d’une dose d’un produit chimique, la longueur
d’un hauban de pont, la tempe´rature critique d’un supraconducteur. A partir de
re´sultats d’expe´rience, l’infe´rence statistique permet d’ajuster une loi de probabi-
lite´s a` la grandeur scalaire mesure´e, par exemple une loi de distribution normale
[4]. Par ailleurs, a` partir d’un mode`le probabiliste donne´, on peut ge´ne´rer une
grande se´rie de nombres ale´atoires, appele´s re´alisations, tels que lorsqu’on en
de´termine l’histogramme, on retrouve a` la limite la distribution de probabilite´.
Par exemple, on peut ge´ne´rer une se´rie de N re´alisations d’une variable normale
de moyenne mu et d’e´cart-type std a` l’aide de la commande
Matlab - X = mu+std*randn(N,1) ;
Une manie`re simple de faire le lien entre re´alisations et description the´orique est
d’imaginer un tirage ale´atoire dans un chapeau. Notamment, imaginons qu’un
chapeau soit rempli de morceaux de papiers plie´s en quatre et que, sur chaque
papier, soit indique´ un nombre, une variable discre`te ou continue, ou un mot, ou
une autre re´alisation de la variable ale´atoire. Reproduire l’expe´rience ale´atoire
consistant a` donner une seule re´alisation de cette grandeur ale´atoire, peut se faire
en tirant simplement un papier dans ce chapeau. Si le nombre de papiers dans le
chapeau tend vers l’infini, on posse`de une repre´sentation de la variable ale´atoire
(continue) e´quivalente a` la densite´ de probabilite´, cf. Figure 1.2.1.
Conside´rons maintenant que les re´sultats des expe´riences ale´atoires, ce que l’on
peut lire sur le papier tire´ au sort, ne soient plus des scalaires mais plutoˆt des
fonctions. Au lieu de tirer au sort la vitesse V d’un avion en approche, on tire
au sort une fonction, par exemple l’e´volution de la rugosite´ le long d’une route,
l’ordonne´e du profil de la mer, l’acce´le´ration du sol lors d’un tremblement de terre,
un signal radio rec¸u. Toutes ces fonctions peuvent e´videmment eˆtre vues comme
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-0.0808, -0.2913, 0.8616, 0.9470, 0.1365,
-0.1502, 0.7754, 2.2712, 0.0830, 0.4614,
-0.9314, -0.0613, 0.1232, 0.1924, 0.0679,
0.4258, -1.0290, 0.1000, -0.5919, 1.2051,
0.6757, -0.7125, 0.0339, -1.9477, -1.6986,
-1.6997, -0.8314, 1.8033, -0.4867, ...








Représentation statistique Représentation probabiliste
Figure 1.2.1 – Deux repre´sentations e´quivalentes d’une variable ale´atoire : un
ensemble infini de re´alisations (gauche) ou une densite´ de probabilite´ (droite).
des re´sultats d’une expe´rience ale´atoire et non pas comme sortant d’un chapeau
hypothe´tique.
On a alors affaire a` un processus ale´atoire ou fonction ale´atoire.
Tout comme un papier tire´ au sort sur lequel e´tait indique´ un nombre, chaque
e´chantillon d’une expe´rience ale´atoire est unique en son genre. Quand on mesure
la vitesse du vent en un endroit de l’espace pendant 10 minutes, on ne posse`de
qu’une seule mesure, une seule re´alisation du processus ale´atoire. Il existe ce-
pendant des caracte´ristiques ge´ne´rales attribuables au re´sultat de l’expe´rience
ale´atoire, de fac¸on que si l’on reproduisait l’expe´rience un grand nombre de fois
et que l’on re´alisait un traitement statistique de ces mesures, on pourrait ajuster
une loi statistique, un peu a` l’image d’une distribution gaussienne ajuste´e sur
des re´alisations d’une variable ale´atoire apparemment gaussienne. Exactement
comme les variables ale´atoires sont caracte´rise´es par leur densite´ de probabilite´,
les processus ale´atoires sont caracte´rise´s par d’autres grandeurs mathe´matiques
qui permettent de repre´senter leur nature probabiliste. Pre´ciser ce type de des-
cription et les diffe´rents mode`les existant est l’objet des chapitres 2 et 3.
Ce mode`le probabiliste est l’e´le´ment essentiel dans les proble`mes d’inge´nieur. Si
l’on rappelle que la forme canonique d’un proble`me est
Quantifier
une donne´e
→ Mode´liser → Quantifier
un re´sultat,
alors l’analyse stochastique prend tout son sens : partant d’une fonction ale´a-
toire caracte´rise´e comme il se doit (chapitres 2 et 3), l’objectif essentiel est de
de´terminer les caracte´ristiques de la re´ponse a` un proble`me (chapitre 4) qui a e´te´
mode´lise´. Un exemple typique de proble`me qui doit pouvoir eˆtre re´solu a` l’aide
de la the´orie des processus stochastiques est le suivant.
Un barreau de conductivite´ thermique λ de masse volumique ρ et de chaleur spe´cifique c est
chauffe´ a` une extre´mite´ par une flamme qui lui impose une tempe´rature To (t) repre´sente´e par un
processus ale´atoire. De´terminez le profil de tempe´rature sur la longueur du barreau, x ∈ [0; `].








Quantifier un re´sultat : caracte´riser T (x, t)
1.2.2 Statistiques .vs. Probabilite´s
Une variable ale´atoire est repre´sente´e de fac¸on e´quivalente par une se´rie infinie
de re´alisations ou une densite´ de probabilite´. Il est important de pouvoir passer
d’une repre´sentation a` l’autre. Dans un sens, les statistiques infe´rentielles per-
mettent d’ajuster une loi de probabilite´ sur une se´rie de donne´es. Dans l’autre
sens, il est toujours possible de ge´ne´rer, comme indique´ pre´ce´demment, une se´rie
de re´alisations qui est compatible avec une densite´ de probabilite´ donne´e.
Le principe est transposable au cas des processus ale´atoires qui sont repre´sente´s
soit par une se´rie infinie de re´alisations, soit par un ensemble de grandeurs proba-
bilistes. Passer de l’une a` l’autre repre´sentation est tre`s utile dans de nombreux
cas. Le chapitre 5 est consacre´ a` la ge´ne´ration de re´alisations d’un processus ale´a-
toire qui serait caracte´rise´ de fac¸on probabiliste, avec les concepts introduits aux
chapitres 2 et 3.
Lorsque les donne´es du proble`me (variables et processus ale´atoires) sont repre´-
sente´es a` l’aide de se´ries de re´alisations, la propagation d’incertitude a` travers le
mode`le consiste a` caracte´riser la re´ponse du proble`me a` l’aide d’une autre se´-
rie de re´alisations. Un traitement statistique permet alors d’ajuster des lois de
probabilite´s sur les re´sultats obtenus.
A l’oppose´, lorsque les donne´es du proble`me (variables et processus ale´atoires)
sont repre´sente´es a` l’aide de grandeurs probabilistes, la propagation d’incertitude a`
travers le mode`le consiste a` de´terminer, sans recourir a` la simulation, les grandeurs
probabilistes associe´es a` la re´ponse du proble`me.
Ces deux approches sont qualifie´es de statistique et, respectivement, probabiliste.
L’e´quivalence entre ces deux approches re´sulte de l’e´quivalence entre les deux
types de repre´sentations.
1.2.3 Description des Exemples Illustratifs
En guise de pre´liminaire, la figure 1.2.2 illustre des e´chantillons de trois processus
ale´atoires diffe´rents, un par colonne. A ce stade, on ne se tracasse pas de la fac¸on
dont ces e´chantillons ont e´te´ obtenus 2. On peut simplement admettre qu’ils ont
e´te´ obtenus par une expe´rience ale´atoire, qu’elle soit nume´rique ou physique.
Une autre fac¸on de voir ces re´alisations est d’imaginer qu’elles ont e´te´ tire´es au
hasard dans trois chapeaux distincts, correspondant a` trois processus ale´atoires
diffe´rents. Dans la suite de ces notes de cours, nous utiliserons ces trois expe´riences
ale´atoires pour illustrer les concepts fondamentaux. Nous nous y re´fe´rencerons par
les expe´riences ale´atoires A, B et C.
Les e´chantillons (ou re´alisations) de chaque colonne ont manifestement quelque
chose de semblable, alors que les e´chantillons des trois colonnes sont manifeste-
ment diffe´rents les uns des autres.
2. en re´alite´, ils ont e´te´ obtenus comme indique´ a` l’annexe 5.4.3
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Hat n°3 - Sample 5
Figure 1.2.2 – Exemples d’e´chantillons de processus ale´atoires (exemples A, B
et C). Repre´sentation statistique.
Par exemple, on peut de´ja` introduire que le processus C est instationnaire, notion
que l’on pre´cisera dans la suite, car notamment, l’enveloppe du signal concerne´
e´volue avec le temps. Par contre, les processus A et B peuvent eˆtre admis comme
e´tant stationnaires sur des dure´es suffisamment longues.
Il existe une fac¸on the´orique de mode´liser l’ensemble dont sont extraites ces re´a-
lisations. C’est tout l’objectif du chapitre 3.
1.2.4 De´finitions
Un processus stochastique est une famille parame´tre´e de variables ale´atoires.
Lorsque le seul et unique parame`tre concerne´ est le temps, x (t), on l’appelle ge´-
ne´ralement processus ale´atoire ou signal. Lorsque le ou les parame`tres concerne´s
sont des coordonne´es de l’espace f (x, y, z), on l’appelle champ ale´atoire spatial ;
lorsqu’il s’agit d’une de´pendance de l’espace et du temps f (x, t), on parle de
processus spatio-temporel. Dans ces notes de cours, on suppose que les fonctions
e´tudie´es sont des fonctions du temps (signaux). Cependant, exactement les meˆmes
de´veloppements pourraient eˆtre imagine´s avec des fonctions ale´atoires de l’espace.
Le passage a` un champ ale´atoire ou a` un processus spatio-temporel demande une
ge´ne´ralisation des concepts qui sort du cadre de ce cours introductif.
Lorsque le parame`tre (temps/espace) est discontinu, on parle de se´quence ale´a-
toire. Et lorsque de surcroˆıt il ne peut prendre comme valeurs qu’un ensemble
discret de valeurs, nume´raires ou non, on parle de chaˆıne.
L’option pe´dagogique la plus simple est de mode´liser un processus ale´atoire qui
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serait entie`rement caracte´rise´ par la distribution de cet incre´ment. Nous commen-
cerons donc notre e´tude des processus stochastiques avec ce type de processus dit
“de Markov” a` qui revient l’originalite´ de la formulation, et meˆme d’ailleurs par
les chaˆıne de Markov, car nous supposerons que le processus en question ne peut
prendre qu’un ensemble de valeurs discre`tes. Elles seront e´tudie´es au Chapitre 2.
Nous poursuivrons l’e´tude avec les processus continus, doublement continus meˆme
(sur les valeurs prises par la fonction et sur le parame`tre) dont l’extension la plus
e´vidente de la chaˆıne de Markov se trouve eˆtre le processus de Markov. Ce type
de processus est d’application tellement vaste qu’il permet de couvrir une bonne
partie des besoins de l’inge´nieur. Il ne consiste cependant qu’en la seconde partie
du Chapitre 2. En effet, il est possible de donner une description plus ge´ne´rale d’un
processus ale´atoire, via des densite´s de probabilite´s d’ordres de plus en plus e´leve´s,
the´oriquement jusque l’infini, pour obtenir une description comple`te. Ce type de
description est souvent limite´ a` l’ordre 2, raison pour laquelle on e´tudie alors un
autre cas particulier, celui de processus, dit a` l’ordre 2. Cette ge´ne´ralisation ainsi
que le deux cas particuliers seront caracte´rise´s dans le Chapitre 3.
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Chapitre 2
Description de chaˆınes de Markov
2.1 Exemple introductif
En guise d’exemple introductif, conside´rons le proble`me de l’ivrogne. Ce proble`me
porte, dans la lite´rature scientifique, le nom (peut-eˆtre plus approprie´) de“marche
ale´atoire vers le voisin le plus proche”. Il s’e´nonce comme suit. Un ivrogne se
trouve accroche´ a` un re´verbe`re. A l’instant t = 0, il de´cide de se lancer vers ce
qu’il pense eˆtre la direction de sa maison. A chaque minute, on conside`re qu’il
peut e´voluer d’un pas vers la gauche, d’un pas vers la droite ou bien rester sur
place. Pour faire simple, on conside`re qu’il e´volue le long d’une droite (ce qui est
certainement loin d’eˆtre ide´al comme hypothe`se de mode´lisation pour un ivrogne,
mais bon...). On conside`re que la probabilite´ qu’il avance vers la droite est de
0.4, qu’il reste sur place est de 0.5 et qu’il e´volue vers la gauche est de 0.1.
Sachant que la maison se trouve effectivement a` droite, a` une distance N qui est
suppose´e connue, l’objectif consiste a` e´tudier ce mode`le, notamment de´terminer
la probabilite´ qu’il rejoigne sa maison avant la fin de la nuit, le temps moyen
qu’il pourrait mettre pour la rejoindre, la possibilite´ qu’il se retrouve loin dans la
mauvaise direction, la zone dans laquelle on aura le plus de chance de le trouver
au petit matin, etc.
On peut facilement ge´ne´rer une trajectoire, que l’on appellera dans la suite re´a-
lisation (car plus ge´ne´ral), avec les quelques commandes Matlab suivantes.





if x<0.1 incr = -1;
elseif x<0.5 incr = +1;
else incr = 0; end
X(k+1) = X(k) + incr;
end
Un exemple de re´alisation de la trajectoire de l’ivrogne est repre´sente´ en haut de
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Figure 2.1.1 – Illustration du proble`me de l’ivrogne.
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rester sur place, l’ivrogne est parvenu a` re´aliser 20 pas vers sa maison. Le re´sultat
de cette simulation n’est finalement que le re´sultat d’une seule expe´rience, et il
convient de la re´pe´ter pour obtenir une image statistique suffisamment pre´cise
de la re´ponse. Nous avons dans ce cas la possibilite´ de pouvoir recommencer une
nouvelle simulation a` moindre couˆt puisqu’il s’agit de l’exe´cution des quelques
lignes de code Matlab donne´es ci-dessus. Cinq autre re´alisations sont donne´es
a` la figure du milieu. On observe la meˆme tendance, mais avec une dispersion
tout de meˆme. A ce stade, on peut tenter de re´pondre aux questions e´nonce´es
pre´ce´demment. Ou` l’ivrogne se trouvera-t-il apre`s n mouvements ? Une chose est
suˆre, c’est que l’ivrogne se trouve en 0 lorsque n = 0, a` l’instant initial. Lorsque
n = 1, apre`s une minute, c’est-a`-dire apre`s un mouvement, il se trouvera en x = 0
avec une probabilite´ 0.5, en x = −1 avec une probabilite´ 0.1 et en x = +1 avec
une probabilite´ 0.4. On peut obtenir ce re´sultat en calculant l’histogramme des
positions occupe´s apre`s le premier mouvement, depuis un grand nombre de re´ali-
sations (bien plus que les 5 re´alisations montre´es pre´ce´demment). L’histogramme
obtenu est repre´sente´ en bas de la Figure 2 et est bien conforme, lorsque n = 1, a`
ce qui est attendu (0.1,0.5,0.4). On peut re´pe´ter la meˆme ope´ration a` des instants
ulte´rieurs et obtenir, par exemple, les distributions de la position occupe´e apre`s
4 ou 9 mouvements.
Cette approche par simulations, dites de Monte Carlo, est relativement simple
pour ce petit exemple mais peut devenir relativement laborieuse pour des pro-
ble`mes plus complexes. On qualifie e´galement cette approche de statistique e´tant
donne´ que les re´ponses aux questions pose´es sont obtenues a` l’aide de la the´orie
des statistiques descriptives.
Une seconde approche du proble`me, certainement bien plus e´le´gante, consiste a`
appliquer les de´veloppements de la the´orie des probabilite´s. S’il fallait par exemple
de´terminer la distribution de probabilite´ de la position apre`s 2 mouvements, il
suffirait de lister les combinaisons de mouvements possibles menant a` un certain
de´placement final, et de lui attribuer la probabilite´ approprie´e. Par exemple, la
seule fac¸on d’arriver en -2 apre`s 2 mouvements est de reculer d’une unite´ a` chaque
mouvement, soit une probabilite´ de 0.01 (que l’on peut lire sur un tableau des
probabilite´s conjointes des re´sultats obtenus aux deux mouvements, Tableau 2.1).
Il existe deux fac¸ons d’arriver a` la position -1 apre`s deux mouvements : soit (-
1,0), soit (0,-1), qui ont chacune une probabilite´ de 0.05, soit 0.10 au total. En
proce´dant de la sorte, on arrive finalement a` :
prob (x = −2) = 0.01
prob (x = −1) = 0.10
prob (x = 0) = 0.33
prob (x = +1) = 0.40
prob (x = +2) = 0.16
avec un total, e´videmment, de 1. En faisant appel aux notions suppose´es bien
connues de l’analyse combinatoire, on peut reproduire le meˆme style de re´sultat
pour obtenir la distribution de probabilite´ de la position a` n’importe quel instant
n. Il est important de noter que, dans cette approche dite probabiliste car elle
se fonde sur la the´orie des probabilite´s sans avoir recours a` des simulations ; a`
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-1 0 +1 pas 2
-1 0.01 0.05 0.04 0.1
0 0.05 0.25 0.20 0.5
+1 0.04 0.20 0.16 0.4
pas 1 0.1 0.5 0.4 1
Table 2.1 – Probabilite´s conjointes entre les re´sultats des deux premiers mouve-
ments
aucun moment nous n’avons eu besoin de connaˆıtre explicitement une
trajectoire de l’ivrogne. Avec un peu d’analyse combinatoire, on pourrait ainsi
de´terminer la distribution de la position apre`s un temps tre`s grand, sans avoir a`
simuler des re´alisations jusque la`. Cette approche est inte´ressante, mais n’exploite
en rien le caracte`re dynamique du proble`me, c¸’est-a`-dire, le fait que l’ivrogne passe
d’une position connue a` un instant vers une position ulte´rieure.
Sous un troisie`me angle, il est en effet bien plus inte´ressant de regarder ce pro-
ble`me comme celui d’un processus ale´atoire, en guise d’introduction aux the´ories
plus e´labore´es qui seront pre´sente´es dans la suite. Dans cette optique “dynami-
que”, et pour laquelle on de´sire a` nouveau ne pas avoir recours explicitement
aux trajectoires suivies par l’ivrogne, il convient de se focaliser sur la proba-
bilite´ transitionnelle correspondant a` la probabilite´ conditionnelle de se retrouver
en un endroit a` l’instant n, connaissant la position a` l’instant pre´ce´dent n − 1.
Plus pre´cise´ment, notons Xn la position occupe´e par l’ivrogne apre`s n mouve-
ments (a` l’instant n). Il s’agit bel et bien d’une variable ale´atoire puisque c’est
une variable scalaire qui, de surcroˆıt, ne peut prendre qu’un ensemble de valeurs
bien particulie`res. On e´crit que la position initiale est connue par
prob (X0 = 0) = 1, prob (X0 = j) = 0,∀j 6= 0 (2.1.1)
Admettons que l’on connaisse les positions X0, X1,...Xn−1 occupe´es par l’ivrogne
aux instants pre´ce´dents. La distribution de probabilite´ de l’incre´ment entre la
position n− 1 et la position n est donne´e par
prob (Xn −Xn−1 = δ|X0, ..., Xn−1) =

0.4 si δ = +1
0.5 si δ = 0
0.1 si δ = −1
. (2.1.2)
En re´alite´, dans le mode`le que nous sommes en train d’e´tudier, le choix de l’incre´-
ment de position δ ne de´pend meˆme pas des positions ante´rieures de l’ivrogne, de
sorte que la probabilite´ de´crite ci-dessus soit aussi e´gale a` prob (Xn −Xn−1 = δ).
Ces deux e´quations (2.1.1) et (2.1.2) sont bel et bien celles d’une description dy-
namique du proble`me, avec une condition initiale en n = 0 et une loi d’e´volution
de la distribution de probabilite´ au cours du temps.
Avec ce concept de processus stochastique, on peut e´galement de´terminer la dis-
tribution de probabilite´ de la position a` l’instant n, soit
prob (Xn = x) = 0.5prob (Xn−1 = x) + 0.1prob (Xn−1 = x+ 1)
+0.4prob (Xn−1 = x− 1) (2.1.3)
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x -3 -2 -1 0 1 2 3
n=0 0 0 0 1 0 0 0
n=1 0 0 0.1 0.5 0.4 0 0
n=2 0 0.01 0.1 0.33 0.4 0.16 0
n=3 0.001 0.015 0.087 0.245 0.348 0.240 0.064
...
Table 2.2 – Evolution de la distribution de probabilite´ de la position de l’ivrogne
au cours du temps
ce qui ne fait que traduire autrement la distribution de probabilite´ de l’incre´ment.
En re´e´crivant (2.1.1), prob (X0 = x) = δx0 ou` δij repre´sente le symbole de Krone-
cker, on obtient effectivement une description dynamique du processus ale´atoire,
avec une condition initiale sur la distribution de probabilite´ prob (X0 = x) et une
relation permettant de passer d’un e´tat a` l’autre. Cette relation est implicite (car
la distribution a` l’instant n est exprime´e a` partir de la distribution a` l’instant
n− 1), mais une technique de re´solution de cette formule de re´currence line´aire,
permettrait d’exprimer la distribution a` l’instant n en fonction de la distribution
initiale (n = 0), de fac¸on explicite. Ceci permettrait de de´terminer rapidement la
distribution apre`s une longue pe´riode, sans avoir a` de´terminer la distribution de
probabilite´ aux instants pre´ce´dents. Il s’agit d’un avantage conse´quent de cette
approche, mais qui ne sera ge´ne´ralise´e que dans la suite.
La version implicite (2.1.3) permet de de´terminer l’e´volution de la distribution
de probabilite´ aux premiers instants. Elle est repre´sente´e au tableau 2.2. On y
retrouve naturellement les meˆmes re´sultats qu’avec l’approche probabiliste.
Connaˆıtre la distribution de probabilite´ de la position de l’ivrogne a` chaque instant
permet d’obtenir une autre se´rie d’informations tout aussi importantes. Notam-
ment, combien de temps, en moyenne, faudrait-il pour que l’ivrogne atteigne sa
maison (a` une distance donne´e de l’origine) ? Est-il certain (avec une probabi-
lite´ unitaire) que l’ivrogne passe par sa maison ? Ces questions font partie d’une
classe de proble`mes dite de premier passage (first passage) et de temps de premier
retour (return time) qui est de la plus haute importance dans tous les proble`mes
de dimensionnement et de fiabilite´. Ils feront l’objet de cours avance´s dans les
diffe´rentes options de l’inge´nierie.
2.2 Extension a` un formalisme plus ge´ne´ral
2.2.1 Matrice de transition et distribution initiale
Par chaˆıne de Markov a` espace d’e´tats fini, on entend une se´quence de variables
ale´atoires Xn, n ∈ N, qui prennent des valeurs dans un ensemble fini et dont l’e´vo-
lution depuis l’instant n vers l’instant n + 1 ne de´pend pas de l’historique
pre´ce´dent. Sans grande restriction, nous supposerons que cet ensemble de cardi-
nal fini est l’ensemble des naturels entre 1 et m, {1, · · · ,m}, parfois aussi repre´-
sente´s simplement par les lettres {A,B,C...} dans les exemples simples suivants.
Ils repre´sentent les diffe´rentes e´tats de la chaˆıne. La probabilite´ conditionnnelle
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que la variable ale´atoire prenne la valeur in+1 ∈ {1, · · · ,m} en l’instant n + 1,
connaissant les valeurs qui ont e´te´ prises par les variables ale´atoires aux instants
pre´ce´dents, ne de´pend donc que de la dernie`re valeur, i.e. prise en l’instant n, de
sorte que
prob (Xn+1 = in+1|Xn = in, Xn−1 = in−1, · · · , X0 = i0) =
prob (Xn+1 = in+1|Xn = in) . (2.2.1)
Cette probabilite´ conditionnelle Qn (i, j) = prob (Xn+1 = j|Xn = i) de´finit la ma-
trice de transition Q, la probabilite´ que l’on passe de l’e´tat i a` l’e´tat j entre les
instants n et n+1. La matrice de transition est une matrice dite matrice stochas-
tique, dont les deux proprie´te´s fondamentales sont (i) que ses e´le´ments sont tous
positifs et (ii) que la somme des e´le´ments dans chaque ligne est e´gale a` l’unite´
Qn (i, j) ≥ 0,∀i, j, n ;
m∑
j=1
Qn (i, j) = 1,∀i, n (2.2.2)
en vertu des deux premiers axiomes de Kolmogorov, respectivement.
On visualise assez facilement la matrice de transition Q a` l’aide d’un graphe
comme celui repre´sente´ a` la Figure 2.2.1. Dans ce cas, la matrice de transition
prend la forme suivante
Q =

0 1 0 0 0
0.4 0.2 0.4 0 0
0 0.5 0 0.5 0
0 0 0.4 0 0.6
0 0 0 0 1
 (2.2.3)
et on observe bien que la somme des e´le´ments de chaque ligne est e´gale a` l’unite´,
puisque lorsqu’on quitte un e´tat, on passe vers l’un ou l’autre e´tat, avec certitude.
Cet exemple de chaˆıne de Markov est dit homoge`ne car la matrice de transition
Q ne de´pend pas de l’indice n. On pourrait assimiler le graphe (et donc la chaˆıne)
de la Figure 2.2.1 au proble`me de l’ivrogne. Lorsqu’il est dans l’e´tat 1 (accroche´
au re´verbe`re, admettons), il e´volue vers l’e´tat 2, avec certitude. De la`, soit il reste
sur place, avec une probabilite´ de 0.2, soit il revient en arrie`re, soit il continue
vers sa maison. Les e´tats 3 et 4 sont similaires. Par contre, lorsqu’il arrive en 5,
il y reste certainement. De la sorte, on peut imaginer que l’ivrogne se trouve en
position 1 a` l’instant initial, puis e´volue de position en position, quitte a` avancer
et reculer, e´videmment, et se retrouve (admis sans de´monstration ici) finalement
chez lui. L’e´tat 1 est appele´ barrie`re re´flective et l’e´tat 5 est appele´ e´tat absorbant.
Le fait que cette chaˆıne de Markov soit homoge`ne signifie qu’il n’y a pas d’effet
de fatigue ni d’apprentissage dans la marche de l’ivrogne ; par exemple, a` chaque
passage par l’e´tat 2 la probabilite´ de retourner vers l’e´tat 1 reste e´gale a` 0.4,
meˆme s’il a de´ja` fait l’erreur d’y retourner puis faire demi-tour un grand nombre
de fois.
Quoique tre`s adapte´ pour illustrer les concepts de base, le proble`me de la marche
ale´atoire n’est pas le seul exemple qui puisse eˆtre mode´lise´ par une chaˆıne de Mar-
kov. Un exemple ce´le`bre est celui de la standardiste qui doit traiter un nombre
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Figure 2.2.1 – Exemple de graphe repre´sentant une chaˆıne de Markov.
d’appels te´le´phoniques, la variable ale´atoire indexe´e sur le temps (le processus
ale´atoire) e´tant le nombre d’appels te´le´phoniques en cours a` chaque instant. A
chaque unite´ de temps, il existe une certaine probabilite´ que l’appel en cours
soit termine´ ; il existe e´galement une probabilite´ que d’autres appels entrant ar-
rivent. Ce proble`me peut eˆtre mode´lise´ a` l’aide d’un graphe et d’une matrice de
transition comme pour l’exemple pre´ce´dent. Le nombre de jobs d’impression en-
voye´s a` une imprimante sur un re´seau ou l’e´tat d’un stock de pie`ces de´tache´es sont
encore d’autres exemples d’applications du meˆme type. Dans des applications bio-
me´dicales, le concept de chaˆıne de Markov est e´galement largement utilise´ pour
mode´liser les proble`mes d’autofe´condation, de proportion de ge`nes conserve´s, et
autres.
On note pi0 la distribution de probabilite´ initiale de la chaˆıne de Markov. Par
exemple, pi0 = (1, 0, 0, 0, 0) ou pi0 = (0.2, 0.2, 0.2, 0.2, 0.2) selon que le chemin est
initie´ dans l’e´tat 1 ou de fac¸on arbitraire entre tous les e´tats. Ces deux exemples
ne sont e´videmment que 2 parmi beaucoup d’autres. La distribution de probabilite´
initiale est de´fine par
pi0 (i) = prob (X0 = i) . (2.2.4)
2.2.2 La fonction de probabilite´ conjointe
Etudions maintenant les fonctions de probabilite´ conjointes d’une chaˆıne de Mar-
kov homoge`ne. Commenc¸ons par la fonction de probabilite´ conjointe entre les
valeurs prises par la chaˆıne aux deux premiers instants, prob (X1 = i1, X0 = i0),
i.e. la probabilite´ que la chaˆıne prenne la valeur i1 a` l’instant 1 et prenne la valeur
i0 a` l’instant initial. Par la de´finition de la fonction de probabilite´ conditionnelle,
on trouve
prob (X1 = i1, X0 = i0) = prob (X1 = i1|X0 = i0) prob (X0 = i0)
= Q (i0, i1)pi0 (i0) (2.2.5)
Ensuite, la fonction de probabilite´ conjointe entre les trois premiers instants, i.e.
que X2 soit e´gal a` i2, que X1 soit e´gal a` i1 et que X0 soit e´gal a` i0 s’exprime par
prob (X2 = i2, X1 = i1, X0 = i0) = prob (X2 = i2|X1 = i1, X0 = i0)×
prob (X1 = i1, X0 = i0)
= prob (X2 = i2|X1 = i1)Q (i1, i0) pi0 (i0)
= Q (i1, i2)Q (i0, i1)pi0 (i0) (2.2.6)
15
pour les meˆmes raisons mais aussi, cette fois, parce que la me´moire de la chaˆıne
de Markov s’arreˆte a` un pas. On peut de´montrer par re´currence que
prob (Xn = in, · · · , X0 = i0) = pi0 (i0)
n∏
k=1
Q (ik−1, ik) (2.2.7)
La fonction de probabilite´ conjointe d’une chaˆıne de Markov qui repre´-
sente la probabilite´ que Xn soit e´gal a` (soit dans l’e´tat) in et que Xn−1 soit e´gal
a` (soit dans l’e´tat) in−1, etc., et que X0 soit e´gal a` (soit dans l’e´tat) i0 est donc
entie`rement caracte´rise´e par sa distribution de probabilite´ initiale pi0
et sa matrice de transition Q.
2.2.3 Matrice de transition en plusieurs e´tapes et distribution courante
Nous avons de´fini la matrice de transition d’une chaˆıne homoge`ne par Q (i1, i2) =
prob (Xn+1 = i2|Xn = i1), qui est plus ge´ne´ralement repre´sente´ sous la forme
d’une matrice. Elle repre´sente la distribution de probabilite´ de l’e´tat occupe´ en
un instant, connaissant l’e´tat occupe´ a` l’instant tout juste pre´ce´dent.
Par curiosite´, on pourrait tenter d’e´tablir la distribution de probabilite´ de l’e´tat
occupe´ en un instant, connaissant l’e´tat qui e´tait occupe´ quelques instants pre´-
ce´dents, et uniquement celui-la` (c’est-a`-dire sans se tracasser de tous les e´tats
interme´diaires visite´s). Par exemple, la distribution conditonnelle de X2 sachant
X0 s’e´crit
prob (X2 = i2|X0 = i0) =
∑
i1




Q (i0, i1)Q (i1, i2) . (2.2.8)
Si on note Q(2) (i0, i2) = prob (X2 = i2|X0 = i0) la distribution conditionnelle en
deux e´tapes (i.e. sautant un instant) et que l’on reconnaˆıt sous cette expression
l’e´le´ment (i0, i2) du produit matriciel Q
2, on obtient la notation relativement
simple Q(2) (i0, i2) = Q
2 (i0, i2), montrant que la matrice de transition a` deux
e´tape n’est rien d’autre que le carre´ de la matrice de transition Q.
La distribution conditionnelle de X3 sachant X0 (et uniquement X0) s’e´crit, de
manie`re similaire
prob (X3 = i3|X0 = i0) =
∑
i2










Q (i0, i1)Q (i1, i2)Q (i2, i3) , (2.2.9)
ou` l’on reconnaˆıt imme´diatemment l’e´le´ment (i0, i3) de la matrice Q
3 en muti-
pliant matriciellement Q trois fois par elle-meˆme. Par re´currence a` nouveau, on
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peut de´montrer que






Q (i0, i1) · · ·Q (im−1, im) = Qm (i0, im)
(2.2.10)




0 1 0 0 0
0.4 0.2 0.4 0 0
0 0.5 0 0.5 0
0 0 0.4 0 0.6
0 0 0 0 1
 ; Q2 =

0.4 0.2 0.4 0 0
0.08 0.64 0.08 0.2 0
0.2 0.1 0.4 0 0.3
0 0.2 0 0.2 0.6




0.08 0.64 0.08 0.2 0
0.256 0.248 0.336 0.04 0.12
0.04 0.42 0.04 0.2 0.3
0.08 0.04 0.16 0 0.72
0 0 0 0 1

On peut interpre´ter certains re´sultats :
◦ Q2 (1, 1) = 0.4, la probabilite´ que l’on soit dans l’e´tat 1 deux coups apre`s
y avoir de´ja` e´te´ est e´gale a` 0.4 (cela ne´cessite que l’on passe de 1 a` 2, puis de 2 a`
1) ;
◦ Q2 (1, 4) = 0, la probabilite´ que l’on soit dans l’e´tat 4 deux coups apre`s
avoir e´te´ dans l’e´tat 1 est e´gale a` 0 (normal, au mieux, on peut passer de 1 a` 2,
puis de 2 a` 3 ...) ;
◦ Q2 (2, 1) = 0.08, la probabilite´ que l’on soit dans l’e´tat 1 deux coups apre`s
avoir e´te´ dans l’e´tat 2 est tre`s petite (cela ne´cessite que l’on reste d’abord en 2,
puis que l’on passe de 2 a` 1). C’est la meˆme que la probabilite´ d’eˆtre dans l’e´tat
3 deux coups apre`s l’e´tat 2 ;
◦ Q2 (5, 5) = Q3 (5, 5) = 1, lorsqu’on se trouve dans l’e´tat 5, on s’y trouve
encore 2 coups apre`s ; trois coup apre`s aussi d’ailleurs.
On de´finit la distribution de probabilite´ a` l’instant n par
pin (i) = prob (Xn = i) , (2.2.11)
la probabilite´ que l’on se trouve dans l’e´tat i a` l’instant n (apre`s n e´tapes). Graˆce
a` la matrice de transition en plusieurs e´tapes, nous sommes maintenant en mesure
de l’exprimer en fonction de la distribution de probabilite´ initiale pi0,
pin(i) = prob (Xn = i) =
∑
i0




Un cas particulier inte´ressant de cette relation est celui d’une condition initale
de´terministe, pour laquelle pi0 (i) = δik ou` k repre´sente l’e´tat occupe´ a` l’instant
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1 2 3 4 5 1 1 1 1 12 2 2 2 23 3 3 3 34 4 4 4 45 5 5 5 5
n=0 n=1 n=2 n=3 n=4 n=10
n=0 n=1 n=2 n=3 n=4 n=10
pn(i)
pn(i)
Figure 2.2.2 – Evolution de la distribution de probabilite´, en partant de deux dis-
tributions initiales diffe´rentes : uniforme (au-dessus) ou de´terministe (en-dessous).
n
Figure 2.2.3 – Exemples de re´alisations d’une chaˆıne de Markov, depuis une
distribution initiale uniforme.
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initial. Le produit matriciel de l’e´quation (2.2.13) revient a` extraire la kie`me ligne
de la matrice Qn. Dans l’exemple qui nous inte´resse, si on part de l’e´tat 1 a`
l’instant initial, la distribution de probabilite´ de l’e´tat occupe´ apre`s trois mouve-
ments est donne´ par la premie`re ligne de Q3 , soit pi3 = (0.08, 0.64, 0.08, 0.2, 0).
Notons que si on e´tait parti d’une distribution initiale uniforme, on obtiendrait,
apre`s 3 e´tapes, la distribution pi3 = (0.091, 0.270, 0.123, 0.088, 0.428). L’e´volution
au cours du temps de la distribution de probabilite´ pin est repre´sente´e a` la Figure
2.2.2 pour deux conditions initiales diffe´rentes : au-dessus, a` partir de la distribu-
tion uniforme ; en-dessous a` partir de la distribution de´terministe. Dans les deux
cas, on observe que la distribution tend, lorsque n → +∞, vers une distribution
de´terministe ou` la chaˆıne finit pas se trouver dans l’e´tat 5, presque suˆrement.
Il s’agirait donc d’une distribution de´terministe pi∞ = (0, 0, 0, 0, 1) quelque soit
la distribution initale pi0. Ce concept de distribution asymptotique est de´veloppe´
plus pre´cise´ment a` la section suivante. Dans l’exemple traite´ pour l’instant, cette
distribution asymptotique est e´galement illustre´e a` l’aide des re´alisations de la Fi-
gure 2.2.3, ou` l’on voit que les re´alisations finissent par arriver, apre`s un certain
temps, dans l’e´tat 5.
La ge´ne´ralite´ de la relation (2.2.13) permet e´galement d’e´tablir la distribution de
probabilite´ a` un instant qui n’est pas l’instant initial. Admettons que n = n′ + k
ou` k > 0 repre´sente un e´tat de distribution connue. Dans ce cas,
pin = pi0Q
n′+k = pi0Q
kQn−k = pikQn−k (2.2.14)
et il suffit donc simplement d’adapter l’exposant de la puissance de Q pour obtenir
la distribution de probabilite´ d’un e´tat poste´rieur a` un instant de distribution pik
connue .
L’inte´reˆt de la relation (2.2.13) est e´vident. Il montre que les relations habituelles
de l’alge`bre peuvent eˆtre utilise´es, simplement, pour de´terminer les proprie´te´s
d’une chaˆıne de Markov homoge`ne a` n’importe quel instant. En quelque sorte,
c’est une alternative simple et peu couˆteuse a` la solution de la re´currence intro-
duite dans l’exemple introductif.
2.3 Distribution invariante et comportement asymptotique
On s’inte´resse dans cette section a` l’existence de la distribution asymptotique




pour autant que la limite existe. Il y a donc deux choses a` discuter : l’existence
de la limite et sa valeur. C’est ce but qui est poursuivi ici.
En guise de re´flexion, conside´rons les trois chaˆınes de Markov repre´sente´es a` la
Figure 2.3.1. Ce sont toutes les trois des chaˆınes de Markov a` deux e´tats, A et B
et admettons, pour simplifier, que la chaˆıne soit initialise´e dans l’e´tat A, c’est-a`-















Figure 2.3.1 – Exemple de graphes pour discuter l’existence d’une distribution
invariante.
la Figure 2.3.1 sont des exemples de re´alisations de ces chaˆınes. On peut observer
diffe´rentes choses :
◦ la chaˆıne 1 alterne entre les e´tats A et B et semble eˆtre plus souvent pre´sente
dans l’e´tat B ;
◦ la chaˆıne 2, initialise´e dans l’e´tat A, se voit affecte´e d’un changement d’e´tat
a` chaque e´tape. On dit que cette chaˆıne est pe´riodique (de pe´riode 2) ;
◦ la chaˆıne 3, initialise´e dans l’e´tat A y reste tout au long de la simulation.
Il n’y a aucun moyen de rejoindre l’e´tat B.
L’exemple de la chaˆıne 2 montre qu’un processus ne se stabilise pas force´ment.
Pour que la distribution se stabilise, il faut que la matrice de transition en plu-
sieurs e´tapes converge vers une valeur limite lorsque n→ +∞.


























Par contre, les deux meˆmes puissances successives de la matrice de transition de
















Une distribution de probabilite´ pis est dite invariante ou stationnaire lorsque
pis = pisQ, (2.3.5)
que l’on peut e´galement noter
(
QT − λI) piTs = 0. Cette de´finition indique qu’une
distribution de probabilite´ invariante est ne´cessaire une vecteur propre de la ma-
trice de transition transpose´e (pis est un vecteur ligne). Ceci n’est pas une condi-
tion suffisante : tous les vecteurs propres de la matrice QT n’ont pas ne´cessaire-
ment la signification d’une distribution.
Par exemple, on voit que la chaˆıne de Markov du premier exemple ci-dessus
posse`de la distribution stationnaire pis = (1/3, 2/3) puisque (1/3, 2/3)Q = (1/3, 2/3) .
Une proprie´te´ importante d’une distribution stationnaire est que, si la chaˆıne de
Markov est initialise´e selon cette distribution, ou s’y retrouve pour une raison ou
pour une autre a` un instant k, alors elle y restera pour tous les instants suivants.
En effet, puisque
pin = pikQ
n−k = pikQ · · ·Q︸ ︷︷ ︸
n−k fois
= pik, ∀n ≥ k (2.3.6)
Comme montre´ dans l’exemple pre´ce´dent, lorsque la solution du proble`me pis =
pisQ existe, la distribution stationnaire est e´galement donne´e par les lignes de la
matrice de transition a` plusieurs e´tapes, lorsque le nombre n d’e´tapes tend vers
l’infini.
Re´ductibilite´ et pe´riodicite´
Une chaˆıne de Markov (ou sa matrice de transition) est dite irre´ductible si la
probabilite´ d’atteindre l’e´tat i2 partant de i1 est non nulle, quels que soient les
e´tats i1 et i2 dans l’ensemble {1, · · · ,m}. Mathe´matiquement, une matrice de
transition est irre´ductible si et seulement si
∀i1, i2, ∃n (i1, i2) ≥ 1 | Qn (i1, i2) > 0. (2.3.7)
En d’autres termes, il est possible d’avoir acce`s a` tous les e´tats de la chaˆıne de
Markov, meˆme avec une probabilite´ tre`s petite. Dans ce cas, tous les chemins du
graphe repre´sentant la matrice de transition doivent offrir la possibilite´ d’aller de
n’importe quel e´tat vers n’importe quel autre.
On dit que les deux e´tats i1 et i2 communiquent si l’e´tat i1 est accessible a` partir
de l’e´tat i2 et inversement.
Une chaˆıne qui ne satisfait pas cette proprie´te´ d’irre´ductibilite´ est dite re´ductible.
Dans les exemples donne´s pre´ce´demment, les chaˆınes 1 et 2 e´taient des chaˆınes
irre´ductibles, alors que l’exemple 3, ou` les re´alisations initie´es dans A restaient
dans A et inversement dans B, est celui d’une chaˆıne re´ductible. On peut ge´ne´-
raliser l’exemple a` un cas plus complexe. Imaginons que la matrice de transition







ou` Q1 et Q2 repre´sentent des matrices de transition de plus petite taille. Toutes les











Figure 2.3.2 – Exemple de graphes pour discuter l’existence d’une distribution
invariante.
et il en est de meˆme de toutes les re´alisations qui seront initialise´es dans la com-
posante/classe irre´ductible 2. Lorsqu’on est en pre´sence d’une chaˆıne de Markov
re´ductible, il est inte´ressant de pouvoir identifier ses composantes irre´ductibles et
d’e´tudier les proprie´te´s de la chaˆıne de Markov dans chacune d’elles.
La matrice de transition
Q =

0.5 0.5 0 0
0.5 0.5 0 0
0.2 0.2 0.4 0.2
0 0 0 1
 (2.3.9)
dont le graphe est repre´sente´ a` la Figure 2.3.2 posse`de 3 composantes irre´ductibles,
a` savoir {A,B}, C et D. L’e´tat D est absorbant tandis que l’e´tat C n’est plus
visite´ apre`s un certain temps.
Similairement a` la recherche de solutions pe´riodiques dans des syste`mes de´termi-
nisites, on peut se demander, pour un e´tat i donne´, si le temps de retour vers cet
e´tat est multiple, ou non d’un temps minimum. L’exemple 2 de la Figure 2.3.1
est utile pour illustrer ce concept. En effet, l’alternance obligatoire entre les e´tats
A et B montre que le retour a` un e´tat, que ce soit A ou B, ne peut se faire que
moyennant un nombre pair d’e´tapes. Dans ce cas, on dit que les e´tats A et B sont
pe´riodiques de pe´riode 2. Un autre exemple de chaˆıne de Markov dont les e´tats
{A,B,C} sont pe´riodiques de pe´riode 2 est celui dont la matrice de transition est
donne´e par
Q =
 0 1 00.5 0 0.5
0 1 0
 . (2.3.10)
En effet, le seul moyen de revenir vers l’e´tat A est de re´aliser un nombre pair
d’e´tapes (d’aller-retour) vers les e´tats B et e´ventuellement C. Il est en de meˆme
pour les e´tats B et C. On dit dans ce cas que la chaˆıne, elle-meˆme est pe´riodique
de pe´riode 2. Pour mieux comprendre la de´finition mathe´matique suivante, on
peut calculer les puissances successives de Q, soit
Q2 =
 0.5 0 0.50 1 0
0.5 0 0.5
 , Q3 =
 0 1 00.5 0 0.5
0 1 0
 = Q. (2.3.11)
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L’e´le´ment Q2k+1 (1, 1) est nul, k ∈ N. Cela signifie qu’il est impossible de revenir
a` l’e´tat A apre`s un nombre impair de mouvements. L’e´le´ment Q2k (1, 1) vaut 0.5
quelque soit la valeur entie`re de k. Cela signifie que, partant de l’e´tat A, il y a une
probabilite´ 0.5 de revenir a` cet e´tat initial apre`s un nombre pair de mouvement.
Pour l’e´tat A, il est donc possible de lister le nombre de mouvements qu’il faut
re´aliser pour y revenir : 2, 4, 6, 8, etc. La pe´riode de cet e´tat est le plus grand
commun diviseur de tous ces temps de retour, en l’occurrence ici, 2.
Nous sommes donc a` meˆme de donner une de´finition plus ge´ne´rale. La pe´riode d
d’un e´tat i d’une chaˆıne de Markov est de´finie comme e´tant le plus grand commun
diviseur de l’ensemble des nombres n ∈ N0 tels que Qn (i, i) 6= 0. Si ce nombre
est plus grand ou e´gal a` 2, on dit que l’e´tat est pe´riodique de pe´riode d ; l’e´tat est
ape´riodique sinon.
On peut de´montrer que la pe´riodicite´ est une proprie´te´ de classe : tous les e´tats
d’une meˆme classe irre´ductible ont la meˆme pe´riodicite´. La pe´riodicite´ d’une
chaˆıne de Markov irre´ductible est donc la meˆme que celle de chacune de ses classes
(en nombre fini). Une chaˆıne dont les e´tats sont ape´riodiques est dite ape´riodique.
Transience et re´currence
Dans l’exemple de la matrice de transition (2.3.9) illustre´e a` la Figure 2.3.2, on
constate facilement que l’e´tat C n’est plus visite´ apre`s un certain temps. On
le qualifie de transient , alors que les autres e´tats sont dits re´currents car toute
re´alisation de la chaˆıne de Markov continuera de passer par ces e´tats, apre`s un
grand laps de temps, mais surtout parce que, partant d’un de ces e´tats, il y a
une probabilite´ non nulle pour que l’on revienne dans cet e´tat en un nombre fini
de mouvements. Un e´tat re´current est donc de´fini par une probabilite´ non nulle
que le temps de retour dans cet e´tats soit fini. Un e´tat qui n’est pas re´current est
transient.
La re´currence et la transience sont e´galement des proprie´te´s de classes irre´duc-
tibles. Une classe est re´currente lorsque tous ses e´tats sont eux-meˆmes re´currents ;
transiente dans le cas dual.
Distribution invariante et ergodicite´
Nous revenons maintenant a` la de´termination d’une distribution invariante (sta-
tionnaire) et a` son existence. Admettons la proprie´te´ importante (non de´montre´e)
suivante : “la distribution stationnaire pis (i) d’un e´tat i transient est ne´cessaire-
ment nulle”. En corollaire, un processus qui n’a que des e´tats transients n’admet
pas de distribution invariante. Une chaˆıne de Markov a` espace d’e´tats fini ne peut
pas avoir que des e´tats transients. Dit autrement, il n’y a qu’une chaˆıne de Mar-
kov a` espace d’e´tats infini qui peut n’avoir que des e´tats transients (exemple :
marche ale´atoire 3-D). Par conse´quent, une chaˆıne de Markov a` espace d’e´tats
fini posse`de au moins une distribution de probabilite´ stationnaire.
On peut e´galement de´montrer que :
— cette distribution est unique si la chaˆıne est irre´ductible ;
— cette distribution correspond aux lignes (toutes identiques) de limn→∞Qn
si la chaˆıne est irre´ductible et ape´riodique.
23
Une chaˆıne de Markov a` espace d’e´tats fini, irre´ductible et ape´riodique est dite er-
godique. Une proprie´te´ importante de sa distribution invariante est que la moyenne
d’une fonction deXk ope´re´e au cours de l’e´chantillonnage correspond a` la moyenne
obtenue au sens de la distribution invariante.
2.4 Exercices
1. Une se´quence d’ADN
c, a, a, g, t, g, c, a, t, g, g, ...
peut eˆtre vue comme une suite de lettres a, c, g ou t correspondant aux quatre
nucle´otides diffe´rents. On choisit de la mode´liser comme une chaine de Markov
homoge`ne d’espaces d’e´tat {a,c,g,t}≡ {1, 2, 3, 4} ou` a≡ 1, c≡ 2, g≡ 3 ou t≡ 4 et
de matrice de transition
Q =

1− α− 2β α β β
α 1− α− 2β β β
β β 1− α− 2β α
β β α 1− α− 2β

(mode`le de Kimura).
1. Quelle(s) condition(s) doivent remplir les parame`tres α et β pour que cette
matrice repre´sente effectivement une matrice de transition ?
2. Repre´sentez cette chaine de Markov a` l’aide d’un graphe.
3. Montrez que cette chaine de Markov admet la distribution de probabilite´
uniforme comme loi invariante quelque soient les valeurs des parame`tres α
et β.
4. Si une se´quence ADN dont les parame`tres sont α = 0.2 et β = 0.2 est
initie´e par un nucle´otide t, quelle est la probabilite´ qu’elle commence par
le codon tag ?
5. Que devient cette probabilite´ si l’on initie la se´quence selon une distribu-
tion uniforme ?
2. Une puce se de´place le long des coˆte´s d’un carre´ de sommets A, B, C, D, en
changeant de sommet a` chaque saut :
— si la puce est en A, B ou C, elle saute vers un des deux sommets adjacents
avec des probabilite´s e´gales,





1. Repre´sentez la matrice de transition associe´e a` cette chaine de Markov.
2. Repre´sentez cette chaine de Markov a` l’aide d’un graphe.
3. Sachant que la puce se trouve sur le sommet A en un instant, de´terminez
les probabilite´s qu’elle se trouve en A, B, C, D respectivement apre`s 1 et
2 sauts
4. Sachant que la puce se trouve sur le sommet A en un instant, de´terminez





Description de Processus Ale´atoires au Second Ordre
La the´orie des chaˆınes de Markov constitue un bon de´but pour appre´hender la
notion de processus ale´atoire de´fini pour un ensemble (fini) d’e´tats discrets. Elle
s’appuyait donc naturellement sur la notion de fonction de probabilite´, la pro-
babilite´ que la chaˆıne se trouve dans un e´tat donne´. Lorsque la liste des e´tats
possibles tend vers un continuum, la fonction de probabilite´ laisse naturellement
place a` celle de densite´ de probabilite´. Le processus ale´atoire est alors de´crit, es-
sentiellement au second ordre, par ses densite´s de probabilite´s et autres produits
de´rive´s.
3.1 Caracte´risation de diffe´rents rangs
3.1.1 Caracte´risation de rang 1
Une variable ale´atoire X est comple`tement caracte´rise´e par sa densite´ de probabi-
lite´ pX (x), telle que pX (x) dx repre´sente la probabilite´ que la variable X prenne
une valeur comprise entre x et x+ dx, cf [4].
Un processus ale´atoire x (t) n’est jamais qu’une succession de variables ale´atoires,
e´ventuellement infiniment proches les unes des autres. En d’autres termes, la
valeur prise par la fonction en l’instant t = t1 est une variable ale´atoire X1 ≡
x (t1). Il est donc naturel de commencer par caracte´riser un processus ale´atoire
de la meˆme manie`re que les variables ale´atoires. Pour cette raison, on introduit
la densite´ de probabilite´ px(x, t1), dite de rang 1 , qui est fonction du temps t1, en
toute ge´ne´ralite´.
Comme dans le cas d’une variable ale´atoire, px(x, t)dx repre´sente la probabilite´
que x (t), la valeur de la fonction ale´atoire a` l’instant t, prenne une valeur comprise
entre x et x+ dx,
px (x, t) dx = prob (x < x (t) ≤ x+ dx) . (3.1.1)
Du point de vue de l’expe´rimentateur
Plac¸ons nous dans un premier temps au niveau de l’expe´rimentateur qui ne dis-



















Figure 3.1.1 – Illustration de la densite´ de probabilite´ de rang 1 : estimation a`
partir d’e´chantillons des processus ale´atoires A (au-dessus) et C (en-dessous).
Figure 3.1.2 – Comparaison des histogrammes (estimateur de la densite´ de pro-
babilite´ de rang 1) des valeurs des re´alisations en t1 = 10s, t2 = 20s, t3 = 30s. Les
trois histogrammes sont identiques pour le processus A et significativement dif-
fe´rents pour le processus C (histogrammes obtenus a` l’aide de 10000 re´alisations,
dont seulement 8 sont illustre´es a` la figure 3.1.1).
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fac¸on la plus pre´cise possible, un peu comme une se´rie de scalaires peut eˆtre
repre´sente´e par une densite´ de probabilite´.
Imaginons que nous re´pe´tions par exemple les expe´riences ale´atoires A, B ou C
un grand nombre de fois. Une estimation de la densite´ de probabilite´ de rang 1
peut eˆtre obtenue a` l’aide des histogrammes des valeurs de chaque re´alisation en
diffe´rents instants, a` l’instar de ce qui est typiquement re´alise´ pour les variables
ale´atoires. Ceci est illustre´ a` la figure 3.1.1 pour des re´alisations des processus
ale´atoires A et C. On ne repre´sente ici qu’un sous-ensemble de huit re´alisations ;
les plans grise´s indiquent trois coupes, en t1 = 10s, t1 = 20s et t1 = 30s respecti-
vement. Sur chacun de ces plans, les re´alisations des processus ale´atoires prennent
des valeurs nume´riques fixe´es qui forment un ensemble de scalaires dont l’histo-
gramme est repre´sente´ par la fle`che. Dans le cas du processus ale´atoire A, les trois
histogrammes ainsi obtenus sont identiques, alors qu’ils sont significativement dif-
fe´rents dans le cas du processus ale´atoire C. Ceci apparaˆıt plus clairement a` la
figure 3.1.2 qui se limite a` pre´senter ces trois histogrammes pour les processus
ale´atoires A et C se´pare´ment. A l’instant t1 = 10s, on constate que le processus
ale´atoire C pre´sente une dispersion plus grande qu’en l’instant t1 = 30s. Ceci
indique que ce processus ale´atoire est instationnaire.
Proposition. Une condition suffisante pour qu’un processus ale´atoire soit ins-




6= 0 ⇒ processus instationnaire (3.1.2)
La contrapose´e pre´sente e´galement un certain inte´reˆt. Elle s’e´nonce comme suit.
Proposition. Une condition ne´cessaire pour qu’un processus ale´atoire soit sta-
tionnaire est que sa densite´ de probabilite´ de rang 1 ne de´pende pas explicitement
du temps.
processus stationnaire ⇒ ∂px (x, t)
∂t
= 0 (3.1.3)
Du point de vue de la mode´lisation
Un roˆle essentiel de l’inge´nieur est de pouvoir mode´liser les phe´nome`nes physiques
qu’il rencontre. Dans cette perspective, il convient d’ajuster une loi de probabilite´
sur les histogrammes estime´s a` partir de re´alisations.
D’un point de vue strict, l’ajustement de lois de probabilite´s sur un e´chantillon
d’une variable ale´atoire se base sur le seuil de signification d’un test d’hypothe`ses
[3]. Etant donne´ qu’un processus ale´atoire est une succession de variables ale´a-
toires, l’ajustement d’une densite´ de probabilite´ de rang 1 n’est rien d’autre qu’une
succession d’ajustements de densite´s de probabilite´s sur des variables ale´atoires.
Par exemple, on pourrait ve´rifier que, pour chaque valeur de t1 choisie arbitraire-
ment sur leur support, les processus ale´atoires A et C posse`dent une distribution
significativement gaussienne. Ils ont une moyenne nulle et un e´cart-type donne´s
par












































Figure 3.1.3 – Repre´sentation des densite´s de probabilite´ de rang 1 ajuste´es sur
les e´chantillons des processus ale´atoires A (gauche) et C (droite).




















Ces expressions indiquent a` nouveau que le processus ale´atoire C est instation-
naire. Elles sont repre´sente´es a` la figure 3.1.3.
Inte´reˆt de la repre´sentation de rang 1
La figure 3.1.3 montre la densite´ de probabilite´ de rang 1 d’un processus gaussien
instationnaire dont la variance augmente puis diminue au cours du temps (sur la
droite, processus C). La connaissance de cette fonction permet de de´terminer un
fuseau enveloppe en dehors duquel un e´chantillon du processus se trouve avec une
faible probabilite´. S’il s’agissait par exemple d’un processus gaussien, en chaque
instant, il y aurait une probabilite´ de 0.997 que l’e´chantillon se trouve compris
entre µ(t)− nσ(t) et µ(t) + nσ(t), avec n = 2. De fac¸on plus ge´ne´rale, ce type de
raisonnement permet d’obtenir les fuseaux repre´sente´s a` la figure 3.1.3 (n = 1 ou
n = 2).
Nous verrons dans la suite qu’il existe des me´thodes plus pre´cises pour estimer
les valeurs extre´males qu’un e´chantillon de processus ale´atoire peut prendre.
Seules quelques rares fonctions ale´atoires sont pleinement caracte´rise´es par leur
densite´ de probabilite´ de rang 1. Ce sont les processus purement ale´atoires . On
les appelle ainsi car les valeurs prises par le processus ale´atoire en deux instants
distincts peuvent eˆtre conside´re´es inde´pendamment l’une de l’autre, aussi proches
ces instants soient-ils.
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3.1.2 Caracte´risation de rang 2
De manie`re ge´ne´rale, la densite´ de probabilite´ de rang 1 ne caracte´rise pas pleine-
ment un processus ale´atoire. En effet, elle n’offre aucune information concernant
la corre´lation qu’il existe entre les valeurs prises par la fonction ale´atoire en dif-
fe´rents instants.
La densite´ de probabilite´ de rang 2 , note´e px (x1, t1;x2, t2), est telle que px(x1, t1;
x2, t2) dx1dx2 repre´sente la probabilite´ que la variable ale´atoire X1 ≡ x (t1) se
trouve entre x1 et x1 +dx1 et que la variable ale´atoire X2 ≡ x (t2) se trouve entre
x2 et x2 + dx2. Il s’agit donc d’une densite´ de probabilite´ conjointe entre les deux
variables que sont les valeurs prises par la fonction ale´atoire aux instants t1 et t2.
Les densite´s de probabilite´ marginales peuvent eˆtre obtenues a` partir d’une densite´
de probabilite´ conjointe [4]. Notamment, la densite´ de probabilite´ marginale de
x (t1), qui n’est rien d’autre que la densite´ de probabilite´ de rang 1, s’obtient en
inte´grant sur toutes les valeurs possibles de x (t2), soit
px (x1, t1) =
ˆ +∞
−∞
px (x1, t1;x2, t2) dx2. (3.1.7)
Du point de vue de l’expe´rimentateur
Lorsque l’on est en pre´sence d’une se´quence de re´alisations d’un processus ale´a-
toire, une estimation de la densite´ de probabilite´ de rang 2 peut eˆtre obtenue a`
partir de l’histogramme des re´alisations apparie´es (x (t1) , x (t2)), pour diffe´rents
couples de valeurs (t1, t2).
Par exemple, les re´sultats de la figure 3.1.4 repre´sentent des histogrammes des dis-
tributions conjointes (x (t1) , x (t2)) pour diffe´rentes valeurs de t1 et de t2 (obtenu
pour une se´rie de 10000 re´alisations).
La forme oblongue de l’histogramme obtenu pour t1 = 10s et t2 = 10.1s indique
qu’il existe une forte corre´lation entre les valeurs de la fonction ale´atoire x (t)
en ces deux instants. Par contre, la forme plutoˆt axisyme´trique observe´e pour
(t1, t2) = (10, 10.5) ou (t1, t2) = (10, 10.55) montre qu’il n’existe que tre`s peu de
corre´lation entre les valeurs prises par la fonction a` l’instant t1 = 10s et les instants
suivants, t2 = 10.5s et t2 = 10.55s. De plus, les formes relativement similaires des
histogrammes obtenus pour (t1, t2) = (10, 10.1) et (t1, t2) = (10.5, 10.55) semblent
indiquer que la distribution de probabilite´ conjointe entre x (t1) et x (t2) ne de´pend
que de |t2 − t1| (il conviendrait de ve´rifier ce postulat pour d’autres valeurs de
(t1, t2), a` l’aide du test statistique ade´quat). Ceci me`ne a` la notion de stationnarite´
au sens de la description de rang 2.
Proposition. Une condition suffisante pour qu’un processus ale´atoire soit ins-
tationnaire est que sa densite´ de probabilite´ de rang 2 ne puisse pas s’exprimer
explicitement en fonction de t2 − t1.
∂px (x1, t1;x2, t1 + τ)
∂t1
6= 0 ⇒ processus instationnaire (3.1.8)
La contrapose´e pre´sente e´galement un certain inte´reˆt. Elle s’e´nonce comme suit.
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Figure 3.1.4 – Illustration de la densite´ de probabilite´ de rang 2 : estimation
a` partir d’e´chantillons des processus ale´atoires A. Les histogrammes de valeurs
apparie´es (x (t1) , x (t2)) sont repre´sente´es pour diffe´rentes valeurs de t1 et t2
(10,10.1,10.5 et 10.55).
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Proposition. Une condition ne´cessaire pour qu’un processus ale´atoire soit sta-
tionnaire est que sa densite´ de probabilite´ de rang 2 exprime´e explicitement en
fonction de t1 et t1 + τ ne de´pende pas de t1.
processus stationnaire ⇒ ∂px (x1, t1;x2, t1 + τ)
∂t1
= 0 (3.1.9)
Du point de vue de la mode´lisation
Lorsqu’il s’agit de repre´senter un processus ale´atoire, la donne´e d’un proble`me
peut eˆtre soit une se´rie de re´alisations (obtenues par exemple par une expe´rience
en laboratoire), soit une description probabiliste ide´alise´e. Cette description ide´a-
lise´e peut eˆtre obtenue, une fois pour toute, par ajustement sur des donne´es
expe´rimentales. Lorsque l’ajustement a e´te´ re´alise´ et valide´, le mode`le probabi-
liste, repre´sente´ au rang 2 par px (x1, t1;x2, t2), contribue a` la caracte´risation du
processus ale´atoire.
Inte´reˆt de la repre´sentation de rang 2
La repre´sentation de rang 2 a un avantage certain par rapport a` la repre´sentation
de rang 1. En effet, en se limitant a` la repre´sentation de rang 1, on ne peut rien
affirmer sur la continuite´ du processus ale´atoire ; en se limitant a` cette repre´sen-
tation, la connaissance de la valeur pre´cise prise par la fonction ale´atoire en t1 ne
permet aucunement de pre´ciser la distribution de probabilite´ de x (t1 + dt). La
repre´sentation de rang 2, par contre, quantifie la corre´lation qui existe entre des
valeurs prises en des instants distincts. Cela offre non seulement une information
sur la continuite´ de la fonction, mais e´galement sur son contenu fre´quentiel.
3.1.3 Caracte´risation de rang n
Avec la densite´ de probabilite´ de rang 2, la caracte´risation du processus ale´atoire
se pre´cise petit a` petit. Cependant, une caracte´risation comple`te du processus
ne´cessiterait de de´finir les densite´s de probabilite´ d’ordres de plus en plus e´leve´s
(jusqu’a` l’infini, en principe). Par exemple, la densite´ de probabilite´ de rang trois
p3 (x1, t1;x2, t2;x3, t3) permet de repre´senter la probabilite´ que la fonction ale´a-
toire x se trouve entre x1 et x1 +dx1 a` l’instant t1, entre x2 et x2 +dx2 a` l’instant
t2 et entre x3 et x3 + dx3 a` l’instant t3.
De fac¸on ge´ne´rale, la densite´ de probabilite´ de rang n, note´e pn (x1, t1; ...; xn, tn),
repre´sente une densite´ de probabilite´ conjointe entre les valeurs prises par la
fonction ale´atoire aux instants t1, t2, ... tn. On peut comprendre, intuitivement
meˆme, que la caracte´risation de la fonction est exhaustive si et seulement
si les densite´s de probabilite´ de tous ordres sont connues.
Proprie´te´s de la densite´ de probabilite´ de rang n
Positivite´ − La densite´ de probabilite´ de rang n est une fonction positive
pn (x1, t1; ...;xn, tn) ≥ 0 (3.1.10)
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pn (x1, t1; ...;xn, tn) dx1 · · · dxn = 1 (3.1.11)
Syme´trie − La densite´ de probabilite´ de rang n posse`de des conditions de syme´trie
vis-a`-vis de ses arguments
pn (x1, t1; ...xk, tk; ...xl, tl; ...;xn, tn) = pn (x1, t1; ...xl, tl; ...xk, tk; ...;xn, tn)
(3.1.12)
Compatibilite´ − On peut toujours retrouver une densite´ d’ordre k < n a` partir
de la densite´ de probabilite´ d’ordre n
pk (x1, t1; ...xk, tk) =
˙
Rn−k
pn (x1, t1; ..;xn, tn) dxk+1 · · · dxn (3.1.13)
Cette proprie´te´ est relativement remarquable dans la mesure ou` une inte´gration
sur les variables xk+1, · · · ,xn permet e´galement de faire disparaˆıtre les temps tk+1,
· · · ,tn.
Cette premie`re manie`re de caracte´riser un processus ale´atoire est tre`s comple`te
mais peu e´vidente a` mettre en œuvre en pratique. Elle contient une quantite´
d’information conse´quente et, si l’on se replace dans le cadre du post-traitement
d’une expe´rience de laboratoire, la qualite´ et la quantite´ des mesures collecte´es ne
permettent ge´ne´ralement pas d’estimer pre´cise´ment les caracte´ristiques de rangs
supe´rieurs a` 2. Pour exemple, il suffit de constater la diffe´rence de qualite´ entre
les histogrammes des distributions de rang 1 obtenus avec 10000 e´chantillons,
Fig. 3.1.2, et les histogrammes des distributions de rang 2 obtenus avec 10000
e´chantillons, Fig. 3.1.4. Outre la qualite´, le temps de calcul pour e´tablir ces his-
togrammes croit plus que proportionnellement avec le rang e´tudie´.
Faute de pouvoir spe´cifier pre´cise´ment les distributions de rang 3 et plus, on leur
donne ge´ne´ralement une forme analytique relativement simple.
3.2 Alternatives pratiques de repre´sentation
Etant donne´es les difficulte´s a` pouvoir travailler avec l’information comple`te se
trouvant dans la distribution de probabilite´ de rang n, avec n → +∞, on est
amene´ a` condenser une partie de cette information trop riche, a` l’aide du concept
d’espe´rance mathe´matique.
A l’instar de ce qui est fait pour les variables ale´atoires, on de´finit des espe´rances
mathe´matiques de rang 1 et 2 par
E [f (x1)] =
+∞ˆ
−∞
f (x1) px(x1, t)dx, (3.2.1)
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E [f (x1, x2)] =
+∞¨
−∞
f (x1, x2) px (x1, t1;x2, t2) dx1 dx2, (3.2.2)
ou, plus ge´ne´ralement, de rang n par
E [f (x1, . . . , xn)] =
˙
Rn
f (x1, . . . , xn) pn (x1, t1; ...;xn, tn) dx1 . . . dxn. (3.2.3)
Par extension a` nouveau de ce qui est fait dans le cadre de variables ale´atoires, le
choix de puissances de x1, x2,...xn permet d’obtenir les moments statistiques de
diffe´rents ordres. Il faut bien distinguer le rang qui repre´sente la dimension de la
densite´ de probabilite´ conside´re´e, de l’ordre, le degre´ du polynoˆme en x1, x2,...xn.
Notamment, la densite´ de probabilite´ de rang n = 1 contient les moments de
diffe´rents ordres k, avec k = 1, ...,∞.
Espe´rances mathe´matiques de rang 1
La fonction moment d’ordre 1, note´e µx (t) et appele´e la moyenne, est obtenue
en posant f (x1) = x1,
µx (t) = E [x1] =
+∞ˆ
−∞
x1 px(x1, t)dx1. (3.2.4)
Il s’agit naturellement d’une fonction du temps, en toute ge´ne´ralite´. C’est une
constante si le processus ale´atoire est stationnaire.
En choisissant f (x1) = x
2
1, on obtient l’e´volution au cours du temps du moment
d’ordre 2, note´ m2,x (t) et appele´ carre´ moyen,







x21 px(x1, t)dx1. (3.2.5)
De manie`re ge´ne´rale, le moment d’ordre k est obtenu en conside´rant l’espe´rance
mathe´matique de f (x1) = x
k
1, soit







xk1 px(x1, t)dx1. (3.2.6)
Il est ge´ne´ralement difficile d’attribuer une signification physique simple a` ces
moments de diffe´rents ordres, dit bruts. Par contre, les moments centre´s d’ordres
k, avec k ≥ 2, note´s m˜k,x, obtenus en choisissant f (x1) = (x1 − µx)k permettent
de repre´senter diffe´rentes proprie´te´s du processus par rapport a` sa moyenne.
Lorsque k = 2, on obtient la variance (ou carre´ de l’e´cart-type)







(x1 − µx)2 px(x1, t)dx1 (3.2.7)
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qui quantifie l’amplitude de la dispersion autour de la moyenne. Les deux pre-
miers moments, µx (t) et σ
2
x (t) jouent un roˆle particulie`rement important dans la
mesure ou`, en cas de processus gaussien, ils suffisent a` caracte´riser entie`rement le
processus au rang 1.
Lorsque k = 3, on obtient le moment centre´ d’ordre 3







(x1 − µx)3 px (x1, t) dx1 (3.2.8)
qui repre´sente la syme´trie de la distribution autour de sa moyenne.
Il est e´vident que restreindre l’information sur la distribution du processus a`
quelques moments centre´s m˜k,x (t), k = 1, ..., n, s’accompagne d’une perte d’in-
formation sur la distribution de probabilite´ de rang 1 px (x1, t). Dans l’autre sens,
la connaissance de nk moments centre´s m˜k,x (t), k = 1, ..., nk ne permet pas de
reconstruire univoquement une densite´ de probabilite´.
Toutes ces informations sur les moments de rang 1 ne sont qu’une extrapolation
simple d’un cours de probabilite´s. La seule diffe´rence ici est l’e´volution de ces
moments, e´ventuellement, au cours du temps.
Espe´rances mathe´matiques de rang 2
Les espe´rances mathe´matiques de rang 2 sont obtenues en conside´rant des fonc-
tions f (x1, x2) de deux variables x1 et x2. Le choix de fonctions polynomiales se
montre eˆtre a` nouveau opportun.










x21px (x1, t1;x2, t2) dx1 dx2. (3.2.9)
Il est avantageux de re´aliser l’inte´gration par rapport a` x2 en premier lieu, car,








x21px (x1, t1) dx1 = m2,x (t1) , (3.2.10)
c’est-a`-dire le moment d’ordre 2 (et de rang 1).
Le choix d’une fonction f (x1, x2) qui ne de´pend pas explicitement de x1 (ou de x2)
renvoie identiquement a` une notion de rang infe´rieur, en raison de la proprie´te´
de compatibilite´. Le choix f (x1, x2) = x
2
2 fournit par exemple une expression
identique a` (3.2.10).
Une fonction qui joue un roˆle bien plus essentiel dans la caracte´risation des proces-
sus ale´atoires est la fonction d’autocorre´lation , la fonction moment d’ordre





x1x2px(x1, t1;x2, t2)dx1dx2. (3.2.11)
On de´finit e´galement la fonction d’autocovariance qui est la fonction d’au-
tocorre´lation centre´e




(x1 − µ (t1)) (x2 − µ (t2)) px (x1, t1;x2, t2) dx1dx2
= E [x1x2]− µ (t1)µ (t2) .
Ceci n’est qu’une extension de la de´finition de la covariance entre deux variables
ale´atoires [4]. La diffe´rence est que les deux variables ale´atoires concerne´es x1 =
x (t1) et x2 = x (t2) sont les valeurs de la fonction ale´atoire aux instants t1 et t2.
La covariance est utilise´e pour quantifier le degre´ de corre´lation qu’il peut y avoir
entre deux variables ale´atoires. En d’autres mots, deux variables sont fortement
corre´le´es lorsque les deux variables sont en meˆme temps plus grandes que leurs
moyennes et en meˆme temps plus petites que leurs moyennes.
La condition de syme´trie que doit remplir la densite´ de probabilite´ de rang 2,
c’est-a`-dire, px (x1, t1;x2, t2) = px (x2, t2;x1, t1), voir p. 34, montre que la fonction
d’autocovariance posse`de une syme´trie vis-a`-vis de ses arguments,
Rx (t1, t2) = Rx (t2, t1) . (3.2.13)
La figure 3.2.1 repre´sente deux e´chantillons d’un processus ale´atoire non station-
naire, ainsi que ses fonctions moments d’ordres 1 et 2. L’e´volution de la moyenne
µx (t) est conforme a` l’intuition habituelle qu’on lui attribue. Quant a` l’autocova-
riance, elle est d’autant plus grande (globalement) que t1 et t2 sont faibles. Dans
sa version non normalise´e, elle contient a` la fois une information sur le niveau de
dispersion autour de la moyenne, ainsi que l’information de corre´lation entre les
deux variables ale´atoires e´tudie´es. De fac¸on ge´ne´rale cependant, la fonction d’au-
tocovariance prend des valeurs plus importantes au voisinage du plan bissecteur
t1 = t2, c’est-a`-dire lorsque t1 et t2 sont proches. Il est en effet attendu que les
valeurs d’un signal en deux instants diffe´rents soient fortement corre´le´es lorsque
les deux instants conside´re´s sont proches les uns des autres et moins corre´le´es
dans le cas contraire.
De fac¸on tout a` fait ge´ne´rale, l’intersection de la fonction d’autocorre´lation (res-
pectivement d’autocovariance) avec le plan t1 = t2 repre´sente l’e´volution au cours
du temps du carre´ moyen (respectivement de la variance) du processus ale´atoire.
En effet, lorsque t1 = t2, les deux variables ale´atoires X1 ≡ x (t1) et X2 ≡ x (t2)
sont confondues. La de´finition de la fonction d’autocorre´lation donne alors
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Figure 3.2.1 – Illustration de la moyenne et de l’autocovariance d’un processus









x21px (x1, t1) dx1 = m2,x (t) , (3.2.14)
par de´finition de m2,x (t). De manie`re identique, le plan bissecteur t1 = t2 de´coupe
sur la fonction d’autocovariance une courbe repre´sentant le moment centre´ d’ordre
2, la variance,
Rx (t1, t1) = m˜2,x (t) = σ
2
x (t) . (3.2.15)
3.3 Processus stationnaires
3.3.1 Repre´sentation temporelle et fonctions moments
De´finition
Un processus ale´atoire x (t) est dit stationnaire, au sens strict, lorsqu’il posse`de
les meˆmes caracte´ristiques statistiques que le processus ale´atoire x (t+ τ) ou` τ ∈
R est un de´phasage arbitraire. Ses densite´s de probabilite´ de diffe´rents ordres sont
donc e´galement inde´pendantes d’un changement d’origine de l’axe du temps. Ceci
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se traduit par
px (x1, t) = px (x1, t+ τ)
px (x1, t1;x2, t2) = px (x1, t1 + τ ;x2, t2 + τ)
...
∀τ ∈ R.
Au rang 1, cela indique donc que la densite´ de probabilite´ px (x1, t) ne de´pend pas
du temps. En conse´quence, tous les moments mk,x sont constants, cf. 3.2.6 ;
en particulier la moyenne et la variance d’un processus ale´atoire stationnaire sont
inde´pendantes du temps.
Au rang 2, cela se traduit par le fait que la densite´ de probabilite´ px (x1, t1; x2, t2)
ne de´pend que de t2 − t1. Il en va de meˆme pour les fonctions-moment, notam-
ment pour les fonctions d’autocorre´lation et d’autocovariance. Il faut donc que
Rx (t1, t2) = f (t2 − t1) pour que le processus ale´atoire x (t) soit stationnaire.
Etant donne´ la proprie´te´ de syme´trie sur les arguments de la fonction d’autoco-
variance, on peut e´galement e´crire Rx (t2, t1) = f (t1 − t2), ce qui indique que la
fonction f dont il est question doit eˆtre paire, ou s’e´crire en fonction de |t2 − t1|.
Pour en simplifier la notation, on indique plutoˆt Rx (∆t), avec un seul argument,
lorsqu’il s’agit d’un processus stationnaire.
Exemple. La fonction d’autocovariance d’un processus ale´atoire est note´e Rx (t1, t2). Si elle
peut s’e´crire Rx (t1, t2) =
σ2
1+α( t2−t1t? )
2 , c’est-a`-dire une fonction de |t2 − t1|, alors on peut affir-
mer que le processus en question est stationnaire (au rang 2).
Au rang 3, la stationnarite´ se traduit par la fait que la densite´ de probabilite´
px (x1, t1;x2, t2;x3, t3) ne de´pend que de deux de´phasages ∆1 = |t3 − t1| et ∆2 =
|t3 − t2|. Des concepts similaires indiquent que la densite´ de probabilite´ de rang n
(n > 1) d’un processus stationnaire ne de´pend que de n− 1 de´calages temporels.
Cette de´finition de la stationarite´ est relativement stricte (comme son nom l’in-
dique) car elle requiert l’inde´pendance de ses densite´s de probabilite´s de tous
orders lors d’un changement de l’origine du temps. Or, dans la re´alite´, les den-
site´s de probabilite´ d’ordres e´leve´s, au-dela` de 4 du moins, sont difficilement
estimables. C’est la raison pour laquelle, on est amene´ a` de´finir la notion de pro-
cessus stochastique stationnaire a` l’ordre 2 ou stationnaire au sens large, lorsque
(i) sa moyenne est constante et (ii) sa fonction d’autocorre´lation peut s’exprimer
en fonction d’un de´calage temporel.
Un processus ale´atoire est dit stationnaire au rang n lorsque ses densite´s de pro-
babilite´s de rangs infe´rieurs ou e´gal a` n sont inde´pendantes d’un changement
d’origine du temps.




La notion d’espe´rance mathe´matique de rang n
E [f (x1, . . . , xn)] =
˙
Rn
f (x1, . . . , xn) pn (x1, t1; ...;xn, tn) dx1 . . . dxn. (3.3.1)
consiste a` re´aliser une moyenne a` travers les e´chantillons. En effet, l’e´quivalent sta-
tistique de la relation (3.3.1) consisterait a` de´terminer l’histogramme des valeurs
f(X1, X2,...Xn) observe´es aux instants t1, t2, ...tn. Comme annonce´ pre´ce´dem-
ment dans le cadre de la vision de l’expe´rimentateur, il n’est ge´ne´ralement pas
possible de re´colter suffisamment de re´alisations d’un processus ale´atoire, pour
pouvoir y ajuster des densite´s de probabilite´ de rang e´leve´ (n ≥ 2). Au lieu de
parcourir un ensemble d’e´chantillons en n’en relevant que la valeur de la fonction
en un instant choisi, il est e´videmment tentant, dans le cas d’un processus
stationnaire uniquement, de ne conside´rer qu’un seul e´chantillon et de re´aliser
l’espe´rance mathe´matique en faisant varier cette fois le temps.
Par exemple, la mise en œuvre pratique du calcul de l’espe´rance mathe´matique
de rang 1 d’un processus stationnaire,
E [f (x1)] =
+∞ˆ
−∞
f (x1) px(x1)dx, (3.3.2)
requerrait l’estimation de statistiques sur f (x1), soit




f (xi (t1)) , (3.3.3)
ou` les xi (t1), avec i = 1, ..., ns, repre´sentent diffe´rentes re´alisations du processus
ale´atoire a` l’instant t1. Par ailleurs, la moyenne temporelle de f (xi), s’exprimerait
pour la re´alisation i par




f (xi (t)) dt, (3.3.4)
ou` [0;T ] repre´sente le support de la re´alisation xi du processus ale´atoire.
Le the´ore`me d’ergodicite´ postule que ces deux moyennes sont e´gales, a` la limite
lorsque T → +∞, c’est-a`-dire lorsque la dure´e de la seule et unique re´alisation
du processus ale´atoire devient assez longue. Dans les faits, la plupart des pro-
cessus stationnaires sont suppose´s eˆtre ergodiques en raison de la simplicite´ de
repre´sentation qu’ils offrent.
De manie`re tre`s pragmatique donc, la moyenne (constante) d’un processus ale´a-
toire ergodique s’exprime, a` partir d’une re´alisation xi (t) de ce processus, par
µ = E [x1] =
+∞ˆ
−∞






xi (t) dt. (3.3.5)












Figure 3.3.1 – Illustration de l’ergodicite´.










xki (t) dt, (3.3.6)
et le moment centre´ d’ordre k par














Concernant les caracte´ristiques de rang 2, la fonction d’autocovariance calcule´e a`
partir d’un seul e´chantillon xi (t) d’un processus ergodique
1 s’exprime par
Rx(∆t) = E [(x1 − µx) (x2 − µx)] =
+∞¨
−∞







(xi(t)− µx) (xi(t+ ∆t)− µx) dt. (3.3.8)
L’estimation des parame`tres d’un mode`le probabiliste a` partir de statistiques re´a-
lise´es sur un seul e´chantillon du processus ale´atoire est a` rapprocher de la the´orie
des estimateurs en statistique infe´rentielle [3]. Les estimations statistiques obte-
nues a` partir de longs e´chantillons de processus ale´atoires (car il faut limT→+∞)
sont donc a` interpre´ter au meˆme titre que l’utilisation de l’histogramme d’une
variable ale´atoire pour approcher sa densite´ de probabilite´.
1. la moyenne µx est donc constante
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Autocovariance Autocorrélation
Figure 3.3.2 – Exemple de fonction d’autocovariance (processus stationnaire).
L’e´quation (3.3.8) offre une autre interpre´tation de la notion de corre´lation. En
effet, Rx(∆t) prend des valeurs d’autant plus grandes que x(t) et x(t+∆t) ont des
valeurs proches, c’est-a`-dire sont corre´le´es. En d’autres termes, pour le processus
ale´atoire dont la fonction d’autocovariance est repre´sente´e a` la figure 3.3.2, la
connaissance de la valeur de la fonction en l’instant t n’aidera presque en aucune
manie`re a` de´terminer la valeur qui pourrait eˆtre prise en t+ ∆t2 . Par contre, les
valeurs prises aux instants t et t+ ∆t1 sont significativement corre´le´es.
Temps caracte´ristique
Ces conside´rations ame`nent a` la de´finition d’un temps caracte´ristique τc de´fni par
τc =
´ +∞




−∞ Rx (∆t) d∆t
σ2x
. (3.3.9)
qui repre´sente un ordre de grandeur du de´lai tel que les valeurs prises par le pro-
cessus ale´atoire en deux instants se´pare´s de plus τc montrent peu de corre´lation.
Proprie´te´s des fonctions moments
Valeur a` l’origine − La valeur de la fonction d’autocovariance a` l’origine est e´gale







x2(t)dt = σ2x, (3.3.10)
bien que cette proprie´te´ ait de´ja` e´te´ de´montre´e dans un cadre plus ge´ne´ral, no-
tamment pour un processus instationnaire, cf (3.2.15),
Rx (t1, t1) = m˜2,x (t) = σ
2
x (t) (3.3.11)
qui, pour un processus stationnaire s’e´crit
Rx (0) = m˜2,x = σ
2
x. (3.3.12)
Cette proprie´te´ importante me`ne a` la normalisation de la fonction d’autocova-





2. a` ne pas confondre avec la fonction d’autocorre´lation...
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et prend donc une valeur unitaire a` l’origine.
La the´ore`me de Cauchy-Schwartz permet de de´montrer que la fonction d’auto-
covariance est maximale a` l’origine. Cette proprie´te´ importante traduit le sens
physique que la corre´lation doit donner. La fonction de corre´lation est donc infe´-
rieure ou e´gale a` l’unite´
|rx (∆t)| ≤ 1. (3.3.14)




Rx (∆t) = 0. (3.3.15)
Cette proprie´te´ traduit le fait qu’il n’existe plus de corre´lation entre les valeurs
prises par une fonction ale´atoire lorsque ∆t τc.
Parite´ − La fonction d’autocovariance est une fonction paire. Cette proprie´te´
a de´ja` e´te´ aborde´e, p. 39, en corollaire a` la proprie´te´ de syme´trie de la densite´
de probabilite´ de rang 2, menant a` Rx (t2, t1) = Rx (t1, t2). Ceci se traduit par
Rx (∆t) = Rx (−∆t) dans le cas d’un processus stationnaire. Pour un processus
ergodique, la proprie´te´ est donc e´galement satisfaite, mais on peut facilement la
de´montrer en observant que






x (t)x (t−∆t) dt = Rx (∆t) . (3.3.16)









Cette proprie´te´ est inte´ressante lorsqu’il s’agit par exemple de calculer la fonction
d’autocovariance de la vitesse ou l’acce´le´ration en un point lorsque l’on connait
celle de sa position. Pour un processus ergodique, on peut de´montrer ces relations
















x (t−∆t) x˙ (t) dt. (3.3.18)









x˙(t−∆t)x˙(t)dt = −R .x(∆t). (3.3.19)
Un raisonnement similaire permet d’obtenir la fonction d’autocovariance de l’ac-
ce´le´ration.
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3.3.2 Repre´sentation fre´quentielle et densite´ spectrale de puissance
Densite´ spectrale de puissance
La fonction d’autocovariance est de´finie non ne´gative : quelle que soit la fonction





Rx(t1, t2)h(t1)h(t2)dt1dt2 > 0. (3.3.20)
Ceci implique (the´ore`me de Bochner) que la transforme´e de Fourier de la fonction









Il s’agit donc d’une fonction positive et re´elle puisque la fonction d’autocovariance
est paire. Les deux fonctions Sx(ω) et Rx(τ) forment une paire de Fourier. La






forment les e´galite´s du the´ore`me de Wiener-Khintchine.
La densite´ spectrale de puissance est ge´ne´ralement de´finie a` partir de la fonction
d’autocovariance, comme ci-dessus, et est donc, sous cette forme, inde´pendante
de la valeur moyenne du processus. Dans certains cas, il arrive de de´finir la densite´
spectrale de puissance a` partir de la fonction d’autocorre´lation E [x1x2]. Puisque
ces deux fonctions sont relie´es par (3.2.12), on constate que
Sautocorrx (ω) = µ
2
xδ (ω) + S
autocov
x (ω) (3.3.23)
c’est-a`-dire que le deux de´finitions diffe´rentes de la densite´ spectrale de puissance
ne diffe`rent que par un Dirac centre´ a` l’origine, traduisant une valeur moyenne
non nulle. Les deux de´finitions sont e´videmment identiques lorsque le processus
ale´atoire e´tudie´ est a` moyenne nulle.
Lorsque l’on remplace τ par 0 dans cette seconde e´quation, on obtient la proprie´te´







a` savoir que l’inte´grale de la densite´ spectrale de puissance sur le domaine des
fre´quences est e´gale a` la variance du processus conside´re´, voir Fig. 3.3.3. Elle
repre´sente donc une distribution fre´quentielle de l’e´nergie (la variance) contenue
dans le processus ale´atoire.
Les proprie´te´s de´veloppe´es concernant les fonctions d’autocovariance peuvent eˆtre
transpose´es aux densite´s spectrales de puissance en prenant la transforme´e de
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Figure 3.3.3 – Proprie´te´ fondamentale de la densite´ spectrale de puissance.
Fourier membre a` membre de la relation en question. Ainsi, par exemple, les








→ S..x(ω) = ω4Sx(ω). (3.3.26)
La densite´ spectrale comple`te Sx (ω) pre´sente souvent trop d’informations. Tout
comme on de´finit un temps caracte´ristique dans la fonction de corre´lation, ou des






De cette de´finition, il de´coule que :
— le moment spectral d’ordre 0 s’identifie a` la variance du processus (un
de´placement par exemple),
— le moment spectral d’ordre 2 s’identifie a` la variance du processus de´rive´
(une vitesse dans l’exemple),
— le moment spectral d’ordre 4 s’identifie a` la variance du processus de´rive´
deux fois (une acce´le´ration dans l’exemple).





dont on peut de´montrer qu’il est compris entre 0 et 1 quelle que soit la fonction
Sx (ω). Comme illustre´ ci-apre`s, ce parame`tre est a` relier a` la largeur de bande
du processus ale´atoire. Un parame`tre spectral proche de 0 caracte´rise un proces-
sus en bande large, c’est-a`-dire pour lequel le contenu e´nerge´tique est distribue´
sur une large gamme de fre´quence. A l’oppose´, un parame`tre spectral proche
de l’unite´ caracte´rise un processus en bande e´troite, c’est-a`-dire pour lequel le
contenu e´nerge´tique est distribue´ dans une petite plage de fre´quences.
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Figure 3.3.4 – Un signal et sa transforme´e de Fourier. La quantite´ |X (ω)|2 dω
repre´sente la portion d’e´nergie du signal contenue dans la bande de fre´quences
[ω;ω + dω].
Spectre ale´atoire






x (t) e−jωtdt, (3.3.29)
est e´galement de´terministe. Le the´ore`me de Parseval [2] traduit une e´galite´ des
e´nergies dans les domaines temporel et fre´quentiel
+∞ˆ
−∞





|X (ω)|2 dω (3.3.30)
de sorte que |X (ω)|2 dω repre´sente la portion d’e´nergie du signal contenue dans
la bande de fre´quences [ω;ω + dω], cf Fig. 3.3.4. Cette relation n’a de sens que si
x2 (t) est inte´grable au sens du carre´ moyen. Pour une re´alisation d’un processus
ale´atoire stationnaire, ce n’est ge´ne´ralement pas le cas. C’est la raison pour la-












x (t) e−jωtdt (3.3.31)
et donc e´galement du the´ore`me de Parseval, ou` l’inte´grale sur le temps est re´alise´e
sur une dure´e finie et ou` l’inte´grale sur les fre´quences est re´alise´ sur une bande de
fre´quences finie e´galement. Cette version tronque´e de la transforme´e de Fourier
revient a` supposer que la dure´e T est une pe´riode de la fonction e´tudie´e, c’est-a`-
dire que le contenu fre´quentiel infe´rieur a` 2pi/T est nul.
La transposition directe de la de´finition de la transforme´e de Fourier au cas d’un
processus ale´atoire fournit une variable ale´atoire X (ω) pour chaque valeur de ω.
Lorsqu’il s’agit de processus ale´atoires, l’application directe de la relation (3.3.29)
produit ge´ne´ralement une inte´grale non de´finie. On utilise donc le concept de
transforme´e de Fourier tronque´e de sorte que X (ω) dans (3.3.31) repre´sente le
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spectre ale´atoire. Il satisfait
1
T









(version tronque´e du the´ore`me de Parseval) qui repre´sente la distribution d’e´ner-








Tout comme la fonction d’autocovariance d’un processus ergodique peut eˆtre
obtenue a` partir d’une re´alisation “assez longue” d’un processus ergodique, la






ou` X(ω;T ) repre´sente la transforme´e de Fourier tronque´e de l’e´chantillon repre´-
sentatif x (t). Cette relation permet e´galement d’interpre´ter la densite´ spectrale
de puissance comme une re´partition fre´quentielle de l’e´nergie contenue dans le
processus ale´atoire. Il s’agit donc d’un moyen supple´mentaire a` la traditionnelle
transforme´e de Fourier de la re´ponse pour caracte´riser le contenu fre´quentiel d’un
signal.
Proprie´te´s de la densite´ spectrale de puissance
Distribution fre´quentielle − L’inte´grale de la densite´ spectrale de puissance sur

















Rx(−τ)e−jωτdτ = Sx(−ω). (3.3.35)
De´rive´es − La densite´ spectrale de puissance d’un processus de´rive´ est obtenue
en multipliant la densite´ spectrale de puissance du processus initial par ω2, cf.
(3.3.25)-(3.3.26).
3. pour autant que
´ +∞
−∞ |τR (τ)| dτ < ∞, ce qui est le cas de la plupart des processus
d’inte´reˆt pratique
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Valeur a` l’origine − La valeur a` l’origine de la densite´ spectrale de puissance
d’un processus ale´atoire peut eˆtre relie´e a` la notion de temps caracte´ristique. En










ou` τc repre´sente le temps caracte´ristique de´fini par (3.3.9). En aucun cas, la
valeur a` l’origine de la densite´ spectrale de puissance ne correspond a` la moyenne
du processus, meˆme si la densite´ spectrale a e´te´ de´finie a` partir de la fonction
d’autocorre´lation (dans ce cas, la moyenne apparaˆıt comme un Dirac a` l’origine,
et non pas comme la valeur de la fonction).
Exemples de processus ale´atoires stationnaires
Exemple 1
Le processus ale´atoire le plus simple du point de vue analytique est le bruit
blanc, voir Fig. 3.3.5-(a). Il est caracte´rise´ par une densite´ spectrale de puissance
constante
Sx(ω) = S0. (3.3.37)
Puisqu’elle est sa conjointe dans une paire de Fourier, la fonction d’autocovariance





jωτdω = 2piS0δ (∆t) . (3.3.38)
On ve´rifie en effet que la substitution de cette de´finition dans la transformation







−jωτdτ = S0. (3.3.39)
La fonction d’autocorre´lation repre´sente´e par une fonction de Diract indique que
les valeurs prises par une re´alisation de ce processus ale´atoire ne sont pas corre´le´es,
aussi proches soient elles dans le temps.
Ce processus n’a pas de signification physique puisqu’il est caracte´rise´ par une
variance infinie (inte´grale de la densite´ spectrale de puissance). Cependant, sous
certaines conditions, un processus re´el peut eˆtre approche´ par un bruit blanc.
Cette approximation ne peut eˆtre que locale, c’est-a`-dire dans une bande de fre´-
quence limite´e, si bien que globalement le processus re´el ne sera pas d’e´nergie
infinie.
Exemple 2
Un autre processus ale´atoire couramment utilise´ est le bruit blanc en bande limi-
te´e, dont la densite´ spectrale de puissance est de´finie par
Sx (ω) =
{






Figure 3.3.5 – Exemples de fonctions d’autocovariance et densite´s spectrales de
puissances associe´es (a) processus a` corre´lation exponentielle, (b) bruit blanc, (c)
bruit blanc en bande limite´e.
Figure 3.3.6 – Densite´ spectrale d’un bruit blanc en bande limite´e.
ou` ∆ω repre´sente la demi-largeur de bande. On peut calculer les moments spec-

























La figure 3.3.7 repre´sente des e´chantillons (ge´ne´re´s) de ce genre de processus
ale´atoire. Ils pre´sentent une forme plutoˆt harmonique pour ∆ω  ω0 et plutoˆt
erratique pour ∆ω ' ω0. On retrouve la de´finition du bruit blanc en imposant
∆ω = ω0 puis en conside´rant la limite ω0 → +∞.
Exemple 3
Le processus a` corre´lation exponentielle, dit aussi de Ornstein-Uhlenbeck, est e´ga-
lement utilise´ pour la simplicite´ des expressions analytiques de sa densite´ spec-
trale de puissance et de sa fonction d’autocovariance. Ces expressions illustrent
les deux proprie´te´s principales de la fonction d’autocovariance, a` savoir qu’elle






Figure 3.3.7 – Exemples d’e´chantillons de processus en bande limite´e (e´troit et
large).
Le temps caracte´ristique d’un processus a` corre´lation exponentielle est donne´ par
τc =
´ +∞






La densite´ spectrale de puissance associe´e a` cette autocovariance peut eˆtre obte-







3.4 Mise en oeuvre pratique dans Matlab
Matlab -
%% Exemple 1:
% Calcul, par l’approche statistique, de la densite´ de probabilite´
% de la contrainte dans une barre de section A sous l’effet d’une charge
% d’intensite´ N
muN = 1000; stdN = 150; muA = 5; stdA = 0.8;
n = 100000;
N = muN + stdN*randn(n,1);
A = muA + stdA*randn(n,1);







subplot(3,1,i); plot(t,x); title ([’Tirage dans le chapeau ’ num2str(ihat)])
end
end










subplot(2,1,1); hist(X1,30); xlim ([-2 2])
subplot(2,1,2); hist(X2,30); xlim ([-2 2])
3.5 Processus de Markov
3.5.1 Densite´s de probabilite´ conditionnelles
Un processus stochastique a e´te´ de´fini comme une famille parame´tre´e de variables
ale´atoires, voir p. 7. Jusqu’ici, nous avons essentiellement e´tudie´ et caracte´rise´ les
processus stochastiques impliquant un parame`tre continu, le temps. Lorsque le
parame`tre concerne´ est discontinu —on parle alors de se´quence ale´atoire, indexe´e
sur les instants t1, t2, ...tn,...—, la description du processus ale´atoire a` l’aide d’une
se´rie de densite´s de probabilite´s de diffe´rents rangs n’est pas ne´cessairement la
plus ade´quate.
Dans tous les cas de toute fac¸on, nous avons vu qu’e´tablir les densite´s de pro-
babilite´ conjointes entre les valeurs prises par le processus ale´atoire en diffe´rents
instants, ne pouvait eˆtre re´alisable que jusqu’a` un rang 2, voire 3, pour des raisons
pratiques. Tant qu’a` limiter l’interaction a` deux instants diffe´rents, une alterna-
tive inte´ressante consiste a` conside´rer deux instants voisins. En effet, admettons
qu’a` chaque instant tn, connaissant la valeur de la fonction ale´atoire xn, on soit
a` meˆme de de´terminer, en termes probabilistes, la fac¸on dont l’e´tat e´volue vers
l’instant n + 1. Par re´currence, il serait ainsi possible d’e´tudier la corre´lation
existant entre deux instants tn et tn+k non voisins.
Cette ide´e me´rite d’eˆtre de´veloppe´e. De fac¸on ge´ne´rale, on introduit la densite´ de
probabilite´ conditionnelle de rang n de xn, valeur de la fonction en tn,
pn (xn, tn|xn−1, tn−1; · · · ;x1, t1) (3.5.1)
comme e´tant la densite´ de probabilite´ de xn conditionne´e sur les n − 1 valeurs
prises a` tous les instants ante´rieurs t1, ...tn−1. La quantite´ pn (xn, tn|xn−1, tn−1; · · ·
;x1, t1 dxn repre´sente donc la probabilite´ que la variable ale´atoire X (tn), valeur
prise par la fonction ale´atoire a` l’instant tn, soit comprise dans ]xn, xn + dxn],
sachant qu’aux instants ante´rieurs t1 < t2 < ... < tn−1, les valeurs de X (ti)
e´taient respectivement xi, i = 1, · · · , n− 1.
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Par de´finition d’une densite´ de probabilite´ conditionnelle,
pn (xn, tn|xn−1, tn−1; · · · ;x1, t1) = pn (x1, t1; ...;xn, tn)
pn−1 (x1, t1; ...;xn−1, tn−1)
(3.5.2)
ce qui indique que les densite´s de probabilite´ conditionnelles peuvent eˆtre e´tablies
sur base de la connaissance des densite´s de probabilite´ de rangs infe´rieurs ou e´gal
a` n. En particulier,
p2 (x2, t2|x1, t1) = p2 (x1, t1;x2, t2)
p (x1, t1)
. (3.5.3)
D’un autre point de vue, si l’on connaissait les expressions des densite´s de pro-
babilite´ conditionnelles de tous rangs pn (xn, tn|xn−1, tn−1; · · · ;x1, t1), on pourrait
e´tablir les densite´s de probabilite´sde rangs correspondant. Notamment
p2 (x1, t1;x2, t2) = p1 (x1, t1) p2 (x2, t2|x1, t1) , (3.5.4)
p3 (x1, t1;x2, t2;x3, t3) = p2 (x1, t1;x2, t2) p3 (x3, t3|x2, t2;x1, t1) , (3.5.5)
ceci supposant que la densite´ de probabilite´ de rang 1, p1 (x1, t1), soit connue.
Pre´alablement, voir p. 30, nous avons introduit la notion de processus purement
ale´atoire, pour lequel la valeur du processus a` l’instant t2 est inde´pendante de la
valeur prise a` l’instant t1, soit p2 (x2, t2|x1, t1) = p1 (x2, t2). Substituant ceci dans
les e´quations pre´ce´dentes, on trouve
pn (x1, t1; ...;xn, tn) =
n∏
i=1
p1 (xi, ti) (3.5.6)
ce qui te´moigne bien de l’inde´pendance des variables ale´atoires x1, x2, ...xn.
Proprie´te´s de la densite´ de probabilite´ conditionnelle de rang n
Positivite´ − La densite´ de probabilite´ conditionnelle de rang n est une fonction
positive
pn (xn, tn|xn−1, tn−1; · · · ;x1, t1) ≥ 0 (3.5.7)
Normalisation − L’inte´grale de la densite´ de probabilite´ conditionnelle de rang n
est unitaire sur son supportˆ
R
pn (xn, tn|xn−1, tn−1; · · · ;x1, t1) dxn = 1 (3.5.8)
Compatibilite´ − On peut toujours retrouver une densite´ marginale d’ordre k < n
a` partir de la densite´ de probabilite´ conditionnelle d’ordre n. Notamment,ˆ
Rn−1
pn (xn, tn|xn−1, tn−1; · · · ;x1, t1) pn−1 (x1, t1; · · · ;xn−1, tn−1) dx1 · · · dxn−1
= p1 (xn, tn) (3.5.9)
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Densite´ de probabilite´ transitionnelle
La densite´ conditionnelle p2 (x2, t2|x1, t1) joue un roˆle particulier. On l’appelle
densite´ de probabilite´ transitionnelle et on la note q (x2, t2|x1, t1). Cette fonction
repre´sente la densite´ de probabilite´ de la valeur prise par la fonction en un instant,
connaissant la valeur prise par la fonction a` l’instant pre´ce´dent. Si le laps
de temps entre deux instants successifs diminue, la valeur prise par la se´quence




q (x2, t2|x1, t1) = δ (x2 − x1) (3.5.10)
Compte tenu de la relation (3.5.4),
lim
t2→t1
p2 (x1, t1;x2, t2) = p1 (x1, t1) δ (x2 − x1) , (3.5.11)
c’est-a`-dire que la densite´ de probabilite´ conjointe entre x1 et x2 doit tendre vers la
densite´ de probabilite´ de l’un ou l’autre lorsque les instants t1 et t2 sont infiniment
proches.
Dans l’autre cas limite, lorsque t2 − t1 → +∞, la valeur prise par la fonction
ale´atoire a` l’instant t2 doit eˆtre inde´pendante de la valeur de la fonction prise a`
l’instant t1, bien longtemps avant. Ceci se traduit par
lim
t2−t1→+∞
q (x2, t2|x1, t1) = p1 (x2, t2) (3.5.12)
ou, en termes de la densite´ de probabilite´ conjointe
lim
t2−t1→+∞
p2 (x1, t1;x2, t2) = p1 (x1, t1) p1 (x2, t2) (3.5.13)
ce qui indique bien que les variables ale´atoires X1 et X2 sont inde´pendantes.
3.5.2 Processus de Markov
Un processus de Markov est un processus tel que sa densite´ de probabilite´ condi-
tionnelle pn (xn, tn|xn−1, tn−1; · · · ;x1, t1) ne de´pend explicitement que de l’instant
le plus proche tn−1 et non pas des valeurs prises aux instants pre´ce´dents, soit
pn (xn, tn|xn−1, tn−1; · · · ;x1, t1) = q (xn, tn|xn−1, tn−1) . (3.5.14)
Compte tenu de (3.5.2), la densite´ de probabilite´ conjointe pn d’un processus de
Markov satisfait
pn (x1, t1; · · · ;xn, tn) = q (xn, tn|xn−1, tn−1) pn−1 (x1, t1; ...;xn−1, tn−1)
= q (xn, tn|xn−1, tn−1) q (xn−1, tn−1|xn−2, tn−2)
pn−2 (x1, t1; ...;xn−2, tn−2)
...
= q (xn, tn|xn−1, tn−1) · · · q (x2, t2|x1, t1) p1 (x1, t1)(3.5.15)
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de sorte que l’on puisse reconstruire les densite´s de probabilite´s de tous ordres a`
partir de la seule connaissance de la densite´ de probabilite´ de rang 1, p1 (x1, t1),
ainsi que de la densite´ de probabilite´ transitionnelle q (x2, t2|x1, t1).
La densite´ de probabilite´ de rang n d’un processus de Markov s’exprime donc par
la forme factorise´e suivante
pn (x1, t1; ...;xn, tn) = p1 (x1, t1)
n−1∏
i=1
q (xi+1, ti+1|xi, ti) , (3.5.16)
qui est a` comparer a` la forme factorise´e d’un processus purement ale´atoire, (3.5.6).
Equation de Smoluchowski
La densite´ de probabilite´ transitionnelle q (x2, t2|x1, t1) repre´sente la densite´ de
probabilite´ de la variable ale´atoire x (t2), sachant qu’en t1 la valeur de la fonction
e´tait x1. Si on conside`re tous les e´tats interme´diaires possibles x a` l’instant t ∈
[t1; t2], on peut donc e´galement e´crire
q (x2, t2|x1, t1) =
+∞ˆ
−∞
q (x, t|x1, t1) q (x2, t2|x, t) dx, (3.5.17)
l’e´quation de Smoluchowski. La densite´ de probabilite´ transitionnelle q ne peut
donc pas eˆtre quelconque. En plus de satisfaire aux proprie´te´s habituelles d’une




Ope´rations sur les Processus Ale´atoires
4.1 Ge´ne´ralite´s
La re´solution d’un proble`me concret demande de pouvoir re´aliser des ope´rations
avec les grandeurs qui sont implique´es dans ce proble`me, quelle que soit leur
nature : scalaires, vecteurs, matrices ou fonctions, de´terministes ou ale´atoires.
Cette e´tape est essentielle lorsque, connaissant un mode`le du proble`me, il s’agit
de quantifier un re´sultat. Pour rappel, tout proble`me suit la se´quence suivante
Quantifier
une donne´e
→ Mode´liser → Quantifier
un re´sultat
On apprend par exemple dans la the´orie des probabilite´s a` caracte´riser la somme
de deux variables ale´atoires ou toute fonction d’une variable ale´atoire [4].
Exemple : la densite´ de probabilite´ de la somme X1 + X2 de deux variables ale´atoires non
corre´le´es, gaussiennes de moyennes respectives µ1 et µ2 et d’e´cart-types respectifs σ1 et σ2 est






Exemple : la densite´ de probabilite´ du carre´ d’une variable ale´atoire gaussienne X1 a` moyenne
nulle est une variable ale´atoire de distribution χ2 a` un degre´ de liberte´.
Ce chapitre a pour objectif de de´velopper des concepts similaires en e´tudiant une
se´rie de transformations qui peuvent eˆtre ope´re´es sur des fonctions ale´atoires. De
fac¸on ge´ne´rale, une fonction ale´atoire est conside´re´e comme l’entre´e d’un syste`me,
qui lui-meˆme peut e´galement eˆtre stochastique, c’est-a`-dire qu’il peut ope´rer sur
le parame`tre de la fonction ainsi que sur d’autres parame`tres p du syste`me, voir
Fig. 4.1.1.
Exemple : On chauffe l’extre´mite´ d’un barreau a` l’aide d’une flamme. Ceci impose une tem-
pe´rature a` l’extre´mite´ du barreau. Sachant en outre qu’il est caracte´rise´ par une conductivite´
thermique ale´atoire, quelle est l’e´volution de la tempe´rature a` une distance donne´e de l’extre´mite´
chauffe´e. (idem avec e´coulement dans un milieu poreux).
De manie`re ge´ne´rale, un syste`me avec me´moire peut s’e´crire







Figure 4.1.1 – Relation entre´e/sortie d’un syste`me caracte´rise´ par un ensemble
de parame`tres p (e´ventuellement ale´atoires) - Approche statistique.
Figure 4.1.2 – Relation entre´e/sortie d’un syste`me caracte´rise´ par un ensemble
de parame`tre p (e´ventuellement ale´atoires) - Approche probabiliste.
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Systèmesdeterministes






Figure 4.1.3 – Grandes familles de syste`mes de´terministes.
ou` N repre´sente un ope´rateur (e´ventuellement non line´aire) et p repre´sente un
ensemble de parame`tres (e´ventuellement ale´atoires).
Exemple : m`θ¨ (t)+γθ˙ (t)−mg sin θ (t) = f (t) ou` γ est un parame`tre d’amortissement ale´atoire.
Dans le cadre de ce cours, nous limiterons les de´veloppements a` l’e´tude de sys-
te`mes de´terministes, supposant donc que la seule source d’incertitude est attri-
buable a` l’entre´e ale´atoire x (t). L’ope´rateur N ne de´pend donc que de parame`tres
de´terministes et donc a fortiori pas de parame`tres ale´atoires p (dans le cas de
l’exemple du pendule simple amorti ci-dessus, γ serait une valeur de´terministe
donne´e). A chaque re´alisation d’une fonction ale´atoire du temps, le syste`me de´-
terministe associe donc une seule autre fonction ale´atoire, en ope´rant uniquement
sur la variable ale´atoire t. Ce cas particulier de syste`me de´terministe posse`de de´ja`
une large gamme d’applicabilite´, par exemple celle de structures soumises a` des
tremblements de terre ou` la variabilite´ sur les caracte´ristiques de la structure
peuvent eˆtre ne´glige´es en regard de la variabilite´ sur l’entre´e (l’action sismique).
D’autres applications peuvent repre´senter des e´volutions de concentrations dans
des produits chimiques, de filtrage de sigaux radio ou de bruits e´le´ctromagne´tiques
parasites.
Les syste`mes de´terministes peuvent eˆtre classe´s en deux grandes cate´gories [2] :
d’une part, les syste`mes sans me´moire qui produisent a` l’instant t une sortie
Y (t) qui ne de´pend que de l’entre´e X (t) au meˆme instant, d’autre part, les
syste`mes avec me´moire dont les syste`mes L.T.I. (line´aire temps invariant)
sont un cas particulier important, voir Fig. 4.1.3.
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4.2 Syste`mes sans me´moire
Un syste`me sans me´moire prend la forme ge´ne´rique
Y (t) = g [X (t)] . (4.2.1)
La valeur prise par la variable ale´atoire Y (t) s’exprime explicitement en fonction
de la variable ale´atoire X (t), c’est-a`-dire prise au meˆme instant, et ne de´pend
pas des valeurs prises par la variable ale´atoire en d’autres instants.
Par exemple, la pression d’un fluide dans un e´coulement, sous les hypothe`ses de Bernoulli,
s’exprime par p (t) = 12ρCv
2 (t) ou` v (t) repre´sente la vitesse du fluide au meˆme endroit. Dans
ce mode`le, la pression ne de´pend pas des valeurs de la vitesse aux instants pre´ce´dents. Dans un
e´coulement turbulent v (t) est un processus ale´atoire ; il en est donc de meˆme de p (t). La question
est de savoir comment sont relie´es leur caraste´ristiques statistiques (fonction d’autocorre´lation,
densite´ spectrale de puissance) sachant que ces deux grandeurs sont relie´es par une relation
de´terministe sous-jacente.
Dans le cas d’un syste`me sans me´moire, la the´orie des variables ale´atoires offre
donc les bases ne´cessaires pour e´tudier ce type de transformation, au moins en ce
qui concerne la description de rang 1. Notamment, du cours de probabilite´s [4],
on retiendra que, pour une transformation line´aire g (X) = aX + b, avec a > 0,










Plus ge´ne´ralement, pour une fonction g (·) monotonement croissante, la densite´









Plus ge´ne´ralement, pour une fonction g (·) quelconque pre´sentant les k racines
distinctes x1, ...,xk telles que y = g (x1) = ... = g (xk), la densite´ de probabilite´
de la variable Y = g (X) s’exprime par
pY (y) =
pX [x1 (y)]
|g′ [x1 (y)]| + ...+
pX [xk (y)]
|g′ [xk (y)]| . (4.2.4)
Soit px (x, t) la densite´ de probabilite´ de rang 1 du processus ale´atoire x (t). La
densite´ de probabilite´ py (y, t) de rang 1 du processus ale´atoire y (t) = g [x (t)]
s’exprime donc par





g−1 (y) , t
)
. (4.2.5)
pour une fonction g (·) monotonement croissante, et par
py (y, t) =
px [x1 (y, t)]
|g′ [x1 (y)]| + ...+
px [xk (y, t)]
|g′ [xk (y)]| (4.2.6)
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dans le cas ge´ne´ral.
Par la de´finition de l’espe´rance mathe´matique (3.2.1), on peut ve´rifier que la
moyenne du processus ale´atoire y (t) s’e´crit
E [y (t)] =
+∞ˆ
−∞














g (x) px (x, t) dx (4.2.7)
(ou` l’on suppose que les supports des processus ale´atoires x (t) et y (t) sont
[−∞; +∞]).
Tout comme la relation (4.2.7) e´tend les principes de transformation d’une va-
riable ale´atoire a` un processus ale´atoire au rang 1, les principes de transformation
de deux variables ale´atoires conjointes permettent de de´terminer les caracte´ris-
tiques de rang 2 d’un processus transforme´. Notamment, la densite´ de probabilite´
conjointe de deux variables ale´atoires Y1 = g1 (X1, X2) et Y2 = g2 (X1, X2) s’e´crit











































































correspond au Jacobien de la transformation sans me´moire. Par conse´quent, la
densite´ de probabilite´ de rang 2 du processus ale´atoire y (t) = g [x (t)] s’e´crit


















∣∣∣J (x(k)1 , x(k)2 )∣∣∣ .
(4.2.11)
Par ailleurs, on peut e´galement de´montrer que
E [y (t1) y (t2)] =
+∞¨
−∞
g (x1) g (x2) px (x1, t1;x2, t2) dx1dx2. (4.2.12)
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L’e´valuation de la fonction d’autocovariance du processus ale´atoire y a` l’aide
de la relation pre´ce´dente n’est pas toujours simple. Il existe cependant quelque
cas simples, comme les transformations polynomiales qui offrent la possibilite´ de
de´veloppements analytiques simples, comme illustre´ ci-dessous dans le cas de la
fonction d’autocovariance du carre´ d’un processus gaussien.
Proprie´te´s sur les transformations sans me´moire
Si x (t) est un processus ale´atoire stationnaire au sens strict, alors y (t) = g [x (t)]
est un processus stationnaire au sens strict.
Exemple
Soit la transformation y (t) = x2 (t), ce qui implique que y (t) ≥ 0,∀t. Puisque
la fonction y = x2 admet les deux racines x1 =
√
y et x2 = −√y, la densite´ de
probabilite´ de rang 1 du processus ale´atoire y (t) s’e´crit, cf (4.2.6),















et E [y (t)] = E [x2 (t)] =
´ +∞
−∞ x
2 px (x, t) dx.








posse`de les quatre racines (x1, x2) =
(±√y1,±√y2), la densite´ de probabilite´ de
rang 2 s’e´crit








y1, t1;±√y2, t2) (4.2.15)
ou` la somme est re´alise´e sur les quatre racines. Si le processus ale´atoire x (t) est
stationnaire, la densite´ de probabilite´ de rang 2 ne de´pend que de τ = t2 − t1, et
il en est donc de meˆme de la densite´ de probabilite´ de rang 2 du processus y. De
plus, la fonction d’autocovariance du processus ale´atoire y s’exprime par
Ry (τ) = E [y (t) y (t+ τ)] = E
[
x2 (t)x2 (t+ τ)
]
. (4.2.16)
Si en outre le processus ale´atoire x est un processus gaussien de moyenne nulle
et de variance σ2x, alors
1








+ 2 (E [x (t)x (t+ τ)])2
= σ4x + 2R
2
x (τ) (4.2.17)
En particulier, le carre´ moyen du processus ale´atoire y vaut Ry (0) = 3σ
4
x.
En termes de densite´ spectrale de puissance, puisqu’elle forme une paire de Fourier
avec la fonction d’autocovariance et que, par le the´ore`me de dualite´, a` un produit















dans un domaine correspond une convolution dans le domaine dual, la densite´
spectrale de puissance du carre´ d’un processus ale´atoire gaussien centre´ est obtenu
par auto-convolution de la densite´ spectrale du processus d’entre´e, soit
Sy (ω) = σ
4
xδ (ω) + 2
+∞ˆ
−∞
Sx (ω¯)Sx (ω − ω¯) dω¯. (4.2.18)
Cette relation montre imme´diatement que le processus ale´atoire y (t) n’est pas a`
moyenne nulle. Elle vaut σ2x, la racine carre´ de l’intensite´ de la fonction de Dirac
centre´e a` l’origine.
4.3 Syste`mes LTI (line´aire-temps-invariant)
4.3.1 Rappel de la solution de´terministe
Un syste`me repre´sente´ par un ope´rateur L est dit line´aire si et seulement si
L [a1x1 (t) + a2x2 (t)] = a1L [x1 (t)] + a2L [x2 (t)] . (4.3.1)
∀a1, a2 ∈ R. L’ensemble des ope´rateurs L, dits e´galement line´aires, satisfaisant
cette proprie´te´ est un sous-ensemble des ope´rateurs N de´terministes conside´re´s
avant. L’application de l’ope´rateur a` une combinaison line´aire d’entre´es x1 (t),
x2 (t), ... rend la meˆme combinaison line´aire des sorties associe´es y1 (t) = L [x1 (t)],
y2 (t) = L [x2 (t)], ... a` chacune des ces entre´es prises se´pare´ment.
En outre, un ope´rateur line´aire est dit temps-invariant, si et seulement si
y (t) = L [x (t)]⇒ y (t− t0) = L [x (t− t0)] (4.3.2)
c’est-a`-dire si un de´calage de t0 dans l’entre´e re´sulte en un de´calage identique
dans la sortie.
Du cours de syste`me [2], on sait qu’un syste`me LTI est comple`tement repre´sente´
par sa fonction de re´ponse impulsionnelle
h (t) = L [δ (t)] (4.3.3)
de´finie par la re´ponse du syste`me a` une fonction de Dirac en entre´e.
Exemple : L’e´quation gouvernant les oscillations d’un pendule simple soumis a` une activa-





g/`t. Elle est repre´sente´e a` la Figure 4.3.1.
La re´ponse (sortie) d’un syste`me LTI soumis a` une entre´e arbitraire x (t) est
obtenue par une convolution de sa fonction de re´ponse impulsionnelle. En effet,










Figure 4.3.1 – Figure : Exemple de syste`me LTI. La fonction de re´ponse impul-
sionnelle est la re´ponse a` un Dirac d’intensite´ unitaire.
a` laquelle l’ope´rateur line´aire est applique´, on obtient
y (t) = L [x (t)] = L
 +∞ˆ
−∞
x (τ) δ (t− τ) dτ
 , (4.3.5)




x (τ)L [δ (t− τ)] dτ (4.3.6)
puisque l’ope´rateur L n’agit que sur le temps t (x (τ) est donc vu comme une
constante par l’ope´rateur). Finalement, puisque le syste`me est temps-invariant (et





x (τ)h (t− τ) dτ =
+∞ˆ
−∞
h (τ)x (t− τ) dτ. (4.3.7)
La re´ponse d’un syste`me LTI a` une entre´e arbitraire s’obtient donc par une convo-
lution de l’entre´e x (t) par la fonction de re´ponse impulsionnelle h (t).
4.3.2 Solution stochastique dans le domaine temporel
Lorsque les entre´e x (t) et sortie y (t) de ce syste`me line´aire sont des processus
ale´atoires, caracte´rise´s a` l’aide de densite´s de probabilite´s de tous rangs, cette
inte´grale de convolution reste d’application pour chaque re´alisation du processus
en entre´e. A chaque re´alisation xi (t) du processus d’entre´e, on associe donc une




xi (τ)h (t− τ) dτ =
+∞ˆ
−∞
h (τ)xi (t− τ) dτ. (4.3.8)
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En appliquant l’ope´ration d’espe´rance mathe´matique de chaque coˆte´ de cette
e´quation, on trouve
E [y (t)] = µy (t) =
+∞ˆ
−∞




µx (τ)h (t− τ) dτ, (4.3.9)
c’est-a`-dire que l’e´volution au cours du temps de la moyenne µy (t) du processus
de sortie est obtenue en convoluant la fonction de re´ponse impulsionnelle avec
l’e´volution au cours du temps de la moyenne µx (t) du processus d’entre´e. Si
x (t) est stationnaire au sens large, alors sa moyenne ne de´pend pas du temps,




h (τ)E [x (t− τ)] dτ = µx
+∞ˆ
−∞
h (τ) dτ = cst, (4.3.10)
la sortie e´tant donc de moyenne constante.
La fonction d’autocovariance est obtenue en appliquant l’ope´rateurE [·] a` y (t1) y (t2),
puisque Ry (t1, t2) = E [y (t1) y (t2)], soit
Ry (t1, t2) = E
 +∞ˆ
−∞
x (τ1)h (t1 − τ1) dτ1
+∞ˆ
−∞









Rx (τ1, τ2)h (t1 − τ1)h (t2 − τ2) dτ1dτ2.
On peut e´galement e´crire
Ry (t1, t2) =
+∞¨
−∞
Rx (t1 − τ1, t2 − τ2)h (τ1)h (τ2) dτ1dτ2 (4.3.11)
ce qui indique que la fonction d’autocovariance de la sortie Ry (t1, t2) est obtenue
par double convolution de la fonction d’autocovariance de l’entre´e Rx (t1, t2).
Dans le contexte d’une entre´e stationnaire au sens large, Rx (τ1, τ2) s’e´crit en
fonction de ∆τ = τ2 − τ1 uniquement. Pour autant que l’entre´e soit stationnaire,
on peut donc e´crire
Ry (t1, t2) =
+∞¨
−∞
Rx (∆τ)h (t1 − τ1)h (t2 − τ1 −∆τ) dτ1d∆τ. (4.3.12)
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Figure 4.3.2 – Re´ponse transitoire d’un oscillateur soumis a` un bruit blanc et
partant du repos (repre´sentation temporelle).




Rx (∆τ)h (t− τ1)h (t− τ1 −∆τ) dτ1d∆τ. (4.3.13)
Il est important de remarquer que, meˆme si l’entre´e est stationnaire, les carac-
te´ristiques statistiques de la sortie varient dans le temps. Ceci est a` relier a` la
notion de temps de me´moire d’un syste`me line´aire [2].
Pour un syste`me physique, c’est-a`-dire avec un temps de me´moire fini, la solution
tend asymptotiquement vers une solution stationnaire que l’on obtient en e´crivant
que la fonction d’autocovariance de la sortie est e´galement stationnaire au sens
large, donc t2 = t1 + ∆t
Ry (t1, t1 + ∆t) =
+∞¨
−∞
Rx (∆τ)h (t1 − τ1)h (t1 + ∆t− τ1 −∆τ) dτ1d∆τ
ou` la fonction Ry ne de´pend que de ∆t et non pas t1. On peut donc choisir t1 de




Rx (∆τ)h (t1)h (t1 + ∆t−∆τ) dt1d∆τ. (4.3.14)
Par conse´quent, la variance de la solution stationnaire, obtenue apre`s que la partie
transitoire de la solution ait disparu, s’exprime par
σ2y,∞ = Ry (0) =
+∞¨
−∞
Rx (∆τ)h (t1)h (t1 −∆τ) dt1d∆τ. (4.3.15)
Prenons l’exemple d’un oscillateur a` un degre´ de liberte´ sollicite´ par un bruit
blanc centre´ (µx = 0) d’intensite´ S0. La fonction d’autocovariance associe´e a` un
bruit blanc est une fonction de Dirac centre´e en ∆τ = 0 et d’intensite´ Rx =
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2piS0. Puisque la sollicitation moyenne est nulle, il en est de meˆme de la re´ponse










En remplac¸ant h(t) par son expression pour l’oscillateur simple,
h(t) =








pour t > 0.
ou` m repre´sente la masse de l’oscillateur, ω1 sa pulsation propre et ξ son coefficient
d’amortissement, on obtient apre`s quelques de´veloppements l’expression du carre´














La figure 4.3.2 repre´sente cette fonction et illustre la non stationnarite´ de la
re´ponse, puisque le second moment statistique de´pend du temps, bien que la sol-
licitation soit stationnaire. Apre`s un temps suffisamment important, l’argument












Cette relation aurait pu eˆtre obtenue directement a` partir de (4.3.15), en y rem-
plac¸ant l’expression de la fonction de re´ponse impulsionnelle. Notons e´galement
que la fonction d’autocovariance de la solution, en mode stationnaire, est obtenue
par (4.3.14), soit
Ry (∆t) = 2piS0
+∞ˆ
0










4.3.3 Solution stochastique dans le domaine fre´quentiel
Dans le domaine fre´quentiel, l’analyse de´terministe se re´sume a`
Y (ω) = H (ω)X (ω) (4.3.19)
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ou` H (ω) est la fonction de re´ponse fre´quentielle, cf [2], de´finie comme e´tant la

















sont les transforme´es de Fourier de x (t) et y (t). Cette relation illustre le the´o-
re`me de dualite´ qui indique qu’a` une multiplication dans un domaine (temporel
ou fre´quentiel) correspond une convolution dans le domaine dual (fre´quentiel ou
temporel), et vice-versa.
L’approche fre´quentielle a essentiellement de l’inte´reˆt lorsque la solution station-
naire du syste`me est e´tudie´e. De`s lors, la densite´ spectrale de puissance de y (t) est
obtenue, rigoureusement, comme e´tant la transforme´e de Fourier de la fonction






Rx (∆τ)h (t1)h (t1 + τ −∆τ) e−jωτdτdt1d∆τ.


















= H (ω)Sx (ω)H (ω)
= |H (ω)|2 Sx (ω) (4.3.20)
c’est-a`-dire que la densite´ spectrale de puissance de la solution stationnaire a` un
syste`me LTI s’obtient simplement en multipliant la densite´ spectrale de puissance
de l’entre´e par la norme au carre´ de la fonction de transfert.
Si la relation (4.3.20) est vraie quel que soit le processus stationnaire conside´re´,
elle est donc e´galement valable pour un processus ergodique. Il est inte´ressant de
2. il existe diffe´rentes fac¸on de normaliser la transforme´e de Fourier, avec ou sans le facteur
1/2pi. On voit ici que H (ω) et X (ω), Y (ω) sont de´finis avec des conventions diffe´rentes, pour
rester consister avec la pratique habituelle de la the´orie des syste`mes.
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Figure 4.3.3 – Re´ponse d’un oscillateur soumis a` un bruit blanc (repre´sentation
fre´quentielle).











= |H (ω)|2 Sx (ω) . (4.3.21)
L’utilite´ pratique d’avoir de´termine´ la densite´ spectrale de puissance de la re´ponse
d’un syste`me LTI a` une excitation ale´atoire est de pouvoir obtenir la variance σ2y
de la re´ponse. Elle est obtenue par inte´gration sur les fre´quences, par la proprie´te´
fondamentale de la densite´ spectrale de puissance. Il en est de meˆme pour les
autres moments spectraux.
Exemple 1
La densite´ spectrale de la re´ponse de l’oscillateur simple sollicite´ par un bruit
blanc d’intensite´ S0 s’e´crit (cf Fig. 4.3.3)
Sy (ω) = S0











La variance du de´placement de l’oscillateur s’obtient par inte´gration de la densite´

















)2dω = piS0ω12ξk2 . (4.3.23)
Cette relation est identique a` celle obtenue lors de la re´solution dans le domaine
temporel. Le chemin utilise´ pour y arriver est cependant diffe´rent dans la mesure












Figure 4.4.1 – Utilisation de la simulation de re´alisations dans le cadre de la
de´termination des caracte´ristiques probabilistes de la re´ponse d’un syste`me a` une
entre´e ale´atoire spe´cifie´e de fac¸on probabiliste.
Exemple 2
On conside`re le syste`me qui, a` l’entre´e x (t), associe la re´ponse y (t) telle que
α1y
′ (t) + α0y (t) = β0x (t) . (4.3.24)
Ce genre de syste`me est couramment rencontre´ dans de nombreuses applications
de diffe´rents domaines de l’inge´nieur (chimie, thermique, e´lectricite´, me´canique,
traitement de signal) dans lesquels les coefficients re´els α1 6= 0, α0 et β0 repre´-
sentent des grandeurs diffe´rentes. La transformation dans le domaine fre´quentiel
donne
(α1jω + α0)Y (ω) = β0X (ω) . (4.3.25)
Pour le syste`me caracte´rise´ par l’e´quation (4.3.24), la densite´ spectrale de puis-
sance Sy (ω) de la re´ponse s’exprime donc en fonction de la densite´ spectrale de





Sx (ω) . (4.3.26)
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4.4 Autres syste`mes
La Figure 4.4.1 illustre les diffe´rentes possibilite´s relatives aux calculs qui peuvent
eˆtre re´alise´s avec des processus ale´atoires.
Lorsque le processus ale´atoire d’entre´e x (t) repre´sentant les donne´es du proble`me
est spe´cifie´ a` l’aide de re´alisations (ligne infe´rieure), le processus ale´atoire de sor-
tie y (t) est obtenu par une collection de re´alisations, chacune d’entre elles e´tant
obtenue par l’application N [·] a` une re´alisation xi (t) du processus ale´atoire x.
Aborder le proble`me de la sorte demande, certes un effort de calcul conse´quent,
sinon, simplement la possibilite´ de re´soudre le proble`me de´terministe correspon-
dant.
Lorsque le processus ale´atoire d’entre´e x (t) est spe´cifie´ a` l’aide d’une repre´senta-
tion probabiliste (ligne supe´rieure) et que le processus ale´atoire de sortie y (t) doit
e´galement eˆtre spe´cifie´ de la sorte, il convient d’appliquer les me´thodes d’analyse
de´crites aux sections pre´ce´dentes. Il ne fait nul doute que cette approche est sou-
vent la plus rapide, a` condition de savoir et de pouvoir l’appliquer. Nous nous
sommes limite´s dans ce cours a` l’e´tude de transformations sans me´moire, de fa-
c¸on assez ge´ne´rale, ainsi qu’aux transformations avec me´moire, pour une classe
relativement e´troite de proble`mes. Il existe e´galement des solutions dans d’autres
gammes de proble`mes que ce cours introductif ne permet pas de couvrir, et, a`
l’oppose´, il existe e´galement une se´rie de proble`mes classiques de l’inge´nieur pour
lesquelles le de´veloppement analytique de relations entre les caracte´ristiques pro-
babilistes de l’entre´e et de la sortie sont tre`s difficiles. C’est notamment le cas de
syste`mes non line´aires.
Etant donne´ que le passage par la ligne infe´rieure de la Figure 4.4.1 est, pour ainsi
dire, toujours ouvert, l’analyse d’un syste`me soumis a` une action ale´atoire spe´ci-
fie´e de fac¸on probabiliste peut toujours eˆtre re´alise´e en repre´sentant le processus
ale´atoire a` l’aide d’une se´rie “infinie” de re´alisations —ceci est de´veloppe´ dans le
chapitre 5—, puis en e´tablissant la se´rie de re´alisations du processus de sortie,
pour finalement en de´terminer, par infe´rence, les caracte´ristiques probabilistes.
C’est le chemin d’analyse repre´sente´ par la fle`che grise´e a` la Figure 4.4.1.
4.5 Exercices
1. Un circuit RL se´rie est caracte´rise´ par l’e´quation diffe´rentielle suivante
u (t) = Ldi(t)
dt
+Ri (t)
ou` u (t) repre´sente la tension aux bornes du montage (en V), i (t) l’intensite´ du
courant e´lectrique (en A), L l’inductance de la bobine (en H) et R la re´sistance
totale du circuit (en Ω). Calculez l’e´cart-type (stationnaire) de l’intensite´ i (t)
sachant que la tension u (t) est un bruit blanc d’intensite´ Su.
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ou` α ∈ R, β ∈ R.
1. Comment peut-on exprimer la fonction d’autocorre´lation du processus y
en fonction de celle du processus x ?
2. Comment peut-on exprimer la densite´ spectrale de puissance du processus
y en fonction de celle du processus x ?
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Chapitre 5
Ge´ne´ration de Re´alisations de Processus Ale´atoires
5.1 Ge´ne´ralite´s
Les e´le´ments de processus stochastiques aborde´s dans le cadre de ce cours visent a`
mettre en avant l’existence d’une double repre´sentation d’un processus ale´atoire.
Le passage de la repre´sentation “statistique”, par une se´rie the´oriquement infinie
de re´alisations a` la repre´sentation“probabiliste” a` l’aide de densite´s de probabilite´
de tous rangs est e´troitement lie´e a` la notion d’infe´rence statistique. Notamment,
au chapitre 3, les histogrammes 1-D et 2-D ont e´te´ utilise´s comme estimateurs
des densite´s de probabilite´ de rangs 1 et 2.
Dans l’autre sens, le passage de la repre´sentation probabiliste vers la repre´senta-
tion statistique, demande de cre´er a` partir des densite´s de probabilite´s de tous
rangs, des re´alisations de ce processus ale´atoire. C’est ce qui est e´tudie´ dans ce
chapitre. Cet aspect est particulie`rement inte´ressant lorsqu’il s’agit d’e´tudier la
re´ponse d’un syste`me complexe a` une entre´e ale´atoire, cf. Fig. 4.4.1.
Ce chapitre est de´coupe´ en trois parties distinctes relatives a` la ge´ne´ration de
re´alisations de
— processus ale´atoires construits a` partir de variables ale´atoires ; dans ce
cas, la ge´ne´ration se limite essentiellement a` de la ge´ne´ration de variables
ale´atoires ;
— processus de Markov, ou repre´sente´s par une densite´ de probabilite´ tran-
sitionnelle ;
— processus repre´sente´s par leur densite´s de probabilite´s de tous rangs. Plus
pre´cise´ment, nous nous inte´resserons essentiellement a` la simulation de
re´alisations d’e´chantillons de processus stationnaires caracte´rise´s par leur
fonction d’autocovariance ou leur densite´ spectrale de puissance.
5.2 Transformation de variables ale´atoires
Une premie`re famille regroupe les processus ale´atoires qui s’expriment par
x (t) = f [ϕ (t) ,p] (5.2.1)
ou` ϕ (t) = {ϕ1 (t) , · · · , ϕm (t)} repre´sente un ensemble de fonctions de´terministes
et ou` p = {P1, · · · , Pn} repre´sente un ensemble de variables ale´atoires. Il s’agit
71







Figure 5.2.1 – Exemples de re´alisations du processus ale´atoire x (t) = P1sin(P2t+
P3).
donc d’une transformation de variables ale´atoires, indexe´e sur le temps. C’est un
type de processus ale´atoire qui n’a pas re´ellement e´te´ e´tudie´ dans ce cours car il
pre´sente ge´ne´ralement moins d’inte´reˆt ge´ne´ral et une plus grand typicite´. Il est
pourtant de le plus simple a` imaginer, et meˆme a` ge´ne´rer.





Exemple : x (t) = P1sin(P2t+ P3)
Simuler un e´chantillon de ce processus ale´atoire consiste simplement a` simuler
une re´alisation des variables ale´atoires p, cf. [4]. Par exemple, la Figure 5.2.1 re-
pre´sente un ensemble de re´alisations du processus ale´atoire x (t) = P1sin(P2t+P3)
ou` P1 est une variable uniforme sur l’intervalle [1; 2], P2 est une variable normale
de moyenne 2pi et d’e´cart-type unitaire, et P3 est un de´phasage uniforme´ment
re´parti sur [0, 2pi]. Ces trois variables ont e´te´ ge´ne´re´es en supposant qu’elles sont
inde´pendantes les unes des autres.
Matlab -
figure
N=12; clr = {’r’,’k’,’b’,’m’,’c’,’y’,’g’};
t = 0:0.01:5;
for i=1:N
A = 1 + rand(1);
w = 2*pi + randn(1);
phi = 2*pi * rand(1);
f = A * sin(w*t+phi);
plot(t,f, char(clr(mod(i,7)+1)),’marker’,’.’); hold on
end
5.3 Processus de Markov
Les processus de Markov sont des processus qui sont uniquement caracte´rise´s
par une densite´ de probabilite´ initiale p (x0) et une densite´ de probabilite´ transi-
tionnelle q (x2, t2|x1, t1). En conse´quence, des re´alisations de ce type de processus
peuvent eˆtre obtenues par une simple re´currence, une propagation successive dans
le temps, ou` l’e´tat a` un instant donne´ de´pend de l’e´tat a` l’instant imme´diatement
pre´ce´dent.
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Nous nous contenterons simplement d’illustrer ici la ge´ne´ration d’un e´chantillon
d’une se´quence discre`te ale´atoire (une chaˆıne) x (t0) , · · · , x (tn) , · · · .
Une premie`re phase consiste a` initialiser l’e´chantillon. Connaissant la densite´ de
probabilite´ initiale, un e´chantillon de la variable ale´atoire X (t0) peut eˆtre ob-
tenu, cf. [4]. Commence alors le proce´de´ ite´ratif. Connaissant la re´alisation x (tn),
avec n ≥ 0 de la variable ale´atoire X (tn), la densite´ de probabilite´ transitionnelle
q (xn+1, tn+1|xn, tn), a` interpre´ter comme une densite´ de probabilite´ conditionnelle
peut eˆtre estime´e pour la valeur particulie`re re´alise´e x (tn). La densite´ de proba-
bilite´ re´sultante est utilise´e pour de´terminer une re´alisation x (tn+1) de la variable
ale´atoire X (tn+1).
Comme exemple simple, on peut imaginer un jeu de pile ou face ou` un joueur mise
syste´matiquement un euro sur le re´sultat du lancer. S’il dit juste, il remporte le
double de la mise (deux euros) ; s’il dit faux, il perd la mise. L’objet de la question
consiste a` de´terminer la densite´ de probabilite´ du gain, apre`s avoir lance´ n fois
la pie`ce. Ce proble`me peut eˆtre re´solu de fac¸on explicite, mais sa solution est
aborde´e par simulation dans cette section.
On note xn le gain cumule´ apre`s n lancers. La densite´ de probabilite´ initiale est
p (x0 = k) = δk0 (5.3.1)
puisque le gain est nul lorsque le jeu commence. A chaque lancer de pie`ce, le joueur
soit gagne un euro, soit perd un euro. La densite´ de probabilite´ transitionnelle
s’exprime donc par
p (xn+1 = k) =
1
2
p (xn = k − 1) + 1
2
p (xn = k + 1) (5.3.2)
ou` p (xn = k) repre´sente la probabilite´ que le gain cumule´ soit e´gal a` k apre`s
n lancers. En d’autres mots, partant d’un gain cumule´ nul, chaque lancer de
pie`ce consiste a` augmenter le gain d’une unite´, ou a` le diminuer d’une unite´. Le
proce´de´ ite´ratif de simulation d’une re´alisation de la se´quence ale´atoire consiste
donc a` tirer une re´alisation de la variable ale´atoire dichotomique distribue´e de
fac¸on e´quiprobable dans {−1; 1}. Ce proble`me est donc re´solu a` l’aide des lignes
de code suivantes.
Matlab -
N = 500; x=zeros(N,1);
x(1)=0;
for i=2:N




La figure 5.3.1 repre´sente 10 re´alisations diffe´rentes de ce jeu. L’apparent e´vase-
ment de l’enveloppe de ces re´alisations indique que l’espe´rance d’avoir un gain
significatif augmente lentement avec le nombre de lancers. Pour re´pondre a` la
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Figure 5.3.1 – Exemples de re´alisations du gain cumule´ lors du jeu de pile ou
face.
















































Figure 5.3.2 – Histogrammes du gain cumule´ apre`s n = 5, 10, 20, 50, 100 et 200
lancers
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question plus pre´cise´ment, on peut estimer les densite´s de probabilite´ du gain cu-
mule´ a` partir de l’histogramme de re´alisations calcule´es en des instants pre´cis. A
titre d’exemple, la figure 5.3.2 repre´sente les distributions du gain, obtenues apre`s
des nombres de lancers diffe´rents, et a` partir d’un ensemble de 5000 re´alisations.
5.4 Processus spe´cifie´ par ses densite´s de probabilite´
Il reste finalement a` e´tudier le cas le plus ge´ne´ral ou` le processus ale´atoire en
question est de´crit a` l’aide de ses densite´s de probabilite´ de diffe´rents rangs. Plus
particulie`rement, nous nous limitons dans ce cours a` la simulation de re´alisations
de processus ale´atoires stationnaires, au second rang au moins. En particulier,
nous e´tudions deux me´thodes de simulation d’e´chantillons d’un processus ale´atoire
gaussien, dont la densite´ spectrale de puissance Sy (ω) est connue
1.
5.4.1 Bruit blanc
Un bruit blanc est un processus ale´atoire stationnaire dont le contenu fre´quentiel
est uniforme´ment distribue´ sur la plage ω ∈ [−∞,+∞]. D’apre`s la proprie´te´
fondamentale de la densite´ spectrale de puissance, cf. (3.3.24), l’e´nergie associe´e
a` un tel processus ale´atoire est donc infinie. En d’autres mots, e´tant donne´ que
la fonction d’autocovariance d’un bruit blanc s’exprime par
R (∆t) = R0δ (∆t) , (5.4.1)
il est suppose´ pouvoir changer significativement de valeur, voire meˆme changer de
signe sur un intervalle de temps aussi court que de´sire´ puisqu’il n’y a aucune cor-
re´lation entre les valeurs prises par la re´alisation, aussi proches soient les instants
conside´re´s. En re´alite´, ce type de processus ale´atoire n’a d’inte´reˆt pratique dans
les proble`mes d’inge´nieur que lorsqu’il est conside´re´ comme l’entre´e d’un syste`me
visant a` filtrer le contenu fre´quentiel dans une certaine bande passante.
Inde´pendamment de cette limitation sur la magnitude de l’e´nergie contenue dans
un bruit blanc, on peut commencer par interpre´ter (5.4.1) comme la non corre´-
lation des valeurs prises par le processus ale´atoire en deux instants voisins. Il est
donc naturellement tentant de disposer a` la suite les unes des autres, des re´a-
lisations de variables ale´atoires, obtenues inde´pendamment les unes des autres,
cf. Fig. 5.4.1. Dans un processus de discre´tisation ou` le nombre de grandeurs
effectivement re´alise´es est fini, il est impossible de re´duire l’intervalle de discre´-
tisation dt a` ze´ro. On ne dispose a priori d’aucune information sur ce qu’il se
passe entre deux points ge´ne´re´s. On pourrait les relier par un segment de droite,
comme a` la Figure 5.4.1, ce qui est certainement la moins bonne des choses a`
faire puisque, s’il s’agit d’un bruit blanc, le processus est suppose´ pouvoir varier
tre`s rapidement dans un intervalle dt, aussi court soit-il. Par ailleurs, le the´o-
re`me de Shannon indique qu’aucune information n’est disponible au-dela` de la
demi-fre´quence d’e´chantillonnage 1/2dt dans un signal re´el e´chantillonne´ avec une
1. Le cas de processus caracte´rise´s par leur fonction d’autocovariance suit la meˆme proce´dure
puisqu’elle peut eˆtre obtenue comme e´tant la transforme´e de Fourier inverse de la densite´
spectrale de puissance (Wiener-Khintchine).
75
dt
Figure 5.4.1 – Approche du bruit blanc par une succession de re´alisations de
variables ale´atoires inde´pendantes les unes des autres




est tout simplement nul. On cre´e ainsi une re´alisation d’un bruit blanc
en bande limite´e car le contenu fre´quentiel est constant sur la plage de fre´quence















(xi − µ[xi])2 . (5.4.3)
Il est donc important de retenir que le bruit blanc (the´orique, ou “en bande
infinie”) n’a de sens que dans une version analytique ; il devient ipso facto en bande
limite´e lorsqu’il s’agit d’en e´tablir une re´alisation discre`te, avec une re´solution
temporelle non nulle.
Dans la pratique, si c’est l’intensite´ du bruit blanc en bande limite´e S0 qui importe,








Les quelques lignes suivantes indiquent comment ge´ne´rer une re´alisation d’un
processus ale´atoire gaussien en bande limite´e. La commande x = randn(N,1); est la










Figure 5.4.2 – Simulation d’un e´chantillon par filtrage d’un bruit blanc
5.4.2 Filtrage d’un bruit blanc
La simulation d’un e´chantillon d’un bruit blanc (en bande limite´e) est une e´tape
essentielle dans la simulation d’un e´chantillon d’un processus ale´atoire station-
naire plus ge´ne´ral, caracte´rise´ par une densite´ spectrale de puissance quelconque
Sy (ω). En effet, la densite´ spectrale de puissance de la re´ponse y (t) d’un syste`me
LTI soumis a` une entre´e ale´atoire x (t) s’exprime par
Sy (ω) = |H (ω)|2 Sx (ω) (5.4.5)
ou` H (ω) repre´sente la fonction de re´ponse fre´quentielle du syste`me en question,
cf Section 4.3. En particulier, la densite´ spectrale de puissance de la re´ponse d’un
syste`me soumis a` un bruit blanc d’intensite´ unitaire, Sx (ω) = 1, s’e´crit
Sy (ω) = |H (ω)|2 . (5.4.6)
On peut donc voir le processus ale´atoire y (t) comme la re´ponse d’un syste`me
soumis a` un bruit blanc, ce syste`me e´tant virtuellement imagine´ de sorte que
sa fonction de re´ponse fre´quentielle satisfasse (5.4.6), cf. Fig. 5.4.2. Le proble`me
conside´re´ se rame`ne donc “simplement” a` la mise au point d’un syste`me virtuel,





En effet, de`s la mise au point de ce syste`me virtuel, il est possible d’utiliser les
outils d’analyse de´terministe permettant de calculer la re´ponse yi (t) de ce sys-
te`me sous une re´alisation d’un bruit blanc qui est ge´ne´re´e comme indique´ a` la
Section 5.4.1. On obtient plusieurs re´alisations du processus ale´atoire y (t) en
re´pe´tant l’ope´ration de filtration sur plusieurs re´alisations de bruit blanc. L’ope´-
ration, parfois difficile, relative a` la mise au point du syste`me virtuel ne doit eˆtre
re´alise´e qu’une seule fois, et non pas a` la cre´ation de chaque nouvelle re´alisation.
Pour autant que le syste`me virtuel a` imaginer de fac¸on a` satisfaire (5.4.7) soit
un syste`me avec me´moire, il existe un temps de me´moire dans la re´ponse y (t).
Puisque les ope´rations pre´sente´es dans cette section visent a` ge´ne´rer un e´chan-
tillon d’un processus ale´atoire stationnaire, il convient d’identifier cette phase
transitoire et de l’e´liminer de sorte a` ne conserver que la partie stationnaire de
l’e´chantillon simule´.
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Le proble`me sous-jacent a` la simulation, qui est la de´termination d’un syste`me tel
que sa fonction de re´ponse fre´quentielle soit donne´e par (5.4.7) est un proble`me
inverse. Il peut tre`s souvent eˆtre re´solu en ge´ne´ralisant l’exemple de la page (68)













ou` la de´rive´e d’ordre i = 0 repre´sente, conventionnellement, la fonction y (t). La










si bien que, sous l’effet d’une entre´e x (t) repre´sente´e par un bruit blanc d’intensite´























Cette expression est une expression en ω2. Les parame`tres αi et βi peuvent donc
eˆtre de´termine´s de fac¸on a` ce que la densite´ spectrale de puissance du processus
autore´gressif Sarmay (ω) s’ajuste au mieux sur la densite´ spectrale de puissance
Sy (ω) du processus a` simuler. Ceci peut eˆtre re´alise´ par une minimisation des
e´carts au sens des moindres carre´s.
5.4.3 De´composition fre´quentielle
La densite´ spectrale de puissance estime´e a` partir d’une re´alisation xi (t) d’un






ou` Xi(ω;T ) repre´sente la transforme´e de Fourier tronque´e du processus. La limite
dans cette relation provient du fait qu’un e´chantillon de dure´e borne´e ne peut pas
contenir tout l’information qu’il pourrait y avoir dans une densite´ spectrale de
puissance, notamment dans le domaine des plus basses fre´quences.
Dans la pratique cependant, on manipule souvent des e´chantillons de processus
ale´atoires dont le contenu fre´quentiel se trouve essentiellement distribue´ dans
une plage de fre´quences [ωmin, ωmax]. Les plus basses fre´quences a` repre´senter, de
l’ordre de ωmin donc, peuvent eˆtre repre´sente´es a` l’aide de signaux dont la dure´e




permet donc de pre´ciser comment cette limite mathe´matique peut eˆtre interpre´te´e
(contourne´e) lorsqu’il s’agit de de´terminer un e´chantillon d’un processus ale´atoire,
qui, par essence, doit couvrir une dure´e limite´e dans le temps.




|Xi(ω;T )|2 . (5.4.11)
Dans le contexte maintenant de la simulation d’un e´chantillon de processus ale´a-
toire, on voit donc que la transforme´e de Fourier tronque´e du signal a` ge´ne´rer













ou` φ (ω) est un de´phasage ale´atoire, ou parfois choisi de fac¸on arbitraire. La
liberte´ offerte par le choix de ce de´phasage ale´atoire indique bien que le proce´de´
de ge´ne´ration d’un processus ale´atoire est une ope´ration qui peut ne pas s’ope´rer
de fac¸on univoque. En d’autres mots, alors que le calcul de la densite´ spectrale
de puissance d’un e´chantillon d’un processus ale´atoire stationnaire est unique, cf
(5.4.11), l’ope´ration inverse ne´cessite des choix, ale´atoires ou arbitraires. A une
re´alisation correspond une densite´ spectrale de puissance ; a` une densite´ spectrale
de puissance correspondent plusieurs re´alisations.
Une technique simple et couramment utilise´e consiste a` conside´rer que le de´pha-
sage φ (ω) est une variable ale´atoire a` distribution uniforme dans [0; 2pi]. Cette
proce´dure permet d’e´tablir la transforme´e de Fourier tronque´e d’une re´alisation
du processus ale´atoire xi (t). La transforme´e de Fourier inverse permet finalement
d’e´tablir l’expression xi (t) du signal a` ge´ne´rer.
Ge´ne´ralement, les expressions analytiques des densite´s spectrales de puissance
conside´re´es sont trop complexes que pour pouvoir mener ces de´veloppements ex-
plicitement. On a donc recours a` l’utilisation de me´thodes nume´riques se basant
sur les algorithmes de la transforme´e de Fourier rapide (fft, ifft, cf [2]).
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[b,a] = butter(2,[0.005 0.1]);
x = filtfilt(b,a,u);
t = (0:N-1)/100;
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