The aim of the presented research is to give a rigorous mathematical approach to Feynman path integrals based on strong (pathwise) approximations based on simple random walks.
Introduction
The Schrödinger equation describing the non-relativistic motion of a single particle with mass m = 1 (and = 1) is
where x ∈ R d , t ≥ 0, and ψ(t, ·) ∈ L 2 (R d ) is the complex probability amplitude of the particle. The probability density of finding the particle at the point x at time t is the squared modulus of the complex amplitude, |ψ(t, x)| 2 . The potential V and the initial condition g should fulfill suitable assumptions for the existence and uniqueness of a solution.
Based on physics intuitions, Richard Feynman [9] suggested that the solution of this equation can be given in the form of a path integral :
where Ω x [0, t] is the set of all possible trajectories ω of the particle, starting from ω(0) = x, over the time interval [0, t] . The expression after the second integral is the Lagrangian: the kinetic energy minus the potential energy of the particle; its integral is the action integral, which should be extremal along the path of a particle in classical physics. The symbol dω is a mathematically non-existing Lebesgue-type product measure 0≤s≤t dω(s) over the infinite dimensional vector space of trajectories. The normalizing constant Z cannot have a well-defined finite value either. However, the starting point of Feynman's seminal paper [9] is a discrete time approximation that makes perfect sense. This paper tries to follow a similar approach.
Mark Kac [12, 13] realized that one can give Feynman's idea a rigorous mathematical meaning for the Schrödinger-type real-valued differential equation
when the unknown function ψ is real valued. From the physics point of view, here ψ can be thought of as a function of an imaginary time it. In the path integral the exponential of the kinetic energy exp(− 1 2 (dω/dt) 2 ) can be moved into the measure that would become the Wiener measure P x over the space of continuous trajectories C[0, t] starting from the point x. This way one arrives at a rigorous path integral, the celebrated Feynman-Kac formula,
which then really gives the unique solution of equation (3) when, for example, V is bounded below, piecewise continuous, and g is integrable.
There exists a huge literature that intend to give solid mathematical foundation to Feynman's original path integral (2) ; here is a sample of some very significant ones: [10, 11, 2, 18, 3, 1, 16] . A good description of different rigorous approaches can be found in [16] .
The aim of the present paper is to give a rigorous approach to complex-valued path integrals based on a strong (pathwise) approximation by simple, symmetric random walks. In the real-valued case, weakly convergent (that is, convergent in distribution) approximations based on simple, symmetric random walks were given, for example, in [12, 5, 19] . For simplicity, the paper is restricted to one spatial dimension, d = 1, but could be extended to any finite dimension d.
The present work was helped by many numerical experiments and computations, using Wolfram Mathematica and Maple.
Complex measure walk
Our first intention is to find a nearest neighbor, symmetric random walk approximation to the complex-valued case (1) and (2) . Fix a positive integer n and take the measurable space (R n , B n ), where B n denotes the Borel σ-field in R n . Take a sequence (X r ) n r=1 , the steps of a symmetric nearest neighbor random walk; each X r has the set of possible values {−1, 0, 1}. Define partial sums by
When x = 0, we simply write S n . Now the distribution of a step X r on {−1, 0, 1} will be given by a complex measure µ concentrated on {−1, 0, 1}:
µ(X r = 1) = µ(X r = −1) = p ∈ C, µ(X r = 0) = q ∈ C.
Presently, p and q are unknowns that we intend to determine below.
Since we want to have independent and identically distributed steps, the complex measure on (R n , B n ) corresponding to the sequence (X 1 , . . . , X n ) will be the nth power µ n . If it causes no ambiguity, this product measure will also be denoted by µ.
Then (S x k ) n k=0 will be called a complex measure walk. Notice that the existence of an infinite product measure is not claimed; consequently, our complex measure walks will have finite lengths. If f : R n → R is an arbitrary Borel-measurable function, then the complex distribution of the random variable Y = f (X 1 , . . . , X n ) is determined by the standard rule µ(Y ∈ A) := µ n {(x 1 , . . . , x n ) ∈ R n : f (x 1 , . . . , x n ) ∈ A} = µ n (f −1 (A)).
for any Borel set A ∈ B. This rule determines the complex distribution of the random walk S x k as well. Denote expectations with respect to µ by E µ . For example,
if Y = f (X 1 , . . . , X n ) as above. Now take two arbitrary Z → R functions V and g. Then the complex difference equation corresponding to (1) is going to be 1 i (ψ(k + 1, x) − ψ(k, x)) = 1 2 e −iV (x) (ψ(k, x + 1) − 2ψ(k, x) + ψ(k, x − 1))
The tentative solution of this difference equation is obtained by using the idea of Mark Kac to move the exponential of the kinetic energy factor exp(i (8) is a solution of the difference equation (7) if and only if p = i/2 and q = 1 − i.
Then (8) is the unique solution of the above difference equation under the initial condition ψ(0, x) = g(x) (x ∈ Z) .
Proof. Let us separate the first step of the complex measure walk:
That is,
which is identical with (7) if and only if p = i/2 and q = 1 − i. The uniqueness of this solution under the initial condition follows by induction over k using the recursion (9) and starting with the initial condition.
While this deduction of the complex distribution of the steps of the walk has been very simple, still its result has a huge impact on everything that follows afterwards. From now on, we always assume that p = i/2 and q = 1−i. Observe the interesting fact that while the total variation of the complex measure µ for a single step is 1 + √ 2 > 1 and so the total variation for the product measure with n steps goes to ∞ as n → ∞, still we have
The latter follows from the fact that µ(R) = µ({−1, 0, 1}) = 1 for a single step and µ was defined as its nth power for n ≥ 1 steps. Now let us determine the resulting complex law of the partial sums (S ℓ ) n ℓ=0 , n ≥ 1, when the initial point is S 0 = 0. This deduction is based on the standard observation that a path from the origin to a point j ∈ Z in ℓ ≥ 0 steps is the result of a number (say, r) horizontal steps, and the difference of the remaining up and down steps must be j (|j| ≤ ℓ):
Here we used the convention that a term is 0 whenever
is not an integer. It follows from the above argument about the product measure that
Not surprisingly, formula (10) for µ(S ℓ = j) can be expressed in terms of (terminating) hypergeometric functions as well. Recall (see e.g. [6] ) that a hypergeometric function is defined by a series
where we used the Pochhammer symbol (x) r := x(x + 1) · · · (x + r − 1) if r > 0; (x) r := 1 if r = 0.
Lemma 2. For n ≥ 0 and |m| ≤ n we have
and for −n − 1 ≤ m ≤ n, µ(S 2n+1 = 2m + 1)
Proof. The proof is a simple algebraic computation with finite sums, so omitted.
We have already seen that these complex measures are related to binomial probabilities. Next we want to find recursive formulas for µ(S ℓ = j). The method called Zeilberger's algorithm, see [20, Chapter 6] , can do exactly that for hypergeometric series with proper hypergeometric terms, like the one we have in formula (10) . The second order linear recursions obtained with the Maple program EKHAD, included in the above book, are given next.
Lemma 3. For n ≥ 0, with |j| ≤ 2n fixed, we have the recursion
Similarly, for n ≥ 0, with |j| ≤ 2n + 1 fixed, we have the recursion
Since µ(S k = j) = µ(S k = −j), it is enough to consider the cases when j ≥ 0. For any j ≥ 0 fixed, the above recursion formulas give the value of µ(S k = j) for any k if we start, depending on parities, with µ(S j = j) and µ(S j+2 = j) or µ(S j+1 = j) and µ(S j+3 = j), respectively. In turn, the latter values can be determined by formula (10):
Numerical simulations showed the important conjecture that for any n ≥ 0,
where (S * n ) ∞ n=0 is an ordinary simple, symmetric random walk. Interestingly, the approximation is good even for small values of n, see Table 4 .1 below. Also, the left hand side of (16) is very close to 0 when n < |j| ≤ 2n. There is a similar fit between the normalized |µ(S 2n+1 = j)| 2 and P(S * 2n+1 = 2j − 1) (−n ≤ j ≤ n + 1). Thus we define the non-negative quantities
as the coupled probabilities of the complex measure walk (S ℓ ) ℓ≥0 , where
is the normalizing factor. It is clear that (17) defines a probability distribution for any ℓ ≥ 0. Obviously, the magnitude of the normalizing factor Z ℓ plays an important role in the following. To have an idea about it, let us consider the middle term µ(S 2n = 0), or, rather, the approximate recursion for a n ≈ µ(S 2n = 0) obtained from (13) when j = 0 and n is very large:
This is a second order linear difference equation with constant coefficients. By a standard method, one can search for the solution in the form a n = cq n ; c, q ∈ C. Then one gets the characteristic equation q 2 + (2 + 4i)q − (3 + 4i) = 0 and the characteristic roots q 1 = 1 and q 2 = −3 − 4i. Thus the general solution of (19) is
The next section gives a more precise result. We will need a recursion of the complex amplitudes µ(S ℓ = j) in the variable j as well. For simplicity, we restrict ourselves to the case ℓ = 2n (n ≥ 1) fixed and j = 2m (m ≥ 0, integer). The other cases are similar. Define a n,m := µ(S 2n = 2m). × a n+1,m .
+
A tentative asymptotic general solution of this second order linear recursion according to (21) is
By (22) it is enough to show that ǫ n,m = a n,m −a 
With r = 2 and 3 2 , use a Taylor expansion for the first four factors in the denominator of (23) when n ≥ 3:
Then after simplification, the product of the first four factors of the denominator is
Expanding the product of the numerator of β n,m and (1 + 3/(4n)) −1 in (23) and then simplifying, the result is
Consequently, Combining (23), (28) and (29), the result is
where
and for 0 ≤ m ≤ Since these basic approximations are almost the same when ℓ = 2n or ℓ = 2n + 1, from now on, we deal exclusively with the even case ℓ = 2n.
Using Taylor expansion again with r = 1 and 2, we have
Also, with α = 2 + i or −i,
Using these, for any value of n and m, we further approximate a 
respectively. Then it is easy to check that for any n, m, c 1,m , and c 2 , we have the exact equality
This indicates that a ′ n,m , defined by (24), may really be an asymptotic solution of the recursion (23) .
We want to show (25), that is, we have to show that
holds with suitable constants z 0 , z 1 ∈ C and k 2 ∈ (0, ∞). Consequently, by (37)-(39) and a Taylor expansion of (1 + 1/n) k (k = −3, −1) we should have
with the above constants z 0 , z 1 ∈ C and k 2 > 0. Similarly, we should have
with the above constants z 0 , z 1 ∈ C and k 2 > 0. On the other hand, by definition,
Let us compute the terms here. First, by (24)- (39) and (41),
Similarly,
Next, by (30) and (42),
Thus, by (30)- (33), (25), (44) and (48)- (51), after simplification we obtain that
Compare the m 4 /n 4 and the 1/n 2 terms, respectively, in (46) and (52). We have equality if and only if
Then express h n+2,m by comparing (46) and (52) again:
Simplifying this, we obtain that
Ignoring lower order error terms, now we want to find an asymptotic solution of the inhomogeneous linear difference equation
Similarly as in (24), we can conclude that an asymptotic general solution (ignoring lower order error terms again) of the corresponding homogeneous linear difference equation is
Comparing with (56), it follows that
Then we are going to find an (asymptotic) particular solution of the inhomogeneous difference equation (55). By variation of parameters, see e.g. [14, Section 3.2], we seek a solution as
where f j,m (n) (j = 1, 2) are unknown functions. Then one obtains a linear system of equations for the differences ∆f j,m (n) := f j,m (n + 1) − f j,m (n):
Thus a particular solution is
.
Lemma 5 below shows that h inh n,m uniformly converges to a finite complex limit for any |m| ≤ 
For example, h inh ∞,0 ≈ −0.156498 + 0.849953i. Thus an asymptotic solution of the difference equation (55) is
as defined by (57) 
When m = 0, we have to modify this, since a ′ 0,0 is not defined. Then we demand that a
From these it follows that there is a positive constant
, as was claimed. To find the coefficients d 1,m and d 2,m in (57) we demand two boundary conditions. First, we want that the (approximate) error term
be 0 when n = m (m ≥ 1) and n = 1 (m = 0). Second, we demand that the factor in parentheses above tend to 0 as n → ∞. From the second condition it follows that
From the first condition it follows that
) and
(m = 0).
(62) and Lemma 5 below show that Since the error term h n,m is asymptotically equal to h ′′ n,m , by these and Lemma 5 we conclude that
for any |m| ≤ 
which converges to 0, uniformly in m, as n → ∞. Finally,
Here and in the proof, each κ r is a finite, positive constant.
Proof. Let us begin with the second sum in (58). We are going to show that the limit of the second sum is 0 when |m| ≤ :
which converges to 0, uniformly in m, as n → ∞. In the first inequality above we used that the modulus of the denominator is clearly bigger than 5 for any m and k. In the second inequality we separately considered the exponent when k ≤ n − 2 and when k = n − 1, n. In the last inequality we used the assumption |m| ≤ It is easy to see that the limit h inh ∞,m is finite:
for any m ∈ Z and n ≥ 1. In the first inequality above we used that the modulus of the denominator is clearly bigger than 4/5 for any m and k. It follows from the above estimates that when |m| ≤ ,
which converges to 0, uniformly in m, as n → ∞. Finally, using the above estimates again, we obtain
This completes the proof of the lemma.
Remark 1. By Theorem 1 it follows that
It is conjectured that
Taking e.g. n = 1000, one obtains the approximation
which is relatively close to our conjecture.
Corollary 1. Theorem 1 implies that there exists a constant C
′ > 0 such that
where |δ ℓ,j | ≤ C ′ ℓ . Then also
The error term (22) is really negligible compared to the main term for any ℓ ≥ 1 and |j| ≤ (17) we have
We restrict ourselves to the case where ℓ = 2n and j = 2m, even. The cases with other parities can be treated similarly. Define a n,m := µ(S 2n = 2m). The starting point is the reverse recursion (20) for ρ n,m = a n,m+1 /a n,m . We have to show that
By Theorem 1 and Corollary 1, when n is large enough and 0 ≤ m ≤ 
An approximate solution of (68) is
Really, substituting this for ρ n,m+1 ≈ ρ n,m in (68), the error is negligible compared to (69) for any x ∈ [0, 1]. Then (69) shows that (66) holds true.
Simulations with Wolfram Mathematica lead to the conjecture that Theorem 2 holds for any ℓ ≥ 1, that is, ℓ 0 = 1.
Theorem 3. For the normalizing factor (18) there exists a constant C 1 > 0 such that for any ℓ ≥ 1,
For the coupled probability (17) we have a constant C 2 > 0 such that
for
and
for any n ≥ 1 and |m| ≤ , where (S * ℓ ) ℓ≥0 is an ordinary simple, symmetric random walk w.r.t. the probability P * ,
(The binomial coefficient is defined to be 0 if ℓ + j is odd.) The sum of the tail terms is asymptotically negligible:
for any ℓ ≥ 1, where C 4 > 0 is a constant. Finally, we have symmetry
Proof. By Corollary 1 it follows that
where Φ(x) := 
one then obtains
for any ℓ ≥ 1 with some constant C ′′ > 0. On the other hand, by Theorem 2 and Corollary 1, for ℓ ≥ ℓ 0 ,
This together with (77) prove (70). In turn, (70) and Corollary 1 imply (71). Using the ordinary de Moivre-Laplace theorem, cf. e.g. [24] , we see that there exists a constant C ′′′ > 0 such that
for any n ≥ 1 and |m| ≤ n 
and this shows (74). Finally, (75) follows by definition (17) . This ends the proof of the theorem.
It is interesting that the random walk approximation described in Theorem 3 is rather good even for small values of n: 
A Markov chain model and multidimensional distributions
Let us consider now the probability distributions at times 2n and 2n + 2. Our goal is to find an asymptotically nearest neighbor Markov chain describing the transition from time 2n to time 2n + 2, if there exists such a model at all. The assumptions we are going to use are based on the properties of the underlying complex measure walk and on the one-dimensional distributions obtained in the previous subsection. Define
We are going to use the following assumptions for n ≥ 1:
, where C 5 > 0 is a constant, (iii) the Markov chain is symmetric w.r.t. reflection about the state 0, that is,
Assumptions (i) and (ii) imply for n ≥ 1 and |j| ≤ 
We want to find transition probabilities p n,j ∈ [0, 1] and q n,j ∈ [0, 1] that satisfy the above assumptions. Because of assumption (iii), it is enough to consider the cases when j ≥ 0. Then we are led to the following Markovian inequality:
|P(S 2n+2 = j) − q n,j+1 P(S 2n = j + 1) − p n,j−1 P(S 2n = j − 1) Theorem 4. There exist transition probabilities p n,j and q n,j giving an asymptotically nearest neighbor Markovian solution satisfying assumptions (i) -(iii) such that
with a constant C 6 > 0 and a positive integer n 0 .
Proof. Denote the left hand side and the right hand side of (79) by L n,j and R n,j , respectively. By (72), for we obtain that L n,j ≤ 1 + C 3 (n + 1)
× q n,j+1 2n n + j + 1 + p n,j−1 2n
where p * n,j := p n,j − 1 4 , q * n,j := q n,j − 1 4 ,
and V n,j := 2n 2 + 3n + j
Suppose that |p * n,j | ≤ C 6 n 
3 )(4n 2 + 4jn + 4n + 4j 2 + 2j + 1)
Consider now the right hand side of (79), using (72):
where we suppose that n ≥ n 0 ≥ 1 and
(n + 1 + j)(n + 1 − j)
. We may suppose w.l.o.g. that C 5 ≥ 6C 3 . Then comparing (83) and (84), we see that L * n,j ≤ R * n,j for any n ≥ n 0 and |j| ≤ Thus Theorems 3 and 4 essentially determine the multidimensional probability distributions of the coupled process of the complex measure walk on even integer time instants for large enough n. Let us denote the set {2n 0 . . . 2n} := {2n 0 , 2n 0 + 2, 2n 0 + 4, . . . , 2n} with some positive integers n > n 0 . Take the sample space R {2n0...2n} and the corresponding Borel σ-field B {2n0...2n} . The coupled probability distribution on the measurable space (R {2n0...2n} , B {2n0...2n} ), essentially determined by Theorems 3 and 4, will be denoted by P {2n0...2n} .
The probability distribution for n ≤ n 0 is not really essential for the limiting behaviour, our main interest. However, one can find a solution of assumptions (i) -(iii) for P {0...2n0} on (R {0...2n0} , B {0...2n0} ), similarly as above. Choose the solution p n,j = (n + 1 + j)(n + 1 − j)
By (79),
Comparing these estimates for L n,j and R n,j , it follows that the Markovian inequality (79) holds for any 1 ≤ n ≤ n 0 and |j| ≤ 78) shows that the tail is negligible; when n is small, the tails can be checked by computer, see Table 4 .1.
Theorems 3 and 4 also imply that asymptotically, as n → ∞, the coupled process on even integer time instants tends to a lazy random walk :
On the other hand, somewhat surprisingly, if one tries to determine asymptotically nearest neighbor transition probabilities moving from a time instant 2n to 2n + 1 using the same method, then it turns out that there is no such classical Markov chain model. For example, one gets
A strong approximation of Brownian motion based on lazy random walks
The strong approximation that will be discussed in this section is very similar to the "twist and shrink" construction of Brownian motion based on simple, symmetric random walks, see [22] and [23] . In turn, the twist and shrink method was based on Révész's approach [21] to Knight's construction [15] .
Lazy random walks
First we define a probability space that we are going to use in this subsection. Let N := {0, 1, 2, . . . } be the set of natural numbers. Take the sample space R N and the countable product σ-field B N of the Borel sets in R. Let q N be the countable power of the probability measure
Let (Y (k)) ∞ k=1 be the steps of a lazy random walk, each step with the probability distribution q. In other words, Y (k) = π k , where π k : R N → R is the kth coordinate projection.
The probability measure Q is defined on (R N , B N ) as follows. For any n ≥ 1 and Borel measurable function f : R n → R, the distribution of the random
Using a standard diagonal procedure, over the probability space (Ω, F , Q), the coordinate projections define an infinite matrix of independent and identically distributed random variables (Y m (k)) m≥0,k≥1 , each with the distribution q.
For each m ≥ 0 define a lazy random walk by
It is clear that EL m (n) = 0 and Var(L m (n)) = n/2. (In this subsection E and Var are always understood w.r.t. the measure Q.) Fortunately, each Y m (n) has the same distribution as S * 2 /2, where (S * n ) n≥0 is a simple, symmetric random walk started from the origin. (S * n ) n≥1 can be obtained as partial sums of the coordinate projections on (R N , B N , Q * ), where Q * is the probability measure obtained from q * N , where q
for n ≥ 0 and |j| ≤ n. Clearly, L m is strong Markovian. For m ≥ 0 we define stopping times T * m (0) := 0, 
finite if u < √ 2 log 2 ≈ 0.980258. It also follows that T * m (k) has negative binomial distribution:
A construction of Brownian motion
A key tool in the construction is a large deviation lemma, cf. Lemma 2 and the remarks after it in [22] .
Lemma 6. Suppose that (Y j ) j≥1 is a sequence of independent and identically distributed random variables on a probability space (Ω, F , Q); E(Y j ) = 0, E(Y Proof.
Let us estimate the first sum in (91) using an exponential Chebyshev's inequality:
We want to show that this is not larger than Upon dividing by N 1 2 , we see that it really holds if N is large enough. To estimate the second sum of (91) under the assumptions of the lemma, we may use the large deviation theorem in [8, Section XVI.6]:
2 dt, supposing x n → ∞ and x n = o(n 1 6 ). Since now x n = (2C log N ) 1 2 , where (log N ) 4 ≤ n ≤ N , these assumptions hold. Using inequality (76),
if N is large enough. This completes the proof of the lemma.
Note that in the above lemma N and N 0 (C) can be positive real numbers.
Hoeffding's lemma is a useful addition to the previous lemma in the special case of bounded random variables (Y j ) j≥1 . Suppose that (Y j ) j≥1 is a sequence of independent and identically distributed random variables and b j ≤ Y j ≤ a j . Let Z 0 = 0 and Z n = n j=1 Y j (n ≥ 1) be the partial sums. Then for any x > 0,
Here we are going to modify the "twist and shrink" construction of Brownian motion (Wiener process) discussed in [22] . Here we use a sequence of lazy random walks (L m (n)) n≥0 , (m ≥ 0), instead of simple, symmetric random walks applied in [22] . The sample functions of the approximations will be continuous broken lines over the half line R + = [0, ∞) (the time axis). So we take the sample space Ω := C(R + ) with the topology of uniform convergence on compact sets, and the corresponding Borel σ-field F , the smallest σ-field containing all open sets in Ω. Since the continuous sample functions will be functions of the elements of infinite matrix of lazy random walk steps (Y m (k)) m≥0,k≥1 defined in Subsection 5.1, the probability measure can be extended to (Ω, F ) and will also be denoted by Q.
The first approximation (B 0 (t)) t≥0 is based on (L 0 (n)) n≥0 . At the integer time instants n ∈ Z + , B 0 (n) := L 0 (n). For any real t ∈ (n, n+1) we interpolate:
Before we define the second approximation based on (L 1 (n)) n≥0 we need an important procedure of the construction called "twisting". Its aim is to make the second approximation to be a refinement of the first one after shrinking. For twisting we use the stopping times given by (88). A part of L 1 between two consecutive stopping times T * 1 (k) and T * 1 (k + 1) will be called a bridge of
. Two bridges of L 1 is going to correspond to one step of L 0 . A horizontal step of L 0 is mimicked by a combination of a consecutive up and down (or down and up) bridges of L 1 . An up (respectively, a down) step of L 0 will correspond to two consecutive up (respectively, two consecutive down) bridges of L 1 . If a bridge of L 1 does not fulfils these rules, then we reflect the bridge.
More exactly, let us see the details.
(1) Twisting. L 0 is not twisted,L 0 (n) = L 0 (n) for each n ≥ 0. By induction, suppose thatL j is already defined. The next twisted walk will be defined in terms of L j+1 andL j .
For
(a) IfỸ j (k) = 0 and
then we set
Finally, we put
It is important that a twisted lazy random walk (L j (n)) n≥0 is still a lazy random walk, because as a stochastic process it is not affected by the applied reflections, compare with [22, Lemma 1].
(2) Shrinking. Now the sample functions of the mth approximation make steps of length 2 −m in times 2 −2m . Thus
and for any real t ∈ (n2 −2m , (n + 1)2 −2m ),
The refinement property of the approximation is
Its meaning is that B m+1 takes the same values as B m , in the same order, at stopping times T * m+1 (2k)2 −2(m+1) that correspond to the times k2 −2m . There is a time lag in general, but these lags a.s. uniformly converge to 0 on any finite time interval as m → ∞, as easily follows from the next lemma by the Borel-Cantelli lemma.
Lemma 7. Let the stopping times T * m (k) be defined by (88). For any C > 1 there exists a positive N 0 (C) such that for any
where α = 1 2 + log 2 and log * T := max(1, log T ). Proof. We are going to use Lemma 6 for the i.i.d. terms
By (89) and (90), these terms are standardized and have a finite moment generating function in a neighborhood of the origin. Take N = T 2 2m , with m ≥ 1 fixed. Then 2CN log N ≤ 2(1 + log 4)Cm2 2m T log * T, and
which is equivalent to the statement of the lemma.
A consequence of the next lemma is that the sequence (B m ) m≥0 a.s. uniformly converges on any finite interval as m → ∞. Lemma 8. Let the sequence of approximations (B m ) m≥0 be defined by (93). For any C > 1 there exists a positive N 1 (C) such that for any
where T * := max(1, T ) and log * T := max(1, log T ).
Proof.
Step 1. Fix m and consider the difference of the mth and (m + 1)th approximations at the time instants t k := k2 −2m ∈ [0, T ]:
2 + log 2, and β will be chosen below. Now we can apply Lemma 7 to the first term on the right hand side of (95) and Hoeffding's inequality (92) to the second. We apply Hoeffding's inequality to the partial sums Z n =L m (n), so E(Z n ) = 0, a j = −b j = 1, and for |j − 4k| ≤ N ′ we have
Then Lemma 7 and (95) imply that
where x is chosen so that
On the other hand, we demand that e
satisfies our demand. Comparing (97) and (98) implies β ≥ 2 √ 3α 3 4 , e.g. β = 4 is good.
Thus (96) gives the result of Step 1:
Step 2. Let D * T,m = Cm
T,m . Second, B m+1 makes 4 steps of magnitude ≤ 2 −m−1 on this interval. On the event A T,m , using simple geometry, the maximum deviation between B m+1 and B m at the instant t k+ 1 4 (and similarly, at t k+ the deviation cannot be larger than 4D *
Let us use the fact (obtained by Wolfram Mathematica) that for any m ≥ 1,
(1 + j)
This proves the lemma.
We only sketch the proof of the next theorem, because it is pretty standard; moreover, it is essentially the same as the proof of [22, Theorem 3] . 
Proof. (Sketch.) The a.s. convergence follows from Lemma 8 by the Borel-Cantelli lemma. (100) also follows from Lemma 8.
For any 0 ≤ s < t, as m → ∞,
where N (µ, σ 2 ) denotes a Gaussian random variable with expectation µ and variance σ 2 . Finally, for any 0 ≤ s < t ≤ u < v, the increments B(v) − B(u) and B(t) − B(s) are independent, because for any m ≥ 1, the approximating increments
are independent.
6 A strong approximation of Brownian motion based on coupled random walks Take the measurable space (Ω, F ) as in Subsection 5.2. Fix a positive integer T . The value of the positive integer m should be large enough, as specified later.
We also need an infinite matrix of independent, simple, symmetric random walk steps (Z j (k)) j≥0,k≥1 , similarly defined as the matrix of lazy random walk steps in Subsection 5.1:
First, take complex measure walk steps X r (1 ≤ r ≤ 2T ) on the set {1, 2, . . . , 2T }, see Section 2. Augment this with simple, symmetric random walk steps (Z 0 (k)) k≥0 on the set {2T + 1, 2T + 2, 2T + 3, . . . } and denote the so obtained infinite walk by (S 0 (n)) n≥0 : S 0 (0) = 0,
Second, take complex measure walk steps X r (2T + 1 ≤ r ≤ 2T + 2 4 T ) on {1, 2, 3, . . . , 2 4 T }. Augment this with simple, symmetric random walk steps (Z 1 (k)) k≥0 on the set {2 4 T +1, 2 4 T +2, 2 4 T +3, . . . }, and denote the so obtained infinite walk by (S 1 (n)) n≥0 : S 1 (0) = 0,
And so on, at the mth walk, take complex measure walk steps X r (1 + 2T + 2
3m+1 T }. Augment this with simple, symmetric random walk steps (Z m (k)) k≥0 on the set {2 3m+1 T + 1, 2 3m+1 T + 2, 2 3m+1 T + 3, . . . }, and denote the so obtained infinite walk by (S m (n)) n≥0 : S m (0) = 0,
After the mth walk, each walk will be simple, symmetric random walk. If j > m, S j (0) = 0,
In sum, we needed N = 2 7 (8 m+1 − 1)T complex measure walk steps X r . For the coupled random walks we are going to use only every second steps. As we saw in Subsection 4.2, there exists a corresponding coupled probability distribution P {0...2N } on (R {0...2N } , B {0...2N } ), on the even non-negative integers, for the finite triangular matrix (S j (2k)) (0 ≤ j ≤ m, 0 ≤ k ≤ 2 3j+1 T ) of random walks defined above. Each row of this matrix was augmented by infinitely many simple symmetric random walk steps Z m (r). This way, we are given the probability measure P {0...2N } × Q * on the set of even positive integers, that is, on (R 2N , B 2N ). Since the continuous sample functions will be functions of the elements of infinite matrix of the steps defined above, the probability measure can be extended to (Ω, B) and will be denoted by P.
Because of the symmetry (75) of S j (2k) about 0, ES j (2k) = 0 for any j ≥ 0 and k ≥ 0. By (72) and (74), there exists a constant C 7 > 0 such that
for any j ≥ 0 and k ≥ 1. By assumption (i) in Subsection 4.2, S j has bounded increments, |S j (2k + 2) − S j (2k)| ≤ 2. Now we are going to define stopping times, similarly to (88). Take j ≥ 1. Define T j (0) := 0, and for any k ≥ 0,
To determine the distribution and moments of these stopping times, at least when they are large enough, consider an integer n ≥ n 0 , where n 0 is defined in Theorem 4. Put
Below it is supposed that n is sufficiently large. Then
So by Theorems 3, 4 and assumption (ii) in Subsection 4.2, we obtain that
where C 8 > 0 is a suitable constant. Similarly,
These imply that for any k ≥ 1,
(Compare with Subsection 5.1.) So for the first two moments we get
That is, there exists a constant C 9 > 0 such that
Also,
(1−C10n
, where τ * n := (τ n − Eτ n )(Var(τ n )) − 1 2 and C 10 > 0 is a suitable constant. It follows that the moment generating function Ee uτ * n is finite in a neighborhood |u| ≤ u 0 , u 0 > 0, if n ≥ n 1 = n 1 (C 10 ) ≥ n 0 .
At this point it is natural trying to generalize Lemma 6 to the current situation. The random variables we have to consider are (τ * j (k)) k≥k1 (j ≥ j 1 ), where
and the positive integers k 1 and j 1 are chosen so that
We suppose that m ≥ j 1 . By the previous computations, the random variables τ * j (k) are asymptotically independent and identically distributed w.r.t. P, and otherwise satisfy all the other conditions of Lemma 6. We suppose now that the statement of the lemma is valid to this case as well. Now we are ready to begin a "twist and shrink" construction of Brownian motion, based on the the random walks (S j (2k)) k≥0 (j ≥ 0). It is going to be a slight modification of the one discussed in Subsection 5.2.
(1) Twisting. The first approximation is based on (S 0 (n)) n≥0 . It is not twisted:S 0 (n) = S 0 (n) for all n ≥ 0. By induction, suppose that the jth twisted random walk (S j (n)) n≥0 is already defined where j ≥ 0. The next twisted walk will be based on S j+1 andS j . Note that reflections will be based only on even time instants, although a bridge reflected will contain the included odd time instants as well.
then we set It is important that a complex measure walk and also, a simple, symmetric random walk preserve their basic properties, because as stochastic processes they are not affected by the applied reflections.
(2) Shrinking. The sample functions of the jth approximation make steps of length 2 −j in time-steps 2 −2j . Thus
and for any real t ∈ (n2 −2j , (n + 1)2 −2j ), B j (t) := B j (n2 −2j ) + 2 2j {B j ((n + 1)2 −2j ) − B j (n2 −2j )}(t − n2 −2j ).
Its meaning is that B j+1 takes the same values as B j , in the same order, at stopping times T j+1 (2k)2 −2(j+1) that correspond to the times 2k2 −2j . There is a time lag in general, but these lags a.s. uniformly converge to 0 on any finite time interval as j → ∞, as easily follows from the next lemma by the BorelCantelli lemma. The next lemma is a slight modification of Lemma 7, thus its proof is omitted. |T j+1 (2k)2 −2(j+1) − 2k2 −2j | ≥ (α 0 Cj2 −2j T log * T )
where t 1 := k 1 2 −2j , α 0 > 0 is a suitable constant, and log * T := max(1, log T ).
By (72) and the first part of the present section, the increments S j (2k) − S j (2k − 2) are asymptotically independent and identically distributed random variables w.r.t. P, with zero expectation, and are bounded by 2, at least when k is large enough, k ≥ k 1 . (Suppose that k 1 was chossen so.) Assuming that Hoeffding's inequality (92) can be generalized to this case as well, we can state the following slight modification of Lemma 8 whose proof is therefore omitted. where t 1 = k 1 2 −2j , β 0 > 0 is a suitable constant, T * := max(1, T ) and log * T := max(1, log T ).
As in the case of Theorem 5, this lemma implies the following theorem, whose proof is again omitted. 
where k 1 is defined by (104 and the other constants are the same as in Lemma 10.
The really important consequence of this theorem is that the random walk (B m (t)) t1≤t≤T coupled to a complex measure walk is arbitrarily close to a Brownian motion a.s. if m is large enough.
Convergence and the Schrödinger equation
Temporarily fix an integer m ≥ j 1 , where j 1 is defined by (104). Introduce the notations ∆x := 2 −m , ∆t := 2 −2m , and t r := r2 −2m , where r ≥ 0 is an integer. Now we extend the discrete path integral (8) to the twisted and shrunken random walks B x m (t r ) := x + B m (t r ) (x ∈ R). It means that if x j := j2 −m (j ∈ Z) and B m (t r ) = x j , then B m (t r+1 ) is concentrated on {x j−1 , x j , x j+1 } and 
By the argument of Lemma 1, this discrete path integral is the unique solution of the discrete Schrödinger equation It is an open question whether the function ψ(t, x) of Theorem 7 can be obtained by this Borel measure µ x s,t from the complex random variables Y (t, x) or not.
