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SUMMARY
Climate change has been causing the complex and sensitive high-mountain systems to move
considerably away from past conditions, and it will continue to do so. Lake formation as a con-
sequence of glacier recession can currently be observed all over the world and is modelled to
continue. Many of these new lakes are found below hanging glaciers and seracs or at the foot
of oversteepened and destabilised rock slopes and are thus prone to impacts from rapid mass
movements. If a rock/ice avalanche impacts a lake, an outburst flow can be the consequence.
This disadvantageous situation is likely to persist for a long time, because larger lakes will exist
for extended time periods and climate change also affects slope stability in the long term. Such
process chains, related to lakes, glaciers and permafrost, can have large socioeconomic impacts.
Even though the probability of such cascading processes is currently small, it is systematically
increasing and requires fundamental process understanding and anticipatory risk management.
There persists an urgent need for detailed investigations and assessment methods regarding trig-
gering events, causal relations, probabilities, or other specific characteristics of high-mountain
lake outburst flows under full consideration of spatiotemporal aspects and developments. This
thesis attempts a holistic contemplation of the subject with an in-depth investigation responding
to two main objectives.
The first objective was to improve the systematic analysis and anticipation of hazard potentials
emerging from high-mountain lakes within the framework of integrated risk management. A
rock-avalanche impact disposition model considering the topographic potential as well as the
additional disposition parameters lithology, deglaciation and permafrost degradation, was elab-
orated and implemented into a spatially-explicit deterministic approach and into a probabilistic
Bayesian Network for a regional inter-comparison of the rock-avalanche impact disposition in
the catchments of high-alpine lakes in Switzerland. The results indicated a general increase
in the rock-avalanche impact susceptibility of lakes and allowed for first-order prioritization of
hazards, also for future conditions. For the deglaciated Alps, the disposition area is expected to
raise by a factor 2.8 from approx. 264 to 763km2, while the disposition intensity is assumed to
raise by a factor 3.3. As such, hotspots of rock-avalanche impact disposition into lakes above
densely populated valleys have to be expected in several regions in the Swiss Alps, with a spe-
cial focus in the Valais (e.g. in the Aletsch Region, in the southern Valais) but also in the upper
Engadin or the Bernese Alps.
Once a hazardous situation or a risk hotspot is detected, a detailed hazard analysis might be
required. A wide range of techniques – from empirical equations and analytical methods to
(semi-) physically-based numerical simulations – are available for assessing the single processes
involved in the chain. As hazard assessment of the process chain with physically-based, fully
coupled simulations is not yet possible, other combinations have to be applied. But the as-
sessment of cascading processes by means of a model chain inevitably comprises assumptions
and manual adjustments at the cutting points. The influence of uncertainties and their propaga-
tion throughout the numerical simulation of the process chain of a rock/ice avalanche-triggered
impact wave were assessed by means of an analysis of variance of 54 simulation runs with
RAMMS and IBER. The coupling of simulations delivered reasonable results of an overtopping
wave, despite the inherent, large uncertainties, which did have considerable effects on the re-
sults. The largest uncertainties inherent in the simulation of the wave, which overtops the dam,
emerge from avalanche-scenario definition rather than from manual coupling of the models.
Hazard analyses based on a single simulation run were therefore assumed to be highly difficult.
The application of a simulation chain to a set of scenarios, however, allows one to draw valuable
conclusions on the overall hazard situation. This was illustrated with the numerical simulation
of an outburst-flow scenario triggered by ice avalanches, at Mount Hualcán, Peru. The RAMMS
ice-avalanche simulations suggested that all potential ice avalanches might reach Lake 513, in-
dependent of their detachment locations or initial volumes, but that only two large scenarios and
the extreme scenario contained an overtopping of the Lake 513. The effect of the outburst event
was simulated perceptibly until the confluence with the Río Santa in all three scenarios. But a
hazard analysis is not an ending point; rather, it is the base and input for a risk analysis, which
was the topic addressed in the second objective.
The second objective of this thesis was the improvement and expansion of consequence analyses
and risk calculation approaches with regard to high-mountain outburst flows, also under consid-
eration of future conditions. As lake-outburst events can have consequences reaching farther
than in the directly affected areas, secondary and tertiary damage potential should also be con-
sidered in a risk analysis. Results show that it is possible to estimate and quantify costs caused
by a chosen lake-outburst event in Grindelwald, Switzerland, from 2008 almost entirely, espe-
cially regarding touristic infrastructures. The resulting secondary (36 million CHF) and tertiary
damage potential (at least 25 million CHF) amounted to additional costs as high as two-thirds
of the primary damage potential (92 million CHF) and thereby easily justified the costs spent on
risk-reduction measures (28 million CHF).
One of the main challenges of anticipatory risk management is integrating spatiotemporal de-
velopments. A three-step methodology, to integrate future physical hazards with future damage
potential given future socioeconomic conditions, was elaborated and presented on the case of
a modelled glacier-bed overdeepening (which was assumed to be a potential location of a fu-
ture lake) above Naters, Switzerland. Even though uncertainties were substantial with respect
to future damage potential in 2045, the socioeconomically-driven land-use scenarios were as-
sumed to represent a relatively robust range of possible future outcomes. They allowed for
identification of future risk hotspots, such as the school, a hotel and the church. This study
further corroborated the fundamental importance of land-use policies and governance for risk
reduction.
This thesis expanded the knowledge basis and process understanding and showed potential
hotspots for lake hazards in Switzerland. The direction and time scales of the changes in high
mountains are known, and methodologies for assessing causal relations and outcomes are avail-
able. This is a first step towards risk management of low-probability and high-magnitude events.
The evaluation of these risks remains subject to social and political discourse, which is difficult,
especially as large uncertainties remain regarding detailed hazard assessment of local cases.
Multi-purpose solutions, which reduce risks and simultaneously benefit from the advantages
provided by high-mountain lakes, have the potential to facilitate these dialogues. Decisions
should nevertheless be taken promptly and with broad support, since many stakeholders are
present, and degrees of freedom in decision-making decrease with proceeding time.

ZUSAMMENFASSUNG
Hochgebirgslandschaften verändern sich stark unter dem Einfluss des Klimawandels. Zurzeit
kann weltweit die Bildung von neuen Seen als eine Folge des Gletscherschwundes beobachtet
werden - eine Entwicklung, die auch in Zukunft weitergehen wird. Viele dieser neuen Seen
befinden sich unter Hängegletschern, Seracs oder am Fusse von übersteilen und destabilisierten
Felshängen. Sie liegen damit in Reichweite von Eislawinen oder Felsstürzen. Prozessketten, die
Seen, Gletscher und Permafrost umfassen, können schwer wiegende sozio-ökonomische Kon-
sequenzen verursachen, vor allem wenn ein Seeausbruch bewirkt wird. Diese gefährlichen Si-
tuationen können für lange Zeit Bestand haben, da grössere Seen über einen längeren Zeitraum
existieren werden und weil der Klimawandel auch die Hangstabilität langfristig beeinflusst.
In der Schweiz ist die Wahrscheinlichkeit des Eintretens einer solchen Prozesskette zurzeit ge-
ring. Sie steigt aber systematisch an und erfordert deshalb vorausschauendes Risikomanage-
ment und grundlegendes Verständnis der beteiligten Prozesse. Es besteht ein dringender Be-
darf für detaillierte Untersuchungs- und Bewertungsmethoden unter voller Berücksichtigung der
räumlich-zeitlichen Aspekte und Entwicklungen in Bezug auf auslösende Ereignisse, Kausal-
beziehungen, Wahrscheinlichkeiten oder andere spezifische Eigenschaften von Flutwellen aus
Hochgebirgsseen. Die vorliegende Arbeit strebt eine ganzheitliche Betrachtung des Themas an,
wobei zwei Hauptziele vertieft bearbeitet wurden.
Das erste Ziel beinhaltet die Verbesserung der systematischen Analyse und Antizipation von
Gefahrenpotentialen, die sich aus Hochgebirgsseen ergeben, im Rahmen des integralen Risiko-
management. Zur Analyse der Anfälligkeit der Schweizer Hochgebirgsseen für den Einschlag
eines Felssturzes wurde ein Modell erarbeitet, welches in einen räumlich-expliziten determinis-
tischen Ansatz und in ein probabilistisches Bayes-Netzwerk implementiert wurde. Das Modell
berücksichtigt das topographische Potenzial von Stürzen, sowie die zusätzliche Disposition-
sparameter Lithologie, Gletscherschwund und Permafrostdegradation. Die Ergebnisse zeigten
einen generellen Anstieg der Anfälligkeit der Seen gegenüber Sturzereignissen und ermöglichten
erste Lokalisierungen und Bewertungen von Gefahren, auch für zukünftige Bedingungen. Für
die stark entgletscherten Alpen wird die Fläche, von der sich ein Sturz lösen und einen See
treffen kann, um einen Faktor 2.8 von ca. 264 auf 763km2 wachsen, wobei die Intensität der
Sturzdisposition um eine Faktor 3.3 ansteigen wird. Gefahrenhotspots oberhalb von dicht be-
siedelten Tälern sind in mehreren Gegenden der Schweizer Alpen zu erwarten, insbesondere
aber im Wallis (z.B. in der Aletsch-Region, im südlichen Wallis) aber auch im Oberengadin
oder in den Berner Alpen.
Wo ein erhöhtes Gefahrenpotential oder ein erhöhtes Risiko erkannt wird, kann eine detail-
lierte Gefahrenanalyse der Prozesskette erforderlich sein. Eine breite Palette von Techniken
zur Beurteilung der involvierten Einzelprozesse existiert - von empirischen Gleichungen über
analytische Methoden bis zu (semi-)physikalischen numerischen Simulationen. Eine Gefahren-
beurteilung der gesamten Prozesskette basierend auf vollständig gekoppelten, physikalisch-
basierten Simulationen ist zur Zeit nicht möglich; es müssen andere Kombinationen angewandt
werden. Die Beurteilung von Prozessketten mithilfe von Modellketten umfasst aber zwangsläu-
fig Annahmen und manuelle Anpassungen an den Schnittpunkten. In dieser Arbeit wurde
deshalb mithilfe einer Varianzanalyse von 54 Simulationsläufem der Einfluss von Unsicher-
heiten und von deren Entwicklung in der numerischen Simulation einer Stosswelle untersucht,
welche durch ein Sturzereignis ausgelöst wurde. Die Kopplung eines Felssturz- (RAMMS)
und eines Tsunamimodells (IBER) lieferte realistische Simulationen der Überschwappwelle
auf dem Damm, obwohl die inhärenten Unsicherheiten erhebliche Auswirkungen auf die Er-
gebnisse ausübten. Die grössten Unsicherheiten in der Simulation der Überschwappwelle ent-
standen dabei eher durch die Sturzdefinition als durch die manuelle Verbindung der Programme.
Gefahrenanalysen von Prozessketten sollten deshalb nicht auf einer Einzelsimulation beruhen,
doch Szenariensimulationen ermöglichen Aussagen auf die Gesamtgefahrensituation. Dies wur-
de am Beispiel einer Flutwelle dargestellt, welche sich durch den Einschlag einer Eislawine
in den See 513 am Berg Hualcán, in Peru, ereignen könnte. Die Eislawinensimulationen mit
RAMMS zeigten, dass alle potenzielle Eislawinen den See 513 erreichen würden, unabhängig
von der Lage ihrer Anrisszone oder ihres Anrissvolumens. Ein Überschwappen des Sees wurde
aber nur durch zwei Szenarien mit grossen Volumina und einem extremen Szenario modelliert.
Der Effekt dieser Stosswelle konnte in allen drei Fällen bis ins Tal zum Zusammenfluss mit dem
Santa Fluss modeliert werden.
Dieses zweite Ziel bestand in der Verbesserung der Konsequenzen- und Risikoanalyse von
Seeausbrüchen im Hochgebirge, ebenfalls unter Berücksichtigung von zukünftigen Bedingun-
gen. Da die Folgen von Flutwellen nach Seeausbrüchen weiterreichend sein können, sollten
auch das sekundäre und das tertiäre Schadenpotenzial berücksichtigt werden. Für ein Fall-
beispiel von 2008 in Grindelwald, Schweiz, konnten die gesamten Kosten eines Seeausbruches
abgeschätzt und quantifiziert werden, vor allem hinsichtlich der Einbussen im Tourismusbe-
reich. Die sekundären (36 Mio. CHF) und tertiären Kosten (mind. 25 Mio. CHF) betrugen zwei
Drittel des primären Schadenpotentials (92 Mio. CHF) und rechtfertigen damit die Kosten der
getroffenen Massnahmen zur Risikoreduktion (28 Mio. CHF).
Eine der grössten Herausforderungen im Risikomanagement besteht aber in der Integration
von räumlich-zeitlichen Entwicklungen, auch hinsichtlich des Schadenpotenzials. Eine drei-
teilige Methode wurde erarbeitet, um künftige Gefahren dem Schadenpotenzial gegenüber zu
stellen, unter Berücksichtigung von zukünftigen sozio-ökonomischen Bedingungen. Die Me-
thode wurde für Naters, Wallis, angewandt, im Hinblick auf eine modellierte Übertiefung im
Aletschgletscherbett, welche als potenzieller Standort eines künftigen Sees im 2045 angenom-
men wurde. Obwohl das resultierende Schadenpotenzial grosse Unsicherheiten aufwies, er-
gaben die sozio-ökonomisch definierten Landnutzungsszenarien relativ robuste Ergebnisse. Da-
rauf basierend konnten zukünftige Risikohotspots identifiziert werden, wie die Schule, ein Ho-
tel und die Kirche. Diese Studie bestätigte ferner die grundlegende Bedeutung der Land-
nutzungspolitik und der Steuerung des Risikoreduktion.
Die vorliegende Arbeit erweitert die Wissensbasis sowie das Prozessverständnis hinsichtlich
eines Sturzereignisses in einen Hochgebirgssee und zeigt potenzielle Problemzonen in der Schweiz
auf. Die Abläufe und die Zeitskalen der Veränderungen im Hochgebirge sind bekannt und Me-
thoden zur Analyse von kausalen Zusammenhängen sowie zur Abschätzung der zu erwartenden
Ergebnisse sind vorhanden. Dies ist ein erster Schritt in Richtung Risikomanagement von
Ereignissen mit zwar geringen Eintretenswahrscheinlichkeiten, aber grossen potenziellen Aus-
wirkungen. Die Bewertung dieser Risiken bleibt Gegenstand eines schwierigen politischen und
gesellschaftlichen Diskurses, zumal in der lokalen Gefahrenbeurteilung vielerorts noch grosse
Unsicherheiten bestehen. Mehrzwecklösungen, welche Risikoreduktion mit der Nutzung von
Seen kombinieren, können diesen Dialog erleichtern. Diskussionen sollten zeitnah und breit
abgestützt geführt werden, da verschiedene Interessengruppen eingebunden werden müssen und
Freiheitsgrade bei der Entscheidungsfindung mit fortschreitender Zeit abnehmen.
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CHAPTER 1
INTRODUCTION
1.1 High-mountain lakes in a changing environment
High mountains are dynamic systems consisting of different regimes, which are ruled by in-
teractions of manifold processes and elements. This complexity makes high-mountain systems
sensitive to external impacts. Currently, climate-related alterations are of great concern (Ben-
der et al., 2011; Ga˛dek, 2014). The rise in atmospheric temperature is a global phenomenon
that concerns all major systems, such as the ocean or the cryosphere, and has been observed
unequivocally and is projected to continue to rise in the future (IPCC, 2013). The increase in
temperature implies enhanced melting of snow and ice (UNEP, 2011), which is evidenced by the
accelerated, worldwide shrinking of glaciers (IPCC, 2013; Zemp et al., 2008). One consequence
of this glacier recession is the formation of new lakes, which can be observed all over the world
(e.g. Byers et al., 2013; Haeberli and Linsbauer, 2013; Loriaux and Casassa, 2013).
Many of these new lakes are and will be located underneath hanging glaciers and seracs or at the
feet of oversteepend and destabilizing rock slopes (Haeberli et al., 2010a). This can be problem-
atic, as slope stability is also assumed to be affected by climate change. The changing, warmer
conditions in high mountains are likely to promote large rock slides (Stoffel and Huggel, 2012).
Often, these new lakes are prone to impacts from rapid mass-movements. The danger of ice
avalanches is a serious, but most likely transient situation because glaciers are vanishing. The
disadvantageous situation with regard to unstable rock slopes is equally dangerous and it is very
likely to persist for a very long time, because climate change affects slope stability, not only for
the short term (days) but also for the long term (millennia) (Huggel et al., 2012), and because
the lakes usually remain for a very long time, too. If a rock/ice avalanche impacts a lake, the
overtopping of the dam and an outburst flow triggered thereby can be the consequence. In the
worst case, a lake can be completely emptied. Such process cascades, related to lakes, glaciers
and permafrost, can have large socioeconomic impacts (Iribarren Anacona et al., 2014), espe-
cially in areas with densely populated valleys, such as the Callejón de Huaylas in the Peruvian
Cordillera Blanca (Lliboutry et al., 1977; Zapata Luyo, 2002).
The Callejón de Huaylas is populated by approximately 267,000 people, many of them con-
centrated in cities in the valley bottom (Carey et al., 2012). The adjacent Cordillera Blanca
is considered the largest tropical mountain chain worldwide, containing around 24% of the
global tropical ice mass (Racoviteanu et al., 2008). These glaciers lost approximately 30% of
their area between the Little Ice Age in the mid-19th century and the end of the 20th century
(Georges, 2004; Rabatel et al., 2013), enabling the formation of numerous lakes (Carey et al.,
2012; Lliboutry et al., 1977). Many catastrophic outburst floods have occurred from these lakes,
which claimed several thousand fatalities by devastating large areas of land and some of the
major cities in the affected valleys (e.g. Carey, 2005; Lliboutry et al., 1977; Zapata Luyo, 2002).
The inhabitants of the Callejón de Huaylas adapted to these changing hazards through the im-
plementation of a large number of risk-reduction measures (Lliboutry et al., 1977; Portocarrero,
2013b). Some of them were already effective and prevented casualties, as evidenced by the
most recent outburst flow of the Lake 513, which was triggered by a rock/ice avalanche impact
in 2010 (Carey et al., 2012; Haeberli et al., 2010b).
The Swiss Alps belong to the high mountains that feature densely populated valley bottoms,
which have a long history regarding glacier hazards (Glaciorisk, 2003). In the past decade,
problems emerging from newly formed lakes increased and required the implementation of risk-
reduction measures. The drainage of the lake at the lower Grindelwald glacier (Gletschersee,
2012; Werder et al., 2010) or the early warning system at lake Trift (Dalban Cannassy et al.,
2011) are examples. These lakes were formed as a consequence of glacier recession.
The volume of the Alpine glaciers is now annually decreasing by 2 - 3% (Haeberli et al., 2007),
and climate scenarios suggest that the ice will have vanished by the middle of this century for
75% of the area in the Swiss Alps, which was glacierised by the end of the 20th century (Lins-
bauer et al., 2013; OcCC, 2007; Zemp et al., 2006). Models, which allow the digital calculation
of the terrain without glaciers (Farinotti et al., 2009; Huss et al., 2008; Linsbauer et al., 2012;
Paul and Linsbauer, 2012), suggest the appearance of numerous overdeepenings in the newly
exposed glacier beds. Based on the observed current developments, these locations are assumed
to represent sites of potential future lake formation (Linsbauer et al., 2013). Hazardous situa-
tions emerging from high-alpine lakes, which are prone to impacts from mass movements, are
therewith indicated to become an even more frequent scenario in the Swiss Alps. Even though
the probability of such cascade processes is currently small, it is systematically increasing and
requires fundamental process understanding and anticipatory risk management (Haeberli et al.,
2010a; Schaub et al., 2013).
Switzerland is in a leading position worldwide (Bischof et al., 2008) regarding risk-based man-
agement of natural hazards instead of purely technical defence (PLANAT, 2002). This is mainly
due to the development of hazard assessment guidelines (e.g BFL and SLF, 1984; Lateltin,
1997; Petrascheck and Loat, 1997), process simulation software (e.g. Christen et al., 2010b;
Feah et al., 2011) and the implementation of risk management concepts (Bründl, 2009) into
practice-oriented tools (e.g. BABS and BAFU, 2007; BAFU, 2010). The main focus of in-
tegrated risk management with respect to natural hazards in Switzerland has so far been on
a selection of single processes, which are hail, floods, storms, earthquakes, landslides, rock
falls, debris flows, snow avalanches and extreme temperatures (Bründl, 2009). Some attempts
to elaborate integrated risk management techniques for glacier hazards haven been carried out
(Glaciorisk, 2003; Wegmann et al., 2004). These hazard and risk assessment approaches, based
on historical documentation of events, assess the current socioeconomic situation and are de-
signed for single processes. Multi-hazard and multi-risk assessment is still an arising research
field (Kappes, 2011).
Rapid mass movements from destabilised slopes interacting with lakes, especially in relation
with permafrost degradation and glacier retreat, however, require integrated assessment of the
entire process chain. There persists an urgent need for detailed investigations and assessment
methods regarding triggering events, causal relations, probabilities or other specific character-
istics of high-mountain lakes (Schaub et al., 2013), especially with regard to future conditions
and developments (Haeberli et al., 2010a).
The integration of spatiotemporal aspects in risk management is a general necessity (Aubrecht
et al., 2013), which is even more pronounced in risk management in high-mountain regions. The
Cryosphere system was and will continue to be considerably taken away from past experiences
through the climate-introduced changes. Contemporaneously, land use in the valley bottoms has
changed (Bender et al., 2011) and will most likely continue to change (Perlik et al., 2008). It
is therefore fundamentally important to adequately consider recent, ongoing and future changes
and related implications in terms of hazards and risks.
1.2 Objectives and research questions of the thesis
This study is a contribution to advance hazard assessment, risk analysis and management of
high-mountain lakes, especially with regard to the process chain of a lake-outburst flow triggered
by impact waves, and under full integration of future conditions. Priority is therefore given to
an integrated, holistic contemplation of the subject with in-depth investigations responding to
two main objectives and addressing the following research questions (RQ).
The first objective is to improve systematic analysis and anticipation of hazard potentials emerg-
ing from high-mountain lakes within the framework of integrated risk management (Chapters
2, 3 and 16). Special focus will therewith be put on five specific questions, addressing gaps on
different temporal and spatial scales.
RQ 1: How can the lake-outburst potential, also due to impact waves, be systematically anal-
ysed and anticipated and what is the current state of knowledge and corresponding as-
sessment methods (Chapter 4)?
RQ 2: Which of the present and potential future high-mountain lakes in the Swiss Alps are most
susceptible to rock-avalanche impacts (Part II)?
RQ 3: How can the process chain of a lake-outburst flow due to an impact wave triggered by a
rock/ice avalanche be analysed for the purpose of a risk analysis (Chapter 10)?
RQ 4: How do uncertainties propagate in the numerical simulation of the process chain of a
lake-outburst flow due to an impact wave triggered by a rock/ice avalanche (Chapter
12)?
RQ 5: How can ice-avalanche scenarios be developed and their effects on a lake be simulated
and evaluated (Chapter 13)?
The second objective is to improve and to expand consequence analyses and risk calculation
approaches with regard to high-mountain lake-outburst flows, which are under consideration of
future conditions. Two specific aspects will be treated.
RQ 6: Can a complete costs assessment be carried out as part of a practical application to a
lake-outburst event (Grindelwald) (Chapter 14)?
RQ 7: How can future risks be estimated by incorporating future-oriented land-use changes and
outburst flow scenarios for a local case (Naters) (Chapter 15)?
1.3 Structure of the thesis
This thesis is structured according to the subject, spatial and temporal scale, which the single
research questions and the related chapters cover. The thesis is thus composed of five semantic
parts (Fig. 1.1) rather than strictly following the standard arrangement of scientific publica-
tions.
In Part I high-mountain lake-outburst events are introduced, framed and explained. The in-
troductory Chapter 2 contains an overview on worldwide occurrences, consequences and ter-
minologies of high-mountain lake-outburst flows. The event of a high-mountain lake-outburst
is then embedded into the risk concept in Chapter 3 to enable systematic treatment of the cas-
cading processes. The current knowledge on hazard assessment of high-mountain lake-outburst
events is summarized in Chapter 4. This involves the definition of lake-outburst mechanisms,
identification of the related disposition and trigger parameters, as well as the presentation of
corresponding hazard assessment techniques that are currently available. Special attention is
thereby given to process chains and their treatment within in the elaborated theoretical frame-
work.
In Part II the relevance of rock avalanche-induced impact waves for the entire Swiss Alps
is assessed on a regional scale and discussed as much for current as for future conditions by
identifying areas of special concern. A rock-avalanche impact disposition model was elaborated
(Chapter 5), to assess the long-term rock-avalanche impact disposition for Swiss high-mountain
lakes in a spatially-explicit deterministic approach (Chapter 6) and in a probabilistic approach
(Chapter 7). A detailed reliability and robustness analysis of the model was carried out (Chapter
8) before the relevance of rock-avalanche impact disposition into Swiss high-alpine lakes was
elaborated through comparison to current settlements in the Alps as well as to national scenarios
of spatial development (Chapter 9).
Detailed hazard analyses have to be carried out on a local scale for every lake individually, which
is the topic of Part III. The current knowledge on the effects of a slope failure in a lake and
on the techniques available for hazard assessment of the single process involved in the resulting
process chain are summarized and discussed in Chapter 10. The discussion focuses on the pos-
sibility of coupling the assessment techniques for the purpose of a hazard analysis of the entire
process chain. The approach chosen to represent the effects of the 2010 rock/ice-avalanche im-
pact into, and the propagation of the wave through, Lake 513 in Peru, is presented in Chapter 11.
This case study serves as a basis for the following two chapters. Chapter 12 assesses the prop-
agation of the uncertainties in the coupled hazard simulation approach. In Chapter 13, the case
study serves an example for a complete hazard analysis of a lake outburst through ice-avalanche
induced impact waves, bringing together the thus-far elaborated knowledge.
Hazard analysis is a component of risk analysis, together with damage potential. This is the
content of Part IV, in which two selected issues of damage potential and risk estimations
regarding high-mountain lake-outburst events will be treated. Firstly, quantification of all costs
incurred by the 2008 lake-outburst event in Grindelwald, Switzerland is presented (Chapter 14).
Secondly, a method to conduct future-oriented risk estimations considering future hazards and
land-use changes is presented with the help of a modelled overdeepening (which is assumed a
potential location of a future lake) above the town of Naters, Switzerland (Chapter 15).
The final Part V brings together the achievements within discussion of integrated risk and lake
management (Chapter 16), and it also considers questions regarding probabilities, risk evalua-
tion and feasible risk reduction measures. The final Chapter 17 contains the main conclusions
of this thesis and an outlook on further opportunities and challenges.
Appendices are attached after the literature references, the personal bibliography and the cur-
riculum vitae.
Figure 1.1: Structure of the thesis. x = chapter refers strongly to the topic. (x) = chapter refers partly to
the topic.

Part I
An application-oriented framework for
treatment of outburst flows from
high-mountain lakes
The aim of this thesis is to improve systematic analysis of high-mountain lakes, especially with
regard to outburst flows triggered by impact waves. This introduction will discuss the processes
for understanding and modelling such situations, so that they may be framed and analyzed.
The thesis starts with an overview in Chapter 2 on worldwide occurrence of high-mountain lake-
outburst flows, consequences reported and terminologies applied. The event of a high-mountain
lake outburst is then embedded into the risk concept in Chapter 3 to enable systematic treatment
of the cascading processes. The current knowledge on hazard assessment of high-mountain
lake-outburst events is summarized in Chapter 4. This includes the definition of lake-outburst
mechanism, identification of the related disposition and trigger parameters, as well as the pre-
sentation of corresponding hazard assessment techniques currently available. This section pays
special attention to process chains and their treatment within the elaborated theoretical frame-
work.
This framework provides the basis for the entire thesis.
CHAPTER 2
OCCURRENCE, CONSEQUENCES AND
TERMINOLOGIES
2.1 Occurrence and consequences
High-mountain lake-outburst flows can potentially be disastrous. Peru experienced 6000 fatal-
ities in the town of Huaraz in 1941 (Lliboutry et al., 1977), 500 deaths at Ayhuinyaraju Lake
in 1945 and another 500 at Jancarurish Lake in 1950 (Flubacher et al., 2007). 19 million m3
of water released within 60 minutes from Lake Dig Tsho destroyed two highway sections, a
hydropower project and two bridges, resulting in damages of 3 million US dollars for Nepal
(Mool, 1995). 126 km of railways, a small village and some bridges in the main international
route between Argentina and Chile were demolished by an outburst of the Río del Plomo in
1934, which was impounded behind the surging Plomo glacier (Flubacher et al., 2007). In
Täsch, Switzerland, 150 people were forced to be evacuated and damage of around 18 million
Swiss francs was caused to buildings and other infrastructure from an outburst of Lake Wein-
garten in 2001 (Huggel et al., 2003). Eventually 400 fatalities in two devastated cities and on
57 km2 of farmland were counted in Tibet in 1954 after the impact of a glacier avalanche into
the Sangwang lake (Ives et al., 2010). These are just a few examples of the consequences of
high-mountain lake-outburst flows.
In fact, lake-outburst flows are a worldwide phenomenon (Mergili and Schneider, 2011; Vui-
chard and Zimmermann, 1987). Some regional documentation is available for Peru (Lliboutry
et al., 1977), Patagonia (Dussaillant et al., 2010; Iribarren Anacona et al., 2014), the Yukon ter-
ritory (Clarke, 1982), the Pakistani (Karakoram) Himalayas (Ashraf et al., 2012; Hewitt, 1982),
Alaska (Post and Mayo, 1971), the European Alps (Chiarle et al., 2007; Haeberli, 1983; Röth-
lisberger, 1978), Nepal (Bajracharya and Mool, 2010; Mool, 1995; Yamada and Sharma, 1993),
New Zealand (Hancox et al., 2005) and British Columbia (Blown and Church, 1985; Clague
and Evans, 2000). Their occurrence in all major mountain regions is documented (Fig. 2.1)
in a compilation of 566 records (Vilímek et al., 2014). The disproportionately high number of
events recorded in the European Alps and in the Rocky Mountains is most likely due to spo-
radic reporting, as lake-outburst flows often happen in remote areas (Würmli, 2012). In these
cases, damage is mostly caused to landscape and roads. In areas featuring densely populated
valleys, however, loss of life frequently occurs. The examples mentioned at the beginning of this
chapter illustrate that lake-outburst flows can be very destructive. Outburst mechanisms such as
overtopping, sudden dam breaching, or piping often feature high peak discharges up to several
1,000 m3/s or even several 10,000 m3/s are common (Cenderelli and Wohl, 2001; Würmli et al.,
2013). As a result of the large amounts of water involved, up to tens of millions of cubic meters,
lake-outburst flows can cause damage over a length of few kilometres up to more than 100 km
(Würmli, 2012). Lake-outburst flows can flow rapidly; velocities between 3-9 m/s have been
reported (Cenderelli and Wohl, 2001).
The reported causes for these lake-outburst events have been manifold (Fig. 2.2). Reports
describe lake outburst from sudden mechanical breaching, piping (Lliboutry et al., 1977), pro-
gressive breaching, overtopping by impact waves (Eisbacher and Clague, 1984; Lliboutry et al.,
1977; Richardson and Reynolds, 2000; Schneider et al., 2014) or retrogressive erosion (Würmli
et al., 2013). The stability of lakes is therefore an outcome of the dam characteristics but also of
the surrounding processes impacting the dam.
2.2 Terminologies
Lake-outburst floods have been described by Carrivick (2007) as "subaerial high-magnitude
outburst floods", which are characterized as "a sudden release of water and sediment with dis-
charges that are several orders of magnitude greater than perennial flows". According to this
definition, lake-outburst floods belong to the same class as flows from volcano-glacier interac-
Figure 2.1: A worldwide compilation of 566 lake-outburst events (Vilímek et al., 2014).
(a) Number of events recorded per outburst mecha-
nism as a function of the dam type.
(b) Number of events that were recorded per dam type
(material).
(c) Number of events that were recorded per outburst
mechanism.
(d) Magnitude of peak discharges per outburst mech-
anism.
Figure 2.2: Some insights into lake-outburst mechanism from a compilation of a worldwide inventory of
566 lake-outburst flows (Würmli et al., 2013).
tions (so-called lahars) or directly glacier-related floods from sub-, en- or supra-glacier flows
(Richardson and Reynolds, 2000).
The terminology describing these events is not consistently used across the literature, due to the
historical development of expressions and also due to the sometimes inconsistent use of popular
expressions. The term Jökulhlaup – adopted from Icelandic – is applied in glacier science to de-
scribe the sudden release of water impounded within or behind a glacier (Thorarinsson, 1953).
This definition was later expanded to include moraine-dammed lakes, which led to defining
up to seven different types of Jökulhlaups (Roberts, 2005): (1) drainage of an ice-marginal,
ice-dammed lake, (2) drainage of a supraglacial lake, (3) volcanically induced Jökulhlaup, (4)
drainage of a subglacial lake, (5) drainage of an intraglacial cavity, (6) drainage of a moraine-
dammed lake, including those dammed by ice-cored moraines, (7) meltwater release during
surge termination.
The ambiguous term "glacial lake outburst floods" (GLOF) has been introduced from studies
in mountainous regions. Mergili and Schneider (2011) describe a GLOF as the sudden release
from lakes in glacially shaped landscapes or which are dammed by a glacier. Different glacier
lake types are described by Raymond et al. (2003). They distinguish among (a) subglacial lakes,
which can also form as water pockets in the ice (and which will not be further considered in the
present study), (b) supraglacial lakes, which form in depressions on the surface of a glacier,
(c) periglacial lakes, which are dammed by moraines, dead-ice, sediments or permafrost and
are no longer in contact with the glacier, (d) ice-marginal lakes, which are in touch with the
glacier and are often dammed by it and (e) proglacial lakes, which are located in depressions in
formerly glaciated areas and which are often dammed by moraines. The expression GLOF is
also applied as a synonym for Jökulhlaups (Hewitt, 1982, e.g.). Other authors, however, define
the expressions differently; the classification of Richardson and Reynolds (2000) on glacier and
related hazards describes glacier outbursts as a catastrophic discharge of water under pressure
from a glacier, while they associate Jökulhlaups with floods triggered by subglacial volcanic ac-
tivities. According to them, the term GLOF describes outbursts from usually moraine-dammed
proglacial lakes.
Natural lakes in mountainous areas, however, also contain other types of dams, formed, for
example, by landslide deposits, or bedrock-dams (Costa and Schuster, 1988), which are not
necessarily a consequence of (former) glacial activity. Mergili and Schneider (2011) therefore
introduced the term lake outburst floods, LOF, which accounts as much for glacial as for non-
glacial lakes. A broad overview about the terminology in use is given by Korup and Tweed
(2007). Without presenting them in detail, the conclusion of this compilation is that the ter-
minology currently applied regarding LOFs, especially the expression GLOF, is not consistent.
Depending on the author, the term GLOF refers either to the flow characteristics of a high-
magnitude outburst flood or to the formation of the lake in glacially shaped landscapes. This
ambiguity makes a structured approach for hazard assessment difficult. Therefore none of the
terms introduced in this paragraph will be used in the present study.
The present part, entitled "An application-oriented framework for treatment of outburst flows
from high-mountain lakes", refers to the environment in which the lakes of concern are cur-
rently situated rather than the formation history or the outburst flow magnitude. Hence, the
high-mountain environment has to be demarcated, as this term is also used ambiguously. Barsch
and Caine (1984) summarized several definitions, e.g. by means of vegetation (above timber-
line) or elevation and relief (differing by more than 1000 m of altitude over a 5-km distance),
amongst others. For the purpose of the present study, a high-mountain lake is defined by its
catchment. Following in principle Barsch and Caine (1984), the catchment should be located
above the timberline and exhibit steep (>35 ) and even precipitous gradients, rocky terrain, and
the presence of snow as well as of (potential) contemporaneous or recent past ice-occurrence.
This definition is intentionally not formulated too specifically. This implies ongoing reflection
for every lake assessment, to determine whether this definition applies and how the boundaries
of the study areas have to be defined. This study is aligned towards mountain ranges featuring
a glacial regime, which are currently impacted by strong climate-induced changes and towards
lakes, and which feature paraglacial environments in their catchment. Two main definitions of
a paraglacial environment are currently in use (Ballantyne, 2002; Slaymaker, 2009). McColl
(2012) combined them with regard to slope failure assessment, defining paraglacial as an envi-
ronment or processes, which "are part of or influenced by, the transition from glacial conditions
to non-glacial conditions". The advantage of this relatively open definition applied to high-
mountain lakes is, however, that all kinds of lakes affected by the same outburst trigger factors
can be assessed in an equal manner independent of the lake classification into glacial, non-glacial
or even artificially dammed lakes. The general description of the outburst as a flow (in accor-
dance with Korup and Tweed (2007)) further prevents preconceptions of assumptions on the
flow characteristics, since anything from pure water floods up to heavy debris flows are feasible.
This point of view allows for more precise conclusions regarding the probability of occurrence
and potential magnitude of lake outbursts, which are crucial for hazard assessment.
This overview on the variety of occurrence, causes and consequences of worldwide lake-outburst
events illustrates the destructive nature of such incidents and their classification as high-magni-
tude, low-probability events. The terminologies used in literature to describe variable aspects of
these events were presented, and the term "high-mountain lake-outburst flow" was introduced
as a starting point for hazard assessment of the respective phenomenon, which will be examined
more closely in the next chapter.

CHAPTER 3
EMBEDDING HIGH-MOUNTAIN
LAKE-OUTBURST EVENTS INTO THE
THEORETICAL BACKGROUND OF RISK
The basis of any management activity with regard to a potential danger is a profound hazard and
risk analysis, as risk allows for comparing and rating different hazards within integrated risk
management. The analysis has to meet four main criteria, if it is to be performed to empower
decision makers in efficient risk reduction (Chen et al., 2010): the analysis has to enable (1)
the prioritization of hazard/risk by (2) identifying hotspots, critical components or locations and
(3) recognizing and analysing interconnections between causes and consequences of hazardous
processes in order to (4) establish hazard scenarios, which serve as a basis for vulnerability
and risk estimations as well as for mitigation planning. To satisfy these criteria, the analysis
is best conducted within a risk management framework, which will be outlined in the next
section.
3.1 The risk concept
Risk is not clearly defined: disagreement currently prevails regarding its nature. Risk can be
understood as a subjective construct rather than a real fact (e.g. Becker et al., 1993), while
another school of thought perceives risk as an objective state of the world, which exists inde-
pendent of our perceptions (e.g. Rosa, 1998, 2003). The definition of risk further depends on
the perspective. Common point of views are traditional engineering and Bayesian views, or
economic, social, and anthropological perspectives (see Aven and Kristensen (2005) for more
precise explanations). These definitions can be merged into two categories (Aven and Renn,
2009a). Definitions in the first category express risk by means of probabilities and expected
values (e.g Crozier and Glade, 2005; WMO, 2014), while the second category describes risk
Figure 3.1: The cycle of integrated risk
management (PLANAT, 2013).
The three leading questions
(Kaplan and Garrick, 1981)
are assigned to the respective
activities.
through events or consequences and uncertainties in the second category (see (Aven and Renn,
2009a) for a summary of corresponding definitions).
The present thesis will focus on the first, engineering-based, category of risk, following Kaplan
and Garrick (1981), as they aim at supporting decision-making (Aven and Kristensen, 2005).
The focus, understanding and management of risk, also, however, depends on its social and
political context (Huggel, 2010).
The understanding of disasters is indeed always a product of social, political and economic
environments (Hewitt, 1983). To include this principle, risk is here defined according to the
widely accepted and applied approach of the United Nations International Strategy for Disaster
Reduction (UNISDR, 2009) as "the combination of the probability of an event and its negative
consequences", which is also the basis for the IPCC (2012, 2013) Reports.
In line with the geographical focus of the present study, risk management as applied in Switzer-
land (Bründl et al., 2009; PLANAT, 2004) will serve as a reference, which will moreover be
compared and discussed with further approaches in some aspects. Here, integrated risk man-
agement is understood as continuous observation, capturing, and evaluation of risks in order to
derive the need for action, set priorities and anticipatorily regulate development with the help of
risk-reduction measures (Fig. 3.1). According to the concept of Kaplan and Garrick (1981), the
three leading questions "What can happen?", "What is allowed to happen?" and "What needs to
be done?" have to be considered in three steps.
In the risk analysis (described in detail in Section 3.2), the question "What can happen?" is
answered and refers to both the environmental, hazardous element as well as to its potential
impacts. The resulting scenarios are the premise for the risk estimation.
The meaning of the estimated risk can only be recognized in comparison to societal accepted
risk levels, answering the second question of "What is allowed to happen?" (Kaplan and Gar-
rick, 1981). In this risk evaluation, the risk is classified as acceptable, tolerable or intolerable
(Fell et al., 2005). This assessment reflects mainly the culture of a society, especially its values,
history and ideology (Weinstein, 1980). Risk acceptance also varies, however, within a society,
as a function of gender and age (Slovic, 2000). Discussions on risk acceptances are therefore
generally lively (e.g Aven, 2007; Bell et al., 2006; Lentz and Rackwitz, 2004; Smith, 2013).
The evaluation of the risk emerging from a high-mountain lake-outburst flow poses the further
Figure 3.2: The range of possible risk-
reduction measures in the frame-
work of integrated risk manage-
ment, which can be taken at cer-
tain stages in an event. The choice
of the measure(s) is made based
on hazard and risk assessments
(BABS, 2013).
challenge of a low-frequency, high-magnitude event, which will be more closely discussed in
Chapter 16.
In a third step, possible risk-reduction measures are planned in order to reach the aspired level
of safety (PLANAT, 2013), by assessing "What needs to be done?" based on the evaluated risk.
In line with integrated risk management, all kind of measures have to be treated on a par (BABS,
2003). The variety of measures is huge and depends strongly on the hazard type and the context
of the possible event; a general overview on possible risk-reduction measures is summarized
in Figure 3.2. A more focused compilation and discussion of measures with regard to high-
mountain lake-outburst flows is established in Chapter 16.
The main two objectives of this thesis defined in the introduction (Section 1.2) are related to
the first step of risk analysis. The risk analysis procedure of high-mountain lake-outburst events
is presented in more detail in the following sections, where challenges and open questions are
also identified. Furthermore, challenges with regard to application of the analysis to different
temporal or spatial scales are addressed, and chapters that deal with specific aspects as defined
in the introduction are referred to.
3.2 Risk analysis
In the risk analysis, the question "What can happen?" is answered in three parts, presented in
this section, referring to a detailed risk analysis on a local scale. Firstly, the procedure of hazard
analysis is introduced (Section 3.2.1). Secondly, the assessment of potential impacts in the
consequence analysis is presented (Section 3.2.2). These findings are combined in the final step
of risk estimation, which is explained in Section 3.2.3.
3.2.1 Hazard analysis
The hazard analysis is carried out in the first step of a risk analysis, defining the event and its
effect, which results in intensity maps for each hazard scenario. The short overview in the pre-
vious chapter on past lake-outburst events already revealed that they can be caused by several
different outburst mechanisms as well as by complicated interactions. To account for this com-
plexity, high-mountain lake-outburst events have to be treated as multi-hazard situations.
Multi hazards
The framework of multi-hazard and multi-risk assessments is relatively recent. A review of def-
initions, concepts and assessment methods of multi hazards and risks was provided by Kappes
et al. (2012). The most recent advances were compiled in the EU-project MATRIX (2013),
whose results were, however, not yet fully available when this thesis was written. The follow-
ing explanations of the multi-hazard concept are therefore mainly based on the review of and
references in Kappes et al. (2012).
Multi hazards are defined as the totality of relevant hazards in a defined area (Kappes, 2011), for
which the hazard potential is amplified due to a possible coincidence of two or more different
hazards in space and time. When two processes occur simultaneously or one shortly after the
other, the potential damage impact is greater than the simple sum of the two processes (Kappes
et al., 2010; Tarvainen et al., 2006). This is true for processes interacting with high-mountain
lakes, because the lake acts as a reservoir, providing much more water than would otherwise be
available to the hazard process and thereby intensifies the effect of the event.
The classification of the interactions between hazards is not that straightforward: the relation-
ships between hazardous processes are as diverse as the interactions between them (Kappes
et al., 2012). An undisputed type of interaction refers to so-called cascading processes, domino
effects or process chains, which consist of a sequence of hazard events and are defined as "a
failure in a system of interconnected parts, where the service provided depends on the operation
of a preceding part, and the failure of a preceding part can trigger the failure of successive parts"
(Delmonaco et al., 2006a). This definition applies to the case for a lake-outburst flow triggered
by a rock/ice avalanche-induced impact wave. The classification of remaining types of rela-
tionships between hazards is still missing, and they are defined differently in each study (e.g.
Hewitt and Burton, 1971; Kappes et al., 2010; Tarvainen et al., 2006). However, these distinc-
tions are not of relevance for the present thesis. Multi-hazard analyses aim at "implementation
of methodologies and approaches aimed at assessing and mapping the potential occurrence of
different types of natural hazards in a given area. Analytical methods and mapping have to
take into account the characteristics of the single hazardous events [...] as well as their mutual
interactions and interrelations", according to Delmonaco et al. (2006b).
The study area stretches over the lake, the catchment and the downstream valley for hazard
analysis of a high-mountain lake-outburst event. In the following, the two steps of event and
effect analysis are described in more detail for a lake-outburst event, with special focus on the
process chain of an outburst event triggered by a rock/ice avalanche-induced impact wave.
Figure 3.3: Risk assessment of a lake-outburst event (*) in the framework of the risk concept. The
assessment of the characteristics of the casual relations involves the operations hazard analysis,
exposure and consequence analysis and risk estimations. A hazard analysis begins with an event
analysis, which aims at identification and localization of hazards by means of observations, records
or analyses of the terrain. The intensity of the hazard is assessed in the effect analysis, which
completes the hazard analysis. The negative consequences are assessed within an exposure and
consequence analysis, before the risk is estimate based on the hazard and the damage potential.
Event analysis
The starting point of any hazard analysis is the event analysis, in which hazards are identified
and localized. Realistic release scenarios are established by means of analysis of inventories
either basing on observations of past events or on geomorphologic features in the terrain, or
on basis of analysis of the terrain and natural processes occurring in the area (Bründl, 2013).
The development of a natural process into a hazard can be described by means of disposition
and trigger factors (Heinimann et al., 1998). Disposition indicates the ability of a location to
produce a dangerous process, while a trigger factor causes the release of the hazardous process
and the initiation of the movement once a certain threshold is exceeded in an area featuring
the disposition. One can further distinguish between basic and variable disposition: the basic
disposition is defined by Zimmermann et al. (1997) as the static and inherent setting of the
environment, e.g. geology. The variable disposition, in contrast, is composed of factors varying
over time, such as temperature or hydrology, which bring the system from stable into marginally
stable conditions (Glade and Crozier, 2005). Some authors label these two disposition categories
as preconditioning and preparatory parameters (e.g Glade and Crozier, 2005).
In hazard analyses of high-mountain lakes, the event is defined as the outburst (Fig. 3.3). The
leading question (according to Kaplan and Garrick (1981)) is then reformulated as, "What can
happen, if a lake bursts out?". The aim of the event analysis is to define the outburst mecha-
Figure 3.4: Analysing the risk of a lake-outburst flow triggered by an impact wave in the framework of
the risk concept. The event (*) is here defined as the slope failure, whose effect has to be assessed
considering cascading processes. The other operations are carried out as described in Figure 3.3.
nism, the characteristics of the outburst hydrograph and the probability of occurrence based on
observations, records or analysis of the terrain. The most likely outburst mechanism has to be
derived in a multi-hazard assessment considering all possible interactions. The state-of-the-art
in identification and assessment of the most likely outburst mechanisms and the corresponding
trigger and disposition parameters is revealed in Chapter 4.
For the hazard assessment of a lake outburst triggered by an impact wave, the scheme presented
in Figure 3.3 has to be adapted ,as illustrated in Figure 3.4, to define the triggering event as a
slope failure. The leading question has to be reformulated to "What can happen, if a slope failure
occurs?". The event analysis hence aims at assessment of location, magnitude and probability
of a slope failure, which is more closely treated in Chapter 4.
Ideally, the event analysis also produces the probability of hazard occurrence, which is highly
relevant for spatial planning. A probability in form of a quantitative return period or probabil-
ity of occurrence, however, is highly difficult to obtain or even not applicable, especially for
non-stochastic events (Kappes et al., 2011) or for processes occurring in high mountains. In
the latter case, fundamental climate-induced, cumulative changes in the environment (Beniston
et al., 2007) imply changes in frequency, magnitude and interactions of processes which can
hardly be assessed by means of retrospective event analyses (Fuchs et al., 2013; Kron, 2002).
Furthermore, the dates of past events are often not known exactly due to missing observations,
and often the events can only occur once (McKillop and Clague, 2007b). This is, for example,
the case for a moraine-dammed lake-outburst flow, where the dam is destroyed irreparably dur-
ing the event.
The challenge of defining the probability of occurrence of a low-probability or non-stochastic
event is again addressed within the discussion on integrated risk management of high-mountain
lakes in Chapter 16. One proposed solution is briefly presented, as this concept is in the present
thesis applied in Chapter 4 and in Part II.
One possibility for circumventing this obstacle is the identification of hazard occurrence suscep-
tibility, which is feasible for present and partly for future conditions. The term “susceptibility”
is here understood as the probability of occurrence (here of the hazard) by virtue of intrinsic
characteristics of the territory and its elements (Carpignano et al., 2009). The occurrence sus-
ceptibility can be assigned to the basic disposition as defined by Zimmermann et al. (1997) (see
previous paragraph).
An effect analysis can be carried out subsequent to the event analysis, whether the probability
was defined or not.
Effect analysis
The effect of an identified and localized potential hazardous event is in a second step assessed
regarding reach, spatial dispersal and intensity. The respective methods for local scale effect
assessment are numerous and depend on the type of hazard process (Chapter 10). In any case,
the resulting hazard potential is recorded in intensity maps for each scenario.
In the case of a lake-outburst event (Fig. 3.3), the assessment of the hazard potential is com-
pleted with the analysis of the effects of the outburst flow. The runout distance, the intensity
and spreading are assessed and detained in intensity maps. Available methods are discussed in
Chapter 10.
The effects of a slope failure triggering an outburst event have to be assessed as a cascading
multi-hazard, where the inundation also depends on the impact in the lake and on the out-
burst mechanism (Fig. 3.4). These relations and interactions are described in detail in Chapter
10.
Multi-hazard assessments feature the challenge of comparability of multiple hazards (Kappes
et al., 2012), because hazards are usually described by means of reference units and intensity
indicators, which best fit to the respective process characteristics. An extensive overview on
multi-hazard assessment systems currently in practice is given by Delmonaco et al. (2006b).
Such a classification scheme is always elaborated in reference to a certain objective (Kappes
et al., 2010). One solution proposed (Delmonaco et al., 2006b) is to apply classification of all
hazards into a consistent intensity-scale matrix consisting of low, medium and high intensities.
An example is the Swiss planning system, in which hazard zones are defined according to pro-
cess characteristics and to probability (Heinimann et al., 1998). Further examples of assessment
of lake-outburst susceptibility are presented in Chapter 4. The effect of a process chain can,
however, hardly be defined using such a classification scheme.
The problem of comparability can also be addressed by means of indices. They allow a semi-
quantitative comparison of the hazard levels, instead of a qualitative ranking. To this purpose,
the hazard score is derived as the product of a frequency score with an area-impact score and
an intensity score (Kappes et al., 2012). Scale is important in this context (Delmonaco et al.,
2006b). This method is picked up in comparison of rock-avalanche impact susceptibility of
high-mountain lakes in Switzerland in Part II.
To summarize, high-mountain lakes have to be assessed as complex multi-hazard situations,
independent of the outburst mechanism. The event and the effect analysis have to be adapted
to the outburst mechanism assumed. Most complex interactions are probably outburst events
induced through impact waves triggered by rock/ice avalanches.
The assessed natural process acts as a hazard if it "may cause loss of life, injury or other health
impacts, property damage, loss of livelihoods and services, social and economic disruption, or
environmental damage" (UNISDR, 2009). Therefore an exposure and consequence analysis has
to be carried out in a next step, to estimate the negative consequences.
3.2.2 Exposure and consequence analysis
The second part of the risk analysis consists of the exposure and consequence analysis, in which
the damage potential is identified and the expected loss is estimated (Bründl et al., 2009). Four
important, general parameters should be considered, which are explained in detail in this sec-
tion, referring to the following numbers: (1) the number and value of (material) assets and the
number of persons exposed; (2) the exposure probability of an object/person while a scenario
is occurring; (3) the spatial probability that an object/person is directly encountered by the sce-
nario and (4) the vulnerability of an object/the lethality of a person against the impact of the
event.
Exposure analysis
In the exposure analysis, (1) the number, type and value of potentially endangered objects and
persons are identified and (2) the probability of their presence in the hazard area assessed. The
choice of which endangered objects are to be considered depends on the scale and on the social
or cultural evaluation of loss (as explained in Section 3.1). This information is commonly ele-
vated for current conditions, also distinguishing between permanent (e.g. houses) and mobile
assets (e.g. cars on the road) (Bründl et al., 2009). A very detailed analysis, also differentiates
between different exposure scenarios, such as, e.g. a normal working day vs. a football match
with many spectators in the sports ground.
In Switzerland, only the direct damage potential is considered in risk analyses, consisting of
the number and value of the exposed objects and the number of persons exposed (Bründl et al.,
2009). This is a very simplified definition, because the loss due to natural hazards can be much
broader, as shown in a recent review on costs incurred by natural hazards (Meyer et al., 2013).
Five categories of cost were distinguished: loss, which is caused by direct physical impact of
the hazard, is assigned to the (a) direct costs. The directly affected area might also suffer from
(b) business-interruption costs, which arise, for example, through destruction or inaccessibility
of workplaces. All further category (a) or (b) losses occurring inside as well as outside of the di-
Figure 3.5: Schematic illustration of the spatial
probability (Psp) of a process. The areas con-
sidered in the intensity maps are indicated with
ai and xi, respectively. The left part shows that
only a part of the potential run out area (yel-
low area) is assumed to be affected (ai1); the
right shows that only a part of the road sec-
tion is hit by the process (xi1, xi2). Figure and
caption from Romang (2009).
Figure 3.6: Schematic illustration of a matrix,
which can be applied to qualitative risk estima-
tions or for multi-hazard assessment (Kappes
et al., 2012). A closer description of the matrix
elaboration is given in Chapter 15.
rectly affected area, occurring immediately or with a delay are summarized as (c) indirect costs.
The (d) intangible costs comprise goods and services, such as impacts on environment, health
or cultural heritages which are difficult to measure in terms of money. A last category of costs
caused by natural hazards is (e) risk-reduction costs, which are, however, not included in the
risk analysis process but rather assessed for risk-reduction measurement planning. A complete
assessment of costs caused by a lake-outburst event is provided in Chapter 14.
The spatiotemporal developments of land use are currently little integrated in exposure anal-
yses (Cammerer and Thieken, 2013; Cammerer et al., 2013). A method to conduct future-
oriented risk estimations considering future hazards and land-use changes is presented in Chap-
ter 15.
Consequence analysis
In the consequence analysis, the hazard scenarios are set in relation to the exposure with the
help of the intensity maps, to estimate the expected damage or loss for all considered scenarios.
To prevent overestimation of damage potential, (3) spatial probability is included for processes
such as snow-avalanches or rock-falls, whose spatial distribution might vary with every event
and not extend over the entire area considered in the intensity maps (Fig. 3.5). Empirical
estimations for hazardous processes in Switzerland are well established and can also be applied
to other regions (BAFU, 2010).
The definition and use of (4) vulnerability varies substantially between different research dis-
ciplines or societies (Hufschmidt, 2011), but recent global efforts define it as the propensity to
be adversely affected, or the characteristics of a person or system that make it susceptible to
damaging effects of hazards (IPCC, 2012; UNISDR, 2009). The different, detailed concepts of
vulnerability can roughly be summarized by the two categories physical and social vulnerability
(Bara, 2010; Hegglin and Huggel, 2008), which again are quite diverse. Social vulnerability
can, for example, be understood as the ability of a person or a group to cope with loss, which
can be assessed with the help of proxies. The aspects most stated in the literature are socioe-
conomic status, age, gender, race, ethnicity and populations with special needs (Cutter et al.,
2009). Physical vulnerability usually characterizes the degree of physical impairment an ob-
ject can expect to experience if affected by a particular hazard process (BAFU, 2010), which
is related to the type of hazard and its magnitude (Bründl et al., 2009) and is captured in loss
functions (Rheinberger et al., 2013; Totschnig and Fuchs, 2013).
The exact methods for implementation of vulnerability into the risk analysis procedure vary
considerably. In Switzerland, physical vulnerability only is considered and included in risk
analysis as a factor between zero (low) and one (very high), where zero means no impairment
and one means total destruction. These values are even incorporated into software tools such
as EconoMe (BAFU, 2010). Social vulnerability is not yet a fixed assessment variable in the
established risk analysis approach (Bründl, 2009); recommendations on how to integrate this
aspect have nevertheless been formulated (Bara, 2010). In other societies and nationalities, vul-
nerability is understood differently, depending on the respective situation and needs (e.g. Bara,
2010; GoC, 2007).
The Peruvian Civil Protection Agency INDECI (2006) has created its own manual for risk esti-
mation, in which risk is the product of hazard and vulnerability, even though INDECI also refers
to the UNISDR (2009) vocabulary and terminology. In this sense, the consequences are equated
with vulnerability as the degree of weakness or exposure of an element against the occurrence
of a hazard of given magnitude, which is expressed as a probability in percent from zero to 100.
While the understanding and classifications of hazard are congruent with the Swiss concept,
the consequences are defined differently. In addition, the consequence analysis is assessed on
behalf of a different set of indicators that are relevant to the sensibility and the resilience of
the Peruvian society: (i) The level of scientific and technological knowledge local people have
about the dangers in their region. (ii) The degree of political and institutional organization is
assumed to influence the capacity for disaster management or for fulfilling prevention and relief
measures. (iii) The formal education of students regarding prevention and relief issues is as-
sumed to impact the entire society’s capacity for disaster management. (iv) Social vulnerability
considers that the level of social trauma resulting from a disaster is inversely proportional to the
level of organization in the affected community. (v) Economic vulnerability describes access to
economic assets – meaning the level of income and the ability to meet basic needs – and is also
considered. (vi) Physical vulnerability is related to the type of construction and material used
as well as to the exposure to the hazard. This is the factor most similar to the Swiss system.
(vii) Environmental and ecological vulnerability is the degree of resistance of the natural envi-
ronment and the living things that make up a particular ecosystem, in the presence of climate
variability.
The outcome of all consequence analysis is, independent of the exact procedure or terminology,
a compilation of the expected loss for the given hazard scenarios, which serve as a main input
for the final risk estimation.
3.2.3 Risk estimation
In the final step of the risk analysis, the probability of a scenario and its damage potential are
brought into relation with each other with the help of the intensity maps. Again, a wide variety
of approaches are proposed, depending on the framework of the analysis, which embraces scale,
data availability and quality, as well as the purpose of the study (Kappes et al., 2012). Two
strongly differing examples applying diverse metrics of risk description will be briefly outlined.
In Switzerland, two quantitative risk indicators are calculated (Bründl et al., 2009). A given
individual’s risk of dying within a given reference period is calculated as the individual risk.
The societal risk is calculated by summing up the risks for each individual person and object for
every given scenario, resulting in the annual expected damage. This approach requires moneti-
zation of the entire loss, which pokes the discussions on risk evaluation, especially in regard to
valuation of human lives (e.g. Lentz and Rackwitz, 2004). If the fatalities shall also be mone-
tized, the willingness to pay for reducing mortality has to be taken into account (see e.g. Leiter
and Pruckner (2009)). The willingness to pay allows for valuation the risk to the entire group of
persons or objects in the potentially affected area in terms of Swiss francs per year.
Such quantitative risk analyses are only possible for well-investigated study areas. If the nec-
essary information on societal structure and hazardous processes is not available, or if the scale
of the study area is too large, qualitative approaches have to be applied, such as risk rating or
risk-scoring systems (Fell et al., 2005). A widely recognized technique is a matrix-based risk
estimation, in which risk levels are allocated to the matrix cells, whose axes are composed of the
hazard and damage potential (an example is illustrated in Figure 3.6). This method was, for ex-
ample, applied to a regional hazard study in the Pamir (Mergili and Schneider, 2011) and is also
established in the national Peruvian risk assessment strategy (INDECI, 2006). The principle
behind this risk-estimation method is comparable to the intensity-scale matrix-based techniques
recommended for multi-hazard assessment in Section 3.2.1. This strategy is explained in more
detail and applied to a local case in Chapter 15.
The risk, independent of the metric of its description, is the basis for any management activity.
The theoretical framework for risk analyses of high-mountain lakes (especially with regard to
process chains of outburst-events triggered by impact waves) was established in this chapter
following the concept of integrated risk management. The assessment of such multi hazards
requires detailed understanding of the processes as well as their interactions and relations. This
process-specific knowledge basis is established in the next chapter with regard to identification,
localization and assessment of outburst events (triggered by impact waves from rock or ice
avalanches).

CHAPTER 4
IDENTIFYING AND ANALYSING
HIGH-MOUNTAIN LAKE-OUTBURST
HAZARDS
High-mountain lake-outburst events were introduced in the previous chapter as multi-hazard
events, because of the variety of possible outburst mechanisms, which can again be a product of
interactions between a number of disposition parameters and trigger mechanisms. This chapter
treats the research question, "How can the lake-outburst potential, also due to impact waves, be
systematically analysed and anticipated and what is the current state of knowledge and corre-
sponding assessment methods?". The current knowledge basis in identification of hazards and
the corresponding assessment techniques are gathered in this chapter.
Event analyses of high-mountain lakes aim to define the most likely outburst mechanism, the
characteristics of the outburst hydrograph and the probability of occurrence. Correspondingly,
schematic outburst hydrographs are presented in Section 4.1, to enable better assigning of the
lake-outburst mechanism. The related disposition parameters, triggers and process interactions
are explained in Section 4.2. The available hazard assessment techniques are presented in Sec-
tion 4.3. Special focus is put on slope failures, as trigger mechanisms of a process chain causing
overtopping (Section 4.3.4).
4.1 Lake-outburst hydrographs
Lake-outburst events can roughly be divided into four types, which are illustrated schematically
in Figure 4.1, according to the magnitude and characteristics of the outflow hydrographs. The
hydrographs of type I represent overtopping only, while type II and III assume a complete emp-
tying of the lake, representing the probable maximum flows. Type IV hydrographs represent so
called dam-crest floods.
The form of type I hydrographs caused by overtopping resembles the one of type II hydrographs;
Figure 4.1: Idealized hydrographs representing overtopping (I), sudden breaching (II), progressive lake
drainage (III) and overflow (IV). The form of type I hydrograph resembles type II; it does not, how-
ever, necessarily involve the entire lake volume. The idealized hydrographs II and III were originally
published by Haeberli (1983) and also explained in Walder and Costa (1996).
they usually differ, however, with regard to the volume involved in the outburst event. Type II
hydrographs are rather short, but feature a high intensity characterized by a high peak discharge,
which usually occurs in case of sudden dam failures. Type III hydrographs are characterized by
longer-lasting flows with lower peak discharges, which are features of progressive dam failure.
Dam-crest floods (Type IV) can be assumed to be continuous, but not necessarily dangerous,
overflows of the dam due to a rise in the reservoir water level (Wang and Bowles, 2006a).
This schematic is oversimplified, as many intermediate forms are possible in real outburst
events. It nevertheless allows us to draw some first-order estimates on the severity of the conse-
quences of a lake-outburst event as a function of the most likely outburst mechanism.
To determine the most feasible characteristics of the outburst flow, the most likely outburst
mechanism has to be defined through identification and localization of disposition and trigger
parameters as well as interactions, as illustrated in Figure 4.2. This illustration is the basis of
the explanations on lake-outburst mechanism in the next section.
4.2 Lake-outburst mechanism and related disposition and trig-
ger parameters
The main disposition parameter of dam instability is the compositions of the lake and of the
dam themselves. The literature on forms, formation and failure of (natural) dams is wide and
several compilations are available (e.g Cenderelli, 2000; Costa, 1994; Haeberli et al., 2010a;
Iribarren Anacona et al., 2014; Korup and Tweed, 2007), whereby the compilation established
by Costa and Schuster (1988) is probably the most frequently applied one. With regard to high-
mountain lakes, the relevant dams are mainly ice, landslide, moraine and bedrock dams (Korup
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and Tweed, 2007) rather than volcanic, fluviatile, eolian, coastal or organic dams (Costa and
Schuster, 1988). Amongst these, ice dams are highly probable to fail, while earthen dams in
general feature a medium to high and bedrock dams a low failing probability (Huggel et al.,
2004). The different modes of failure, illustrated in Figure 4.2, are explained in the following
section according to the dam type they concern (Section 4.2.1). Further, overflow and overtop-
ping are dealt with; these are relevant to all dam types (Section 4.2.2).
4.2.1 Dam-type specific outburst mechanism
Earthen-dam failure
Moraine and landslide dams are in this thesis summarized as earthen dams, because both are
characterized as a heterogeneous mixture of a variety of particle sizes (Costa, 1994). Moraine
and landslide dams differ, however, with regard to their mode of formation and as to their shape
(Korup and Tweed, 2007). Further, landslide dams are, contrary to moraine dams, reported to
mostly fail within the first year after their formation (Ermini and Casagli, 2003). After having
reached a stable state, however, the failure mechanism of landslide dams is similar to the ones
that can affect moraine dams.
Disposition and trigger factors of earthen-dam failures have been summarized several times (e.g.
Haeberli, 1992; Huggel et al., 2004; Iribarren Anacona et al., 2014; Wang et al., 2008). The sta-
bility of an earthen dam and the likelihood of an outburst depend on the geometry, internal
characteristics and the probability of a triggering event (Richardson and Reynolds, 2000). A set
of factors that define the disposition are indicated in Figure 4.2. The parameter’s attributes and
the associated failure probability are summarized in Table 4.1 for every failure mechanism.
Failure mechanisms specific to earthen dams are sudden mechanical breaching or gradual earthen-
dam failure (e.g. Costa, 1994; Westoby et al., 2014). Gradual earthen-dam failure embraces two
processes, retrogressive erosion and the more frequent progressive erosion. Retrogressive ero-
sion, also called headcut erosion (Morris et al., 2009), begins at the outer dam flank. Progressive
erosion starts at the upstream flank. Gradual earth-dam failure is mostly triggered by overflow,
by overtopping, or by a combination of the disposition parameters (summarized in Table 4.1),
which strongly reduce the dam stability until breach through high pore-water pressure.
Outburst flows from gradual earthen-dam failure usually resemble a hydrograph type III, while
sudden earthen-dam breaching result in an outburst flow of type II.
Ice-dam failure
Ice dams are unstable as a matter of principle. Their susceptibility to failure can nevertheless be
approached by qualitative description of a set of disposition parameters, as summarized in Table
4.1. Ice-dam failure mechanisms are reported in great detail (Costa, 1994; Iribarren Anacona
et al., 2014; Post and Mayo, 1971) and can be summarized in three main categories.
The first category consists of enlarging of subglacial channels. This is not the most dangerous,
but it is the most common failure mechanism (Walder and Costa, 1996), because several sub-
processes are summarized within this description. These are (a) sub-glacial drainage through
ice-dam flotation, which usually takes place in temperate ice once the water level reaches 90%
of the height of the ice dam due to the difference between the densities of ice and water (Herget,
Dam type Outburst Disposition Attribute Probability Source
mechanism parameter
All Overtopping Ratio freeboard V low high Huggel et al. (2004)
to dam height medium medium
high low
Earthen Sudden breaching Ratio dam width B small (0.1-0.2) high Huggel et al. (2004)
to dam height medium (0.2-0.5) medium
high (> 0.5) low
Ice core V present high Clague and Evans (2000)
not present none
Progressive failure Material type B Ice in dam high Clague and Evans (2000)
silt, sand, gravel medium
rock, clay low
Steepness of flanks V < 35  low Costa and Schuster (1988)
> 35  high Hubbard et al. (2005)
Discharge type V Subterranean drainage high Clague and Evans (2000)
Overflow channel low
Ice Sudden and Ratio water depth V < 0.5 low Costa and Schuster (1988)
progressive failure to dam height 0.5-0.7 medium
> 07 high
Supra-/englacial V none none Reynolds (2003)
drainage minimal low
moderate medium
large high
Seapage V none none Reynolds (2003)
minimal low
moderate medium
large high
Table 4.1: Disposition parameters mentioned in literature defining the stability of different natural dams.
B = basic disposition parameter; V = variable disposition parameter. See Section 3.2.1 for differen-
tiation of the disposition parameters.
2005; Thorarinsson, 1953); (b) subglacial channel building through plastic yielding, which de-
pends on the hydrostatic-cryostatic pressure ratio and starts to become critical from lake depths
around 200 m on (Iribarren Anacona et al., 2014); (c) formation of subglacial channels via in-
crease in water supply and melting that produces flowing water; or (d) syphoning and drainage
of the lake through the internal glacial drainage system. The second type of ice dam failures oc-
cur through enlarging of supraglacial channels, which is usually a consequence of overflowing
lakes or impact waves (Post and Mayo, 1971). A rare but dangerous ice-dam failure mechanism
is the third category of the sudden breaching or collapse of ice dams, which can be triggered by
crack progression due to shear stresses (e.g. in the case of a surging glacier), by an earthquake
or by the direct impact of a mass movement. An ice dam can also collapse as a consequence
of subglacial drainage (Haeberli, 1983; Post and Mayo, 1971), e.g. in case of a blockage of
channels (Reynolds, 2003).
Analogous to earthen-dam failures, enlarging of sub- and supraglacial channels leads to outflow
hydrographs of type III, while ice-dam collapses generally cause hydrographs of type II.
Next to the just-presented lake-outburst mechanism specifically concerning earthen or ice dams,
overflowing or overtopping can cause a lake-outburst event independent of the dam characteris-
tics. These mechanisms are introduced in the following section.
4.2.2 Overtopping and overflow of dams
Overtopping and overflow are dam-type independent outburst mechanisms and thus the only
processes which can also affect bedrock-dammed lakes. The ratio of the freeboard to the dam
height is the most important disposition indicator in respect to both processes. The lower the
ratio, the higher the probability of overtopping (Huggel et al., 2004).
Overflow
Overflow can be triggered by hydrometeorological events (such as strong precipitation or snow
melt (Huggel et al., 2004)), by waves constructed through wind action (Wang and Bowles,
2006a), or as a consequence of the emptying of another lake located upstream (Haeberli et al.,
2010a).
The probability of extreme hydrometeorological events could be described qualitatively (fre-
quent, sporadic, unlikely (Huggel et al., 2004)), e.g. based on percentile values of long-term
precipitation or temperature records (Valiente, 2001).
Overflowing of a dam can either constitute a dam-crest outburst flood of type IV, which is usu-
ally not dangerous. Or it can act as an element in a process chain leading to complete failure of
an earthen or an ice dam, as illustrated in Figure 4.2.
Overtopping
Another process chain involves overtopping, which is the consequence of an impact wave (Fig.
4.2). Triggers of impact waves are usually rapid mass movement (Huggel et al., 2004), outburst
flows from another lake located upstream (Haeberli et al., 2010a), or the failure of a lateral
moraine.
The primary disposition factor for such an event is the steepness of the flank, which is assumed to
be critical if it exceeds 35  (Costa and Schuster, 1988; Huggel et al., 2005). Undercut moraine
parts are also highly prone to sliding into the lake. The moraine failure disposition further
depends on the material type. Exposed moraine and debris material is more susceptible to failure
than if it is already covered by vegetation (Clague and Evans, 2000). The annual precipitation
rate is considered a further failure disposition parameter; feasible susceptibility classes are for
example suggested by Santi et al. (2009). Feasible triggering events of lateral moraine collapse
are an earthquake or a strong precipitation event.
Many other types of mass movements (see Section 10.1 for more details on classification of
rapid mass movements) can impact a lake. The overtopping probability is related to the ratio
of the volume of the impacting mass to the lake volume ((Huber, 1980; Müller, 1995; Walder
et al., 2003) summarized in Huggel et al. (2004)). Complete emptying of the lake is assumed, if
this ratio measures between 1:1 and 1:10 and a high probability (given a rather low freeboard)
of overtopping is assumed for ratios between 1:10 and 1:100. The threshold of critical impact
mass has to be defined for every lake individually as a function of the lake volume. Larger mass
movements inhibiting volumes greater than approx. 10,000 m3 are generally of larger concern
than small-scale slides.
High-mountain lake-outburst events triggered by impact waves induced by rapid mass move-
ments like rock/ice avalanches belong to the most complex process chains, and have to be as-
sessed in an event analysis (Fig. 4.2). This process chain is further relevant to all kinds of lakes,
independent of the nature of the dyke. Correspondingly varied are the magnitude and charac-
teristics of the outburst flows. The event analysis of a high-mountain lake is also demanding,
because the respective outburst mechanism has to be defined for each lake individually as a
function of the most probable trigger.
Subsequent to this overview on relations and interactions between process in connection with
high-mountain lakes, efforts and advances in assessment methods and techniques are presented
in the following section.
4.3 Methods for recognizing and analysing hazards
Huggel et al. (2002b) introduced the hazard assessment of lakes as a three-level procedure, the
available methods for which are presented in this section. Firstly, any given lake has to be
detected (Section 4.3.1), including determination of its volume (Section 4.3.2). Secondly, the
outburst susceptibility of the lake has to be estimated (Section 4.3.3) before, thirdly, detailed
event analyses may be carried out. The third step is here presented with regard to ice- and
rock-slope instabilities (Section 4.3.4).
4.3.1 Lake detection methods
Probably the most fundamental step in the event analysis is the detection of lakes in time or
even in anticipation of their formation. Remote sensing is a powerful discipline for lake de-
tection (Ashraf et al., 2014). An overview on lake inventories established by means of remote
sensing is provided in Table 4.2. The applied optical systems, data availability, resolution and
applications to glacial hazards are for example summarized by Quincey et al. (2005).
Formation of lakes can also be anticipated for future conditions. A multi-level strategy to antic-
ipate lakes in glacier beds with the help of simple criteria derived from the glacier surface and
slope was developed by Frey et al. (2010a), which also includes first-order hazard estimations
of lake outbursts. Other approaches digitally calculate the terrain of mountains without glaciers
(Farinotti et al., 2009; Huss et al., 2008; Linsbauer et al., 2013). A GIS-based simulation of the
recession of the Swiss glacier uncovers overdeepenings at certain locations. These overdeepen-
ings are considered as potential sites of lake formation (Linsbauer et al., 2012).
Inventory basis Inventoried region and source
Landsat Swiss Alps (Frey, 2007; Huggel et al., 2002b), Himalaya (Wessels et al., 2002), Nepal
(Mool, 1995; Bajracharya and Mool, 2005), Hindukush (Ashraf et al., 2012; Gardelle et al.,
2011)
Landsat and Aster Tien Shan (Bolch et al., 2012), Nepal (Bolch et al., 2008), Patagonia (Harrison et al.,
2006), Pamir (Mergili and Schneider, 2011), Afghanistan (Molnia, 2009)
ALOS Bhutan (Ukita et al., 2011), Kirgistan (Narama et al., 2010), Tibet (Wang et al., 2011)
SAR Switzerland (Strozzi et al., 2012)
Table 4.2: A compilation of some lake detection studies and lake inventories established by means of
remote sensing images.
4.3.2 Lake-volume estimation
Another important piece of information with regard to lake-outburst hazard is the lake volume.
Different empirical equations exist to estimate the volume based on the lake area and depth;
the most commonly applied ones were suggested by Huggel et al. (2002b) (Eq. 4.1) and by
O’Connor et al. (2001) (Eq. 4.2):
V = 0.104A1.42 (4.1)
V = 3.114A+0.00016853A2 (4.2)
These equations can be applied on a regional level on a basis of remote-sensing lake area estima-
tions. However, they neglect the fact that volume is never directly measured, which results in an
undesired self-correlation. Furthermore the variability in the measurements is also disregarded.
It is therefore more advisable – if only feasible for local-scale assessment – to directly measure
lake depth and bathymetry.
Direct measurement of lake depths can be gained by echo sounding. During echo sounding, an
acoustic signal is sent from a pulse emitter towards the lake bottom, where it is reflected to be
received again by the same emitter upon its return. The lake depth is then derived as half of the
product of the signal run-time with the impulse velocity. Currently, two main echo sounding
systems are available. A multi-beam emitter enables accurate and detailed mapping of large
areas in relatively short time by sending several hundred beams at a time. A single-beam emit-
ter sends one impulse at a time, which requires interpolation of the resulting point lake depths
in a second step (Schimel et al., 2010). Single-beam emitters are applicable in high-mountain
lakes, as they are relatively easy to transport. Applications are described in reports from Peru,
(Cochachin, 2011), from Greenland (Tedesco and Steiner, 2011) or from the Himalayas (Yao
et al., 2012).
In Switzerland, first measurements of high-mountain lake depths were carried out by means of a
single-beam emitter installed on a remote-controlled boat. The resulting lake depths were judged
appropriate as first-order measurements, despite several factors influencing measurement accu-
racy, such as water temperature, density increase with depth or suspended load. The influence of
further factors having an effect in high mountains, such as wind and wave action, causing roll-
(a) The remote-controlled boat. (b) Development of Lake Geeren, Switzerland.
Figure 4.3: Depth measurement and derivation of bathymetries for lakes in Switzerland. Aerial image
2005 from Swisstopo.
and pitch-effects, or different reflectance of different lake floors, are not yet investigated (Epp,
2013).
Lake volume and lake bathymetry can be calculated on basis of these point-depth measure-
ments. The choice of interpolation is another crucial element for the quality of the resulting lake
bathymetry (Epp, 2013). Such data is, despite all uncertainties, crucial and suitable for local
hazard assessment, e.g. by means of numerical process simulation (which will be presented in
detail in Chapter 10). Once a lake is detected, its susceptibility to failure is in a first step better
assessed more generally before carrying out such detailed assessments.
4.3.3 Lake-outburst susceptibility assessment
The use of less extensive, more general and therewith also regionally applicable procedures is
recommended for first-order hazard assessment. Emmer et al. (2014) provide an overview over
existing lake-outburst assessment schemes (Table 4.3). Many of them are empirically based
and therefore often only applicable to a specific type of lake or a certain geographic region. The
principles of five selected procedures will be shortly outlined in the following pages; the process
and interactions they refer to were already explained in detail in Section 4.2.
• The most recent procedure to assess the susceptibility of a lake-outburst flow was pre-
sented by Emmer et al. (2014) for lakes in the Peruvian Cordillera Blanca. It assesses five
outburst-triggering mechanisms by means of decision trees considering 18 hazard charac-
teristics. The outburst scenarios include (a) overtopping caused by an impact wave or (b)
overtopping caused by a water inflow of a lake located upstream, as well as (c) dam fail-
Author(s) Regional focus LT N Method description
Bolch et al. (2012) Tien Shan GL 11 Partly objective semi-automatic assessment
procedure
Clague and Evans (2000) British Columbia
(versatile)
MDL 6 Subjective manual assessment of factors indicating
increased hazard
Costa and Schuster (1988) versatile MDL 4 Subjective manual assessment of factors indicating
increased hazard
Grabs and Hanisch (1993) versatile MDL 11 Subjective manual assessment of factors indicating
increased hazard
Gruber and Mergili (2013) Pamir GL,LD 8 Objective semi-automatic assessment procedure
Huggel et al. (2002b, 2004) Swiss Alps GL 5 Partly objective automatic assessment procedure
McKillop and Clague (2007b,a) British Columbia MDL 4 Objective statistical remote sensing based
procedure (calculation)
Mergili and Schneider (2011) Pamir GL,LD 8 Objective semi-automatic assessment procedure
O’Connor et al. (2001) Cascade Range
(versatile)
MDL 2 Subjective manual assessment procedure
Reynolds (2003) Cordillera Blanca MDL 8 Subjective manual assessment procedure
Wang et al. (2008) Himalaya MDL 9 Partly objective manual assessment procedure
Wang et al. (2011) Tibetian Plateau MDL 5 Objective manual assessment procedure
Wang et al. (2012) Himalaya MDL 9 Partly objective semi-automatic assessment
Yamada (1993) Himalaya MDL 4 Subjective manual assessment of factors indicating
increased hazard
Table 4.3: An overview of existing lake-outburst susceptibility assessments (Table shortened from Emmer
et al. (2014)). LT = assessed lake types: MDL = moraine-dammed lakes, GL = all types of glacial
lakes, LD = landslide-dammed lakes. N = Number of assessed characteristics.
ure caused by an impact wave, (d) dam failure caused by a water inflow of a lake located
upstream or (e) a dam failure caused by an earthquake.
• Reynolds (2003) developed a hazard and a vulnerability assessment procedure. The haz-
ard evaluation procedure represented a first-order assessment scheme, in which factors
influencing magnitude and probability of an event each get a score. The total score per
lake is then given based on an empirical scoring system (recommended for assessment
of multi hazards in Section 3.2.1), with the help of which the lake-outburst hazard can
be qualitatively described. Reynolds (2003) considered the volume of the stored wa-
ter. The lake level relative to the freeboard, seepage through dam and ice-cored moraine
and/or thermokarst features are called threshold parameters, while ice calving, rock/ice-
avalanche risk and supra-/englacial drainage were considered lake-outburst triggers. The
corresponding guidelines for techniques used within glacial hazard and risk assessments
are also summarized with regard to engineering geological descriptions and mapping,
slope stability analysis, geophysical methods and geomorphological mapping.
• Huggel et al. (2004) proposed a general assessment scheme in form of a decision tree
starting with the detection of the lake and aiming at estimating the lake volume, the prob-
able maximum discharge as a function of the dam type, the probable flow volume under
consideration of entrainment, as well as the probable maximum travel distance (for debris
flows). The probability of a lake-outburst event was in this scheme derived by attributing
qualitative probabilities to five disposition parameters, which contained the dam type, the
ratio of the freeboard to dam height, the ratio of dam width to dam height, the occurrence
of impact waves triggered by rock/ice-avalanches into the lake, and extreme meteorolog-
ical events.
• A similar setup was proposed by McKillop and Clague (2007a) to assess potential peak
discharge, maximum travel distance, maximum flow volume and maximum area of in-
undation for moraine-dammed lakes. Contrary to the previous assessment schemes, a
logistic regression model is implemented in their scheme as a predictor of the outburst
probability of moraine-dammed lakes, which is based on statistical evaluation of 186 lakes
in British Columbia (McKillop and Clague, 2007b). This model took into account param-
eters assessable with the help of remote sensing only, which are geology, ice-core of the
moraine, lake area and the moraine height-to-width ratio.
• Lake hazard assessment approaches were also established for Asian mountain ranges.
Wang et al. (2011) presented first-order assessment schemes for Tibetan mountains. Over-
topping triggered through ice avalanches was observed to be the most frequent outburst
mechanism. Their method considered two parameters with regard to the adjacent glaciers’
characteristics (mother glacier area, mother glacier snout steepness), two parameters char-
acterizing the lake-glacier relationship (distance between lake and glacier terminus, slope
between lake and glacier) and mean slope of the moraine dam. The parameters were
further weighted with the help of a fuzzy consistent matrix to define thresholds for classi-
fication of the parameters.
Remote sensing is also a very helpful tool in detecting the features needed to identify and local-
ize disposition and trigger processes over a large area (Bolch et al., 2008, 2012; Huggel et al.,
2002b; Quincey et al., 2005; Richardson and Reynolds, 2000). Correspondingly, automatic lake
detection procedures based on remote sensing can be combined with first-order assessment of,
e.g. ice-avalanche impact potential (Frey et al., 2010b).
Most of these approaches consider the scenario of an outburst triggered by an impact wave in a
very generalized manner only, e.g. by distance relationships between lakes and glaciers or rock
walls. To really assess the event of an outburst flow generated by an impact wave, the disposition
and trigger parameters of the rapid mass movement have to be identified and localized.
4.3.4 Slope-instability assessments
In principle, any kind of rapid mass movement exhibits the potential to cause a lake outburst.
As mentioned in the introduction (Section 1.1), many of the new lakes are and will be located
underneath hanging glaciers and seracs or at the foot of oversteepend and destabilised rock
slopes (Haeberli et al., 2010a). This situation can be problematic, as slope stability is also
assumed to be affected by climate change. The focus of the present section is therefore put on
ice break-offs and failures in rock-slopes. In these cases, the event is defined as the slope failure
(Fig. 3.4), for which the disposition and trigger parameters (summarized in Table 4.4) have to
be assessed.
Ice break-off
Three crucial disposition factors of ice avalanches are the slope, the glacier type and the thermal
regime (Alean, 1985; Huggel et al., 2004), which are illustrated in Figure 4.4. A distinction
can be identified between cliff-type and ramp-type ice-avalanche starting zones (Alean, 1985),
Figure 4.4: Idealized types of ice-avalanche
starting zones. A and B exhibit different
slope angles. Most or all of the ice in
the type B starting zone is frozen to the
bedrock (high altitude); most or all of the
ice near the bedrock of the type A start-
ing zone is at the pressure melting-point
(lower altitude). Figure from Salzmann
et al. (2004), caption after Alean (1985).
which differ in volume and probability. As a first and very general assumption, cliff-type sit-
uations can be credited with smaller but more frequent events, while ramp-type situations are
observed to produce fewer but larger ice avalanches. Glaciers can further be classified into cold
and polythermal (Haeberli, 1976), according to the temperature at the bottom, which can be
approached by means of the mean annual air temperature (MAAT) (Huggel et al., 2004). While
ice avalanches are possible from a gradient of ca. 25  in temperate glaciers, the minimal slope
angle has to be much steeper (45 ) for cold glaciers (Haeberli et al., 1989). Depending on the
temperature regime, failure of ramp-type hanging glaciers can occur as mechanical break-off
or as sliding (Faillettaz and Funk, 2013). It has to be considered in hazard assessments, that
thermal regimes might alter as a consequence of climatic changes (Huggel et al., 2013; Stoffel
and Huggel, 2012).
Ice avalanches can also detach from other topographic situations; therefore areas featuring many
crevasses or changing crevasse patterns should be of concern, especially if the catchment behind
the zone is of large size (Fig. 4.2). The size of the catchment indicates the amount of meltwater
available, which can reinforce instabilities, especially in combination with strong precipitation
events.
A systematic first-order, three-level approach for identification of potential ice-avalanche release
areas for broad regions was presented by Salzmann et al. (2004). But the localization of potential
ice-avalanche detachment zones on a local scale remains a challenging task (Margreth and Funk,
1999). Evidences of failure, e.g. in form of a slowly opening transverse crevasse, can often
not be observed long in advance, which complicates volume estimations, which further vary
depending on the season (summer, winter). Therefore, continuous monitoring with the help of
aerial photographs and remote sensing is indispensable for detecting problematic developments
of the glacier. The probability of failure of already recognized stability problems in ice on a
local scale, can be defined e.g. by means of aerial survey (Dalban Cannassy et al., 2011), by
observation of seismic shaking (Faillettaz and Funk, 2013) or by means of finite time models
(Pralong et al., 2005).
Rock-slope failure
Rock-slope failures are reported to detach at a slope angle of ca. 30  (Fischer et al., 2012; Gruber
and Haeberli, 2007), which is probably the most important basic disposition parameter. Despite
Rock-slope failure
Parameter Sources (Selection)
Topography Gradient B Fischer et al. (2012); Frattini et al. (2008); Gruber and Haeberli (2007)Elevation B Fischer et al. (2012); Gruber and Haeberli (2007); Noetzli et al. (2003)
Geology
Transition zones B Fischer et al. (2012); Frattini et al. (2008); Gruber and Haeberli (2007)
Lithology B Fischer et al. (2012); Frattini et al. (2008)
Rock strength/quality B Marinos et al. (2005); McColl (2012); Jaboyedoff et al. (2004b)
Hydrology Fluid pressure V/T Fischer et al. (2012); McColl (2012)Chemical weathering V McColl (2012)
Glacier
Proximity B Fischer et al. (2012); Haeberli et al. (1997); Wegmann et al. (2004); Allen
et al. (2011)
Glacial erosion V/T McColl (2012); Augustinus (1995)
Debuttressing V/T Ballantyne (2002); McColl et al. (2010); McColl (2012)
Permafrost
Distribution B/V Fischer et al. (2012); Gruber and Haeberli (2007); Boeckli et al. (2012a)
Surface temperature V Gruber et al. (2004); Noetzli et al. (2003)
Rock temperature V Davies et al. (2001); Gruber et al. (2004); Noetzli and Gruber (2009)
Rock-ice mechanics V/T Krautblatter et al. (2013)
Vegetation cover Absence of vegetation V Frattini et al. (2008)
Climate Hydrometeorological events T Hasler et al. (2011); Huggel et al. (2004)Freeze-thaw cycles V/T Matsuoka (2008)
Ice break-off
Parameter Source (Selection)
Topography Gradient B/V Alean (1985); Huggel et al. (2004); Rothenbuehler (2006)
Glacier-permafrost Interaction V Huggel (2009)
Climate Thermal regime (MAAT) V Haeberli (1976); Huggel et al. (2004)Hydrometeorological events T Huggel et al. (2004)
Table 4.4: Factors mentioned in literature, which define the location of possible detachment zones of
rock, ice and rock/ice avalanches. Classification into B = basic disposition parameter; V = variable
disposition parameter; T = trigger; based on McColl (2012) and this study.
that criterion, slope stability assessment is very complex, especially in paraglacial environments
(McColl, 2012). The exact processes, interactions, time-scales of action or reaction are not yet
fully understood. A comprehensive review on the state of the knowledge was given by McColl
(2012), and is touched on briefly here.
Basic geological rock conditions, such as lithology (Fischer et al., 2012; McColl, 2012), together
with joint characteristics or structure (Gruber and Haeberli, 2007; Jaboyedoff et al., 2004) de-
fine rock mechanics and are continuously preconditioning slope stability (Marinos et al., 2005).
Joints provide channels for water and corrosion surfaces for weathering processes (Holm et al.,
2004; Jaboyedoff et al., 2004b). They are important in relation with hydrometeorological pre-
disposition or triggering events such as rainfall or melting of snow and ice, which might lead to
an increase of pore water pressure triggering the slope failure (Hasler, 2011).
The stability can be altered by further preparatory and trigger parameters, which are related to
climate, weather or paraglacial processes. Freeze-thaw cycles are usually connected to contin-
uous erosion. Annual cycles might, however, at some point also destabilize even large rock
masses (Matsuoka, 2008). Paraglacial processes can introduce changes into geomechanical
rock-properties (Fischer et al., 2006, 2010) and have the potential to act as variable disposition
parameters as well as immediate triggers (McColl et al., 2010; McColl, 2012).
Glacial erosion leads to steepening, deepening or undercutting of rock slopes, which favours de-
buttressing during and after the retreat. Debuttressing indicates the loss of support that glaciers
provide to adjacent rock slopes. It is assumed unlikely to act as a direct trigger (Ballantyne et al.,
2014); it might, however, cause paraglacial stress-release, a thesis which is currently under in-
vestigation (McColl et al., 2010). The action of paraglacial stress-release is widely recognized
and redistributions of stresses are known to alter the jointing, which implies changes in rock
strength and in failure surfaces (Hencher et al., 2011).
Permafrost degradation was also considered in relation to slope instabilities (Davies et al., 2001),
e.g. by thawing of ice-rich layers at the bottom of permafrost through extra-hot summers or
strong rainfall (Gruber and Haeberli, 2007). Both slow subcritical destabilization of rock slopes,
enabling large slope failures, as well as rapid responses to warming, potentially resulting in
small slope failures, are assumed connected to the mechanics of permafrost rock (Krautblatter
et al., 2013).
Comprehensive hazard assessment schemes are available with regard to rather small-scale rock-
fall processes (e.g. Agliardi and Crosta, 2003; Frattini et al., 2008; Santi et al., 2009), which
aim at defining the factor of safety. These procedures can be taken as an assessment starting
point; they are, however, not designed for larger events and do not explicitly take into account
paraglacial processes.
Geometrical characteristics of discontinuities indicating potential sliding zones, however, can
be detected on a regional scale by means of a digital elevation model (Jaboyedoff et al., 2004c).
The rock mass properties of individual slopes can e.g. be estimated by means of the Geological
Strength Index (GSI), which is based on qualitative observations of rock-mass characteristics,
the material, structure and the geological history (Hoek and Brown, 1997; Marinos et al., 2005).
Further methods characterizing joints are available (Priest, 1993).
Most of the processes assigned to deglaciation can hardly be directly observed and have to be
considered in a more general way. Holm et al. (2004) attributed deglaciation to glacial retreat
since the Little Ice Age (LIA) and provided a corresponding decision flowchart assisting with
identification of associated landslide hazards for British Columbia. Allen et al. (2011) assumed
the area affected by deglaciation in New Zealand within distances beyond 300 m from glaciers.
Permafrost distribution can be estimated based on simulations of surface and subsurface thermal
conditions (Noetzli and Gruber, 2009; Noetzli et al., 2007). A permafrost index map (APIM)
was elaborated for debris-covered surfaces and for steep bedrocks in the Alps (Boeckli et al.,
2012a). The APIM is based on a statistical model explaining the mean annual rock-surface tem-
perature by means of the mean annual air temperature (MAAT), the potential incoming solar
radiation, the sum of precipitation and a seasonal precipitation index (Boeckli et al., 2012b). A
global permafrost distribution map is also available at a scale of 1 km, which is based on the
MAAT only, but also includes other effects stochastically (Gruber, 2012). Methods for exact
detection of permafrost are summarized in Harris et al. (2009).
The potential sliding volume can be approached by means of the "Sloping Local Base Level"
technique, which estimates the potential geometry of a failure surface for an unstable area
(Jaboyedoff et al., 2004). More precise volume determination of the unstable mass are achieved
by means of combined field and remote surveys, applying terrestrial laser scanning, and terres-
trial infra-red thermography (Gigli et al., 2014). Monitoring methods, which apply for local
slope instabilities, contain InSAR (Jaboyedoff et al., 2012) or SAR interferometry in combina-
tion with differential GPS, airborne digital photogrammetry and airborne photography interpre-
tation (Strozzi et al., 2010).
Synthesis
This chapter treated the research question "How can the lake-outburst potential, also due to im-
pact waves, be systematically analysed and anticipated and what is the current state of knowl-
edge and corresponding assessment methods?". In summary, the analysis of a high-mountain
lake-outburst event is extensive because of the complexity of the environment and the multitude
of interactions. Methods for assessment of the lake-outburst susceptibility are available, but
most of them do not account for process chains in detail. The most complex and therefore prob-
ably the least investigated outburst mechanism is the process chain of an impact wave induced
through a rock or an ice avalanche. The related disposition and trigger events are mostly rec-
ognized, but the exact processes and interactions are not yet fully understood. Correspondingly,
assessment of slope-failure susceptibility in paraglacial environments remains challenging and
approved assessment procedures are missing. With regard to the climate sensitivity of many of
the involved disposition and trigger parameters and the ongoing changes in the high-mountain
environment, the possibility especially of rock-avalanche impacts has to be considered to be in-
creasingly significant. The relevance of the rock-avalanche impact susceptibility of high-alpine
lakes in Switzerland is assessed more precisely in the next chapter.

Part II
Long-term rock-avalanche impact
susceptibility of high-alpine lakes in
Switzerland
As outlined in the previous chapter, the process chain of rock avalanche-induced impact waves
triggering an outburst flow from high-mountain lakes is so far barely investigated. With regard
to the climate sensitivity of many of the involved disposition and trigger parameters and the
ongoing changes in the high-mountain environment, this scenario has to be considered to be
ever more significant, also because of the appearance of numerous overdeepenings in the newly
exposed glacier beds, which are assumed to represent sites of potential future lake formation
(Linsbauer et al., 2013).
The relevance of the subject to Switzerland is in this part assessed for current and future condi-
tions. The research question treated is "Which of the present and future lakes in the Swiss Alps
are most susceptible to rock-avalanche impacts?".
To this purpose a regional intercomparison of the rock-avalanche impact disposition in the catch-
ment of high-alpine lakes in Switzerland is attempted. This study is divided into five chapters.
In the next chapter 5, a model for rock-avalanche impact disposition assessment is developed,
which is applied in a deterministic approach to derive the spatial distribution of the disposition in
the catchments of lakes (Chapter 6). In Chapter 7 this model is implemented into a probabilistic
framework to assess the quantitative rock-avalanche impact disposition under consideration of
the inherent uncertainties. In the Chapter 8 the robustness and the reliability of the model and
its implementations is assessed, before discussion of the relevance of the topic for Switzerland
with regard to the potential damages (Chapter 9).
CHAPTER 5
DEVELOPING A MODEL OF
ROCK-AVALANCHE IMPACT DISPOSITION
INTO HIGH-MOUNTAIN LAKES IN
SWITZERLAND
The model developed in the present chapter aims at assessment of the rock-avalanche impact
disposition for high-alpine lakes in Switzerland for current and for future conditions. This model
shall in the following chapters be applied to prioritize hazards and risks by identifying hotspots
and critical locations, which is a requirement for risk management (as mentioned in Chapter 3).
The reality must be represented in a simplified way in order to understand complex processes
(Bossel, 2004). The application of quantity-oriented (physical) models, which aim at predicting
the value of an observable quantity, such as, e.g. flow velocity, is not feasible on the regional
scale of the Swiss Alps. Therefore the relations among sets of factors have to be described by
event-oriented models, which consist of logical terms describing the conditions under which
events occur (Nilsen and Aven, 2003).
5.1 Model concept
This section outlines the development of the model. The principles (Section 5.1.1), the consid-
ered parameters (Sections 5.1.1 and 5.1.2), the aspired results (Section 5.1.3), and established
terminologies (Sections 5.1.2 and 5.1.3) are introduced.
5.1.1 Principles of the model
To derive the potential of a rock-avalanche impact in a lake, three elements have to come to-
gether as illustrated in Figure 5.1: most basically, an existing lake is identified. Secondly, slopes
that are potentially unstable on a large scale – characterizing the rock-avalanche disposition –
have to be within the catchment of the lake. And thirdly, the lake has to be situated within the
runout distance of the potential rock avalanche. Only if all requirements are fulfilled does a
catchment feature a rock-avalanche impact disposition for the lake.
Disposition and trigger parameters characterizing slope instability have been outlined in the pre-
vious Chapter 4. Not all parameters are assessable for future condition and on regional scale,
as required by the aim of this chapter. Assessments of some parameters require direct measure-
ments and are correspondingly only realisable for local investigations under current conditions.
Only those disposition parameters were considered for the model which were introduced in Fig-
ure 4.2 as assessable long-term and on a regional scale. These are slope, lithology, deglaciation,
permafrost and the overall trajectory slope. The latter is assumed to be an appropriate estimate
of the runout distance of a mass movement (for further options of runout estimates see the up-
coming Chapter 10).
All these parameters are intrinsic characteristics of the territory and its elements and contribute
to the susceptibility of occurrence of a rock-avalanche impact in a lake, as it was defined in
Section 3.2.1. The rock-avalanche impact disposition (RAID) into the lake is synonymous with
the rock-avalanche impact susceptibility (RAIS) of the lake. The expressions marked italic in
the Sections 5.1.2 and 5.1.3 will be reused often within this part of the thesis and are highlighted
to guarantee better understanding of the upcoming analyses.
(a) The concept of the RAID model. (b) The results of the RAID model.
Figure 5.1: The concept and the results of the rock-avalanche impact disposition model. Concept (a):
the numbers indicate the basic elements required to be present: (1) A lake has to be situated within
(2) the runout distance of (3) a potential unstable slope in its catchment. The decisive disposition
parameters are written in red, while the green elements refer to the non-decisive disposition param-
eters. Aspired results (b): The aspired results on scale of the smallest unit (red), at catchment scale
(orange) and at regional scale (green).
5.1.2 Classification of the disposition parameters
This section contains the description of the model development. Not all parameters were given
equal weights for the RAID assessment. Differentiation was made between decisive and non-
decisive parameters (indicated in Figure 5.1a in red and green). The attributes of the disposition
parameters were classified on whether they or not contribute to slope instability and impact dis-
position by means of classification rules, which are summarized in Table 5.1. The details are
explained in the following.
The topographic potential, composed of (a) slope and (b) overall trajectory slope, was assumed
to be a decisive requirement for a rock avalanche to (a) detach (see Section 4.2.2 for the reason-
ing) and to (b) reach a lake (Romstad et al., 2009). The basic requirements for rock-avalanche
impact disposition were only fulfilled if a location featured as much of a slope angle > 30  as
an overall trajectory slope to the lake > 25%. If one or both conditions were not met, no RAID
was assumed present.
The other parameters (deglaciation, lithology and permafrost) were considered non-decisive pa-
rameters, as their influence on slope stability was assumed, but not yet conclusively shown in
literature (see also Section 4.2.2 for the reasoning). The evaluation of a dataset of the release
zones of 69 rock avalanches in the Swiss Alps by Fischer et al. (2012) indicated the following
classification rules: effects of deglaciation were considered present in the area deglaciated since
the LIA around 1850. With the exception of conglomerate and schist, all lithology categories
suggested by Fischer et al. (2012) – mafic metamorphic, granite/diorite, gneiss, limestone –
were present in the catchments of past rock avalanches in the Swiss Alps and were therefore as-
sumed to contribute to rock-avalanche disposition. The effect of permafrost was ambiguous in
the dataset of Fischer et al. (2012). In the present study, the presence of permafrost was assumed
Disposition
parameters
Categories Classification (rules) Disposition elements
Decisive Parameters
Slope < 30  slope < 30  and/or ov. tr.
> 30  slope < 25% = not fulfilled No disposition
Overall trajectory < 25% slope > 30  and ov. tr.
slope (ov. tr. slope) > 25% slope > 25% = fulfilled Basic requirements
Non-decisive parameters
Permafrost API < 0.5 not fulfilled No add. parameter
API > 0.5 fulfilled Additional parameter
Lithology Conglomerate, Schist not fulfilled No add. parameter
Gneiss, Limestone, Granite/ fulfilled Additional parameter
Diorite, Mafic Metamorphic
Deglaciation No glacier recession since 1850 not fulfilled No add. parameter
glacier recession since 1850 fulfilled Additional parameter
Table 5.1: Overview on the rock-avalanche impact disposition model: Categorization of the chosen
disposition parameters and the corresponding classification into disposition elements. API = Alpine
Permafrost Index (introduced in Section 5.2.2).
as an additional parameter, where its occurrence is widely probable. These areas feature an en-
hanced potential of alterations in the rock mechanics as a consequence of temperature-induced
permafrost degradation, which might lead to a subcritical destabilization of rock slopes.
According to these classification rules, the categories of the disposition parameters were clas-
sified into disposition elements (named "no disposition", "basic requirement", "no additional
parameter" and "additional parameter"), depending on whether or not they contribute to slope
instability and impact disposition (Table 5.1).
5.1.3 Aspired results
The outcomes aspired to by the model differ as a function of the scale at which the assessment
is carried out. These scales and the respective results sought are illustrated in Figure 5.1b and
are explained in the following.
The disposition elements can be compiled for the smallest analysed unit (e.g. for each location
or catchment), which results in five possible disposition classes (RAID class): if a location does
not fulfil the classification criteria of the basic requirements, no disposition is present. Certain
areas feature the basic requirements only, while other areas further exhibit one, two or three
additional parameters respectively. The model results therefore in a RAID class per location.
Based on this information, spatially non-explicit products describing the RAIS can be derived.
A first product is the percentage each disposition class covers of the entire catchment area,
summarized in the disposition class distribution. From this information three indicators of the
RAID per catchment can be derived, which served for the regional intercomparison of the RAIS
of high-alpine lakes in Switzerland. One indicator is the extent of the area exhibiting RAID
in km2, called disposition area. Another indicator accounts for the magnitude and intensity of
the RAID (e.g. the number of additional parameters present), called disposition intensity. The
disposition intensity is an artificial construct and does therefore not exhibit a unit. These two
indicators are a function of the catchment size and are in this way only of limited suitability for
comparison of the RAIS of different lakes. To make the RAID comparable between different
catchments, an impact index was further built, consisting of the product of the disposition area
with the disposition intensity per catchment or lake.
It is not feasible to discuss the changes in disposition area or intensity for each catchment or lake,
due to the large number of analysed lakes. To nevertheless analyse the changes in the RAID
between the two considered time steps (current conditions and under conditions of deglaciated
Alps), the values of the RAID indicators can be aggregated over the entire study area (here
the Swiss Alps) per time step, resulting in the aggregated disposition area and the aggregated
disposition intensity on a regional scale.
This theoretical framework was implemented into a working environment in a next step. The
applied datasets representing the disposition parameters in the Swiss Alps for current and future
conditions, as well as for their categorization according to the classification rules (Table 5.1),
are presented in the following section.
5.2 Implementation of the model in the Swiss Alps
The implementation of the model into a Geographic Information System (GIS) is presented
in this section. The datasets chosen to represent the lakes and the disposition parameters for
current and future conditions are presented, together with an explanation of the categorization
of these parameters according to the classification into the disposition element as defined in
Table 5.1.
5.2.1 Choice of lake, catchment and topographic datasets
A first choice had to be taken regarding the lake datasets. For the purpose of this study, high-
alpine lakes were defined as natural or artificial lakes located above 1,500 m above sea level
(a.s.l.). For present conditions only lakes represented in the 25-m digital elevation model (DEM)
(Swisstopo, 2010) were considered. For future conditions this lake dataset was extended by the
overdeepenings modelled in the rockbeds underneath today’s glaciers (Linsbauer et al., 2012),
which were assumed to be locations of potential future lakes. This second dataset represents the
conditions after deglaciation of the Swiss Alps, which were modelled approximately towards
the end of this century.
The catchments of the lakes had already been defined by Serraino (2011) for both time steps. For
present conditions, this information was derived from the 25-m DEM (Swisstopo, 2010), while
the modelled DEM of the entirely deglaciated Alps (Paul and Linsbauer, 2012) was used as a
basis for the assessment of future catchments. Serraino (2011) also calculated the topographic
potential based on these datasets for all catchments. These datasets were directly adopted for
the present study. The datasets representing the non-decisive parameters are presented in the
next section.
5.2.2 Choice of datasets and categorization of additional disposition pa-
rameters
Different datasets were applied to the analyses of present and future conditions. They are pre-
sented separately.
Current conditions
The datasets representing the non-decisive disposition parameters and their categories for present
conditions were compiled as follows: the deglaciated area was derived from subtraction of the
glacier outline of the LIA (Maisch et al., 1999) with the glacier outline in the year 2000 (Paul,
2007). The entire deglaciated area was classified as a contributing category, fulfilling the re-
quirements of an additional parameter (Table 5.1).
Lithology categories were compiled according to Fischer et al. (2012) into the categories con-
glomerate, gneiss, granite/diorite, limestone, mafic metamorphic and schist by means of the
Geotechnical Map of Switzerland (BWG and SGTK, 2000). Lithology categories were strongly
generalized, also combining similar lithologies, which can have different geotechnical and ge-
omechanical characteristics. Conglomerate and schist were the only categories not fulfilling the
classification rules, as summarized in Table 5.1.
Permafrost distribution was estimated according to the APIM (Boeckli et al., 2012a,b), which
features four categories of permafrost occurrence probability. Detailed information on per-
mafrost occurrence assessment was given by Boeckli et al. (2012a). Here the relevant points
regarding the API are summarized only. An index value between zero and 0.25 indicates areas
not covered by permafrost. Index values between 0.25 and 0.5 indicate permafrost presence
only in very favourable conditions. In areas featuring indices from 0.5 to 0.75, permafrost is as-
sumed present mostly in cold conditions. Higher values up to one indicate permafrost presence
in nearly all conditions. The threshold classifying the disposition parameter into a disposition el-
ement was set at an API of 0.5. This cautious decision took into account that permafrost research
is recent and that process understanding and modelling are only relatively reliable. Therefore
only where permafrost is assumed reliably modelled, at least in cold conditions, could areas be
classified as contributing to rock-slope instability disposition.
Classification of the disposition parameters into disposition elements was carried out accord-
ing to the same rules (Table 5.1) for both time steps, current and future conditions. The datasets
were, however, chosen differently or adapted to expected future conditions as justified next.
Future conditions
For future conditions assuming deglaciated Alps, the following datasets were chosen for rep-
resentation of the non-decisive disposition parameters: effects of deglaciation were assumed to
occur in the entire area where deglaciation occurred beginning after the LIA in 1850.
No models of future permafrost distribution are available. Therefore the APIM (Boeckli et al.,
2012a) was applied unaltered. For permafrost conditions in the exposed glacier beds, assump-
tions on the evolution were leaned on the assumption of APIM, that permafrost nowadays is
mostly distributed over the area deglaciated since the LIA. Consequently, an index value of
0.5 was allocated to today’s glacier beds. Similarly, the glacier bed’s lithology had to be es-
timated based on the surrounding lithology and topography, as measurements or observations
were missing.
Synthesis
The development of a RAIS-model for high-alpine lakes in Switzerland was presented in this
chapter. The following chapters contain assessments based upon this model. Chapter 6 summa-
rizes the application of the model in a spatially-explicit, deterministic approach. This procedure
enables mapping of the distribution of the disposition classes in the catchment of the lakes,
which allowed for identification of critical locations. In a second analysis, the model was ap-
plied in a probabilistic approach, which enabled accounting for uncertainties. A ranking of the
lakes according to their impact index was established. The ranking allows for identification of
hotspots of current and future RAIS in the Swiss Alps. In a third step, an uncertainty analy-
sis and a sensitivity analysis were carried out to assess the reliability and the robustness of the
model results. This knowledge enabled assessment of the relevance of a potential lake-outburst
event in Switzerland triggered by an impact wave, which is discussed in Chapter 9.
CHAPTER 6
SPATIALLY-EXPLICIT, DETERMINISTIC
ASSESSMENT OF THE ROCK-AVALANCHE
IMPACT DISPOSITION
This chapter aims at identifying locations of enhanced RAID in the catchments of Swiss high-
mountain lakes, which is an important requirement for risk management as outlined in Chap-
ter 3. The RAIS model was implemented in a GIS, which was an optimal precondition for
a spatially-explicit analysis of the distribution of disposition classes in the catchment of high-
alpine lakes. For this purpose, a deterministic RAID-assessment approach was developed, which
is presented in the following.
6.1 Procedure
The spatially explicit distribution of the disposition classes was evaluated by means of a GIS-
based multi-criterion evaluation (MCE), based on the datasets and categories presented in the
previous chapter. A MCE consists of six steps (Castellanos Abella and Van Westen, 2007),
which were as described below for the RAID-assessment. The procedure is also represented in
Figure 6.1 by means of an exemplary catchment.
Firstly, the problem had to be defined. In line with purpose of the RAID model and the aim
of present study (see previous chapter), the MCE was developed with regard to the following
leading question (which is in line with the research question 2). "Which potential detachment
zones, from which mass movements that might reach a lake, are the most susceptible to rock-
slope failure?"
Secondly, the criteria that were going to be evaluated with regard to the defined problem had to
be determined. The choice of the disposition parameters considered in the present assessment
had already been made within the development of the RAID model explained in the previous
chapter. The first row in Figure 6.1 illustrates the categorized datasets of the five disposition
Figure 6.1: Implementation of the RAID model into a GIS-based MCE: categorization of the disposition
parameters (above) and their classification into disposition elements (below) with the example of
present conditions in the Mauvoisin region by means of the rules outlined in Table 5.1. The model
results in a disposition class per cell.
parameters slope, overall trajectory slope, permafrost, lithology and deglaciation.
Thirdly, the data had to be standardized. This assessment was carried out on pixel-scale, which
featured a resolution of 25 m according to the DEM. The pixels of the topographic potential
(consisting of slope and overall trajectory slope) adopted from Serraino (2011) were allocated
the standardized values of the corresponding overall trajectory slope. The areas not fulfilling
the basic requirements were in the same step excluded from further analysis in the assessment
and allocated the value 0. The pixels of the additional parameters were quantified with 1 or 0
for categories potentially contributing or not, respectively, to slope instability according to the
classification in Table 5.1. The resulting layers (representing the disposition elements) are illus-
trated in the second row of Figure 6.1.
The fourth step in a MCE would consist of weighting of the disposition parameters accord-
ing to their importance (Castellanos Abella and Van Westen, 2007). A certain weighting was
already introduced into the model by distinguishing between decisive and non-decisive disposi-
tion parameters. No further weighting factors were introduced, as the data and knowledge for
justification is currently too scarce.
The criteria are aggregated in a fifth step of a MCE. Here the values of the additional parameters
(assigned in the third step) were aggregated to the area fulfilling the basic requirements per pixel
in a non-weighted linear combination using a GIS raster calculator. Correspondingly, each pixel
resulted in a value between 0 and 4, which were assigned the previously defined disposition
classes: No disposition (cell value = 0), Basic requirements (cell value = 1), One additional
parameter (cell value = 2), Two additional parameters (cell value = 3) and Three additional pa-
rameters (cell value = 4). Only larger and connected areas could be considered to cope with the
aim of mapping large-volume rock-avalanche disposition areas. Small-scale features had to be
reduced. This was achieved by revising the cell’s value with the help of the "Spatial Analyst’s"
tool "Majority Filter". This tool assesses the spatial connectivity of cells. The pixel’s values
were adapted to the surrounding ones, if at least half of the four corner neighbour cells featured
the same value.
A MCE is completed only with a validation or a sensitivity analysis. This sixth step was carried
out within the reliability and robustness assessment of the RAID model presented in the upcom-
ing Chapter 7. Correspondingly, the results presented in the next section refer to the basic MCE
only.
This procedure was carried out for both time steps, the present situation and for the strongly
deglaciated Alps. The MCE resulted in the direct attribution of disposition class per pixel, which
was the smallest unit according to Figure 5.1b in Chapter 5. The results on catchment scale
(i.e. the disposition indicators) were generated as follows. The disposition area was calculated
considering the area fulfilling at least the basic requirements. The disposition intensity was
generated through summing up the pixel values over the entire catchment. The aggregated
disposition area and the aggregated disposition intensity were calculated as elaborated in Section
5.1.3.
6.2 Results
RAID maps
The spatially explicit representation of the disposition classes derived from the GIS-based MCE
resulted in two maps for the entire Swiss Alps, illustrating the distribution of the disposition
parameters in the catchments of present and potential future lakes. Figure 6.2 illustrates the
allocation of the disposition classes in lake catchments of the Mauvoisin region for present (Fig.
6.2a) and potential future conditions (Fig. 6.2b). The uncoloured area does not fulfil the basic
requirements and correspondingly does not exhibit any RAID. The map feature a quadripartite
colour scale for the area fulfilling the basic requirements: orange indicates areas only fulfilling
the basic requirements whereas the darker colours denote the modelled or mapped presence of
one to three additional parameters.
These maps were the basis for evaluation of the RAID on catchment and regional scale, pre-
sented in the following.
Analysis of the disposition class distribution
A semi-quantitative analysis of the distribution of the disposition classes in these maps depicted
several interesting aspects about the current RAID in catchments of high-mountain lakes in the
Swiss Alps and their assumed changes.
From the 538 currently existing lakes analysed and from the 1056 lakes assumed in periods of
(a) Present conditions (b) Future conditions
Figure 6.2: Spatial distribution of the rock-avalanche impact disposition classes in the catchments of
present (a) and future (b) lakes in the Mauvoisin region.
strongly deglaciated Alps, only 36 and 37, respectively, do not feature any rock-avalanche im-
pact disposition at all. This equalled a sample of 6.7% and 3.5% respectively.
The maps of the disposition class distribution illustrate further important evolutions in high-
mountain areas, which can also be observed with the example of the Mauvoisin region (Fig.
6.2). The majority of present lakes do not feature many other lakes further uphill, as today often
one or only a few lakes exist in a valley. Currently only two lakes exist above the lake Mauvoisin
(Fig. 6.2a). Once the Alps are strongly deglaciated, this situation is modelled to have changed
in many cases. For the Mauvoisin region, the number of additional lakes is modelled to raise to
27.
Together with the increase in the number of lakes, a decrease in the extent of the catchments can
be observed. This is true as much for already existing as for potential future lakes. For currently
existing lakes, this is due to the modelled formation of new lakes further uphill. For potential
future lakes, the catchment size is often limited by topographic conditions.
The absolute size of the catchments is not assumed to be an indicator for RAID, in contrast to
the disposition area. In most of the potential future lakes, the disposition areas represent higher
percentages of the catchment areas, which at the same time feature rather dark colours, indi-
cating the assumed presence of several additional disposition parameters. These developments
indicate a shift from large catchments featuring relatively small disposition areas to more lakes
with smaller catchments featuring a higher percentage of disposition area and more higher than
lower disposition classes.
The changes in disposition area and disposition intensity could also be expressed qualitatively
(Section 5.1.3). But it is not feasible to discuss the changes in RAID for each catchment because
of the large number of lakes analysed. To nevertheless analyse the developments in RAID from
current to future conditions, the aggregated disposition indicators are discussed.
Analysis of the aggregated disposition indicators
The aggregated disposition area derived from this deterministic MCE is modelled to increase
to 223% from current 397,5 km2 to 889,5 km2 under the future conditions of deglaciated Alps.
The aggregated disposition intensity is in the same time period modelled to increase to 291%
from the current dimensionless number of 1,861,786 to 5,419,761 under the future conditions
of the deglaciated Alps.
The quantitative disposition area and intensity results conform with the qualitatively observed
changes in the RAID-maps. The meaning of these developments could further be assessed by
means of the impact index. This will be done in the next chapter, taking also into account the
parameter uncertainties.

CHAPTER 7
PROBABILISTIC ROCK-AVALANCHE
IMPACT DISPOSITION ASSESSMENT
CONSIDERING PARAMETER
UNCERTAINTIES
The main aim of the RAID-model is to enable prioritization in risk management of high-
mountain lakes in the Swiss Alps by identifying the hotspots of RAIS. Reliable and robust
results are required for this purpose, but a model is always a simplified construct of the real
world. The uncertainties with regard to the mapped and modelled input data and the correctness
of the categorization are obvious, especially with regard to future conditions (see Section 5.1.2).
The model was implemented as a probabilistic approach into a Bayesian network (BN), to anal-
yse present and future RAID under consideration of the inherent parameter uncertainties.
7.1 Development of a Bayesian network
The development of a BN for RAID-assessment is presented. Firstly, the principles of BNs are
explained (Section 7.1.1) to guarantee the understanding of the implementation of the RAID-
model (Section 7.1.2) and the inherent parameter uncertainties (Section 7.1.3).
7.1.1 Background on Bayesian networks
A BN is a graphical probabilistic model for interpreting certainty of factors (Kim and Pearl,
1983), which facilitates the explicit modelling of uncertainties involved in an event-oriented
model (Grêt-Regamey et al., 2013). BNs belong to the most consistent frameworks for decision-
making under uncertainty (Faber and Maes, 2005), thanks to their capacity to include as much
Figure 7.1: A simple example of a BN (Kjærulff
and Madsen, 2013). The illustrated car igni-
tion problem is a consequence either of miss-
ing fuel or of dirty spark plugs (a). A BN con-
sists of variables (parent nodes, child nodes,
evidences), which exhibit a set of mutually
exclusive states. Dependencies between the
variables are represented with arcs and the
probability of variables conditional on par-
ent nodes is specified in CPTs (b and c).
quantitative data as expert knowledge. They further offer the advantage of representing the rela-
tionships between the variables explicitly, which enables traceability of the modelling process.
Finally, new evidence can be included in a BN at any point, as they are capable of learning.
The design and the operation mode of a BN is summarized with the help of an example given
by Kjærulff and Madsen (2013), illustrated in Figure 7.1. In this simple – thematically differ-
ent – example, the reasons for ignition problems in a car are assessed, assuming them to be a
consequence either of missing fuel or of dirty spark plugs. The BN is composed of a set of vari-
ables which are implemented as nodes in the model (Fig. 7.1a: Fuel, Spark_plugs, Fuel_gauge,
Start) and which are specified a set of mutually exclusive states (e.g. Fuel? (yes/no)). Arcs
connect the variables following child-parent relationships and determine the causal dependency
among these. The conditional probabilities of child nodes on their parent nodes are specified
in conditional probability tables (CPTs) (Figs. 7.1b and c). E.g., the car will only start with a
probability of 0.99 if spark plugs are clean and if fuel is available. The only observable variables
(evidences) are the ignition problems and the fuel gauge.
BNs derive the joint probability distribution of a target node xi (e.g. Start?) in the form of
Equation 7.1 (or of Equation 7.2 for more complex networks), with pa(xi) being the value dis-
tribution of the parent nodes (i.e. Fuel? and Spark_plugs) (Grêt-Regamey et al., 2013). This
calculation is based on the first Bayesian Theorem (Jensen and Nielsen, 2007).
P(xi,x2,x3) = P(xi)⇤P(xi|x2)⇤P(xi|x3) (7.1)
P(x) = P(x1, ...,xn) =Pni=1P(xi|pa(xi)) (7.2)
Once the status of another variable - the evidence e - is known (e.g. the status of the fuel
gauge), the conditional probabilities for a subset of variables are inferred by means of the second
Bayesian Theorem in Equation 7.3 (Jensen and Nielsen, 2007; Pearl, 1988). The probable cause
of an effect cant thereby be concluded.
P(x|e) = P(x)⇤P(e|x)/P(e) (7.3)
BNs are applied to a number of environmental modelling issues (Aguilera et al., 2011), also to
natural hazards (e.g. Blaser et al., 2011; Grêt-Regamey and Straub, 2006; Medina-Cetina and
Nadim, 2008; Straub, 2005; Wang et al., 2013). They further suggest an evolution of event trees
applied to assessing cascading multi-hazards, because they allow for inclusion of probability-
density functions (to account for the inherent uncertainties) instead of one single probability
value at each node (Marzocchi et al., 2012; Nadim and Liu, 2013). A BN is therefore assumed
to be a suitable tool for probabilistic assessment of the RAIS of high-alpine lakes in Switzer-
land.
7.1.2 Implementation of the RAID model into a Bayesian network
The RAID model was implemented into a BN as illustrated in Figure 7.2, with the help of the
licence-free (limited) version of Netica (Norsys, 2013). As outlined in the previous section,
one outcome of the BN is a joint probability distribution of the aspired result. The probability
distribution of the disposition classes per pixel would have hardly been possible to evaluate (e.g.
Kunz, 2011). Therefore the catchment was defined as the smallest assessable unit (Fig. 5.1b).
The disposition parameters were implemented as input nodes (first row). The mutually exclusive
states of these nodes consisted to the categories of the disposition parameters. The probability
of the categories were assigned for each catchment separately, corresponding to the percentage
each category was modelled/mapped in the respective catchment. These percentages were de-
Figure 7.2: Implementation of the RAID-model into a BN. The percentage (%) each category was mod-
elled or mapped in the catchment, serving as input data. The conditional probability tables (CPT)
in the second row indicate the probability of the characteristics of a modelled or mapped disposition
parameter being in accordance with the real occurrence (according to Table 7.1). The CPT’s in the
third row contain the deterministic decision rules (0 for "not fulfilled" or 1 "fulfilled") as defined in
Section 5.1.2 in Table 5.1. The BN results in a probability distribution of the disposition classes per
catchment according to Equation 7.2.
rived from the GIS-based datasets introduced in Section 5.2.2. These nodes were the parents
of a second set of nodes, indicating the probability of the characteristics of a modelled/mapped
disposition parameter being in accordance with the real occurrence (second row). These nodes
were connected with CPT, including the confidence into the mapping or modelling. This con-
fidence accounts for the parameter uncertainty introduced in both working steps, in the choice
of the datasets and in the categorization process, which is defined in Section 7.1.3. This cal-
culation according to Equation 7.1 resulted in conditional probabilities, indicating the probable
percentage of a parameter category in the catchment, given the mapped or modelled distribu-
tion and the related confidence. In a third step, these conditional probabilities per disposition
parameter were summed up for the categories fulfilling or not fulfilling the basic requirements
or the criteria to be classified as additional parameters respectively (see Table 5.1, disposition
elements), according to Equation 7.2. This joint probability distribution calculation resulted in
the percentage of the catchment area contributing, or not, to rock-slope stability and lake impact
disposition for each disposition element (last node).
The probability of the characteristics of a modelled or mapped disposition parameter being in
accordance with the real occurrence is referred to as the parameter uncertainties. These uncer-
tainties, implemented in the CPT of the nodes in the second row (Fig. 7.2) are explained in the
next section.
7.1.3 Definition of parameter uncertainties
The basic source of uncertainty is the accuracy of the datasets, which were introduced by gen-
eralization and the mapping or modelling as a function of the available process understanding.
Further uncertainty was introduced by the process of categorization. In the following these
confidences will be expressed as percentages, indicating the feasibility of the characteristics
of a disposition parameter at a certain location being in accordance with the mapped or mod-
elled value. If not indicated differently, e.g. by precision indications of the corresponding data
providers, these confidences were composed by expert assessment of the reliability, as described
below. A summary is compiled in Table 7.1.
Slope
The mapping of the disposition parameter slope was assumed to be reliable for present condi-
tions. In Switzerland, a Lidar-DEM with 2-meter resolution is available for areas below 2200
m a.s.l. A 25m-resolution DEM covering the entire study was applied for the present study,
in accordance with the other dataset’s resolution. This level of generalization was considered
adequate for the assessment of large rock avalanches. Therefore, the confidence of a slope angle
being appropriately mapped for present conditions was set to 95 %. The uncertainty in the mod-
elled glacier thickness, which served as the basis for DEM-estimation of the future deglaciated
Alps, were estimated by Linsbauer et al. (2012) to be around 30%. Therefore the confidence of
a slope angle being appropriately modelled for future conditions was set to 70 %.
Overall trajectory slope
The mapping of the parameter overall trajectory slope was considered to be mostly appropriate
Disposition Confidence
Parameter Categories P.C. Source D.A. Source
Slope < 30  95% e.a. 70% Linsbauer et al. (2012)
> 30  95% e.a. 70% Linsbauer et al. (2012)
Overall trajectory < 25% 85% e.a. 60% e.a.
slope > 25% 85% e.a. 60% e.a.
Permafrost 0.00-0.25 80% e.a. 70% e.a.
0.25-0.50 65% e.a. 65% e.a.
0.50-0.75 65% e.a. 50% e.a.
0.75-1.00 80% e.a. 65% e.a.
Lithology all categories 95% BWG and SGTK (2000) 85% e.a.
Deglaciation yes 90% e.a. 90% e.a.
no 95% e.a. 95% e.a.
Table 7.1: Confidences into the parameters representing the uncertainties inherent in dataset and cate-
gorization of the disposition parameters. P.C. = present conditions, D.A. = deglaciated Alps, e.a. =
expert assessment.
for today’s conditions. But small-scale features were likely lost, because of the generalisation
to 25 m resolution. The confidence was set to 85%. For future conditions, the reliability of the
overall trajectory slope was assumed to be rather low, as it is based mostly on assumptions – as
much for the DEM as for the position and shape of the future lakes. This reasoning resulted in
a confidence value of 60% only.
Permafrost
Areas featuring permafrost index-values smaller than 0.25 or higher than 0.75 were assumed
to be reliably classified. The confidence was set to 80%. Rather low confidence (65%) was
allocated to the categories around the threshold value of 0.5. For future conditions, no baseline
for permafrost assessment exists. Setting the confidences was therefore fully based on expert
assessment. The confidence in values classified lower than 0.25 was set slightly lower than for
present conditions (70%). The confidence in the class between 0.25 and 0.5 remained 65%. The
confidence of the class of 0.5-0.75 however was reduced to 50%, as it includes the unknown
evolution of permafrost in today’s glacier beds, which is why the confidence in assumptions
on future development of permafrost in deglaciated areas is very weak. The areas classified as
0.75-1 were allocated a reliability of 65%, as future evolution of permafrost in this area is not
known.
Lithology
The lithology dataset was elaborated for scales up to 1:300,000 (BWG and SGTK, 2000). The
confidence was set to 95% for the investigation on present conditions, as a scale of 1:25,000 was
applied in this study. For future conditions, the lithology below the currently-ice-covered area
had to be estimated. The confidence was fixed as 85%.
Deglaciation
The area mapped as not deglaciated since the LIA was assumed to be very reliably assessed,
whereas there was a slightly lower confidence in the mapping of glacier outlines of the LIA.
The corresponding reliabilities were set 95% and 90% respectively. The same confidence values
were applied for the study of future conditions, as complete deglaciation of the area covered by
glaciers since the LIA was assumed.
7.2 Procedure of the probabilistic RAID-assessment
The probabilistic evaluation of the RAID was carried out by means of the BN elaborated on
a catchment scale. The input information on the categorized disposition parameters were ex-
ported from the datasets outlined in Section 5.2.2, in the form of a percentage distribution of
the categories per catchment for both time steps separately. These datasets were then imported
into Matlab, where the BN established with Netica was implemented to allow for automatized
handling of the large number of lakes.
Contrary to the deterministic approach, the results were not mapped in a spatially explicit way,
for the reasons explained in Section 7.1.2. The probabilistic procedure resulted in several spa-
tially inexplicit products describing the RAIS of the lakes on a catchment scale. The principle
outcome was the probability distribution of the disposition classes per catchment, from which
the disposition indicators were derived. The disposition area was generated by multiplication
of the entire catchment area with the percentages taken up by the disposition classes’ basic re-
quirements, one, two and three additional parameters. The disposition intensity was constructed
analogous to the quantification of the disposition intensity in the deterministic approach (Section
6.1): the number of pixels equivalent to the area covered by the individual disposition classes
were multiplied by a factor of one to four for the disposition classes’ basic requirements, one,
two and three additional parameters, respectively.
The probabilistically-derived disposition indicators were assumed more suitable for ranking
of the Swiss high-mountain lakes according to their impact index than the deterministically-
derived. The lakes were therefore ranked for both time situations separately regarding their
impact index.
7.3 Results
The results of the probabilistically derived disposition classes and indicators are presented and
also compared to the deterministically-derived results and qualitative observations of the dispo-
sition maps. Further the ranking of the impact indices of the lakes is presented.
Aggregated disposition areas
The disposition area aggregated over the current catchments in the Swiss Alps covered roughly
264 km2. This equals 12.6% of the total catchment areas in the entire Swiss Alps. At the
moment of the strongly deglaciated Alps, the aggregated disposition area will have increased
to 288% or 763 km2. Not only the aggregated disposition area is modelled to rise but also the
percentage of the disposition areas per catchment is modelled to grow to 26.3% in average.
(a) Current conditions (b) Deglaciated Alps
Figure 7.3: Disposition class distributions in the catchments of the Swiss Alps for (a) current conditions
(538 lakes) and for (b) the deglaciated Alps (1056 lakes). Each entry represents one catchment. The
results illustrate a raise in both indices, disposition area and intensity.
These results confirmed the visual impression from the disposition class maps (compare with
Section 6.2).
Disposition class distributions
The distribution of the disposition classes is illustrated in the boxplots (Fig. 7.3) for the two time
steps separately, considering all respective catchments. This illustration indicates a decrease of
the area featuring no disposition from a median of 88% to 74% in the future. Instead, the median
of the disposition classes two and three additional parameters rose from 3% to 12% and from
0.2% to 3.5%. The distribution of the areas exhibiting basic requirements only remained almost
unchanged, but the median of the class one additional parameter rose slightly from 5.3% to
7.9%. It can further be observed that none of the catchments, not even outliers, exhibited a
disposition area larger than 38% (not in present nor in future condition).
The aggregated disposition intensities increased between the two time steps to 328%, which
is 40% more than the increase of the aggregated disposition area. These results confirm the
deterministic evaluation of the disposition intensity, with the result that future catchments will
feature higher disposition intensities than lower ones.
Ranking of the lakes according to their impact index
The impact index was built as a product of the disposition intensity and area per catchment.
The twenty lakes ranked highest according to their impact index are presented in Table 7.2. As
mentioned in Chapter 2, all lakes above 1,500 m a.s.l. were included in the analysis, artificially
dammed as much as natural lakes. The highest impact indices for current conditions resulted
for the largest lakes, measured by their surface area. These are mostly artificially dammed for
hydropower-generation purposes. But also small lakes are prone to large RAIS, especially in
future conditions. Remarkably, also the natural Lake Trift (rank 18), which recently formed as a
consequence of glacier recession, is within the 20 lakes currently featuring the highest RAID. 15
of the lakes currently ranked within the 20 highest impact dispositions are also listed in the rank-
ing for future conditions. Apart from two exceptions (Lake di Luzzone and Lake Limmeren), the
18 lakes ranked highest are currently located in the cantons Valais, Bern and Grisons, whereas
in future they are expected to be concentrated in the cantons Valais and Grisons.
7.4 Discussion
These results are very important for risk management, because they allow first-order prioritiza-
tion of hazards, also for future conditions. The Bernese lakes, for example, were not assumed
to disappear. But potential future lakes take hold of some of the disposition area, as illustrated
by the example of Mauvoisin region in Figure 6.2. In such locations, the possibility of an im-
pact through an outburst flow from another lake situated higher up the valley would have to be
assessed.
This assessment shows that the RAIS of potential future lakes can be in the range of the RAIS
of current artificially dammed lakes. In the case of artificially dammed lakes, powerplant opera-
tions are in charge of safety aspects. Natural lakes, in contrary, are not necessarily under obser-
vation and often feature relatively low or unstable freeboards, two signs of enhanced outburst
hazard (see Section 4.3.3 for more explanations). This constellation shows again the importance
of future-oriented hazard analyses.
The research question "Which of the present and potential future high-mountain lakes in the
Swiss Alps are most susceptible to rock-avalanche impacts?" could be answered based on the
ranking of the lakes according to their impact index. But the RAID model and -assessment were
built on assumptions and on a small database (Fischer et al., 2012) in addition to the uncertain-
ties inherent in the datasets and the categorization. It is therefore indispensable to know about
the reliability and the robustness of the RAID-model and the results just presented. These as-
pects are treated in the following Chapter 8, before the research question is concluded in Chapter
9.
R
an
k
C
ur
re
nt
co
nd
iti
on
s
R
an
k
D
eg
la
ci
at
ed
A
lp
s
R
an
k
La
ke
na
m
e
Lo
ca
tio
n
L.
T.
L.
A
.
La
ke
na
m
e
Lo
ca
tio
n
L.
T.
L.
A
.
1
La
c
de
M
au
vo
is
in
Va
ld
e
B
ag
ne
s
V
S
ad
6
La
id
a
O
va
Sp
in
O
fe
np
as
s
G
R
ad
81
2
G
rim
se
ls
ee
G
rim
se
l
B
E
ad
5
La
c
de
M
au
vo
is
in
M
au
vo
is
in
V
S
ad
7
3
La
go
di
Lu
zz
on
e
Va
le
di
bl
en
io
TI
ad
19
M
ar
m
or
er
a
B
iv
io
G
R
ad
15
4
G
ös
ch
en
er
al
ps
ee
G
ös
ch
en
en
U
R
ad
18
Ze
rv
re
ila
se
e
Va
ls
G
R
ad
11
5
Ze
rv
re
ila
se
e
Va
ls
G
R
ad
9
Le
jd
a
Si
lv
ap
la
un
a
O
be
re
ng
ad
in
G
R
na
tu
ra
l
4
6
La
id
a
O
va
Sp
in
O
fe
np
as
s
G
R
ad
44
G
ös
ch
en
er
al
ps
ee
G
ös
ch
en
en
U
R
ad
20
7
Le
jd
a
Si
lv
ap
la
un
a
O
be
re
ng
ad
in
G
R
na
tu
ra
l
4
La
go
di
Lu
zz
on
e
Va
le
di
B
le
ni
o
TI
ad
21
8
La
c
de
s
D
ix
Va
ld
’H
ér
ém
es
V
S
ad
1
Le
jd
a
Se
gl
O
be
re
ng
ad
in
G
R
ad
2
9
O
es
ch
in
en
se
e
K
an
de
rs
te
g
B
E
na
tu
ra
l
20
no
na
m
e
G
or
ne
rg
le
ts
ch
er
V
S
m
od
el
le
d
25
10
no
na
m
e
Fé
rp
ec
le
V
S
ad
40
9
La
c
de
s
To
ul
es
Va
ld
’E
nt
re
m
on
t
V
S
ad
46
11
La
c
d’
Em
os
so
n
Fo
rc
la
z
V
S
ad
3
La
c
de
s
D
ix
Va
ld
’H
ér
ém
es
V
S
ad
1
12
G
el
m
er
se
e
G
rim
se
l
B
E
ad
27
Le
jd
a
S.
M
ur
ez
za
n
O
be
re
ng
ad
in
G
R
na
tu
ra
l
37
13
Li
m
m
er
en
se
e
G
la
ru
s
G
L
ad
14
La
go
d’
Is
ol
a
M
es
oo
cc
o
G
R
ad
94
14
La
id
a
N
al
ps
Se
dr
un
G
R
ad
21
no
na
m
e
A
le
ts
ch
gl
et
sc
he
r
V
S
m
od
el
le
d
6
15
Le
jd
a
Se
gl
O
be
re
ng
ad
in
G
R
na
tu
ra
l
2
La
id
a
C
ur
ne
ra
Se
dr
un
G
R
ad
28
16
La
id
a
C
ur
ne
ra
Se
dr
un
G
R
ad
22
A
ro
sa
st
au
se
e
A
ro
sa
G
R
ad
28
0
17
M
ar
m
or
er
a
B
iv
io
G
R
ad
13
La
id
a
N
al
ps
Se
dr
un
G
R
ad
23
18
Tr
ift
se
e
Su
st
en
B
E
na
tu
ra
l
37
Le
id
a
Va
dr
et
R
os
eg
ta
l
G
R
na
tu
ra
l
20
6
19
Tu
rtm
an
ns
ee
Tu
rtm
an
nt
al
V
S
ad
34
0
no
na
m
e
Fé
rp
ec
le
V
S
ad
87
4
20
La
c
de
s
To
ul
es
Va
ld
’E
nt
re
m
on
t
V
S
ad
32
Li
m
m
er
en
se
e
G
la
ru
s
G
L
ad
41
1
Ta
bl
e
7.
2:
Ra
nk
in
g
of
th
e
la
ke
sf
ea
tu
ri
ng
th
e
20
hi
gh
es
ti
m
pa
ct
in
de
xe
s(
fir
st
ro
w
)f
or
th
e
tw
o
tim
e
st
ep
,u
nd
er
cu
rr
en
tc
on
di
tio
ns
an
d
fo
rt
he
de
gl
ac
ia
te
d
Al
ps
.T
he
la
ke
sa
re
fu
rt
he
rr
an
ke
d
ac
co
rd
in
g
to
th
ei
rs
iz
e,
in
di
ca
te
d
by
th
e
la
ke
ar
ea
(L
.A
.),
ro
w
ss
ix
an
d
11
.T
he
la
ke
ty
pe
(L
.T
.)
in
di
ca
te
sw
he
th
er
th
e
la
ke
is
na
tu
ra
lly
da
m
m
ed
(n
at
ur
al
)o
r
ar
tifi
ci
al
ly
da
m
m
ed
(a
d)
.
Po
te
nt
ia
lf
ut
ur
e
la
ke
s
(m
od
el
le
d)
ba
se
on
Li
ns
ba
ue
r
et
al
.(
20
12
).
Th
e
la
ke
s
ar
e
na
m
ed
in
th
e
la
ng
ua
ge
pr
ed
om
in
an
ti
n
th
e
re
sp
ec
tiv
e
ca
nt
on
s.
Th
e
ca
nt
on
s
ar
e:
BE
=
Be
rn
,G
L
=
G
la
ru
s,
G
R
=
G
ri
so
ns
,T
I=
Ti
ci
no
,U
R
=
U
ri
an
d
VS
=
Va
la
is
.A
n
ill
us
tr
at
io
n
of
th
e
lo
ca
tio
n
of
th
es
e
la
ke
s
ca
n
be
fo
un
d
in
Fi
gu
re
9.
2.

CHAPTER 8
RELIABILITY AND ROBUSTNESS
ASSESSMENT OF THE ROCK-AVALANCHE
IMPACT DISPOSITION MODEL
A range of results and conclusions on RAID in catchments of current and future high-mountain
lakes in Switzerland were generated in the previous analyses. These outcomes are relevant for
risk management. To ensure the quality of the results, the limits of the RAID model are in this
chapter tested regarding their influence on reliability and robustness of the RAID results.
8.1 Limits of the model
Parameter uncertainties, accounting for accuracy of the databases and the categorization, have
already been included in the BN. General model uncertainties consisting of all deviations be-
tween the real world and its simplified representation in the RAID model, however, were not
yet treated. Model uncertainties may arise either from the limited knowledge of the analyst
about the phenomena or from the simplifications introduced by the analyst and can result (a)
in incorrect probability distribution class, (b) in inaccurate distribution parameters, (c) in omis-
sion of dependency effects or (d) in discretisation of continuous quantities or representations in
terms of expected values (Nilsen and Aven, 2003). In the context of the RAID assessment, these
uncertainties can be linked to the following sources of errors:
i The choice of the non-decisive disposition parameters might contain dependency effects or
the parameters might simply have been chosen inaccurately (Fig. 8.1a).
ii In the process of the definition of the parameter uncertainties (confidence definition), wrong
probability distribution classes might have been assigned to the categories (Fig. 8.1b).
iii And the conducted discretisation into disposition elements by classification of the disposi-
tion parameters might have been inappropriate (Fig. 8.1c).
The effects of these uncertainties were analysed as follows.
8.2 Procedure of the reliability and robustness assessment
Exact quantification of these effects is rarely possible due to the lack of process understand-
ing or reference data. Nevertheless, to estimate the importance of the model uncertainties and
to assess the relative confidence in the model under such conditions, Apostolakis (1990) sug-
gests introducing weighting probabilities into the model. Based on this methodology, a two-
step reliability and robustness assessment approach was developed, following the example of
Grêt-Regamey and Straub (2006). The reliability and the robustness of the RAID model were
assessed by means of an uncertainty and a sensitivity analysis, where the uncertainty analysis
defined the reliability and the sensitivity analysis the robustness of the RAID analysis.
A detailed description of the weighting procedures is given for each potential source of errors
(i)-(iii) individually (Section 8.2.1) before the evaluation procedure for both analyses – on un-
certainty and on sensitivity – is explained (Section 8.2.2).
8.2.1 Weighting procedure
After the presentation of the principles of the uncertainty and sensitivity analyses, the detailed
procedure that was applied with regard to the weightings introduced for the different sources of
errors (i)-(iii) is presented in this section.
(i) Effect of the choice of the non-decisive disposition parameters
The first potential source of error was the choice of the non-decisive disposition parameters.
There, the incomplete choice of considered disposition parameters and the resulting uncertainty
were due to missing information and knowledge. Therefore, the corresponding effect could not
be tested, and conclusions requiring confidence in thorough selection of disposition parameters
was not possible. It was, however, possible to assess dependency and importance of the chosen
parameters to justify their inclusion in the model, which is also one aspect of accuracy. The
effects on uncertainty and on sensitivity of the model results were tested by varying the weight-
ing of the non-decisive disposition parameters according to Apostolakis (1990). These effects
were tested by means of the simplified deterministic model outlined in Section 6.1, as the BN
accounts for uncertainties rather than for weightings. This equals the sixth step of the MCE not
yet carried out. In this deterministic MCE, the weighting factor had been set to 1 by default, not
stressing any of the parameters (see Section 6.1). In the robustness and reliability analysis, the
weighting factor was changed for each parameter one by one consecutively to zero (not consid-
ering the parameter) and two (duplicating the importance of the parameter), respectively. This
confidence interval was defined based on own estimations. This analysis resulted in six runs,
called C-H, whose affiliation to the weightings is outlined in Table 8.1 and in Figure 8.1a. Ndet
(a) Analysis of the effect of the non-decisive disposition
parameters (i). The weighting was varied for each
parameter individually according to the runs C-H
in Table 8.1.
(b) Analysis of the effect of the parameter uncertainties
(ii). The weighting was varied for each parame-
ter individually according to the runs O-Z in Table
8.1.
(c) Analysis of the effect of the classification of the dis-
position parameters into disposition elements (iii).
The weighting was varied for each parameter in-
dividually according to the runs J-M in Table 8.1.
Figure 8.1: Illustration of the weighting pro-
cedure for the different sources of errors
assessed (i-iii). The effect of the non-
decisive disposition parameters were as-
sessed within the deterministic RAID (a).
The effect of the parameter uncertain-
ties and of the classification rules were
assessed within the probabilistic RAID-
model (b and c). For full illustration of the
model refer to Figure 7.2.
corresponds to the default run. For the purpose of this robustness and reliability analysis, the
spatial connectivity was not considered decisive, therefore generalization was not included any
more and the analysis was run on the raw disposition calculations.
(ii) Effects of the parameter uncertainty definition
An outlining for the definition of the parameter uncertainty, also defined as confidence defini-
tion, has been given in Section 7.1.3. Due to a lack of quantitative evidence, most of these
probabilities were based on estimations or knowledge of the analyst. To test the influence of
the confidences implemented in the CPT’s, these values were altered by +/- 30%, which equals
weighting factors of 0.67 and 1.33 respectively for each parameter, alternatively resulting in
10 runs, called O-X (Table 8.1 and Fig. 8.1b). The maximum value a CPT could accept was
one. Two more runs (Y-Z) were carried out, varying the CPTs of all parameters at once. This
assessment was carried out by means of the probabilistic approach implemented in the BN.
Therefore the default run is indicated as Np and results were evaluated with regard to this run’s
results.
(iii) Effects of the classification of the disposition parameters
The third potential source of uncertainties assessed was the classification of the disposition pa-
rameters into disposition elements. The applied decision rules are based on the evaluation of the
rock-avalanche dataset of 69 events in the Swiss Alps by Fischer et al. (2012) (Section 5.1). In
a first step, these rules were validated by means of an analogue dataset of 23 rock-avalanches in
the region of Mount Cook in New Zealand’s Southern Alps (Allen et al., 2009a, 2011) to check
the feasibility of the derived classification. The disposition parameters present in the detach-
ment zones of New Zealand’s rock-avalanches (Fig. 8.2a), were categorized (see table in Fig.
8.2b; row "Categories") according to the categorization applied for the Swiss Alps (Table 5.1) to
compare the accordance between the two datasets. The percentage of New Zealand events (table
in Fig. 8.2b; row "R.A.") attributable to categories fulfilling the classification rules in Table 5.1
defined the confidence into the corresponding classification rule. However, no confirmation of
the assumptions taken regarding the overall trajectory slope values could be gained, as the anal-
yses of Allen et al. (2011) were independent of lake presence. Therefore the confidence value
was manually adapted to 90% for classification of the topographic potential fulfilling the basic
requirements.
The robustness and reliability assessment of the RAID assessment was then carried out within
the probabilistic model (Fig. 8.1c). The agreements between the datasets were implied into the
CPTs of the disposition elements, which, in the default run, had been implemented as determin-
istic rules. Each classification rule was then altered alternatively resulting in four runs (J-L). In
a fifth run (M) all rules were varied at once (Table 8.1). The results were evaluated with regard
to the default probabilistic run’s results (Np).
(a) Simplified geological classification of the central South-
ern Alps (after Cox and Barrell (2007)), showing land-
slide distribution in relation to the three main geomor-
phic domains described by Whitehouse (1988). Per-
mafrost distribution is after Allen et al. (2008). Land-
slide magnitude describes the total affected area (source
and deposit areas combined).
Disposition Categories R.A.
parameters
Slope < 30  1
> 30  22
Permafrost not probable 15
probable/possible 8
Lithology Schist, Semischist 6
(fraq) Greywacke 17
Deglaciation outside 300m buffer of present glaciers 5
within 300m buffer of present glaciers 17
(b) Characteristics of the release zones of rock
avalanches in New Zealand (based on Allen et al.
(2009a, 2011)). R.A. = number of observed rock
avalanches.
Figure 8.2: Rock avalanches in New Zealand.
Figure (a) and caption from Allen et al.
(2011). Table (b) contains an evaluation
of a dataset of 23 rock-avalanches in the
region of Mount Cook in New Zealand’s
Southern Alps (Allen et al., 2009a, 2011).
8.2.2 Evaluation of the uncertainty and the sensitivity
The results of the three assessments (i)-(iii) were next analysed with regard to the uncertainty
and the sensitivity introduced into the results.
Evaluation of the uncertainty
In a first step, the uncertainty in any model result was quantified. This implied the assessment
of the effective changes in the dependent values and their significance. Dependent variables
chosen for this assessment were the disposition intensity and the disposition area per catchment
and the percentage of the disposition classes per catchment. These results were generated for all
analyses (i)-(iii), considering different weightings of the assessed parameters in different runs
(Table 8.1). These aggregated disposition areas and intensities were then compared to the default
run’s values for each analysis (i)-(iii) by means of barplots. The significance of the deviation was
calculated with the help of the Wilcoxon-test. A Wilcoxon test for dependent groups is a non-
parametric test for checking whether the central tendency of two related samples is significantly
different (Bortz and Döring, 2006).
Evaluation of the sensitivity
In a second step, the contribution of each parameter to the model prediction and the sensitivity
of the reaction of the main results were evaluated in a sensitivity analysis. The main result in
the probability assessment was the ranking of the lakes according to their impact index, which
was assumed to be the model prediction. The sensitivity analysis was carried out per assessment
step (i)-(iii).
Several methods for evaluation of rankings exist. It is not recommended to apply statistical tests
on rankings of ordinal data, such as the Cappa-coefficient (Cohen, 1960), to continuous data, as
Varied parameter / element Labelling of the runs and weighting factors
(i) Weighting of the non-decisive disposition parameters
Nd C D E F G H
Permafrost 1 0 2 1 1 1 1
Lithology 1 1 1 0 2 1 1
Deglaciation 1 1 1 1 1 0 2
(ii) Weighting of the parameter uncertainties. (CPT of the real disposition parameter)
Np O P Q R S T U V W X Y Z
Slope 1 0.67 1.33 1 1 1 1 1 1 1 1 0.67 1.33
Overall trajectory slope 1 1 1 0.67 1.33 1 1 1 1 1 1 0.67 1.33
Permafrost 1 1 1 1 1 0.67 1.33 1 1 1 1 0.67 1.33
Lithology 1 1 1 1 1 1 1 0.67 1.33 1 1 0.67 1.33
Deglaciation 1 1 1 1 1 1 1 1 1 0.67 1.33 0.67 1.33
(iii) Weighting of the classification rules. (CPT of the disposition elements)
Np I J K L M
Basic Requirement 1 0.9 1 1 1 0.9
Additional parameter Permafrost 1 1 0.5 1 1 0.5
Additional parameter Lithology 1 1 1 0.74 1 0.74
Additional parameter Deglaciation 1 1 1 1 0.78 0.78
Table 8.1: Weighting factors implemented into the three robustness and reliability analyses (i)-(iii), illus-
trated in Figures 8.1a, 8.1b and 8.1c. Np indicates the default probabilistic run, Nd the correspond-
ing deterministic run. The capital letters name the single model runs. Note for the analyses (ii) and
(iii), that the upper limit of CPT-entries is always 1.
a loss of accuracy would be inevitable through the required process of categorization (Sim and
Wright, 2005). Instead Sim and Wright (2005) suggest analysis by means of the bias and limits
of agreements between two rankings as described by Bland and Altmann (1986).
More detailed explanations of the evaluations are given in the sections presenting the respective
results by means of a precise example.
8.3 Results
The robustness of the dependent values’ disposition intensity and area were analysed in the
uncertainty analysis, whereas the reliability of the ranking of the lakes by their impact index
was assessed in the sensitivity analysis. The results are presented for each weighting procedure
(i-iii) per analysis.
8.3.1 Uncertainty analysis - robustness of results
The uncertainty introduced into the model was evaluated through barplots of the aggregated
disposition area and intensity for each run per time step of current and future conditions (Fig.
8.3). The uncertainty was defined as the difference between the runs resulting in the lowest and
the highest results. These numbers were then transferred to the second part of Table 8.2 and
compared to the default results in the first part of the table. Furthermore all parameters causing
significant deviations from the default result according to the Wilcoxon test were listed in the
table.
(i) Effect of the choice of non-decisive disposition parameters
The uncertainty introduced by different weighting factors of the non-decisive disposition param-
eters was only analysed for the disposition intensity, as the topographic potential defining the
disposition area was not varied due to its decisive character. The results from the aggregated runs
summarized in Table 8.2 show that the choice of non-decisive parameters introduces a range of
uncertainty which accounts for 74% and 75% of the default deterministic aggregated disposition
intensity for present and potential future conditions, respectively. For both time steps, the min-
imum values were achieved by weighting the deglaciation with zero and the maximum values
were caused by doubling the weight of deglaciation. The differences introduced by varying the
weighting factor of deglaciation were strongly significant for both time steps. Permafrost has
an effect, which is, however, not significant at the 0.05-level. Lithology variations also caused
significant effects.
(ii) Effects of the parameter uncertainty (confidence) definition
The uncertainty inherent in the defined confidences in the mapped/modelled disposition param-
eters measured 115% and 46% of the default probabilistic run for present and potential future
disposition areas, respectively. The uncertainties are in the same range (128% for present and
42% for future conditions) for the disposition intensity. All extreme values were caused by
varying all weighting factors at once. The parameters causing a strongly significant deviation
for present and, a bit less strong, for future conditions, were weighting of overall trajectory
slope and of all factors together. Reducing the confidence in the gradient also had a significant
influence, but only for present conditions. This was true as much for disposition intensity as for
the disposition area.
(iii) Effects of the classification of the disposition parameters
The feasibility of the classification of the disposition parameters into disposition elements had in
a first step been evaluated by means of an analogue dataset of rock avalanches in New Zealand
(Table in Fig. 8.2b). This assessment showed very good agreement between the elaborated
classification and the presence of the corresponding disposition parameters in New Zealand’s
detachment zones for slope (agreement in 100% of the cases), deglaciation (78% agreement)
and lithology (74% agreement). Only for permafrost is the agreement of the classifications
rather weak with 34%.
The influence of these uncertainties in the aggregated disposition intensity amounted for 68%
for present and 26% for future conditions. The maximum and the minimum values were caused
by variation of basic requirements and the additional parameter permafrost for present and by
variation of basic requirements and additional parameter deglaciation for future conditions, re-
spectively. Contrary to the other three variations, the influence of the additional parameter
deglaciation was not statistically significant. The uncertainty of the disposition area amounts
for 59% for present and 18% for future conditions. In both time steps the significant variations
were caused to be equally strong by basic requirements and all classifications at once.
Summary
To summarize, the additional disposition parameters lithology and deglaciation caused signif-
icant deviations of the aggregated disposition intensity. The absolute uncertainties were, how-
ever, smaller than the ones inherent in the parameter confidence definitions of slope, overall
trajectory slope and all parameters together. The smallest (but still significant) uncertainties
were caused by the classification of the basic requirements and correspondingly also of all clas-
sification rules together.
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8.3.2 Sensitivity analysis - reliability of ranking
Independent of the range of uncertainties included in the results of the sums and areas, the model
prediction does not necessarily have to depend on a weighting factor. Therefore in this chapter,
the sensitivity of the ranking against the uncertainties will be discussed. For this purpose, the
varied ranking was always put in agreement with the default run, to get the agreement between
the two runs, according to the methodology described by Bland and Altmann (1986). In this
approach, the agreement between two runs is described by plotting the differences of one run
against the mean of both runs. The confidence interval, defined as the value differing by two
times the standard deviation from the mean, was determined as the descriptive dimension of
agreement. The resulting plots are illustrated in Figure 8.4 for the variation of the non-decisive
disposition parameters (i). The plots of the other analyses are available in Appendix A. These
results are summarized in Table 8.3.
(i) Effects of the choice of the non-decisive disposition parameters
The variation of the weighting of the non-decisive disposition parameters did not imply strong
changes in the ranking. For present conditions, the variations measured between 0.7% (4 ranks)
and 4.1% (22 ranks), while the deviation for future conditions ranged from 1.2% (13 ranks)
to 3.0% (32 ranks). For both time steps permafrost caused the least and deglaciation the most
changes in the ranking. In the case of lithology and deglaciation, ignoring the parameter causes
roughly twice the deviation than if the parameter was weighted double. The deviations caused
by variation of the weighting of the non-decisive disposition parameters on behalf of the deter-
ministic MCE lie in the range of the confidence interval between the two methods of 10.4% (56
ranks) and 18.5% (195 ranks) for present and for future conditions, respectively.
(ii) Effects of the parameter uncertainty (confidence) definition
The confidence intervals gained by taking into account the confidence of the parameter uncer-
tainty definition ranges from 0.4% (2 and 4 ranks) to 17.7% (95 ranks) for present and to 10.7%
(113 ranks) for future conditions. The non-decisive disposition parameters featured narrow con-
fidence intervals between 0.4% and 1.8% for both time steps.
(iii) Effects of the classification of the disposition parameters
The confidence intervals range from 0.7% (4 ranks) and 1% (12 ranks) to 14% (75 ranks) and
4.4% (49 ranks) for present and future conditions, respectively. The widest confidence inter-
vals resulted for both time steps equally through variation of the classification confidences of
the basic requirements or all elements at once. The effect was thereby approximately three
times stronger for present than for future conditions. The additional parameters featured narrow
confidence intervals around 1% for both time steps.
Qualitative evaluation of the plots (Fig. 8.4 and Appendix A) suggested that – if distinguishable
– for all analyses (i)-(iii) only the first approximately 50 and the last approximately 80-100
ranked lakes featured fewest variations for both time steps. For present conditions this means
that for the 9% of the lakes ranked highest and for the 17% of the lakes ranked lowest for
impact disposition, the ranking is more reliable than for the remaining 74% of the lakes. For
future conditions this is true for only 5% at the beginning and for the 9% at the end of the
ranking.
Summary
The sensitivity of the ranks was hardly significant, contrary to the uncertainties of the aggregated
disposition intensity and area, especially for those lakes featuring the highest ranks. The ranking
can therefore be assumed reliable. Further interpretations are provided in the next section.
8.3.3 Interpretation
Subsequent to the evaluation of each analysis, an overall interpretation of the RAID assessment
in the catchments of high-alpine lakes in Switzerland is given in this section.
Interpretation regarding the RAID-model design
The ranking of the lakes was not sensitive to the varied weightings of the non-decisive dispo-
sition parameters and can be considered reliable in this regard. This observation should not,
however, lead to the conclusion that those parameters might as well have been removed from
the RAID model. The uncertainty analysis showed that at least lithology and deglaciation do
have a significant influence on the disposition intensity. Also the qualitative map of the disposi-
tion classes benefits from the inclusion of the additional disposition parameters, as it illustrates
the characteristics as well as the history of a location influencing long-term RAID.
The small influence of the permafrost and deglaciation on the ranking could be explained by
their comparatively small area. As for lithology the weak effect might be due to the chosen
categorization. Most lithology categories were classified as contributing to RAID, therefore
different weighting only influenced disposition intensity but not the ranking.
The uncertainty introduced by parameter confidence definition for current conditions is higher
than the other analyses. The ranking for both conditions is, however, the least sensitive or in the
same range as the one from the analysis of the classification (iii). Furthermore, the influence of
the uncertainties in the confidence definition is significantly higher for present than for future
conditions in both the uncertainty and in the sensitivity analysis. Originally the confidences set
in the present parameters were relatively high (closer to the upper maximum of 1) in comparison
to the ones of the future parameters (Table 7.1). In the ranking this effect was, however, not
represented. This shows that a deterministic approach is much more susceptible to uncertainties
– even minor ones – than a probabilistic approach, and that parameter uncertainties should be
included, even if they were poorly known. The result is still more robust than if they were not
taken into account.
The classification introduced the smallest uncertainties from all analyses even though, in the case
of permafrost, it featured the highest weighting factor. The confidence intervals for the ranking
equalled, however, the ones from the parameter uncertainty analysis (ii). Significant deviations
were only reached by variation of the basic requirement and all parameters at once, even though
basic requirements classification was assumed to be the most reliable rule. Classification rules
are less crucial than the parameter uncertainty definition.
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Comparison of the deterministically versus the probabilistic RAID
The direct comparison of the default deterministic and the default probabilistic rankings shows
that the agreement for present conditions (10.4%) is better than the one of the probabilistic ap-
proach in comparison to the variation of all its parameter confidences (16.7% and 13%). For
future conditions the agreement is, however, clearly weaker (18.5% vs. 10.4% and 11.4%). The
plot shows that the deterministic approach tends to overestimate the rank of the lakes in com-
parison to the default probabilistic run. This is due to the effect observable in Table 8.2. The
deterministically derived disposition intensity is strongly higher (present +91%, future +69%)
than the disposition area (present +50%, future +17%). This leads to different indexes.
The probabilistic approach influences disposition intensity rather than area. The relative changes
between the time steps for both methods are nevertheless in a comparable range (size: proba-
bilistic +328%, deterministic +291%. Area: probabilistic +288%, deterministic +223%).
Therefore the map is important and considered generally reliable, even though it ignores critical
gaps in process understanding or missing data.
8.4 Discussion
In this part an approach for assessing the RAIS of present and future high-alpine lakes in
Switzerland was proposed. A RAID-model was developed and implemented into a determinis-
tic and into a probabilistic framework by means of a BN. Present and modelled overdeepenings
(assumed locations of potential lakes formation) were ranked regarding their RAIS, and the
spatial distribution of the disposition classes in the catchments was illustrated in two maps for
both time steps, with the help of disposition parameters derived from literature (slope, overall
trajectory slope, permafrost, lithology, deglaciation). The results and the main conclusions have
already been outlined and will now be critically discussed.
Data
The assessment was carried out on a basis of 25m-resolution datasets. This seems a rather coarse
resolution; however, not all datasets were available in more detail. Moreover it is not reasonable
to expect a high level of detail if the processes and the conditions are in reality poorly known.
This is especially true for future conditions. The assessment endeavoured to detect large-scale
slope instability disposition, as the aim of the study was to make statements regarding potential
rock avalanches and not rock falls. Therefore the chosen scale is considered adequate.
The number of the non-decisive disposition parameters is certainly not complete, nevertheless
it is probably at the maximum possible considering current knowledge and available datasets
over all of Switzerland. As for lithology the chosen categorization might not have been the most
adequate. Regarding classification of the lithologies, perhaps geotechnical or geomechanical
aspects might have been more adequate (see the explanation in Section 4.3.4). This information
is nonetheless difficult to achieve at the assessed regional scale. Permafrost is a recent research
field and process understanding is relatively limited. The basis for definition of the classification
threshold was consequently weak. This should not, however, be a reason to ignore the effect
of permafrost, as revealed by the uncertainty and sensitivity analysis. Deglaciation contained
several processes that can alter geomechanical rock properties, as outlined in Section 4.3.4. As
most of these processes can hardly be directly observed, the consideration in this general is
assumed appropriate.
Method
The RAID model was applied by means of two approaches which aimed at different purposes.
The simple, deterministic approach benefited from the advantages provided by the spatial pre-
sentability of the datasets, allowing for the mapping of the disposition classes. The probabilistic
approach was more complex, but it resulted in more robust and reliable results, thanks to the con-
sideration of parameter uncertainties. The probabilistic assessment was carried out by means of
a BN, which also allowed a well-grounded discussion on different kind of uncertainties inherent
in the RAID model.
BNs are frameworks for considering relations and interrelations between processes (explained
in Section 5.1), which is crucial for multi-hazard analyses (Kappes et al., 2010). In the present
study, the probability distribution of the disposition classes per catchment was only derived by
means of Equation 7.2. Inference according to Equation 7.3 was not required within the treated
research question. The BN allowed a detailed analysis of the model uncertainties. A BN also
features the advantages of being able to learn and to be extended at any point. As such, the
elaborated RAID model could now be extended in any direction. It is also feasible to include
the trigger parameters and their probability of occurrence into the model. Further, the entire
situation of a lake hazard assessment as illustrated in Figure 4.2 could be implemented in a BN,
taking the RAID model as a starting point. An even larger advance would be to include conse-
quences of a lake-outburst event, a prime example of which can be found in Straub (2005).
Results and their relevance for integrated risk management
The RAID model is a simple reproduction of reality, based on little case-study data and corre-
spondingly on many assumptions. A detailed uncertainty and sensitivity analysis revealed the
influences of these effects. Especially the main outcome of the model, the ranking of the lakes
according to their impact index, had reliable and robust results. The model can therewith be
assumed valid.
The RAID model delivered results on different scales, from the disposition classes per pixel, up
to the ranking of the lakes according to their impact index on the regional scale of the Swiss
Alps. These results enable the identification of hotspots of RAID and localization in the catch-
ments, also for future conditions. These are two crucial points in risk management.
The RAID model is also a contribution to systematic event analyses in specific cases, as much
for rock-avalanche assessment as for lake-outburst assessments. It allows a certain approxima-
tion to probability of occurrence by means of the disposition. Existing lake-outburst assessment
schemes, as presented in Section 4.3.3, could be specified. Reynolds (2003) for, example, con-
siders "ice-/rock-avalanche risk" as a trigger parameter of a lake-outburst event. The qualitative
probability description (none, low, medium, large) could be derived by means of the RAID elab-
orated in this thesis, at least for Switzerland.
The RAID is only one aspect of the lake hazard assessment, as outlined in Figure 4.2. There-
fore it would be inadequate to prioritize the lakes only regarding their impact index. However
these assessments show several things that should be adequately considered when assessing a
particular lake. Generally the area fulfilling the basic requirements can also act as a basis for
assessment of other mass movements potentially impacting a lake, such as ice avalanches, snow
avalanches or collapse of moraines. In this case, adaptations of the overall trajectory might
be necessary; further explanations in this regard are given in Section 10.3.1. Furthermore, the
possibility of a lake being impacted by the outburst flood of a lake situated uphill and being
triggered by a rock-avalanche impact can be qualitatively assessed for a region. As illustrated
in Figure 6.2, the catchments of currently existing lakes might decrease due to the formation of
new lakes further up valley. If the disposition area also decreases, the impact index will also
decrease. The new index, however, does not account for the increasing possibility of a chain of
lake outbursts.
The RAID model elaborated in this thesis had meaningful and robust results. The RAIS of high-
alpine lakes in Switzerland is increasing as a consequence of ongoing changes in the environ-
ment. The following chapter closes the study by putting the RAID in context of settlement and
utilization of the Alpine Region to illustrate the relevance of the subject to Swiss society.
CHAPTER 9
RELEVANCE OF ROCK-AVALANCHE
IMPACT SUSCEPTIBILITY OF
HIGH-ALPINE LAKES IN SWITZERLAND
The rock-avalanche impact disposition for high-alpine lakes in Switzerland was assessed in the
previous chapters. Such an impact can trigger far-reaching outburst flows, which might heavily
affect down-valley areas. The consequences can be devastating in densely populated areas, as
illustrated in the beginning (Section 2.1). The present chapter contains an outline of the damage
potential opposed to potential lake-outburst events, with the aim of illustrating the relevance of
the scenarios of high-mountain lake-outburst events triggered by rock avalanche-induced impact
waves in Switzerland.
For this purpose, the highest RAIS are localized and compared with the damage potential to
identify areas that might be prone to larger risks, as much for current as for future conditions.
This comparison also provides the answer to the research question "Which of the present and
potential future high-mountain lakes in the Swiss Alps are most susceptible to rock-avalanche
impacts?"
9.1 Method
This qualitative assessment is carried out by visually comparing hazard and damage potential
in a very general manner at the regional scale of the Swiss Alps. The hazard is represented
by the RAIS and the damage potential by the (assumed) distribution of the infrastructure. For
this purpose, the ranking of the lakes according to their probabilistically-derived impact index
is illustrated in Figure 9.2a for current and in Figure 9.2b for future conditions. This RAIS is
then confronted qualitatively with the damage potential.
Figure 9.1: Current distribution of
buildings (in red) in Switzer-
land and some cities indicat-
ing the damage potential in the
mountain cantons. Upper fig-
ure: cantons’ names.
For current conditions, the distribution of buildings and cities was exemplarily illustrated. For
sustainable risk management and long-term planning, these conditions had to be assumed to
be different in the future. Many thematic scenarios of developments in Switzerland exist, such
as scenarios of population development for 2060 (BFS, 2010), long-term BIP scenarios for
2040 (SECO, 2005) or scenarios for energy perspectives for 2050 (BFE, 2011a,b). Here, the
long-term relevance of RAIS of high-alpine lakes in Switzerland was established through con-
frontation with future land use estimated by means of scenarios of spatial development for 2030
(Perlik et al., 2008). These scenarios are based on four sustainable development paths, three
of which were considered realistic by the authors. The corresponding three scenarios of spatial
distribution of settlement and infrastructure were compared to the RAIS, to account for different
possible developments.
9.2 Results
Current relevance
Lakes exhibiting high impact indexes (Fig. 9.2a) predominate in the Bernese Alps (e.g. the
Lakes Grimsel, Oeschinen and Trift), in the Valais (e.g. Lakes de Dix, Mauvoisin and de Emos-
son), in the western parts of Grisons, especially in the upper Engadin, and in the adjacent areas
of Central Switzerland in Uri (Lake Göschenen) and in the Northern Tessin (Lake di Luzzone).
Large uncertainties in the ranking of the RAIS predominate for less hazardous lakes only, ac-
cording to the sensitivity analysis (Section 8.3.2).
The Bernese Alps are densely populated by cities, towns and tourist centers (Fig. 9.1). Some
critical situations have already been identified and required risk-reduction activities. Exam-
ples are the ice-avalanche impact hazard at Lake Trift, which formed in the last 18 years (Dal-
ban Cannassy et al., 2011) and the collapse of the rock-snout next to the lower lake of Grindel-
wald, which had formed since 2005 (Haeberli et al. (2012) and Chapter 14 of this thesis). Some
of the largest cities of the Valais (e.g. Martigny and Sion) are located at the mouth of valleys
that feature lakes with high impact indexes. But smaller villages are also located in the poten-
tially affected side valleys. The lakes in Grisons are located in less densely populated areas. But
especially in the upper Engadin, the impact on tourism could be considerable (NELAK, 2013).
The valley bottoms of canton Uri are not characterized by large settlements but exhibit some of
Europe’s main north-south transport and traffic routes.
Critical situations related to rapid mass movements impacting lakes are currently a problem in
some parts of Switzerland. They mainly emerge from lakes recently forming, rather than from
the large lakes artificially dammed for hydro-power purposes.
Future relevance
The number of high-mountain lakes for the deglaciated Alps is simulated to at least double.
This development on its own doubles the probability of a rock-avalanche impact in Switzerland.
The lakes ranked highest assuming deglaciated Alps are mostly located in Valais and in Grisons
(Fig. 9.2b). Most of them are artificially dammed lakes, which already exist. The disposition
intensity in these catchments is nevertheless assumed to rise for future conditions, mostly as a
consequence of glacier recession. The probability of a rock-avalanche impact therefore rises
also for these lakes. But a considerable number of lakes featuring intermediate to high ranks are
also located in the Bernese Alps and Central Switzerland. Moreover, some of the largest new
lakes are modelled for areas whose valley bottoms are already today densely populated. The
most impressive example in this regard is the lake simulated in bed of the Aletsch Glacier above
the city of Brig (see Chapter 15 for more details).
The future RAID should be compared to future damage potential rather than to the current set-
tlements. The final results of the spatial scenarios A, B and D from Perlik et al. (2008) are in
the following qualitatively outlined, to enable this comparison.
Scenario A assumes development under ongoing scepticism, where people act cautious and in-
dividualistic, aspiring to autonomy instead of growth. The resulting spatial scenario represents
spatial dispersion. It considers the alpine region mostly as reserve area, where the maintaining
of the broad and cost-intensive infrastructure is nevertheless assumed. Further tourist centres
are noted in the regions of Zermatt, Grindelwald, Davos and St. Moritz. Areas of agglomeration
are indicated in the regions of Brig, Martigny, St. Moritz, Davos, Chur, and Locarno/Airolo.
Coincidence of dense land-use with especially high RAIS of lakes can therewith roughly be
derived at least for the regions of Brig, Martigny and St. Moritz.
Scenario B assumes development through survival of the fittest, where people act dynamic and
individualistic to achieve personal success. The resulting spatial scenario contains metropolitan
expansion, which acts on the assumption of generations of metropolitan expansion attended by
withdrawal from the alpine region: the broad infrastructure will be abandoned and especially
southern valleys are only inhabited seasonally. This does not, however, imply an emptying of the
alpine area. Tourist centres will still be distributed over the entire Swiss Alps, and the spheres of
interest and influence of the metropolitan areas are assumed to reach far into the valleys (espe-
cially in the lower Valais) and contain agglomerations. Again, concurrence of damage potential
and high RAIS of lakes can be assumed for the Valais and the upper Engadin.
(a) Current RAID.
(b) Future RAID.
Figure 9.2: RAID. The size of the point indicates the rank of the lake according to its impact index, while
the colour indicates the robustness of the rank. The lakes exhibiting the 20 highest impact indices
are located for both time steps (they were introduced in Table 7.2).
(a) Spatial scenario A: Spatial dispersion
Figure 9.3: Scenarios of spatial
development in Switzerland for
2030 after Perlik et al. (2008).
(a) Spatial scenario B: Metropolitan expansion (b) Spatial scenario D: Spatial equity
Scenario D assumes development in rediscovered harmony, where dynamic and social behaviour
leads to solidary growth. The resulting spatial scenario represents spatial equity, which assumes
a productive use of alpine regions. It will be characterized by productive agriculture, alpine
cities and tourist centres directly in the Alps as well as by spheres of interest and agglomeration
of cities like Chur, Brig, Martigny or others. This development would lead to a dispersed dis-
tribution of damage potential also within the reach of regions other than the already-mentioned
Valais or the upper Engadin.
Spatial developments of Switzerland in the near future indicate ongoing settlement and utiliza-
tion of the Alpine regions in all scenarios, also in areas prone to potential lake-outburst events.
A lake-outburst event due to a rock-avalanche induced impact wave is thereby a relevant hazard
scenario for the Swiss Alps today and in the future.
9.3 Discussion
The RAID assessed in this part of the thesis is a step further in the direction of hazard assess-
ment and risk management of high-alpine lakes in Switzerland. Comparisons of hazards and
damage potentials on a regional scale allows us to point out hotspots, also of potential future
risks. The following restrictions must, however, be considered in interpreting this comparison
of hazard and damage potential.
The different time frames aspired to must be taken into account. The spatial scenarios only
range up to the year 2030, while the lake-formation and RAID scenarios consider longer-term
developments in the Alps. The RAID scenario further assumes complete deglaciation of the
Alps and accounts for modelled overdeepenings (Linsbauer et al., 2012) only , which are as-
sumed sites of lake formation. Other lake types (introduced in Section 2.2), which may form in
other locations, are not considered. The RAID was assessed in this thesis, because this hazard is
very likely to persist for a long time period, since climate change also affects slope stability in
the long term. Transient hazard situations, e.g. caused by ice avalanches, can provoke equally
dangerous consequences and should be incorporated into risk analyses.
But detailed risk analyses can anyway not be carried out on this regional scale. The RAID
model is an advancement in the field of event analysis; it also allows for certain approximations
on the probability of occurrence by means of the disposition intensity. Informations or estima-
tions on the effect of a rock avalanche impacting a lake cannot, however, be derived from the
approaches presented in this part. For more information on hazard assessments refer to Section
3.2.1. The composition of the avalanche would have to be assessed in more detail, because pure
rock avalanches are rare in glacial environments; they are more likely to transform into mixed
rock/ice avalanches, which feature different flow behaviour (more in this regard in Section 10.1).
But even more importantly, parameters of spatial dispersion of both hazard and damage poten-
tial are missing in this regional-scale assessment. The following parameters would at least be
required, in order to derive risk estimates rather than merely illustrating potential hotspots of
hazard and damage potentials: the probability of a lake-outburst event as a consequence of a
rock-avalanche impact, and the spatial probability and the intensity of the triggered outburst
flow as well as the spatial allocation of the different land-use classes would have to be known at
least for the vicinity of the potential outburst path.
The presented study nevertheless expanded the knowledge basis and process understanding and
shows potential hotspots, which is a first step towards risk management of low-probability and
high-magnitude events. Detailed hazard and risk assessment, however, have to be carried out
for every lake individually. Methods applying to an event analysis were already introduced in
Chapter 4, to which the subsequent Part III ties up. The subject of this part is effect analysis of
the process chain triggered by a mass movement impacting a high-mountain lake. A method for
conducting future-oriented risk estimations considering future hazards and land-use changes is
presented with the help of a case study in the Aletsch region in Switzerland in Chapter 15 in the
consecutive Part IV.
Part III
Hazard analysis of outburst flows
triggered by impact waves on local-scale
Once a hazardous situation or a risk hotspot is detected, a detailed hazard analysis might be
required. This part deals with local-scale hazard assessment of individual lakes with regard to
an outburst flow triggered by avalanche-induced impact-waves under current conditions. The
currently available knowledge for identification and assessment of hazards in an event analysis
was already summarized in Chapter 4.
The first chapter in the present part enhances this compilation of the state-of-the-art with re-
gard to methods and tools available for estimating the effect of a slope failure by assessing the
triggered process chain.One of the first case studies (Lake 513), where numerical simulations
of the different processes involved in the process chain were assembled for hazard assessment,
will be presented in the subsequent Chapter 11. The influence of uncertainties and their propa-
gation throughout this process chain are assessed by means of this case study in the proximate
Chapter 12. The knowledge gained in these analyses is then applied in Chapter 13 to a complete
hazard analysis of ice avalanches at Mount Hualcán, combining techniques for event and effect
analysis.
CHAPTER 10
EFFECT ANALYSIS OF RAPID MASS
MOVEMENTS TRIGGERING IMPACT
WAVES
The present chapter enhances the state-of-the-art compilation (summarized with regard to an
event analysis in Chapter 4) with an overview on methods and tools available for estimating
and analysing the effect of a slope failure by assessing the processes involved in the outburst
flow triggered by the impact wave. The aim of the present chapter is to provide answers to the
research question three, "How can the process chain of a lake-outburst flow due to an impact
wave triggered by a rapid mass movement be analysed for the purpose of a risk analysis?"
Different perspectives for looking at the process chain of a glacier lake-outburst flow triggered
by an avalanche-introduced impact wave exist (Carrivick, 2010). This problem was already
given attention when defining the term of "high-mountain lake-outburst flows" in Section 2.2.
One position is taken up by geomorphologists, who describe the single processes on basis of
observations, e.g. by means of their origin. They distinguish, e.g. between mass movements
of glacial ice, ice avalanches, rock/ice avalanches, glacial debris flows and outburst-generated
debris flows (Evans and Delaney, 2015). Natural hazards specialists, in contrast, would clas-
sify the impacts of the processes. Evans and Delaney (2015) summarize the aforementioned
examples as catastrophic mass flows, as they all consist of a mixture of earth materials, water,
snow and ice, which are characterized by sudden release, high mean velocities (>5 m/s) and
large runout distances in comparison to the volume. Another point of view is from the physical
modellers, who try to simulate the physical behaviour of the process. Of course, it would be
desirable to model all processes and their interactions physically correctly. Up to today, this is,
however, not possible. Therefore, the key issues of every individual setting have to be identified
and their effects on the process chain have to be estimated in the best way possible.
To overcome these communication difficulties, a geophysical classification of gravitational mass
flows is elaborated in Section 10.1. Based on these terminologies, the components involved and
their behaviours and interactions are explained in detail in the subsequent Section 10.2, for the
purpose of identification of key information for risk management. Different assessment meth-
ods for the single components are then presented in detail in Section 10.3. The methods are
also evaluated regarding their application to assessment of the process chain. Depending on the
setting and the data availability, different approaches can be chosen.
10.1 Geophysical classification of gravitational mass flows
The processes that can trigger an impact wave and the processes that are triggered by a lake-
outburst event (presented in Chapter 4 or indicated by Evans and Delaney (2015) as catastrophic
mass flows) belong to gravitational mass flows. In this section, a process- and rheology-based
geophysical definition of the involved movements is given, to account for their behaviour.
Gravitational mass flows belong to the group of hillside denudation processes, which differ
regarding movement velocity and water content, classified by Carson and Kirkby (1972) in a
triangle among the mass movement types "wet and rapid fluvial flow", "dry, spontaneous and
rapid landslides", and "slow, permanent landslides" (Fig. 10.1a). The behaviour of a gravita-
tional mass movement further depends on the composition of the flowing material (water-solid
fraction content) and the solid fraction type (Coussot and Meunier, 1996), as illustrated in Fig-
ure 10.1b. Suspension transports fine and cohesive materials, while bed load consists of coarse,
cohesion-less and granular material.
(a) adapted from Carson and Kirkby (1972) (b) including material type (Coussot and Meunier,
1996).
Figure 10.1: Classification of hillside denudation processes and gravitational mass movements. The pro-
cesses differ in sediment concentration (wet-dry) (Lavigne and Suwa, 2004; Lavigne and Thouret,
2003) in the velocity (fast-slow) (Carson and Kirkby, 1972) and in material type (granular - cohe-
sive) (Coussot and Meunier, 1996).
All mass flows involved in an impact wave-triggered lake-outburst flow can therefore be as-
signed to any process on the axes of rapid mass movements between stream flows and debris
avalanches, depending on their respective compositions. A short characterization of the most
important processes is given here, even though strict distinctions of the phenomena is hardly
possible.
Both stream and hyperconcentrated flows vary slowly in time and space regarding their local
flow intensities (discharge and flow depth). Hyperconcentrated flows, contrary to the stream
flows, contain a larger amount of bed load (Coussot and Meunier, 1996). Stream flows were
defined up to a maximum sediment concentration of 20% by volume, followed by hypercon-
centrated flows, which carry between 20 and 60% by volume of bed load (Lavigne and Suwa,
2004). As the mean velocity of the coarsest solid particles, the bed load, differs from the ve-
locity of the suspension and the water in the same flow, a two-phase flow should be applied for
approximation. Debris flows reach velocities in the range of 0.5-10 m/s and are transient phe-
nomena, which often feature almost periodic surges and completely break and change the initial
structure of the material during the flow. A debris flow’s deposition is characterized by the stop
of the entire mass including the water, as the mixture can be approximated as a one-phase flow
of a viscous fluid. A debris flow containing a high part of cohesive particles is called mudflow,
as the grain motion is imposed by the behaviour of the entire mass by an interstitial fluid. If the
fine fraction in a debris flow is small enough (less than 20% of water by volume (Lavigne and
Thouret, 2003)), the direct grain contact defines the mass behaviour, which is called a granular
debris flow (Coussot and Meunier, 1996).
Granular mass movements start in rocky or granular mass ruptures and are amongst the fastest
landslides, reaching velocities greater than 10 m/s. Again, different classifications exist (e.g
Clague and Roberts, 2012; Cruden and Varnes, 1996; Hungr et al., 2005; Varnes, 1978). For the
present study, differentiations on basis of the volume will be applied (Fort et al., 2009). Rock-
falls, mostly detaching from discontinuities, comprise small volumes (<10’000m3) of blocks
falling or often jumping freely through the air. These movements feature little potential for trig-
gering lake outbursts (as already argued in Section 4.2.2), contrary to rock-slope failures along
rather planar surfaces, which can result in large (often >106 m3) and extremely rapid (>25 m/s)
rock avalanches (Hungr et al., 2001).
Not included in this classification are ice avalanches as they do not directly contribute to hillside
denudation. Similarly to rock avalanches, ice avalanches detach into granular flows. Contrary
to rock avalanches, ice avalanches feature smaller densities, can reach longer runout distances
(up to 30% more than rock avalanches (Bottino et al., 2002)) due to the reduced friction and
can more easily liquidize. In a glacial environment, pure rock avalanches are rare they are also
more likely to contain a variable amount of ice, either as part of the initial detaching mass or
due to entrainment. The same applies to ice avalanches. For assessment of the flow behaviour
(contrary to the event analysis (Section 4.3.4)), most cases must be assumed to be combined
rock/ice avalanches, which combine the respective characteristics (Schneider et al., 2011).
Process transformation during movement as a consequence of melting, of entrainment or of
deposition of (additional) material along the flow path (Evans and Delaney, 2015) is a general
feature of these rapid mass movements. Correspondingly, they have to be classified as complex
motions, as they can modify flow rheology and behaviour several times along the way and
cannot explicitly be allocated to one specific flow type (Hungr et al., 2005; Clague and Roberts,
2012). This classification of the mass flows is the basis for the assessment of the effect of a slope
failure on a high-mountain lake, which is treated in the following section. To ease understanding,
"avalanche" is applied throughout this chapter for all kinds of mass flows emerging from slope
failures (rock, ice and rock/ice avalanches).
10.2 Cascading processes of slope failures: components, their
behaviour and interactions
The process chain of an outburst flow triggered by an avalanche-induced impact wave is com-
posed of the steps illustrated in Figure 10.2. After the detachment of the slide mass, the
avalanche behaves as a gravitationally-driven rapid mass movement. Its behaviour (reach, in-
tensity, volume, geometry/shape) is governed by the parameters slope geometry, slope material,
avalanche geometry and avalanche material properties (Pfeiffer and Bowen, 1989). If a lake is
located within the avalanche runout, an impact is the consequence.
During the immersion of the avalanche into the lake in the so-called splash zone, the momen-
tum is transferred from the sliding mass to the water (Di Risio et al., 2011). Different types
of avalanches can cause different effects. Rock avalanches are dense mass movements, which
have the potential to transfer large impulses into the water. Ice avalanches dampen their own
impact wave, because the ice floats on the surface of the lake. Rock/ice avalanches combine
these effects.
The wave enters the near field stadium soon after its generation, where it assumes its shape
in dependence of the characteristics of the slide. Decisive features are slide velocity, volume,
depth, width, density, porosity, front shape, underwater travel time and slope angle (Panizzo
et al., 2005a). The wave can either take a Stokes-like, a conoidal-like, a solitary-like or a bore-
like form (Heller and Hager, 2011) (Fig. 10.3), which is a function of the sliding mass volume
velocity and the reservoir size, volume and depth (Fritz et al., 2003b; Zweifel and Minor, 2004;
Panizzo et al., 2005a). The degree of the impact further depends on the impact width and the
Figure 10.2: Delineation of the processes involved in a lake-outburst flow triggered by an impact wave
(after Heller and Hager (2011) and Worni et al. (2014)).
(a) Stokes-like form (b) Conoidal-like form
(c) Solitary-like form (d) Bore-like form
Figure 10.3: Wave forms according to Heller and Hager (2011)
disaggregation of the sliding mass (Antunes do Carmo and Carvalho, 2011). In this listing, the
first wave-type corresponds to the smallest and the last one to the largest in terms of volume
transportation (Di Risio et al., 2011). Subsequently, this wave propagates through the lake until
it runs up and eventually overtops the dam. These motions are a function of the lake basin and
the surrounding topography. The runup further depends on the wave height and length and is
very sensitive to the impact velocity (Heller et al., 2008).
If the runup exceeds the freeboard, overtopping is the consequence of an impact wave. As ex-
plained in Chapter 4, overtopping can further lead to dam failure; the respective relationships
are illustrated in Figure 4.2. The specific failure mechanism and the exact motion of failure
depend mainly on the dam type (ice, earthen, rock) and are therefore very diverse; the pro-
cesses involved were explained in Section 4.2.1. For hazard assessment, the breach initiation,
the time to peak discharge and the discharge are crucial to know (Morris, 2000). The breach
initiation lasts from the moment the overtopping flow starts the process of retrogressive erosion
of material from the downstream dam face and crests and stops as soon as erosion continues
in the upstream face of the dam (Morris et al., 2008). The duration of this action is referred to
as breach-initiation time, while the moment of breaching up the dam is the failure time (Wahl,
1998). Once the upstream face is breached up, breach formation takes place until the breach has
formed fully; this duration is called breach-formation time. Breach growth takes place during
breach formation and indicates erosion of the lateral sides of the breach. The type of outflow
hydrograph used depends on the rate of breach formation and the final breach size (Fread, 1991).
The process finalizing the chain is another rapid mass movement, the outburst flow, which di-
rectly affects the damage potential. The outburst flow can occur in a variety of forms, mainly
characterized by the outflow hydrograph and its bed load, the channel gradient as well as the
vegetation cover, the sediment type and availability along the flow path (Hürlimann et al., 2008;
O’Connor et al., 2013). Consequently, flow impacts on infrastructure and settlements are also
diverse and are a function of the spatial dispersion (reach and inundation) and the intensity of
the flow.
In this section, the process chain of a lake-outburst flow triggered by an avalanche induced
impact wave was presented. The components involved, their behaviour and interactions were
exposed, roughly. To more precisely delineate the interactions between the processes and the
corresponding effects, the process chain has to be assessed, e.g. through modelling, for each
case specifically. The available methods and their compatibility to represent parts of the process
chain are discussed in the following section.
10.3 Assessing and modelling the components of the process
chain
Awide range of different approaches is available to assess the processes outlined above. At least
as wide is the range of respective literature, some of which is summarized in Table 10.1. Gaining
an overview of the assessment approaches and the simulation softwares currently in use for the
different geomorphologic processes involved in the process chain is not an easy task, as every
modelling community uses different terms or classification systematics and because a trade-off
between geomorphological descriptions of processes and computational simulations exists (Car-
rivick, 2010). The approaches also differ regarding the purpose for which they were established
(e.g. physical description of motion to enhance process understanding vs. implementation of
geomorphological observations vs. objective-oriented setups (e.g. for hazard assessment)). Cor-
respondingly, the outputs of the models differ. In this section, an outline on different assessment
approaches and their outputs (as far as they can be conceived from literature) for the components
of the process chain will be given with an appreciation of their application to hazard assessment
of the entire process chain. The aim of the effect analysis is to derive conclusions on the lake-
Review Content
Rapid mass movements
Volkwein et al. (2011) Give an overview on rockfall hazard assessment. The process of rockfall is, as outlined in Section
10.1 not of much relevance for the present study, as the energy included in a fall is too small.
Hungr et al. (2005); Dai et al.
(2002); Worni et al. (2013)
Reviews on simulation of rapid mass movements
Manville et al. (2013) Review of debris flows assessment focusing on lahars
Malet et al. (2007); Hürlimann et al.
(2008)
Reviews on assessment of landslides (runout calculation methods), especially of rapid mass move-
ments
Impact waves
Heller et al. (2008) Summary on models suitable for the assessment of impact waves
Di Risio et al. (2011) Review on forecasting of landslide generated impact waves by empirical equations
Ataie-Ashtiani and Najafi Jilani
(2006)
Overview on numerical and experimental studies on landslide generated waves
Dam breach
Singh (1996) One of the most cited review on dam breach assessment and subsequent outburst flow assessment
Morris (2000); Worni et al. (2012b) Reviews on dam breach assessment
Carrivick (2010) Comparison of dam break modelling point of views from hazard managers and from numerical mod-
ellers.
Westoby et al. (2014) Review on processes and modelling approaches involved in outburst flows from moraine-dammed
lakes
Table 10.1: A compilation of reviews with regard to hazard assessment of rapid mass movements, impact
waves and dam breach.
outburst flow reach, inundation and intensity from the knowledge on the initial slope failure
location, volume and mass composition.
A first difficulty in elaborating this compilation consists in finding a universal nomination of
the assessment types. The terminology applied in the following is based on Heller et al. (2008),
although with minor adaptations to make it compatible to the entire body of literature.
The most simple type of assessment approaches rely on empirical equations. According to
Heller et al. (2008), universal equations derived from either model experiments or from real
cases are implied in this category. The resulting estimations act in the first place as a support
decision on whether more detailed analyses are required. The second category of assessment ap-
proaches are analytical methods. Some authors (Hungr et al., 2005) compile all models, which
are based on physical rules of solid or fluid dynamics in this category. In the present study, the
more narrow understanding of Heller et al. (2008) will be applied, defining analytical methods
as improvement of process understanding via mathematical reasoning only. The third category
contains physically-based numerical simulations of conservation equations of mass, momentum
and energy that describe the dynamic motion of the process together with a rheological model
simulating the material behaviour. These categories aim at direct application to hazard assess-
ment and are hence important for the present study.
Heller et al. (2008) distinguish two more assessment types. Specific situations can also be
evaluated by means of precise model experiments, for which a specific case is recreated in the
laboratory. This was, for example done for an impact wave in a water reservoir as a conse-
quence of a snow avalanche (Fuchs et al., 2011). This method is, however, extremely extensive
in many aspects (Heller et al., 2008) and will be considered no further in the present analysis.
Experimental simulations based on physical laboratory experiments can help researchers under-
stand behaviour of a process and therefore act, for example, as a basis for (numerical) modeling
(Carrivick, 2010). Ataie-Ashtiani and Nik-Khah (2008) for example, conducted a range of ex-
periments with sliding masses into reservoir, which helped to determine the slide and its impact
characteristics, which served as an extension to the LS3D-model for subaerial landslides. A
direct application for hazard assessment is, however, not the main purpose of these assessment
approaches; therefore they will also not further be treated in this study.
In the following, approaches describing the motions contained in the process chain of a lake-
outburst flow triggered by an avalanche-induced impact-wave will be described for the first
three categories. Also their suitability for integration into the model chain will be discussed.
The focus will be put onto description of the effects of slope failure.
10.3.1 Empirical equations
Empirical equations are usually applied as first-order estimations and are either derived from
model experiments or from observations of real cases. An overview of the general scope of
application is provided here.
Rapid mass movements
Empirical equations describe in a general mode the runout distance and the distribution of the
Rock avalanches Ice avalanches Debris flows Stream flows
Value 30  17  11  3 
Reference Kaibori et al. (1988) Alean (1985) Huggel et al. (2003) Allen et al. (2009b)
Table 10.2: A summary of commonly applied angles of reach from Bolch et al. (2012).
debris independent of the exact movement type (Dai et al., 2002). All kinds of avalanches
impacting a lake as well as all kinds of outburst flows from a lake are considered rapid mass
movements (see Section 10.1 for the argumentation).
Empirical methods can only provide an estimate of the profile of the travel path (Hürlimann
et al., 2008). These empirical relationships require, however, little input information, which are
the event location and volume, and the longitudinal profile along the flow path. Dai et al. (2002)
summarize two basic concept of empirical mass movement models.
The most basic concept of runout calculation was introduced by Heim (1932) as the "Fahrbösch-
ung", also called angle of reach or energy-line method (Worni et al., 2013), which is the ratio
between the vertical drop and the horizontal projection of the maximum runout distance. In the
rock-avalanche impact disposition model elaborated in this thesis (Chapter 5), it is referred to as
the overall slope trajectory. Commonly applied values are listed in Table 10.2. An advancement
of this concept (Corominas, 1996; Rickenmann, 1999) considered the dependency of runout
distances with the magnitude of the initial volume (Scheidegger, 1973). These approaches do
not deliver information on intensity, which is crucial for hazard mapping.
The second type of mass movement equations also accounts for the mass loss of a debris flow
along its flow path (Cannon and Savage, 1988) and contain a volume-change rate through in-
cluding morphological features in the form of a stepwise multivariate regression-analysis. These
models require a profile of the flow path, knowledge of the failure zone and the initial failure
mass, as well as of slope gradient, vegetation types and channel morphology (optional).
Intensity information can only be indirectly incorporated into these empirical equations via other
empirical relationships. Relationships between flow volume and the maximum area of inunda-
tion are suggested for different flow types by Iverson et al. (1998); Jakob (2005); McKillop and
Clague (2007a). First-order estimations of the flow intensity can be derived with the help of
equations for peak discharge as a function of the flow composition (Jakob, 2005).
Impact wave
Di Risio et al. (2011) give an extended review on empirical estimations on impact waves gener-
ated by subaerial slides. Typical results are estimations of the initial wave height, period, length
and amplitude. Equations based on indoor experiments for wave generation by means of param-
eters from a granular slide impact and equations for wave propagation in 2D and 3D as well as
estimates of runup and overtopping are, for example, provided by Heller et al. (2008). But these
overtopping parameters (discharge, overtopping time, etc,) refer to a dam without freeboard.
This information is therefore of little use in most safety assessments of high-mountain lakes.
Further, forces of a wave impacting a dam can be estimated empirically (e.g Heller et al., 2008).
Necessary input information are slide characteristics (such as impact velocity, slide width, vol-
Dam type Equation Reference
Moraine dam Qmax= 0.0048V 0.896 Popov (1991)
Qmax= 0.72V 0.53 Evans (1986)
Qmax= 0.045V 0.66 Walder and O’Connor (1997)
Qmax= 0.00077V 1.017 Huggel et al. (2002b)
Qmax= 0.00013P0.60E Costa and Schuster (1988)
Qmax= 0.063P0.42E Clague and Evans (2000)
Ice dam Qmax= 75(V/106)0.67 Clague and Mathews (1973)
(drainage) Qmax= 46(V/106)0.66 Walder and Costa (1996)
(sudden break) Qmax= 2⇤V/tw Haeberli (1983)
Qmax= 1100(V/106)0.44 Walder and Costa (1996)
Earth- and rock-filled dams Qmax= 0.72V 0.53 Evans (1986)
Table 10.3: Empirical peak-discharge equations for dam-breach assessment (Table from Huggel et al.
(2002b), extended with equations from Wang et al. (2008)). V = lake volume; PE = the potential
energy of the reservoir, defined as the product of dam height [m], lake volume [m3] and the specific
weight of water [9,800 N/m2]. tw = time constant of 1,000 s.
ume, height, density and porosity) as well as information on the lake shape and the subwater
topography.
Dam Breach
Empirical equations for predicting breach parameters of earthen dams have been developed
based on case-study data. The formulas allow for prediction of breach parameters, like the
breach-formation time or the breach geometry (Atallah, 2002), by means of regression equa-
tions (Morris et al., 2009). Some equations further calculate the outflow hydrograph with the
help of the breach form (Wahl, 1998). Input parameters depend on the formula, but they of-
ten involve overtopping height, discharge volume, dam height and width. Results usually refer
to the process of dam failure rather than to the outflow. An extensive overview on equations
for breach-width, failure-time and peak-flow equations including uncertainty ranges is given
by Wahl (2004); Pierce et al. (2010). These estimations mostly apply to artificial embankment
dams.
Investigations specifically regarding high-mountain earth dams also exist, and they mainly focus
on estimation of peak discharges. A compilation of peak discharge equations for different dam
types is summarized in Table 10.3. For hazard assessment, it has to be considered that most
equations referring to moraine-dam peak-discharges orientate themselves on average-discharge
measurements. Maximum peak-discharges can be derived by equations provided (e.g. Clague
and Mathews, 1973; Evans, 1986; Haeberli, 1983). Kershaw et al. (2005) further provide an
overview on equations for velocity estimation, which are mainly based on observations of past
events, and hence will not be expressed here, as they are not suitable for predictive lake-outburst
flow assessment
Figure 10.4: General overview of applications of empirical and analytical methods for the processes
involved in the cascade. The input data (left columns) and the output data (right columns) indicate
the suitability of the models for coupling. RMM = Rapid mass movements, IW = Impact wave, DB
= Dam breach.
10.3.2 Analytical methods
Analytical models describe the behaviour of a process by means of mathematical reasoning.
Rapid mass movements
Analytical models for rapid mass movement describe the physical behaviour of the movement
in a lumped-mass approach, where the debris mass is assumed to be a single point (Dai et al.,
2002). The dynamic of the flow is calculated along a previously selected flow path. The runout
distance, velocity and acceleration can be calculated assuming the movement being controlled
by a single force resultant, which represents the gravity as well as all movement resistance.
The thereby derived velocities often had unrealistically high results (Hungr et al., 2005). To
achieve more realistic flow velocities, adaptations were carried out, e.g. by implementing
the Voellmy two-parameter rheological relationship for frictional-turbulent resistance into the
model (Körner, 1976).
Analytical models require a DEM, the cross-section’s shape, initial volume or input hydrographs
and rheological or friction parameters. These kinds of models are only applicable for slides of
limited displacement that do not disintegrate during motion. Furthermore, the calculations only
work in one dimension, and spreading effects on the fan cannot be represented (Hürlimann et al.,
2008). Therefore these approaches are not very suitable for representing complex motions such
as avalanches or lake-outburst flows.
Impact wave
The process of wave generation is generally too complex to be described analytically (Heller
et al., 2008). Reasonable results for the far-field can nevertheless be generated with the help
of strong simplifications in wave theory and idealized slides (Di Risio and Sammarco, 2008).
These analytical solutions are in satisfactory agreement with experiments performed in a two-
dimensional flume, and can nevertheless be applied to validation of numerical models and to
estimation of the order of magnitude of impact waves.
Dam Breach
The breaching of earthen dams is in one-dimensional, analytical solutions described as a two-
phase, water-sediment interaction process (Singh, 1996). The process is calculated in three
parts: the reservoir water-mass depletion, the broad-crest weir hydraulics and the breach-erosion
relation, which is based on an initially defined (rectangular, triangular, trapezoidal) breach cross-
shape. The analytical solutions are governed by the equation of reservoir water balance and a
relationship between the rate of erosion and the flow characteristics. The enlargement of the
breach is continued until the reservoir is empty or until the dam resists the erosion, which re-
quires empirical determination of an erosion coefficient. Depletion of the reservoir also affects
the rate of discharge.
The analytical solutions of an earthen dam-breach are mostly implemented as simulations soft-
ware; an appraisal of their suitability for assessment of the process chain will be given in the
next section, which deals with numerical simulations.
10.3.3 Numerical simulations
Numerical simulations are computer-based reproductions of the reality (e.g. of a behaviour,
a process or other complex systems) in a simplified way. Numerical simulations consist of a
quantity-oriented computer model, which contains the equations and algorithm applied to de-
scribe mathematically the behaviour of a process or a system. The computational simulation
refers then to the actual running of the software or program that contains the model on a simpli-
fied topography. A simulation software program therefore models a real phenomenon with a set
of mathematical formulas on a computer.
Many ways of classifying numerical simulations exist, and they depend on the processes they
are applied to (for mass flows see (e.g. Hungr et al., 2005; Manville et al., 2013; Westoby et al.,
2014)). To deal with the variety of origins of the simulation applications gathered here, only a
very general classification will be applied. More detailed descriptions of fundamental principles
and differences in the simulation software will be treated in the sections dealing with the applica-
tion fields according to the geophysical processes: (i) non-physically based simulations, which
build on parametrical or analytical computer model and (ii) physically-based simulations.
10.3.3.1 Non-physically based simulations
Non-physical simulations contain all numerical simulations whose computer models consist of
the parametrical or analytical description of the process as described before.
Rapid mass movements
An enhancement of the empirical equations is the implementation of empirical knowledge into
GIS-based flow routing algorithms. These approaches allow to simulate a flow in a DEM, which
has an empirically-derived stopping-criteria implemented (Hürlimann et al., 2008). A summary
on different algorithms and their discussion can be found in Huggel et al. (2003) or in West-
oby et al. (2014). Hürlimann et al. (2008) distinguish between two algorithm types (single and
multiple flow-direction model) which are relevant for runout prediction. Single flow-direction
models (such as the D8-algorithm) calculate the flow direction as the line of dips between two
neighbouring pixels with the highest gradient. Multiple flow-direction models allows the flow
to invade several neighbouring cells (Huggel et al., 2003). This approach generates inundation
probabilities and maximum runout distances given a flow-dependent average slope angle as a
stopping criterion. A more complex GIS-routing model connects empirical relationships be-
tween flow volume, cross-sectional area and planimetric inundation-area in software which was
originally created with regard to volcanic lahars (LAHARZ). Necessary input parameters are a
DEM and the initial flow volume (Iverson et al., 1998; Schilling, 1998).
None of the methods generate volume, energy or velocity information, which are required for
risk-oriented hazard assessment.
Impact Wave
Analogous to the numerical simulation of rapid mass movements, non-physically based impact-
wave simulations consist of the empirical equations implemented into a GIS-environment.
Cannata et al. (2012) implemented the empirical equations derived by Heller et al. (2008) into
a GRASS-GIS environment. This approach requires an elevation raster accounting for the
bathymetry and a lakewater depth raster and, on the sliding mass: bulk-slide density, poros-
ity, volume, width, thickness, coordinates of the impact point on the lake, water depth in the
area of impact, impact velocity, impact inclination angle and the impact azimuth angle. Accord-
ing to the equations from Heller et al. (2008) a wave height and a flood height raster map are
given as outputs; the process of impact-wave generation is, however, not described.
Dam breach
Parametrical or analytical dam-breach models cannot be separated from semi-physically-based
models without ambiguity, as a dam-breach simulation software can consist of up to five com-
ponents, each of which is based on specific parametrical, analytical or physical assumptions.
Singh (1996) identified these five components of dam breach simulations as (1) upstream chan-
nel routing, (2) reservoir hydraulics, (3) hydraulics of flow over the dam, (4) breach morphology
and (5) downstream flow routing. The assignment of the abilities of the most known simulation
(a) Physical classification of branches in Continuum Me-
chanics. The circle indicates the disciplines relevant
for the present thesis.
(b) Composition of simulation softwares
for CFD, after Feah et al. (2011).
Figure 10.5: Introduction into physically-based simulation.
programs can be found in Singh (1996). Dam-breach models further differ regarding treatment
of (a) the breach morphology, (b) the flow over the dam, (c) the sediment transport and (d)
the mechanics of the breach side slopes (Morris et al., 2009). Semi-physical solutions use case
study information to estimate the failure time and the ultimate breach geometry, to then simulate
breach growth as a time-dependent linear process, and to compute breach outflows using prin-
ciples of hydraulics (Wahl, 1998). Most non- or semi-physical simulations represent the flow
over the dam with a weir equation, assume critical flow-conditions on the dam crest and treat the
breach growth as a function of time. These models usually require initial empirically-derived
information on the shape of the initial breach cross-section and assume immediate breach (Mor-
ris et al., 2009). Further knowledge on the erosion coefficient is needed, which is often based
on assumption, as the knowledge of physiochemical soil characteristics is rare. For these rea-
sons, non- or semi-physical dam-breach approaches are judged to be useful for reconstructive
dam-breach modelling. For predictive outburst modelling, however, none of these simulation
softwares are applicable, as they do not take into account the variable material properties and
boundary conditions (Westoby et al., 2014).
10.3.3.2 Physically-based simulations
To understand the mechanism and the differences between the (non-)physically-based simula-
tions, an introduction into the underlying physical principles and the setup of numerical simula-
tion softwares will be given first. As also outlined in the introduction to this Section 10.1, the use
of different terms and classifications is an obstacle in coupling models. Therefore this knowl-
edge on the basics of physically-based numerical simulations is also crucial for understanding
the advantages, the disadvantages and the applicability of the model to complex high-mountain
terrains and to the corresponding geophysical processes.
Introduction into Continuum Mechanics
The geophysical description of rapid mass movements according to their flow velocity, material
type or sediment concentration has already been given in Section 10.1 in Figure 10.1. In a more
general physics, all these movements are described assuming the theory of the continuum me-
chanics (Fig. 10.5a), which is the study of physics of continuous material, either of the motion
of solid mechanics or of the motion of fluid mechanics. In the fluid mechanics, fluid dynam-
ics describes the movement of fluid flows in pipes or on external surfaces and can be applied to
aerodynamics, which is the study of air and other gases in motion or to hydrodynamics, which is
the study of liquid in motion. If the theoretical foundation of fluid mechanics (especially of hy-
drodynamics) is applied to the engineering use of fluid properties, the topic is called hydraulics.
The principle of motion is the basis of the continuum mechanics. The behaviour of all kinds of
materials is numerically described with an equation of motion. Motion is defined as the change
in position of an object with respect to time and its reference point. It is described by displace-
ment, direction, velocity, acceleration and time. Motion follows the conservation laws for mass,
linear momentum and energy. These laws state that the total momentum of all objects in a closed
system remains unchanged over time. The momentum of an object is directly related to its mass
and velocity. Motion is observed by attaching a frame of reference to a body.
To summarize, all flows (independent of the geophysical classification according to water-
sediment ratio, material type or velocity) are physically described on a basis of the equation
of motion. In fluid mechanics, computational fluid dynamics (CFD) is the solution or analysis
of problems regarding liquid and gases with surfaces defined by boundary conditions by means
of numerical methods or algorithms.
Introduction into Computational Fluid Dynamics (CFD)
Simulation softwares for CFD contain two integral parts (Faeh, 2007; Manville et al., 2013)
whose functioning has to be understood in order to choose an adequate model combination to
represent impact-wave triggered outburst flows, and will therefore be introduced in the following
discussion. The components indicated in Figure 10.5b are indicated in italic in the text.
Numerical module
Firstly, a CFD software contains numerical modules with methods for solving the equations
within given boundary conditions. The boundary conditions define the surfaces of a flow, such
as the permeability of channel walls or the inlet/outlet regime definitions of open boundaries.
To be solved numerically, the continuous equations of motion have to be discretized, which is
the process of transferring the continuous hydrodynamic equations and the additional modules
into discrete counterparts. Schemes for discretization (Table 10.4) can base on an Eulerian (a) or
a Lagrangrian (b) reference frame and consist of a structured (c), unstructured (d) or of a mesh-
less (e) grid. Structured grids allow fast calculations and can be mapped in Cartesian domains;
they are not, though, very suitable for complex terrain (Feah et al., 2011). Unstructured grids
mostly appear in form of triangles, which are highly flexible and suitable for complex geome-
tries. They can, however, not be mapped in Cartesian domains. For flows in the topographically
complex high-alpine setting, the choice of a moving Lagrangrian instead over an Eulerian ref-
erence frame is preferable, as it accounts better for the unsteady nature of the landslide motion
(Potter, 1973).
Numerical Element Description
Discretization schemes (Feah et al., 2011; Keiser, 2006; McDougall, 2006)
(a) (b) (c) (d) (e)
Eulerian reference frame The grid is fixed in space and the flowing mass moves upon it (a)
Lagrangian reference
frame
The grid is located within the flowing mass and correspondingly moves together with the slide (b). It
provides higher resolution within the flow given the same computational effort, but is nonetheless more
delicately suited to numerical problems.
Grid types structured (c), unstructured (d), meshless (e)
Discretization methods
FVM is a cell-average value solution, which guarantees the conservation of fluxes through a particular control
volume. It is fast, especially for large problems, due to advantages in memory usage and solution speed.
(Eymard et al., 1998)
FEM discretizes over the entire volume or area of a given element. It is usually applied to solids but also feasible
for fluids. FEM is much more stable than the FVM, but requires, however, more memory and is slower
than the FVM. The Boundary Element Method (BEM) considers the same principles. Discretization,
however, only takes place on boundaries and surfaces. The values are then interpolated upon the width of
the element. (Keiser, 2006)
FDM works on point-value solutions, which are simple to program. It is mostly used in complex geometry with
need for high accuracy and efficiency. (Keiser, 2006)
VOF Describes the interface of meshbased multi-phase approaches. It is a eulerian solution of Navier Stokes
equations, mostly discretized by FVM, which tracks the free surface locations by calculating the
proportion of each 3D-mesh element being filled with water. (Abadie et al., 2010; Hirt and Nichols, 1981;
Kothe et al., 1999; Woodhead et al., 2007)
SPH The advantages of SPH over finite difference schemes are many; most relevant for modelling of
geophysical flows Monaghan (2005) are the following: the resolution can be made to depend on position
and time; complex physics can easily be implemented, because of the close similarity between SPH and
molecular dynamics; interface problems among several materials can be easily solved, which is crucial for
interconnection of geophysical processes or for simulation software describing multi-phase flows. (Benz,
1990; Monaghan, 2012; Vignjevic and Campbell, 2009)
Table 10.4: An overview of a set of components of numerical modules in CFD, relevant for the choice of
an adequate software for a specific assessment.
Different discretization methods can be applied (summarized in Table 10.4). In meshbased ap-
proaches, the continuous topography is therefore divided into discrete elements related together
by a topological map, upon which the interpolations functions of the equation of motion can be
carried out (Keiser, 2006). The most common methods are the finite volume method (FVM), the
finite element method (FEM) and the finite difference method (FDM). Meshbased approaches
feature the disadvantage of not being capable of adapting to changes in the physics of the contin-
uum (Keiser, 2006). Large deformations can lead to severe stability and accuracy problems and
to complex re-meshing operations required through changes in topology-introduced numerical
errors. These problems can be overcome by meshless discretization methods. These methods
approximate the flow based on interpolation points, which represent particles that move with the
material. A wide range of meshless techniques exist; one of the oldest and most often-applied
ones are the meshless Smooth Particles Hydrodynamics (SPH), which differ from the mesh-
based methods in the manner of depth integration (Hungr et al., 2005). SPH solves the equation
of fluid dynamics by replacing the fluid with a set of particles (Monaghan, 1992). Therefore
no grid is used and the complicated description of free surfaces becomes easier (Monaghan,
2012).
Equation
of motion
Description
Navier-Stokes equations(NS)
3D NS Perfect 3D description of the Newtonian motion of fluid, which account for rather short water waves (compared to the
wave depth). The direct solution of the full NS equations is only possible numerically for local problems due to their
complexity (DNS = Direct Numerical Solutions).
RANS The Reynolds-averaged NS equations (RANS) are a simplified, time-averaged form of the NS equations. They do not
numerically integrate small-scale turbulence, but rather account for them with the help of a turbulence module, which
connects the flow velocity and the shear stress by means of a friction factor.
LES Large eddy simulations (LES) is a mathematical model for turbulence used in NS equations. These numerical solutions are
an alternative to RANS. Their solution is attainable with supercomputers.
St. Venants equations (SV)
2D SW 2D SV equations are also called Shallow Water (SW) equations. They represent a simplification of the RANS equations
under the following assumptions: (a) the length of the flow is clearly larger than its depth, and the vertical flow
characteristics are neglectable, which results in (b) neglectable vertical flow velocities and (c) static vertical pressure
distribution.
1D SV Further simplification of the 2D SW-equations into one dimension.
Boussinesq-approximation
3D Approximation to water waves, which account for non-linear, long water waves (compared to wave depth) and, contrary to
the NS equations, incorporate frequency dispersion, which considers the dependence of the wave propagation velocity
from the wave’s length.
Potential flow
3D Representation of an ideal fluid motion assumed for homogeneous stream flows without whirls or friction forces.
Table 10.5: A selection of relevant of motion of Newtonian fluids implemented as governing equations in
the hydrodynamic module of CFD-software (Feah et al., 2011).
Physical and mathematical modules
The second part of numerical simulations consists of the mathematical models describing the
processes. In any given case, every simulation software contains at least a hydrodynamic mod-
ule, which describes the fluid flow and its pressure distribution and viscosity in space under
consideration of the before mentioned conservation laws (Teman, 1984). Integral components
of the hydrodynamic module are the governing physical equation of motion (the most common
ones are explained in Table 10.5), a flow-resistance relationship, definition of the fluid type and
the number of phases, which are described in more detail in the next paragraph. Further em-
pirical, analytical or physical modules can be added, which will be presented in the respective
process-oriented sections.
Different governing equations exist to describe the motion of fluid, which are delineated in
Table 10.5. The choice of the respective representation of the equation of motion hence also
defines the number of dimensions in which the flow is represented. There nonetheless exist
several interpolation techniques for simulation of a 3D- or a 2D-behaviour on basis of the 1D-
or 2D-equations, e.g. by modelling a non-hydrostatic pressure distribution (Hungr et al., 2005).
These solutions will in the following be called quasi-3D or -2D approaches. The results, which
can be achieved by applying a certain dimension, will be outlined when presenting the process-
oriented software. A comprehensive review on required input and output parameters, as well as
on implications for computational time, can be found in Woodhead et al. (2007).
All presented governing equations describe water waves, which are defined as Newtonian flu-
ids, in which the viscous stresses are proportional to the strain rate in Newtonian fluids. Vis-
Relationship Definition
Laminar flow Describes liquefied flows containing granular or clayey materials.
Turbulent flow Refer to water or granular mixtures with low-solids concentration and widely applied in engineering using
the Manning equation. This equation relates the velocity of an open flow to the surface roughness, plant
cover, cross-section shape and flow depth. It assumes that all flows are driven by gravity. A table of
empirical values of the Manning coefficient is given by Chow (1959). Other equations exist (e.g.
Chézy-term).
Plastic flow Is often applied to liquefied soil, under the assumption of the basal shear resistance being equal to a constant
yield strength.
Bingham resistance This model combines plastic and viscous behaviour. A Bingham fluid is described as a rigid material below
a threshold-yield strength, which behaves as a viscous material above.
Herschel-Bulkley Enhancement of Bingham-model, accounting also for shear-thinning behaviour of mud (mixtures of water,
clay and grains)
Frictional basal resistance Is proportional to the effective bed-normal stress at the base, which is the difference between the total stress
and the pore-fluid pressure at the base. It is also called Coulomb relation for viscous fluids.
Voellmy resistance This model combines frictional (Coulomb) and turbulent behaviour. Specializations exist, e.g. the
Voellmy-Salm model for snow avalanches.
Table 10.6: Empirical rheological relationships for (single-phase) Non-Newtonian fluids (Coussot and
Meunier, 1996; Hungr and McDougall, 2009; Naef et al., 2006).
cosity measures the resistance of a fluid to deformation due to shear stress caused by the fric-
tion between neighbouring particles. All fluids featuring different flow properties (compare
with Figure 10.1) are summarized as Non-Newtonian fluids. Their behaviour can be included
into the hydrodynamic model with the help of empirical rheological relationships (also referred
to in literature as rheological material-parameters or flow-resistance parameters) (Naef et al.,
2006). Flow-resistance relationships can therefore account for different fluid types (depending
on geological material), by describing the basal shear-resistance governed by the basal rheology,
which may differ from the internal rheology (Hungr and McDougall, 2009). An overview over
the most common relationships is given in Table 10.6, a detailed review is available in Ancey
(2007).
Most numerical representations of flows consist of one continuous body. This assumption is
especially oversimplified, when rapid mass movements exhibit multiple components or when
processes interact. Examples are a water flow with sediment transport at the bottom or a granu-
lar flow impacting a fluid (Feah et al., 2011). More sophisticated softwares attempt to simulate
multi-phase fluids, mostly by theoretical formulations describing multiphase mixtures, which
apply different motions of flow for the different components (Manville et al., 2013). In mesh-
based multi-phase simulations, the interface between the components has to be descriped, what
VOF is often used (Table 10.4).
Finally, every simulation software requires two types of user-defined input data (Faeh, 2007):
space-dependent topographic information and time-dependent hydrology input-data. In the fol-
lowing discussion, a more detailed description and evaluation of the single software types and
additional modules will be given with regard to process description.
Simulation of rapid mass movements
As shown in Figure 10.1, the transition between the different rapid mass movements from stream
flow over more bed loaded flows to rock avalanches is floating. Correspondingly, a clear attri-
bution of the softwares to a certain flow behaviour is difficult, especially as landslides tend to
Formula Definition
Meyer-Peter&Mueller Was developed for rather coarse sand. It does not consider slope effects (Meyer-Peter and Müller, 1948).
Bagnold-Visser Is more suitable for suspended load of fine sand (Visser, 1988).
Smart Based on the Meyer-Peter&Mueller formula but is developed for bed load transport over a range of steep slopes
0.04-20% (Smart, 1984).
Rickenmann Is also developed for bed load transport over steep slopes (0.1-20%) of hyperconcentrated flows (Rickenmann,
1991).
Takahashi Is developed for debris flows over steep slopes (Takahashi, 1991).
VanRijn Simulates suspended transport (Carrivick, 2007).
Table 10.7: A selection of sediment transport equations.
change their behaviour along the flow path due to entrainment and/or deposition (Manville et al.,
2013).
Up to a debris content of 20%, hydraulic models assuming Newtonian flow are appropriate. A
fully physical approach describes the flowing mass as an open-surface hydraulic flow (overland
flow), for which only a DEM, the surface roughness, and the boundary conditions have to be
specified (Hungr and McDougall, 2009). A Non-Newtonian flow has to be simulated for a flow
containing larger sediment concentrations (Worni et al., 2012a). Simulation softwares designed
for rapid mass movements might additionally account for suspended or bed load sediment trans-
port as well as entrainment or deposition of material along the flow path. The most common
sediment transport equations (Aksoy and Kavvas, 2005; Merritt et al., 2003; Tingsanchali and
Chinnarasri, 2001) are summarised in Table 10.7.
Sediment transport equations are, however, not able to simulate the behaviour of debris flow or
even of granular flow. Therefore software that allows a flexible treatment of the flow (e.g. by
choice of different rheologies) might be preferable to overland-flows simulations.
Another approach for simulation of rapid mass movements can be applied, to more appropri-
ately simulate different flow regimes (McDougall, 2006; Worni et al., 2012a). This second type
of model acts after a principle named by Hungr (1995), the principle of equivalent fluid, which
defines the flow as a homogeneous block of hypothetical material, whose form and behaviour
is governed by rheological relationships based on experimental or empirical knowledge. It fea-
tures the disadvantage of the need for calibration of the parameters (Mazzanti and Bozzano,
2009) and therefore does not represent a fully physical approach (e.g. Hungr and McDougall,
2009). In the present study, the term equivalent fluid will be applied. It is nevertheless a very
important tool for hazard assessment, as it permits assessment on basis of observations where a
lack of process understanding predominates (Carrivick, 2010), e.g. for ice avalanche simulation.
Space-dependent input (topographic data) data for equivalent fluid simulations are usually DEM-
and rheology-specific via back-calibrated friction values. The optional additional modules might
require further information, e.g. information on the depth and the coefficient of the erodible
layer. As time-dependent data, the information on release area (location, height, width) or the
inflow hydrograph have to be specified; description of boundary conditions is not required. Di-
rect outputs then are flow velocities, heights, pressure or stress distribution and momentum.
All models deliver the information as static, animated or isometric views. The exact format,
then, depends on the software. RAMMS, for example, delivers line or time plots as well as
ASCII-files (Christen et al., 2007), while other softwares establish contour maps (Denlinger and
Iverson, 2004; McDougall and Hungr, 2004; Pitman et al., 2013).
To summarize, equivalent-fluid approaches are suited for simulating avalanches. Application
examples are given by Margreth et al. (2011); Preuth et al. (2010); Schneider et al. (2014).
To simulate a lake-outburst flow, a wider range of simulation software is available, ranging
from equivalent-fluid approaches to hydraulic overland-flow routings. Examples of simulations
of outburst flows with overland flow models are given for Jökulhlaups with Delft3D or with
SOBEK by Carrivick (2006, 2007). It is not yet clear which of the approaches is more suitable
for application to large-scale flows that change their rheological behaviour along the flow path.
Both approaches feature considerable sources of uncertainty: the equivalent fluids by rheology
calibration and the hydraulic simulations by definition of the boundary condition (Worni et al.,
2012a). Corresponding comparisons were undertaken, e.g. by Mergili and Schneider (2011), by
comparing a hydraulic (FlO-2D) and an equivalent fluid (RAMMS) simulation for a potential
lake outburst flow in Tajikistan. Depending on the (observed/expected) characteristics of the
flow, the most appropriate software should be chosen.
Programm Numerical Module Mathematical Modules Source
Discretization Hydrodynamics Additional Modules
Mesh Reference
frame
Scheme Equations Integration Dimension Rheology Phases Sediment
Transport
Additional
IBER unstructured Eulerian FVM 2D SW depth quasi 3D Manning 1 Sediment Turbulence IBER (2010a,b)
Hec-Ras structured Eulerian FDM 1D SV cross section quasi 2D Manning 1 Sediment Water quality Brunner (2010)
SOBEK structured Eulerian - 1D SV and
2D SW
- 1D or 2D Manning 1 Van Rijn, Frijnk Rainfall-Runoff
Water Quality
Deltares (2013)
Carrivick (2006)
Delft3D structured Eulerian FDM 2D SW depth quasi 3D Manning 1 Meyer-Peter &
Mueller, VanRjin
Wind stresses
Water quality
Turbulence
Deltares (2011)
Carrivick (2007)
BASEMENT unstructured Eulearian FVM 2D SW and
1D SV
depth quasi 3D and 1D Manning/
Equivalen
Sand
roughness
2 modified
Meyer-Peter &
Müller
Dambreach Feah et al.
(2011); Volz
et al. (2010);
Worni et al.
(2012b)
FLO-2D structured Eulearian FDM 2D SW and
1D
depth quasi 3D and 1D Manning /
Bingham
1 Meyer-Peter &
Müller
Dambreach FLO-2D (2014);
O’Brien et al.
(1993); O’Brien
(2003)
Table 10.8: Numerical and mathematical details of a selection of software simulating overland flows.
Programm Numerical module Mathematical modules Source
Discretization Hydrodynamics Additional Modules
Mesh Reference
frame
Scheme Equations Integration Dimension Rheology Phases
RAMMS unstructured Lagrangian FVM 2D SW depth quasi 3D Voellmy-Salm 1 Entrainment Christen et al. (2007)
Random Kinetic
Energy
Sovilla et al. (2006)
DAN meshless Lagrangian 1D SV depth quasi 2D Laminar, Turbulent,
Plastic, Bingham,
Frictional, Voellmy
1 Entrainment Hungr (1995, 2008); Hungr and
McDougall (2009)
DAN3D meshless Lagrangian SPH 2D SW depth quasi 3D Frictional Voellmy Internal strain Hungr (2008)
Internal stresses Hungr and McDougall (2009)
Entrainment McDougall (2006)
- structured /
rectangular
Eulerian FEM / FVM 2D SW depth quasi 3D Coulomb 2 - Denlinger and Iverson (2001,
2004); Iverson et al. (2004)
TITAN2D structured /
rectangular
Eulerian FEM / FVM 2D SW depth quasi 3D Coulomb 2 Entrainment Pitman and Le (2005); Pitman
et al. (2013); Sheridan et al. (2005)
Table 10.9: Numerical and mathematical details of a selection of software simulating equivalent fluids.
Simulation of impact waves
According to the geophysical description of impact-wave generation, the corresponding numer-
ical simulation has to be able to represent computational domains that change over time and
locations in the impact zone. The respective moving areas are the dry coastal area, the dry
portion of the slide and the wet portion of the slide corresponding to the submarine part of the
slide and the water (Bornhold and Thomson, 2012). This is the reason why softwares simulat-
ing submarine landslides by displacement of the floor, even though they are accurate and well
studied, should not be applied for a full physical description of the motion of subaerial impacts
(Ataie-Ashtiani and Najafi Jilani, 2006). As described above, one approach to simulating sub-
aerial impacts is by rigid slides. The rigid slide approach is experimentally well validated for
rigid slides of idealized shapes. The water-slide interactions in subaerial tsunamis, however, are
more complex than the physics in Newton’s law and in inviscid-flow theory. A lack of relevant
experimental results is the main reason why no realistic simulations of deformable slides, such
as rock avalanches, can be carried out for impact-wave-generation assessment (Abadie et al.,
2010), though a corresponding experiment was recently started (Fritz et al., 2003b,a).
In numerical modeling of tsunamis, the main concern in various approaches is the accuracy
of approximate equations for describing the nonlinearity effects and frequency dispersion of
waves. Regarding this, the Boussinesq-type models are more efficient than models based on
Navier Stokes or potential flow equations (Ataie-Ashtiani and Yavari-Ramshe, 2011). The po-
tential flow has been proven applicable to underwater slides (Abadie et al., 2010) but not to
subaerial slides, as it cannot be applied to cases where strong vorticity is created by flow sepa-
ration or interface reconnection, which both occur in subaerial slide cases.
A study on the impact of the mesh onto landslide impact waves in cases of flows limited by
vertical walls showed that the results were not sensitive to the type of mesh (Serrano-Pacheco
et al., 2009). Therefore, the choice of the type of grid can be left to the modeller or can be
guided by the interest to fit irregular boundaries.
Tsunami-simulation software does usually not contain flow resistance relations or sediment
transport equations – they are not suited for outburst flow modelling. This is different with
dam breach models.
Programm Numerical Module Mathematical Modules Source
Discretization Hydrodynamics Impact
Mesh Reference
frame
Scheme Interface Equations Integration Dimension Slide
rheology
Phases Impact slide Wave
simulation
THETIS mixed mixed FVM VOF NS DNS 3D Newtonian 3 rigid sliding ge, pr Abadie et al. (2010)
- unstructured Eulerian FVM VOF NS LES 3D 3 ge, pr, ru Liu et al. (2005)
FUNWAVE structured Eulerian FDM - Bousinessq depth quasi 3D 1 pr, ru, in Ataie-Ashtiani and
Malek-Mohammadi (2008);
Kirby et al. (1998)
LS3D structures Lagrangrian FDM - Bousinessq depth quasi 3D - 1 rigid sliding,
truncated
hyperbolic
secant func.
ge, pr, ru Ataie-Ashtiani and
Najafi Jilani (2007);
Ataie-Ashtiani and
Yavari-Ramshe (2011)
Geris structured Eulerian FVM VOF Tree-based - 3D 1 Popinet (2003, 2009)
SPHysics meshless Lagrangrian SPH SPH variable - 2D or 3D variable 1 rigid,
wedged
Gomez-Gesteira et al.
(2012b,a)
- unstructures Eulerian FVM time
depen-
dent of
bathymetry
defor-
mation
2D SW depth quasi 3D Delis and Kazolea (2011)
mixed Eulerian FVM 2D SW depth quasi 3D - 1 ge, pr, ru Serrano-Pacheco et al.
(2009)
- unstructured Lagrangrian FEM Particle
finite
2D SW depth quasi 3D Bingham 1 rigid
submarine
slides or
ls, ge, pr,
ru
Cremonesi et al. (2011)
element
method
granular
aerial slides
I-SPH meshless Lagrangrian SPH SPH NS DNS 3D Bingham
and
Generall
cross
2 submerged
rigid or
deformable
slide
ls, ge, pr,
ru
Ataie-Ashtiani and Shobeyri
(2008)
FLUENT 6 unstructured Eulerian - VOF RANS - 3D 2 rigid slide or
multi-block
ge, pr Biscarini (2010)
GeoClaw structured Eulerian FVM - 2D SW depth quasi 3D - 1 (2) - pr,ru,in George (2011); Berger et al.
(2011)
Table 10.10: Numerical and mathematical details of a selection of hydraulic simulation software with impact modules applied to impact wave
generation modeling. ls = landslide, ge = generation, pr = propagation, ru = runup, in = inundation.
Simulation of earthen dam breaching
Physically-based simulations provide accurate results of the behaviour of water level and veloc-
ities in a plane and are recommended for dam breaks or curved-flow simulations, because they
simulate basic erosion processes and breach mechanics with a minimum of simplifying assump-
tions (Feah et al., 2011). Furthermore, there is distinction between two types of physically-based
dam breach models. (a) Physically-based, empirical models include parametrical descriptions
of, e.g. the erodibility coefficient, while (b) physically-based, theoretical models describe the
entire process physically by including physical description of erosion process. These models re-
quire a large amount of parameters to be calibrated, such as soil properties (Morris et al., 2009).
For hazard analysis, the simulation of different dam-breaching aspects is, however, more cru-
cial than the type of model applied. The term breaching is usually applied to the entire process
without reflecting on the different steps involved, which are breach initiation, breach formation
and breach growth. While non- or semi-physically based breach-models assume instantaneous
breach by simulating breach formation and breach growth only (Zhu et al., 2004), physically-
based simulations take into account retrogressive erosion and therefore also allow estimations on
the breach initiation time (Morris et al., 2008). This is crucial to know, for example, with regard
to planning of early warning systems. An overview on dam-breach simulation software can be
found in Singh (1996) and a more extended review, also including the newer physically-based
models, is given by Morris et al. (2009).
10.3.4 Model application to process chain
The previous three sections provided an overview on empirical, analytical and physically-based
methods available for assessing the processes involved in the cascade of a lake-outburst flow
triggered by an avalanche-induced impact wave. This fourth section summarizes the findings
with regard to the application of the models, to assess the process chain. These explanations
hence also answer the research question phrased at the beginning of the chapter.
Numerical simulations of coupled processes
Even though no approach yet exists for reproducing the entire process chain of an outburst flow
generated through an avalanche-induced impact-wave, several efforts to connect at least some
elements in the chain were made, thanks to the application of fully physical-based softwares.
Actually, the new generation of physically based dam-breach simulations (e.g. Basement) can
be put into this category, as they can be applied for wave propagation, runup, dam-breaching,
and outburst flow routing. This is a reasonable approach if little bed load transport with the
outburst flow is assumed, e.g. in hyperconcentrated flows. Even less sophisticated dam-breach
simulation softwares, which account for inflow routing, could be used for impact generation.
In DAMBRK, for example, a slide input-module (considering landslide volume, porosity and
impact time) is included (Fread, 1982). As physically based models mostly work with the same
physics, some successful attempts to apply them to different processes were carried out, which
makes the classification into "overland flow", "tsunami" and "dam-breach" models ambiguous.
GeoClaw, which was originally established for submarine-generated tsunamis, was proved suit-
able for simulation of lake-outburst flows in mountainous terrain (George, 2011) and is currently
extended to a 2-phase model, in order to better account sediment transport. Overland-flow mod-
els based on the equations of shallow water can contrariwise be applied to wave propagation
and runup simulation in a lake (e.g. IBER) (Schneider et al., 2014).
Coupling of different processes is, of course, easier for processes exhibiting similar physical be-
haviours, such as water-related processes. Nevertheless, attempts to couple simulations of more
different physics are attempted. Pastor et al. (2009) present innovative approaches to coupling
complex numerical simulations of landslides impacting a reservoir and the thereby generated im-
pulse wave in 3D. Other approaches of directly coupling simulations of granular flows (Domnik
et al., 2013) with impact wave models are in development (Pudasaini et al., 2014), but not yet
implemented into a software, which could eventually be applied by hazard-assessment experts.
Therefore other approaches have to be found for current hazard assessment of the entire process
chain of an outburst flow triggered by an landslide-induced impact wave.
Coupling of models for hazard assessment
The data required for hazard-map generation (the runout distance, the spatial distribution and
the intensity of the outburst flow (Hürlimann et al., 2008)) can only be generated by physically-
based (pseudo)3D-simulations (Westoby et al., 2014; Woodhead et al., 2007). The outburst flow
has therefore to be estimated as physically based. The choice between an overland-flow or an
equivalent-fluid simulation, however, has to be made with regard to the expected rheological
behaviour of the flow. In most cases, a model is preferable, which allows flexible treatment of
flow rheology, as the flow behaviour is likely to change along the flow path due to entrainment
and/or deposition.
The dam breach model has to be chosen with regard to the assessment purpose (Wahl, 2004).
If early warning is desired, then the newest generation of physically based simulations has to
be applied to get the initiation time. If only an outburst hydrograph for downstream routing of
the flow is required, e.g. in combination with an equivalent fluid simulation, breaching time and
peak outflows can also be gained by simpler semi-physical simulations, which assume instant
breach (Zhu et al., 2004). For a realistic reproduction of the breaching process, lateral erosion
and head cutting should be physically represented also, because softwares implementing empir-
ical breach parameters (e.g. DAMBRK) tend to overestimate peak breach flow (Chauhan et al.,
2004). All these dam-breach models would, nevertheless, deliver the input hydrograph that is
required for equivalent flow simulations of the outburst flow.
For impact generation, things get more difficult. The impact is so complicated, that either em-
pirical equations derived from experiments only are implemented into GIS-based softwares, or
a correct simulation of the impact is only possible via physically-based simulation softwares.
Empirical equations and the respective GIS-based implementations are a feasible approach for
first-order assessments on whether overtopping has to be expected or not. The necessary input
parameters can be generated by any numerical mass-movement simulation. They are, how-
ever, not suitable as an integral part of the assessment chain, as the most important results for
dam-breach and outflow modelling, the overtopping discharge and time, only refer to an ide-
alized dam without freeboard. Current numerical impact-wave simulations are based on three
assumptions: (1) the surface wave and landslide satisfy the SW approximation. (2) In case of
rigid-body landslides, the material moves as a non-deformable body with specified bottom fric-
tion. For viscous landslides, the moving mass is treated as an incompressible, isotropic laminar
fluid that rapidly reaches a steady state. (3) Seawater is treated as an incompressible inviscid
fluid (Bornhold and Thomson, 2012). These assumptions, especially those regarding the im-
pacting slide, are strongly simplified and do not meet the motion description of a real avalanche;
they therefore cannot replace a more process-specific simulation of a rapid mass movement. An
approximation of the impact could be achieved by deriving avalanche velocities, impact location
and width from an equivalent fluid simulation, which would act as a basis of definition of the
moving mass module in impact-wave models. For preliminary analyses, approximation of the
avalanche velocities by means of analytical models are also feasible.
Experimental analyses indicate (Panizzo et al., 2005b), however, that reasonable runup esti-
mates can also be achieved without representing the splash- and near-field zones of an impact
wave. This consideration contains the principle of continuum conservation during the impact,
which justifies a direct integration of the avalanche hydrograph at the moment of impact into an
inflow hydrograph of physically-based overland- or dam-breach simulation software, applying
a mass- or momentum-correction. Again, physically-based simulations of only the landslide de-
liver this information. Non-physically based or analytical solutions can, nevertheless, be applied
as first-order assessments of whether an impact is feasible or not.
To sum up, a wide range of assessment techniques are available, which are more or less de-
veloped, depending on the process concerned. As hazard assessment of the process chain with
physically based, fully-coupled simulations is not yet possible, other combinations have to be
applied. The most appropriate combination of models or simulations has to be chosen with
regard to the respective situation. Generally speaking, the more parameters a model features,
the more process-specific are the physics, but the more difficult the calibration (Singh, 1996).
The fewer parameters a model features, the more general is its outcome and the easier its ap-
plication. Regardless of any model constraints, the most appropriate model combination also
depends on the respective topographic situation, data-availability, scale of the study area, com-
putational power available, and purpose of the study (e.g. first-order assessment vs. detailed
hazard analysis).
10.4 Discussion
This chapter contains an overview on methods suitable for effect analysis of rapid mass move-
ments triggering impact waves and the thereby-caused lake-outburst flow. The research question
treated was, "How can the process chain of a lake-outburst flow due to an impact wave triggered
by a rapid mass movement be analysed for the purpose of a risk analysis?".
An extensive answer was formulated in the final part of the previous section with regard to
empirical, analytical and physically-based assessment methods. This reprocessing showed that
the process understanding and representation is unequally advanced for the different processes.
Advantages are produced, however, also for the critical motions such as the momentum transfer
during impact wave generation as well as moraine-dam failure. The need for coupled analy-
sis of the system instead of only single processes has been widely recognized by modellers as
well as by hazard specialists. At present, strong efforts are being made in this direction, mostly
within the communities of impact wave modellers and outburst flow modellers. This is possible
because in CFD, all models are based on the same physical principles. The terminologies cur-
rently applied (e.g. according to geophysical processes) are, to a certain point, arbitrary. Often
the additional modules only define the gemorphological field of application of the simulation
software.
There is broad potential in numerical modelling and advances in physical understanding of the
interface between processes as well as in relatively new approaches, such as SPH, which are
promising to one day be suitable for integrating all processes included in the process chain into
numerical modelling. At present, this is not yet the case.
Despite this ongoing development, approaches for assessing the effect of a landslide impacting
a reservoir based on currently available and easy-to-calibrate models have to be found. Feasible
combinations have been presented in the previous section. The assessment of a process chain
by means of a model chain inevitably comprises assumptions and manual adjustments at the
cutting points. In the following, a coupling of two softwares for simulating landslide and the
thereby triggered impact wave propagation and runup will be presented and tested regarding
propagation of uncertainties with the help of the case study of the 2010 outburst event of Lake
513, Peru.
CHAPTER 11
2010 OUTBURST EVENT OF LAKE 513:
CASE-STUDY AND EVENT DESCRIPTIONS
First steps towards full representation of lake-outburst flows triggered by rock/ice avalanche-
induced impact waves were carried out in the Cordillera Blanca for the Lake 513 (Schneider
et al., 2014) and for the Lake Palcacocha (Somos-Valenzuela et al., 2013; Chisolm et al., 2013).
The example of Lake 513 was chosen as a cause study, because a good documentation of the
outburst event is available, which is required to back-calibrate the numerical simulations. No
equally well reported event has recently happened in the European Alps. Further reasons for
the choice of this example were the synergies to larger projects in Peru of our institution, which
provided data, support and a platform to exchange knowledge and experiences with Peruvian
and other international colleagues.
The outburst event of Lake 513 serves as a case study for the following chapters and will there-
fore be introduced in detail in this chapter. In a first section, a general description of the setting
and the hazard situation is given, followed by a detailed description of the 2010 outburst event.
The second section outlines the composition of the numerical reproduction of this event, which
formed the basis of the uncertainty-propagation analysis presented in the next chapter.
11.1 Case study
Lake 513 is a high-mountain lake in the Cordillera Blanca, a mountain range in the centre of
Peru, north of the capital Lima. A well-arranged and comprehensive description of the area, as
well as an integral compilation of the socioenvironmental factors forming the history of hazard
and management evolution at Lake 513 is given in Carey et al. (2012) and has recently also
been resumed by other authors (e.g. Klimeš et al., 2014; Schneider et al., 2014). Therefore only
a compact description of the case study site with regard to the 2010 outburst event will be given
here.
Figure 11.1: Location of Lake 513. (a) Location of province of Ancash (gray) in Peru. (b) Overview of the
Cordillera Blanca (gray) within Ancash (dashed line). (c) Detail of the Cordillera Blanca with the
cities of Huaraz and Carhuaz and the Chucchun river catchment as the main study site (dashed line).
Gray areas indicate the glaciers in the year 2003 and the triangles show peaks >6,000 m a.s.l. and
the corresponding names. Rectangles correspond to the extents of the sub-images and background
image is a colored hillshade relief derived from ASTER GDEM2 data. Figure and caption from
Schneider et al. (2014).
Lake 513 is located above the city of Carhuaz (14,000 inhabitants) at the foot of Glacier 513
on Mount Hualcán at 9 12’50”N and 77 33’10”W. This lake formed in the early 1980s and
was first reported by the Unidad de Glaciología (Reynolds et al., 1998). As floods from Mount
Hualcán had been reported from early days (Lliboutry et al., 1977), the situation had already
been under observation; a detailed description on hazard recognitions at that mountain can be
found in Carey et al. (2012). To summarize, the south face of Mount Hualcán is glaciated
beginning at an altitude of 4,600 m a.s.l. Over large parts, this face features a steep topography,
and a cliff located at 5,450 m a.s.l. runs across the entire face. These locations are potential
detachment zones, where continuous ice- and snow-avalanche activity can be observed. The lake
was therefore considered extremely dangerous, and water was pumped out in 1988 to prevent
immediate damage. After the refilling of the lake in the subsequent rain season, a syphoning
system was installed, to maintain a low lake level. This installation allowed for the lowering of
the lake level by about 5 m, which prevented major damage; but ice pieces slipped into the lake
in 1991, which caused a small but alarming outburst flow. Thereafter the water table was lowered
to a permanent level at 4,428 m a.s.l., also leaving a freeboard of 19 m, by means of drainage
tunnels through the bedrock dam, which were constructed in 1993/94 (Portocarrero, 2013b;
Reynolds et al., 1998). Since then, the situation was assumed adequately safe by residents,
authorities and engineers (Carey et al., 2012); therefore recommendations requiring complete
protection of the inhabitants of Carhuaz by means of hazard zones (INAGGA, 1997) were not
implemented (Carey et al., 2012).
11.1.1 Reports from the 2010 outburst event
On 11 April 2010 around 08.00, a combined rock/ice avalanche detached from the southwestern
slope of Mount Hualcán at about 5,400 m a.s.l. and impacted Lake 513. Avalanche volume
estimates differ considerable. Carey et al. (2012) estimated a volume between 200,000 m3 and
400,000 m3, while Valderrama and Vilca (2012) suggested higher volumes of about 1,500,000
m3 and even suggested the impact of a second (smaller) avalanche a few hours later. For the
purpose of this study, the following description and modelling will concentrate only on the first
event description, to reduce complexity.
Field evidence showed that the impact wave overtopped the bedrock dam by 5 m at a width of
20-25 m and thereby triggered an outburst flow that reached 13 km, all the way to Río Santa in
the valley bottom. Schneider et al. (2014) divided the process chain of the outburst flow caused
by a rock/ice avalanche-triggered impact wave into five parts:
• Combined rock/ice avalanche flowing from Mount Hualcán into Lake 513
• Impact wave triggered by the rock/ice avalanche, which overtopped the dam
• Formation of a debris flow by lateral erosion and sediment entrainment, with subsequent
deposition in the fan above Pampa Shonquil
• Continuation of the flow over the Pampa Shonquil as a hyperconcentrated flow
• Initiation of a secondary debris flow below Pampa Shonquil due to increase in flow-
channel gradient, flow velocity and erodibility of the material
Three out of these five parts of the process chain refer to the outburst flow, which indicates the
complex nature of the process. For better understanding of the flow behaviour, the traces were
mapped.
11.1.2 Mapping of the outburst flow traces
Method
The flow traces were assessed by means of field observations in October 2010 and based on a
DigitalGlobe-image, which was created shortly after the event in June 2010. The observations
were recorded on an 8-m DEM derived from WorldView satellite-images generated in spring of
2012. The flow traces were mapped according to the manual "Symbolbaukasten zur Kartierung
der Phänomene" (BUWAL and BWG, 1995). In doing so, five processes were recognized and
considered for mapping. Differentiation was made among downwards erosion (degradation),
lateral erosion, generation of zones for relocation of material, inundation and deposition.
Results
The flow traces are shown in Figure 11.2. After overtopping the rock dam, the flow eroded
deeply to immediately deposit the material on the flat Pampa Shonquil, which was then mainly
inundated and where some lateral erosion took place. After the water intake at the outflow of
the Pampa, stronger erosion took place again in the steeper and narrower parts of the channel,
alternating also with the formation of relocation zones in flatter parts of the stream bed. In the
last kilometres, inundation and deposition together with lateral erosion were the predominant
processes. The key characteristics of this mapping are mostly in line with the detailed analysis
of 120 cross-sections by Klimeš et al. (2014), carried out chronologically closer to the event.
This knowledge was the basis for numerical reproduction of the event by Schneider et al. (2014),
which is summarized in the next section.
11.2 Numerical reproduction of the 2010 outburst event
Schneider et al. (2014) reproduced this event with the help of two physically-based numeri-
cal simulation softwares. The rock/ice avalanche and the outburst flow were represented with
RAMMS, a simulation tool which is based on the principle of equivalent fluid (Section 10.3.3.2).
The impact wave was simulated with the help of IBER, a basic hydrodynamic simulation soft-
ware applicable to overland flows. This software will be introduced in more detail in the follow-
ing paragraphs.
11.2.1 Description of applied software
Description of RAMMS
RAMMS is a single phase, equivalent fluid simulation software for rapid mass movement sys-
tems (see Table 10.9). With information on the DEM, on the release area and the model fric-
tion parameters, it computes time-dependent flow height, velocity, kinetic energy, momentum,
frictional work rate, flow pressure, final deposition heights and maximum values of mass move-
ments. RAMMS considers the mass and momentum conservation principle and assumes the
flows to exhibit a shallow geometry. The motion is considered unsteady and non-uniform with
varying height and velocity, the depth velocity profile, however, is uniform. The numerical
scheme applied in RAMMS to solve the corresponding second-order depth-integrated equations
of the flow motion in a 2D-Cartesian coordinate system was described by Savage and Hutter
(1989). It is extended by a Coulomb friction law according to the Voellmy-Salm (VS) model
(Salm, 1993), a random kinetic energy model and an entrainment module.
In the following, only a comprehensive summary of the principles and of the applied composi-
tion of RAMMS is given, which refers to Christen et al. (2010a), if not indicated otherwise. Fur-
ther reading, however, is available. The governing equations were amongst others described by
Schneider et al. (2010) and discussed by Kowalski (2008). The description of their implementa-
tion and their application to case studies was given by Christen et al. (2010a,b). Discussions on
the schemes and the modules included in RAMMS can be found in several publications. Hutter
et al. (2005) discussed the limits and possibilities of the Savage-Hutter model. Bartelt et al.
(1999) reflected on the VS model, while Naef et al. (2006) more generally compared several
resistance relations. The importance of entrainment was discussed with the example of snow
avalanches by Sovilla et al. (2006, 2007).
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The basic setup of RAMMS consists of the VS friction model, which was already implemented
in the code AVAL-1D serving for avalanche runout estimations according to the corresponding
Swiss guidelines (Salm, 1993). Acceleration of the flow is, as a basic principle, a function of
the gravity and the flow height, which is, however, slowed down by friction. The VS model
consists of only two calibration parameters, which relate the mean flow velocity and the flow
height to the shear stress at the flow’s base (Preuth et al., 2010). The velocity-independent dry
Coulomb term µ had been initially stated by Voellmy (1955). It consists of the ratio of the
shear stress and the basal normal stress (Bartelt et al., 2007) and is therefore proportional to the
normal stress at the bottom. µ is multiplied in the model with gravity and flow height, and it is
thereby connected to the mass’s properties and defines the runout distance. The second friction
term is the velocity-dependent x , which represents the viscous and turbulent friction and also
depends on terrain geometry and the gravity. The VS model can simulate the maximal velocity
and flow height at the head of an avalanche and therefore the runout. However, it works poorly
with deposition and entrainment, which define the flow’s width and size, as it cannot model the
evolution of the flow body.
RAMMS therefore offers the option of implementing the additional model of random kinetic
energy (RKE) into the VS model, which tracks the evolution of the velocity within an avalanche
and hence permits a more realistic modelling of entrainment and deposition. This energy equa-
tion describes how the random fluctuations of individual grains, which possibly reduce the shear
resistance, are created from the mean flow, and how the fluctuations decay in time, as they are
a function of the frictional work rate. The kinetic energy model was not applied in the present
study; therefore it will not be presented in more detail. General evaluations of the random ki-
netic energy model can, however, be found in Bartelt et al. (2007, 2012) and in Preuth et al.
(2010) for rock-avalanches especially.
In RAMMS, entrainment is implemented as a rate-controlled, history-dependent approach, which
regulates the uptake and the time delay necessary for accelerating the mass to the flow veloc-
ity. This effective entrainment rate is parametrized by a dimensionless entrainment coefficient
that defines the volumetric entrainment rate per unit avalanche velocity. The entrainment rate is
identical to the mean flow velocity when the dimensionless coefficient equals 1. Ploughing can
be modelled with a coefficient around 0.8 and basal entrainment with smaller values (Bartelt
et al., 2012; Christen et al., 2010b). The entrainment rate further is scaled with the density ratio
of the eroded layer and the eroding flow. Sovilla et al. (2006, 2007) stated that an increase in
the flow mass leads to greater runout disctances and flow heights, but not necessarily higher
velocities. In the first part, during entrainment, the velocity of the avalanche is lower, but it
is higher in the second part due to higher depth. Entrainment consideration is further crucial,
as flows that entrain more mass along the track exhibit higher kinetic energies than avalanches
starting with the same mass in the release zone (Sovilla et al., 2007).
Description of IBER
IBER is a hydrodynamic model for simulating turbulent-free surface unsteady flow and environ-
mental processes in river hydraulics (see Table 10.8). The range of applications of IBER covers
river hydrodynamics, dam-break simulation, flood-zone evaluation, sediment-transport calcula-
tion, and wave flow in estuaries. The latest version of IBER consists of three main computational
modules: a hydrodynamic module, a turbulence module and a sediment transport module. All
of them work over a non-structured finite volume mesh made up of triangular and/or quadrilat-
eral elements. In the hydrodynamic module, the depth-averaged 2D SW-equations are solved
by an explicit upwind first-order scheme, which performs well with irregular geometries such
as high-mountain topography (IBER, 2010a,b).
The hydrodynamic module contains the basic 2D SW-equations and principles of mass and
momentum conservation. These standard equations can be extended, including further com-
ponents: roughness, hydrological processes (rainfall, losses) and wind. For the present study,
most of these features were considered negligible, as they account for river rather than lake sys-
tems. Roughness only was included. The roughness is characterized by bed friction, which has
a double effect on the flow equations. On one side it produces a friction force that opposes the
mean velocity, and on the other side, it produces turbulence. The turbulence production was
neglected here. The bed stress, released by the opposing velocities, depends on a friction coef-
ficient, which can be evaluated with the help of the Manning formula explained in Table 10.6.
The turbulence module accounts for small-scale fluctuations, which can numerically not be dis-
integrated in space and time (closer explained in Table 10.5). The sediment transport module
solves the non-cohesive sediment non-stationary transport equations. The equations include the
bed load transport equations and the suspended sediment transport equations, coupling the bed
load and the suspended load through a sedimentation-rise term. The sediment transport module
uses the velocity, depth and turbulence fields from the hydrodynamic and turbulence modules.
The bed load is calculated using an empirical formula chosen from the Meyer-Peter&Muller or
the Van Rijn Methods (explained in Table 10.7). The suspended load transport is modelled from
a depth-averaged turbulent transport equation. Neither of these two modules were considered
important in the present study and will therefore not being introduced any further.
These two models had been applied by Schneider et al. (2014) to generate hazard maps for the
town of Carhuaz based on back-calibration of the models by means of the 2010 event.
11.2.2 Composition of the simulations
The simulations by Schneider et al. (2014) were run on the basis of the 8-m DEM derived from
2012WorldView satellite images, and bathymetric data was derived from field campaigns in July
2007 and June 2011 (Cochachin, 2011). Schneider et al. (2014) ran three scenarios considering
different initial volumes. Here is presented a scenario to which they allocated a return period of
30 years.
This retrospective setup considered the calibration best fitting to the 2010 event, as it allowed
for generation of the assumed 5-m height of the overtopping wave on the dam crest. The initial
rock/ice avalanche was simulated with RAMMS, applying µ and x values of 0.12 and 1000 and
accounting for basal entrainment along the flow path (depth of erodible layer = 0.1m, density
of erodible layer =1,000 kg/m3 and entrainment factor 0.09). The initial avalanche volume was
assumed at 350,000 m3, and the avalanche density was set to 1,000 kg/m3. Schneider et al.
(2014) then entered an inflow hydrograph into IBER that resembled the rock/ice avalanche flow
and that produced an overtopping wave height of 5m. IBER was calibrated with a Manning’s
Figure 11.3: Process chain of the 11 April 2010 event, modelled as follows: (a) rock/ice avalanche using
RAMMS; (b) impact wave using IBER; and (c) to (g) flood to debris flow using RAMMS. The process
cascade was initiated with an estimated rock/ice avalanche volume of 450,000 m3. Parameters µ
and xi correspond to the applied dry Coulomb and “turbulent”/viscous friction coefficient of the
Voellmy model, respectively (Christen et al., 2010b). Background: color-shaded relief of WorldView
8m-DEM. Figure and caption from Schneider et al. (2014).
n of 0.25. The overtopping hydrograph was, in the next step, entered as the input hydrograph
into the RAMMS outburst-flow simulation. According to the flow behaviour described in the
previous section, different friction parameter calibration was applied, as summarized in Figure
11.3. Basal entrainment was also considered in along the flow path, where recognized (compare
with Figure 11.2). Further information on model setup is attached in Appendix B.
Synthesis
The 2010 event at Lake 513 is well documented, and served as one of the first case studies for
physically-based numerical representation of the process chain of a lake-outburst flow triggered
by a rock/ice avalanche-induced impact wave. The generated results served as a basis for risk
management. Nevertheless, the need still remains to investigate the effect of assumptions taken
in the simulation of the chain and the propagation of the corresponding uncertainties on the
simulation results (Schneider et al., 2014). A corresponding assessment is presented in the next
chapter.
CHAPTER 12
UNCERTAINTY PROPAGATION IN
COUPLED IMPACT-WAVE SIMULATIONS
Schneider et al. (2014) prove the simulation chain to derive feasible results for hazard mapping.
However, they also point out the need for systematic analysis of uncertainty propagation and
its influence on hazard parameters. This gap will be addressed in the present chapter, which
tackles the research question 5, "How do uncertainties propagate in the numerical simulation
of the process chain of a lake-outburst flow due to an impact wave triggered by a rapid mass
movement?" with the help of the 2010 event at Lake 513 presented in the previous chapter.
12.1 Coupling avalanche and impact-wave simulations
For the purpose of the uncertainty-propagation analysis, the focus will be put on the coupling
of the rock/ice avalanche with the impact-wave simulation, as the overtopping height is the only
feature of the 2010 event known reliably at the lake. As previously mentioned, the event of
the lake outburst through overtopping is a function of the impulse introduced by the impacting
rock/ice avalanche. As in the present case, the dam breach process is not of importance, the
uncertainties in the outburst flow simulation are rather due to missing process understanding
or knowledge. In exchange for this reduction, the process of transforming the RAMMS-results
into the IBER input-hydrograph will be elaborated further. The transformation of the RAMMS-
output (flow height and flow velocities on the shoreline of the lake) into an inflow-hydrograph
for IBER is assumed to be a considerable source of uncertainties. Even though the digital infor-
mation on the flow characteristics would be available at any point on any time point, RAMMS
is not laid out to generate an output defining the topo-evolution along a line profile, which could
represent the impact at the lake shoreline. Therefore the RAMMS results had to be transmitted
manually into the impact hydrograph required by IBER.
The flow height and velocity of the rock/ice avalanche along the lake shoreline were hence read
out per time step and multiplied by the impacting avalanche width to get the inflow discharge
over the impact time in m3/s. Two transformation methods were established and tested: (i -
mean) flow height and velocity values were considered at the location of mean values along the
shoreline and multiplied by the entire avalanche width or (ii - max). Flow height and velocity
values were considered at the location of maximum values along the shoreline and multiplied by
a proportion of the avalanche width. In this procedure it must be considered that IBER simulates
water flows only, while RAMMS can simulate flows of different densities, which has implica-
tions on the impulse which is transferred during impact. Schneider et al. (2014) aspired correct
momentum transfer by assimilating the rock/ice-avalanche density to the one of water and, in
exchange, augmenting the initial avalanche volume to 450,000 m3 (Fig. 11.3), which accounts
for the differences in density between the two flows.
In the following, the uncertainty analysis will be explained further.
12.2 Procedure of the uncertainty-propagation analysis
The uncertainty propagation was analysed based on this scenario as implemented, by evaluating
the sensitivity of the overtopping wave against scenario and model parameter definition. This
was done with the help of an analysis of variance (ANOVA). In the following paragraphs, the
mode of operations of an ANOVA will be explained; then the procedure of application to the
simulation chain is illustrated.
12.2.1 Background on analyses of variance
ANOVA is a statistical method for measuring the influence of independent input factors on
dependent response variables by calculating the absolute amount of variance caused by the in-
dependent factors and by comparing the means of two or more groups of samples. Depending on
the number of independent factors and dependent variables, several setups are possible (Kaba-
coff, 2011; Mickey et al., 2004).
In the simplest case, a one-way between-groups ANOVA, the influence of the groups of one
factor on the one response variable is assessed. If two or more independent factors and their
interactions with the dependent variables are considered, the setup is called a multiple-way
ANOVA. If two or more factors are crossed, then it is a factorial ANOVA.
The ANOVA generates three sample variances: (a) the observed total variance, which is based
on the variances of all measured values from the total mean value; (b) the treatment variance,
which defines the proportion of the total variance which is composed by the factor only; and (c)
the error variance, which consists of the discrepancy between the total and the treatment vari-
ances. The ANOVA tests whether the variance of one dependent variable between the groups
of one independent factor is bigger than the variance within these groups. For this purpose, the
ratio between the mean square of the treatment variance and the mean square of the error vari-
ance is calculated, based on which the significance of the result is derived by means of the test
statistics F. The null hypothesis is that there is no difference in the dependent variable between
the groups. If the result is significant at a certain significance level a , the null hypothesis can
be rejected. Rejection of the null hypothesis means that the deviations are not within natural
fluctuations and that the means of the groups differ significantly from each other. Distinction is
made between main effects and interactions. Main effects identify the effects of a single factor
on the dependent variable. In other words, the main effect indicates the variations in the depen-
dent variable, which is caused by the groups of the independent factor. Interactions, on the other
hand, disclose where a variation of the dependent variable is caused by interplay of different
independent factors rather than only by alteration of an individual independent factor. A post-
hoc test then allows for allocation of the variations for significant main effects. It carries out a
pairwise comparison of the groups’ means in the dependent variables per independent factor, to
detect the (significant) differences.
If the analysis features more than one response variable, the setup can be changed into a multi-
variate analysis of variance (MANOVA) for the purpose of simultaneously testing more than one
dependent outcome. MANOVAs and ANOVAs differ mainly in two points. Firstly, a MANOVA
is able to take into account multiple independent and multiple dependent variables within the
same model, permitting greater complexity and more powerful statistical tests, while ANOVA
ignores the inter-correlations between the independent factors. Secondly, MANOVA applies
a number of multivariate measures (Wilks’ lambda, Pillai’s trace, Hotelling’s trace and Roy’s
largest root) to test the null hypothesis, rather than using the F-value as the indicator of signif-
icance. The MANOVA null hypothesis assumes that the mean on the composite variable is the
same across groups. The four multivariate measures differ in how they combine the dependent
variables in order to examine the amount of variance in the data. Pillai’s trace test is considered
the most reliable of the multivariate measures and offers the greatest protection against the incor-
rect rejection of a true null hypothesis. It is the sum of the variance, which can be explained by
the calculation of discriminant variables. It calculates the amount of variance in the dependent
variable that is accounted for by the greatest separation of the independent variables.
The analysis of variance in the overtopping wave generated by the simulation of the rock/ice
avalanche-induced impact wave will be explained in the following.
12.2.2 Analysing the variance in the overtopping waves against uncertain-
ties in the simulation
Composition of the analysis of variance
To fit the simulation into the frame of an ANOVA, terminologies must first be defined. The
terms of independent factors and dependent variables are assigned in Figure 12.1. Independent
factors refer to the possible sources of uncertainties considered in the present study, which were
introduced during initial volume assumption, calibration or coupling of the simulations. These
are (1) assumptions on the initial rock/ice avalanche volume, (2) calibration of the friction pa-
rameters µ and x in RAMMS and (3) assumptions about entrainment considered in RAMMS.
Further, the (4) transformation of the RAMMS-output (flow height and flow velocities on the
shoreline of the lake) into an inflow-hydrograph for IBER by means of the above-described
Figure 12.1: Independent factors (red)
with groups (orange) and depen-
dent variables (purple) of the sim-
ulation of the rock/ice avalanche-
triggered impact wave in Lake
513 with the help of the software
RAMMS and IBER.
methods (i - mean, ii - max) was also considered a possible source of uncertainties.
These parameters were tested regarding their influence on overtopping parameters that are cru-
cial for outburst-flow modelling, which were named dependent variables in the present study.
These were overtopping time, volume, and wave height as much as mean and maximum dis-
charge.
The initial model adjustments were adapted from the 30-year scenario for Lake 513 from
Schneider et al. (2014), as described in the previous chapter. This retrospective simulation com-
position was considered the calibration best fitted to the 2010 event, as it permitted generation of
the assumed 5m height of the overtopping wave on the dam crest. Schneider et al. (2014) con-
sidered an initial rock/ice-avalanche volume of 350,000 m3 and applied moderate friction and
entrainment assumptions. Emanating from these assumptions, possible upper and lower values
were established based on further literature and personal expertise (Table 12.1). These ranges
accounted for the uncertainties in calibration/establishment of the independent factors. To gain
the data basis for evaluation, 54 simulations were run, applying all possible adjustment combi-
nations from Table 12.1 once. The effect of the independent factors on the dependent variables
was then defined by means of an analysis of the variance based on the 54 simulations.
Analysis of the variance in the overtopping waves characteristics
The present study featured four independent factors and five dependent variables. In statistical
terms, this composition is called a four-way, between-groups, factorial MANOVA. The evalua-
tion procedure will be explained in more detail in the following paragraphs.
In a first step, a MANOVA was carried out, testing the significance of the variations caused in
all dependent variables (Fig. 12.1) by the main effects and the first-order interactions between
the independent factors. First-order interactions indicate the interplay between two factors at the
same time. A full MANOVA, which would have considered all possible interactions between
all independent factors (up to third-order interactions in this case), was abstained from. The
corresponding results would have been practically impossible to interpret. The importance of
the main effects and the interactions was tested with the help of the Pillai’s trace test.
In a second step, the univariate results of the independent factors were tested with the help of
multiple ANOVAs for each dependent variable. The importance of the variances of the groups’
Independent factors Source and notes Abbr.
Groups Values
Initial Volume of the rock/ice avalanche Vol
lower 200,000 m3 lowest feasible value (after Carey et al. (2012)) small
2010-event 350,000 m3 most feasible value (after Carey et al. (2012)) medium
upper 500,000 m3 highest feasible value (after Carey et al. (2012)) large
Calibration of friction parameters in RAMMS Cal
µ x
lower 0.26 1000 µ for snow/ice avalanches (Margreth et al., 2011) lower
2010-event 0.12 1000 best-fit (Schneider et al., 2014) best-fit
upper 0.03 3000 for rock/ice avalanches (x (Stricker, 2010), µ (Sosio
et al., 2012))
upper
Entrainment along the rock/ice avalanche flow path Er
D Rho k
lower 0 0 0 no erosion assumed no
2010-event 0.1 1000 0.09 best-fit (Schneider et al. 2014) little
upper 0.2 1000 0.18 double erosion assumed double
Transformation of the rock/ice avalanche characteristics into impact hydrograph Trans
mean expert assessment mean
max expert assessment max
Table 12.1: Grouping of the independent factors for the analysis of variance in the dependent variable. µ
= coulomb-friction, x = viscous friction, D = erodible layer depth, Rho = density of erodible layer,
k = entrainment factor. The abbreviations (Abbr.) will be applied to the results of the ANOVA.
means were tested by means of the Wilcoxon-test. For the important main effects, a pairwise
comparison of the groups’ means by a TukeyHSD post-hoc test helped to locate the variations.
This procedure would also have been possible for the interactions; the results, however, would
have been hardly interpretable. Therefore the significant interactions were detected by means of
visual interpretation of the interaction plots in Appendix E.
Evaluation of the results
This analysis was carried out for two data sets. One contained all model runs, while the second
data set incorporated the results of the simulations only, which resulted in an overtopping wave.
The sum of the squares of the treatment variance was applied as an indicator of the absolute
variance introduced by each independent factor on each dependent variable. Thereby the study
distinguished between main effects and interactions. Furthermore, the statistical tests (Pillai’s,
Wilcoxon and TukeyHSD) allow for derivation of the significance of the variances in the depen-
dent factors groups’ means. The number of data underlying the present analyses is, however,
too small to generate enough statistical power. The significance levels were therewith applied
to qualitative description of the variances between the groups’ means. The importance levels
applied were "strong" (p<0.001; ***), "considerable" (p<0.01; **) and "noticeable" (p<0.05;
*), indicating whether the results of the different groups ranged within natural fluctuation or
whether their influence was important.
12.3 Results regarding the influence of uncertainties on the
overtopping wave
The presentation of the results is divided into three parts. Firstly, the outcomes of the simula-
tions are presented without further quantitative evaluation (Section 12.3.1). Secondly, the raw
results of the quantitative (M)ANOVA in the dependent variables are presented for each individ-
ual variable (overtopping time, volume, maximum discharge, mean discharge and overtopping
height) (Section 12.3.2). Thirdly, these outcomes are summarized per independent factor (inital
volume, calibration, entrainment and transformation), with regard to their influence on the de-
pendent variables (Section 12.3.3). These findings are put into context with the model physics
and the impact-wave theory (Section 12.3.4).
12.3.1 Qualitative description of the simulation results
The results of the RAMMS-avalanche and the IBER-impact wave simulation are summarized
in this section based on Figure 12.2 and Table 12.2.
RAMMS-Output
The rock/ice avalanche was modelled to reach the lake after 41 s on average. The fastest and
the slowest movements lasted 25 s and 60 s, respectively. 40 out of the 54 rock/ice avalanches
were modelled to impact the lake on a width between 100 m and 160 m. Only fourteen rock/ice
avalanches were assumed to be between 200 m and 350 m wide. The impact time lasted 60 s on
average, but ranged, however, from 25 s to 90 s. The median volume impacting the lakes was
modelled at 459,169 m3, ranging from 115,424 m3 to 906,152 m3. Two outliers reached up to
1,053,833 m3 and 1,198,166 m3.
(a) RAMMS output (b) Impact hydrographs
(IBER input)
(c) Overtopping hydrographs
(IBER Output)
Figure 12.2: Results of th 54 simulation runs. The (a) RAMMS avalanche-simulation results on the
lake shoreline were converted into the (b) impacting hydrographs (the transformation methods are
described in Section 12.1), which leaded to overtopping simulations by IBER (c). The attribution of
the curves to the groups of the independent factors is illustrated in Appendix C.
Three flow regimes could be distinguished, indicating different impact histories. Type 1 featured
short impact times (30 s to 40 s) with high flow peaks after 10 s to 15 s. These peaks featured ve-
locities of up to 80 m/s, whereas the flow heights reached up to 17 m. Type 2 reached the highest
flow characteristics somewhere in the middle (approximately after 20 s) of the rather long-lasting
impact of approximately 60 s. Type-2 rock/ice avalanches featured velocities around 40 m/s and
flow heights between 3 m and 10 m. The impact of type-3 rock/ice avalanches was characterized
by two peaks or a constant flow value in the impact period of about 20 s to 40 s. This impact
type was characterized by velocity peaks between 20 m/s and 40 m/s and flow heights around 5
m.
A first qualitative analysis of the influence of the input parameters on flow characteristics did
not allow for identifying many patterns. Nevertheless, it can be observed that velocity peaks
higher than 55 m/s were only caused by runs with calibration upper. While calibration lower
reached maximum velocities of 45 m/s only, calibration best-fit was able to cause slightly higher
velocities up to 55 m/s. Furthermore, the time plots suggest that the higher calibration (upper)
tends to lead to shorter impact times than the other calibrations. For the other input parame-
ters, no clear pattern can be distinguished. The flow characteristics picked according to the two
transformation methods can be distinguished as follows: the mean velocity and height values
assumed over the entire flow were not assumed to be higher than 60 m/s or 10 m, respectively.
Higher values were only derived by picking the maximum values. The avalanche volumes rose
with rising initial volume as well as with rising entrainment. No influence of calibration or
transformation could be derived from qualitative analysis of the impact volumes.
IBER-Input
From these rock/ice avalanche results, the input hydrographs for IBER were constructed. The
maximum discharge of the impacting rock/ice avalanche at the lake outline is, on average,
32,490 m3/s, ranging from 5,000 m3/s to 130,000 m3/s. Qualitative analysis of the discharges
shows an increase with rising initial volumes, calibration and entrainment. Moreover the trans-
formation method max leads to slightly higher maximum discharges.
IBER-Output
Of the total 54 impacts generated, 26 waves were modelled to overtop the dam and 7 of these
Hydrograph minimum median average maximum
Characteristics
Impact hydrographs
Impact time [s] 25 60 60 90
Avalanche volume [m3] 115,400 459,200 479,600 1,198,000
Max. Discharge [m3/s] 5,000 22,990 32,490 130,000
Overtopping hydrographs
Overtoping time [s] 5 13 13 21
Overtopping volume [m3] 63 3,527 29,946 171,368
Maximum discharge [m3/s] 19 682 4,997 27,731
Mean discharge [m3/s] 10 278 1,569 8,160
Overtopping height [m] 0.2 3.1 3.7 9.2
Table 12.2: Statistics of
the 54 impact hydro-
graphs, which were
applied as Input for
IBER (upper part of
the table) and of the
26 overtopping hy-
drographs, resulting
from IBER simula-
tions (lower part of
the table).
26 impacts caused even a second overtopping wave roughly 100 s after the first one. In the
following, only the first overtopping wave will be described. These overtoppings lasted between
5 to 21 s and caused outflows between 63 m3 and 171,368 m3. The mean and the median outflow
volume, however, amounted to only 29,946 m3 and 3,527 m3. An analogous distribution was
modelled for the maximum and the average discharges. Maximum discharge values ranged from
19 m3/s to 27,731 m3/s, with a mean of 4,997 m3/s and the median at 682 m3/s. The average
discharge was modelled from 10 m3/s to 8,160 m3/s, with average and median values of 1,569
m3/s and 278 m3/s, respectively. The overtopping waves reached heights between 0.2 m and 9.2
m above the dam crest, mean and median both being around 3 m. In the following, the variance
in the IBER results will be analysed.
12.3.2 Quantitative analysis of variance in dependent variables
In this section, the influence of the independent factors on the dependent variables that char-
acterize the overtopping waves is presented. In a first step, the influence of the independent
factors on the dependent overtopping wave’s variables (Table 12.2), whose variance was quan-
tified above, was tested by means of a MANOVA (Table 12.3). The null hypothesis tested by
the Pillai’s trace test was that for all dependent variables the means of the groups per factor do
not differ from one another. This hypothesis had to be rejected for the main effects of all runs
(and interactions between calibration with volume and transformation); it could, however, be ac-
cepted for the overtopping runs. Further information on the composition of the variances could
hardly be gained from this result, as it is too complex. Therefore the variance in the dependent
variables was examined in univariate analyses in the next step.
In a second step, the univariate results of the independent factors were tested with the help of
multiple ANOVAs per dependent variable (overtopping time, volume, height, mean and maxi-
mal discharge). The range of results and the means were plotted in boxplots (e.g. Fig. 12.3a.)
The sum of the square of the treatment variance was represented in barplots as an indicator of
the absolute variance introduced by each independent factor on each dependent variable (e.g.
Main effects / All runs Overtopping runs
Interactions Importance Importance
Main effects
Volume 1.20E-03 ** 0.487
Calibration 8.38E-04 *** 0.608
Erosion 0.048 * 0.169
Transformation 1.66E-04 *** 0.341
Interactions
Vol:Er 0.671 0.232
Vol:Cal 0.013 * 0.479
Vol:Trans 0.174 0.459
Er:Trans 0.829 0.085
Cal:Trans 0.124 0.373
Cal:Er 0.568
Table 12.3: MANOVA results: Importance
of the main effects and interactions of
the independent factors on all depen-
dent variables after the Pillai’s trace test.
The importance was classified in "strong"
(p<0.001; ***), "considerable" (p<0.01;
**) and "noticeable" (p<0.05; *). For ab-
breviations see Table 12.1.
Figs. 12.3b and 12.3c). The corresponding importance analyses on the groups’ means after
the TukeyHSD test were summarized in tables (e.g. Table 12.3d), to distinguish between main
effects (Vol, Cal, Er, Trans) and interactions (e.g Vol:Er, Vol:Cal,...). The main effects referred
to the effect of a single factor (variance in dependent variable can be explained through dif-
ferences in the means caused by the groups of independent factors). These effects (respective
the differences between the groups’ means) were either "noticeable" (*), "considerable"(**) or
"strong"(***). If no main effect was noticeable, this meant that the variance introduced in the
dependent variable ranged within the natural fluctuation.
These analyses were again carried out for all 54 runs as well as for the overtopping 26 runs.
The results of the univariate analyses of variance are fully presented in Appendix D and the
interactions are plotted in Appendix E. A summary of the results is presented in the following
for each dependent variable.
Variance in overtopping time
27.2%, and hence the largest component of the total variance in all runs, and 32.5% of the
variance in the overtopping runs - which constitutes its largest component - were caused by
calibration only (Figs. 12.3b and 12.3c). These main effects were strong and noticeable, respec-
tively. Upper resulted in the only calibration group, whose means differed strongly from both
other groups’ means (Table 12.3d). It was also the only group that caused overtopping times up
to 21 s, while maximal values for both calibrations lower and best-fit reached up to only 14 s
(see Fig. 12.3a).
The main effect introduced by the initial volume amounted to 24.6% and 20.6% of the variances
of all and of the overtopping runs and therefore constituted the second largest components of
both variances (Figs. 12.3b and 12.3c). In the case of all runs, the groups’ means all differed
strongly from one another, while in the case of the overtopping runs only the means of the
groups small and large volumes differed noticeably (Table 12.3d). From Figure 12.3a, a contin-
uous rise of the median overtopping times as a function of the initial volume can nevertheless
be distinguished. Maximal values reached up to 14 s, 17 s and 21 s for the initial volumes small,
medium and lower, respectively.
The input-variable entrainment answered with 7.4% and 8.3%, the fourth largest components of
both the variances of all and of the overtopping runs (Figs. 12.3b and 12.3c). This main effect
was considerable for all runs only where the means of double entrainment differed consider-
ably and noticeably from no and little entrainment, respectively (Table 12.3d). It can also be
observed in Figure 12.3a that the boxplots extend over comparable ranges of overtopping times
per analysis.
The main effect of the transformation methods on the variance in all runs was strong and an-
swered with 13.7%, the third largest component (Fig. 12.3b). In the variance of the overtopping
runs, its influence of 2.2% was, contrary to expectations, amongst the smallest (Fig. 12.3c).
The groups almost did not differ in the range of the overtopping times they caused. For mean,
contrary to max, the four highest values were considered outliers (Fig. 12.3a).
Interactions between two of the four independent variables answered with 13.7% and 34.1% of
the variance of the overtopping time in all and in the overtopping runs, respectively. 6.5% and
hence the largest component of the variance in all runs was explained by interactions between
(a) Range of results per factors group. Red
= all runs, yellow = overtopping runs
only, * = means.
(b) Total variance in all runs (c) Total variance in the
overtopping runs
Groups A. runs O. runs
Trans mean-max ***
Er little-no
double-no **
double-little *
Cal lower-best fit
upper -best fit *** *
upper-lower *** *
Vol medium-small ***
large-small *** *
large-medium ***
(d) Importance of the differences be-
tween the groups means in (a). A.
runs = all runs, O. runs = overtop-
ping runs.
Figure 12.3: Variance in the overtopping time. For abbre-
viations see Table 12.1. For explanation of boxplots (a)
see Figure 7.3. The percentages in (b,c) refer to the sum
of square, indicating the absolute variance introduced by
the factor/interaction. The importance (b,c,d) was clas-
sified in "strong" (***), "considerable" (**), "noticeable"
(*), after the Wilcoxon-test (b,c) and after the TukeyHSD-
test (d), respectively, whose results are summarized in Ap-
pendix D.
calibration and initial volume (Figs. 12.3b and 12.3c). The overtopping time rose noticeably as
a function of the initial volume where the upper calibration was applied (Appendix E). In the
case of the overtopping runs, no interactions were important. Initial volume and entrainment
nevertheless accounted for 13%, volume and calibration for 6.4%, and entrainment and trans-
formation for 5.3% (Figs. 12.3b and 12.3c).
14.5% and 2.3% of the entire variance in all and in the overtopping runs remained unexplained
by the main effect and the interactions among the four independent variables (Figs. 12.3b and
12.3c).
To summarize, the initial volume, calibration, and their interactions amounted for 58.3% and
for 59.5% of the entire variance in all runs and in the overtopping runs. Strong differences were
shown between all groups of the initial volume and between the upper and the other calibra-
tion groups. The main effects of other independent variables were also important, while the
interactions ranged within natural fluctuations.
Variance in overtopping volume
24.3% and hence the second largest component of the total variance in all runs and 33% of
the variance in the overtopping runs, constituting their largest components, were caused by
calibration only. These main effects were strong and noticeable, respectively (Figs. 12.4b and
12.4c). Upper calibration resulted in the only group whose means differed strongly from both
other groups’ means (Table 12.4d). This is also clearly visible in the boxplots in Figure 12.4a,
which indicate the highest overtopping volumes achieved by outliers of the calibrations lower
and best-fit at 10,215 m3 and at 7,007 m3 only for both analyses.
The main effect of the initial volume amounted to 14.4% and 13% of the variances of all and
of the overtopping runs and hence constituted the third largest and second largest components
of the respective variance. This effect was strong on the variance in all runs’ results only (Figs.
12.4b and 12.4c). The means of the groups differed noticeably and strongly in the analysis
of all model runs only, in comparison of the large volume to medium and to small volumes,
respectively (Table 12.4d). A clear difference between the groups was visible (Fig. 12.4a),
however, in the entire range of overtopping volumes. Maximal values, which were mostly
considered (far) outliers of 10,272 m3, 79,572 m3 and 171,369 m3, were generated by the initial
volumes small, medium and large, respectively.
The input variable entrainment answered with 4% and 10.1%, the sixth and the fifth largest
components of the variances in all runs or in the overtopping runs (Figs. 12.4b and 12.4c). A
noticeable difference between the groups’ means was present only for all runs between no and
double entrainment (Table 12.4d). Differences in the ranges of overtopping volumes can be
(a) Range of results per factors group. Red
= all runs, yellow = overtopping runs
only, * = means.
(b) Total variance in all
runs
(c) Total variance in the
overtopping runs
Groups A. runs O. runs
Trans mean-max
Er little-no
double-no *
double-little
Cal lower-best fit
upper -best fit *** *
upper-lower *** *
Vol medium-small ***
large-small ***
large-medium ***
(d) Importance of the differences be-
tween the groups means in (a).
A.runs = all runs, O. runs = over-
topping runs.
Figure 12.4: Variance in the overtopping volume. For abbre-
viations see Table 12.1. For explanation of boxplots (a)
see Figure 7.3. The percentages in (b,c) refer to the sum
of square, indicating the absolute variance introduced by
the factor/interaction. The importance (b,c,d) was clas-
sified in "strong" (***), "considerable" (**), "noticeable"
(*), after the Wilcoxon-test (b,c) and after the TukeyHSD-
test (d), respectively, whose results are summarized in Ap-
pendix D.
derived qualitatively from Figure 12.4a. Maximal values, which were considered far outliers in
the analysis of all runs, reached up to 76,747 m3, 131,549 m3 and 171,368 m3 for no, little and
double entrainment, respectively.
1.7% of the variance in all runs and 6.7% of the variance in the overtopping runs were caused
by the transformation. No important main effect was noted in any analysis (Figs. 12.4b and
12.4c). Both transformation methods led median overtopping volumes between 0 m3 and 9,626
m3, whereas maximal values reached up to 171,368 m3, which were considered far outliers (Fig.
12.4a).
Interactions between two of the four independent variables answered with 40.9% and 32.1%
of the variance of the overtopping volume in all runs and in the overtopping runs, respectively.
25.1% and thus the largest component of the variance in all runs was explained by interac-
tions between calibration and initial volume (Figs. 12.4b and 12.4c). The overtopping volume
rose strongly if the upper calibration was applied in combination with medium and large ini-
tial volumes. Further 6.6%, of the variance in all runs was answered by interactions between
calibration and entrainment. The overtopping volume rose noticeably as a function of the en-
trainment, where the upper calibration was applied (Appendix E). Analysing the overtopping
runs only, interactions between volume and calibration, as much as between entrainment and
transformation, accounted for 12.9% and 11.2% of the variance in the overtopping volume. As
for all other interactions, they were, however, not considered important (Figs. 12.4b and 12.4c).
14.9% and 2.7% of the entire variance in all runs and in the overtopping runs remained un-
explained by the main effect and the interactions among the four independent variables (Figs.
12.4b and 12.4c).
To summarize, the initial volume, calibration and their interactions amounted for 63.8% and for
58.9% of the entire variance in all runs and in the overtopping runs. Especially the means of the
group’s large initial volume and upper calibration differed from that of the other groups. The
main effects of other independent variables were hardly noticeable, and also most interactions
ranged within natural fluctuations, with the exception of interactions between the initial volume
and calibration.
Variance in the maximum discharge
26% and 35% of the variances in all runs and in the overtopping runs constituted their largest
components and were caused by the main effects of calibration. These main effects were strong
and noticeable, respectively (Figs. 12.5b and 12.5c). Upper calibration resulted in the only
group whose means differed from both other groups’ means (Table 12.5d). This is also clearly
visible in the boxplots in Figure 12.5a, which indicate the highest overtopping maximum dis-
charges achieved by outliers of the lower and best-fit calibration at 2,094 m3/s and at 1,377 m3/s,
only for both analyses.
The main effect introduced by the initial volume amounted to 14.6% and 12.7% of the variances
of all runs and of the overtopping runs and thus constituted the third largest and the second
largest components of the respective variance. This main effect was strong for the variance in
all runs only (Figs. 12.5b and 12.5c). The large initial volume resulted in the only group whose
mean differed strongly from both other groups’ means (Table 12.5d). A clear difference between
the groups was visible (Fig. 12.5a), however, in the entire range of overtopping maximum dis-
(a) Range of results per factors group. Red
= all runs, yellow = overtopping runs
only, * = means.
(b) Total variance in all
runs
(c) Total variance in the
overtopping runs
Groups A. runs O. runs
Trans mean-max * *
Er little-no
double-no *
double-little
Cal lower-best fit
upper -best fit *** *
upper-lower *** *
Vol medium-small
large-small ***
large-medium ***
(d) Importance of the differences be-
tween the groups means in (a).
A.runs = all runs, O. runs = over-
topping runs.
Figure 12.5: Variance in the maximal discharge. For abbre-
viations see Table 12.1. For explanation of boxplots (a)
see Figure 7.3. The percentages in (b,c) refer to the sum
of square, indicating the absolute variance introduced by
the factor/interaction. The importance (b,c,d) was clas-
sified in "strong" (***), "considerable" (**), "noticeable"
(*), after the Wilcoxon-test (b,c) and after the TukeyHSD-
test (d), respectively, whose results are summarized in Ap-
pendix D.
charges. Maximal values, which were mostly considered (far) outliers of 2,229 m3/s, 13,582
m3/s and 27,731 m3/s, were generated by small, medium and large initial volumes, respectively.
The input variable entrainment answered with 4% and 9.8%, the fifth biggest components of the
variances in all and in the overtopping runs (Figs. 12.5b and 12.5c). A noticeable difference
between the groups’ means was present only for all runs between no and double entrainment
(Table 12.5d). Differences in the ranges of overtopping maximum discharges can be derived
qualitatively from Figure 12.5a. Maximal values, which were mostly considered far outliers,
reached up to 13,156 m3/s, 21,842 m3/s and 27,731 m3/s for no, little and double entrainment,
respectively.
2.3% of the variance in all runs and 8.4% of the variance in the overtopping runs were caused
by the transformation. This main effect was noticeable in both analyses (Figs. 12.5b and 12.5c).
While mean led to only one value higher than 6,447 m3/s at 24,351 m3/s, max caused several far
outliers up to 27,732 m3/s (Fig. 12.5a).
Interactions between two of the four independent variables answered with 40.2% and 32% of
the variance of the overtopping volume in all runs and in the overtopping runs, respectively.
24.6% and hence the largest component of the variance in all runs was explained by interactions
between calibration and initial volume (Figs. 12.5b and 12.5c). The overtopping maximal dis-
charge rose strongly if the upper calibration was applied in combination with medium and large
initial volumes. Furthermore, 6.3% of the variance in all runs was answered by interactions
between calibration and entrainment. The overtopping maximal discharge rose noticeably as a
function of the entrainment, where the upper calibration was applied (Appendix E). Analysing
the overtopping runs only, interactions between volume and calibration as much as between en-
trainment and transformation accounted for 12.1% and 10% of the variance in the overtopping
maximal discharges. Alike for all other interactions, they were, however, not considered impor-
tant (Figs. 12.5b and 12.5c).
13% and 2% of the entire variance in all and in the overtopping runs remained unexplained by
the main effect and the interactions between the four independent variables (Figs. 12.5b and
12.5c).
To summarize, the initial volume, calibration and their interactions amounted for 65.2% and for
59.8% of the entire variance in all runs and in the overtopping runs. Especially the means of the
groups large initial volume and upper calibration differed from the other groups for all runs. The
main effects of other independent variables were also noticeable in all runs. Most interactions
ranged within natural fluctuations, with exception of interactions between the initial volume and
calibration.
Variance in the mean discharge
26.8% and 35.9% of the variances in all runs and in the overtopping runs constituted their largest
components and were caused by the main effects of calibration. These main effects were strong
and noticeable, respectively (Figs. 12.6b and 12.6c). Upper calibration resulted in the only
group, whose means differed from both other groups’ means (Table 12.6d). This is also clearly
visible in the boxplots in Figure 12.6a, which indicate the highest overtopping mean discharges
achieved by outliers of the lower and best-fit calibrations at 730 m3/s and at 467 m3/s only for
both analyses.
The main effect introduced by the initial volume amounted to 15% and 12.9% of the variances of
all runs and of the overtopping runs and thus constituted the third largest and the second largest
components of the respective variance. This main effect was strong for the variance in all runs
only (Figs. 12.6b and 12.6c). The large initial volume resulted in the only group, whose mean
differed strongly from both other groups’ means (Table 12.6d). A clear difference between the
groups was visible (Fig. 12.6a), however, in the entire range of overtopping mean discharges.
Maximal values, which were mostly considered (far) outliers of 685 m3/s, 4,421 m3/s and 8,160
m3/s were generated by the small, medium and large initial volumes, respectively.
The initial variable entrainment answered with 4.1% and 9.9%, the fifth largest components of
the variances in all runs and in the overtopping runs (Figs. 12.6b and 12.6c). A noticeable
difference between the groups’ means was present only for all runs between no and double
entrainment (Table 12.6d). Differences in the ranges of overtopping mean discharges can be
derived qualitatively from Figure 12.6a. Maximal values, which were mostly considered far
outliers, reached up to 4,263 m3/s, 6,264 m3/s and 8,160 m3/s for no, little and double entrain-
ment, respectively.
2.3% of the variance in all runs and 7.8% of the variance in the overtopping runs were caused
by the transformation. These main effects were noticeable in both analyses (Figs. 12.6b and
(a) Range of results per factors group. Red
= all runs, yellow = overtopping runs
only, * = means.
(b) Total variance in all runs (c) Total variance in the
overtopping runs
Groups A. runs O. runs
Trans mean-max * *
Er little-no
double-no *
double-little
Cal lower-best fit
upper -best fit *** *
upper-lower *** *
Vol medium-small
large-small ***
large-medium ***
(d) Importance of the differences be-
tween the groups means in (a).
A.runs = all runs, O. runs = over-
topping runs.
Figure 12.6: Variance in the mean discharge. For abbrevi-
ations see Table 12.1. For explanation of boxplots (a)
see Figure 7.3. The percentages in (b,c) refer to the sum
of square, indicating the absolute variance introduced by
the factor/interaction. The importance (b,c,d) was clas-
sified in "strong" (***), "considerable" (**), "noticeable"
(*), after the Wilcoxon-test (b,c) and after the TukeyHSD-
test (d), respectively, whose results are summarized in Ap-
pendix D.
12.6c). While mean led to only one value higher than 2,000 m3/s at 7,743 m3/s, max caused
several far outliers up to 8,160 m3/s (Fig. 12.6a).
Interactions between two of the four independent variables answered with 39.1% and 30.7%
of the variance of the overtopping volume in all runs and in the overtopping runs, respectively.
24.4% and hence the largest component of the variance in all runs was explained by interactions
between calibration and initial volume (Figs. 12.6b and 12.6c). The overtopping mean discharge
rose strongly if the upper calibration was applied in combination with medium and large initial
volumes. Furthermore, 6.1% of the variance in all runs was answered by interactions between
calibration and entrainment. The overtopping mean discharge rose noticeably as a function of
the entrainment, where the upper calibration was applied (Appendix E). Analysing the overtop-
ping runs only, interactions between volume and calibration as much as between entrainment
and transformation accounted for 12% and 10.2% of the variance in the overtopping mean dis-
charges. As for all other interactions, they were, however, not considered important (Fig. 12.6b
and 12.6c).
12.8% and 2.3% of the entire variance in all and in the overtopping runs remained unexplained
by the main effect and the interactions between the four independent variables (Figs. 12.6b and
12.6c).
To summarize, the initial volume, calibration and their interactions accounted for 66.2% and
for 60.8% of the entire variance in all runs and in the overtopping runs. Especially the means
of the groups large initial volume and upper calibration differed from the other groups for all
runs. The main effects of other independent variables were also noticeable in all runs. Most
interactions ranged within natural fluctuations, with the exception of interactions between the
initial volume and calibration.
Variance in overtopping height
29.2% and 31.1% of the variances in all runs and in the overtopping runs constituted their largest
components and were caused by the main effect of calibration. These main effects were strong
and noticeable, respectively (Figs. 12.7b and 12.7c). In the case of the overtopping runs, the
main effect was, however, not attributable to one specific group. In the case of all runs, upper
calibration resulted in the only group, whose means differed strongly from both other groups’
means (Table 12.7d). It was also the only group that caused overtopping heights up to 9.2 m,
while maximal values for lower and best-fit calibration reached up to 4.6 m and 3.6 m only (see
Fig. 12.7a).
The main effect introduced by the initial volume amounted to 22.3% and 16.2% of the variances
of all and of the overtopping runs and hence constituted the second and third largest components
of the respective variance. This effect was strong for all runs only where the means of the large
(a) Range of results per factors group. Red
= all runs, yellow = overtopping runs
only, * = means.
(b) Total variance in all
runs
(c) Total variance in the
overtopping runs
Groups A. runs O. runs
Trans mean-max ***
Er little-no
double-no ***
double-little **
Cal lower-best fit
upper -best fit ***
upper-lower ***
Vol medium-small **
large-small ***
large-medium ***
(d) Importance of the differences in the
groups means in (a). A.runs = all
runs, O. runs = overtopping runs.
Figure 12.7: Variance in the overtopping heights. For abbre-
viations see Table 12.1. For explanation of boxplots (a)
see Figure 7.3. The percentages in (b,c) refer to the sum
of square, indicating the absolute variance introduced by
the factor/interaction. The importance (b,c,d) was clas-
sified in "strong" (***), "considerable" (**), "noticeable"
(*), after the Wilcoxon-test (b,c) and after the TukeyHSD-
test (d), respectively, whose results are summarized in Ap-
pendix D.
initial volume differed strongly from the other groups’ means (Figs. 12.7b and 12.7c). The
difference between the mean of small and medium volume was considerable (Table 12.7d). A
continuous rise of the median overtopping height as a function of the initial volume can never-
theless be distinguished from Figure 12.7a. Maximal values reached up to 3.8 m, 6.8 m and 9.2
m for small, medium and large initial volumes, respectively.
The input variable entrainment answered with 10.1% and 18.9%, the fourth and the second
largest components in the variances of all runs and of the overtopping runs, respectively (Figs.
12.7b and 12.7c). This effect was strong for all runs only where the means of double entrainment
differed strongly and considerably from no and little entrainment, respectively (Table 12.7d). A
continuous rise of the median overtopping height as a function of the entrainment can neverthe-
less be distinguished from Figure 12.7a. Maximal values reached up to 5.3 m, 8.1 m and 9.2 m
for no, little and double entrainment, respectively.
The main effect of the transformation methods was strong and answered with 7.8%, the fifth
largest component of the variance in all runs (Fig. 12.7b). In the variance of the overtopping
runs its influence of 3.3% was, to the contrary, amongst the smallest (Fig. 12.7c). The groups
almost did not differ in the range of the overtopping times they caused. For mean, contrary to
max, the six highest values were considered outliers (Fig. 12.7a).
Interactions between two of the four independent variables answered 21% and 24.9% of the
variance of the overtopping time in all and in the overtopping runs, respectively. 12.1% and thus
the largest component of the variance in all runs was explained by interactions between cali-
bration and initial volume (Appendix E). The interaction between calibration and entrainment
was noticeable and accounted for 5.1% of the variance in all runs. Both interactions caused a
strong rise in the overtopping heights as a function of the initial volume as well as of entrain-
ment, where the upper calibration was applied. In case of the overtopping runs, no interactions
were considered important. Initial volume and calibration nevertheless accounted for 7.3% and
entrainment and calibration for 6.1% (Figs. 12.7b and 12.7c).
9.6% and 3.4% of the entire variance in all and in the overtopping runs remained unexplained
by the main effect and the interactions among the four independent variables (Figs. 12.7b and
12.7c).
To summarize, the initial volume, calibration and their interactions amounted for 63.3% and for
54.6% of the entire variance in all runs and in the overtopping runs. Strong differences were
shown among all groups of the initial volume and between the upper and the other calibration
groups. The main effects of other independent variables were also important, while the interac-
tions ranged within natural fluctuations, with the exception of the interaction between the initial
volume and calibration.
Synthesis
All main effects were noticeable, considerable or strong, considering all runs. The largest con-
tributions to the variance in all dependent variables were caused through the initial volume,
calibration of RAMMS and interactions between them. The attribution of the variance in the de-
pendent variables to the independent variables, only considering the overtopping runs, was sim-
ilar to the one in all runs, without, however noticeable differences between the groups’ means.
The variations in the dependent variables thus ranged within natural fluctuations. These results
indicate that variations in the independent variables were decisive regarding whether a wave
overtops or not; the values of the overtopping waves, however, ranged within natural fluctua-
tions.
12.3.3 Analysis of the influence of the independent factors
The univariate analyses of the variance in the dependent variables (in quotation marks) are
compiled for the independent factors (in italic) in this section. These compilations are presented
in detail in Appendix D with Table D.2 referring to all runs and Table D.3 referring to the
overtopping runs.
Initial volume
The main effects caused by the initial avalanche volume explained the second highest part of
the variance for all dependent variables (except for the "overtopping wave’s height"), which
was 14-24% and 13-20% for all runs, and for the overtopping runs, respectively. For all runs,
results in "overtopping volume", "maximum" and "average discharge", the interaction between
initial volume and calibration explained twice as much of the variance than did the main effect
of the initial volume. In the case of the overtopping runs, the main effect of the initial volume
was in the same range as the interaction of initial volume and calibration. For all model runs,
the influence of the initial volume was always strong. These differences were always caused
by large initial volumes. Only in the case of the "overtopping height" and "time" did all three
categories differ strongly from each other. In case of the overtopping runs, the differences
are for all dependent values located between small and large initial volumes. The variance
introduced by the initial volume was noticeable for the "overtopping time". Four overtopping
runs were caused by small, nine by medium and 13 by large initial volumes. The initial volume
was involved in interactions with calibration, which is described in the next paragraph. The
initial volume was involved in explanation of 32-45% of all runs’ variance, and of 28-43% of
the overtopping waves’ variance.
Calibration
Calibration explained for all dependent variables the largest variance of the main effects. For all
model runs it explained between 24-29% of variance, whereas calibration was responsible for
31-36% of the variation in the overtopping runs. The variation caused by calibrationwas always
strong in the case of all model runs. Considering only the overtopping waves, calibration was
the only independent factor, which caused a variance that differed strongly from the other inde-
pendent factors. The main variance was always caused by the upper calibration. For all model
runs, upper calibration differed strongly from the other calibration groups, whereas for the
overtopping runs, the variation was noticeable (except in case of the "overtopping height"). The
lower calibration caused five, best-fit seven and upper calibration 14 overtopping waves. Cali-
bration was also involved in interactions with the initial volume, which were strong for all runs
where the interactions explained 12-25% of the variance. This interaction also explained 6-13%
of the variance in the overtopping runs, the differences within the groups’ means were, how-
ever, not noticeable. The interaction between initial volume and calibration was usually located
in a rise of the dependent value for all initial volumes when upper calibration was assumed.
Therefore, main effects and interactions of calibration were involved in explaining 38-60% and
45-53% of the variances for all runs and for the overtopping model runs, respectively.
Entrainment
Entrainment explained the third largest variance of the main effects for the dependent values,
with exception of the "overtopping time" for all runs and the "overtopping volume" for the over-
topping runs. The variance explained by the main effects of entrainment was, however, smaller
than the interaction between initial volume and calibration. For all model runs, the main ef-
fects of entrainment were strong for the "overtopping height", considerable for the "overtopping
time" and noticeable for the "overtopping volume", "average" and "maximal discharge". No and
little entrainment did not differ noticeably from each other for any dependent value. Double
entrainment, however, differed from no for all dependent values and also from little entrain-
ment for the "overtopping time" and "height". Differences for all dependent values were located
between the categories no and double entrainment. No entrainment caused six, little 8 and dou-
ble entrainment 12 overtopping waves. For all runs, the interactions in which entrainment was
involved were negligible. Entrainment was involved in explaining 10-17% and 28-34% of the
variance of all runs and of the overtopping model runs, respectively.
Transformation
Transformation explained the least of the main effects, with exception of the "overtopping time"
in all model runs, where transformation explained more of the variance than entrainment. For
all model runs, transformation explained 11-8% and 2-8% for the overtopping model runs. For
all model runs, this was less than the percentage explained by the noticeable interactions. For
the overtopping model runs, this was less than the percentage explained by interactions between
the initial volume and calibration, or between entrainment and transformation. The main effect
of transformation in all model runs was strong for the "overtopping time" and "height", con-
siderable for the "maximal" and the "average discharge". For the overtopping model runs, the
main effect was only noticable for the "maximal" and the "average discharge". Transformation
max caused 19 and mean seven overtopping waves. In all model runs, none of the interactions
involving transformation were noticeable. For the overtopping waves, the interaction between
entrainment and transformation explained 10-11% of the variances in the results of "overtopping
volume", "average" and "maximal discharge". The effect was that the results for max (which
lead to higher results than mean in case of no and little entrainment) lead to lower results than
the mean, if entrainment was double. Transformation was involved in explanation of 6-18% and
of 12-20% of all variations for all and for the overtopping model runs, respectively.
Synthesis
Roughly summarizing, calibration of the RAMMS friction parameters introduced the highest
variances in the overtopping waves, followed by the initial volume, entrainment and transfor-
mation. Often the interactions between two factors explained as much of the variance as the
corresponding main effects, especially in the case of the initial volume and calibration. The
sum of the square is an indicator for the absolute variance, and the respective percentages are
distributed comparably between the factors for both all runs and the overtopping model runs.
The importance from the groups’ means in this case resulted mainly from these groups, which
were able to cause overtopping waves. This explanation only does not apply to transformation.
The two methods mainly changed the character of the impacting slide. The variances of depen-
dent values within the overtopping waves were in the range of the natural exceptions, with only
a few exceptions.
Another overall observation regarding the dependent variables’ variance was that the "overtop-
ping time" and "height" directly characterized the overtopping wave, while the "overtopping vol-
ume" and the "discharge", describe the overtopping hydrograph as a consequence of the runup
rather than the wave. I.e., a long-lasting, flat wave can cause the same overtopping volume as a
short but high wave.
12.3.4 Interpretation of the influence of the independent factors
The influence of the independent factors presented in the previous section is interpreted here in
consideration of the physics implemented in RAMMS and IBER, as outlined in Section 11.2
and compared with analytical and empirical knowledge on impact waves (Section 10.2, with the
goal of answering the research question. The momentum transfer during the impact is described
by means of literature on wave generation only (Heller et al., 2008). As IBER only models wave
propagation and runup by conserving the mass and the impulse, the momentum transfer has to
be discussed with literature on wave generation.
Initial volume
As Panizzo et al. (2005b) stated, the wave type and the energy of the wave are mostly a function
of the landslide volume, but also of the impact velocity. A higher slide volume leads to rather
solitary waves and influences as much the wave height as the wave period or length. Di Risio
et al. (2011) confirm that the wave height depends on the impact energy. From this theory, a
rise in overtopping wave height and time, as much as a rise in the volume and discharges as a
function of the initial volume, could be expected. The ANOVA-analysis runs of the overtopping
wave height and time confirmed this theory, where the differences among the groups’ means
were significant considering all runs. The absolute variance in the overtopping volume and
discharges were also strongly influenced by the initial volume, however as much in interaction,
mostly with calibration, than as a main effect. Not only the absolute variance in the overtopping
waves, but also the fact of whether an avalanche leads to an overtopping wave, were significantly
a function of the initial volume.
Calibration
Calibration concerned the friction parameters implemented in RAMMS. The Coulomb term µ
influences the runout distance as a function of the flow height. In the present study, this effect
did not seem to be crucial, as all avalanches reached the lake and no systematic influence on the
flow heights could be distinguished. The viscous term x is more crucial, as it influences the flow
velocity. The effect of the calibration on the flow velocity was so strong that it was clearly dis-
tinguishable in the manually read-out results, even independent of the transformation methods.
Correspondingly, the impacting hydrographs differed strongly as a function of the calibration;
especially for the calibration u, a tendency towards shorter but high-volume and clearly higher
maximum discharges could be identified. These facts suggest that the faster the landslide, the
steeper the impact front.
As stated above, empirical descriptions on the transfer of the impulse (Di Risio et al., 2011;
Heller et al., 2008; Panizzo et al., 2005b), agree that this raise in velocity caused by the calibra-
tion creates higher wave heights and longer wave periods. This effect was again transferred into
the overtopping wave by IBER, causing an equally strong variance in all five dependent vari-
ables. The effect of the calibration is reinforced in interactions with the initial volume, the main
effect of the calibration is nonetheless stronger than the one of the initial volume. This suggests
that for a scenario of this magnitude the overtopping wave is more sensitive to variations in
velocity than in the initial volume.
Entrainment
In this study, basal entrainment was modelled by all chosen settings, which leads to changes in
the flow height and mass, which again influences the runout distance by means of reduction in
the Coulomb-friction term µ . It does not, however, necessarily influence the flow velocity, as
speed is reduced during entrainment and only rose in a second part thanks to the higher flow
volume (Sovilla et al., 2006, 2007). Even thought the entrainment rate depends, on the other
hand, on the avalanche speed, it is mostly defined by the entrainment coefficient. These effects
were, however, rarely distinguishable in the absolute avalanche flow heights and velocities at the
impact. The impact hydrographs also did not differ systematically or significantly; nevertheless
a tendency towards higher volumes and maximum discharges as a function of entrainment was
distinguishable, while no differences in variation of the impacting time were recorded.
The effect of entrainment on the wave height thereof was mostly via the avalanche volume,
which resulted in a picture of variances in the dependent values that was comparable to the fac-
tor initial volume. The effect was, however, weaker, as much regarding the absolute variances as
regarding the significance of the groups’ differences. Entrainment introduced considerable vari-
ance into the overtopping waves’ height and time, but was, however, not crucial in the variance
of the overtopping hydrographs (overtopping volume and discharges).
Transformation
Transformation determined how the rock/ice avalanche flow height and velocity were assessed
at the moment of impact into the lake. In the method mean, flow height and velocity values
were considered at the location of mean values along the shoreline and multiplied by the entire
avalanche width, while inmax flow height and velocity values were considered at the location of
maximum values along the shoreline and multiplied by a proportion of the avalanche width. It
thereby defined the shape of the impacting mass and the impact time, but not the impact volume
or discharge. Transformation mean caused lower impact velocities, lower impact heights and
showed a tendency towards longer-lasting impacts. Transformation max, on the other hand,
caused higher impact velocities, higher impact heights and a tendency towards lower impacting
times.
According to Heller et al. (2008) the impulse was higher for max than for mean. As the wave
type is a function of the impact volume and the impact velocity (Panizzo et al., 2005b) it can be
suggested, that transformation max lead to rather solitary than to stokes-kind waves. This lead
to variances in the overtopping wave’s height and time, the overtopping volume or discharge
was, however, little affected by the transformation method. The transformation was further not
decisive for whether a rock/ice avalanche leads to overtopping or not. This means that reading
out the RAMMS-results manually is not a critical factor for the wave modelling. It remains
unclear whether manual methods are accurate at all, or how the results would differ, if the
modelled impacting hydrograph could be numerically integrated into the wave model.
Summary of the main outcomes
Even though the interpretation of the simulation results was not always straightforward, the
variance in the dependent variables could reasonably be explained with numerical implemen-
tation of mass and flow movements and with the wave-impact theory. The momentum transfer
between slide and water is a complex coupling of all independent factors; therefore it is difficult
to determine which factor is most important. This complexity was confirmed by the large and
sometimes significant effects of the interactions, which could explain larger parts of the variance
than the main effects only. From the dependent variables, the overtopping wave height and time
reacted more sensitively to all independent factors, as they represent the impact waves charac-
teristics. The overtopping volume and discharge stand for the overtopping hydrograph, which
depends on the composition of the wave characteristics. Regarding subsequent outburst-flow
modelling, it can be carefully stated that the hydrograph is mostly dependent on the initial vol-
ume and thereby on the impacting volume, the calibration of the RAMMS-friction parameters
(which mostly alters flow velocity), and the interactions of these two independent factors rather
than of entrainment or transformation method. From this analysis it can be concluded that back-
calibrating the simulation chain by means of only the overtopping height is feasible. It is not,
however, complete, as uncertainties regarding the overtopping time and thus also regarding the
overtopping volume and maximum and mean discharges remain.
12.4 Discussion
This chapter dealt with the effect analysis of an avalanche-induced impact wave. The research
question treated was, "How do uncertainties propagate in the numerical simulation of the pro-
cess chain of a lake-outburst flow due to an impact wave triggered by a rapid mass movement?".
This effect was investigated with the help of the 2010 event at Lake 513 presented in the previous
chapter, applying an analysis of variance in the overtopping wave’s characteristics (overtopping
height, time, volume, mean and maximal discharge) with regard to the independent factors. A
compilation of the main outcomes was given in the previous section; the rough summary thereof
is as follows. In this example (of a relatively small avalanche), the uncertainty in initial volume,
calibration of RAMMS, entrainment, and transformation are decisive regarding whether a wave
overtops or not. The variance in the overtopping waves, however, ranges within natural fluctu-
ations. Further, it is noticeable that the overtopping time and height reacted very similarly to
variations in the independent factors, and that the results with regard to overtopping volume,
mean, and maximum discharge are also alike.
The interaction between a rapid mass movement and a lake is, of course, more complex and
uncertainties can be introduced by more sources than the four investigated ones. Statistical
analysis is, however, always a trade-off between completeness and interpretability, which re-
quires focus on the most important factors. In the following paragraphs, the chosen approach is
discussed.
Further sources of uncertainties
The influence of the RKE-model implemented in RAMMS (see Section 11.2) was assumed neg-
ligible, as it was described by Sovilla et al. (2007) to mostly influence runout distances rather
than flow velocities. It must nevertheless be stated that the RKE might have supported the effect
of entrainment (Sovilla et al., 2006). These characteristics, however, showed results that were
not crucial to the present study, as the results of the rock/ice avalanche simulation were compa-
rable to similar simulations (e.g. Dalban Cannassy et al., 2011).
IBER simulated the wave progapation and runup, while turbulence and sediment transport were
supposed to be insignificant in the present case. Sediment transport was not assumed to take
place at all during wave propagation and runup in the lake, and the effect of vertical turbu-
lence was assumed to be smaller compared to the effect of bottom friction (Dao and Tkalich,
2007). The effect of friction on wave propagation and run-up, is implemented in IBER by
means of the Manning coefficient. This friction value is more investigated than the one for rock-
/ice avalanches. The present study therefore made use of established recommendations (Chow,
1959), to keep the analysis simpler. Still, a certain influence of the Manning value has to be
assumed for waters shallower than 50 m (Dao and Tkalich, 2007), which is even stronger for
waters shallower than 10 m (Myers and Baptista, 2001). These conclusions should not be mixed
with results from Worni et al. (2012b), who qualified the Manning-n as critical regarding the
robustness of the model output. Their statement refers to the simulation of an overland flow,
which was in the present study carried out with the equivalent fluid software RAMMS.
The avalanche width is also described as influencing the impulse transfer (Lynett and Liu, 2005).
This factor was considered insignificant for the present case study, as the slide widths were
barely influenced by flow parameters. They were quite consistent at the moment of impact
due to topographical conditions. The density of the impacting slide, another important factor
defining the runup because of the momentum transfer (Lynett and Liu, 2005), is described as
causing an effect comparable to the one of the slide width (Heller et al., 2008). To reduce
complexity, density was assumed to be a constant factor, as it is easier to estimate than the four
chosen independent factors and because it was altered to enable correct momentum transfer. The
influence of the DEM, the bathymetry or the calculation grid resolution on simulation accuracy
are other considerable sources of uncertainty whose inclusion would have gone beyond the scope
of the present study. Discussions in this regard can be found in Myers and Baptista (2001) for
hydrodynamic tsunami simulations or in Scheuner et al. (2009); Stolz and Huggel (2008) for
RAMMS.
For these reasons, the analysis of the variance in the dependent overtopping variables was lim-
ited to the influence of the four chosen independent factors. This setup was already at the limit
of interpretability and also of expressiveness of the results. 54 simulations is a respectable base
of data for modellers. From a statistical point of view, however, the number of simulation runs
available for testing the effect per dependent variable and independent factor is still small. Even
though the method for analysis of variance is still assumed to be appropriate for answering the
research question regarding the uncertainty propagation in coupled simulations, the resulting
numbers have to be treated carefully, especially with regard to significance. Further fundamen-
tal limits of the validity of the results emerge from the experimental setup.
Validity of the study and the results
Friction calibration of RAMMS was stated to have a slightly stronger influence on the over-
topping wave than the initial volume. This statement is valid only for volume variation within
a certain rock/ice avalanche scenario. In the present study, the small scenario, as defined by
Schneider et al. (2014), and the corresponding uncertainty range was assessed. The findings of
this study are infeasible for a comparison of this scenario to a larger rock/ice avalanche sce-
nario.
Further, the findings regarding the influence of the transformation methods have to be inter-
preted, considering that they apply to manual transformation only. Manual interpretation will
always introduce uncertainty. Unfortunately, the current setups of RAMMS and IBER neither
prepare nor allow, respectively, direct transfer of the numerical avalanche results in the inflow
hydrograph for wave propagation simulation. Therefore no general statement regarding the reli-
ability of the manual approach as such can be made. Preliminary assessments of Guillén Ludeña
et al. (2014), suggest, however, that the manual method underestimates the impacting volume,
but changes the form of the slide in such a way that the overtopping results were nevertheless
overestimated. The shape of the slide is known to have an influence on the runup (e.g. Lynett
and Liu, 2005).
The findings regarding entrainments are valid for the process of basal entrainment only. The
influence of entrainment might also differ if values represented ploughing instead of basal en-
trainment. Ploughing takes place at the front of the flow and alters the impacting flow, generating
different wave forms. This was not assumed in the present study.
Despite all these restrictions, the analysis of variance allowed for drawing of conclusions on
the influence of the simulation-input factors on the resulting overtopping variables, even though
they were not always straightforward or simple. Some open questions for further research still
remain.
Open questions
It would, for example, be highly interesting to compare this simulation setup to a simulation
that also simulates the process of impact. If IBER were replaced with a designated impact wave
model (as compiled in Table 10.10 in Section 10.3.3.2), RAMMS results could be applied, to
define the velocity and shape of the sliding block. This setup would permit checking the as-
sumption that adequate runup simulation is possible without numerical representation of the
impact generation. Furthermore, the effect of the manual transformation of the RAMMS results
into impact hydrographs could also be verified. This second point would ideally be tested by
means of a fully physically-based multiphase simulation (e.g. on the basis of the SPH tech-
nique), which is, though, still very challenging.
In this study, the uncertainty propagation was tracked. This assessment was pursued with a goal
of establishing a qualitative categorization of the parameter uncertainties and parameter sensitiv-
ity according to the example of Worni et al. (2012b). Thereby more generally valid conclusions
might be generated.
Another open question, which was explicitly omitted in the presented analysis of variance, is
the importance of the location of the release area, which also influences the runup according to
Lynett and Liu (2005). This crucial issue will be extensively treated within the evaluation of
different (in location and size) rock/ice avalanche scenarios in the next chapter.
Relevance for risk management
Hazard assessment by means of numerical simulation of process chains such as impact-triggered
lake-outburst events is a young research field (Schneider et al., 2014; Worni et al., 2014). The
main contribution of the present study was to show, that coupling of simulations (even including
manual transfer) delivers reasonable results of an overtopping wave. The present study showed,
that IBER conserves the mass or momentum; so overtopping results are rather a consequence
of assumptions taken in the avalanche simulation. The importance of these initial parameters
was already known for avalanche simulations; the present study showed their significance for
coupled simulations.
Coupling of numerical simulations is a requirement for intensity maps generation, and the ad-
vantages of the combination of the models therein outweigh the disadvantages introduced by
blurring. To reduce this effect, scenario simulation is recommended. A corresponding example
is presented in the next chapter.

CHAPTER 13
HAZARD ANALYSIS OF POTENTIAL ICE
AVALANCHES AT MOUNT HUALCÁN
This chapter aims to bring together the methods presented and the advances elaborated in local-
scale hazard analysis of the process chain of a lake-outburst flow triggered by an avalanche-
induced impact wave. The research question treated is, "How can ice-avalanche scenarios be
developed and their effects on a lake be simulated and evaluated?". Ice-avalanche scenarios
emerging from Mount Hualcán above Lake 513 will again serve as an example.
Firstly, ice-avalanche scenarios are defined in an event analysis. The effect analysis is then
carried out by simulating the ice avalanche with RAMMS, the impact wave with IBER and the
outburst flow with RAMMS again. The conclusions and findings from the analysis of variance
will also be taken into account when interpreting the results.
13.1 Data and method
Fur the purpose of the present study, the detachment of an ice avalanche in the south face of
Mount Hualcán was assumed to be the initial event. Little experience with hazard analysis of
ice avalanches is available, and no standard procedures exist. According to the general proce-
dure of a hazard analysis (presented in Section 3.2.1), the proceeding is divided into an event
and an effect analysis. Difficulties for the event analysis arose from the remote and dangerous
location of potential detachment zones. The south face of Mount Hualcán is glaciated begin-
ning at an altitude of 4,600 m a.s.l, where continuous ice- and snow-avalanche activity can be
observed. This setting makes a local investigation practically impossible and an assessment on
a basis of remote sensing observations is also hardly feasible due to the extremely steep topog-
raphy. Therefore, innovative approaches combining different methods were elaborated to define
potential release scenarios.
Figure 13.1: Basis for the ice-avalanche scenario elaboration. Field observations in autumn 2012 (up-
perleft image), Google Earth 2003 image (lowerleft image) and aerial images from 1950 (images to
the right).
13.1.1 Elaboration of ice-avalanche scenarios
Here an approach was developed which is based on the analysis of the evolution and dynamics
of the glacier and understanding of the mountain’s characteristics. This procedure represents
a mixture of analysis of the terrain and of geomorphologic features in the terrain attesting to,
e.g. past ice-avalanche paths as described in the theoretical background on hazard analyses in
Section 3.2.1. The analysis is based on on-site observations and optical examination of a Google
Earth image from 2003, as well as on stereoscopic analysis of two analogue aerial photographs
of Mount Hualcán from 1950, provided by the Peruvian Unidad de Glaciología y Recursos Hy-
dricos (illustrated in Figure 13.1).
In a first step, the glacier was observed on-site in autumn 2012 and compared to the Google
Earth image. This allowed location of zones of detached ice, of moving ice (i.e., creeping steep
parts or hanging glaciers), or of newly formed objects; it also permitted recording of changes
in glaciation. Further, ice thicknesses were estimated based on the on-site observations and
estimations of experts. In a second step, the two analogue aerial photographs from 1950 were
analyzed with the help of a stereoscope. The glaciation was also compared manually with the
2003 Google Earth image and the corresponding changes were documented. This two-step ap-
proach allowed for an inventory of the glacier conditions at Mount Hualcán over the last 60
years, but more importantly, it allowed for recognition and location of the dynamic and more
stable parts of the glacier.
These results were in a next step used to determine potential detachment zones. Areas that
showed movements in the past, steep areas, new hanging glaciers, cliff-type situations or po-
tential evolving hanging glaciers were assumed areas prone to ice-detachment. Topographic
characteristics, ice crevasses and ice thicknesses supported in delineating area and volume of
potential ice avalanches. It was distinguished between small-, medium- and large-size events.
Often, ice avalanches also sweep along rocky parts during detachments (more explanations are
given in Section 4.2.2), resulting in combined rock/ice avalanches. The corresponding volumes
are hardly assessable. This is why ice avalanches only were considered in the present study.
The role of combined rock/ice avalanches is nevertheless included in the discussion of the re-
sults.
The effects of nine of these potential ice avalanches were assessed in a following step. In ad-
dition, an extreme scenario was assumed, representing much larger extents of ice detachments,
which could for example be triggered by earthquakes.
13.1.2 Application of the model chain to ice-avalanche scenarios
The effects of three potential ice avalanches per event size from the enumerated detachment
zones in Figure 13.3 were next simulated with RAMMS and IBER. The initial volumes were
approximated to the upper estimates illustrated in Figures 13.3b-d. The extreme scenario was
implemented as simultaneous release of the large release zones 7 and 9.
The simulations were run based on the 8-m DEM derived from 2012 WorldView satellite im-
ages, and bathymetric data was derived from field campaigns in July 2007 and June 2011
(Cochachin, 2011). Parameters for friction calibration (µ=0.12/x=1000) and entrainment (depth
of erodible layer = 0.1m, density of erodible layer =1000kg/m3 and entrainment factor 0.09) in
RAMMS were determined according to the variables, which were back-calibrated by Schneider
et al. (2014) to best fit the 2010 event (Table 12.1). RAMMS results were transformed into the
IBER hydrograph with the help of the mean method (see Section 12.1 for closer explanation).
IBER was run with a Manning value of 0.25. The simulation of the outburst flows was carried
out with RAMMS, taking into account different flow behaviours along the path according to
Schneider et al. (2014) (see Figure 11.3 in Section 11.2).
The hazard scenarios resulting from the event analysis and from the numerical process-chain
simulations are presented in the next section.
13.2 Results
13.2.1 Dynamics in glaciation, potential ice-avalanche detachment zones
and volumes
A first step toward understanding of the mountain’s characteristics and the glacier’s evolution
was attempted through comparison of field observations with Google Earth images and aerial
images. The thereby-detected dynamics are illustrated in Figure 13.2 and served as a basis for
locating potential ice avalanche-detachment zones and volume estimations.
Many serac zones were observed in the moderately steep part below the cliff, which is charac-
teristic of ice loss. It was assumed that the seracs would collapse successively rather than detach
Figure 13.2: Glacier dynamics of Mount Hualcán south face. Mapped changes and dynamics in glacia-
tion, observed changes in the last 60 years at Mount Hualcán south face. The Google Earth 2003
image serves as background.
as a large ice mass. Therefore, these areas were assumed to be zones of continuous erosion (Fig.
13.3a). Considerable ice masses were mapped to have disappeared along the cliff at 5,450 m
a.s.l. During the field observation period, continuous breaking off of small ice avalanches was
observed. It was noted that ice avalanches flow as much towards Lake 513 as in the direction
of Lake Cochca. Therefore the cliff was also considered to be a zone of ongoing erosion. Nev-
ertheless, impressive crevasses were detected near this ice front of approximately 40-60 m in
height, therefore several medium- to large-scale detachments from this location are also con-
ceivable. Behind the cliff, a rather flat and stable area is located before the ascent to the peak.
Here, large ice masses were observed to deform into ductile, partly formed, hanging glaciers.
Further patches of ice were observed to have disappeared, while new hanging glaciers have
formed since 1950. In summary, the uppermost 1,000 vertical metres of the Hualcán south face
is a very active zone with estimated ice thicknesses between 10 to 40 m, where several potential
detachment zones were located.
Volume estimates were gained considering the area within crevasses and the corresponding ice-
depth approximations. Related small-size scenarios include release volumes around 40,000-
100,000 m3 (Fig. 13.3b), release volumes of medium-size scenarios are considered to be around
200,000-900,000 m3 (Fig. 13.3c), and large scenarios are expected to involve initial volumes
around 1,000,000-2,000,000 m3 (Fig. 13.3d). Extreme scenarios, assuming simultaneous trig-
gering of two large ice avalanches simultaneously, e.g. by an earthquake, can involve initial
volumes up to 4,000,000 m3 of ice.
Figure 13.3: Potential ice-
avalanche detachment zones
and ranges of estimated vol-
umes (m3) at Mount Hualcán
south face include; (a) zones of
continuous erosion; detachment
zones of potential (b) small ice-
avalanche events, (c) medium
ice-avalanche events, (d) large
ice-avalanche events. Effect
analyses were carried out for
the potential detachment zones
numbered in red.
13.2.2 Modelling the effects as a process chain
The effect of selected, potential ice avalanches was then assessed by means of numerical sim-
ulations applying RAMMS and IBER. The RAMMS ice-avalanche simulations suggested that
all potential ice avalanches might reach Lake 513, independent of their detachment locations or
initial volumes (Fig. 13.4). The simulation further indicated that with one exception only (sim-
ulation 1), all avalanches might split and also flow towards Lake Cochca. Six out of these nine
avalanches were even modelled to impact Lake Cochca (scenarios 2, 3, 4, 6, 7, 9 and extreme).
Therefore, another hazard is located in Lake Cochca, which will necessitate further assessment
not included in the present study. In most cases, however, the main flow was simulated to tend
towards Lake 513. This splitting of the flows nevertheless implied a decrease in the mass im-
pacting Lake 513. This mass loss might be the reason why finally only two large scenarios (7
and 9) and the extreme scenario contained an overtopping of the Lake 513. In the large scenar-
ios, overtopping volumes of 66,000 m3 (scenario 7) and 75,000 m3 (scenario 9) were simulated.
The overtopping volume triggered in the extreme scenario differed in the order of one magni-
tude of about 325,000 m3.
The routings of these three outburst flows were again simulated with RAMMS. The resulting
inundation scenarios are illustrated by means of hydrographs along the course in Figure 13.5b.
The effect of the outburst event is simulated perceptibly until the confluence with the Río Santa
in all three scenarios. Analogous to the overtopping volumes, the flow characteristics of the two
large scenarios were comparable, and only the extreme scenario indicated a larger discharge.
According to this simulation, parts of the centre of Carhuaz would be affected by the outburst
flow, even though middle to strong inundation heights (>2 m) would only be expected in or
directly adjacent to the river bed.
Figure 13.4: Simulated flow traces of potential ice avalanches at Mount Hualcán south face (maximal
flow velocities generated by RAMMS are illustrated). The effects on the Lake 513, here the overtop-
ping volumes, were generated with IBER. The scenario numbers are defined in Figure 13.3.
13.3 Discussion
Currently available hazard assessments of ice avalanches are applicable to already-identified
problematic zones only (e.g. Margreth and Funk, 1999; Margreth et al., 2011; Pralong et al.,
2005). In the present study, however, a more future-oriented approach was established, based
on understanding of the glacier’s dynamics. Correspondingly, little reference work is available
for direct comparison of the methods or results. To compensate, findings from the analysis of
variance presented in the previous chapter are considered in the discussion.
Data, method and results
The ice-avalanche volumes elaborated in the present study fit into the range of empirical values
gathered by Schneider et al. (2011), which were also applied as a reference for scenario def-
inition by Schneider et al. (2014). The rating of the scenarios however, was not in line with
Schneider et al. (2014), whose ice-avalanche volume assumptions per scenario (small, medium,
large) were one magnitude higher than the ones from the present study. Their medium scenario
already contained ice-avalanche volumes up to 1 million m3 and initial volume of their large
scenario corresponds to the extreme scenario of the present study. These differences are justi-
fied in different assumptions regarding the nature of the avalanches. While only ice avalanches
were assumed in the present study, Schneider et al. (2014) adapted the volume estimations to
combined rock/ice avalanches.
The main effects of initial volume and calibration together with their interactions resulted in the
analysis of variance (Chapter 12) to explain roughly between 60% and 70% of the variances in
the overtopping wave’s characteristics. The definition of these two factors is thus highly respon-
sible for whether a wave overtops or not in Lake 513.
The applied friction and entrainment calibration fit to the 2010 event (Schneider et al., 2014),
whose initial volume was assumed to be between 200,000 m3 and 450,000 m3 (Table 12.1). The
Figure 13.5: Modelled hydrographs of the lake-outburst flows and the inundation simulated in Carhuaz
for the extreme scenario. For the scenario number refer to Figure 13.3.
volumes of the small and medium scenarios of the present study were mostly in this range. The
corresponding simulation results at the impact in the lake can therefore be assumed to be reli-
able with regard to the friction values chosen. For the large and the extreme scenarios, however,
lower friction could have been assumed (e.g Margreth et al., 2011; Preuth et al., 2010; Schneider
et al., 2010; Sosio et al., 2012). This would have been even more justified, as the initial volumes
of the ice avalanches corresponded to the upper estimations and it would have been feasible to
define lower friction values for the large/extreme ice avalanches. A reduction in friction would
have implied even higher impact momentum and larger impact waves (Section 12.3.4). From the
calibration point of view, the impacts and the overtopping waves are possibly underestimated,
also with regard to the number of scenarios including overtopping.
Higher entrainment rates of the ice avalanches would also have been legitimate, especially as
basal entrainment only was assumed. Comparisons of the effects can, for example, be found in
Margreth et al. (2011), who tested different entrainment parameters in relation to the snowpack
stability. But comparison to the analysis of variance might be more informative for the present
simulation. The results of the previous chapter indicate that the overtopping volume of large
and extreme scenarios might have risen by approximately 10% through changes in entrainment.
Entrainment was, however, not considered to raise the number of overtopping waves.
The simulations of the overtopping waves can also be regarded as robust with regard to the
transformation of the RAMMS results into IBER input-hydrographs, according to the analy-
sis of variance. Other preliminary assessments, however, doubt the reliability of the mass-
conservation principle implemented in the manual method, as it leads to conservative overtop-
ping results (Guillén Ludeña et al., 2014).
For simulation of debris flows, fine DEM in the range of 1-4 m are recommended for detailed
hazard analysis (Bühler et al., 2011; Stolz and Huggel, 2008). The present simulation on basis
of an 8-m resolution DEM is nevertheless considered adequate for the narrow channel of the
Río Chucchun, where topography basically prohibits much spread of the flow. Simulation of the
potential affected area on the fan, however, should be interpreted more carefully. This resolution
is, though, a rather good basis for such little monitored and investigated areas. More crucial
regarding the accuracy of the outburst-flow simulation might have been the RAMMS calibration,
which was discussed by Schneider et al. (2014).
Implications for risk management in Carhuaz
Several conclusions regarding risk management in Carhuaz can be drawn from this ice avalanche
hazard analysis. Only large or very large ice avalanches (featuring at least 1 million m3) are
considered capable of triggering an overtopping of the rock dam of Lake 513. A consider-
able amount of an ice avalanche is assumed to split off and flow towards the smaller, moraine-
dammed Lake Cochca. Therefore a detailed hazard assessment of this lake is recommended,
first efforts were presented by Schneider et al. (2013).
Considering uncertainties and their propagation through the simulation, especially regarding
friction calibration, more than the three overtopping scenarios modelled here are could feasibly
affect Carhuaz. This is even more likely if combined rock/ice avalanches are assumed (see the
results of Schneider et al. (2014)). But small ice avalanches are unlikely to trigger an outburst
event. Due to the topography along the channel of the Río Chucchun, the outburst flow varies in
discharge rather than in inundation area. Differences have to be expected for the fan, where only
very large ice-avalanche scenarios are assumed to affect large areas outside the river channel.
In the present study it was abstained from transformation of the outburst-flow simulations into
hazard maps and from finalizing the risk analysis, because the main features of hazard maps,
damage potential and risk in Carhuaz were already presented (Portocarrero, 2013a; Schneider
et al., 2014).
Synthesis
Coupling simulations is afflicted with large uncertainties which do have considerable effects on
the results, as assessed in the previous chapter. Hazard analysis based on a single simulation
run is therefore highly difficult. The application of a simulation chain to a set of scenarios
nevertheless allows this study to draw valuable conclusions on the overall hazard situation, as
demonstrated in this chapter.
This chapter concluded the part on local-scale hazard assessment of impact wave-triggered lake-
outburst flows by combining innovative ice avalanche-scenario development with numerical
simulations of the triggered process chain and interpretation of the results under consideration
of the uncertainty propagation.
But a hazard analysis is not an ending point. It is the base and input for a risk analysis, which is
the topic addressed in the next part.
Part IV
Advancing and expanding consequence
analyses and risk estimations for
high-mountain lake-outburst events
The Parts II and III addressed specific gaps with regard to the first objective of the thesis. The
first objective was to improve systematic analysis and anticipation of hazard potentials emerging
from high-mountain lakes within the framework of integrated risk management.
The second objective of the thesis is to improve and expand consequence analyses and risk
calculation approaches with regard to high-mountain outburst flows, also considering future
conditions. This objective is treated in the present section, in which selected issues of damage
potential and risk estimations regarding high-mountain lake-outburst events will be treated.
Firstly, quantification of all costs caused by the 2008 lake-outburst event in Grindelwald, Switzer-
land, is presented (Chapter 14). Secondly, a method for conducting future-oriented risk estima-
tions considering future hazards and land-use changes will be presented, with the help of a
modelled overdeepening (which is assumed to be a potential location of a future lake) above the
town of Naters, Switzerland (Chapter 15).
CHAPTER 14
COST ASSESSMENT OF A
LAKE-OUTBURST FLOW IN
GRINDELWALD WITH REGARD TO
TOURISTIC INFRASTRUCTURE
Lake-outburst events can cause disasters with consequences reaching farther than the directly af-
fected area, as illustrated with some examples in Section 2.1. Correspondingly, inclusion of the
direct costs only into risk analyses is not always adequate. In Switzerland, for example, the loss
is defined as the value of exposed objects and the number of persons exposed. A complete cost
assessment considers, along with the direct costs, the indirect, intangible, business-interruption
and risk-reduction costs (see Section 3.2.2).
The present chapter treats the research question, "Can a complete costs assessment be carried
out as part of a practical application to a lake-outburst event?". For this purpose, the damage
potential estimations, loss and costs caused by a lake-outburst flow in Grindelwald in 2008 will
be reprocessed with special focus on the touristic infrastructure.
The main text and some illustrations reproduced here were originally published by Lehmann Frie-
dli and Schaub (2013) in German, which will not explicitly be referenced any more. The publi-
cation of Lehmann Friedli and Schaub (2013) (and the present chapter) constitutes a summary
of the study carried out by Lehmann Friedli (2013), where the methodology and the results are
described in more detail. The present chapter picks up and reflects upon some of the main out-
comes with regard to the present study. That is why they might, in places, differ from conclusions
drawn in Lehmann Friedli (2013).
Based on a collaboration with Therese Lehmann Friedli I (Yvonne Schaub) provided a risk man-
agers expertise to complete the tourism-oriented cost assessment. As such, I elaborated the risk
management framework for the study in (a) allocation of the costs for loss and risk-reduction
measures accordingly (summarized in Table 14.3), in (b) elaboration of the structure of the work
and in (c) the discussion and interpretation of the results. I further actively participated in (d)
the paper writing and editing process.
14.1 Grindelwald case-study description
Grindelwald (also known as the Eiger village) is a place in the Swiss Alps at 1,050 m a.s.l. It
is a lively community, frequently visited by mountaineers and visitors from all over the world,
thanks to its affiliation with the Jungfrau-Aletsch UNESCO World Heritage Site. This makes
Grindelwald one of the most important tourism centres in the Bernese Alps (Lehmann Friedli,
2013).
The lower Grindelwald glacier has decreased strongly in mass and length during the last 150
years. As one consequence, a lake formed in 2007 on the flat tongue of the glacier, which
featured a volume of 240,000 m3, and that increased to 2.6 million m3 in 2009 (Werder et al.,
2010). This lake was also partially dammed by deposition of a rock-slope failure which oc-
curred in 2006, when 172,000 m3 of rock detached from the east flank of the Eiger (Oppikofer
et al., 2008). This lake formed in a highly dynamic environment and was affected by further
slope failures. Parts of the lateral moraine regularly impacted the lake, but never caused the
lake to burst out (NELAK, 2013). However, on 30th May 2008, 800,000 m3 of water drained
progressively and temporary blockages caused four waves with peak discharges up to 110 m3/s
(Fig. 14.2). As a consequence, a tunnel was constructed in 2009/2010 to control the lake level
(Gletschersee, 2012).
(a) Location of Grindelwald in Switzerland. (b) Hazards at the lower Grindelwald glacier (Haeberli
et al., 2010a).
Figure 14.1: The case study of Grindelwald. The hazards in Figure b are as follows: (1a) rockslides,
(1b) lateral moraine failure, (2ab) ice avalanches, (3a) degradation of permafrost, (3b) rockfall
Mättenberg, (4) debris flows and erosion of lateral moraine in warm permafrost, (5) glacier lake.
Figure 14.2: Discharge curve of the
lake-outburst event of May 30th
2008 at the lower Grindelwald
glacier. The progressive enlarg-
ing of the channel was combined
with several sudden ruptures af-
ter channel blockage. Diagramm:
Nils Hählen, Oberingenieurkreis
I Kanton Bern, 2008. Figure
and Caption from Haeberli et al.
(2012).
14.2 Method
For the purpose of the present study, the hazard situation before construction of the tunnel was
assumed. As a starting point for cost estimation, the appraisal of the potential direct, primary
costs in the region of Grindelwald in the case of a lake-outburst flood without the tunnel (Hählen,
2008) was taken. These direct costs only comprised material assets (infrastructure and build-
ings). A listing of all kinds of costs presented in Section 3.2.2 was established on the basis of
these estimations and related to the phases of a lake-outburst event as presented in Figure 3.2.
This compilation is illustrated in Table 14.3, which is explained in the following paragraphs.
To merge the points of view of risk managers and tourism professionals, the damage potential
was classified according to the chronological incurrence into primary (at the day of the event),
secondary (in consequence of an event) and tertiary (after the event) damages (Weber, 2007).
Distinction was made between expected costs through loss (combined as damage potential) and
costs for risk-reduction measures. The vulnerability of objects and the lethality of persons were
not considered, to keep things reasonably simple and because no risk estimation was attempted.
The exposure scenario assumed the event occurring during touristic high season in July, and the
study area also included the entire catchment of the River Lütschine down to Bödeli and Inter-
laken, next to the destination Grindelwald (see Fig. 14.1a). The hazard scenario assumed was an
inundation along the River Lütschine as a consequence of a lake outburst with peak discharges
of 200 m3/s.
On this basis, the secondary and tertiary costs for tourism were estimated with the help of expe-
riences gained from the strong avalanche activities in 1999 in Switzerland (Nöthiger, 2003) and
from the flooding event in Engelberg in 2005 (Weber, 2007). These cost estimates were eval-
uated in an expert hearing by four persons who work in fields concerned by the 2008-outburst
event (see Lehmann Friedli (2013) for more details).
14.3 Resulting costs
The total damage potential resulted from the direct, primary damages analysed by (Hählen,
2008) and from estimates on the secondary and tertiary damages as described in the previous
section. The hazard situation before construction of the tunnel was assumed.
14.3.1 Expected costs through loss without the tunnel
Given the above-described situation, 80% of the primary damage caused in the phase during
the event (Phase 2, Table 14.3) is located in the area of Bödeli and 6% in the community of
Grindelwald. The estimated direct costs in Grindelwald amount to 3.1 million Swiss francs
and are mostly composed of damage to buildings and to touristic infrastructure. The latter is
composed of:
• Railway station and several railway tracks
• Two camping sites
• Valley station of the cable car (including the carpark)
• Access road to Grindelwald and several local roads
• Hiking trails along the river Lütschine
The direct damage potential resulted in 92 million Swiss francs. Expenses were incurred on
buildings (65.7 million Swiss francs) as well as on roads and railway tracks (26.3 million Swiss
francs) (Hählen, 2008). The extended primary damage potential on touristic infrastructure is
summarized in Table 14.1.
The expected loss with relevance to tourism is higher than what is declared in Table 14.1, be-
cause damages to buildings, roads and railways, which were considered in the direct-damage
Damage potential Cost unit (CHF) Total (CHF)
Car parking and Railway station apiece: 30,000 6,000
(July: 200 cars, 5 motor coaches) Coach: 300,000 1,500,000
Car: 20,000 4,000,000
Camping sites apiece: 50,000 100,000
(July: full occupancy, 66 residence and 108 touristic places) Caravan: 30,000 1,980,000
Tent: 1,000 100,000
Hiking trails along the river Lütschine per m: 200 2,000,000
Damage to shorelining (several km) 2,500,000
TOTAL 13,700,000
Table 14.1: Estimation of the extended primary damage potential regarding touristic infrastructure in
case of a lake-outburst event. CHF = Swiss francs.
potential, would also strongly affect tourism. In total, four-fifths of the direct damage potential
refers directly or indirectly to tourism.
In a next step, the secondary damages involving business interruption and indirect costs during
or in direct consequence of the event were estimated (Phase 3a in Table 14.3). The estimation
of costs was based on past event analyses, for instance from the flood in Engelberg in 2005 (see
Weber (2007)). The following assumptions were made for the analysis:
• 14-day interruption of traffic on the road to Grindelwald in July
• 14-day interruption of the railway tracks to Grindelwald Dorf, simultaneously
• 14 days of strong disturbances on the roads in the areas of Interlaken and Bödeli, resulting
in reduced operation of industry and service
For Grindelwald the touristic sales per year were assumed to be 350 million Swiss francs, to
calculate the expected loss per day (Table 14.2). The same amount can be applied to Interlaken
because of the similar amount of overnight stays. In Interlaken, the sales per day, however, have
a smaller result than for Grindelwald, because Interlaken has a longer high season.
The secondary damage potential amounts to at least 36 million Swiss francs. This estimation
constitutes probably the lower limit, because the assumption on the duration of interruption
would have to be extended for certain businesses (Hählen, 2008). The railway station and the
adjacent tracks would, for instance, be completely destroyed in case of such an event. This
could lead to a complete interruption for up to three months.
Overall the tertiary damage (Phase 3b in Table 14.3) can only be assessed descriptively. Analy-
ses of the strong avalanche activities in winter 1999 (Nöthiger et al., 2002) showed that the num-
ber of day trippers immediately and precipitously reduced in the month of occurrence. Some
of the month’s overnight visitors were already on location, but their number decreases contin-
uously as a consequence of the event, upon which the inland tourists leave before the foreign
ones. Furthermore, some tour operators might temporally remove the destination from their
range. The short-term low-point in overnight stays, however, is only reached after disarming of
the situation. After recovering from the event, domestic overnight tourism recovers faster than
international tourism: foreign visitors generally hesitate longer in booking. The number of day
trippers can, however, rise immediately upon re-opening of the transportation routes, because of
gawkers.
As a consequence of such an event, the image of a tourist destination is likely to change, which
Damage potential Assumptions / Unit Total (CHF)
Business interruptions CHF 350 million sales per year and 250 days 19,600,000
Destination Grindelwald high season in tourism- 1,400,000 CHF/day
Business interruptions CHF 350 million sales per year and 300 days 16,330,000
Region Bödeli high season in tourism - 1,170,000 CHF/day
Table 14.2: Top-down calculations of the secondary damage potential with relevance to tourism through
business interruptions. CHF = Swiss francs.
does not necessary implicate loss. The media push the destination into the public interest with
shocking news; as a long term-effect, however, the name of the destination tends to stay in
memory (Weber, 2007). This leads to a normalization of the overnight stays at some point with-
out effects of compensation. The event of a lake outburst, however, can in this regard not be
compared to a normal inundation if the event repeats regularly. Such subsequent events would
increase uncertainty and cause a lasting negative image.
The costs for potential, tertiary damages can raise up to several million Swiss francs during high
season (Weber, 2007). This effect would be especially strong in the case of Grindelwald, due
to the expected decrease of foreign tourism: 2.5 times more international than domestic tourists
stay overnight.
14.3.2 Costs of risk-reduction measures
Risk-reduction measures can be divided into several parts, in line with integrated risk manage-
ment illustrated in Figure 3.2. In the following, the risk-reduction measures applied in Grindel-
wald with regard to the outburst event in 2008 will be discussed.
Emergency provisions mainly aim at mitigation of fatalities (BABS, 2013). The unclear situ-
ation before construction of the tunnel provoked high costs for the corresponding emergency
provisions (Phase 1 in Table 14.3). A warning system was set up, which caused high expenses
for both public and private stakeholders. The cantonal spendings on technical surveillance,
warning- and alarm deployment as well as for expertise amounted to roughly 350,000 francs per
year for the entire region. Most of the costs were incurred by Grindelwald. The communities
were burdened with personnel costs for the surveillance and emergency planning. In Grindel-
wald the corresponding expenses amounted to several thousand Swiss francs per year. Assuming
a situation of threat for five years, would result in total costs of about 3 million Swiss francs.
Reconditioning and reconstruction costs for clearing and reparation (Phase 3a in Table 14.3)
of buildings are, in Switzerland, usually included in the buildings’ insurance policies in the
amount of 10% of the loss amount (GVB, n.y.). In the case of Grindelwald, reparation costs
were also assumed to be 10% of the damage to buildings and thereby amounted to 6.6 million
Swiss francs. These costs do not consider missing person-days, because that information was
not available for the analysis. Efforts of the army, air force, fire fighters and the road service
department are included in the personnel costs of the community, canton and the state and are
hence not explicitly shown in this analysis either (Nöthiger, 2000). Also not explicitly shown
Figure 14.3: Tertiary damages. Possible variations in frequency in the short- and middle-terms.
are workplace absences of volunteers assisting in the disaster zones.
One consequence of inundation scenarios with peak discharges around 200 m3/s, would be de-
position of large amounts of bed load, because the river Lütschine would have to open new
tracks. The costs for removal would amount to approximately 2.5 million Swiss francs, assum-
ing a minimal deposition volume of 100,000 m3 (outburst event in 2008: 600,000 m3).
After the event in 2008, a tunnel was built to prevent another outburst. It is 2 km long and costs
of construction were 15 million Swiss francs. The tunnel allows for control of the lake level
during the melting period. Up to now, the tunnel has proven itself, and only minor adaptations
are foreseen. The entire area is highly dynamic, and is still intensively monitored (Gletschersee,
2012).
In total, the expenses for risk reduction measures summed up to at least 28 million Swiss
francs.
14.3.3 Comparison of all costs
Compared to the annual touristic sales of 700 million Swiss francs in Interlaken-Grindelwald,
the secondary damage potential with a height of 36 million Swiss francs amounts to 5% of these
sales in the scenario of a lake outburst without tunnel. The reporting of the situation before
the construction of the tunnel in Europe certainly caused an advertising effect. The uncertainty
caused by the negative reports made tourists hesitatant and produced a negative image change,
which had to be compensated by huge efforts in marketing. These efforts can easily lead to sales
shortfalls of 10%. The secondary and tertiary damage potential amount in additional costs at the
height of two-thirds of the primary damage potential, which is illustrated in Figure 14.4.
Even though the expenses for risk reduction – in total 28 million Swiss francs – seemed high,
they only amount to four-fifth of the entire damage potential (Fig. 14.4). From this comparison
Figure 14.4: Comparison of the primary to
the secondary and tertiary damage po-
tential and to the costs for risk reduc-
tion measures. CHF = Swiss francs.
it can, however, not yet be concluded that the risk-reduction measures were cost effective, as im-
portant elements of risk analyses were not considered, such as vulnerability and lethality.
14.4 Discussion
Method and Results
In this chapter a study was presented which aimed to quantify all kind of costs caused by a
lake-outburst flow and to compare them to each other. The research question treated was, "Can
a complete costs assessment be carried out as part of a practical application to a lake-outburst
event?". The study was carried out with the help of the case study of a lake outburst in Grindel-
wald, and focused strongly on touristic aspects.
The study results show that it is possible to estimate and quantify costs almost entirely. This
assessment was possible thanks to the well-documented analysis of the 2008 event and because
of experiences reported from comparable incidents. The available knowledge could also be ap-
plied to potential outburst events, at least in a well-documented country like Switzerland. For
countries where events are documented to a lesser extent, a complete cost-assessment might be
more difficult.
The application of the cost-classification according to Meyer et al. (2013) to risk analyses turned
out unfavourable, as costs for risk reduction measures are not meant to flow into the risk analy-
sis but are separately assessed during evaluation of risk-reduction measures. The approach was
therefore adapted and the study distinguished among primary, secondary and tertiary damage
as well as risk-reduction costs (according to Weber (2007)). The investigated costs for business
interruption, indirect and intangible costs were considerable, which supports the critique that
including direct costs only into the consequence analysis is not adequate, especially for tourism
destinations.
Relevance for integrated risk management
Accounting for the entire range of (potential) cost caused by a lake-outburst flow is further
important with regard to integrated lake management. It facilitates a more adequate cost-
distribution to the different stakeholders and might thereby bring more parties into the decision-
making processes. This shared responsibility might support the elaboration of multi-purpose
(risk-reduction) measures, which might further facilitate the better embedding of risk manage-
ment into a more integrated lake management. This management aspect will be further dis-
cussed in the final Part V of this thesis after having taken the future-oriented hazard assessment
perspective into account in the next chapter.
P Moment in time
/ Duration
Expected costs through loss (damage
potential)
Costs for risk-reduction measures
1 Threat situation
(without
protective
structures)
Emergency provisions
• Expertises
• Alert and evacuation strategy
2 The day of the
event
Primary damage (a)
• Buildings
• Transportation routes
Extended primary damage (a)
• Car parkings
• Camping sites
• Valley station of the cable car
• Hiking roads
• Supply and services
• River shorelining
3a During and in
direct
consequence of
the event
Secondary damage
• Business interruptions (e.g. through
blockage) (c)
• Follow-up costs (e.g. raising insurance
rates) (b)
Intervention (e)
• Preparations of personnel and material
for intervention (e.g. sandbags,
operation schedules)
• Evacuation
Recondition and reconstruction (b)
• Clearing and reparation (of buildings,
man-days of task-forces (army, etc))
• Removal of flood depositions
3b After the event
(mid-term
effects)
Tertiary damage
• Business interruptions because of
uncertainties (insufficient information,
missing accessibility, etc) (c)
• Image transformation (d)
4 Improvement and
development
(with protective
structures)
Prevention (e) Construction of
protective structure
• Investment
• Operation
1 New threat
situation
Follow-up costs (e)
• Reparation of structures
• Follow-up investments
• etc
Table 14.3: Phases (P) of the threat situation (after Figure 3.2 in Section 3.1) caused by the lake-outburst
event in Grindelwald and allocation of the corresponding costs for loss and for risk reduction mea-
sures according to BABS (2013); Weber (2007). Classification of costs after Meyer et al. (2013): (a)
direct costs, (b) indirect costs, (c) business-interruption costs, (d) intangible costs, (e) risk-reduction
costs

CHAPTER 15
DAMAGE POTENTIAL AND RISK
ESTIMATION FOR FUTURE CONDITIONS
WITH THE EXAMPLE OF NATERS
In Chapter 3 the procedure for damage potential and risk estimation was presented. The avail-
able assessment methods or guidelines aim at taking the current status, especially with regard
to damage potential assessment. One of the challenges of anticipatory risk management is,
however, to integrate future physical hazards with future damage potential, given future socioe-
conomic conditions. To project socioeconomic conditions and exposure into the future, land-use
modelling is typically applied, following a number of storylines (e.g. Bouwer et al., 2010). In
Switzerland, spatial development scenarios have been generated at national scale (Wissen Hayek
et al., 2011), a set thereof was presented in Chapter 9 and discussed with regard to the relevance
of the long-term rock-avalanche impact susceptibility of high-alpine lakes in Switzerland. Yet,
downscaling of the scenarios to the scale and purpose of local land-use scenarios for risk esti-
mations remains challenging.
This chapter is based on a study published by Nussbaumer et al. (2014), which aims at reduc-
tion of important existing gaps with respect to local-scale future risks from lakes in deglaciated
areas. If not referenced otherwise, figures are from Nussbaumer et al. (2014). This chapter,
however, picks up and reflects some the main outcomes with regard to the present study.
This paper emerged from the Diploma Thesis of Souria Nussbaumer, which I (Yvonne Schaub)
accompanied as her direct supervisor. As such I contributed to reflections on research ques-
tions, methodology and discussion of the results, mainly with regard to risk management as-
pects. Within the paper writing process, I provided much of the background on risk estimations,
finalized illustrations and incorporated many reviewers comments, such as the comparison of
the two risk matrices.
The method presented is concentrating on the case study of the Grosser Aletsch glacier region
and therein on the community of Naters. The objective of this study was (1) to develop a feasible
Figure 15.1: (a) Location of the risk study area in Naters, Switzerland and of modelled overdeepenings
in the glacier beds in the Aletsch glacier area, which are assumed potential sites of future lake
formation (Linsbauer et al., 2013). Integration of the intensity maps elaborated for the outburst
scenarios of 4 million m3 (b) and 20 million m3 (c). DEM25 reproduced with permission of swisstopo
(BA110005).
methodology for the evaluation of future risks related to GLOF hazards for a local Alpine setting
by assessing changes in hazards and land-use; and (2) to apply the methodology to the case study
of Aletsch/Naters (Valais, Switzerland). Both, the methods and the results should be of use for
medium- to long-term planning, and allow anticipating risk reduction. Accordingly, the two
time horizon addressed are the years 2021 and 2045.
Naters is a municipality in the canton Valais in Switzerland at an altitude of 673 m a.s.l. It is
a typical Swiss dormitory town, most of the people work in bigger towns nearby. In the last
decade a considerable increase in population has taken place, as Naters has become a zone of
attraction, especially to people from adjacent small villages. About 90% of the Naters’ 8,300
inhabitants live in the valley bottom where also extensive agriculture is conducted. The valley
is crossed by the rivers Rhône and Massa and surrounded by steep slopes (Swisstopo, 2010)
(Fig. 15.1a). The Massa flows to Naters from the reservoir lake Gibidum, which retains the melt
water of the Aletsch glacier.
15.1 Data and methodology
In order to estimate the risk of a GLOF in Naters under future conditions, a three-step method-
ology was developed (Fig. 15.2a). First, socioeconomic scenarios were generated and different
driving forces were identified and quantified. This information was implemented in a second
step into the land-use scenario modelling. Finally, scenario-based land-use transitions were
combined with flood hazard to risk estimations.
Interviews with local authorities were conducted in July 2011 to better understand processes
and limitations of land-use changes in the municipality of Naters. Interviewees represented the
local planning department and the government of Naters.
Spatially explicit storylines of future land-use changes within the region were modelled on the
basis of national survey data from the two survey periods 1979-1985 (BFS, 1986) and 1992-
1997 (BFS, 1998). The Swiss land-use statistics differentiate between 45 categories, which
were reclassified into nine classes (Table 15.1) identified as most relevant for risk assessment
within this study, namely "multi-family house", "single-family house", "mixed-use" (such as
business buildings or parks), "industry", "railway", "roads", "agriculture", "forest" and "unpro-
ductive area" (such as water bodies or bedrock).
The Swiss land-use statistics were complemented until 2009 throughmapping of land-use changes
based on a field survey, the interviews with local authorities and the most recent topographic
maps (Swisstopo, 2010).
Estimation of economic values of the different land-use classes were adopted from the offi-
cial Swiss platform for assessment of efficiency of protection measures against natural hazards
"EconoMe" (BAFU, 2010). The visualization of the socioeconomic scenarios and the lake-
outburst flow modelling rested upon the digital elevation model with 25m accuracy (DEM25),
provided by Swisstopo (2010).
(a) Simplified overview of the methodology. (b) Procedure for generating scenarios.
Figure 15.2: Methodology
15.1.1 Socioeconomic scenario development for land-use changes in Naters
The exploratory scenarios (c.f. Carter et al., 2001) were developed (Fig. 15.2b) following the
approach of Wissen Hayek et al. (2011). The goal of the present scenario development was to
elaborate plausible land-use storylines for the municipality of Naters until 2045 which cover a
wide range of fundamental uncertainties in regional socioeconomic development and associated
land-use changes. The extrapolation of the current state of land-use served as a baseline sce-
nario.
The most relevant drivers of regional development, land-use changes and the potential devel-
opment pathways for Naters were identified based on a literature review (Hiess, 2010; OcCC,
2007; BUWAL, 2003; IPCC, 2012; Voigt et al., 2010), as well as on interviews with represen-
tatives of the local planning authority and government (oral statements Holzer (2011); Michlig
(2011)). The driving forces and the development pathways were then combined to three land-
use scenarios. The scenario storylines could per se not be validated, but plausibility checks
were performed by cross-checking the scenarios with other scenarios for Swiss mountain re-
gions (ARE, 2008; Leitungsgruppe des NFP 48, 2007; Walz et al., 2007; Wissen Hayek et al.,
2011).
15.1.2 Land-use modelling: quantification and allocation of changes
Similar to other studies (Walz et al., 2007) land-use modelling was performed by first quantify-
ing land-use transition rates and then allocating the changes in space.
Reclassified land-use classes Description (original land-use class number)
Multi-family house Multi-family houses, backyards
(MFH) (27, 47)
Single-family house Single-family houses, agricultural buildings, backyards, allotment gardens
(SFH) (25,28,45,52)
Mixed-use Mixed-use, backyards, sports areas
(Mix) (29,49,51)
Settlements MFH, SFH, Mix
Industry Industry, industrial railways, repositories, diggings
(Ind) (21,41,64,65)
Railway Train station area, railways, green areas
(Rail) (35,36,67)
Roads Roads, Parking lots, green areas
(Road) (33,34,68)
Agriculture Sparse orchards, gardenings, meadows, pasture lands
(Agri) (77,78,81,82,83,84,85,86,87,88,89)
Forest Open and closed forests
(For) (11,12,13,14,15,16,17,18,19)
Unproductive area Glaciers, Water, Rocks, open vegetations
(Unprod) (90,91,92,95,97,99)
Table 15.1: Reclassification of the land-use classes by (BFS, 2011). The abbreviations will be used
further on in the document. To simplify, MFH, SFH and Mix will also be merged to settlements.
Quantification of land-use changes
In the present study, the three socioeconomic scenarios were translated to land-use change rates
by a) extrapolation of the observed changes for the trend scenario ["o"] and b) by conditional
adaptation of these rates based on the quantification of driving forces in the two further scenarios
["+"] and ["-"]. These scenarios will be explained more in detail in the results in Section 15.2.1.
This approach combined the advantages of explorative and rule-based approaches.
Here, land-use transition rates were estimated for two 12-year steps (1997-2009 for validation
and 2009-2021) followed by a 24-year step (2021-2045). Because uncertainties increase in fu-
ture, a 24-year step was chosen instead of two 12-years steps. For this purpose, the observed
transition rates from past changes between the two available land-use data sets were first extrap-
olated for the trend scenarios "o" (BFS, 1986, 1998). These rates were limited to the legal plan-
ning constraints in particular relevant for settlement expansion (oral statement Michlig (2011)).
For the two further scenarios "+" and "-", rates of land-use change were estimated by quantify-
ing driving forces based on the assumption in the socioeconomic scenarios. Again, these rates
were limited to legal constraints. A constant building density was assumed for all cells of the
settlement related land-use classes.
Interaction between land-use classes
Land-use classes interacted with each other where expansion of one land-use class happened
at the cost of another one. "Agriculture" and "settlements" (including "multi-family houses",
"single-family houses" and "mixed-use") as an example interacted strongly with each other.
"Forest" interacted with "agriculture" while "industry" and "roads" partly interacted with "set-
tlements". Within "settlements" the increase of "mixed-use" areas was highly dependent on the
increase of "multi-family houses" and "single-family houses": An increasing number of inhabi-
tants also requires e.g. more businesses, schools or retreat homes.
The plausibility of the resulting transition rates was tested by comparing the defined rates of
change to recent studies of Swiss land-use changes (ARE, 2008; BUWAL, 2003; Hiess, 2010;
Leitungsgruppe des NFP 48, 2007; OcCC, 2007; Walz et al., 2007). These studies were also
consulted to determine the transformation rates between certain land-use classes (e.g. from
"agriculture" to "mixed-use").
Allocation of land-use change
The final step of the land use modelling was to allocate land-use transition across the landscape
based on the following
Driving forces scenario "o" scenario "+" scenario "-"
Subsidization agriculture business as usual business as usual cutbacks
Implications for L/U decreasing agriculture decreasing agriculture abandoning agriculture,
increasing forest area
Economic situation stagnation and downturn stable downturn
Implications for L/U moderate increasing construction strong increasing construction decreasing construction
Tourism business as usual increasing decreasing
Implications for L/U moderate increasing businesses strong increasing businesses abandoning businesses
Table 15.2: The development pathways of major driving forces and their implications for land-use within
the three scenarios "o", "+" and "-".
• Only cells within the current legally defined construction areas could be transformed to
any kind of settlement because of legal constraints (ARE, 2008) and because no adaptation
of these construction areas was assumed for the future (oral statement (Michlig, 2011)).
• Certain land-use classes were assumed constant (i.e. "unproductive areas", "roads", "rail-
ways" or "bridges") due to topography and lifetime restrictions, and certain land-use
classes could only be changed into one direction, i.e. "agriculture" to "settlements" and
one type of "settlements" into another type of "settlements" (e.g. "multy-family houses"
to "single-family houses"). Exception were "roads" and "unproductive areas" within areas
with housing settlements, where an aggregation of the buildings provoked a change within
the "roads" or "unproductive area" cells transforming them into "settlement".
• The transition into certain land-use classes was determined by the land-use of the neigh-
boring cells to support clustering of same land-use in line with the federal land-use plan-
ning guidelines ARE (2008).
For validation the simulated trend scenario between 1997-2009 was compared with the most
recent topographical maps based on 2009 aerial photographs (Swisstopo, 2010).
15.1.3 Risk estimation
To finally estimate the risk, the probability of the event and the damage potential are brought
into relation with the help of the intensity maps. A qualitative risk calculation approach is not
feasible for future conditions due to the many uncertainties involved, therefore a matrix-based
risk estimation technique was chosen, as suggested in Section 3.1.
Hazard
Potential locations and approximate volumes of future lakes in the Aletsch glacier area base on
recent studies investigating glacier bed topography and simulating glacial retreat over the next
several decades. These studies indicate that new lakes with volumes up to 170 million m3 may
form in the area of Grosser Aletsch glacier over the next 100 years (Linsbauer et al., 2013).
For the purpose of the present study an outburst of a potential new lake, which is expected to
have reached a volume of about 20 million m3 until 2045, was assumed (Fig. 15.1a). These data
were available in GIS format and represented the starting zones for potential lake-outburst flows.
The exact lake-outburst mechanisms obviously cannot be predicted but evidence of existing
landslides (Strozzi et al., 2010) and an expected further destabilization of slopes, as derived
and justified in earlier chapters of the present publication, suggest that impacts from landslides
into the lake and therewith produced displacement waves and outburst floods may be a realistic
scenario. As outlined in Figure 15.1a, the risk study area concentrates on theMassa river channel
and the flat part of Naters, where most people live. It is defined by the intensity maps of potential
lake outbursts, including outburst scenarios of 4 million (Fig. 15.1b) and 20 million m3 (Fig.
15.1c).
Outburst probabilities were not quantified as return periods, for the reasons discussed in Section
3.2.1, but approximated by using outburst scenarios, as suggested by Schneider et al. (2014).
Accordingly, two outburst flood scenarios were defined on the basis of two different outburst
volumes for the same lake, 4 and 20 million m3, representing partial (higher probability) and
full drainage (lower probability), respectively. In a first stage a simple flow-routing model was
applied (Huggel et al., 2003) to assess the approximate extent of downstream flooding for a
lake outburst from the identified lake (Fig. 15.1a). This GIS-based model distributes flow and
mass movements downstream according to geometric and topographic criteria, and thus allows
to assess areas potentially affected by an outburst flood.
Layers with different flood height intensities were then evaluated in the field and in GIS for
each outburst scenario, based on the calculation of the maximum flood runoff after Huggel et al.
(2002a) and the flow capacity of open channels and overspill after Henderson (1966). Two
different intensity classes were distinguished for each outburst flood scenarios. These classes
build on the official Swiss guidelines (Lateltin, 1997), which differentiate between high intensity
for an inundation height of <2m and medium intensity for inundation height  2m (Fig. 15.1b
and 15.1c). Eventually, simple flow dynamics were assessed, in particular flow velocities and
flow travel times from the initiation of the outburst flow to the impact in Naters. Calculations are
based on published lake-outburst flow velocities (Cenderelli and Wohl, 2001; Schneider et al.,
2014) considering a flow travel distance of 14 km.
Damage Potential
The four parameters defining the damage potential according to Bründl et al. (2009) have been
introduced in Section 3.2.2 as: (1) the exposure probability of an object/person while a scenario
is occurring; (2) the spatial probability that an object/person is directly encountered by the sce-
nario; (3) the loss, consisting of the value of the object/number of persons exposed; and (4) the
vulnerability of an object/the lethality of a person against the impact of the event. For the here
presented future-oriented risk estimation approach, the parameters were treated as follows:
For scenarios in the future a detailed exposure analysis would introduce an unreasonable level
of additional uncertainty, and therefore, a constant exposure situation was considered, with all
objects and persons expected to be present (e.g. during daytime of a regular working day).
The here considered flood is assumed to appear over the entire area considered in the intensity
maps, therefore a spatial probability of 1 is assigned to every object/person and the parameter
not further discussed.
The different categories of variable loss (number of objects and persons) were not monetized but
classified independent of each other. The values were assigned to each cell of an ArcGIS raster,
applying the four-level scale 1="low", 2="medium", 3="high" and 4="very high" (Table 15.3).
Scores for the object values were defined according to the EconoMe database (BAFU, 2010).
For persons the scores were estimated as a function of the population density per land-use class.
Mortality was not considered in this approach, as it is too variable to be adequately implemented
for this purpose.
Vulnerability was considered in both aspects, social and physical. To estimate the social vul-
nerability in Naters the following factors were considered: economic conditions (wealth), age,
nationality and insurance cover. The classification into different vulnerability classes was done
based on available literature (Nöthiger et al., 2002; Kantonsforstamt, 2011; Burgerschaft, 2011;
BFS, 2011; OcCC, 2007) and interviews with community leaders (oral statement (Michlig,
Scale Intensity Loss Vulnerability
Inundation Object value Persons Physical Social
1 = low Agri, For, Unprod Agri, For, Unprod Mix, Ind Agri, For, Unprod
2 = medium 2m Mix, Ind, Road, Rail Ind, Road, Rail Road Road, Rail
3 = high SFH SFH, Mix SFH, MFH, Rail SFH, Mix, Ind
4 = very high >2m MFH MFH Agri, For, Unprod MFH
Table 15.3: Allocation of the assessment variables into a four-level scale. Intensity is defined by the
inundation depth. Allocation of the land-use classes differs between object value and number of
persons present for loss, and between physical and social vulnerability respectively. For explanation
of the abbreviations see Table 15.1.
2011)), which were also used to eventually assign social groups to the land-use categories.
According to that, "multi-family houses" are more vulnerable than "single-family houses". Un-
inhabited land-use categories such as agricultural or forest areas were classified as low social
vulnerability (Table 15.3). In addition to the area-wide social vulnerability classification, spe-
cific and particularly vulnerable locations were flagged in the final risk map (Fig. 15.6) such as
schools, churches or sports ground (Bara, 2010).
Physical vulnerability was defined as the degree of physical impairment an object experiences
when affected by a particular hazard process (BAFU, 2010). The values for physical vulner-
ability are related to the hazard magnitude according to Bründl et al. (2009). The values for
physical vulnerability of each land-use class were derived with respect to high-intensity debris
flows from EconoMe (BAFU, 2010). In consideration of the unknown development of the phys-
ical vulnerabilities in the future (e.g. through variations in construction techniques), a simplified
approach was applied using only one set of values independent of the hazard intensity. This def-
inition resulted, for instance, in high physical vulnerability values for land-use categories such
as "agriculture", "forest" and "unproductive land-use", even though they are located at the mar-
gin of potentially flooded areas. Specifically, the values for "mixed-use", "roads", "industry",
"railway" and "unproductive area" were estimated by averaging the EconoMe-values of similar
land-use classes (e.g. values for streets (0.7) were represented in EconoMe by values for mo-
torways (0.45), municipal roads (0.65) and rural roads (0.95)). To be consistent with the other
semi-quantitative input grids to the final risk assessment, the assigned scores had to be reclas-
sified to a four-level semi-quantitative scale, with EconoMe values of low (zero) to very high
(one) vulnerability where zero means no impairment and one means total destruction. The final
classification of land-use classes is provided in Table 15.3.
Risk
Risk is a function (product) of hazard and damage potential as outlined above. In this study all
variables were classified qualitatively into an ordinal scale ranging from "low" to "very high",
which basically inhibits a mathematical multiplication of the values. Instead a matrix-based risk
estimation as suggested by Mergili and Schneider (2011) was applied. This method would also
allow to compare the outburst hazard to other hazards in the area, as explained in Section 3.2.1.
Three matrices according to the first example in Figure 15.3 were composed for vulnerability
(axes: social and physical vulnerability), loss (axes: value of objects and number of persons)
and damage potential (axes: vulnerability and loss). Each matrix thus spans a space of four by
four cells, with each axis ranging from one (low) to four (very high). The allocation of values
Figure 15.3: Matrix-based definition and weight-
ing of risk classes. The risk parameters loss,
vulnerability and the resultant damage po-
tential were assessed according to the first
matrix, which illustrates the example of dam-
age potential derivation. Risk was assessed
according to the matrices (a) and (b) consid-
ering the damage potential and two quantifi-
cations of the hazard. The scores are a re-
sult of the mean of the value of both axes
(rounded), as illustrated by means of four
cells in the first matrix.
for each cell in the matrix is based on the average of the corresponding axes values, but actually
involves a subjective decision. Therefore, two versions of the final risk matrix (axes: hazard
and damage potential) were defined (Fig. 15.3), that should demonstrate the effect of matrix
definition on the final risk result.
15.2 Results
15.2.1 Socioeconomic scenarios
The reclassified land-use data set from 1997 showed an increase in "settlements" of +63% or
12 ha and a decrease in the category "agriculture" of -18% or 14 ha as compared to 1985 (Fig.
15.4). These results were confirmed by findings from field surveys, the interviews with the local
authorities and recent topographic maps (Swisstopo, 2010), which corroborated the increase of
settlements and decrease of agriculture after 1997 in Naters. Based on this, the following factors
were identified exerting the strongest influence on land-use changes in settlements and agricul-
ture in Naters and were thus defined as driving forces of the socioeconomic scenarios:
• Agriculture: The steep slopes in Naters with extensive agriculture are currently subsidized
by the government. A cutback of the subsidies would lead to abandonment of the agri-
cultural land what would imply growing forest areas as well as an unattractive landscape
(Hunziker, 1995), resulting in less tourism in the area.
• Economic situation: Naters has experienced an economic upturn during the last 15 years
which, amongst other effects, led to strong and increasing construction works in the area.
A possible stagnation of the national economic situation would slow down the construc-
tion activities, and a downturn would highly constrain them.
• Tourism: Tourism and economy are closely linked in Naters. An upturn in tourism would
imply a strong increase in businesses; a downturn would imply abandoned businesses.
The driving forces and their interactions refer to implications for land-use, which can be con-
solidated in three scenarios "o", "+" and "-" summarized in the following storylines:
Scenario "o" is a business-as-usual scenario, it represents the continuation of the current trends
of land-use until 2045 and is considered the most likely scenarios by stakeholders of Naters.
There are no radical changes foreseen in any land-use class. The trend of an increase in the
category “settlements” at the expense of "agriculture" in the legally defined zone of construc-
tion, which was observed in the past, will continue for the next 10 years. Especially "single-
family houses" will rise in numbers, whereas in "mixed-use" a moderate growth is expected.
In "multi-family houses" the least increase in settlements is predicted due to compaction of the
construction. After 2021 the rate of building construction will correlate with the rate of eco-
nomic development.
Scenario "+" is marked by a strong increase in building constructions until 2045, particularly
within “single-family houses” and “mixed-use”, as a consequence of a stable and prosperous
economic situation. The growing tourism sector will benefit from winters with less snow, since
parts of the municipality Naters include high-elevation winter tourism areas, which are likely to
attract tourists who used to visit skiing destinations located at lower elevations. This develop-
ment will lead to an increase in business constructions as well as in new public buildings, such
as schools or retirement homes. The area within the current construction zone not yet covered
with buildings will be developed on a constant rate until 2045.
Scenario "-" is characterized by a decrease in construction activities from 2021 on due to an
economic downturn. However, a few settlements will still be built, such as public buildings and
“single-family houses” by people not negatively affected by the economic crisis. The tourism
sector will decrease, implying abandonment of businesses locations. Furthermore, subsidies
to agriculture will no longer be provided by the government. As a consequence, forest areas
will increase and landscape may lose attractiveness, which again might result in a decrease in
tourism.
15.2.2 Land-use modelling: quantification and allocation of changes
All simulations showed an increase between 3% and 40% in "settlements" (consisting of "multi-
family houses", "single-family houses" and "mixed-use") for all scenarios over the entire time
span. The increase of these change rates, however, slowed down after 2009 (Table 15.4). In all
scenarios "agriculture" was modelled to lose even larger areas in future time spans than during
past decreases. Correspondingly, 18% - 37% of the new settlement development took place on
formerly agricultural land. "Industry" was projected to decrease in the scenarios "o" and "+"
until 2045. "Forest", "unproductive area", "railway" and "roads" did not experience important
changes between past and future time spans in any scenario. Generally, the rate of increase in
specific land-use classes slowed down with time due to the absolute growth of their respective
areas. The scenarios "o" and "+" introduced the same changes in all land-use classes until 2021,
afterwards their development started to differ. Scenario "-" developed independent characteris-
tics from the beginning of the modelling (2009) as it is the only scenario including economic
downturn.
The results of the allocation of the scenarios for the year 2045 are shown in Figure 15.4 and com-
pared with land-use in 2009. All scenarios implied changes in similar land-use classes, mainly
in "settlements". The changes mainly occurred at the expense of "agriculture". The strong in-
crease in "single-family houses" occurred in the eastern and the northern parts of Naters, where
construction was legally approved after 1997. Particularly in the scenario "+" the total number
of cells increased about 29% and 33% up to 2021 and 2045, respectively, while "multi-family
houses" expanded and aggregated in the area along the river Rhône at the southern border of
Naters. This development was similar for all scenarios up to 2021, where the total number of
cells increased about 10% - 13%. After 2021 however, this development only continued in the
scenarios "o" and "+" (8% and 17%), while multi-family house construction stopped in scenario
"-". The same development was also modelled for "mixed-use", where already existing zones
expanded along the river in addition to increasing "mixed-use" areas in the center of the village.
Change rates amounted least in the scenario "-" (+9% and +3%) and highest (+15% and +16%)
in the scenario "+" in both time steps.
Figure 15.4: Reclassified land-use data sets of 1985, 1997 and 2009 in Naters (upper row). Mod-
elled land-use scenarios for 2045 (lower row). DEM25 reproduced with permission of swisstopo
(BA110005) and BFS (1986, 1998). For explanation of the abbreviation see Table 15.1.
Timespan 1985 - 1997 1997 - 2009 2009 - 2021 2021 - 2045
Scenarios "o" / "+" / "-" "o" / "+" / "-" "o" "+" "-" "o" "+" "-"
MFH a +13% +19% +13% +13% +10% +8% +17% -
b 7.1% 8.1% 9.5% 9.5% 8.9% 10.2% 11% 8.9%
SFH a +33% +40% +29% +29% +18% +14% +33% +9%
b 5.3% 7.4% 9.5% 9.5% 8.7% 10.8% 12.6% 9.5%
Mix a +17% +18% +15% +15% +9% +11% +16% +3%
b 7.4% 8.7% 10% 10% 9.5% 11% 11.6% 9.7%
Ind a -8% -8% -18% -18% - -8% -8% -
b 3.2% 2.9% 2.3% 2.3% 2.9% 2.1% 2.1% 2.9%
Rail a - -11% - - - - - -
b 2% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1% 2.1%
Road a +13% -6% +7% +7% - - -19% -
b 3.5% 3.2% 3.5% 3.5% 3.2% 3.5% 2.7% 3.2%
Agri a -18% -20% -33% -33% -24% -37% -37% -36%
b 18.2% 14.7% 10.2% 10.2% 11.5% 6.9% 5% 7.9%
For a +<1% +<1% +<1% +<1% +<1% +2% - +7%
b 35.2% 35.5% 35.7% 35.7% 35.7% 36.2% 35.7% 38.3%
Unprod a - -3% -2% -2% - - - -
b 18.1% 17.5% 17.2% 17.2% 17.5% 17.2% 17.2% 17.5%
Table 15.4: Changes in land-use for each scenario as a result of quantified driving forces, whereby bold
indicates an increase and italic a decrease of the area. Each value in every time period relates (a)
to the total number of cells of the previous time span and (b) to the percentage of land-use class of
the total area per time span. For explanation of the abbreviations see Table 15.1.
15.2.3 Risk estimation
The flood intensity estimations showed (Figs. 15.1b and 15.1c) that the biggest part of the study
area will be affected in case of an outburst flow, independent of the outburst scenario (4 or
20 million m3). The height of the flood varies between 1m and approximately 14m in narrow
passages. In both outburst scenarios a maximum estimated retention volume of 2 million m3
by the barrier lake Gibidum was considered. Thereby, a 1.5 million m3 flood draining through
Gibidum lake would cause high flood intensities (inundation heights >2m) in Naters. Accord-
ingly, high flood intensities were mapped for half, and for most of the area affected in case of
an outburst flood of 4 million m3 and of 20 million m3 respectively. Outburst flow travel times
were calculated based on a range of 3 to 6 m/s average flow velocity (Cenderelli and Wohl,
2001; Schneider et al., 2014), depending on factors such as sediment concentration and flow
volume, resulting in 40 to 80 minutes travel time.
In all scenarios, the highest values for the factor loss were mostly modelled in the central part of
Naters, where most "settlements" are located (Fig. 15.5). The most striking difference between
values for persons and for objects can be seen in "mixed-use", which varied between high (per-
sons) and intermediate (object value) according to the classification presented in Table 15.3.
Only very few areas showed low or intermediate physical vulnerability against an outburst flow
in any scenario. Very high physical vulnerability, however, was predominantly present at the
marginal areas of the case study area, as it mostly belongs to "forests", "agriculture" and "un-
productive areas". The allocation of high vulnerability levels to the above land-use classes is
not made consistently through the international literature but here it was done in the sense of
the definition (impairment of an object as affected by a hazard process), and because it is in
line with the official government guidelines in Switzerland, i.e. the platform EconoMe (BAFU,
2010). "Multi-family houses" also featured very high physical vulnerability and were located in
the areas very close to the river Rhône. Furthermore, virtually the entire centre of Naters showed
high physical vulnerability, as it consisted mainly of "single-family houses" and "mixed-use".
High and very high social vulnerability clusters in the central part of Naters which was basically
due to the high density of "multi-family houses" and "single-family houses" in this area.
According to the approach outlined in Chapter 3 two risk maps were generated, based on the
two version of the risk matrices (Fig. 15.3). The first risk map was based on the matrix (a) in
Figure 15.3, representing intensity values of two and four, and showed high to very high risk in
each socioeconomic and intensity scenario for a large area of Naters. For the larger scenario, i.e.
a GLOF of 20 million m3, the affected area equalled approx. 47% of the total study area (Table
15.5). No low or intermediate risk was modelled, between 16 and 20% of the total study area
were assumed affected by high and around 30% by very high risk. In the case of the smaller
scenario, i.e. an outburst flow of 4 million m3, very high risk affected around 11% of the entire
study area, whereas the total affected area only equaled around 37% of the entire study area.
Some limited areas were found to feature intermediate risk, which was not found for the 20
million m3 scenario. While for the smaller scenario very high risk areas mostly accumulated
along the river, the highest risk class covers substantial areas of the municipality for the larger
scenario. The objects of special interest and of particular vulnerability are highlighted in Figure
15.6 and include a church, school and hotel which are found in areas of high to very high risk.
It is interesting to note that for this version of the risk map the socioeconomic scenarios do not
exert an important influence on the final risk estimate. This is different for the second version of
the risk maps (Fig. 15.7) in which intensity values of one and three according to matrix (b) were
implemented. Here, risk maps substantially differ depending on the socioeconomic scenario
(a) risk matrix Scenario “o“ Scenario “+“ Scenario “-“
Risk category: 4Mill. m3 20Mill. m3 4Mill. m3 20Mill. m3 4Mill. m3 20Mill. m3
% km2 % km2 % km2 % km2 % km2 % km2
1 = low 0 0 0 0 0 0 0 0 0 0 0 0
2 = medium 2.1 0.06 0 0 1.7 0.05 0 0 2.8 0.08 0 0
3 = high 24.0 0.69 18.4 0.53 22.9 0.66 16.7 0.48 23.3 0.67 19.1 0.55
4 = very high 10.4 0.30 28.5 0.82 11.8 0.34 30.2 0.87 10.4 0.30 27.8 0.80
No value 63.5 1.83 53.1 1.53 63.5 1.83 53.1 1.53 63.5 1.83 53.1 1.53
(b) risk matrix Scenario “o“ Scenario “+“ Scenario “-“
Risk category: 4Mill. m3 20Mill. m3 4Mill. m3 20Mill. m3 4Mill. m3 20Mill. m3
% km2 % km2 % km2 % km2 % km2 % km2
1 = low 0 0 0 0 0 0 0 0 0 0 0 0
2 = medium 9.0 0.26 1.4 0.04 5.9 0.17 1.7 0.05 11.5 0.33 1.4 0.04
3 = high 21.9 0.63 32.3 0.93 24.7 0.71 26.4 0.76 21.2 0.61 37.2 1.07
4 = very high 5.6 0.16 13.2 0.38 5.9 0.17 18.8 0.54 3.8 0.11 8.3 0.24
No value 63.5 1.83 53.1 1.53 63.5 1.83 53.1 1.53 63.5 1.83 53.1 1.53
Table 15.5: Affected area per risk category as well as per land-use and intensity scenario. Total case
study area = 2.88 km2. Values in percent only refer to the affected area. The upper and the lower part
of the table refer to the risk matrices (a) and (b) applying the values 2 and 4 and 1 and 3 respectively.
Figure 15.5: Spatial allocation of the assessment variables loss and vulnerability following the four-level
scale defined in Table 15.4. DEM25 reproduced with permission of swisstopo (BA110005) and BFS
(1986, 1998).
used. For the larger hazard scenario (i.e. an outburst of 4 million m3) very high risk was only
modelled for those parts of the city center which were close to the river, amounting to about 5%
of the case study area. Considerable parts of Naters (9%, 6% and 12% for the socioeconomic
scenario "o", "+" and "-", respectively) were modelled to be affected by intermediate risk. In
case of am outburst of 20 million m3 only small areas (of around 1.5%) of intermediate risk
were distinguished, contrary to the first risk maps (Fig. 15.6) which did not feature any interme-
diate risk. Across all socioeconomic scenarios in the larger hazard scenario, very high risk was
mainly concentrated in the city center and amounted to 13%, 19% and 8% of the study area for
the socioeconomic scenarios "o", "+" and "-", respectively.
15.3 Discussion
In this study a method was developed to assess local-scale damage potential as defined by chang-
ing land-use conditions, and therewith future risks related to floods from high-mountain lake-
outburst flows. An extensive review of existing methodologies revealed that there was no ad-
equate approach available which could directly be applied for the purpose of this study. An
important body of research on land-use modelling including the assessment of driving forces,
scenario development and allocation of change in space is available. Existing land-use models
explore the possible changes in the future and at a range of scales but rarely with the primary
objective of quantifying damage potential related to natural hazards.
Regarding hazard assessment, recent studies on lake-outburst processes and lake-outburst mod-
elling mainly focus on already existing lakes (Osti and Egashira, 2009; Worni et al., 2012a).
Studies on the assessment of local-scale hazards from floods from future lakes are currently a
research gap. Therefore, one of the main challenges of this study was to develop, adapt and ap-
ply methods from two different scientific fields, i.e. land-use change and lake-outburst research,
to achieve the assessment of associated future risks.
The assessment of hazards related to outbursts of future high-mountain lakes involves substan-
tial uncertainties. However, results from models of glacier shrinkage and lake formation are
relatively robust for a glacier of the size of Grosser Aletsch. As confirmed by multiple model
runs the exact location of a future glacier lake (as subject to uncertainty) does not have a critical
effect on flood intensities in Naters. Uncertainties related to outburst volume were accommo-
dated by defining different outburst scenarios, an approach that is also applied for present-day
lake-outburst flood hazards (Schneider et al., 2014) and that is generally recommended in situa-
tions of problematic knowledge on probabilities (Stirling, 2007). Outburst flow travel times can
also vary by about a factor of 2 or more. Larger flood scenarios tend to show higher flow veloci-
ties, and thus shorter travel times, which translates into shorter lead time for warning (Schneider
et al., 2014).
Uncertainties are also substantial with respect to future damage potential, the second component
of the risk assessment. Similarly to the hazard assessment, scenarios were defined to cover a
range of different land-use trajectories. Definition of scenarios is to some degree arbitrary,
therefore an approach that increases consistency was pursued. The most important driving forces
of land-use change of this case study were local, regional, national and international economy,
and decisions taken by civil society, policy and jurisdiction (oral statements Michlig (2011);
Holzer (2011)). Agriculture, economy and tourism were assessed to be related to those drivers,
but on the other hand also drive land-use changes in Naters. The socioeconomically driven
land-use scenarios were backed by literature-based findings, interviews with local authorities
and plausibility tests. Therefore, they were assumed to represent a relatively robust range of
possible future outcomes, including the extrapolation of current development. As development
in all scenarios remained restricted to the current planning zones, even the scenario "+" has to be
considered relatively conservative. More "extreme" scenarios and time horizons beyond 2045
were not considered as the corresponding assumptions would have been more speculative and
the respective time horizon less relevant for policy makers. Based on the assessment of driving
forces and development of scenarios, land-use transformation rates were quantified and changes
in space allocated, using a rule-based model, and considering constraints such as legally defined
construction zones.
Figure 15.6: Risk for Naters in 2045 for lake outbursts considering the risk matrix (a) in Figure 15.3. The
three rows indicate the socioeconomic scenarios "o", "+" and "-", the two columns the lake-outburst
scenarios with 20 and 4 million m3. Arrows indicate hotspot locations of social vulnerability. Re-
produced with permission of swisstopo (BA110005) and BFS (1986, 1998).
Land-use scenarios were calculated semi-quantitatively while hazard and risk estimations were
based on qualitative matrices. This approach is recommended for studies missing the necessary
information on societal or hazardous processes (refer to Section 3.2.3), which is the case for
future risk estimations. The resulting risk maps included the spatial distribution and the vari-
Figure 15.7: Risk for Naters in 2045 for lake outbursts considering the risk matrix (b) Figure 15.3. The
three rows indicate the socioeconomic scenarios "o", "+" and "-", the two columns the lake-outburst
scenarios with 20 and 4 million m3. Arrows indicate hotspot locations of social vulnerability. Re-
produced with permission of swisstopo (BA110005) and BFS (1986, 1998).
ability of different risk categories. Two risk matrices were applied to demonstrate the effects
of (subjective) definition of risk class distribution in the matrix. Results showed that the defini-
tion of risk matrices can have a substantial effect on risk results. A risk matrix stronger based
towards high risk classes (matrix a) can exert a dominant effect over socioeconomic, while a
more balanced risk matrix (b) quite obviously reduces the proportion of (very) high risk areas
and gives higher weight to the effects of socioeconomic development. Based on this analysis,
a balanced risk matrix would probably be preferable, however, it should be underlined that the
definition and choice of risk weighting is ultimately a task of policy and society and not science
(Künzler et al., 2012).
In the context of integrated risk management, a risk analysis is not an endpoint but forms an
input for risk reduction measures. The results of this study indicated the important difference
between smaller and larger GLOF scenarios in terms of risks encountered in Naters. Accord-
ingly, authorities may also consider investments to prevent large GLOFs reaching the urban
areas of Naters, such as by structural measures. However, structural measures might not always
be applicable or legally feasible due to various reasons such as costs involved, environmental
protection areas or private property. Therefore, strategies to reduce risks of loss of lives by in-
creasing the people’s preparedness, once the new glacier lakes will form, may be of relevance
(e.g. IPCC, 2012)). Experiences have shown that early warning systems for GLOFs can be ef-
fective to achieve risk reduction (e.g Kattelmann, 2003), mainly by decreasing the number of
persons exposed. The GLOF travel time estimates indicated warning lead times of about 40 to
80 minutes where smaller and larger flood scenarios again make a difference. This range of
warning lead time is considered feasible for an operational early warning system and confirms
the potential to reduce risks to future GLOF hazards.
While the value and physical vulnerability of objects possibly affected will typically remain
unchanged with an early warning system, the exposure probability of people should be sub-
stantially reduced with such risk reduction measures. The exposure probability in case of early
warning is related to people’s preparedness, and thus could be considered in terms of social vul-
nerability. Research (e.g. from Hurricane Katrina in 2005) indicates that social aspects such as
welfare and social class exert an important effect on response to disasters, including evacuation
timing (Elliott and Pais, 2006). For this study an early warning system in place has not been
considered in the scenarios but may be integrated in future research. Avoidance of high-loss and
high-vulnerability assets in flood prone areas is most important to reduce high and very high
risks (e.g. ARE, 2008; Hiess, 2010), especially if structural mitigation measures might not be
very feasible. The avoided damage can be estimated from the risk analysis based on the different
scenarios.
Overall, this study constitutes one of the first attempts of the integration of spatiotemporal as-
pects in risk management (Aubrecht et al., 2013; Fuchs et al., 2013), together with other en-
deavours (Cammerer and Thieken, 2013; Cammerer et al., 2013). It further corroborates the
fundamental importance of land-use policies and governance for risk reduction (e.g. BUWAL,
2003; OcCC, 2007). In case of high development trajectories, a main challenge for policy will
be to counteract certain driving forces. This study can represent a contribution for local, rural
development planning, if additional information on risks related to other natural hazards as well
as the coordination with further development plans of the community are considered. More on
integrated risk management of high-mountain lakes is elaborated in the next chapter.
Part V
Implications for risk management and
conclusions
The principles of risk management were outlined in the beginning of this thesis (Chapter 3). The
previous chapters in Part II-IV were concerned with hazard assessment and risk analysis of high-
mountain lakes, especially with regard to the process chain of a lake-outburst flow triggered by
impact waves.
This part contains a discussion of risk-reduction options as well as risk-management strategies,
treating the questions of, "What is allowed to happen?" and "What has to be done?" in Chapter
16. The conclusions then complete the thesis summarizing contributions, achievements and
open questions (Chapter 17).
CHAPTER 16
INTEGRATED RISK MANAGEMENT OF
HIGH-MOUNTAIN LAKES
The aim of integrated risk management is to regulate the development with the help of risk re-
duction measures in an anticipatory way (PLANAT, 2013). The most appropriate risk-reduction
strategy has to be defined for every individual case, given the variability in topographic settings
and societal conditions and preferences. These aspects are considered in the processes of risk
evaluation and measurement planning, which follow a risk analysis.
Depending on the temporal and spatial scale of the assessment as well as on the uncertainties in-
volved, risk analyses can either result in quantitative risk calculations (expected annual damage)
or qualitative risk estimations, as outlined in Section 3.2.3 and examined on various occasions
throughout this thesis. Correspondingly, the present discussion also distinguishes between risk
management based on quantitative risk evaluation (Section 16.1) and decision-making under
uncertainties (Section 16.2).
16.1 Riskmanagement based on quantitative risk evaluation
Risk can hardly ever be reduced to zero, but attempts can be made to keep it in a tolerable range,
which is defined during risk evaluation.
Risk evaluation
As mentioned in Section 3.1, discussions on risk acceptance are lively, as risk perspectives vary
with culture, gender or age (Slovic, 2000; Weinstein, 1980). Even within a certain community,
not one unique risk acceptance level exists, because individual acceptance might differ from
social or expert acceptance, some challenges in this regard are outlined by Bell et al. (2006).
To account for these different points of view, risk managers in Switzerland, for example, distin-
guish between societal risks and individual risks, as already explained in Section 3.2.3. The indi-
vidual risk levels are related to the natural mortality rate of a certain societal group. The societal
risk is evaluated by means of frequency-number curves, which are based on probability-density
functions of the number of fatalities per year. If the calculated risk exceeds the curve, the risk
is assumed unacceptable. The final risk evaluation then adopts these safety goals (PLANAT,
2013). Further relations for defining societally-accepted risk-thresholds are available. A compi-
lation of 25 quantitative methods can be found in Jonkman et al. (2003).
Often, however, the definition of risk as the expected annual damage does not correspond to the
perceived risk (Slovic, 2000). Another assumption in risk evaluation regarding risk acceptance
is that an event causing, e.g. ten fatalities is perceived as worse by the society than ten events
causing one fatality each (BABS and PLANAT, 2008; Wilhelm, 1997). The existence of risk
aversion has been investigated within Swiss society, however, without achieving unambiguous
conclusions (Plattner, 2006; Rheinberger, 2010). This effect should nevertheless not be com-
pletely neglected for low-probability and high-magnitude events, such as lake-outburst flows,
especially in Switzerland, where the public awareness for this scenario is still quite low.
Planning of risk-reduction measures
After having found a common understanding of how safe is safe enough, risk managers must
in a next step consider the assumption of which protection at what price (Rheinberger, 2011).
The advantage of quantitative risk measures is that the expected loss can be directly compared
to the cost of risk-reduction measures. A common approach is establishing a cost-benefit rela-
tionship to identify the economic efficiency of risk-reduction measures. The simple, underlying
evaluation criterion is that the amount of mitigated loss has to exceed the costs of the measure
(Fuchs, 2013). In a risk-cost diagram the optimal mitigation strategy can then be graphically
derived at the tangent point of the risk-cost curve and the marginal-cost criterion line (according
to (Bohnenblust and Slovic, 1998)).
An alternative decision rule is the cost-effectiveness relationship, which only requires mone-
tization of the costs but not of the risks. This approach is also applicable to qualitative risk
estimates, e.g. where the probability of occurrence can hardly be quantified.
The variety of measures applicable to risk reduction related to high-mountain lake-outburst
events is large and depends strongly on the hazard type and the context of the possible event. A
range of possible categories of risk reduction measures was already presented in Figure 3.2 in
Section 3.1.
Generally speaking, risk managers can try to improve the preparedness of people potentially af-
fected, which involves avoiding damage through prevention, or through enhancing their prepa-
ration in order to cope adequately with the event once it occurs. Another strategy is to minimize
the effects and the duration of an event through immediate intervention and consecutive recon-
ditioning. Risk-reduction measures can also be taken in the regeneration phase after an event
by reconstructing the damaged infrastructure and then analysing the event in order to enable
sustainable long-term planning.
A range of measures was already introduced in this thesis, which is briefly compiled and en-
hanced with further examples from the literature in Table 16.1 and in Figure 16.2. The engi-
neering solutions reported almost exclusively aimed at controlling the water level of the lakes
(Portocarrero, 2013b; Richardson and Reynolds, 2000). This is also the case where impact
waves were assumed to be the main trigger mechanism (e.g. Lake 513 and Lake Llaca in Peru
or Lake Trift in Switzerland), because prevention of large slope failure is hardly feasible. But
as already mentioned with the example of Naters (Section 15.3), structural measures might not
always be applicable or legally feasible due to various reasons such as costs involved, environ-
mental protection areas or private property. Therefore, strategies for reducing risk of loss of
human lives by increasing the preparedness of the population may be of relevance (e.g. IPCC,
2012). Avoidance of high-loss and high-vulnerability assets in flood-prone areas is most impor-
tant for reducing high and very high risks (e.g. ARE, 2008; Hiess, 2010), especially if structural
mitigation measures might not be feasible. Experiences have shown that early warning systems
for GLOFs can be effective in achieving risk reduction (e.g Kattelmann, 2003). While the value
and physical vulnerability of objects possibly affected will typically remain unchanged with
an early warning system, the exposure probability of people should be substantially reduced
with such risk reduction measures. When installing early warning systems, it must nonetheless
be considered that social aspects such as welfare and social class exert an important effect on
evacuation timing, amongst other (Elliott and Pais, 2006).
16.2 Decision-making under uncertainties
"Good" decisions are, however, not exclusively taken on basis of full quantitative risk assess-
ment. "Good" decisions are the ones to which no other choice is clearly preferable, given the
information available at the time they are made (Cox, 2012). This refers as much to risk-
reduction-measure planning as to integrated management of different risks (related to natural
hazards). Stirling (2007) contributed to this debate on constructive risk policy by classifying
different types of incomplete knowledge. This framework will be presented before elaborating
on decision strategies under uncertainties.
(a) Contrasting states of incomplete knowledge, with
schematic examples. Risk" in the present thesis is
equal to quantitative risk calculation.
(b) Methodological responses to different forms of in-
complete knowledge.
Figure 16.1: Types of incomplete knowledge in risk assessment. Figures and captions (adapted) from
(Stirling, 2007).
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Stirling (2007) distinguished between lack of knowledge about probabilities and about the neg-
ative consequences of an event, which are referred to as outcomes. Some examples of assess-
ments and the corresponding methodological techniques are illustrated in Figure 16.1.
According to Figure 16.1a, strict quantitative risk assessment is only feasible for well-known
systems, where knowledge is only slightly limited with regard to both probabilities and out-
comes. Risk assessment as described in the previous section is not applicable under conditions
of uncertainty, ambiguity or ignorance. The state of ignorance prevails where neither probabil-
ities nor outcomes can be characterized. Ambiguity is related to problematic knowledge on the
outcomes of an event only. In the case of risks related to natural hazards, knowledge of both
hazard and damage potential must be assessed within these criteria. The condition of uncer-
tainty prevails where knowledge about probabilities is limited (Stirling, 2007). With regard to
risk management, Aven (2013); Cox (2012) suggest a more distinctive taxonomy of uncertain-
ties, distinguishing among four categories ranging from determinism to deep uncertainties close
to total ignorance.
Considering the current state of knowledge, strict risk assessment of high-mountain lake-outburst
events is hardly possible even for current conditions because of the missing knowledge on prob-
abilities. All management activities based on quantitative risk-assessments require definition of
the probability of occurrence, which is difficult to derive for high-mountain lake-outburst events
or for rock-slope failures triggering an impact wave. Some attempts will be presented in the
following pages.
Probability of occurrence
Statistically-derived probability distributions for all type of landslide volumes (Brunetti et al.,
2009) and magnitude-frequency relationships for very large rock avalanches (>106 m3) in moun-
tain topography (Korup and Clague, 2009) are established. Fundamental climate-induced changes
in the environment (Beniston et al., 2007), however, imply changes in frequency, magnitude
and interactions of processes (Fuchs et al., 2013; Kron, 2002), as already argued in Section
3.2.1. Probabilities derived from retrospective event analyses are therefore hardly applicable to
paraglacial environments. Nevertheless, one attempt to quantify probabilities of occurrence of
rock avalanches in paraglacial areas was done by Ballantyne and Stone (2013), by means of
dating of timing and periodicity of slides in Scotland in relation to earlier deglaciation periods.
The application of fault- and event-trees was suggested, to relate the probability of occurrence
to the effects of an event (Kappes et al., 2012). This strategy can be applied to relate the prob-
ability of a slope failure to the probability of a lake outburst triggered by the resulting impact
wave. An example of an event tree for tsunami propagation and run up, given the occurrence
of an earthquake-triggered rock slide, can be found in Lacasse et al. (2008). Recent research
on assessment of cascading multi-hazards suggests Bayesian Networks as an evolution of event
trees, because they allow for the inclusion of probability-density functions (to account for the
inherent uncertainties) instead of one single probability value at each node (Marzocchi et al.,
2012; Nadim and Liu, 2013). BNs further enable researchers to display the interactions and the
causal relationships inherent to the processes being effective in the system of a high-mountain
lake. The lake assessment scheme illustrated in Figure 4.2 in Chapter 4 was elaborated with
regard to this purpose and offers the potential to be extended to a BN.
Replacing the probability of occurrence through the disposition is another approximation sug-
gested (Delmonaco et al., 2006b). One example was given by Reynolds (2003) (closer explained
in Section 4.3.3), who worked on the lake-outburst disposition and enhanced the assessment by
a score rating system. The system of Reynolds (2003) does not explicitly take into account
impacts through mass movements. The disposition is, however, an approximation of the prob-
ability of occurrence only. Lacasse et al. (2008) suggests generating artificial probabilities of
occurrences by assigning quantitative probabilities to these qualitative descriptions. Virtually
impossible, for example, would correspond to a probability of 0.001, completely uncertain to
0.5, likely to 0.9 and virtually certain to 0.999. The meaning of the verbal description of the
uncertainty is given by Lacasse et al. (2008).
The application of the Monte Carlo simulation technique is another approach recommended for
assessment of uncertainties of complex systems, to which multi-hazards belong (Nadim and
Liu, 2013). Especially with regard to physically-based process simulations, this approach is,
however, too laborious.
Despite all efforts, decision-making by means of probability-based quantitative risk assessments
is at the moment hardly feasible for the case of high-mountain lake-outburst flows, because of
the limited process understanding, constricted knowledge basis and other incertitudes.
Some authors, (e.g. Aven, 2010, 2012) therefore generally criticise probabilities as an imperfect
concept for expressing uncertainties. As already mentioned in Section 3.1, a different set of
risk definitions exists, which includes uncertainties rather than probabilities. Aven (2010, 2012)
suggests basing decision-making on risk defined as a function of the uncertainty over the hazard
and the consequences including the uncertainty about underlying factors. This approach is,
however, not yet applied within the natural hazard community and will therefore hardly yet be
considered a solution for decision makers.
Decisions with regard to high-mountain lake-outburst flows (triggered by rock/ice avalanche-
induced impact waves) have therefore to be taken under uncertainties, especially with regard to
the probability of occurrence.
With regard to future conditions, deep uncertainties close to ignorance often have to be assumed,
because of the unknown development of both, hazards and damage potential.
Different science-based methods are, however, available to address problems under different
incertitude conditions, as presented in Figure 16.1b. Recent scientific efforts – and the present
thesis numbers amongst them – however, enhanced and contributed methodologies to improve
knowledge on the outcomes, which reduces ambiguity and shifts the assessment of lake-outburst
risks away from ignorance into the range of uncertainty, also for future conditions. Furthermore,
several approaches, some of which were also elaborated in the present thesis, exist to approx-
imate the probability of occurrence by means of disposition. All these achievements currently
enable decision-making under conditions of low uncertainties only.
Decision strategies
Management strategies for risk problems involving uncertainties are based on principles rather
than on risk thresholds. Two set of strategies are compiled in Table 16.2 and will be shortly
summarized here. Another set of 10 tools which enable robust decisions even under deep un-
certainties is further provided by Cox (2012).
Principles Decision rules / tools
Six levels of treatment according to Paté-Cornell (1996)
The detection of hazard and the identification of failure mode is a
sufficient decision criterion.
0: zero-risk policy
The worst case has to be recognized and avoided, independent of
probabilities
1: worst case approach
Prevention of the worst possible case that can be reasonably expected
(e.g. maximum probable flood)
2: quasi-worst case
Prevention of the most probable mechanism given its maximum
likelihood, by means of a central value of the outcome
3: best estimate
Decision based on the probability distribution of different system
states, which are based on best estimates of the parameters (e.g. risk
concept Switzerland)
4: Single probabilistic risk curve
Decision based on statistical analysis of existing data displaying all
uncertainties
5: Multiple probabilistic risk curve
Two risk management strategies according to Aven and Renn (2009b)
Risk informed and caution/precaution based Risk as low as reasonably
practicable (ALARP)
Best available control technology
(BACT)
Risk-informed and robustness and resilience-focused (risk-absorbing
system)
Diversity of means to accomplish
desired benefits
Avoiding high vulnerability
Allowing for flexible responses
Preparedness for adaptation
Table 16.2: Risk-management strategies under uncertainties.
Aven and Renn (2009b) suggest two management strategies for uncertainty- introduced risk
problems, which can be implemented by means of several tools. Risk management considering
the caution or precaution principle is based on broad risk characterization and highlighted un-
certainties. The precaution principle states, "Where there are threats of serious or irreversible
damage, lack of full scientific certainty shall not be used as a reason for postponing cost-effective
measures to prevent environmental degradation" (UN, 1992). The second approach suggested
by Aven and Renn (2009b) aims at establishing a risk-absorbing system by improving the capa-
bility to cope with surprises through enhancing robustness and resilience.
Another set of policies behind decision rules was presented by Paté-Cornell (1996), also pro-
viding the corresponding assessment tools for decision-making. All these approaches require
the definition of a risk management policy. For Switzerland, acceptance levels for quantitative
risk assessments are available; policies for decision-making under uncertainties with regard to
high-mountain lake-outburst events, however, have yet to be defined.
In cases of remaining deep uncertainties, Cox (2012) recommends applying adaptive risk man-
agement in order to enable "good" decisions. Adaptive learning in the sense of trial and error is
certainly not a desirable risk-management strategy with regard to high-mountain lake-outburst
events. His suggestions, however, go further than that. Cox (2012) proposes replacing the ques-
tions from Kaplan and Garrick (1981) to enable robust decision. The question of "What can
Figure 16.3: Integrated risk and lake manage-
ment in the context of a changing environ-
ment.
happen?" for example, could be replaced by, "Is there a clearly better risk-management policy
than the one I am using now?".
Integrating further lake uses into decision-making
Risk is not the only issue requiring management in the context of high-mountain lakes. The new
lakes which are currently forming and those which, it is assumed, will form in future as a conse-
quence of glacier recession, will be located in a changing environment. This context is illustrated
in Figure 16.3. New high-mountain lakes have to compensate for the freshwater-storage func-
tion of the melting glaciers; they might feature the potential for generation of hydropower, or
they might also attract tourists, because they could partly compensate for the inherent loss of
fascinating glacierized landscapes (NELAK, 2013). These aspects should also be considered in
decision-making.
Shifting the focus more towards integrated lake management rather than risk management only
would allow for the use of synergies between the different stakeholders. Especially those among
freshwater storage, energy production and risk-reduction measures could be included in the
planning process, through consideration of multi-purpose solutions (NELAK, 2013). These
risk-reduction measures could also be combined with water supply and hydropower generation
by implementation of multi-purpose solutions.
These solutions would, on the one hand, provide the highest protection to lives and material
assets from a long-term perspective, if the freeboard is planned and maintained adequately.
On the other hand, these multi-purpose measures would also generate socio-economic benefits
broader than risk reduction alone. This enhanced benefit is likely to raise the cost-effectiveness
or even the cost-efficiency of a construction, which might simplify the fundraising (Haeberli
et al., 2012). This management policy might reduce the urgent need for defining probabilities
of occurrence of a hazardous event.
In this planning process, decision-making is very likely to take place under ambiguous points
of view, because of the participation of different stakeholders with various interests. Further
conflicts with landscape protection laws (where available) have to be obviated by checking the
regulatory framework in time, especially as constructions tend to open the terrain up for consec-
utive developments (Haeberli et al., 2012). This constellation requires an early and pronounced
discourse on development options of deglaciating high-mountain areas between all stakeholders,
which has to be based on profound knowledge and also start in good time.
CHAPTER 17
CONCLUSIONS AND OUTLOOK
This thesis contributes considerably to the knowledge base for dialogues and decision-making
within integrated risk management of high-mountain lakes. Advancements were made regard-
ing gaps in knowledge in multi-hazard assessment and risk analysis of cascading processes
with high-mountain lakes integrating spatiotemporal aspects. Priority was given to outburst
flows triggered by rock, ice or combined rock/ice avalanche-induced impact waves. This thesis
explicitly addressed the relevance of the subject for Switzerland, and several methodological
aspects for local-scale hazard and risk assessment on different temporal scales (summarized in
Fig. 17.1).
Figure 17.1: Contributions of this thesis to topics in the field of risk analysis of outburst flows from
high-mountain lakes. x = Chapter contributes strongly to topic. (x) = Chapter contributes partly to
topic.
The following conclusions can be drawn:
• A lake-outburst event triggered by a rock avalanche-induced impact wave is a relevant
hazard in the Swiss Alps and the probability of an event is continuously rising. The
reasons for the increasing probability are rooted in the formation of new lakes, which tend
to be located and remain for long time periods close to walls featuring an increasing rock-
avalanche disposition. Hotspots of rock-avalanche impact disposition into high-mountain
lakes in Switzerland for current and future (at the moment of deglaciated Alps) conditions
were identified in this study.
• Lake-outburst events due to impacts from ice avalanches are a serious but transient hazard.
Ice-avalanche scenarios can be established by means of terrain analysis and aerial image
interpretation, despite limited process understanding of ice break-off mechanisms.
• Methods for assessing the process chain triggered by a mass movement into a lake are
available. The assessment requires extensive process understanding and knowledge of the
location. The available model types were collected from the different disciplines involved,
and a consistent definition of assessment methods was established to enable communica-
tion, exchange and collaboration between the different research fields. Hazard assessment
of cascading processes can be done by means of coupled numerical simulations. This is,
however, associated with considerable uncertainties.
• The definition of the probability of occurrence remains challenging for lake-outburst
events as much as for rock-slope failure or ice break-off events. The disposition inher-
ent in the respective environment resulted in a useful approximation, which can also be
applied to hazard assessments under assessable future conditions. Prioritization of hazards
and risk can be based on the respective disposition.
• Middle-term land-use changes can be modelled to derive the damage potential for future-
oriented risk assessments on a local scale.
• Quantitative risk calculation remains hardly feasible even for present conditions, because
of the unavailable quantification of probabilities and of data scarcity with regard to future
conditions. Qualitative risk estimations, however, are useful for measurement planning or
risk prioritization, since they can be applied in data-scarce assessments and also to future
conditions.
• Risk-reduction activities are required in most cases, since damages from lake-outburst
flows tend to be high due to the secondary and tertiary costs. Adequate and sustainable
decisions can be made under uncertainties and corresponding decision strategies are avail-
able.
• A range of risk-reduction measures can be applied and experiences are available, espe-
cially in areas featuring a long history of lake-outburst events, such as the Cordillera
Blanca, Peru. Organizational measures, such as early-warning systems, can prevent loss
of lives. Engineering risk-reduction solutions have the advantage of providing long-term
protection to objects as well as to people, and further provide the opportunity for multi-
purpose construction.
• Multi-purpose construction projects for risk reduction also benefit from the advantages
provided by high-mountain lakes and might ensure a water supply. Switzerland could
take a leading position in developing multi-purpose solutions, thanks to its experience in
integrated risk management and in sustainable water resource management.
Summarizing these conclusions, the depiction of the possibilities for reducing ambiguity with
regard to possible outcomes of lake-outburst events is perhaps the largest contribution of this
thesis. This depiction is fundamental to integrated risk management and also to lake manage-
ment, because decision-making under conditions of ambiguity is known to be highly problem-
atic (Paté-Cornell, 1996). Many areas of work remain, requiring further efforts:
• In this study the slope failure hazard was mainly assessed by means of the disposition
parameters. Knowledge regarding variable disposition and trigger parameters of large-
scale slope failures is still limited and requires further investigations.
• The understanding of the complex flow behaviour of the resulting rapid mass movements
is also fairly undeveloped and requires further investigations.
• Multi-hazards should be considered more systematically in hazard analyses. The rela-
tion and interaction between different processes needs to be integrated into assessment
schemes, e.g. by means of Bayesian Networks, which also allow accounting for uncer-
tainties.
• Efforts should be put into establishing fully physical simulations of cascading processes
or in closer investigation and optimization of the interfaces between numerical process
simulations to minimize uncertainties involved in the effect analysis of cascading pro-
cesses.
• Detailed hazard analyses for future conditions based on the current knowledge are diffi-
cult. Therefore further extending the scientific basis for modelling future high-mountain
landscapes without glaciers and corresponding process interactions is recommended (NE-
LAK, 2013), as well as extensively observing snow and ice in high-mountains and con-
tinuously estimating the hazard.
• Similar to the hazard disposition assessment, areas of high damage potential have to be
detected for future conditions. Hotspots of damage potential have to be defined and com-
pared to the hotspots of hazard to allow prioritization of future risks and long-term plan-
ning. Corresponding approaches should be developed based on both spatial-planning sce-
narios on a national scale and local-scale land-use change assessments.
• A social discourse on risk acceptance and perception of such high-magnitude, low-frequency
events should be started now, in order to adequately evaluate the risk estimates (also for
future conditions) and to enable timely decisions.
• Further discussions should involve all stakeholders to evaluate benefits and risks emerging
from new high-mountain lakes equally, and to consider multi-purpose constructions for
risk reduction, and furthermore to find robust and broadly supported long-term solutions.
To summarize, high-magnitude, low-frequency cascading events pose challenges to risk man-
agers. A knowledge base for first-order hazard assessments of high-mountain lakes and a range
of risk assessment methodologies is available. It allows for localization and prioritization of
risks in Switzerland, also with regard to future conditions. The direction and time scales of
the changes in high mountains are known, and methodologies to assess causal relations and
outcomes are available. Large uncertainties remain, especially regarding detailed hazard as-
sessment of local cases. Decisions regarding risk management should nevertheless be taken
promptly and with wide support, since many stakeholders are present and degrees of freedom in
decision-making decrease with time.
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APPENDIX A
RAID-MODEL: AGREEMENT PLOTS OF
THE SENSITIVITY ANALYSIS
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APPENDIX B
RAMMS AND IBER: SETTINGS OF THE
SIMULATIONS
Simulation Parameters Further parameters
Grid resolution 8m Release Block release
Dumb step 5 Erosion law Velocity square driven
Density 1000 Total momentum 5
Lambda 1
Numerical scheme second order
Table B.1: Settings of RAMMS ice-avalanche simulations.
Simulation Parameters Further parameters
Grid resolution 8m Release Hydrograph
Dumb step 60 Erosion law Velocity square driven
Density 1900 Total momentum 5
Lambda 1
Numerical scheme second order
Table B.2: Settings of RAMMS outburst-flow simulations.
General Parameters Hydrodynamics Roughness
Number of Threads 8 Inlet Total Discharge Land-use class River
Numerical Scheme First order Inlet conditions Critical/Subcr. Manning-nr. 0.025
CFL 0.45 Outlet flow conditions Supercr./Subcr.
Wet-Dry-Limit 0.01m
Numerical scheme second order
Table B.3: Settings of IBER impact wave simulations. The additional modules for turbulence, sediment
transport, encroachments and breaching were disabled.
APPENDIX C
RAMMS AND IBER: RESULTS OF THE
54 IMPACT-WAVE SIMULATIONS
(a
)F
lo
w
ve
lo
ci
ty
(b
)
(c
)F
lo
w
he
ig
ht
(d
)
(e
)I
m
pa
ct
hy
dr
og
ra
ph
(f
)O
ve
rto
pp
in
g
hy
dr
og
ra
ph
Fi
gu
re
C
.1
:
Th
e
(a
-d
)R
AM
M
S
av
al
an
ch
e-
si
m
ul
at
io
n
re
su
lts
on
th
e
la
ke
sh
or
el
in
e
w
er
e
co
nv
er
te
d
in
to
th
e
(e
)i
m
pa
ct
in
g
hy
dr
og
ra
ph
s(
th
e
tr
an
sf
or
m
a-
tio
n
m
et
ho
ds
ar
e
de
sc
ri
be
d
in
Se
ct
io
n
12
.1
),
w
hi
ch
le
ad
ed
to
ov
er
to
pp
in
g
si
m
ul
at
io
ns
by
IB
ER
(f)
.
In
flu
en
ce
of
th
e
in
iti
al
vo
lu
m
e
on
th
e
m
od
el
re
su
lts
:
Th
e
x-
ax
es
re
pr
es
en
tt
he
du
ra
tio
n
of
th
e
re
sp
ec
tiv
e
pr
oc
es
s.
Th
e
sm
al
lg
ra
ph
s
ill
us
tr
at
e
th
e
flo
w
ve
lo
ci
ty
(b
)a
nd
th
e
flo
w
he
ig
ht
(d
)a
s
a
fu
nc
tio
n
of
th
e
tr
an
sf
or
m
at
io
n
m
et
ho
ds
m
ea
n
(u
pp
er
pl
ot
)a
nd
m
ax
(lo
w
er
pl
ot
).
(a
)F
lo
w
ve
lo
ci
ty
(b
)
(c
)F
lo
w
he
ig
ht
(d
)
(e
)I
m
pa
ct
hy
dr
og
ra
ph
(f
)O
ve
rto
pp
in
g
hy
dr
og
ra
ph
Fi
gu
re
C
.2
:
Th
e
(a
-d
)
RA
M
M
S
av
al
an
ch
e-
si
m
ul
at
io
n
re
su
lts
on
th
e
la
ke
sh
or
el
in
e
w
er
e
co
nv
er
te
d
in
to
th
e
(e
)
im
pa
ct
in
g
hy
dr
og
ra
ph
s
(th
e
tr
an
sf
or
-
m
at
io
n
m
et
ho
ds
ar
e
de
sc
ri
be
d
in
Se
ct
io
n
12
.1
),
w
hi
ch
le
ad
ed
to
ov
er
to
pp
in
g
si
m
ul
at
io
ns
by
IB
ER
(f)
.
In
flu
en
ce
of
th
e
ca
lib
ra
tio
n
on
th
e
m
od
el
re
su
lts
:
Th
e
x-
ax
es
re
pr
es
en
tt
he
du
ra
tio
n
of
th
e
re
sp
ec
tiv
e
pr
oc
es
s.
Th
e
sm
al
lg
ra
ph
s
ill
us
tr
at
e
th
e
flo
w
ve
lo
ci
ty
(b
)a
nd
th
e
flo
w
he
ig
ht
(d
)a
s
a
fu
nc
tio
n
of
th
e
tr
an
sf
or
m
at
io
n
m
et
ho
ds
m
ea
n
(u
pp
er
pl
ot
)a
nd
m
ax
(lo
w
er
pl
ot
).
(a
)F
lo
w
ve
lo
ci
ty
(b
)
(c
)F
lo
w
he
ig
ht
(d
)
(e
)I
m
pa
ct
hy
dr
og
ra
ph
(f
)O
ve
rto
pp
in
g
hy
dr
og
ra
ph
Fi
gu
re
C
.3
:
Th
e
(a
-d
)R
AM
M
S
av
al
an
ch
e-
si
m
ul
at
io
n
re
su
lts
on
th
e
la
ke
sh
or
el
in
e
w
er
e
co
nv
er
te
d
in
to
th
e
(e
)i
m
pa
ct
in
g
hy
dr
og
ra
ph
s(
th
e
tr
an
sf
or
m
a-
tio
n
m
et
ho
ds
ar
e
de
sc
ri
be
d
in
Se
ct
io
n
12
.1
),
w
hi
ch
le
ad
ed
to
ov
er
to
pp
in
g
si
m
ul
at
io
ns
by
IB
ER
(f)
.I
nfl
ue
nc
e
of
en
tr
ai
nm
en
to
n
th
e
m
od
el
re
su
lts
.
Th
e
x-
ax
es
re
pr
es
en
tt
he
du
ra
tio
n
of
th
e
re
sp
ec
tiv
e
pr
oc
es
s.
Th
e
sm
al
lg
ra
ph
s
ill
us
tr
at
e
th
e
flo
w
ve
lo
ci
ty
(b
)a
nd
th
e
flo
w
he
ig
ht
(d
)a
s
a
fu
nc
tio
n
of
th
e
tr
an
sf
or
m
at
io
n
m
et
ho
ds
m
ea
n
(u
pp
er
pl
ot
)a
nd
m
ax
(lo
w
er
pl
ot
).
(a
)F
lo
w
ve
lo
ci
ty
(b
)
(c
)F
lo
w
he
ig
ht
(d
)
(e
)I
m
pa
ct
hy
dr
og
ra
ph
(f
)O
ve
rto
pp
in
g
hy
dr
og
ra
ph
Fi
gu
re
C
.4
:
Th
e
(a
-d
)R
AM
M
S
av
al
an
ch
e-
si
m
ul
at
io
n
re
su
lts
on
th
e
la
ke
sh
or
el
in
e
w
er
e
co
nv
er
te
d
in
to
th
e
(e
)i
m
pa
ct
in
g
hy
dr
og
ra
ph
s(
th
e
tr
an
sf
or
m
a-
tio
n
m
et
ho
ds
ar
e
de
sc
ri
be
d
in
Se
ct
io
n
12
.1
),
w
hi
ch
le
ad
ed
to
ov
er
to
pp
in
g
si
m
ul
at
io
ns
by
IB
ER
(f)
.
In
flu
en
ce
of
th
e
tr
an
sf
or
m
at
io
n
on
th
e
m
od
el
re
su
lts
.T
he
x-
ax
es
re
pr
es
en
tt
he
du
ra
tio
n
of
th
e
re
sp
ec
tiv
e
pr
oc
es
s.
Th
e
sm
al
lg
ra
ph
s
ill
us
tr
at
e
th
e
flo
w
ve
lo
ci
ty
(b
)a
nd
th
e
flo
w
he
ig
ht
(d
)a
s
a
fu
nc
tio
n
of
th
e
tr
an
sf
or
m
at
io
n
m
et
ho
ds
m
ea
n
(u
pp
er
pl
ot
)a
nd
m
ax
(lo
w
er
pl
ot
).
APPENDIX D
ANOVA OF THE 54 IMPACT-WAVE
SIMULATIONS: RESULTS AND
STATISTICAL EVALUATION
O
ve
rt
op
pi
ng
tim
e
O
ve
rt
op
pi
ng
vo
lu
m
e
M
ax
im
um
di
sc
ha
rg
e
M
ea
n
di
sc
ha
rg
e
O
ve
rt
op
pi
ng
he
ig
ht
N
r.
m
in
.
m
ed
.
m
ax
.
ou
tl.
m
in
.
m
ed
.
m
ax
.
ou
tl.
m
in
.
m
ed
.
m
ax
.
ou
tl.
m
in
.
m
ed
.
m
ax
.
ou
tl.
m
in
.
m
ed
.
m
ax
.
ou
tl.
In
iti
al
vo
lu
m
e
sm
al
l
0
0
0
14
0
0
0
10
,2
73
0
0
0
2,
22
9
0
0
0
68
5
0
0
0
4
4
5
10
14
63
1,
66
7
10
,2
73
19
36
3
2,
22
9
10
14
3
68
5
0.
1
1.
9
3.
8
m
ed
iu
m
0
4
17
0
0
3,
42
5
76
,7
48
0
0
65
6
34
,2
57
0
0
28
5
1,
90
3
0
0.
3
6.
8
9
8
12
17
23
5
2,
56
4
34
,2
57
79
,5
72
61
55
8
6,
43
1
13
,5
82
13
25
6
1,
90
3
4,
42
1
0.
7
2.
7
6.
8
la
rg
e
0
12
21
0
3,
31
0
76
,7
48
17
1,
36
8
0
66
0
13
,1
56
27
,7
31
0
26
5
4,
26
3
8,
16
0
0
3.
1
9.
2
13
9
14
21
55
4
9,
62
6
17
1,
36
8
14
6
1,
56
3
27
,7
31
55
56
6
8,
16
0
1.
1
3.
9
8
9.
2
C
al
ib
ra
tio
n
lo
w
er
0
0
14
0
0
65
6
0
0
15
5
2,
90
4
0
0
60
73
0
0
0
2.
5
4.
6
5
10
11
14
65
6
3,
63
0
3,
63
0
10
,2
15
15
5
70
9
70
9
2,
03
4
60
23
9
23
9
73
0
1.
2
2.
5
4.
6
be
st
-fi
t
0
0
14
0
0
2,
32
9
2,
98
9
0
0
61
1
1,
37
7
0
0
27
1
46
7
0
0
3.
6
7
8
10
14
23
5
2,
99
0
2,
99
0
7,
00
7
62
61
1
61
1
1,
37
7
13
23
2
46
7
0.
7
2.
7
3.
6
up
pe
r
0
14
21
0
9,
95
0
17
1,
36
9
0
1,
89
7
27
,7
32
0
62
6
8,
16
0
0
3.
9
9.
2
14
5
15
21
63
26
,8
29
17
1,
36
8
19
5,
11
2
27
,7
31
10
1,
63
6
8,
16
0
0.
2
4.
5
9.
2
En
tr
ai
nm
en
t
no
0
0
17
0
0
2,
32
3
76
,7
48
0
0
51
6
13
,1
56
0
0
15
4
4,
26
3
0
0
3.
9
5.
3
6
9
14
17
35
4
2,
67
1
9,
62
6
76
,7
48
14
6
46
9
1,
56
4
13
,1
56
55
15
3
56
6
4,
26
3
1.
1
2.
5
5.
3
lit
tle
0
0
20
0
0
3,
63
0
13
1,
54
9
0
0
70
8
21
,8
42
0
0
28
5
6,
26
4
0
0
66
.8
8.
1
8
5
12
20
63
3,
52
8
13
1,
54
9
19
68
2
21
,8
42
10
27
9
6,
26
4
0.
2
3.
1
8.
1
do
ub
le
0
1
21
0
2,
35
0
17
,8
00
17
1,
36
9
0
50
8
3,
79
2
27
,7
31
0
20
5
1,
36
9
8,
16
0
0
2.
6
9.
2
12
9
13
21
84
9
8,
61
1
34
,2
56
17
1,
36
9
13
7
1,
70
6
6,
43
1
27
,7
31
55
57
6
1,
90
3
8,
16
0
1.
1
3.
7
9.
2
Tr
an
sf
or
m
at
io
n
m
ax
0
10
20
0
1,
82
0
17
,8
00
17
1,
36
9
0
42
1
3,
79
2
27
,7
32
0
0
1,
36
9
8,
16
0
0
2.
2
8.
9
19
5
13
20
63
2,
99
0
17
,8
01
17
1,
36
9
19
38
4
3,
79
2
27
,7
32
10
25
9
1,
36
9
8,
16
0
0.
1
3
8.
9
m
ea
n
0
0
11
21
0
0
54
9
17
1,
36
9
0
13
7
13
7
24
,3
51
0
0
55
7,
74
3
0
0
1
9.
2
7
9
15
21
55
0
9,
62
6
34
,7
32
17
0,
39
8
13
7
1,
56
4
6,
44
7
24
,3
51
13
7
1,
56
4
6,
44
7
24
,3
51
1.
1
3.
9
6.
3
9.
2
Ta
bl
e
D
.1
:
D
es
cr
ip
tiv
e
st
at
is
tic
s
on
th
e
AN
O
VA
-r
es
ul
ts
pe
r
de
pe
nd
en
tv
ar
ia
bl
e.
M
in
im
um
,m
ed
iu
m
,m
ax
im
um
va
lu
es
an
d
ou
tli
er
s.
"N
r."
re
fe
rs
to
th
e
nu
m
be
r
of
ov
er
to
pp
in
g
w
av
es
ca
us
ed
,t
he
co
rr
es
po
nd
in
g
ro
w
s
ar
e
m
ar
ke
d
in
ita
lic
.F
or
ab
br
ev
ia
tio
ns
se
e
Ta
bl
e
12
.1
.
O
ve
rt
op
pi
ng
tim
e
O
ve
rt
op
pi
ng
vo
lu
m
e
M
ax
im
um
di
sc
ha
rg
e
M
ea
n
di
sc
ha
rg
e
O
ve
rt
op
pi
ng
he
ig
ht
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
M
ai
n
Ef
fe
ct
s
In
iti
al
vo
lu
m
e
24
.6
1.
4E
-0
6
**
*
14
.4
7.
9E
-0
5
**
*
14
.6
2.
7E
-0
5
**
*
15
.0
2.
0E
-0
5
**
*
22
.3
4.
9E
-0
8
**
*
m
ed
iu
m
-s
m
al
l
0.
00
9
**
*
0.
55
8
0.
42
6
0.
36
9
0.
00
5
**
la
rg
e
-s
m
al
l
1.
0E
-0
5
**
*
9.
7E
-0
5
**
*
3.
1E
-0
5
**
*
2.
1E
-0
5
**
*
0
**
*
la
rg
e
-m
ed
iu
m
0.
00
4
**
*
0.
00
2
**
9.
3E
-0
4
**
*
8.
7E
-0
4
**
*
2.
3E
-0
4
**
*
C
al
ib
ra
tio
n
27
.2
3.
9E
-0
7
**
*
24
.3
1.
3E
-0
6
**
*
26
.0
2.
1E
-0
7
**
*
26
.8
1.
4E
-0
7
**
*
29
.2
3.
2E
-0
9
**
*
lo
w
er
-b
es
t-fi
t
0.
75
8
1.
0
0.
99
9
0.
99
9
0.
91
1
up
pe
r-
be
st
-fi
t
7.
3E
-0
6
**
*
8.
0E
-0
6
**
*
1.
5E
-0
6
**
*
1.
0E
-0
6
**
*
1.
0E
-0
7
**
*
up
pe
r-
lo
w
er
1.
1E
-0
7
**
*
8.
0E
-0
6
**
*
1.
5E
-0
6
**
*
1.
0E
-0
6
**
*
0
**
*
En
tr
ai
nm
en
t
7.
4
0.
00
3
**
4
0.
03
7
*
4.
0
0.
02
3
*
4.
1
0.
02
0
*
10
.1
4.
4E
-0
5
**
*
lit
tle
-n
o
0.
70
9
0.
39
3
0.
29
7
0.
29
6
0.
19
9
do
ub
le
-n
o
0.
00
4
**
0.
02
8
*
0.
02
*
0.
02
*
3.
4E
-0
5
**
*
do
ub
le
-l
itt
le
0.
02
5
*
0.
35
2
0.
34
5
0.
31
8
0.
00
4
**
Tr
an
sf
or
m
at
io
n
13
.7
1.
9E
-0
5
**
*
1.
7
0.
08
7
2.
3
0.
03
4
*
2.
3
0.
03
5
*
7.
8
4.
9E
-0
5
**
*
In
te
ra
ct
io
ns
13
.7
40
.9
40
.2
39
.1
21
Vo
l:E
r
0.
5
0.
91
2
4.
9
0.
08
2
4
0.
10
4
4
0.
09
9
1.
2
0.
48
9
Vo
l:C
al
6.
5
0.
02
9
*
25
.1
9.
6E
-0
6
**
*
24
.6
3.
6E
-0
6
**
*
24
.4
3.
3E
-0
6
**
*
12
.1
9.
4E
-0
5
**
*
Vo
l:T
ra
ns
2.
2
0.
13
9
1.
1
0.
35
7
1.
6
0.
20
4
1.
3
0.
26
6
1.
8
0.
08
8
Er
:T
ra
ns
0.
01
0.
99
1
1
0.
41
3
0.
8
0.
44
9
0.
7
0.
47
1
0.
3
0.
64
6
C
al
:E
r
2.
1
4.
2E
-0
1
6.
6
0.
03
2
*
6.
3
0.
02
2
*
6.
1
0.
02
4
*
5.
1
0.
01
5
*
C
al
:T
ra
ns
2.
4
1.
2E
-0
1
2.
2
0.
14
1
2.
9
0.
05
8
2.
6
0.
07
8
0.
5
0.
50
2
R
es
id
ua
ls
14
.5
14
.9
13
.0
12
.8
9.
6
Ta
bl
e
D
.2
:
Va
ri
an
ce
s
in
th
e
de
pe
nd
en
tv
ar
ia
bl
es
in
al
lm
od
el
ru
ns
ca
us
ed
by
th
e
m
ai
n
ef
fe
ct
s
of
th
e
in
de
pe
nd
en
tf
ac
to
rs
or
th
e
in
te
ra
ct
io
ns
be
tw
ee
n
th
em
.
Th
e
pe
rc
en
ta
ge
s
re
fe
r
to
th
e
su
m
of
th
e
sq
ua
re
,i
nd
ic
at
in
g
th
e
ab
so
lu
te
va
ri
an
ce
in
tro
du
ce
d
by
th
e
fa
ct
or
/in
te
ra
ct
io
n.
Th
e
im
po
rt
an
ce
of
th
e
di
ffe
re
nc
es
be
tw
ee
n
th
e
fa
ct
or
s/
in
te
ra
ct
io
ns
’
m
ea
ns
w
as
ca
lc
ul
at
ed
w
ith
th
e
W
ilc
ox
on
te
st
.
Th
e
im
po
rt
an
ce
of
th
e
di
ffe
re
nc
es
be
tw
ee
n
th
e
in
de
pe
nd
en
tf
ac
to
rs
’
gr
ou
ps
m
ea
ns
w
er
e
ca
lc
ul
at
ed
ac
co
rd
in
g
to
th
e
Tu
ke
yH
SD
te
st
.
Th
es
e
im
po
rt
an
ce
s
w
er
e
cl
as
si
fie
d
in
"s
tro
ng
"
(p
<
0.
00
1;
**
*)
,"
co
ns
id
er
ab
le
"
(p
<
0.
01
;*
*)
an
d
"n
ot
ic
ea
bl
e"
(p
<
0.
05
;*
).
Fo
r
ab
br
ev
ia
tio
ns
se
e
Ta
bl
e
12
.1
.
O
ve
rt
op
pi
ng
tim
e
O
ve
rt
op
pi
ng
vo
lu
m
e
M
ax
im
um
di
sc
ha
rg
e
M
ea
n
di
sc
ha
rg
e
O
ve
rt
op
pi
ng
he
ig
ht
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
%
Im
po
rta
nc
e
M
ai
n
Ef
fe
ct
s
In
iti
al
vo
lu
m
e
20
.6
0.
03
2
*
13
.0
0.
06
9
12
.7
0.
05
1
12
.9
0.
04
6
16
.2
0.
07
4
m
ed
iu
m
-s
m
al
l
0.
15
9
0.
70
7
0.
58
8
0.
58
4
0.
31
4
la
rg
e
-s
m
al
l
0.
03
2
*
0.
09
9
0.
06
9
0.
07
8
0.
07
5
la
rg
e
-m
ed
iu
m
0.
11
5
0.
11
1
0.
08
7
0.
10
4
0.
21
2
C
al
ib
ra
tio
n
32
.5
0.
01
7
*
33
.0
0.
02
0
*
35
.0
0.
01
3
*
35
.9
0.
01
5
*
31
.1
0.
03
1
*
lo
w
er
-b
es
t-fi
t
0.
98
7
0.
68
7
0.
63
8
0.
67
4
0.
94
0
up
pe
r-
be
st
-fi
t
0.
02
6
*
0.
04
1
*
0.
02
5
*
0.
02
9
*
0.
05
2
up
pe
r-
lo
w
er
0.
03
3
*
0.
03
1
*
0.
02
0
*
0.
02
3
*
0.
05
4
En
tr
ai
nm
en
t
8.
3
0.
10
2
10
.1
0.
09
5
9.
8
0.
07
0
9.
9
0.
08
2
18
.9
0.
06
0
lit
tle
-n
o
0.
71
7
0.
42
5
0.
32
1
0.
36
5
0.
50
8
do
ub
le
-n
o
0.
29
1
0.
10
4
0.
07
5
0.
08
9
0.
07
3
do
ub
le
-l
itt
le
0.
11
1
0.
34
1
0.
30
8
0.
33
1
0.
17
3
Tr
an
sf
or
m
at
io
n
2.
2
0.
19
3
6.
7
0.
07
1
8.
4
0.
03
8
*
7.
8
0.
05
0
*
3.
3
0.
12
0
In
te
ra
ct
io
ns
34
.1
34
.7
32
.0
30
.7
24
.9
Vo
l:E
r
13
.0
0.
09
5
3.
6
0.
40
6
3
0.
37
5
3.
1
0.
40
4
3.
3
0.
51
4
Vo
l:C
al
6.
4
0.
21
4
12
.9
0.
11
4
12
.1
0.
08
7
12
.0
0.
10
5
7.
3
0.
27
6
Vo
l:T
ra
ns
2.
9
0.
29
4
1.
5
0.
50
7
1.
8
0.
37
8
1.
2
0.
52
6
1.
4
0.
59
5
Er
:T
ra
ns
5.
3
0.
16
7
11
.2
0.
08
4
10
.0
0.
06
8
10
.2
0.
07
9
5.
7
0.
22
5
C
al
:E
r
4.
8
0.
37
0
5.
5
0.
37
7
5.
1
0.
31
3
4.
2
0.
38
4
6.
1
0.
42
5
C
al
:T
ra
ns
1.
7
0.
23
9
0.
0
0.
87
0
0.
0
0.
91
3
0.
0
0.
86
7
1.
1
0.
40
5
R
es
id
ua
ls
2.
3
2.
7
2.
0
2.
3
3.
4
Ta
bl
e
D
.3
:V
ar
ia
nc
es
in
th
e
de
pe
nd
en
tv
ar
ia
bl
es
in
th
e
ov
er
to
pp
in
g
m
od
el
ru
ns
ca
us
ed
by
th
e
m
ai
n
ef
fe
ct
so
ft
he
in
de
pe
nd
en
tf
ac
to
rs
or
th
e
in
te
ra
ct
io
ns
be
tw
ee
n
th
em
.
Th
e
pe
rc
en
ta
ge
s
re
fe
r
to
th
e
su
m
of
th
e
sq
ua
re
,
in
di
ca
tin
g
th
e
ab
so
lu
te
va
ri
an
ce
in
tro
du
ce
d
by
th
e
fa
ct
or
/in
te
ra
ct
io
n.
Th
e
im
po
rt
an
ce
of
th
e
di
ffe
re
nc
es
be
tw
ee
n
th
e
fa
ct
or
s/
in
te
ra
ct
io
ns
’
m
ea
ns
w
as
ca
lc
ul
at
ed
w
ith
th
e
W
ilc
ox
on
te
st
.
Th
e
im
po
rt
an
ce
of
th
e
di
ffe
re
nc
es
be
tw
ee
n
th
e
in
de
pe
nd
en
tf
ac
to
rs
’g
ro
up
s
m
ea
ns
w
er
e
ca
lc
ul
at
ed
ac
co
rd
in
g
to
th
e
Tu
ke
yH
SD
te
st
.
Th
es
e
im
po
rt
an
ce
s
w
er
e
cl
as
si
fie
d
in
"s
tro
ng
"
(p
<
0.
00
1;
**
*)
,"
co
ns
id
er
ab
le
"
(p
<
0.
01
;*
*)
an
d
"n
ot
ic
ea
bl
e"
(p
<
0.
05
;*
).
Fo
r
ab
br
ev
ia
tio
ns
se
e
Ta
bl
e
12
.1
.
APPENDIX E
ANOVA OF THE 54 IMPACT-WAVE
SIMULATIONS: INTERACTION PLOTS
Figure E.1: Interactions amongst the independent factors’ groups for the overtopping times in all runs.
For abbreviations see Table 12.1.
Figure E.2: Interactions amongst the independent factors’ groups for the overtopping times in the over-
topping runs. For abbreviations see Table 12.1.
Figure E.3: Interactions amongst the independent factors’ groups for the overtopping heights in all runs.
For abbreviations see Table 12.1.
Figure E.4: Interactions amongst the independent factors’ groups for the overtopping heights in the
overtopping runs. For abbreviations see Table 12.1.
Figure E.5: Interactions amongst the independent factors’ groups for the overtopping volumes in all
runs. For abbreviations see Table 12.1.
Figure E.6: Interactions amongst the independent factors’ groups for the overtopping volumes in the
overtopping runs. For abbreviations see Table 12.1.
Figure E.7: Interactions amongst the independent factors’ groups for the maximum discharge in all runs.
For abbreviations see Table 12.1.
Figure E.8: Interactions amongst the independent factors’ groups for the maximum discharge in the
overtopping runs. For abbreviations see Table 12.1.
Figure E.9: Interactions amongst the independent factors’ groups for the average discharge in all runs.
For abbreviations see Table 12.1.
Figure E.10: Interactions amongst the independent factors’ groups for the average discharge in the
overtopping runs. For abbreviations see Table 12.1.
