Abstract: Most multimedia source signals are capable of tolerating lossy, rather than lossless delivery to the human eye, ear and other human sensors. The corresponding lossy and preferably low-delay multimedia source codecs however exhibit unequal error sensitivity, which is not the case for Shannon's ideal entropy codec. This paper proposes a jointly optimised turbo transceiver design capable of providing unequal error protection for MPEG-4 coding aided wireless video telephony. The transceiver investigated consists of space-time trellis coding (STTC) invoked for the sake of mitigating the effects of fading, in addition to bandwidth efficient trellis coded modulation or bit-interleaved coded modulation, combined with a multi-level coding scheme employing either two different-rate non-systematic convolutional codes (NSCs) or two recursive systematic convolutional codes for yielding a twin-class unequal-protection. A single-class protection based benchmark scheme combining STTC and NSC is used for comparison with the unequal-protection scheme advocated. The video performance of the various schemes is evaluated when communicating over uncorrelated Rayleigh fading channels. It was found that the proposed scheme requires about 2.8 dBs lower transmit power than the benchmark scheme in the context of the MPEG-4 videophone transceiver at a similar decoding complexity.
Motivation and background
Trellis coded modulation (TCM) [1, 2] constitutes a bandwidth-efficient joint channel coding and modulation scheme, which was originally designed for transmission over additive white Gaussian noise (AWGN) channels. By contrast, bit-interleaved coded modulation (BICM) [3] employing parallel bit-based interleavers was designed for communicating over uncorrelated Rayleigh fading channels. Therefore, TCM outperforms BICM, when communicating over AWGN channels since TCM exhibits a higher Euclidean distance. By contrast, the opposite is true, when communicating over uncorrelated Rayleigh fading channels, since BICM exhibits a higher Hamming distance. Spacetime trellis coding (STTC) schemes [4, 5] , which employ multiple transmit and receive antennas are capable of providing both spatial diversity gain and coding gain. Note that when the spatial diversity order is sufficiently high, the channel's Rayleigh fading envelope is transformed to a Gaussian-like near-constant envelope. Hence, the benefits of a TCM scheme designed for AWGN channels will be efficiently exploited, when TCM is concatenated with STTC in comparison to BICM [6] .
Multi-level coding (MLC) schemes [7] have been widely designed for providing unequal error protection capabilities [8] . In this paper, we design a twin-class unequal protection MLC scheme by employing two different code-rate maximal minimum distance non-systematic convolutional codes (NSCs) [9] or recursive systematic convolutional codes (RSCs) [1, 2] as the constituent codes. More specifically, a stronger NSC/RSC is used for protecting the more sensitive video bits, while a weaker NSC/RSC is employed for protecting the less sensitive video bits. Note that TCM employs a set partitioning (SP) based bit mapper [1] , where the signal set is split into a number of subsets, such that the minimum Euclidean distance of the signal points in the new subset is increased at every partitioning step. Hence, the NSC/RSC encoded bits which are based on the more sensitive video bits are also mapped to the constellation subsets having the highest minimum Euclidean distance for the sake of further enhanced protection. The TCM and STTC encoders may be viewed as a 'coded mapper' for the unequal protected MLC scheme.
The MPEG-4 standard [10, 11] offers a framework for a whole range of multimedia applications, such as teleshopping, interactive TV, Internet games or iterative mobile video telephony. The novel contribution of this paper is that the state-of-the-art MPEG-4 video codec was amalgamated with a systematically designed sophisticated turbo transceiver using MLC for providing unequal error protection, TCM for maintaining bandwidth efficiency and STTC for attaining spatial diversity. Extrinsic information was exchanged across three serially concatenated decoder stages and the decoding convergence was studied using novel three-dimensional (3-D) non-binary extrinsic information transfer (EXIT) charts [12] . We will refer to this unequalprotection joint MPEG-4 source-coding, channel-coding, modulation and spatial diversity aided turbo-transceiver as the STTC-TCM-2NSC or STTC-TCM-2RSC scheme. We will also investigate the STTC-BICM-2RSC scheme, where BICM is employed as the inner code for the sake of studying the performance difference between BICM and TCM as the inner code in the STTC-based unequalprotection turbo transceiver, it is shown that significant iteration gains are attained with the aid of an efficient iterative decoding mechanism.
The turbo transceiver
The schematic of the serially concatenated STTC-TCM/ BICM-2NSC/2RSC turbo scheme using a STTC, a TCM/ BICM and two NSCs/RSCs as its constituent codes is depicted in Fig. 1 . The MPEG-4 codec operated at R f ¼ 30 frames per second using the (176 Â 144)-pixel quarter common intermediate format (QCIF) Miss America video sequence, encoded at a near-constant bitrate of R b ¼ 69 kbit/s. Hence, we have R b /R f ¼ 2300 bits per video frame. We partition the video bits into two unequal-protection classes. Specifically, class-1 and class-2 consist of 25% (which is 575 bits) and 75% (which is 1725 bits) of the total number of video bits, respectively. The more sensitive video bits constituted mainly by the MPEG-4 framing and synchronisation bits are in class-1 and they are protected by a stronger binary NSC/RSC having a coding rate of R 1 ¼ k 1 /n 1 ¼ 1/2 and a code memory of L 1 ¼ 3. The less sensitive video bits -predominantly signalling the MPEG-4 discrete cosine transform (DCT) coefficients and motion vectors -are in class-2 and they are protected by a weaker non-binary NSC/RSC having a coding rate of R 2 ¼ k 2 /n 2 ¼ 3/4 and a code memory of L 2 ¼ 3. Hence, the effective code rate for the MLC scheme employing the R 1 ¼ 1/2 and R 2 ¼ 3/4 NSCs/RSCs is given by R MLC ¼ (k 1 +k 2 )/(n 1 +n 2 ) ¼ 2/3. Note that the number of MPEG-4 framing and synchronisation bits is only about 10% of the total number of video bits. Hence, about 25%À10%¼ 15% of the class-1 bits are constituted by the video bits signalling the most sensitive MPEG-4 DCT coefficients. We invoke code termination bits in both NSCs/RSCs and hence the number of coded bits emerging from the R 1 ¼ 1/2 binary NSC/RSC encoder is (575+k 1 L 1 )/R 1 ¼ 1156 bits, while that generated by the R 2 ¼ 3/4 non-binary NSC/RSC encoder is (1725+k 2 L 2 )/R 1 ¼ 2312 bits.
The class-1 and class-2 NSC/RSC coded bit sequences seen in Fig. 1 are interleaved by two separate bit interleavers of length 1156 and 2312 bits, respectively. The two interleaved bit sequences are then concatenated to form a bit sequence of 1156+2312 ¼ 3468 bits. This bit sequence is then fed to the TCM/BICM encoder of Fig. 1 having a coding rate of R 3 ¼ k 3 /n 3 ¼ 3/4 and a code memory of L 4 ¼ 3. When the SP-based TCM is employed, the most significant bit (MSB) of the three-bit input symbol in the rate-3/4 TCM encoder has a higher protection. Therefore, we map the interleaved bit sequence of the class-1 NSC/ RSC encoder to the MSB of the TCM scheme's three-bit input symbol for the sake of further protecting the class-1 video bits. Hence, the MLC encoder of Fig. 1 , which consists of two NSC/RSC encoders, can be viewed as a non-binary outer encoder providing 3-bit MLC symbols, denoted as u in Fig. 1 , for the rate-3/4 TCM/BICM encoder. We employ code termination also in the TCM/BICM scheme and hence at the TCM/BICM encoder's output we have (3468+k 3 L 3 )/R 3 ¼ 4636 bits or 4636/4 ¼ 1159 symbols. The TCM symbol sequence (or BICM bit sequence) is then symbol-interleaved (or bit-interleaved) in Fig. 1 and fed 
The turbo decoding
The STTC-TCM-2RSC scheme's turbo decoder structure is illustrated in Fig. 2 , where there are four constituent decoders, each labelled with a round-bracketed index. Symbol-based and bit-based MAP algorithms [2] operating in the logarithmic-domain are employed by the TCM in addtion to the rate R 2 ¼ 3/4 RSC decoders and by the R 1 ¼ 1/2 RSC decoder, respectively. The notations P( Á ) and L( Á ) in Fig. 2 denote the logarithmic-domain symbol probabilities and the logarithmic-likelihood ratio (LLR) of the bit probabilities, respectively. The notations c, u and b i in the round brackets ( Á ) in Fig. 2 denote TCM coded symbols, TCM information symbols and the class-i video bits, respectively. The specific nature of the probabilities and LLRs is represented by the subscripts a, p, e and i, which denote in Fig. 2 a priori, a posteriori, extrinsic, and intrinsic information, respectively. The probabilities and LLRs associated with one of the four constituent decoders having a label of {1, 2, 3a, 3b} are differentiated by the identical superscripts of {1, 2, 3a, 3b}. Note that the superscript 3 is used for representing the MLC decoder of Fig. 2 which invokes the RSC decoders of 3a and 3b. The notations b i ,b i , u, c, x j and y k denote the vectors of the class-i video bits, the estimates of the class-i video bits, the MLC coded symbols, the TCM coded symbols (or BICM coded bits), the STTC coded symbols for transmitter j and the received symbols at receiver k, respectively. Furthermore, U is a bit-to-symbol converter, while N t and N r denote the number of transmitters and receivers, respectively. The symbol-based (or bit-based) channel interleaver between the STTC and TCM (or BICM) schemes in addition to the two bit-based interleavers at the output of NSC/RSC encoders are not shown for simplicity. The iterative decoder seen at the right is detailed in Fig. 2 As we can observe from Fig. 2 , the STTC decoder of block (1) benefits from the a priori information provided by the TCM decoder of block (2), namely from P (3), potentially enhanced by the TCM decoder of block (2). Similarly, the intrinsic probability of P 2 i ðuÞ provided by the TCM decoder for the sake of the RSC decoders' benefit consists of the inseparable extrinsic information generated by the TCM decoder itself in addition to the systematic information of the STTC decoder, namely P 
The turbo benchmark scheme
For the sake of benchmarking the scheme advocated, we created a powerful benchmark scheme by replacing the TCM/BICM and NSC/RSC encoders of Fig. 1 by a single NSC codec having a coding rate of R 0 ¼ k 0 /n 0 ¼ 1/2 and a code memory of L 0 ¼ 6. We will refer to this benchmark scheme as the STTC-NSC arrangement. All video bits are equally protected in the benchmark scheme by a single NSC encoder and a STTC encoder. A bit-based channel interleaver is inserted between the NSC encoder and STTC encoder. Taking into account the bits required for code termination, the number of output bits of the NSC encoder is (2300+k 0 L 0 )/R 0 ¼ 4612, which corresponds to 1153 16 QAM symbols. Again, a 16-state STTC scheme having N t ¼ 2 transmit antennas is employed. After code termination, we have 1153+1 ¼ 1154 16 QAM symbols or 4(1154) ¼ 4616 bits in a transmission frame at each transmit antenna. Similar to the STTC-TCM/BICM-2NSC/2RSC scheme, the overall coding rate is given by R ¼ 2300/ 4616 ¼ 0.498 and the effective throughput is log 2 (16)R ¼ 1.99 BPS, both of which are close to the corresponding values of the proposed scheme.
Let us define a single decoding iteration for the proposed STTC-TCM/BICM-2NSC/2RSC scheme as a combination of a STTC decoding, a TCM/BICM decoding, a class-1 NSC/RSC decoding and a class-2 NSC/RSC decoding step. Similarly, a decoding iteration of the STTC-NSC benchmark scheme is comprised of a STTC decoding and a NSC decoding step. We will quantify the decoding complexity of the proposed STTC-TCM/BICM-2NSC/2RSC scheme and that of the benchmark scheme using the number of decoding trellis states. The total number of decoding trellis states per iteration of the proposed scheme employing 2 NSC/RSC decoders having a code memory of
By contrast, the total number of decoding trellis states per iteration for the benchmark scheme having a code memory of L 0 ¼ 6 and
Therefore, the complexity of the STTC-TCM-2NSC/ 2RSC scheme having two iterations is equivalent to that of the benchmark scheme having a single iteration, which corresponds to 80 decoding states.
MIMO channel capacity
Let us consider a multi-input multi-output (MIMO) system employing N t transmit antennas and N r transmit antennas. When two-dimensional L-ary PSK/QAM is employed at each transmit antenna, the received signal vector of the MIMO system is given by
where
T is an N t -element vector of the transmitted signals and n ¼ ðn 1 ; . . . ; n N r Þ T is an N r -element noise vector, where each elements in n is an AWGN process
Fig. 2 Block diagram of the STTC-TCM-2RSC turbo detection scheme
The notations p ðs;biÞ and p À1 ðs;biÞ denote the interleaver and deinterleaver, while the subscript s denotes the symbol-based interleaver of TCM and the subscript b i denotes the bit-based interleaver for class-i RSC. Furthermore, W and W À1 denote LLR-to-symbol probability and symbol probabilityto-LLR conversion, while O and O À1 denote the parallel-to-serial and serial-to-parallel converter, respectively. The notation m denotes the number of information bits per TCM coded symbol. The thickness of the connecting lines indicates the number of non-binary symbol probabilities spanning from a single LLR per bit to 2 m and 2 m+1 probabilities having a zero mean and a variance of N 0 /2 per dimension. Note that in a MIMO system there are M ¼ L N t number of possible L-ary PSK/QAM phasor combinations in the transmitted signal vector x. The STTC scheme of [4] designed for attaining transmit diversity may in fact be viewed as a rate-1/N t channel code, where there are only L 1 legitimate space-time codewords out of the L N t possible phasor combinations during each transmission period. By contrast, Bell Lab's layered space-time (BLAST) scheme [13] designed for attaining multiplexing gain may be viewed as a rate-1 channel code, where all L N t phasor combinations are legitimate during each transmission period. Despite having different code rates, both the STTC and BLAST schemes have the same channel capacity.
The conditional probability of receiving a signal vector y given that an M ¼ L N t -ary signal vector x m , mA{1, y, M}, was transmitted over Rayleigh fading channels is determined by the probability density function (PDF) of the noise, yielding
In the context of discrete-amplitude QAM [14] and PSK [15] signals, we encounter a discrete-input continuousoutput memoryless channel (DCMC) [15] . We derived the channel capacity for a MIMO system, which uses twodimensional M-ary signalling over the DCMC, from that of the discrete memoryless channel (DMC) [16] as
where p(x m ) is the probability of occurrence for the transmitted signal vector x m . It was shown in [16] that for a symmetric DMC, the full capacity may only be achieved by using equiprobable inputs. Hence, the right hand side of (3), which represents the mutual information between x and y, is maximised, when the transmitted symbols are equiprobably distributed, i.e. when we have p(x m ) ¼ 1/M for mA{1, y, M}. Hence, by using p(x m ) ¼ 1/M and after a range of mathematical manipulations, (3) can be simplified to
Þdy is the expectation of the function f(y7x m ) conditioned on x m . The expectation in (4) is taken over H and n, while F m,n is given by
where h i is the ith row of H and n i is the AWGN at the ith receiver.
When the channel input is a continuous-amplitude, discrete-time Gaussian-distributed signal, we encounter a continuous-input continuous-output memoryless channel (CCMC) [15] , where the capacity is only restricted either by the signalling energy or by the bandwidth. It was shown in [17, 18] that the MIMO capacity of the CCMC can be expressed as
where W is the bandwidth and T is the signalling period of the finite-energy signalling waveform and r is the rank of Q, which is defined as
Furthermore, l i is the ith eigenvalue of the matrix Q.
However, for the special case of an orthogonal MIMO transmission system, such as the orthogonal space time block coding (STBC) scheme of [19, 20] , the received signal in (1) can be transformed into [21] 
where y i is the received signal at receiver i in the received signal vector y and x is the complex-valued (two-dimensional) transmitted signal, h i,j is the complex-valued Rayleigh fading coefficient between transmitter j and receiver i, w 
where the expectation in (8) 
Furthermore, the CCMC capacity for STBC can be shown to be
Figure 3 shows the MIMO channel capacity limit of STTC and STBC schemes employing 16 QAM and N t ¼ N r ¼ 2. As we can see from Fig. 3 , the channel capacity of STBC is lower than that of STTC owing to employing orthogonal transmissions. Note that STBC achieves only diversity gain but no coding gain. However, the coding gain of STTC is achieved at the cost of a higher trellis-based decoding complexity. The MIMO channel capacity limit of STTC determined from (4) at a throughput of 1.98 BPS and 1.99 BPS is E b /N 0 ¼ À1.80 dB and À1.79 dB, respectively. The corresponding channel capacity limit of STBC evaluated from (8) is E b /N 0 ¼ À0.49 dB and À0.47 dB, respectively.
Convergence analysis
EXIT charts [22] have been widely used for analysing the convergence behaviour of iterative decoding aided concatenated coding schemes. A specific novelty of this paper is that we will employ the technique proposed in [12] for computing the non-binary EXIT functions, where the multidimensional histogram computation of [23, 24] is replaced by the lower-complexity averaging of the extrinsic symbol probabilities of the MAP decoders. Let us study the convergence of the proposed three-component STTC-TCM-2RSC scheme using 3-D EXIT charts [25] , when communicating over MIMO Rayleigh fading channels. As we can see from Fig. 2 , the TCM decoder receives inputs from and provides outputs for both the STTC and the MLC decoders of Fig. 2 . Hence, we have to compute two EXIT planes, the first one corresponding to the TCM decoder's intrinsic probabilities P 2 i ðcÞ provided for the STTC decoder and the second one corresponding to P 2 i ðuÞ supplied for the MLC decoders, as shown in Fig. 2 . By contrast, the STTC decoder has a single EXIT plane characterising its extrinsic probability P 1 e ðcÞ forwarded to the TCM decoder in Fig. 2 . Similarly, the MLC decoder has one EXIT plane characterising its extrinsic probability P 3 e ðuÞ forwarded to the TCM decoder in Fig. 2 .
Let us denote the average a priori information and the average extrinsic (or intrinsic for TCM) information as I A and I E , respectively. The I A (probabilities or LLRs) and I E (probabilities or LLRs) quantities of TCM corresponding to the links with the STTC and MLC schemes are differentiated by the subscripts 1 and 2, respectively. Similar to computing the conventional EXIT curve in a 2-D EXIT chart, we have to model/provide the a priori information I A for each of the inputs of a constituent decoder in order to compute the EXIT plane of that constituent decoder in a 3-D EXIT chart. When a long bit interleaver is used between two non-binary constituent decoders, I A can indeed be sufficiently accurately modelled based on the assumption of having independent bits within the non-binary symbol [22] . More explicitly, for the bit-interleaved decoder, I A can be computed based on the average mutual information obtained, when binary phase shift keying (BPSK) modulated signals are transmitted across AWGN channels. To expound further, since the MLC coded bits are bitinterleaved before feeding them to the TCM encoder, we model both the average a priori information provided for the TCM decoder, namely I A2 ðTCMÞ ¼ f ðP 2 a ðuÞÞ corresponding to the non-binary TCM input symbol, as well as the average a priori information generated for the MLC decoder, namely I A ðMLCÞ ¼ f ðP 2 i ðcÞÞ corresponding to the non-binary MLC coded symbol, where f( Á ) represents the EXIT function, by assuming that the MLC coded bits in a non-binary MLC coded symbol are independent of each other.
By contrast, the bits in a non-binary coded symbol of a symbol-interleaved concatenated coding scheme are not independent. Hence, for the symbol-interleaved links between the 16 QAM-based TCM and STTC scheme, the distribution of the bits in a non-binary coded symbol cannot be sufficiently accurately modelled using independent BPSK modulation. In this scenario, we found that when the average a priori information generated for these 4-bit TCM coded symbols is modelled based on the average mutual information obtained when 16 QAM modulated signals are transmitted across AWGN channels, a good EXIT plane approximation can be obtained. Note that the average mutual information of 16 QAM in AWGN channels is given by the AWGN channel's capacity computed for 16 QAM (i.e. the DCMC capacity [14] ) provided that all the 16 QAM symbols are equiprobable. Therefore, the average a priori information provided for the TCM decoder, namely I A1 ðTCMÞ ¼ f ðP 
was computed based on the TCM decoder's output P 2 i ðuÞ at the given I A1 (TCM) and I A2 (TCM) values.
As we can see from Fig. 4 , the iteration trajectory computed based on the average intrinsic information of the TCM decoder's output, namely I E1 ðTCMÞ ¼ f ðP 2 i ðcÞÞ, is under the STTC-EXIT plane marked with triangles and above the TCM-EXIT plane drawn using lines. Note that the approximated EXIT-planes in Fig. 4 failed to mimic the exact distribution of the TCM coded symbols, and hence resulted in some overshooting mismatches between the EXIT-planes and the trajectory. However, as seen from Fig. 5 , the mismatch between the EXIT-planes and the trajectory computed based on the average intrinsic information of the TCM decoder's output, namely I E2 ðTCMÞ ¼ f ðP 2 i ðuÞÞ, is minimal. Explicitly, the trajectory seen in Fig. 5 is located on the right of the MLC-EXIT plane spanning two vertical lines and on the left of the TCM-EXIT plane spanning two horizontal lines. Note from Fig. 5 that I E2 (TCM) is not strictly monotonically increasing with I E (STTC), which is in contrast to the bit-interleaved system of [25] . Hence, we cannot combine Figs. 4 and 5 into a single 3-D EXIT chart, as it is in [25] .
As
Since the STTC decoder was unable to converge to the I E (STTC) ¼ 4 position, a two-stage concatenated scheme based on STTC, such as for example the STTC-NSC benchmark scheme, would fail to reach an error free performance at E b /N 0 ¼ À0.5 dB. However, as we can see from Figs. 4 and 5, the TCM decoder's output trajectories converged to the [I E (MLC) ¼ 3, I E1 (TCM) ¼ 4] and [I E (MLC) ¼ 3, I E2 (TCM) ¼ 3] positions, respectively. This indicates that an error-free performance can be attained by the three-stage concatenated STTC-TCM-2RSC scheme at E b /N 0 ¼ À0.5 dB, despite employing a poorly converging STTC scheme. As we can observe from Fig. 5 , the intersection of the EXIT planes includes the vertical line
hence the recursive TCM decoder has in fact aided the non-recursive STTC decoder in achieving a possible early convergence at I E (STTC) ¼ 1.9, rather than only at I E (STTC) ¼ 4, when the STTC-TCM scheme is iteratively exchanging extrinsic information with the MLC decoder. This indicates that when a non-recursive STTC is employed, a three-stage concatenated coding scheme is necessary for approaching the MIMO channel's capacity. Better constituent codes may be designed for the three-stage concatenated coding scheme based on the 3-D EXIT chart of Fig. 5 . More explicitly, good constituent codes would result in two EXIT planes that intersect at as low an I E (STTC) value in Fig. 5 , as possible. It should be noted however that such schemes may require a high number of iterations, because they may operate between the cut-off rate and the capacity, which typically imposes a high delay and high complexity. Figure 6 shows that convergence can be achieved at a low SNR value of E b /N 0 ¼ À0.77 dB, when a longer interleaver block length of 100 000 16 QAM symbols is employed. By contrast, convergence is only achieved at a higher SNR value of E b /N 0 ¼ 0.5 dB, when a shorter interleaver block length of 1160 16 QAM symbols is used. Hence, the lowerdelay STTC-TCM-2RSC scheme of Section 2 employing an interleaver length of 1160 16 QAM symbols is approximately 2.3 dB away from the STTC channel capacity of À1.80 dB and 0.99 dB from the STBC channel capacity of À0.49 dB at a throughput of 1.98 BPS, according to Fig. 3 . When a longer interleaver delay of 100 000 16 QAM symbols can be tolerated, the effective throughput becomes approximately 2.00 BPS, since the code rate loss owing to termination symbols/bits has been reduced slightly. In this case, the STTC-TCM-2RSC scheme which converged at E b /N 0 ¼ À0.77 dB is only about 1 dB away from the STTC channel capacity of À1.77 dB and it performs 0.32 dB better than the STBC channel capacity of À0.45 dB at a throughput of 2.00 BPS.
Simulation results
We continue our discourse by characterising the attainable performance of the proposed MPEG-4 based video telephone schemes using both the bit error ratio (BER) and the average video peak signal-to-noise ratio (PSNR) [26] .
Figures 7 and 8 depict the class-1 and class-2 BER against E b /N 0 performance of the 16 QAM-based STTC-TCM-2NSC and STTC-TCM-2RSC schemes, respectively, when communicating over uncorrelated Rayleigh fading channels. Specifically, the class-1 bits benefit from more than an order of magnitude lower BER at a given SNR, than the class-2 bits. Figure 9 compares the overall BER performance of the STTC-TCM-2NSC and STTC-TCM-2RSC schemes. More explicitly, the STTC-TCM-2RSC scheme is outperformed by the STTC-TCM-2NSC arrangement, when the number of iterations is lower than eight. At BER ¼ 10
À4 an approximately 4 dB and 6 dB iteration gain was attained by the STTC-TCM-2NSC and STTC-TCM-2RSC schemes, respectively, when the number of iterations was increased from one to eight. Note in Figs. 8 and 9 that the STTC-TCM-2RSC scheme suffers from an error floor, despite having a high iteration gain, which is due to the employment of RSC outer codes instead of the NSC outer codes.
The BER performance curves of STTC-BICM-2RSC and STTC-NSC are shown in Fig. 10 . Note that if we The effective throughput of STTC-BICM-2RSC and STTC-NSC was 1.98 BPS and 1.99 BPS, respectively reduce the code memory of the NSC constituent code of the STTC-NSC benchmark scheme from L 0 ¼ 6 to 3, the best possible performance becomes poorer. If we increased L 0 from 6 to 7 (or higher), the decoding complexity would be significantly increased, while the attainable best possible performance is only marginally improved. Hence, the STTC-NSC scheme having L 0 ¼ 6 constitutes a powerful benchmark scheme in terms of its performance against complexity trade-offs. As observed in Fig. 10 , the performance of the STTC-BICM-2RSC scheme is even worse than that of the STTC-NSC benchmark scheme. More explicitly, STTC-BICM-2RSC employing eight iterations cannot outperform the STTC-NSC arrangement employing two iterations. By changing the outer code to NSC, i.e. using the STTC-BICM-2NSC scheme, the attainable performance cannot be further improved. The complexity of the STTC-TCM-2NSC/2RSC arrangement having four (or eight) iterations corresponds to 160 (or 320) trellis states, which is similar to that of the STTC-NSC scheme having two (or four) iterations. Hence, at a complexity of 160 (or 320) trellis states, the E b /N 0 performance of the STTC-TCM-2NSC (or STTC-TCM-2RSC) scheme is approximately 2 dB (or 2.8 dB) better than that of the STTC-NSC benchmark scheme at BER ¼ 10
À4
. Let us now consider the PSNR against E b /N 0 performance of the systems characterised in Figs. 11 and 12 . The PSNR performance trends are similar to our observations made in the context of the achievable BER results. The maximum attainable PSNR is 39.7 dB. Observe in Fig. 11 that the BER floor of the STTC-TCM-2RSC scheme resulted in a slightly lower maximum attainable PSNR value, when we had E b /N 0 o6 dB. Furthermore, when employing eight iterations at E b /N 0 ¼ 0.5 dB, the PSNR of STTC-TCM-2RSC was found to be slightly lower than that of the STTC-TCM-2NSC arrangement, although the BER of STTC-TCM-2RSC is significantly lower than that of the STTC-TCM-2NSC scheme, as it is evidenced in Fig. 9 . This is because STTC-TCM-2RSC suffers from a higher transmission frame error ratio, despite having a lower BER, in comparison to the STTC-TCM-2NSC scheme at E b /N 0 ¼ 0.5 dB.
Conclusions
In conclusion, a jointly optimised source-coding, outer channel-coding, inner coded modulation and spatial diversity aided turbo transceiver was studied and proposed for MPEG-4 wireless video telephony. With the aid of an MLC scheme that consists of two different-rate NSCs/ RSCs the video bits were unequally protected according to their sensitivity. The employment of TCM improved the bandwidth efficiency of the system and by utilising STTC spatial diversity was attained. The performance of the proposed STTC-TCM-2NSC/STTC-TCM-2RSC scheme was enhanced with the advent of an efficient iterative decoding structure exchanging extrinsic information across three consecutive blocks. Explicitly, it was shown in Section 4 that when a non-recursive STTC decoder is employed, a three-stage concatenated iterative decoding scheme is required for approaching the MIMO channel's capacity. It was shown in Figs. 9 and 11 that the STTC-TCM-2RSC scheme required E b /N 0 ¼ 0.5 dB in order to attain BER ¼ 10 À4 and PSNR 437 dB, which is 2.3 dB away from the corresponding MIMO channel's capacity. However, if the proposed STTC-TCM-2RSC scheme is used for broadcasting MPEG-4 encoded video, where a longer delay can be tolerated, the required E b /N 0 value is only 1 dB away from the MIMO channel's capacity, as evidenced by comparing Figs. 3 and 6.
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