The $k$-transformation on an interval with a hole by Agarwal, Nikita
ar
X
iv
:1
70
4.
02
60
4v
3 
 [m
ath
.D
S]
  8
 O
ct 
20
18
THE k-TRANSFORMATION ON AN INTERVAL WITH
A HOLE
NIKITA AGARWAL
Abstract. Let Tk be the expanding map of [0, 1) defined by
Tk(x) = kx mod 1, where k is an integer atleast 2. Given 0 ≤
a < b ≤ 1, let Wk(a, b) = {x ∈ [0, 1) | T nk x /∈ (a, b), n ≥ 0} be
the maximal T -invariant subset of [0, 1) \ (a, b). We characterize
the intervals (a, b) for which the Hausdorff dimension of Wk(a, b)
is positive.
Keywords: Symbolic dynamics, Open dynamical systems, expanding
map, Hausdorff dimension.
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1. Introduction
The study of dynamical systems with holes, also termed as open
dynamical systems, first proposed by Pianigiani and Yorke [16], has
recently attracted attention on account of both its dynamical inter-
est and applications, we refer to [2, 4, 6, 7, 8, 9, 10] for some related
work. The study of billiards with holes is the foundational example
in this field [10]. Open dynamical systems has several applications in-
cluding understanding ocean and atmospheric systems, trajectories of
spacecraft, planetary motion, or models of biological or medical pro-
cesses [20].
We now describe the general setup of an open dynamical system. Let
(X, T ) be a discrete dynamical system, where X is a compact metric
space and T : X → X is a continuous map with positive topological
entropy. Let H be an open connected subset of X . The map T :
X \ H → X is called an open system since X \ H may not be an
invariant set under T . Let W(H) be the maximal T -invariant subset
of X \H . Clearly
W(H) = {x ∈ X | T nx /∈ H, n ≥ 0} = X \
⋃
n≤0
T n(H)
The set W(H) is called the survivor set. This set has the following
property: for H,H ′ ⊂ X , W(H) ∩W(H ′) = W(H ∪ H ′), and thus if
H ⊆ H ′, then W(H) ⊇ W(H ′).
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One can ask several interesting questions regarding the system T |W(H)
such as its ergodic properties. For example, for piecewise C2 expanding
maps on an interval, Bedem and Chernov [4] proved that if the total
length of holes is small, and are in generic positions, then a condition-
ally invariant measure exist on X \H , which is equivalent to Lebesgue
measure. They also proved that this measure is unique, and gives
rise to another measure which is singular but invariant. Chernov and
Markanian [7] proved that for Lebesgue-generic dimensions, T |W(H) is
a subshift of finite type, if T is a hyperbolic algebraic automorphism on
X = Tn(= [0, 1)n), and the hole H is a parallelepiped built along the
stable and unstable foliation of T passing through 0 of some dimensions.
The focus of this paper is to examine the Hausdorff dimension of
the survivor set for the map Tk defined by Tk(x) = kx mod 1, (k ≥
2, k ∈ N) on the interval [0, 1) with a hole (a, b), where 0 ≤ a < b ≤ 1.
In more detail, we start in Section 2 with basic definitions, notational
conventions, and set-up the problem. Let R1 and R2 defined below be
the collections of intervals contained in [0, 1):
R1 =
{
(a, b) | b <
k − 1
k
or a >
1
k
}
,
R2 =
{
(a, b) | a <
1
k
and b >
k − 1
k
}
.
We divide our analysis into two sections based on whether (a, b) ∈ R1
or (a, b) ∈ R2. In Section 3, we will prove that the Hausdoff dimension
is positive when the hole (a, b) ∈ R1. In Section 4, we will introduce a
generalization of the Cantor set and the Cantor function which will be
used to prove the main result (Theorem 4.8) when the hole (a, b) ∈ R2.
In this theorem, we give a necessary and sufficient condition for the
Hausdorff dimension to be positive, by giving a explicit relationship
with the doubling map T2. The analysis for such holes is similar to the
doubling map, via the generalized Cantor set and Cantor function. In
Corollary 4.11, we give a sharp upper bound on b − a, for the Haus-
dorff dimension to be positive. We will conclude Section 4 by briefly
describing the relation of our work with earlier results for the doubling
map [12], [13]. In Section 5, we discuss a possible generalization of Tk
to higher dimensions.
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2. Background and Setting of the problem
2.1. Expanding Map Tk. Consider the expanding map Tk : [0, 1)→
[0, 1) with expansion constant k ≥ 2 (k ∈ N) defined as
Tk(x) = kx mod 1.
It is well known that Tk is an ergodic map with respect to the one-
dimensional Lebesgue measure (see for example [5, Proposition 4.4.2]).
2.2. The Map Tk with a Hole. Let H = (a, b) ⊂ [0, 1) be an open
interval. For k ≥ 3, we wish to characterize the holes H for which the
Hausdorff dimension dk(H) of Wk(H) = X \
⋃
n≤0 T
n
k (H) is non-zero.
For the doubling map (k = 2), the results were proved by Glendin-
ning and Sidorov in [12] for holes symmetric about the point 1/2, and
in [13] for asymmetric holes. In this article, we restrict our attention
to integers k ≥ 3.
Theorem 2.1. [13, Theorem 1.2]
{(a, b) ∈ (0, 1/2)× (1/2, 1) | d2(a, b) > 0} = {(a, b) | b < χ(a)} ,
where the function χ is given in [13, Theorem 2.13].
Theorem 2.2. [13, Corollary 3.9] d2(a, b) > 0 if b−a < 1−2a∗, where
a∗ is the Thue-Morse constant. Moreover this upper bound is sharp.
Remark 2.3. The results in this paper can be generalized to other kinds
of holes:
a) Since we are looking at the map Tk on the circle, the hole (a, b) ⊂
[0, 1) could be taken as H = (c, 1) ∪ [0, d) where c < 1, d ≥ 0, d =
(b + c − a) mod 1. Then dk(a, b) = dk(H). Moreover, x ∈ Wk(a, b) if
and only if (x+ c− a) mod 1 ∈ Wk(H).
b) Consider an increasing piecewise linear function h on [0, 1) which
permutes the intervals
[
i
k
,
i+ 1
k
)
, i = 0, . . . , k − 1. Then for any
(a, b) ⊂ [0, 1) and H = h(a, b) (image of (a, b) under h), dk(a, b) =
dk(H). Moreover x ∈ Wk(a, b) if and only if h(x) ∈ Wk(H).
2.3. Symbolic Dynamics. In this section, we will review the concepts
from symbolic dynamics that will be used in this article. We refer to
[5, 11, 14] for details.
For integer k > 1, let Σk be the set of one-sided sequences with entries
from the set Λk = {0, 1, · · · , k−1}, excluding the sequences ending with
(k−1)∞. For a finite length word w consisting of symbols 0, 1, · · · , k−1,
we denote its length by |w|. Every such finite word w can be represented
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as w0∞ ∈ Σk. Set
(1) Bk =
{
ℓ
kn
| ℓ = 0, 1, · · · , kn − 1, n ∈ N
}
.
Let σk : Σk → Σk be the one-sided shift defined as
σk(a1, a2, a3, · · · ) = (a2, a3, · · · ).
We identify Σk with the interval [0, 1) via the map πk : Σk → [0, 1)
defined as
πk(a1, a2, a3, · · · ) =
∞∑
n=1
an
kn
,
for (a1, a2, a3, · · · ) ∈ Σk.
The map πk is a bijection, and the inverse image of any element of Bk is
a sequence in Σk ending with 0
∞. Representations of real numbers with
an arbitrary base k > 1 were introduced by Re´nyi [17], and is called
its k-expansion. Here π−1k x ∈ Σk gives the k-expansion of x ∈ [0, 1).
Note that the points (in Bk) have two k-expansions, one ending with
0∞, and other ending with (k−1)∞. It is well-known that the diagram
given below commutes.
Σk
σk−−−→ Σkyπk yπk
[0, 1)
Tk−−−→ [0, 1)
(2)
That is, Tkπk = πkσk, for all k ≥ 2.
A partial order ≺ can be defined on Σk as follows: u ≺ v if and
only if either u1 < v1, or there exists ℓ ≥ 2 such that ui = vi, for
i = 1, · · · , ℓ − 1, and uℓ < vℓ. For u, v ∈ Σk, we denote the set of all
sequences w ∈ Σk such that u ≺ w and w ≺ v, including u and v, by
[u, v], which is called an interval.
Lemma 2.4. If x, y ∈ [0, 1) \Bk with x < y then π
−1
k x ≺ π
−1
k y.
3. Results for (a, b) ∈ R1
In this section, we prove in Theorem 3.2 that for k ≥ 3 and H = (a, b),
the Hausdorff dimension dk(H) > 0 when either H ⊆
[
0,
k − 1
k
]
, or
H ⊆
[
1
k
, 1
]
. Further, Theorem 3.3 gives an explicit lower bound for
dk(H) when H ⊆
[
0,
k − j
k
]
or H ⊆
[
j
k
, 1
]
, j = 2, · · · , m.
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Lemma 3.1. x ∈ Wk(a, b) if and only if 1 − x ∈ Wk(1 − b, 1 − a).
Thus, dk(a, b) = dk(1− b, 1− a).
Proof. Observe the following equalities:
x ∈ Wk(a, b) ⇐⇒ T
n
k (x) /∈ (a, b), ∀n ≥ 0
⇐⇒ 1− T nk (x) /∈ (1− b, 1− a), ∀n ≥ 0
⇐⇒ T nk (1− x) /∈ (1− b, 1− a), ∀n ≥ 0
⇐⇒ 1− x ∈ Wk(1− b, 1− a).

Theorem 3.2. If H = (a, b) ∈ R1, then dk(H) > 0.
Proof. Consider first the case when H ⊆
[
0,
k − 1
k
)
. The other case is
similar. For n ≥ 1, define
Un = {(wi) ∈ {k−2, k−1}
N∩Σk | wℓ = k−2⇒ wℓ+j = k−1, j = 1, · · · , n}.
Then Un is a σk-invariant set. We will prove the result in two steps:
We first prove that there exists N ≥ 1 such that πk(UN) ⊆ Wk(H).
Since b < k−1
k
, there exists N ∈ N such that b < k−1
k
− 1
kN
. For
w = (wi) ∈ Un, either
πk(w) ≥
k − 1
k
, or
πk(w) ≥
k − 2
k
+
k − 1
k2
(
1 +
1
k
+ · · ·+
1
kN−1
)
=
k − 2
k
+
kN − 1
kN+1
.
Hence πk(w) ∈ Wk(H), for all w ∈ UN .
Using standard arguments using adjacency matrix of a suitable graph
and Perron Frobenius theorem, one can prove that the topological en-
tropy of UN is positive, and hence the Hausdorff dimension of πk(UN)
is positive. Since πk(UN ) ⊆ Wk(H), we have dk(H) > 0.
Further for H ⊆
[
1
k
, 1
)
, apply Lemma 3.1. 
Theorem 3.3. For j = 2, · · · , m, if H ⊆
[
0,
k − j
k
)
or H ⊆
[
j
k
, 1
)
,
then
dk(H) ≥
log j
log k
.
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Proof. If H ⊆
[
0,
k − j
k
)
, it is easy to check that πk({k − j, · · · , k −
1}N ∩ Σk) ⊆ Wk(H). Thus,
dk(H) ≥ dk(πk({k − j, · · · , k − 1}
N ∩ Σk))
=
htop({k − j, · · · , k − 1}
N)
log k
=
log j
log k
.
For H ⊆
[
j
k
, 1
)
, apply Lemma 3.1. 
The remaining types of holes H = (a, b) are such that
[
1
k
,
k − 1
k
]
⊆ H .
This will be considered in Section 4. We will discuss preliminaries
required for the main result, Theorem 4.8 for this remaining set of
holes (a, b), where a <
1
k
and b >
k − 1
k
, in Section 4.1. For such
a hole, the Hausdorff dimension of Wk(a, b) relates to the Hausdorff
dimension of W2(a, b) (doubling map).
4. The remaining holes: (a, b) ∈ R2
In this section, we will focus on the remaining holes, that is, when
a <
1
k
and b >
k − 1
k
. It turns out that the analysis for such holes
is identical to corresponding holes under gk for the doubling map T2,
see Theorem 4.8. The analysis for such holes is similar to the doubling
map, via the generalized Cantor set and Cantor function, which we will
introduce in the following subsections.
4.1. Generalization of Cantor Set and Cantor Function. In this
section, we define a set Ck and a function gk : [0, 1]→ [0, 1] which are
generalizations of the Cantor set and the Cantor function, respectively.
The function gk maps Ck onto the unit interval [0, 1].
4.1.1. The Cantor set Ck. Divide the unit interval [0, 1] into k equal
sub-intervals. Let I1 denote the union of closed intervals I11 =
[
0,
1
k
]
and I12 =
[
k − 1
k
, 1
]
obtained by removing the middle (k − 2) sub-
intervals. Repeat the same procedure for each of the intervals I11 and
I12 to obtain sub-intervals I21, I22 of I11 and I23, I24 of I12. Set I2 =
I21 ∪ I22 ∪∪I23 ∪ I24. Thus, at the ℓ
th step, we obtain 2ℓ intervals each
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of length
1
kℓ
, whose union is Ik, say. Moreover, (Iℓ) is a decreasing
sequence of closed sets. We define the generalized Cantor set as
Ck = ∩ℓ≥1Iℓ.
Remark 4.1. Ck is a closed set with zero Lebesgue measure. The Haus-
dorff dimension of Ck is logk 2. We refer to [5] for details.
Remark 4.2. πk({0, k − 1}
N ∩ Σk) = Ck. Thus, by the commuting
diagram (2), Tk(Ck) = Ck.
4.1.2. The Cantor function gk. For x ∈ [0, 1], define
gk(x) =
N−1∑
n=1
an
(k − 1)2n
+
1
2N
,
where x =
∑∞
n=1
an
kn
, and N ≥ 1 is the least index such that aN /∈
{0, k − 1}. If each an ∈ {0, k − 1}, define
gk(x) =
∞∑
n=1
an
(k − 1)2n
.
The function gk is well-defined. Recall that
Bk =
{
ℓ
kn
| ℓ = 1, · · · , kn − 1, n ∈ N
}
.
Each x ∈ [0, 1) \Bk has a unique k-expansion, that is, it has a unique
pre-image under πk. If x ∈ Bk, then x has two m-expansions given by
x1 and x2 below.
x1 =
p∑
n=1
an
kn
+
∞∑
n=p+2
k − 1
kn
, and x2 =
p∑
n=1
an
kn
+
k − 1
kp+1
,
for some a1, · · · , ap ∈ Λk.
If a1, · · · , ap ∈ {0, k − 1}, then
gk(x1) =
p∑
n=1
an
(k − 1)2n
+
∞∑
n=p+2
1
2n
, and gk(x2) =
p∑
n=1
an
(k − 1)2n
+
1
2p+1
.
Else, if 1 ≤ N ≤ p is the least index such that aN /∈ {0, k − 1}, then
gk(x1) = gk(x2) =
N−1∑
n=1
an
(k − 1)2n
+
1
2N
.
Hence gk(x1) = gk(x2) in both the cases. Therefore, gk is well-defined.
The following theorem states some properties of the function gk.
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Properties of gk:
(1) gk maps Ck onto [0, 1) by construction.
(2) gk is an increasing and continuous function.
(3) gk is constant on each interval of the form
Ia1···aN = [πk(a1 · · · aN10
∞), πk(a1 · · · aN(k − 1)0
∞)],
where ai ∈ {0, k − 1}, for i = 1, · · · , N . Note that
gk(x) =
N∑
n=1
an
(k − 1)2n
+
1
2N+1
,
for all x ∈ Ia1···aN .
(4) gk is differentiable with g
′ = 0 on [0, 1) \ Ck.
(5) g−1k ([0, 1] \B2) = Ck \Bk, and there is a one-to-one correspon-
dence under gk between Ck \Bk and [0, 1) \B2.
(6) gk is a Ho¨lder continuous function of exponent s provided s ≤
logk 2.
Remarks 4.3. The proofs of all of the above properties follow from
the properties of the standard Cantor function (with k = 3), see for
instance [15].
Lemma 4.4. The map gk induces a map g˜k : Σk → Σ2 such that the
following diagram commutes:
Σk
g˜k−−−→ Σ2yπk yπ2
[0, 1)
gk−−−→ [0, 1).
Moreover,
(1) g˜k is constant on each interval of the form
I˜a1···aN = [a1 · · · aN10
∞, a1 · · · aN(k − 1)0
∞],
where ai ∈ {0, m− 1}, for i = 1, · · · , N . Note that
g˜k(w) =
a1
k − 1
· · ·
aN
k − 1
01∞,
for all w ∈ I˜a1···aN .
(2) g˜k is an increasing function with partial order ≺.
(3) g˜k maps {0, k − 1}
N onto Σ2 as
g˜k(a1, a2, · · · ) =
(
a1
k − 1
,
a2
k − 1
, · · ·
)
.
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Proof. The result follows from the definition of g˜k using the commuting
diagram. 
4.2. Results.
Lemma 4.5. [12, 13] For the doubling map T2, a <
1
2
and b >
1
2
,
W2(a, b) ∩ B2 = ∅,
where, B2 is the set of dyadic rationals in [0, 1), see Equation 1.
Proof. Let x ∈ B2, then u = π
−1
2 x = w01
∞ = w10∞, where w is
a finite word consisting of symbols 0, 1. Then σ|w|u = 01∞. Hence
T
|w|
2 x ∈ (a, b). Thus, x /∈ W2(a, b). 
Lemma 4.6. The following diagram commutes:
Ck
Tk−−−→ Ckygk
ygk
[0, 1)
T2−−−→ [0, 1).
Proof. The proof is straightforward. 
Lemma 4.7. For a <
1
k
and b >
k − 1
k
,
a) Wk(a, b) ⊆ Ck,
b) g−1k W2(gk(a), gk(b)) ∩Bk = ∅, and
c) Wk(a, b) = Ck ∩ g
−1
k W2(gk(a), gk(b)).
Proof. a) If x ∈ Wk(a, b), then v = π
−1
k x cannot contain the symbols
1, · · · , k − 2. Since if vr /∈ {0, k − 1}, then πkσ
rv ∈ (a, b). Hence
T rkx ∈ (a, b), which is a contradiction. Thus Wk(a, b) ⊆ Ck.
b) If a ∈ I0 and b ∈ Ik−1, then gk(a) <
1
2
and gk(b) >
1
2
. Hence, by
Lemma 4.5, W2(gk(a), gk(b)) ∩B2 = ∅. Therefore,
g−1k W2(gk(a), gk(b)) ∩Bk = ∅.
c) It follows from Lemmas 4.4 and 4.6. 
Theorem 4.8. For a <
1
k
and b >
k − 1
k
. The Hausdorff dimension
dk(a, b) > 0 if and only if gk(b) < χ(gk(a)).
Proof. Since gk is a Ho¨lder continuous function of exponent logk 2,
d2(gk(a), gk(b)) ≤
1
logk 2
d2(a, b).
Hence by Theorem 2.1, dk(a, b) > 0 if and only if gk(b) < χ(gk(a)). 
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Corollary 4.9. (Notation as before)
dk(a, b) is constant for all (a, b) in the square I0a1···aN × I(k−1)b1···bM .
Proof. This is an immediate consequence of Theorem 4.8 and Property
(3) of gk. 
Remark 4.10. Glendinning and Sidorov [13] showed that d2(a, b) > 0, if
b−a < 1−2a∗, where π
−1
2 (a∗) = 0 1 10 1001 · · · , which is known as the
Thue-Morse sequence, and a∗ ∼ 0.41245 is known as the Thue-Morse
constant. They also proved that this bound is sharp. An immediate
consequence of Theorem 4.8 and Theorem 2.2 is Corollary 4.11. It is
worth noting that
π−1k g
−1
k (a∗) = 0 k − 1 (k − 1)0 (k − 1)00(k − 1) · · · ,
and in particular, g−13 (a∗) ∼ 0.3049 and g
−1
4 (a∗) ∼ 0.2374.
Corollary 4.11. dk(a, b) > 0 if b − a < 1 − 2g
−1
k (a∗). Moreover, this
bound is sharp.
Remark 4.12. The results in this paper can be generalized to other
kinds of holes:
a) Since we are looking at the map Tk on the circle, the hole (a, b) ⊂
[0, 1) could be taken as H = (c, 1) ∪ [0, d) where c < 1, d ≥ 0, d =
(b + c − a) mod 1. Then dk(a, b) = dk(H). Moreover, x ∈ Wk(a, b) if
and only if (x+ c− a) mod 1 ∈ Wk(H).
b) Consider an increasing piecewise linear function h on [0, 1) which
permutes the intervals
[
i
k
,
i+ 1
k
)
, i = 0, . . . , k − 1. Then for any
(a, b) ⊂ [0, 1) and H = h(a, b) (image of (a, b) under h), dk(a, b) =
dk(H). Moreover x ∈ Wk(a, b) if and only if h(x) ∈ Wk(H).
(2) In [1], the authors discuss about the holes (a, b) when T |W2(a,b) is
conjugate to a subshift of finite type. Let
D = {(a, b) ∈ (0, 1/2)× (1/2, 1) | d2(a, b) > 0} .
They show that the set
{(a, b) ∈ D | T2|W2(a,b) is conjugate to a subshift of finite type}
is open, dense and has full Lebesgue measure in D. A similar result
will be true here using Theorem 4.8. If
D′ = {(a, b) ∈ (0, 1/k)× ((k − 1)/k, 1) | dk(a, b) > 0} ,
then the set
{(a, b) ∈ D′ | Tk|Wk(a,b) is conjugate to a subshift of finite type}
is open, dense and has full Lebesgue measure in D′.
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5. Concluding Remarks
In this article, we studied the k-transformation Tk for integer k > 2,
and characterized the intervals (a, b) for which the Hausdorff dimension
of Wk(a, b) is positive. The map Tk can be extended to Tk = Tk1 ×
· · · × Tkr on T
r with rectangular holes Ra,b = (a1, b1) × · · · × (ar, br),
where k = (k1, · · · , kr), a = (a1, · · · , ar) and b = (b1, · · · , br). If
Wk(a,b) = {x ∈ T
r | T n
k
x /∈ Ra,b, n ≥ 0}, then it is easy to see
that Wk1(a1, b1) × · · · × Wkr(ar, br) ⊆ Wk(a,b). In general, it is not
straightforward to estimate the Hausdorff dimension of Wk(a,b).
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