Arguments are provided for the plausibility that quantum mechanics is a stochastic theory and that many quantum phenomena derive from the existence of a real noise consisting of vacuum fluctuations of the fields existing in nature. I revisit stochastic electrodynamics, a theory that studies classical systems of electrically charged particles immersed in a real electromagnetic zeropoint field with spectral density proportional to the cube of the frequency, Planck´s constant appearing as the parameter fixing the scale. Asides from briefly reviewing known results, I introduce a calculational quantumlike method resting upon the commutator of stochastic processes. An intuitive explanation is offered for some typical quantum features, like the uncertainty principle, the entanglement and the fact that quantum noise looks as not dissipative.
Realism and the need of a physical model of quantum mechanics
Quantum mechanics is extremely efficient for the prediction of experimental results. In contrast the interpretation of the quantum formalism has been the subject of continuous debate since the very begining of the theory [?] and it lasts until today [2] , [3] . Is there a real problem? Long ago Feynman believed that a problem existed when he stated: "Nobody understand quantum mechanics" [4] , and many people still agrees with this statement. The difficulty is that neither the quantum formalism alone, nor the different interpretation proposed, offer a clear intuitive picture of the quantum world. I think that a realistic interpretation and a physical model of quantum mechanics are needed. This opinion is not new, it was suported by Einstein, Podolsky and Rosen [5] . Indeed their celebrated 1935 article begins: "Any serious consideration of a physical theory must take into account the distinction between the objective reality, which is independent of any theory, and the physical concepts with which the theory operates. These concepts are intended to correspond with the objective reality, and by means of these concepts we picture this reality to ourselves". (My emphasis). In summary I believe that any physical theory should contain two ingredients: a physical model and a calculational tool, the latter including the formalism and rules for the connection with the experiments. The calculational tool is essential because it is required for the comparison of the theory with experiments. Of course that comparison is the test for the validity of the theory. But I am convinced that the physical model is also necessary in order to give satisfaction to the human being, who wants to reach a picture of the world. For instance, a clear model should say whether an electron is a wave (extended) or a particle (localized). I do not think that saying that it is neither, or it is both is a clear answer. Furthermore the existence of a physical model might open the possibility for new developments and applications of the theory, and therefore it is not a mere question of taste. Finding a model of the quantum world is not easy, as is proved by the failure to get it during almost one century. I will not present a complete model here, but I will revisit stochastic electrodynamics, a theory developed (slowly) during the last 50 years which offers a clear physical model for some typical quantum features. I will summarize the most important results and report new ones which enlarge the scope of the theory. I believe that, even if stochastic electrodynamics cannot be taken as an alternative to quantum mechanics, it gives hints for the goal of reaching a complete physical picture of the quantum world.
Stochastic electrodynamics
Stochastic electrodynamics (SED) is a theory that assumes that the vacuum electromagnetic zeropoint field (ZPF) is a real radiation, and it studies sys-tems of electrically charged particles immersed in that radiation. The theory uses (classical) Newtonian dynamics and Maxwell electromagnetic theory. The numerical results obtained for the ground state of the harmonic oscillator in SED agree with the properties derived from nonrelativistic quantum mechanics. This agreement has been the starting point and the stimulation for SED, and it has led some people to propose the theory as a possible alternative, or reinterpretation, of quantum mechanics. For them the quantum effects would be produced by the electromagnetic noise (or ZPF) combined with classical dynamics. The theory may be traced back to the work of Walter Nernst in 1916, who extended to the electromagnetic field the zeropoint fluctuations of oscillators assumed by Planck in his second radiation theory of 1912. The hypothesis was forgotten, due to the progress of quantum theory after Bohr´s model, and it was rediscovered several times many years later (e. g. by Braffort et al. in 1954 and by Marshall in 1963.) A good review of the work made until 1995 is the book by L. de la Peña and A. M. Cetto [6] .
There are quantum phenomena which may be fully explained within SED like the Casimir effect and the Unruh-Davis effect. The former may be seen as due to the modification of the normal modes of the ZPF by the presence of two parallel metallic plates (or other macroscopic objects), which leads to a change in the vacuum energy via the assignement of 1 2 hν to every radiation mode. An equivalent picture is that the change of the normal modes makes that the radiation pressure of the ZPF on the two sides of a plate is no longer balanced. The Unruh-Davis effect derives from the fact that the ZPF spectrum (eq.(3) below), although invariant under Lorentz transformations, is modified in accelerated frames (or gravitational fields) in such a way that it appears in those frames as a black body (Planck) spectrum at a finite temperature. In these two cases the calculation within SED provides an intuitive interpretation which is lacking in the standard quantum treatment. For details see [6] and references therein.
There are also phenomena where a quantum calculation is possible but a calculation within SED is not possible (or it is difficult), and nevertheless there are simple models where the SED calculation is easy and the results agree with the quantum ones (and experiments). Typically those models involve linear systems. A particular case is the diamagnetism of a bound charged particle, which in SED appears because the charged particle is never at rest, but it performs a random motion, induced by the ZPF, which is modified by the magnetic field producing an effective magnetic moment. SED offers also a clear picture of the van der Waals forces between two distant oscillating dipoles, which provides an example of entanglement and I will review below (see also [7] .) Finally there are experiments in cavity quantum electrodynamics which look as mind boggling but may be intuitively understood within SED [8] . For instance an atom in a cavity does not decay if the modes having the frequency of the emitted radiation are not possible inside the cavity. In the quantum treatment the intriguing question is how the atom "knows" in advance that it should not decay in these conditions. In SED the explanation is trivial: spontaneous decay is actually stimulated by appropriate modes of the ZPF, and the modes required for the stimulation do not exist inside the cavity.
In contrast, there are phenomena where a SED calculation does not agree with the quantum one or the derivations made actually contain quantum assumptions. In my opinion this is the case for the equilibrium between radiation and matter which, in spite of several claims by different authors, does not lead to the Planck´s law in a correct SED calculation [9] . Of course there are many more experiments which may be accurately calculated within quantum mechanics, or quantum field theory, but nobody has ever attempted to interpret within SED. In particular this happens whenever the particles involved do not possess electric charge. Thus there are good reasons why SED is not currently taken by the community as a serious alternative to (or reinterpretation of) quantum theory.
My opinion is that SED agrees with quantum mechanics only for either some nonrelativistic calculations of linear systems involving charged particles (e. g. the oscillator) or the electromagnetic radiation interacting with macroscopic bodies (e. g. the Casimir and Unruh-Davis effects). Thus SED might be seen as a step in the correct direction for reaching a physical model of quantum mechanics, but it lacks some fundamental ingredients. Amongst those the vacuum fluctuations of fields other than the electromagnetic one, in particular metric fluctuations and, possibly, the existence of a real sea of particles and antiparticles of different kinds.
3 Quantum mechanics as a stochastic theory
Quantum vs. classical probabilities
It is currently assumed that quantum probabilities are different from classical, ordinary life, probabilities. The latter derive from ignorance, maybe unavoidable, about the truth of some assertion. For instance we attach a probability 1/2 to the appearance of head in the play of throwing a coin, but we assume that the result is compatible with a deterministic (although possibly chaotic and therefore not predictable) evolution. The current wisdom is that quantum probabilities are quite different, that they derive from a lack of strict causality of the natural laws. That is people assumes that to the same cause, different effects may follow. This is usually called the fundamental or essential probabilistic character of the physical laws.
Einstein disliked that assumption and strongly criticized it, as shown in his celebrated sentence "God does not play dice" [10] . I understand very well Einstein´s opinion. For him the rational understanding of nature was a kind of religion. As more loose (strict) are the natural laws smaller (greater) may be our rational understanding of nature. Assuming a weak causality is like accepting a light science. However there are people happy with the absence of determinism implied by the breakdown of strict causality. For instance some people claim that the quantum lack of determinism may explain human freedom. In any case this question lies outside the scope of this paper and I will not comment further.
In my opinion quantum mechanics is a stochastic theory. There are strictly causal laws in nature, but there is also an universal noise which permeates everything and prevents any practical determinism. Strict causality combined with stochasticity (randomness) is in practice indistinguashable from essential probability, and the former is to me more palatable. Actually the belief in essentially probabilistic laws derives from an excesive esteem of the completeness of quantum mechanics. Indeed the ensemble interpretation [5] , [11] offers a natural explanation for the probabilities.
The purpose of this paper is to show that there are quantum phenomena which may be intuitively understood as due to the existence of a universal noise filling the whole space. The existence of such noise is likely not the only difference between quantum and classical physics. Consequently we should not expect that all quantum phenomena may be explained as originated in the noise.
Arguments for the existence of a universal noise
If quantum mechanics is a stochastic theory, noise must play a fundamental role. Thus the theory should have similarities with classical statistical mechanics. The main difference is that in statistical mechanics it is assumed that randomness is accidental but in quantum mechanics it is not so, as said above. Also in statistical mechanics it is assumed that there is no uncertainty in the state of minimal energy whilst in quantum mechanics that state has fluctuations. In other words in quantum physics randomness is due to an unavoidable noise present in all states including the ground one. That noise is called "zeropoint field (ZPF)" or "quantum vacuum fluctuations" in quantum field theory. The lack of acceptance of a real universal noise has caused many of the difficulties for an intuitive understanding of quantum physics, as I will explain in the following.
In our very complex universe (having more than 10 80 particles) the existence of a large amount of noise is quite natural. This may be seen with a simple argument. Let us consider a classical hydrogen atom consisting of a proton (at rest with good approximation ) and an electron moving around. In many books of quantum physics the need of quantization is justified with the claim that a classical atom cannot be stable because the electron would radiate, lossing energy and finally falling towards the proton. The argument would be fine if there were an unique atom in space, but if there are many atoms it is natural to assume that the radiation of one atom will eventually arrive at other atoms. Thus every atom will sometimes emit radiation but absorb it other times, possibly reaching a dynamical stationary state with fluctuating energy. I shall not elaborate further this example, my only purpose at the moment being to convince the reader that the existence of a universal noise is more plausible than the belief that systems may exist in complete isolation. In my view the former assumption is one of the bases of quantum physics the latter being the cornerstone of classical physics.
The existence of an unavoidable noise gives rise to two characteristic traits of quantum physics. Firstly the universal presence of noise implies that quantum theory should be probabilistic but, at a difference with classical statistical mechanics, where the fluctuations cease in the ground state, in quantum physics they are present even in that state. People used to associate fluctuations with temperature have difficulties to accept that they may exist at zero temperature. Historically this has been the reason for the current belief that quantum probabilities are different from classical probabilities.
Secondly quantum physics presents a kind of "wholeness", which looks quite strange to classical physics where the concept of isolated system is crucial. The fact is that the ZPF at different points may be correlated, giving rise to correlations which might be interpreted as wholeness. Below I will provide arguments suggesting that entanglement may be just a correlation of quantum fluctuations at different points.
In the following I shall study only one kind of noise, the electromagnetic background radiation, but we should assume that there are also other random components like a fluctuating metric [12] . The electromagnetic radiation here considered is not the well known cosmic microwave radiation. More properly, I assume that the radiation existing in space consists of two parts, one thermal, the cosmic microwave background, and another one the non-thermal zeropoint field (ZPF). The latter is well known as a contribution to the "quantum vacuum", and frequently named quantum noise. However I will not share the current wisdom of considering it "virtual", a not well defined concept anyway, but so real as the thermal part. To the objection that the ZPF is not detected the reply is that many quantum phenomena are consequences of it, and thus they are proofs of its real existence. On the other hand the quantum noise has been directly detected in some cases [13] 
Spectrum of the quantum noise
What are the characteristics of the universal noise?. Firstly we need the spectrum, which may be defined as the energy density, ρ (ν) , per unit frequency interval, dν. It is intersting that the spectrum is fully fixed, except for a constant, by the condition of relativistic (Lorentz) invariance, leading to
The proof is not difficult [6] but I omit it, giving instead an argument which may be traced back to Wien´s work in 1894. An advantage of that derivation of eq. (1) is that it disciminates clearly thermal noise from the ZPF. Combining thermodynamics with Maxwell´s electromagnetic theory Wien derived the displacement law, which states that the spectrum of the black body at a temperature T should be of the form
Lorentz invariance is implicit in the use of electromagnetic theory. Now if there is a ZPF present even at zero Kelvin, the function f (ν/T ) should have a finite (not zero) limit for T → 0, which leads to eq.(1) . It is obvious that the constant involved in that expression should play a fundamental role in quantum physics. It must be fixed by appeal to the experiments and the result is that eq.(1) , written in terms of the angular frequency, ω = 2πν, becomes
Thus Planck´s constant, h, appears here with a transparent meaning, namely it fixes the scale of the universal noise or quantum noise ( but rememeber, I consider it a real fluctuating field.) Notice that the spectrum eq. (3) is ultraviolet divergent, a fact which has been taken as an argument against the noise being real. Actually that spectrum is a consequence of the Lorentz invariance of special relativity, but we should expect that at high frequencies the ZPF spectrum would be cut-off, for instance by creation of particles or gravitational (general relativistic) effects. The spectrum eq. (3) corresponds to an energy 1 2 hν per normal mode of the radiation. Up to here I have considered the electromagnetic field, but it is plausible that a similar noise exists for all fields. Indeed all of them should be in a dynamical equilibrium because they may interact exchanging energy. The interaction will be stronger when the frequencies of the excitations of the fields happen to have the same frequency, which plausibly leads to the same energy 1 2 hν per normal mode for every field. Also it is natural that the quantum noise, as a stochastic field, is Gaussian. This assumption combined with the spectrum fully determines the properties of the noise.
In summary, the fundamental assumption of the physical model behind quantum theory, supported in this paper, is the existence of a (real) universal noise, even at zero Kelvin, consisting of Gaussian fluctuations of all force fields existing in nature with an average energy 1 2 hν for every normal mode (except at very high frerquencies.)
There are two features of quantum theory which have been considered dramatic differences with respect to classical noise, namely the assertion that quantum noise is non-dissipative and the Heisenberg uncertainty relations. I will show that both may be understood as consequences of the specific spectrum, eq.(3) , of the quantum noise. Before doing that it is convenient a formal study of linear systems interacting with the electromagnetic ZPF, which is made in the following.
4 Linear systems interacting with the zeropoint field
The harmonic oscillator in equilibrium with the ZPF
For the sake of clarity I recall in this subsection the well known treatment of the oscillator in SED [14] , [6] . In the next subsection I shall preent a novel approach which is closer to the quantum one. If a charged particle moves in one dimension within a potential well and at the same time it is immersed in electromagnetic noise, it will arrive at a dynamical equilibrium between absorption and emission of radiation. In order to study the equilibrium I shall write the differential equation for the one-dimensional motion of the particle in the non-relativistic approximation. The passage to more dimensions [15] is straightforward. Neglecting magnetic effects and the dependence of the field on the position coordinate, as is appropriate in a non-relativistic treatment, the differential equation of motion of the particle is linear, namely
where m(e) is the particle mass (charge) and E (t) is the x component of the electric field of the radiation (the zeropoint field.) The second term on the right side is the damping force due to emission of radiation and the third one is the force due to the random field. Eq.(4) may be solved by Fourier transform, which gives
where
We see that τ ω 0 is the product of two small numbers, the fine structure constant, α ≡ e 2 /hc, and the ratio v 2 /c 2 ≃ hω 0 /mc 2 . The spectrum of a stationary stochastic process is proportional to the square modulus of its Fourier transform, so that the spectrum of x (t) in terms of the spectrum of E (t) is
Here I define the spectrum so that
are the mean square coordinate of the oscillator, the mean square velocity and the mean square value of the x component of the electric field, respectively. With this definition the spectrum, S E (ω) , of the latter is 4π/3 times the density ρ (ω) , eq. (3) , that is
The spectrum of the velocity is ω 2 times the spectrum of the coordinate because the time derivative leads to multiplication times ω in the Fourier transform. (It must be pointed out that in our treatment of the oscillator an ergodic hypothesis is implicit, namely that ensemble averages are equal to time averages for the stationary stochastic processes involved.) Hence taking eq.(??) into account we get
The integral of S x (ω) is involved, but becomes trivial in the limit τ → 0 where we may approximate ω ≃ ω 0 except in the difference ω − ω 0 . This leads to
A similar procedure may be used for getting the mean square velocity, by performing the integral of the velocity spectrum. That integral is actually divergent, for the moment we assume that there is some frequency cut-off, ω c (but see below for a discussion of this point). In the limit τ → 0, the result is independent of the cut-off and we get
Adding eqs. (11) and (12) gives the total mean energy, namely
The problem of the divergence of the integral eq.(12) may be solved by putting an upper cut-off in the energies as said above, but a better method is to use the canonical momentum, p, and define the energy U from it, that is (in one dimension)
Now we take into account that the potential vector A contains two parts, one coming from the random field and the other one from the particle selffield, the latter producing the radiation damping. These two terms give rise to the two latter terms of eq.(4) . Taking this relation into account it is straightforward to get the spectrum of the canonical momentum, that is
Hence we get
in the limit τ → 0. We see that in that limit the kinetic energy defined from the canonical momentum agrees with the one defined from the velocity, eq. (12) . However the agreement is no longer true for finite τ . Furthermore, the energy defined from the velocity is divergent (a cut-off was needed), whilst the one derived from the canonical momentum is finite. In order to fully define the stationary state of the oscillator immersed in the ZPF it is necessary to get the probability distribution of the energy, not just the man value. This is achieved taking into account that the assumed Gaussian character of the ZPF implies that the distributions of positions and velocities of the oscillator are also Gaussian. This fixes completely the probability distribution of the positions to be
which is normalized and fits in eq. (11) . Similarly the distribution of velocities is
which is also normalized and fits in eq. (12) . Also it follows that the distribution of energies, U, is exponential, that is
The latter is a consequence of the fact that for small τ , eq. (6) , the motion of the oscillator is almost classical, so that the mean kinetic energy equals the mean potential energy. Then the total mean energy is twice the mean potential energy, whence eq. (16) leads to eq. (18) . Calculating in eqs. (11) to (13) the corrections due to the finite value of the parameter τ , eq. (6) , is straightforward although lenghty [14] , [6] and it will not be reproduced here. A relevant point is that the correction is not analytical in τ (or in the fine structure constant α), but the leading term agrees with the radiative corrections of quantum electrodynamics (Lamb shift). An advantage of the SED calculation is that the radiative corrections (to the nonrelativistic treatment) may be got exactly whilst in quantum electrodynamics the required perturbative techniques allow only an expansion in powers of τ (or α), once a ultraviolet cut-off is introduced. In any case the radiative corrections depend on the high frequency region of integrals like eq.(10) , where the non-relativistic approximation breaks down. Therefore the calculation has a purely academic interest.
In summary, in SED the calculation in the limit τ → 0, eqs.(11) and (12) , corresponds to the quantum mechanical oscillator whilst the corrections, which are functions of τ ω 0 , correspond to the radiative corrections of quantum electrodynamics.
Use of the "commutator" of stationary stochastic processes
Here I will get again the energy of the stationary state of the harmonic oscillator in SED, using a new method more close to the quantum one. I start defining the "commutator of two stationary stochastic process" as follows. Given two stationary stochastic process, x(t) and y(t), I shall define the commutator of these processes, [x (t) , y (t ′ )] , as 2i times the Hilbert transform of the crosscorrelation,
is the Hilbert transform of f (t), it is defined
where P means principal part. For stationary processes both the commutator and the crosscorrelation are functions of the difference of times, t ′ − t, the former odd and the latter even. Thus
In the particular case x (t) = y (t) both the selfcorrelation and the commutator may be related to the spectrum, S x (ω) , as follows
, is the selfcorrelation function and 2i times the imaginary part, [x (t) , x (t ′ )] , is the commutator. The factor 2 in the definition of commutator is chosen in order to agree with the quantum definition. It is easy to see that the commutator, like the correlation, is a linear functional of the stochastic processes. That is, if x(t), y(t) and z(t) are stationary stochastic processes and a, b complex numbers the commutator has the property [ax(t) + by(t), z(t
The use of the commutator, rather than the correlation, may be convenient when the relevant spectra are odd in the frequency, like the socalled 1/f noise or the ZPF. This is because the quantity involved in the latter integral eq. (19) is an even function of ω, whilst the quantity in the former integral is odd. The integral of an even function has the advantage that it may be extended to the interval (−∞, ∞) , which allows an integration in the complex plane. This point is illustrated in the following treatment of the oscillator in SED. In order to study the harmonic oscillator I shall start getting the commutator [x (t) , x (t ′ )] , taking eqs. (10) and (19)into account. As the commutator (of a stationary process) depends only on the difference of times, I shall replace {t, t ′ } by {0, t} without loss of generality. I obtain
where I have extended the integral to the full real line. The latter integral may be performed via the method of residues. For t > 0 we shall take into account the two simple poles in the upper half plane of the complex
Similarly, taking eqs.(??) and (19)into account I may obtain the commutator of the canonical momentum, that is
In the limit τ → 0 the derivative of eq.(20) with respect to t gives
which is the standard commutator of quantum mechanics. (We have taken into account that p = m · x in the limit τ → 0 ). This sugests that the commutation rules of quantum mechanics are a disguised form of taking into account the peculiar stochasticity of the theory. That is the stochasticity derived from a noise with spectrum eq.(9) .
The correlations involving x and p may be obtained via the Hilbert transforms of eqs.(20) to (22) , respectively. To first order in τ we get
Hence it is possible to reproduce the results eqs.(11) to (13) .
Comparison with quantum mechanics
The probability distributions, eqs. (16) and (17) , of positions and velocities obtained in the limit τ → 0 agree with the quantum predictions. In contrast in quantum mechanics the energy of the oscillator in the ground state is assumed to be sharp, therefore in disagreement with eq.(18) . Thus it seems as if SED contradicts the quantum predictions for the harmonic oscillator. The conclusion is not so straightforward because there are subtleties which I will explain in the following. Firstly I mention that the conflict between the quantum prediction and eq. (18) is an example of the general argument used by John von Neumann [16] in his celebrated theorem stating that hidden variable theories are impossible. The 1932 theorem of von Neumann practically stopped any research in hidden variables theories until Bell´s article of 1966 [17] . J. von Neumann starts with the assumption that any linear relation between quantum observables should correspond to a similar relation between the possible (dispersion free) values in an hypothetical hidden variables theory. In our case the energy U is a linear combination of v 2 and x 2 . Now as the energy predicted by quantum mechanics, U = hω 0 /2, is sharp, any pair of values of v 2 and x 2 in the hidden variables theory should fulfil
which is not compatible with the distributions eqs. (16) and (17) (for instance the possible value v 2 = 2hω 0 /m is incompatible with eq.(24), if we assume x 2 ≥ 0). Bell's rebuttal to von Neumann was to point out that the contradiction only arises when two of the quantum obervables do not commute and in this case the measurement of the three observables should be made in, at least, two different experiments. Thus a contextual hidden variables theory is possible, that is a theory where it is assumed that the value obtained in the measurement depends on both the state of the observed system and the experimental context.
In our case the apparent contradiction between eq.(18) and the quantum prediction of a sharp energy dissapears if we take into account how the energy of a state is defined operationally (i. e. how it may be measured.) In our model the ground state corresponds to a dynanical equilibrium between the system (the oscillator) and the ZPF. Checking whether a dynamical equilibrium exists requires a long time, ideally infinite time. If we define the energy of the oscillator as the average over an infinite time, it would be obviously sharp. In fact the probability distribution of the average energies over a time interval, ∆t , will have a smaller dispersion as greater is ∆t and will be dispersion free in the limit ∆t → ∞. Thus it is natural to assume that the ground state energy as defined by quantum mechanics corresponds to measurements made over infinitely long times. This fits very well with the energy-time uncertainty relation
which shows that the measured energy does possesses a dispersion ∆E if the measurement involves a finite time ∆t. In summary, the energy of the ground state of any system is sharp because it is (implicitly) defined as an average over an infinite time.
In order to make the argument quantitative, let us assume that a measurement of the energy is made lasting a time T , and let us call U T the value obtained. We should identify that value with the average of the potential energy during a time interval T , that is
The interesting quantity is the fluctuation of that energy, that is
Taking eq.(26) into account we get
Now, the stochastic process x(t) being Gaussian, we have
and similarly for the other two correlations. Hence, taking into account that the correlations depend only on the difference of times, we have
Inserting here the correlations eqs.(??) we get
the latter equality being valid for T ω It is like magic how the quantum formalism leads to results, plausible within a realistic model like SED, via a rather surprising path. In fact the state vector of the ground state of any system is an eigenstate of the Hamiltionian, which implies a nil dispersion of the state energy, but the uncertainty relation leads in practice to some uncertainty in any actual measurement. In SED the ground state of a physical system corresponds to a dynamical equilibrium and the instantaneous energy is a badly defined concept, thus the distribution eq. (18) x and have neglected a small shift, of order τ , of the frequency ω 0 . Hence, taking eq.(16) into account, we see that the solution of eq.(4) leads to a time dependent probability distribution of positions, namely
which contains two integration constants, A and φ. It must be stressed that this expression for the probability density result from eq.(4) and the ZPF spectrum eq.(9) with the approximation of putting τ → 0 except in the exponential decay. Also it is obvious that eq.(27) is not the most general solution, for instance we might find the fundamental solution corresponding to an initial condition W (x, 0) = δ (x) , but it does not have too much interest. It may be seen that when τ = 0 the probability density eq.(27) fully agrees with the density associated to the coherent states of quantum mechanics, whilst the expression for finite τ contains the most relevant contribution of the radiative corrections of quantum electrodynamics to these states.
The free particle in SED. Is quantum noise dissipative?
Here I will study the free charged particle immersed in ZPF and, for the sake of clarity, I will compare it with the free particle in classical blackbody radiation (Rayleigh-Jeans law.) The spectrum of the particle's coordinate may be got taking into account that the ZPF (the Rayleigh-Jeans law) corresponds to 1 2 hω 0 (kT ) per normal mode of the radiation. Thus the replacement hω 0 → 2kT leads from eq.(10) to the spectrum corresponding to the oscillator immersed in classical thermal radiation at a temperature T . Hence the free particle spectrum is obtained by putting ω 0 = 0, that is
Now from the spectrum it is easy to get the position dispersion, ∆x, as a function of time, ∆t. It is [6] 
(29) Similarly we may get the velocity dispersion substituting ω 2 S x (ω) for S x (ω) in the integral eq.(29). The integrals are convergent and trivial, but I shall give only the results for large ∆t which are most interesting, that is
We see that the velocity dispersion of a free particle becomes, after some time, a constant corresponding to the kinetic energy kT /2 (this is the equipartition of the energy of classical statistical mechanics.) On the other hand the proportionality between the mean square displacement and the time is typical of Brownian motion. For our purposes of comparison with the free particle in ZPF, the relevant result is that as time elapses the particle losses any memory of the initial position and velocity. In addition there is an important fluctuation in velocity which implies energy dissipation (by radiation), a well known fact for an accelerated charged particle. All these features may be summarized saying that "classical thermal noise is dissipative".
In sharp contrast the quantum noise, ZPF, with spectrum eq.(3) may be said non-dissipative. The reason is that a random radiation whose spectrum is Lorentz invariant cannot change the velocity of a particle on the average, although it may increase the velocity dispersion. The quantum noise spectrum may be got from eq.(10) putting ω 0 = 0, that is
Then a calculation similar to those leading to eqs. (30) gives
(32) The integral is convergent but an exact solution is involved. The most relevant results may be summarized as follows. The position dispersion, ∆x, increses rapidly for small ∆t but more slowly for large ∆t, that is
where C=0.577... is the Euler constant. The (canonical) momentum has no dispersion as may be seen from eq.(15) which gives a nil spectrum when we put ω 0 . This agrees with the quantum prediction that the momentum of a free particle is a constant. A similar calculation for the velocity dispersion gives an ultraviolet divergent integral, which I might make convergent by introducing a cut-off frequency ω c . Thus we would get
This is independent of ∆t but greater than the velocity of light squared, which means that our calculation is nonsense. A correct calculation would require a relativistic theory and it will not be made here because probably SED is not valid in that domain. The results obtained for the free particle in SED give some hints for an intuitive picture of five quantum phenomena for which the standard formalism does not offer any physical model. They are: 1) The electron looks like an extended object, 2) The zitterbebegung of Dirac´s particles, 3) The spin, 4) The fact that quantum noise does not produce loss of memory, 5) Quantum noise looks as nondissipative.
Extended electron and zitterbewegung. . Eqs. (33) and (34) offers a model of the electron immersed in ZPF as consisting of a point charged particle which performs a rapid random motion with relativistic velocity, but (almost) remains within a region of size
that is intermediate between the classical radius and the Compton wavelength. Thus the particle looks like an extended object with rapid internal motions, which we migh tentatively relate to zitterbevegung. In addition there is a rather slow (logaritmic, see eq. (33)) diffusion of the whole object. Spin. If the particle is in a region with an homogeneous magnetic field there will be some coupling due to the random motion of the particle. A nonrelativistic calculation would give a very bad approximation, as said above, and it will not be attempted here. However it is plausible that the particle behaves as having intrinsic angular momentum and magnetic moment. Intrinsic means that it does not depend on whether the particle is free or bounded. Indeed the results eqs.(33) and (34) are caused by the high frequency part of the spectrum of the quantum noise, which acts similarly in both the oscillator and the free particle. In fact a comparison of the free particle spectrum eq.(31) with the oscillator spectrum eq. (10) shows that the high frequency parts are identical. On the other hand, in the oscillator there is an additional contribution due to frequencies of order ω 0 , which would correspond to the orbital angular momentum and the associated magnetic moment. These arguments suggest that the intrinsic angular momentum and magnetic moment correspond to the spin of the electron.
No loss of memory. As said above the electron appears as an extended object which experiences a very slow diffusion in coordinate space given by eq.(34). In sharp contrast with typical (Brownian motion) difussion like eq.(30) , where the memory of the initial velocity is lost, the probability density of the particle immersed in quantum noise conserves the same mean velocity for ever, as a consequence of the Lorentz invariance of the noise. Also the increase of the velocity dispersion is very slow (logaritmic).
Lack of dissipation. The particle strongly absorbs energy from the ZPF radiation and also emits it, so that we might say that the dissipation is large. However the dissipative motion remains within the small region associated to the (apparently) extended particle. But in the motion over distances greater than that size almost no additional absorption or emission of radiation takes place, so that the quantum (ZPF) noise looks as nondissipative.
The slow loss of memory and the (apparent) lack of dissipation, in sharp contrast with the effects of thermal (white) noise, have led to the extended belief that the quantum noise is not real but virtual.
Other effects of the quantum noise
In this section some phenomena will be discussed which may be plausibly attributed to the quantum noise. Arguments will be presented which allow an understanding, at least qualitative, of these phenomena.
Heisenberg uncertainty relations
The results eq.(12) may be roughly valid for the particle in any potential well, provided that we substitute some effective frequency, ω ef , for ω 0 . It is possible to get a relation independent of the frequency by taking into account that the mean square velocity may be related to the mean square displacement via v
where 2πω is the inverse of the period of the motion. The frequency ω ef is plausibly similar to the one appearing in eq.(11) (both are equal for a harmonic oscillator.) If we identify them we get
Of course our argument has been made for a charged particle, but we may assume that other fields would contribute to the random motion of any particle, e. g. a fluctuating metric, producing a similar effect. This provides an intuitive interpretation of the Heisenberg uncertainty relation as follows. Due to the quantum noise, with the peculiar spectrum eq.(??) , it is imposible to localize a particle in a region of size ∆x without the particle having a random motion with typical momentum dispersion ∆p.
Thus the uncertainty relation appears as a practical limit to the localization of particles in phase space, rather than a fundamental principle of "uncertainty" as in quantum mechanics. However in practive the difference is less relevant than it may appear. For instance as all measuring devices are immersed in the universal noise, the interaction of a device with a microscopic system has a random character which necessarily leads to a "disturbance induced by the measurement". This fact may explain the "Heisenberg microscope" and other effects associated to the uncertainty relations.
As is well known the Heisenberg relations allow estimating the size and energy of the ground state of any quantum system. Thus these properties may be interpreted intuitively as due to the fact that all systems are immersed in the universal quantum noise. A noise consisting of electromagnetic radiation but also radiation of other force fields present in nature, in particular metric fluctuations.
Entanglement
As is well known the concept of entanglement was introduced by Schrödinger in his celebrated "cat paradox" paper [18] . There he claimed that entanglement is the characteristic trait of quantum mechanics. Entanglement is a quantum property of systems with several degrees of freedom, which appears when the total state vector cannot be written as a product of vectors associated to one degree of freedom each. In formal terms a typical entangled state fulfils
where 1 and 2 correspond to two different degrees of freedom, usually belonging to different subsystems. The essential condition is that the state eq.(38) cannot be written as a product, that is the sum cannot be reduced to just one term. Entanglement appears as a specifically quantum form of correlation, mysterious because nobody has been able to define it in common words, without recourse to the abstract quantum formalism. Here I propose that entanglement is just a correlation which involves the quantum noise. In recent times entanglement has been the subject of intense study, and a resource for many applications, specially in the domain of quantum information. In this case the relevant entanglement usually involves spin or polarization. Nevertheless entanglement is quite common in nonrelativistic quantum mechanics. Indeed most wave functions of many-particle systems present entanglement. Here I will illustrate, with a simple example, how the entanglement may be understood as a correlation induced by the quantum noise acting on two different places.
I shall study the entanglement which appears in the London theory of the van der Waals forces. For the sake of clarity I will consider a very simple example, namely two one-dimensional oscillating electric dipoles. Each dipole consists of a positively charged particle at rest and an oscillating particle (which I will name electron) with mass m and charge e. I shall work the model with the techniques of stochastic electrodynamics (SED).
I start deriving the equations of motion from the Hamiltonian
where x 1 (x 2 ) is the position of the electron of the first (second) dipole with respect to the equilibrium position. The positive parameter K depends on the distance bewteen the dipoles, but the dependence is irrelevant for our purposes. (For a more complete study of this problem within SED see Ref. [6] ). The quantum calculation is simple using perturbation theory. It is convenient to work in the coordinate representation, that is in terms of wavefunctions rather than state vectors. The wavefunction correct to first order perturbation is
where ψ 0 (ψ 1 )is the ground (first excited) wavefunction of the oscillator. The interaction energy to lowest order is
The joint probability density of the coordinates x 1 , x 2 is given by the modulus square of eq. (40), that is
.
(42) We see that entanglement is a special form of correlation. Indeed eq. (42) shows that the probability is larger when the quantities x 1 and x 2 are both positive or both negative, and it is smaller when they have an opposite sign. However in quantum mechanics the correlation appears as somewhat mysterious because no explanation is given for the randomness. Furthermore the orthodox (Copenhagen) quantum interpretation forbids the obvious picture that the electrons possess a random motion which is correlated due to the interaction. Indeed we should not speak about the probability that an electron is in the region x 1 > 0 and the other one is in the region x 2 > 0. We are compelled to interpret eq.(42) saying something like "if we performed a measurement of the simultaneous positions of the electrons we would get that one of them is in the region x 1 > 0 and the other one is in the region x 2 > 0". (Simultaneous measurements are possible because the observables commute.)
In sharp contrast the interpretation offered by SED is transparent: the random motion of the electrons is induced by the ZPF, and the correlation is produced by the interaction. The SED calculation is as follows. The differential equations of motion may be obtained from eq.(39). I shall write them including the forces due to the random ZPF and the radiation reaction, see eq. (4) , that is 
The approximation of neglecting the x dependence of the field, E(x,t), is not good if the dipoles are at a long distance (on the other hand the Hamiltonian eq. (39) is not valid for short distances). However we may neglect the x dependence within each dipole and simplify the notation writing E 1 (t) for E (x 1, t). Furthermore, as we assume that the distance between dipoles is large, we shall take the stochastic processes E 1 (t) and E 2 (t) as uncorrelated. The coupled eqs.(43) may be uncoupled writing new equations which are the sum and the difference of the former, and introducing the new functions
and similarly definitions for E + (t) and E − (t) . We get m ..
...
..
where the stochastic processes E + (t) and E − (t) are statistically independent.
With the method used to solve eqs. (11) and (12) we get
The Hamiltonian eq.(39) may be written in terms of x + (t), x − (t) leading to
Hence, defining p ± = mv ± , it is easy to get the total energy, H , taking eqs. (45) into account. The result is
in agreement with the quantum result eq.(41) . The joint probability distribution of positions is Gaussian and factorices because eqs.(44) are decoupled. That is
The density ρ + should be normaliced and such that it leads to the former eq.(45) , whence we get
This gives agreement with the quantum prediction, eq.(42) , to leading order in K.
Bose-Einstein condensation
In the equation of motion (43) I have assumed that the field components, E 1 (t) and E 2 (t) , acting upon the two particles are uncorrelated. That is a good approximation if the particles are at a distance which is large in comparison with wavelenghts, say λ ≃ c/ω 0 , corresponding to the typical frequencies involved. However if the distance is of that order or smaller, the field components will be correlated, which would cause a much stronger correlation between the particle´s motions. In quantum-mechanical language this behaviour would correspond to the particles being "in the same quantum state", which is the typical feature of the Bose-Einstein condensation. It is not worth to pursue this idea further because I do not understand, within the picture offered by SED, the difference between bosons and fermions, which is essential for the phenomenon.
Do oscillators possess discrete energy states? Planck's law revisited.
As is well known Planck discovered his celebrated law in october 1900 and presented an interpretation in terms of discrete energy states of the material oscillators in december 14th. The latter date is considered the birthday of quantum theory, as Sommerfeld put it. Here I shall show that another interpretation is possible without any energy discontinuity in the oscillators. I shall calculate within SED the harmonic oscillator in a Planck radiation at a finite temperature, including the ZPF (which I am assuming real in this paper.) The spectrum of that radiation is
In the former expression the first term corresponds to the ZPF and the second one to the thermal part. With the same techniques used in previous sections for the derivation of eqs. (11) and (12)from the latter eq.(9) , we get from Planck spectrum eq.(46) the following mean energy of the oscillator, in the limit τ → 0
This relation was actually obtained by Planck and led him to the energy quanta, an interpretation which is still standard. Essentially the argument rests upon the assumption that the mean energy at a temperature T should be obtained in terms of the Boltzmann factor as follows
As is well known a set of energies fulfilling this and eq. (47) is
and there is no other solution valid for all T . The problem is that, if we accept eqs.(??) and (49), it seems impossible to get an intuitive picture of the oscillator. In fact all excited states of the quantum oscillator, obtained solving the Schrödinger equation, present nodes that is positions which are forbidden for the oscillating particle. For instance the wavefunction and the probability density of the first excited state are
that is zero probability of the particle being at the point x = 0. It is extremely difficult to understand intuitively how a random motion may be so that the particle can be both at the right and at the left of x = 0 but never in that point.
In my opinion the quantum excited states of the oscillator do not correspond to real physical states but to mathematical constructs useful for calculations. The case is similar to the solution of the difussion equation, for instance for the cooling of a plate with boundaries x = −L and x = L. Assuming that the temperature, T , does not depend on the coordinates y and z, the distribution is ruled by the diffusion equation
where t is the time and σ a constant related to the conductivity of the medium. The solution may be easily found via a Fourier series expansion. For instance if the initial and boundary conditions are
the result is
The point is that the functions cos [(2n + 1) πx/(2L)] do not correspond to actual temperature distributions, they are auxiliary mathematical functions. I propose that the same is true for the solutions of the stationary Schrödinger equation.
The interpretation of the oscillator at a finite temperature according to SED is different and quite intuitive. As in all other random fields which I have considered up to now, it is plausible to assume that the Planck radiation is a Gaussian stochastic field. Then the relation between the x(t) and the E(t) being linear, the stochastic process x(t) should be also Gaussian. Now as the energy is a quadratic function of the coordinates and velocities, the probability distribution of the oscillator energies will be an exponential function. In order to agree with the mean energy eq.(47) that probability distribution should be
(I have written dE rather than dxdp, which is the standard volume element in phase space, but they are equivalent modulo a factor m.) Probably Planck was aware that his law eq.(46)was incompatible with either the use of Boltzmann's factor or the Gaussian character of the random thermal radiation. He choosed to reject the latter and accept the former. I am compelled to propose the opposite in order to get a simple and clear physical model, which is the purpose of this article. That is I must assume that thermal equilibrium corresponds to the continuous probability distribution of energies eq.(50) rather than the discrete (quantum) distribution eq.(49) . However the contradiction between the quantum and the SED distributions is less obvious than it appears if we take into account that the definition of energy is different as was commented above, when I studied the oscillator immersed in ZPF. We may assume that no contradiction with the experiments may arise from the SED interpretation.
Up to here I have considered the harmonic oscillator. However in nonlinear systems the existence of some relatively longlived excited states cannot be excluded. After all SED is not valid for nonlinear systems, as said above.
Furthermore we might assume that the said excited long lived states correspond to a resonance between one of the harmonics of the particle´s motion with one mode of the ZPF. That is we might write, instead of eq.(12) , the following one
T being the period of the motion. This relation may be rewritten, substituting a time average for the ensemble average v 2 , as follows
which agrees, except for a factor 2, with the Bohr-Sommerfeld quantization rule.
Wave behaviour of particles. L. de Broglie waves
I assume that in nature there are actual particles, like electrons, neutrons or atoms, and actual fields (waves) like the electromagnetic radiation. Thus there is no problem to understand the localized detection of particles or the interference of waves, but there are difficulties to get a picture of the wave behaviour of particles or the corpuscular behaviour of waves. Here some hints will be provided for a possible understanding of the particle aspects of light and the wave behaviour of particles like electrons or atoms. The detection of individual photons in a photographic plate is due to the atomic nature of the plate. In this case saying that radiation are particles because they give rise to individual blackened grains is like saying that wind is corpuscular because the number of trees falling in the forest is an integer. Of course in both cases, the photo and the forest, there is a random element. It is obvious for the wind but, as explained above, there is also a random element in the radiation: the quantum noise.
The detection process in a photon counter may be explained as follows. Inside the detector there are systems, e. g. molecules, in a metastable state. The arriving radiation, with a random element due to the quantum (vacuum) noise, has from time to time sufficient intensity to stimulate the decay of the metastable system and this gives rise to a photocount. However the noise alone, being fluctuating, may eventually produce counts in the absence of any signal, which are called dark counts. (Dark counts are usually attributed to thermal fluctuations, but I claim that quantum fluctuations may produce them also.) The counter behaves like an alarm system. If it has low sensitivity it may not detect some relevant perturbation, but if it is too sensitive it may be activated by accident. The same is likely true for photon counters. This leads me to conjecture that it is not possible to manufacture detectors with 100% efficiency but no dark counts and that this trade-off is the origin of the socalled efficiency loophole in the optical tests of Bell´s inequalities.
It is attractive the hypothesis that the wave behaviour of particles derives from the existence of the quantum noise. The noise has a wave character, it consists of the ZPF or metric fluctuations. Thus we might assume that, in the interference of electrons or atoms, it is the case that the said waves interfere and some of them couple strongly to the particle, guiding it to the screen where the interference pattern appears.
Historically the idea that any particle has an associated wave was put forward by L. de Broglie. In modern quantum mechanics it is assumed that particles have sometimes a wave behaviour, but without attempting to give any clear picture which might explain that behaviour. In de Brogie's work there was a physical model: any particle has an associated wave which acts on it and is also influenced by it. This picture is usually understood as if every particle possesses one wave, an understanding reinforced by the quantitative relation between the particle's momenum, p, and the wavevector, k, of the wave proposed by de Broglie, that is
λ being de Broglie's wavelength. In my opinion the picture of a unique wave associated to every particle is untenable. For instance, what happens when one particle is created or annihilated?, or how the (extended) wave may follow the (localized) particle? It is more plausible to assume that there is some background of waves in space able to interact with particles. This leads me again to the idea that the waves are, actually, those of the quantum noise. The problem is then to explain why the overhelming interaction of the particle occurs with just one mode of the radiation, that is the one given by eq.(51) . In the original presentation of de Broglie he had recourse to Lorentz transformations, but his argument was rather loose. He began with the assumption that a particle of mass m is associated to a periodic motion with frequency
Actually eq.(52) is not too strange in our treatment of the free particle in SED, where a frequency roughly like that one appears in eq.(35) . If this is the frequency in the rest frame of the particle, the frequency seen in another frame moving with velocity v should be
It is true that c/∆ω agrees with the wavelength λ of eq.(51) , but this fact does not provide a clear picture of how a moving particles interacts mainly with the modes of the ZPF radiation fulfilling eq.(51) .
Conclusions
An intuitive picture of the quantum world would be useful and possible. The starting point for that picture is to assume that quantum mechanics is a stochastic theory and that many typically quantum phenomena are due to an universal noise in the form of real vacuum fluctuations of all fields present in nature. We should distinguish between actual particles (e. g. electrons, neutrons, atoms) and actual fields (e. g. electromagnetic). Elaboration upon these two ingredients provides hints for reaching an intuitive picture of many allegedly pure quantum phenomena, like the Heisenberg uncertainty relations or entanglement.
