where N is the family of P-null sets. It is well-known (see [3] , [5] and [7] ) that F is right-continuous, so F satisfies the usual conditions, and we have for a~y stopping time T ITn-1 , Tn (3) The law of X is determined uniquely by that of 0394n)n~0
and by w as well. So it ie natural to characterize the propertiea of X by the behaviour of ( 2 ) 0 3 9 4 n {f ( i ) n ( 0 3 9 4 o , T l , 0 3 9 4 l , ...,T - 
where: 1) Q(t,x ;dy) is a transition probability from R x '~ to '~ and Q(t,x;{z} ) _ The proof of theorem 2 is completely similar to that of theorem 1. It suffices to construct two predictable processes a(1), i = 1,2, as follows.
instead of (11). ° In reality, for each t and 03C9, either t = Sn for some n 2 1, 0 3 9 4 X t = 0 3 9 4 X S n ~ { 03BE(1)n, 03BE(2)n } = {03B1(1)Sn, 03B1(2)Sn } = {03B1(1)t, a(2)t}, or t ~S n , 0394Xt = 0 = 03B1 (2) Though the corollary of theorem 2 is rather banal, it motivated the following general result on the processes with independent increments ( not necessarily stochastically continuous ) (see [4] ). q(s,x,.) is right-continuous and monotonely decreasing, and by (6) 
