ABSTRACT Traditional training algorithms in artificial neural networks (ANNs) show some inherent weaknesses, such as the possibility of falling into local optimum, slow learning speed, and the inability to determine the optimal neuronal structure. To remedy the deficiencies of traditional neural networks, this paper proposes a novel neural network classifier (NNC) using the beetle antennae search (BAS) algorithm, termed BASNNC. The BAS algorithm is explored to optimize the weights of the NNC. The network of the proposed BASNNC adopts three-layer structure, including an input layer, a hidden layer, and an output layer. Quite differing from the traditional training algorithm using a principle of gradient descent, the weights between the hidden and output layers are optimized by the BAS algorithm, which effectively improves the computational speed of the classifier. The numerical studies, applications to pattern classification and comparisons with an error back-propagation neural network model, show that the proposed BASNNC has faster computational speed and higher classification accuracy.
I. INTRODUCTION
The complexity of the system conflicts with the accuracy required. By simulating human learning and adaptive capabilities, people have proposed the idea of intelligent control. Fuzzy logic [1] , expert system [2] , and neural network [3] , [4] are three typical control methods. Usually, expert systems are based on expert experience and are not based on operational data generated by industrial processes. It is difficult for domain experts to grasp the inaccuracies and uncertainties of general complex systems, which makes it very difficult to establish expert systems. Fuzzy logic and neural networks, as two typical intelligent control methods, have their own advantages and disadvantages.
Artificial neural networks (ANNs) are an intelligent system that people imitate the information processing functions of the human brain nervous system. At present, the field The associate editor coordinating the review of this manuscript and approving it for publication was Yan-Jun Liu. of artificial intelligence research is very focused on the fusion of intelligent identification methods. In view of the many excellent capabilities of neural network technology such as knowledge storage and uncertain information processing, the application of neural networks in the fields of pattern recognition [5] , [6] , signal processing [7] , intelligent control [8] - [11] and intelligent optimization [12] , [13] can make up for the shortcomings and deficiencies in the original technology field. Therefore, the application of neural networks in many different fields of engineering and science has become a research focus. ANNs have successfully solved many practical problems that are difficult to solve with modern computers, and have shown good intelligence characteristics. Note that ANNs have become powerful tools for pattern classification. Various ANN models are universal function approximators [14] . They can adjust themselves to the data without any explicit specification of functionality, which is called data-driven adaptive capabilities.
Common-used classification methods mainly include naive bayes (NB), decision trees, support vector machine (SVM), k-nearest neighbors (k-NN), ANNs and so on [15] - [17] . We do not need to learn parameters in NB like what we do in ANNs. However, NB assumes that attribute values are independent of each other given the class. It does not apply to data with a large number of attributes or a large correlation between attributes, but ANNs do not have this problem. The advantage of decision trees over ANNs is that they can handle non-numeric data. ANNs are better at processing continuous data than decision trees. The SVM classifier has no general solution to nonlinear problems and must be carefully chosen to handle the kernel function. And there are certain difficulties for multi-label classification problems. k-NN is computationally intensive. For each sample to be classified, k-NN calculates the distance to all known samples in order to find its k nearest neighbors. ANNs classifies the samples to be classified directly into the pre-trained model. There's no such thing as a free lunch. In other words, there is no algorithm that solves all problems perfectly. They are subject to many factors, such as the size and structure of the data set. The selected ANNs can achieve better results than the other classifiers when it is suitable for the corresponding problem.
ANNs are nonlinear models [18] - [20] . Applications of neural networks for classification problems include handwriting recognition [21] , speech recognition [22] , product inspection [23] , fault detection [24] , medical diagnosis [25] , etc. For example, deep neural network (DNN) [26] , [27] , convolutional neural network (CNN) [28] and recurrent neural network (RNN) [29] - [31] are all the research hotspots of ANN. Neural networks based on error back-propagation (BP) training algorithm are one of the most widely applied and matured ANN models [32] , [33] . However, the training speed of BP algorithm is much slower than people expect. The key factor accounting for this phenomenon is the training of neural networks. Most of them use the gradient descent algorithm (GD) [34] , thus the training speed of this algorithm is limited. Besides, network structure influences the network performance significantly. Therefore, to determine the optimal weights and structure of ANNs is a challenging issue.
In order to overcome the above-mentioned weakness of traditional neural networks and improve the performance of neural networks, we propose and investigate a novel multi-input beetle antennae search neural network classifier (BASNNC), which differing from the algorithm in the BP iterative training process. It uses the BAS training algorithm to optimize the weights, which remedies the weaknesses of the traditional gradient-based of the BP algorithm. BAS is a single-body intelligent search algorithm without complex gradient solution. Since there is only one individual when searching, the search speed is fast. In addition to the optimization of weights, according to the research of Zhang and Tan [35] , the structure determination is likewise important for neural networks. Note that the structure corresponds to the number of hidden neurons. Therefore, the number of hidden layer neurons is skillfully determined to construct a network structure for the proposed BASNNC in this paper. Numerical results further confirm the efficiency and validity of the proposed BASNNC. The main work of this paper is based on the improvement and application of bio-heuristic algorithm. As an expansive application, we apply it to neural network optimization and pattern classification.
A. RELATED WORK
There are many applications of ANN, and many people have studied it. For example, Liu et al. [3] proposed an adaptive neural network (NN) control scheme for a quarter-car model, which uses neural networks to approximate unknown mass of car-body. In the data categorization method, ANNs have stronger learning ability than the traditional statistical classification program, which greatly elevate the exact ratio. Neural networks based on the BP algorithm are widely used in ANNs. The traditional gradient-based BP neural network learning process includes two processes: the forward propagation of information and the back propagation of errors. The training is repeated, and the changes of the network weights and deviations are continuously calculated in the direction of the gradient of the relative error function gradient. The target is gradually approached. However, traditional gradient-based BP neural networks have some inherent shortcomings, for instance, the convergence speed is slow, easy to fall into local optimum, etc.
The common improvement methods used by researchers include modifying the network structure, trying various activation functions and improving weight-definite method. For example, Weight-and-structure-determination (WASD) algorithms, the method of using linearly independent or orthogonal polynomials as activation functions and some other methods have been proposed by Zhang et al. [36] - [38] . The heuristic random search algorithm has a strong global search ability due to the relative gradient descent method. Therefore, some researchers have combined heuristic random search algorithms with neural networks. For example, Han et al. [39] combined APSO algorithm with neural network and APSO to optimize network parameters. Salcedo-Sanz and Yao [40] mixed Hopfield neural network and GA algorithm to tackle the terminal assignment (TA) problem. Zhang et al. [41] GA is applied to the hidden layer structure and parameter optimization of neural networks. Ren et al. [42] proposed a Back Propagation neural network based on Particle Swam Optimization that have studied how to select input parameters carefully to achieve desired results. Beyond that, there are improved algorithms based on numerical optimization, such as the conjugate gradient method [43] , least squares method [44] and so on. The BP algorithm with simulated annealing algorithm [45] , genetic algorithm [46] , and ant colony algorithm [47] are hybrid algorithms. It also includes an additional momentum algorithm, adaptive learning rate method [48] and other improved algorithms. VOLUME 7, 2019 
B. ORGANIZATION AND CONTRIBUTIONS
The remaining structure of this article is as follows. In Section II, the preliminaries of the BASNNC are presented together with the theoretical basis shown. In Section III, we introduce the BAS algorithm and the detailed process of determining the number of single hidden layer neurons for our neural network model. The numerical studies, applications and comprehensive comparisons are shown in Section IV to testify the effectiveness of the proposed BASNNC approach. Section V concludes the paper with final remarks. Before ending this subsection, the main contributions of this paper are summarized as follows.
• In this paper, a novel BASNNC is proposed and investigated for the first time, which is different from the traditional BP neural networks;
• The BAS training algorithm is used to optimize the weights. To construct the network structure of proposed BASNNC, this step process of determining the number of single hidden layer neurons is performed;
• Numerical studies, applications and comprehensive comparisons are conducted to substantiate the efficacy and superiority of the proposed BASNNC approach to pattern classification.
II. PRELIMINARIES
As the preliminaries, the neural network model is first constructed in this section. The proposed BASNNC adopts a three-layer structure (i.e., the input layer, the hidden layer and the output layer), the structure is shown in Figure 1 . Each neuron in the input layer is connected to all neurons in the hidden layer; Each neuron in the hidden layer is connected to all neurons in the output layer. Assuming that the input layer has M neurons, the input vector is X = [x 1 , x 2 , . . . , x M ] T , where the superscript T denotes the transposition of the matrix or vector, M is determined by the number of attributes. Note that we normalize raw data first. The number of hidden layer neurons is K . The activation function of a hidden layer is
(1)
Remark 1:
The sigmoid function is a common activation function that has the disadvantage of being too supersaturated to lose gradients. This has a great influence on the neural network using the gradient descent algorithm (GD). However, the proposed neural network training uses a heuristic search algorithm, and there is no gradient problem. So when both the neural network using GD and our proposed neural network use sigmoid function, our model has advantages. The tanh function also has soft saturation, which causes the gradient to disappear. It can also be applied to our neural network to avoid the problem of gradient disappearance. There are also commonly used activation functions such as ReLU, Leaky ReLU function and PReLU function, which can also be applied in our proposed network model.
Thereby the output of a hidden layer is
There are N neurons in the output layer and the output vector isŷ = ŷ 1 ,ŷ 2 ,ŷ 3 , . . . ,ŷ N T , and the number of neurons in the output layer is determined by the number of sample types.
Remark 2:
In order to simplify the established neural network and reduce the computational complexity, all neuronal thresholds in the BAS neural network classification model are set to be 0, and the weights between input and hidden layers are set to be 1. It has no influence on the current research, and is general. In future research, we will continue to explore non-zero and one.
And the connection weights between hidden and output layers are
The weights are optimized by the BAS training algorithm. We use error between the predicted and desired values as an optimization criterion. Note that the detail of BAS algorithm will be described in Section III. Then, the output of the n-th neuron in the network output layer iŝ
Consequently, the output vector can be written as follows:
III. DESIGN OF BASNNC AND THEORETICAL ANALYSES A. NEURAL NETWORK CLASSIFIER DESIGN
To construct a complete BASNNC, we obtain the structure of the hidden layer (or the best structure of BASNNC), and then obtain the connection weight between the hidden layer and the output layer after determining the hidden layer structure. The BAS algorithm is applied to optimize the connection weights between hidden and output layers, replacing the traditional low-convergence speed and high computational complexity gradient back propagation. The number of hidden-layer neurons can greatly affect the overall performance of neural networks. In particular, when the number of hidden layer neurons is too small, the learning and approximation ability of neural networks are insufficient, the expected training accuracy may not be achieved. Excessive hidden layer neurons may produce overfitting phenomena and higher computational complexity [35] . On the basis of the above analysis, it is meaningful and important to obtain the optimal number of hidden layer neurons (that is, the optimal structure of neural networks).
Algorithm 1 Determination of Hidden-Layer Neurons
Input: dataset; Output: K ; 1 Initialize the number of hidden layer neurons K ; 2 Normalize the dataset attributes; 3 for p = 1; p ≤ 500; p + + do 4 for q = 1; q ≤ 10; q + + do 5 Divide the dataset into training set and test set; Calculate A tra by K , Equation (1) and (2) 15 Find ε min in 500 cycles; 16 Return K corresponds to ε min ;
In order to clearly describe the determination of hidden-layer neurons, the basic steps of the process are presented in the following Algorithm 1. According to the algorithm, we obtained the appropriate number of neuron nodes through a large number of experiments. First of all, the variables involved are explained as follows: A tra represents the output of hidden layer of the training set, w tra corresponds to the connection weights between hidden and output layers of the training set, the output of hidden layer of the test set is denoted by A tes ,ŷ tes is the output vector of the test set, ε tes and ε avg are the test error and the average test error, respectively. ε min can be described as the minimum value of the average test error.
For the connection weights, traditional approach is based on negative gradients, which is obtained through iterative learning. However, using the iterative method to train neural networks needs more computational time [49] . For the sake of time-consuming problem, we use the BAS algorithm to determine the connection weights.
Note that the algorithm is a heuristic algorithm that is suitable for multi-objective function optimization, which was introduced and proposed by Jiang and Li [50] , and then improve it [51] , [52] . The BAS algorithm does not require the specific form of the function and the gradient information. This method mimics the detecting and searching behaviors of beetles. It can automate the optimization process and the optimal speed is significant. In this paper, the BAS algorithm is modified to find the optimal connection weights between hidden and output layers.
On the basis of Equation (5), the objective function to be optimized is
where S is the number of training samples, respectively. y ni represents the predicted value of the n-th output of the i-th sample, the true value of the n-th output of the i-th sample is denoted by y ni , y n stands for the true value of the n-th output of all samples, where w n is the n-th column of the connection weights matrix w, as we already mentioned, A is the output of the hidden layer, n indicates the deviation rate of the n-th output of all samples. For the sake of illustration, we define the connection weights value iteration t times for the beetle's position p t n at time t, where p t n represents w n , and by Equation (6), the fitness function is defined as
The random direction of the beetle search is
where rands (·) indicates a random function that produces a K -dimensional column vector, K is equal to the number of hidden layer neurons. Depending on the direction of the VOLUME 7, 2019 beetle search and the length of the antennae, calculate the position of the left and right antennae of beetle at time t:
where
where d t is the antenna length of the beetle at time t, it should be large enough to cover the appropriate search area. δ t stands for the step size at time t, c and η are the basic parameters of BAS algorithm. After debugging parameter, δ 0 stands for the initial step size and initialize it to 0.5, η and c are initialized to 1 and 0.5, respectively. The beetle's location is updated by
where p t−1 n indicates the beetle's position at the previous moment of time t, sign (·) is a symbolic function:
Algorithm 2 corresponds the BAS algorithm described in this subsection. It demonstrates the improvement based on the original BAS algorithm which is adopted in the research to design a feasible approach to solve the weight optimization problem. And introduce simply some variables of Algorithm 2. The label of instance is denoted by y, ε tra represents training error, d 0 indicates the sensing diameter at first,
T can express the beginning value of weights, f bes means the best f , p bes is equivalent to the best position of beetle. The remainder of variables as described above.
B. THEORETICAL ANALYSES
In this section, we analyze the convergence of the BAS algorithm [51] . For the sake of explanation, define p t bes as the position of the optimal solution of the beetle at time t and f t bes is the corresponding optimal solution. p * represents the position of the theoretical optimal solution of the problem.
Lemma 1: If the proposed BASNNC with the output vector y depicted in Equation (5) using the BAS algorithm, then f t bes is not increased.
Proof: According to the solution method of f t bes in Algorithm 2: at time t, if f p t < f bes , then f t bes = f p t . The optimal solution is the minimum value, then the initial value of f t bes is set to be large. It is thus proved that the BAS algorithm guarantees that f t bes does not increase. Theorem 1: Provided that the parameters are set correctly, the BAS algorithm for the proposed BASNNC with the output vectorŷ depicted in Equation (5) converges with probability 1.
Proof: Assume that the parameters of the BAS algorithm are set correctly. Let P t denote the probability that p t is not
Algorithm 2 BAS Algorithm for Optimal Weights Searching
Input: K , y, M , A; Output: ε tra , w;
Select the n-th row of data from y as y n ; 4 while (t < T max ) do 5 Generate b according to Equation (8);
6
Calculate p r and p l according to Equation (9) 16 17 Find out the maximum value ofŷ, and set it to be 1 with the rest being 0. Then a new vectorŷ consisting of 0 and 1 can be obtained; 18 Calculate the number of samples different fromŷ and y, and divide the total number of samples to get ε tra ; 19 Return ε tra , w; on p * at time t, where 0 P t < 1. Then, P p t bes = p * 1 − P 0 P 1 · · · P t . Therefore, lim
According to the squeeze theorem, lim t→+∞ P p t bes = p * = 1. The proof is thus completed.
By this point, the convergence of the BAS algorithm is proved, and the effectiveness of the algorithm is proved theoretically.
IV. NUMERICAL STUDIES, APPLICATIONS AND COMPARISONS
Two numerical examples running in the Matlab R2016a environment to prove the validity of BASNNC. First of all, two multivariable objective functions are selected to verify the effectiveness of the BAS algorithm in finding the optimal solution. Through this numerical experiment, it can be proved that when the variable to be optimized is replaced by the weight, it is also capable of finding the optimal solution of the weight. Afterwards, nine UCI classification sample datasets are selected for the proposed BASNNC classification experiments (Table 1 ). In addition, with the intention of further demonstrating the superiority of BASNNC, comprehensive comparisons with traditional BP neural network model under the same conditions are presented. 
A. NUMERICAL VERIFICATION OF BAS ALGORITHM
In this subsection, two test functions are selected to validate the efficacy of BAS algorithm. For ease of presentation, we choose two-variable (i.e., x = [x 1 , x 2 ]) functions as test functions.
First, consider the following objective function:
Theoretically, objective function (13) has a global minimum point. When Figure 2 (a) is a three-dimensional display of function (13) . The performance of the BAS algorithm is shown in Figure 2 (b) and Figure 2(c) . Along the time step t from 0 to 100, under the parameter configuration, the step size δ is updated according to rule (10) with initialization δ 0 = 2, the parameters of η and c are VOLUME 7, 2019 initialized to 0.95. As can be observed from Figure 2 , the BAS algorithm can find the global minimum of the function (13) . Numerically, the solution of function (13) F bes = −1.4289 approximates theoretically at the corresponding point x bes = [0.7066, −0.0013].
We also consider the Rastrigin function: Figure IV shows the convergence of the minimum value along iteration step t. The optimization result of the function (14) by the BAS algorithm is when x bes = [−0.0017, −0.0012], the optimal solution of the function is F bes = 8.8670e-04 ≈ 0. The above two example function (13) and function (14) have demonstrated that the BAS algorithm is effective for solving multi-objective function problems by visualization results and numerical solutions.
B. APPLICATION TO PATTERN CLASSIFICATION
This subsection verifies the classification performance of the proposed BASNNC by numerical experiments. For supervised learning situations, the effectiveness of the classifier can be assessed by classification accuracy. We use several published datasets in the standard UCI database for experiments (see Table 1 ). Iris Plants Database contains 3 classes of 150 instances each, where each class refers to a type of iris plant. A simple database of Zoo is artificial and contains 7 types of animals. Breast Cancer Wisconsin (BCW) was obtained from the University of Wisconsin Hospitals, Madison from Wolberg and Mangasarian [53] . Banknote Authentication (BA) was extracted from images that were taken from genuine and forged banknote-like specimens.
Blood Transfusion Service Center (BTSC) adopted the donor database of Blood Transfusion Service Center in Hsin-Chu City in Taiwan. Cryotherapy dataset contains information about wart treatment results of 90 patients using cryotherapy. Haberman's Survival (HS) Dataset involves cases from study conducted on the survival of patients who had undergone surgery for breast cancer. Topic of Hayes-Roth is human subjects study. Indian Liver Patient Dataset (ILPD) contains 416 liver patient records and 167 non liver patient records. For convenience, we use above abbreviations. These datasets all have a known number of categories and the category to which each sample belongs.
In the experiment, we divide data samples into three parts by category, two for training set and one for the test set. For example, Breast Cancer Wisconsin dataset has two categories, the first category has 458 samples and the second category has 241 samples. Divide the first class of 458 samples into three parts and take two of them as training set 1, one for test set 1. Similarly, the second class of 241 samples are divided into three parts, two of which are used for training set 2, and one for test set 2. The test set consists of test set 1 and 2. Similarly, the training set is achieved by combining training set 1 and 2. In the end, each class is evenly distributed in both the training set and the test set. To avoid the fact that a certain class is only distributed in the test set, and there is no such class in the training set, thus affecting the classification. Note that the above method of dividing data set with regular ratio is commonly used in neural networks [54] , [55] . In the previous section we mentioned the process of determining the hidden layer neurons. Here we use the datasets in Table 1 and write program code according to the Algorithm 1 of determination of hidden-layer neurons. Table 2 shows the experimental results, including the number of suitable hidden layer neurons corresponding to each dataset and the accuracy obtained with the number of neurons. After the number of hidden neurons was determined, the corresponding number of hidden neurons was placed in BASNNC. At this point, our network structure is determined. The program of BASNNC is, written according to Algorithm 2. The corresponding dataset is placed in BASNNC. We repeat 100 times, and get the corresponding training accuracy, test accuracy, running time and time required for iterating once. Note that other classifiers via the WASD algorithm in [38] , [56] , [57] is based on the traditional matrix pseudo-inverse (PI) resolution. In contrast, the proposed BASNNC based on the BAS optimization strategy can avoid solving for matrix PI, and thus it costs considerably lower computation burden to solve the problem than the PI based classifiers in other studies. Matlab simulation results are shown in Table 3 . As can be seen from the chart, forasmuch as our classification accuracy which includes training accuracy and test accuracy exceeds 60% for all datasets with two or more categories. Training accuracy and test accuracy are similar and there is almost no overfitting. Each dataset has a different run time per step and may be affected by the number and type of samples in the dataset itself. In conclusion, BASNNC is effective indeed.
C. COMPARISON WITH OTHER ALGORITHMS
We compare BASNNC with traditional BP neural network (BPNN) model and PSO-BPNN. Table 4 and Table 5 show the training accuracy and test accuracy of BASNNC and other methods for classifying datasets. Note that the accuracy in the table refers to the average training accuracy and average test accuracy of 100 experiments.
In Table 4 , PSO-BPNN ranked first for the average ranking of the nine datasets, and in Table 5 , our method ranked first. Moreover, the training accuracy rate of the PSO-BPNN method differs greatly from the test accuracy. For example, the training accuracy of Hayes-Roth differs from the test accuracy by 27%. This shows that PSO-BPNN is easier to overfit. In Table 4 , for five datasets, the training accuracy of our method is much higher than that of traditional BPNN model. The training accuracy of four datasets is lower than BP, however, the difference is below 0.5%. Table 5 is show that there are five datasets where the accuracy of BASNNC are higher than that of BP, and the highest difference is about 11%. The test accuracy of four datasets is below the BPNN model in our method, but the difference is less than 1.5%. In other words, our algorithm may perform worse than BPNN model in some datasets, however, it won't be too bad, and for some datasets, BASNNC can be significantly better than BPNN model. As shown in Table 4 and Table 5 , our method can achieve the classification effect of BPNN model. Figure 4 show the time required for BASNNC and comparison methods to finish classification. Table 6 and Table 7 is the numerical result, and Figure 4 is the histogram of Table 6 . The formula for value-added rate λ of time in Table 6 :
where A and B represent the running time of different methods. Combined with Table 1 , we can find that the running time of the program is affected by the number of samples of the dataset, the number of attributes, the number of categories, and so on. It can be seen from the table and figure that the time required by our method is greatly improved compared with other model run time. This is the biggest advantage of our approach. We can express our advantage more intuitively through Figure 4 . Furthermore, to clearly and fully show the superiorities of BASNNC, Table 8 in the revised manuscript qualitatively compares our approach with other NN algorithms, e.g., the WASD algorithm in existing literatures. Due to the fact that the proposed BASNNC requires no matrix inversion. Therefore, it has low computational complexity. Moreover, the proposed method is no need seeking the grads of function, and as a consequence it can run fast. As shown in the table, the BAS neural network classifier is effective. We can solve some of the inherent defects of traditional BP algorithms, such as slow learning.
V. CONCLUSION
We have proposed and investigated a novel neural network classifier (NNC) using the beetle antennae search (BAS) algorithm which termed BASNNC. With the purpose of determining a relatively proper neural network structure, we have chosed a way to select the number of neural network hidden layer neurons. To further verify the classification ability of this model, we have selected several different classification datasets to train and test the network. The results of numerical studies, applications and comparisons have illustrated the effectiveness of the algorithm. It has shown that the proposed method can quickly and effectively classify the classification datasets, overcome some inherent defects of traditional back-propagation (BP) algorithms. Future work can improve the accuracy of the classification. The BAS algorithm is improved, and the BAS is applied to optimize the number of nodes in the hidden layer of the neural network. It is also possible to increase the number of layers of the neural network and expand the hypothesis space of the neural network, and apply the BAS to more complex network structure research.
